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The objective of this work is to enhance the awareness of the indoor propagation 
behaviour, by a set of investigations including simulations and measurements. These 
investigations include indoor propagation behaviour, local mean power estimation, 
proposing new indoor path loss model and introducing a case study on 60 GHz 
propagation in indoor environments using ray tracing and measurements.     
A summary of propagation mechanisms and manifestations in the indoor environment is 
presented. This comprises the indoor localization techniques using channel parameters 
in terms of angle of arrival (AOA), time of arrival (TOA) and received signal strength 
(RSS). Different models of path loss, shadowing and fast fading mechanisms are 
explored. The concept of MIMO channels is studied using many types of deterministic 
channel modelling such as Finite Difference Time Domain, Ray tracing and Dominant 
path model.   
A comprehensive study on estimating local average of the received signal strength (RSS) 
for indoor multipath propagation is conducted. The effect of the required number of the 
RSS data and their Euclidian distances between the neighbours samples are 
investigated over 1D, 2D and 3D configurations. It was found that the effect of fast fading 
was reduced sufficiently using 2D horizontal’s arrangement with larger spacing 
configuration.  
A modified indoor path loss prediction model is presented namely effective wall loss 
model (EWLM). The modified model with wall correction factors is compared to other 
indoor path loss prediction models using simulation data (for 2.4, 5, 28, 60 and 73.5 GHz) 
and real-time measurements (for 2.4 and 5 GHz). Different operating frequencies and 
antenna polarizations are considered to verify the observations. In the simulation part, 
EWLM shows the best performance among other models. Similar observations were 
recorded from the experimental results. 
Finally, a detailed study on indoor propagation environment at 60 GHz is conducted. The 
study is supported by Line of Sight (LoS) and Non-LoS measurements data. The results 
were compared to the simulated ones using Wireless-InSite ray tracing software. Several 
experiments have confirmed the reliability of the modelling process based on adjusted 
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Chapter 1  
Introduction 
1.1 Background  
 
With the rapid evolution of wireless communication systems and the wide spread 
of Wi-Fi technology within indoor environments, indoor object localization 
emerges as a critical feature to many applications including supporting firefighters 
rescue process and assisting patients in hospitals and nurse homes. Detailed 
simultaneous localization methods have been addressed in terms of mapping of 
objects locations [1], and thus a brief review of the previous and recent 
developments could enhance the importance of such subject.   
In the 1960s the US army developed satellite-based localization which was 
promoted later to the global positioning system (GPS) [2]. In 1983 GPS was 
utilized for public usage, with the improvements achieved in the research field, 
the accuracy enhanced from 100 m as achieved in 1990 to 3.5 m as achieved in 
2014 [3]. While GPS is dependent on the availability of LOS propagation, which 
makes it widely used in the outdoor localization; however it’s not recommended 
to use for indoor environments as the LOS path is weakened or even vanished 
due to high building penetration losses [4].  
Outdoor localization is performed by GPS and mobile cellular networks whereas 
indoor localization is performed using personal area networks, wireless local area 
networks WLAN and wireless ad-hoc networks [5]. Due to different building 
materials, different building sizes, dimensions, furniture and people movements 
it becomes difficult to generalize a localization model for the indoor environment.   
2 
The ability to locate a target object in an indoor environment has many potential 
applications: e.g. in security, emergency services, healthcare and commercial 
fields [6-8]. However, it is difficult to provide accurate location by radio means 
because of the complex multipath propagation associated with buildings [9]. 
 
Multipath propagation of wireless signals within buildings has been extensively 
studied in the context of the deployment of cordless phones [10] and WLAN [11-
13]. Propagation from outdoors to indoors has been studied in the context of 
cellular networks [14]. More recently, there has been significant interest in 
developing indoor location technologies, in many cases relying on the 
opportunistic exploitation of available WLAN signals [15] and deploying WLAN in 
the mm-Wave band [16]. 
 
Propagation models have been developed and broadly can be categorised as 
either predicting median signal strength (path loss and shadowing) like the Motley 
Keenan model [10] or channel behaviour (fading across time or frequency) like 
the Saleh Valenzuela model [17]. Path loss models predict the signal level 
(averaged over several wavelengths or a wide bandwidth) at a given distance 
from the transmitter [10], whilst channel models describe the stochastic or non-
deterministic variation of the signal level (narrowband) and the time-dispersion 
(wideband) at that location [17]. The advent of multiple input, multiple output 
(MIMO) systems, and spatial channel models have been introduced to improve 
accuracy, based on the 3D indoor environment that comprises walls, floors, 
windows, doors, corridors, stairwells and lift-shafts, including fixtures and 
furniture which can be considered as clutter [18]. 
 
3 
Multipath effects can be observed when the mobile terminal moves distances 
shorter compared to the correlation shadowing distance; due to these effects, 
signal strength recorded at the receiver becomes very sensitive to any small 
movement. In fact, even if the receiver is stationary, the recorded SS still varies 
noticeably; this makes the use of signal strength in localization impractical and 
inaccurate.  
 
Researchers have developed techniques to remove the effect of multipath [19] 
so that the received signal strength (RSS) could be linked to path loss and 
shadowing only; such integrated representations makes the RSS-distance 
relationship more tractable. One of the main problems in localization using RSS 
is the non-monotonic fading of RSS level with distance; such a problem will lead 
to ambiguity of location estimation. The main objective is to make this relationship 
unambiguous (i.e. monotonically decreasing). A possible way to achieve this is 
by averaging over local areas to remove the effects of fast fading [19]. 
 
This highly complex channel behaviour is captured by ray-tracing software. 
However, there are practical limits on the accuracy with which the detail of 
building structures or clutter can be characterised or the extent to which the 
material electrical properties can be accurately known [9]. There are also 
compromises made in the number of ray paths that can be found by the software 
within the constraints of a reasonable run-time and memory requirement [20].  
 
The ray-optical view of the propagation mechanisms leads naturally to a 
description of the channel in terms of its impulse response as given by [21]. In 
the indoor channel, rays have been observed to arrive in clusters, as modelled 
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by [17]. The clusters can be associated with angles of arrival and departure in 
developing spatial channel models [22]. The impulse response will vary with the 
position and if the terminal (or clutter) is moving, this translates into time variation.  
 
1.2 Aims and Objectives 
 
The aim of this research is to investigate and contribute to indoor propagation 
algorithms for better understanding and to enhance various indoor applications 
including location-based services. The aspects investigated in this research 
include local mean signal estimation, indoor path loss algorithm and ray tracing 
validation at millimetre-wave frequencies.   
Objectives identified to achieve this aim to: 
1. Conduct a comprehensive study of major propagation mechanism and 
manifestations for indoor and outdoor environments.  
2. Present a broad study of indoor localization techniques using channel 
inferred parameters. 
3. Full modelling process using Wireless InSite software and detailed 
Matlab programmes to be implemented for various indoor applications.   
4. Perform an analytical study on local mean signal strength estimation to 
enhance localization performance. 
5. Conduct experimental measurements and validate results with ray tracing 
software at mm-wave frequencies.  
The major contributions of this work are:  
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1. A modified indoor path loss prediction model is presented in Chapter 4, 
namely, the effective wall loss model. The modified model is compared to 
other indoor path loss prediction models using simulation data and real-
time measurements. Different operating frequencies and antenna 
polarizations are considered to verify the observations. In the simulation 
part, the effective wall loss model shows the best performance among 
other models as it outperforms by a factor of two the dual-slope model, 
which is the second-best performancer. Similar observations were 
recorded from the experimental results.  
2. A comprehensive study on estimating local average signal strength for 
indoor multipath propagation is conducted in Chapter 5. The study covers 
the effect of the required number of collected point samples of signal 
strength, the distance between these sample points and the distribution of 
them. It was found that the effect of fast fading was reduced sufficiently 
using two-dimensional horizontal configuration samples; further, using the 
same number of samples with larger spacing enhanced averaging 
compared with small spacing. It was also noticed that for some 
arrangement types averaging improved for a smaller size as spacing 
increases. 
3. Ray-tracing validation using real-time measurements are presented in 
Chapter 6, the comparison investigates effects of material electrical 
parameters on received signal strength. It was found that the ray tracing 
software results were varying depending on the input of the material 
electrical parameters; however, some results are comparable to 
measurements which imply that material electrical parameters values used 
are the most accurate.  
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4. A review on indoor propagation manifestations is conducted in Chapter 2, 
the study includes different models on path loss, shadowing and fast fading 
mechanisms. Different channel parameters including signal strength, 
power delay, coherence bandwidth, Doppler spread and the angle of 
arrival are explored. The study also explores many types of deterministic 
channel modelling such as Finite Difference Time Domain, ray tracing and 
dominant path model. Building material properties with frequency are also 
investigated, many models for the propagation through buildings are 
introduced.   
    
1.3 Organization of the Thesis 
 
Chapter 2: This chapter provides a comprehensive review on propagation in 
indoor environments, the study enlightens propagation differences between 
indoor and outdoor environments. Different indoor path loss models are 
presented, the study also explores many types of deterministic channel modelling 
including Finite Difference Time Domain, ray tracing and dominant path model. 
Building material properties with frequency are also investigated, the chapter also 
investigates building penetration losses models published in the literature. 
Chapter 3: This chapter opens with an introduction to the term localization 
techniques including RSS, TOA and AOA. The study contains concepts, 
requirements and specifications for each category of techniques. The chapter 
also presents pros and cons for investigated localization techniques and 
conducts comparisons between them.  
7 
Chapter 4: This chapter presents a modified indoor path loss prediction model, 
the proposed model was compared to other models at different frequencies and 
antenna polarizations, simulation results were compared to collected 
measurements where good agreement was observed.  
Chapter 5: A comprehensive study on estimating local average signal strength 
for indoor multipath propagation is conducted in Chapter 5. The study covers the 
effect of the required number of collected point samples of signal strength, the 
distance between these samples points and the distribution of them.  
Chapter 6:  Validation of Wireless InSite Ray-tracing software with 
measurements at 60 GHz is conducted in Chapter 6. The study includes LOS 
and NLOS propagation, the effect of using different electrical parameters values 
recorded in literature are investigated for different materials.      
Chapter 7: This chapter summarizes the whole thesis and provides the 
outcomes of this research. Conclusions drawn from each chapter and how this 
work can be further extended are discussed in this chapter.     
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Chapter 2  
Indoor Propagation Environment 
2.1 Introduction 
 
Wireless communication engineers struggle with the dynamic behaviour of 
wireless radio channels. Wireless channels are more susceptible than cabled 
channels to noise, interference and similar hindrances [23]. Therefore, they try to 
establish values of the received signal strength (RSS) at any location. The aim of 
this study is to introduce a survey on indoor radio propagation: understanding this 
is important for many applications, including location-based services (LBS) [9, 
24]. 
 
With the vast expansion of mobile technologies, many indoor applications have 
become supported by 4G services [25, 26] and 5G services [27]. In 5G systems, 
indoor cells are linked to outdoor base stations through indoor base stations 
working at millimetre waves [28]. The usage of high data rate Multiple Input 
Multiple Output (MIMO) systems makes the prediction and planning for indoor 
systems extremely difficult [26]. Figure 2.1 highlights the general topics covered 
in this chapter. 
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Figure 2.1: Indoor Propagation Channel Review Outlines. 
  
2.2 Indoor and Outdoor Comparison 
 
The indoor environment is more dynamic compared to the outdoor environment 
[29]: diffraction becomes an important phenomenon especially in the absence of 
LOS paths, and scattering from objects of size comparable to the wavelength 
also has major effects on signal level [21]. The indoor coverage is further 
constrained by high wall/floor attenuation and low transmitted power, which result 
in lower delay spread: typical delay spreads for indoor environments are in the 
range of tens of nanoseconds, while being in the range of tens of microseconds 
for outdoor environments [21]. While the only causes of a time-variant channel 
outdoors are the movements of the transmitter and/or the receiver, movement of 
people causes the indoor channel to be time-variant even if both transmitter and 
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receiver are stationary [26]. Note however that Doppler effects are neglected 
since the velocity within buildings is limited [21]. In the indoor case, a simple path 
loss exponent (n) model is less likely to be applied for path loss prediction due to 
its complexity [30].  
 
Indoor propagation analysis depends on a building’s geometry where frequency 
reuse in the building is widely used; however, the interference between the floors 
makes propagation analysis more challenging. Ray tracing techniques are widely 
used to model the channel in indoor and outdoor environments; however, once 
the size of any obstacles are comparable to the wavelength, ray tracing becomes 
invalid: this is the case in many indoor scenarios and as a result this will place 
restrictions on frequency bands predicted via ray tracing for indoor environments 
[31]. Path loss attenuation at the specific frequency allocated for a service can be 
different in indoor and outdoor environments: for example, frequency-dependent 
attenuation due to oxygen and water vapour particles will restrict the use of 60 
GHz in outdoor environments [32] while it is attractive for indoor applications [33]. 
Indoor propagation is not affected by winds, storms and rainfall which can affect 
outdoor RSS [34], also path loss dependency on operating frequency tends to be 
more in the case of the indoor environment [35]. 
 
2.3 Frequency Allocation  
Many organisations run their own local private wireless telephone network called 
private branch exchange (PBX), these networks use the 800-2000 MHz range 
[36]. Other frequency ranges include Bluetooth at 2400 MHz, WiMAX at 3500 
MHz, IEEE 802.11 [a, b, n, g, ac, ad] in the frequency range 2400-5800 MHz and 
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free licences 433.05-434.79 MHz, 900-928 MHz, 2400-2483 MHz and 5700-5900 
MHz [36] 60 GHz [37]. The availability for bandwidth is limited as many 
applications utilize these bands (e.g. at 2.4-2.5 GHz wireless devices are affected 
by the radiation from other microwave emissions like Bluetooth); hence proper 
coverage and interference reduction are indispensable [38]. Higher data rate 
achieved at 17-18 GHz [39], 6.8-8.5 GHz, 24 GHz bands [40] and millimetre wave 
system in the 38 GHz [41], 32.5 GHz, 60 GHz, 65 GHz and 73 GHz regions [42] 
[43] 42 GHz and 58 GHz [39].    
    
2.4 Modelling Indoor Channel  
 
Generally, there are two main approaches for indoor channel propagation 
modelling: empirical and deterministic [44]. In empirical modelling data are 
collected from measurements, then by using statistical analysis, channel 
coefficients are characterised to convert the data into parametric equations [45]. 
The signal level, phases, time of arrival, angle of arrival and many signal 
parameters are characterised by probability distributions to describe their 
behaviour [45].  
 
Deterministic modelling depends on laws of physics whereby the electromagnetic 
wave distributions are solved to estimate the channel parameters at any location 
in the environment [45]. Environmental details like floor height, the location of 
doors and windows and their material types and furniture in the environment are 
carefully considered to predict signal parameters like the signal strength, angle 
of arrival and time of arrival [20]. The accuracy of the models depends strongly 
on the detail in which the environmental features are considered [44]. Generally, 
empirical models are applied to environments that have similar characteristics to 
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the environment used to construct the model, while deterministic models are 
created for a specific environment [44].   
 
2.5 Empirical Models (Site General Models) 
Before proceeding with the discussion of this section, it is appropriate to note that, 
although many models are based on measurements in typical indoor 
environments like houses and offices, the structure and ingredients are quite 
different from one culture to another; for instance houses may be made of brick, 
concrete, reinforced concrete, mud, wood and steel-framed which is used widely 
in industrial buildings. They may also be made of wood and plaster for interior 
partitions and concrete and brick for exterior partitions, etc. The same applies to 
“office environment”, where some offices are large and others are small. Some 
offices have hard partitions which are constructed with the building itself, others 
have soft partitions made from plaster or wood which are not extended to the 
ceiling and may be movable. These generalizations may lead to contradictions 
with observations in the literature unless the material and details of the 
environment are specified in detail [46-48].  
 
2.5.1 Path loss 
In this section different path loss models are presented; these models include the 
effects of walls, floors and the complexity of the environment. Many models have 
been proposed in literature including one slope model [49], dual slope model [50], 
linear attenuation model [51], partitioned model [52], Motley Keenan model [10], 
averaged wall loss model [53], ITU-R P.1238 model [54] COST 231 indoor model 
[55] and dominant path model [56].  
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One Slope Model (OSM) 
This is a fast and simple model, also termed as the simplified path loss model 
where the received power at a point is given by [49]: 
 𝑃𝑟(𝑑𝐵) = 𝑃0(𝑑𝐵) − 10𝑛 log10(𝑑) (2.1) 
Where 𝑃0 is the received power at one metre from the transmitter which can be 
estimated using free space formula or experimentally [23], 𝑛 is the path loss 
exponent which is calculated using interpolation [57] and 𝑑 is the distance from 
the transmitter. Path loss is dependent on the range (distance) and path loss 
exponent [23]. In [58] various values of decay index 𝑛 are presented, the values 
ranging from 1.2 due to waveguiding effects in corridors to 6.1 for a dense office 
environment [59]. In outdoor to indoor propagation at 1.7 GHz [51], decay index 
𝑛 found to be 1.495 for corridor on a single floor; 1.524 through separated 
corridors in that building and 3.25 for separate rooms on a single floor and 3.31 
in rooms dispersed through a building. Typical path loss exponent for the indoor 
environment are given in Table 2-1, where OLOS stands for obstructed LOS. 
 
 
Table 2-1: Typical path loss exponent for indoor environment [59]. 
Building Frequency (MHz) 𝑛 








House 900 3.0 
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Authors in [47] formulated the path loss exponent in mathematical equations as 
a function of the corresponding excess delay 𝜏𝑒𝑥 and whether the propagation is 














       15 𝑛𝑠 < 𝜏𝑒𝑥 < 250 𝑛𝑠
3.6                        250 𝑛𝑠 < 𝜏𝑒𝑥 < 500 𝑛𝑠





                                     𝜏𝑒𝑥 < 310 𝑛𝑠
4.23                            310 𝑛𝑠 < 𝜏𝑒𝑥 < 500 𝑛𝑠
 (2.3) 
 
Linear Attenuation Model (LAM) 
Authors in [60] proposed another approach: experiments were carried out over a 
range of frequencies (0.85, 1.9, 4.0 and 5.8 GHz) and it was concluded that total 
loss is the sum of free space loss 𝐿𝐹𝑆 and loss factor in the range of (𝛼 = 0.3 −
0.6 𝑑𝐵/𝑚) depending on frequency and building [60]. 
 𝑃𝑟(𝑑𝐵) = 𝑃0(𝑑𝐵) − 20 log10(𝑑) − 𝑎 ∙ 𝑑 (2.4) 
 
where 𝑑 represents distance in metre. Equation 2.4 can be modified by adding 
wall losses to overall losses [61].   
 
Dual Slope Model (DSM) 
Propagation within indoor environment was categorized depending on first 
Fresnel zone clearance: firstly the “near transmitter propagation” where there is 
no obstruction in the first Fresnel zone and the path loss exponent is less than 2 
due to waveguiding, and secondly “breakpoint propagation” when furniture falls 
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in the first Fresnel zone and path loss exponent becomes larger than 2, as shown 
in Equation 2.5 [50].    
 𝑃𝑟 = 𝑃0 − 10{
𝑛1 log10(𝑑)                                              𝑑 < 𝑑𝑏𝑝
𝑛1 log10(𝑑𝑏𝑝) + 𝑛2 log10 (
𝑑
𝑑𝑏𝑝
)      𝑑 > 𝑑𝑏𝑝 
} (2.5) 
 
where 𝑛1, 𝑛2 are the path loss exponents and 𝑑𝑏𝑝 is the breakpoint distance. 
Calculation of the breakpoint distance is done either theoretically as in [50] or 
experimentally as in [62]. The authors in [63] claimed better performance for the 
DSM compared to the OSM, since their corresponding  overall standard deviation 
are 4.9 dB and 17.2 dB respectively. 
 
In indoor environments the direct path may not be the dominant path as other 
rays which are not direct may have a stronger signal, in [64] OSM and DSM were 
enhanced by infusing the concept of dominant direct path in the model instead of 
using the direct path, authors claimed better performance than the original 
models.   
 
Partitioned Model (PM) 
In this model, the path loss is estimated based on predetermined values of 𝑛 and 
distance between transmitter and receiver [65]:     
 𝐿 = 𝐿(𝑑0) + 𝑘𝑑 (2.6) 
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20 log10 𝑑 ,                         1𝑚 < 𝑑 ≤ 10𝑚
20 + 30 log10
𝑑
10
,       10𝑚 < 𝑑 ≤ 20𝑚    
29 + 60 log10
𝑑
20
,           20𝑚 < 𝑑 ≤ 40𝑚 
47 + 120 log10
𝑑
40
,                      𝑑 > 40𝑚 
  
Measurements show that OSM and DSM outperform the partitioned model [50], 
Ericsson Radio Systems have taken a similar approach while the path loss has 
upper and lower limits depending on the fading severity: the path loss exponent 
was found to be in the range from 2 to 12 as distance increased [30].   
 
ITU-R P.1238 Indoor Model 
This is an empirical model that accounts for the losses due to penetration through 
floors within the same building [54]: 
 𝐿 = 20 log10 𝑓𝑀𝐻𝑧 + 10𝑛 log10
𝑑
𝑑0
+ 𝐿𝑓(𝑁(𝐹)) − 28 (2.7) 
Where 𝐿𝑓(𝑁(𝐹)) is the floor penetration loss which varies with frequency, type of 
floor and number of floors. Based on a large number of measurements, the model 
gives typical values for 𝑛 and 𝐿𝑓(𝑁(𝐹)) for different indoor environments in Table 
2-2 and Table 2-3 respectively [54]. Some guidelines should be considered when 
using these tables are given in the source literature [54], in the case where both 
transmitter and receiver are in the same floor then 𝐿𝑓 = 0. 
Table 2-2: Indoor power loss exponent [54]. 
Frequency Residential Office Commercial Factory Corridor 
900 MHz - 3.3 2 - - 
1.25 GHz - 3.2 2.2 - - 
1.9 GHz 2.8 3 2.2 - - 
2.1 GHz - 2.55 2 2.1 1.7 
2.4 GHz 2.8 3 - - - 
3.2 GHz - 2.7 - - - 
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2.625 GHz - 4.4 - 3.3 - 
4 GHz - 2.8 2.2 - - 
5.2 GHz 3, 2.8 3.1 - - - 
5.8 GHz - 2.4 - - - 
28 GHz - - 2.76 - - 
60 GHz(1) - 2.2 1.7 - 1.6 
70 GHz(1) - 2.2 - - - 
 
 
Table 2-3: Floor loss factor for 𝑚 floors (dB) [54]. 
Frequency 
(GHz) 
Residential Office Commercial 
0.900 - 
9 (1 floor) 
19 (2 floors) 
24 (3 floors) 
- 
1.8-2 4m 15+4(m-1) 6+3(m-1) 
2.4 10, 5 14 - 
3.5 - 
18 (1 floor) 





16 (1 floor) - 
5.8 - 
22 (1 floor) 
28 (2 floors) 
- 
(1) Per concrete wall (2) Wooden house 
 
Motley-Keenan Model (MKM) 
The wide range of 𝑛 makes the use of one slope model inadequate [10], MKM 
considers the effect of walls and floors, including their types and numbers [10] 
[66]. 







Where 𝐿𝐹𝑆 , 𝐿𝐶 , 𝑁𝑤, 𝑁𝑓 , 𝐿𝑤, 𝐿𝑓 , 𝑖 and 𝑗 are the free space loss, constant term (loss at 
𝑑0 = 1 𝑚), number of walls, number of floors, wall loss factor, floor loss factor, 
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type of wall and type of floor respectively. It’s noteworthy that 𝐿𝑤 and 𝐿𝑓 were 
found to be lower as the number of interleaving wall/floor increased [67] [68]. This 
may be related to the fact that the signal will find other paths to propagate, such 
as corridors and doors in the same floor or via stairs for multi-floor buildings [69] 
as shown in Figure 2.2. Table 2-4 illustrates values for floor attenuation factor for 
different buildings: wall and floor losses tend to depend on thickness, types of 
materials, angle of incidence and frequency [70], floor loss factor was observed 
to increase as the frequency increases [71] and losses at oblique incidence tend 
to be larger compared to normal incidence [55].  
 
Table 2-4:  Floor attenuation factor (dB) for different buildings [59]. 
Building Floor Attenuation factor  
 
Building 1 
Floor 1 12.9 
Floor 2 5.8 
Floor 3 5.7 
Floor 4 2.6 
 
Building 2 
Floor 1 16.2 
Floor 2 11.3 




Floor 1 13.2 
Floor 2 4.9 
Floor 3 5.9 
Floor 4 3.0 




Figure 2.2: Propagation through floors. 
 
COST231 Indoor Model 
A more sophisticated model was given by COST231, which adopts the concept 
of MKM [55]. The model assumes a linear  increase of loss as the number of walls 
increases, and a non-linear increase of loss as the number of floors increases, 
due to the decrease in floor losses; the model is given in Equation 2.9 [55] [72]:  









where 𝐿𝐶 is the resultant wall loss obtained by applying multiple linear regression 
to the measurements, 𝑛𝑓 is the number of encountered floors and 𝑏 is an 
empirical constant, 𝐿𝑤𝑖 is wall loss of type 𝑖 and 𝐿𝑓 is the floor loss. Two types of  
wall are defined: a light wall which has thickness <10 cm such as plasterboard, 
and a heavy wall with thickness >10 cm, such as brick or concrete [55]. Typical 
values for light wall loss are 1.9 dB at 900 MHz and 3.4 dB at 1800 MHz. For 
heavy walls, the average loss at 1800 MHz is around 6.9 dB [55]. Typical values 
for floor losses are 14.8 and 18.3 dB for 900 and 1800 MHz respectively. For 
different types of environments, the empirical constant 𝑏 found to be 0.46 at 1800 
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MHz [55]. Figure 2.3 shows how floor individual losses decrease as the number 
of floors increases, and also how floor losses increase as frequency increases. 
 
 
Figure 2.3: Floor losses for COST231 Indoor model. 
As mentioned above, the model assumes that wall losses are linear as the 
number of walls increases, this makes the results to be pessimistic. An extension 
has been made so that individual wall losses decrease as the number of walls 
increases which claimed to give better performance [72].   
 
Averaged Wall Loss Model (AWM)  
AWM was proposed by [53]. This model is similar to the MKM, however, the way 
losses are calculated is different. The first wall loss is estimated by finding the 
difference between the path loss estimated from measurements and the losses 
due to free space propagation as shown in Equation 2.10 [53]: 
 
 𝑊1 = 𝑃𝑟1 − 𝑃0 + 20 log10(𝑑1) (2.10) 
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where 𝑃𝑟1 is the RSS one meter from the first wall, and d1 is the distance between 
the transmitter and the point where the 𝑃𝑟1 measurement was taken. Losses of 
following walls are estimated similarly after excluding previous wall losses [53]. 









where 𝑣 is the total number of walls. The path loss at distance d can be expressed 
as shown in Equation 2.12, where L is the number of walls. 
 
 𝑃𝑟(𝑑) = 𝑃0 − 20 log10(𝑑) −𝑊𝑎𝑣𝑔 ∙ 𝐿 (2.12) 
 
Path loss and frequency dependence 
As the frequency increases, the ability of the wave to bind around corners 
decreases, causing diffraction to contribute less to overall signal strength and 
hence path loss tends to be larger at higher frequencies [67], [73]. According to 
[74] it was observed that the path loss exponent doesn’t change with frequency, 
it was also observed that both path loss and path loss exponent do not change 
with bandwidth, modulation and polarization of the wave.  
In [75] a set of experiments was carried out over the frequency range 3-11 GHz. 
It was observed that as frequency increases, the attenuations in NLOS scenarios 
are more severe compared with LOS cases. Another study on the same 
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frequency range found that path loss exponent, delay spread and power delay 
profile (PDP) have similar behaviour over this range of frequencies [76].  
The frequency dependence of path loss exponent found to be related to LOS 
existence, as 𝑛 was recorded to have a slightly different frequency dependence 
in LOS cases: it was observed to have more dependence on frequency in the 
NLOS cases [77]. 
2.5.2 Shadowing and Multipath   
 
Similarly to outdoor propagation, indoor fading occurred on the large scale (path 
attenuation and shadowing) and on the small scale (multipath and Doppler 
spread), the channel could also be narrowband or wideband. 
 
Shadowing  
Fading due to shadowing in an indoor environment tends to follow a Log-Normal 
distribution. Typical values for location variability 𝜎𝐿 for an office are given in Table 
2-5 [54]:  
Table 2-5 Location variability for indoor office. 






Signal Strength Level 
Signal strength levels can be described by many distributions, depending on the 
circumstances of the experiments. In the case where NLOS is dominant it was 
found that signal level follows a Rayleigh distribution [17] [78], but in the presence 
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of the LOS component, the signal envelope follows a Rician distribution [79], [80]. 
Experiments in other circumstances show a Log-Normal distribution [52, 81], 
Suzuki distribution [82], Nakagami distribution [83, 84], exponential distribution 
[85] and Weibull distribution [73, 84, 86].  
The Suzuki distribution [87] applies in many locations as it combines the Log-
Normal with Rayleigh distributions, so it gives the signal fading due to shadowing 
superimposed with the Rayleigh fading due to multipath propagation [82].   
The Weibull distribution has the flexibility to cover a range of circumstances, as 
presented in [86]. Here different transmitter-receiver separation distances were 
applied, LOS and NLOS cases and the effect of Doppler spread were considered. 
Several different probability distribution functions (PDFs) were tested to fit the 
measurements: the percentage was as follow: Rayleigh 1%, Lognormal 7.8% 
Rician 22.3%, Nakagami 31.8% and Weibull 37%. The indoor environment is very 
complicated, therefore signal parameters will not follow the same behaviour in all 
environments. Since it has three parameters, the Weibull distribution offers 
flexibility so that even the environment changes Weibull still represents the signal 
level fading [73].  
 













where 𝑚, 𝜖 and 𝜌 are the shape parameter, scale parameter and location 
parameter respectively. The Weibull distribution becomes a Rayleigh distribution 
when m=2 [88].  
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Impulse Response  
The Saleh-Valenzuela (SV) model is popular and widely used for describing 
arrival time sequence and amplitude in the case of resolvable multipath. The 
model describes the behaviour of multipath in indoor environments suggesting 
that rays come in clusters as shown in Figure 2.4. The number of clusters tends 
to decrease with increasing frequency [89] and as the separation between 
transmitter and receiver is increased [90].  
 
The number of clusters tends to follow a modified Poisson distribution [91]. 
Considering the first ray of each cluster and aggregate them together, it was 
found that the best fit for the amplitude of these rays follows a negative 
exponential distribution while their inter-arrival times of each cluster follow a 
modified Poisson distribution and their corresponding amplitudes follow a 
negative exponential distribution [17].  
 
The amplitude of each individual ray follows a Rayleigh distribution or Normal 
distribution in the Ultra-Wide Band (UWB) propagation case, while its phase 










where 𝛽𝑘𝑙 is the multipath gain, 𝜑 is the phase associated with the l
th cluster and 
kth ray, 𝑙 is the number of clusters, 𝑘 the number of arrival rays within the lth cluster, 
𝑇𝑙 is the arrival time of the l
th cluster and 𝜏𝑘𝑙 is the arrival time of k
th ray within the 
lth cluster. Note that the SV model was developed for wideband systems, it was 
also found to be valid for UWB systems [92].  
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The work done in [17] was updated by [22] to include the behaviour of the angle 
of arrival in the indoor environment, they found that the arrival waves tend to be 
clustered in time and angle as shown in Equation 2.15 [22]. For all rays within a 
cluster, the mean of their angles of arrival is known as the cluster arrival angle 
𝛩𝑙. 
ℎ(𝑡, 𝜃) =∑∑𝛽𝑘𝑙𝑒







where 𝜔𝑘𝑙 is the arrival angle of the k
th ray of the lth cluster. The distribution for 𝛩𝑙 







where 𝜎 is the standard deviation. Table 2-6 gives the mean value for angular 
spread in an indoor environment. 
 
Table 2-6: Typical mean value for angular spread in the indoor environment 
[54]. 
Indoor Scenario LOS NLOS 
Hall 23.7o - 
Office 14.8o 54o 
Home 21.4o 25.5o 




Figure 2.4: Saleh Valenzuela Model. 
 
Delay Spread 
RMS Delay spread 𝜎𝑟𝑚𝑠 tends to follow a normal distribution and has a clear 
dependence on the distance between the transmitter and receiver [86]. Typical 
values for average indoor mean delay spread are in the range of 20-30 ns over 
the frequency range of 0.9-1.3 GHz [86] [93]. 
 
In [36], statistics of RMS delay spread were measured by their mean, median and 
standard deviation, it was found that LOS propagation has lower metrics values 
compared to NLOS propagation, a similar observation was recorded by [94]. 𝜎𝑟𝑚𝑠 
was found to be larger as the transmitter-receiver (Tx-Rx) separation increases 
[93] [95] and as the area of floor becomes larger [54]. Equation 2.17 shows a 
proportional relationship between delay spread and floor’s area 𝐹𝑎 up to 1000 m
2 
at 2 GHz [54]:   
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 log 𝜎𝑟𝑚𝑠 = 0.23 log(𝐹𝑎) + 1.1 (2.17) 
 
In propagation between floors, 𝜎𝑟𝑚𝑠 tends to be larger due to more reflection, 
diffraction and transmission occurring [96]. It was found that increasing the 
operating frequency caused the mean of 𝜎𝑟𝑚𝑠 to fall [97] [89]. Table 2-7 
summarizes the median RMS delay spread in different indoor environments at 
different frequencies.  
 

























60  Office 1.77 
 
Number of Paths 
The number of detected paths depends on receiver sensitivity and transmitter-
receiver separation. Higher sensitivity means that more paths are expected to be 
detected, as distance gets longer the probability to receive a multipath component 
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reduced [98], this probability is further reduced in open spaces compared to a 
dense built environment since more reflection and scattering are likely to occur in 
dense environments: measurements show that the number of detected paths 
follows a modified Beta distribution [98-100], a Gaussian distribution [81], or a 
Poisson distribution. In the case where the threshold is lower, the distribution 
tends to be Normal [101].   
 
Coherence Bandwidth (𝑩𝑪) 
Since the relationship between 𝐵𝐶 and 𝜎𝑟𝑚𝑠 is inversely proportional, it is 
expected for 𝐵𝐶 to have opposite characteristics [36]. 𝐵𝐶 was found to be larger 
for LOS cases compared to NLOS, also as the transmitter-receiver separation 
increases 𝐵𝐶 tends to be smaller [36].  
 
Doppler Spread  
In indoor environments the movement of people could affect the channel 
response and cause Doppler spread; however due to the limited mobile velocity 
in indoor environment, Doppler spreads are negligible as shown in [102] where 
Doppler spread was found to be in the range of 0.3-6.1 Hz, also in [86] the 
observed range was (0.35-4.54 Hz). In [103] a set of measurements were 
conducted on the range of frequencies (3.1-10.6 GHz), it was observed that 
Doppler spread shows a frequency dependent behaviour. In the case of outdoor-
indoor propagation (e.g. satellite to indoor), Doppler effects can no longer be 
ignored [104]. Doppler spread tends to increase as frequency increases; in [105] 
a relationship between coherence time and antenna beamwidth was observed, it 
was concluded that coherence time is inversely proportional to antenna 
beamwidth for millimetre wave.  
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WINNER II  
In the WINNER II project [106] a set of measurements were conducted on 
different propagation scenarios in the range of frequencies from 2 to 6 GHz. Two 
general indoor cases were considered, the first being an indoor floor that could 
be an office or residential, and the second case is a very large hall, such as a 
conference hall or railway stations. The path loss is given by Equation 2.18 [106]. 
 
𝑃𝐿 = 𝐴 ∙ log10(𝑑) + 𝐵 + 𝐶 ∙ log10 (
𝑓𝑐
5
) + 𝑋 (2.18) 
where X represents additional losses and 𝐶= 20 dB for all cases except for large 
indoor hall in NLOS propagation as it equals 23 dB, other parameters are given 
in Table 2-8. 
 
Table 2-8: Typical values for WINNER II Indoor Models [106]. 





LOS 18.7 46.8 - 3 
NLOS† 36.8 43.8 5(𝑛𝑤 − 1) 
4 
NLOS†† 36.8 43.8 12(𝑛𝑤 − 1) 
NLOS††† 20 46.4 5𝑛𝑤 6 
NLOS†††† 20 46.4 12𝑛𝑤 8 
Large Indoor hall 
LOS 13.9 64.4 - 3 
NLOS 37.8 36.5 - 4 
 
†: Corridor-room propagation and light walls. 
††: Corridor-room propagation and heavy walls. 
†††: Room-room propagation and light walls. 
††††: Room-room propagation and heavy walls. 
 
𝑛𝑤 is the number of walls and σ is the shadowing fading standard deviation. In 
the case where transmitter and receiver are on different floors an additional loss 
is added as in Equation 2.19 [106]:  
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 𝐿𝑓𝑙𝑜𝑜𝑟 = 17 + 4(𝑛𝑓 − 1) (2.19) 
 
where 𝑛𝑓 is the number of floors. For both cases the delay spread was found to 
follow an exponential distribution, the number of clusters in both cases was larger 
in the NLOS compared to LOS, while the correlation distance are larger in LOS 
compared to NLOS. Other propagation parameters are discussed in [106].    
 
2.6 Deterministic Models (Site Specific Models) 
 
In a deterministic model, the channel and signal parameters are determined for 
every location in the environment. The most accurate results would be obtained 
by solving Maxwell’s equations; however, such a task is effectively impossible 
even with high-speed computers due to the complexity of specifying boundary 
conditions [107]. Deterministic techniques for indoor propagation includes the 
Finite Difference Time Domain (FDTD), ray tracing [107] and dominant Path 
model (DPM) [108]. 
 
  
2.6.1 Finite Difference Time Domain (FDTD) 
 
Maxwell’s equations provide the solution to estimate the signal parameters 
everywhere, however finding analytical solutions is not always possible, and 
hence approximations and assumptions have been adopted as an alternative 
way to solve Maxwell’s equations. One of the well-known methods is by using the 




The FDTD is a time domain solution that can cover a wide range of frequencies 
[111]. The main idea is to replace the Maxwellian derivatives with finite difference 
approximations which can be evaluated at each point in space and time [112-
114]. 
 
The method had been applied in an indoor scenario in an area of 990 m2 at 433 
MHz [115], the results showed a standard deviation of about 15.5 dB but it was 
observed that the resource requirements tend to increase exponentially with 
frequency as the dimension of the simulated environment increases.   
 
In [116] a full wave description for indoor office at WLAN and WiMAX frequencies 
were estimated using FDTD. The authors found that the path loss exponent was 
estimated accurately, while the standard deviation for the estimated path loss 
level was around 5.5 dB.   
 
 
2.6.2 Ray Tracing  
 
Most deterministic models nowadays adopt the ray tracing technique for indoor 
propagation prediction since it requires less computational time compared to 
FDTD [117]. As long as the wavelength is smaller than the sizes of the obstacles 
the waves can be considered as rays and ray theory can be applied [118]. Both 
transmitter and receiver are considered as source points where wave 
propagation between them is described as rays. Early ray tracing models adopt 
geometric optics and considered only reflection and refraction [119], but later the 
effect of diffraction was included enhancing propagation parameter prediction 
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[120]. Rays can be generated by two methods; the first method is performed by 
launching many rays through many angles where only those which have power 
above a certain threshold are considered, this method is known as “Ray 
launching” Figure 2.5-b.  
 
The 𝑖th ray received electric field using ray launching technique is calculated as 
[120]:  
 







] 𝑒−𝑗𝑘𝑟 (2.20) 
 
where 𝐿𝐹𝑆𝐿(𝑟),  𝑈(𝑡/𝑟)𝑖, 𝑅𝑗 , 𝑇𝑝, 𝐷𝑙, 𝑆𝑙, 𝑆𝑙
′, 𝑘: are Free space loss, 
transmitter/receiver radiation pattern, reflection coefficient of the (𝑗) reflection, 
transmission coefficient of the (𝑝) transmission, Diffraction coefficient of the (𝑙) 
diffraction, path length from the transmitter to diffraction edge, path length from 
diffraction edge to the receiver and wave number respectively.  
 
The second method considers only the paths between the transmitter and the 
receiver, where the ray paths are established by considering multiple images of 
the transmitter which occur as a result of reflection of walls. The path is found by 
drawing straight lines between the multiple images to the receiver: this method is 




Figure 2.5: (a) Ray Tracing, (b) Ray Launching. 
Signal prediction in NLOS scenarios is more sensitive to modelling errors [122], 
it was also found that changing the values of material electrical properties, walls 
will have more impact on signal predictions compared to floors and ceilings [122]. 
Ray tracing techniques can be fastened by using space divisions and 
simplifications into 2D and 2.5D  maps techniques [123].   
 
Several commercial software tools are available to simulate the environment in 
3D structure and to emulate the wave propagation to predict channel parameters. 
The accuracy of these predictions depends on how accurately the environment 
is constructed. Popular software packages include Wireless InSite® [18], 
WinProp® [124], EDX SignalPro® [125] and iBWAVE Wi-Fi® [126]. 
 
Ray launching vs Ray tracing  
Ray tracing guarantees tracing all rays between transmitter and receiver, 
however, it suffers from exponential increments of computational time as the 
number of interactions increases while ray launching shows linear dependency. 
On the other hand, ray launching suffers from the disadvantage of constant angle 
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increment, which means that some of the surfaces such as corners may not be 
hit [118]. Also even if the incremental angle were small, as the receiver is moved 
further away from the transmitter rays may not pass through field point; however 
by using a reception sphere around the field point, vicinity adequately rays are 
used to predict signal.  
 
Ray tracing is suitable for point to point prediction while ray launching is suitable 
for area prediction [118]. One possible way to reduce the computational time is 
by using Intelligent Ray Tracing (IRT) [127]. Using the basic generic ray tracing 
(GRT) it was observed that while receiving a large number of rays, most of the 
energy is delivered by a small number of rays, those rays are almost the same 
for slightly closed receivers. It was also observed that the visibility between walls 
and edges is independent of transmitter location, thus by doing pre-processing 
for the environment; the visibility relationships are stored and used for signal 
prediction, this method removes the redundancy in pathfinding [127]. On the other 
hand by using (IRT) the prediction time is much less than the GRT, although less 
accurate results are obtained due to pre-processing [128].  
 
Hybrid Techniques and FDTD vs Ray Tracing and Launching:  
The FDTD is a time domain technique which has the advantage of program 
simplicity; however, it suffers from very large computation time requirement [111]. 
The ray tracing and launching are frequency-domain techniques and hence 
narrowband, although they have smaller computation times compared with FDTD 
[111]; however, the programming is more complicated and also in complex 
geometries many rays cannot be traced. Using low frequencies in indoor 
environments, many objects may be smaller than the wavelength and in these 
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circumstances, the UTD will no longer be applicable [129]. For 2D FDTD 
simulation, the total number of numerical operations is [130]:  
𝐹𝐹𝐷𝑇𝐷 = √ε𝑟 ∙ 𝑁𝐹𝐷𝑇𝐷 ∙ (𝑁𝐹𝐷𝑇𝐷 + 2𝑁𝑃𝑀𝐿)
2 (2.21) 
 
where 𝑁𝐹𝐷𝑇𝐷: is the number of FDTD grids and 𝑁𝑃𝑀𝐿 is the thickness grid element 
of the absorbing boundary of the perfectly matched layer (PML). The total number 
of numerical operations for the Ray Launching technique is [130]: 
  
𝐹𝑅𝐿 = 𝑁𝑅𝐿
2 ∙ 𝑖(𝑖 + 1) (2.22) 
where 𝑁𝑅𝐿is the number of discretization steps, and 𝑖 is the number of 
interactions. As seen, the complexity orders for the 2D FDTD and Ray launching 
methods around ~𝑁𝐹𝐷𝑇𝐷
3  and ~𝑁𝑅𝐿
2  respectively [111]. 
 
A hybrid technique combining the FDTD and ray launching has been proposed 
to reduce the computational time and to increase prediction accuracy [131]. The 
environment is divided into two main categories: the places which have 
irregularity are studied by the FDTD method which has better performance in 
these kinds of regions [129]. Other regions will be studied by ray launching which 
has the same performance compared to FDTD but with less computational time. 




2 ) + 𝑘𝐹𝐷𝑇𝐷𝑁𝐹𝐷𝑇𝐷
3  (2.23) 
 
where 𝑘𝑅𝐿and 𝑘𝐹𝐷𝑇𝐷 are the complexity factors for ray launching and FDTD 
respectively. The hybrid technique has been claimed to be useful especially for 
inhomogeneous walls [132]. 
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A similar hybrid technique is proposed in [133] where LOS and NLOS scenarios 
had been examined, better results are observed by using the hybrid technique. 
Averaged standard deviation error of the hybrid results were 1.85 for LOS 
propagation and 3.62 dB for the NLOS propagation. For ray tracing only averaged 
standard deviations were 3.42 dB and 7.18 dB for the LOS and NLOS 
propagation respectively. FDTD may replace ray tracing in future as the computer 
capabilities are promising to increase as suggested by [134].  
 
2.6.3 Dominant Path Model 
 
Empirical models (like Motley-Keenan) assume the direct ray between the 
transmitter and the receiver to be the strongest path [135], which is not the case 
in most NLOS scenarios, as it contributes less to the total received power [108]. 
Ray tracing, on the other hand, considers a large number of rays travelling 
between the transmitter and receiver which will take a long computational time, 
while only a few rays contribute 95% of the total received power [136]. Even using 
pre-processing the computation time is relatively high [5] [137].  
 
Dominant path models (DPM), is similar to the MKM; however, instead of 
considering the direct ray, dominant rays are considered [138]. It considers the 
main rays which contribute most of the energy, hence using this model will reduce 
the requirement of having a fine detailed simulated environment and it also 
reduces the computational time as it considers fewer rays. As this model 
considers specific information about the environment it shows a time-invariant 
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behaviour which makes it attractive as claimed by [138]. Figure 2.6 illustrates the 
main ideas for the Motley-Keenan model, ray tracing model and DPM.  
 
 
Figure 2.6: Empirical model, Ray tracing and DPM. 
 
 
Figure 2.7: DPM determination of paths. 
Signal prediction in DPM includes two main procedures: determination of 
propagation paths and calculation of signal strength [138, 139]. In the first stage 
rooms and walls in an indoor floorplan are termed as seen in Figure 2.7. 
Reflections and diffractions are not taken into consideration, rays passing the 
same room and transmitting same walls are represented by one dominant path. 
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For example for a transmitter (Tx) located in room 1, a signal can reach 2 (through 
A and B), 3 (through F and G), 5 (through N), 6 (through Q), 7 (through U), 8 
(through X) and 9 (through a). This is represented in Figure 2.8 as seen in Tx-
Layer 1. If we consider rays penetrating room 2, the only neighbour room is 1, 
then the path will be through B (walls are not allowed to be repeated in each root), 
and so on [140]. Finally, the dominant paths are chosen, depending on how many 
paths required the computation time will vary [108]. In DPM most selected paths 
are those with shortest distances, or have fewer interactions, or have fewer 
transmissions [108]. 
 
  Figure 2.8: DPM path determination tree 
 
The prediction of signal strength is accomplished either using empirical 
regression measurements [140] or neural network [139]. The input parameters 
for the neural network includes transmission loss, waveguiding effect, free space 
loss at distance 𝑙, and total bent angle [139]. Minimum losses for DPM are 
computed as in Equation 2.24 [139]:  
 








where 𝐿𝐹𝑆 is the free space loss, WL is cumulated wall losses, and 𝑤𝐼 is 
interaction loss which depends on the type of wall, operating frequency, and the 
angle of bend made by the propagation. 
 
Table 2-9 shows a performance comparison between different models. The table 
shows the standard deviation for the prediction models compared to 
measurements [108]. As shown, the DPM shows better performance compared 
to other prediction models. In [128], IRT was compared to DPM; although both 
methods share the property of fast processing, in terms of prediction accuracy 
the former shows less accurate results in the case where the receiver is far away 
from the transmitter.  
Table 2-9: Performance comparison between signal strength prediction models 
[108]. 
 Ray tracing DPM Motley-Keenan 
Transmitter 1 12.11 dB 5.85 dB 11.39 dB 
Transmitter 2 7.23 dB 6.36 dB 9.83 dB 
Transmitter 3 9.76 dB 5.64 dB 6.04 dB 
Transmitter 4 6.04 dB 5.12 dB 5.82 dB 
 
2.7 Effects of building’s materials   
 
Reflected and transmitted rays are estimated through solving Fresnel 
coefficients; however, those coefficients are functions of many parameters 
including complex permittivity; therefore the type of material used in constructing 
the building has a significant impact on wireless channel in the indoor 
environment. Material dependency on operating frequency plays a major role in 
determining radio coverage, as shown in Equation 2.25 the attenuation rate A 
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(dB/m) is a function of conductivity σ, relative permittivity 𝑟 and operating 






          𝐷𝑖𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐
545.8√𝜎𝑓𝐺𝐻𝑧     𝐶𝑜𝑛𝑑𝑢𝑐𝑡𝑜𝑟
 (2.25) 
 
Complex permittivity is a function of 𝜖𝑟, σ and frequency [142]:  





In [141] a relationship between complex permittivity parameters and operating 
frequency was formulated as shown in Equation 2.27 and 2.28.  
 𝜎 = 𝛼𝑓𝐺𝐻𝑧
𝛽
 𝑆/𝑚 (2.27) 




Typical values of 𝛼, 𝛽 and 𝜌 for different types of materials are given in Table 2-10, 
while 𝛾 =-0.1, -0.4 for medium dry and wet grounds respectively but zero 
elsewhere [141]. 
 
Table 2-10: Material frequency dependent parameters [141]. 
Material (𝜌) (𝛼) (𝛽) Frequency (GHz) 
Vacuum 1 0 0 0.001-100 
Concrete 5.31 0.03265 0.809 1-100 
Brick 3.75 0.038 0 1-10 
Plasterboard 2.94 0.0116 0.7076 1-100 
Wood 1.99 0.0047 1.0718 0.001-100 
Glass 6.27 0.0043 1.1925 0.1-100 
Ceiling board 1.5 0.0005 1.1634 1-100 
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Chipboard 2.58 0.0217 0.78 1-100 
Floorboard 3.66 0.0044 1.3515 50-100 
Metal 1 107 0 1-100 
Very dry ground 3 0.0015 2.52 1-10 
Medium dry 
ground 
15 0.035 1.63 1-10 
 
A comprehensive review on material properties and their relationship with 
frequency was presented in [143], the values presented in Table 2-11 are for 
specific frequencies and measurements conditions, comments on these values 
are illustrated in the table [143]: 
  
Table 2-11: A summary of material properties presented in [143]. 

























0% water volume 
19 0.2917 3 
0.015-
0.0215 
30% water volume 
14 1.1875 9 
0.015-
0.0215 
30% water volume 
4.11 0.0364 18 - - 
Concrete 
7 0.0150 0.9 - Reinforced Concrete 
7 0.0300 1.8 - Reinforced Concrete 
2 0.0278 1 - Aerated 




10 0.0833 3 0.0195 w/c 28% 
7 0.1250 3 0.021 w/c 32.5% 
6 0.1667 3 0.2 w/c 40% 
7 0.2453 9 0.0195 w/c 28% 
6.5 0.2830 9 0.021 w/c 32.5% 
6.5 0.1887 9 0.189 w/c 34% 
6 1.3333 24 0.0195 w/c 28% 
5.5 2.3693 24 0.021 w/c 32.5% 
6.5 1.3333 24 0.189 w/c 34% 
6.2 1.8114 95.9 - Hardened concrete 
Wood 
2.15 0.0038 1 0.005-0.03 
Oven Dry wood p0=0.7 
g/cm3 
1.95 0.0479 10 0.005-0.03 
Oven Dry wood p0=0.7 
g/cm3 
2.5 0.2867 60 0.005-0.03 
Oven Dry wood p0=0.7 
g/cm3 
1.9 0.2639 100 0.005-0.03 
Oven Dry wood p0=0.7 
g/cm3 
 
A set of measurements was conducted to explore the relationship between the 
dielectric constant of building materials and frequency [144]. The investigated 
materials included wallboard, cloth office partition, structural wood, wooden door, 
plywood, glass, Styrofoam, bricks and concrete blocks. Detailed dimensions and 
specifications for the materials are given in [144].  
 
Wallboard was tested over the range 0.62-13.92 GHz, its 𝑟 has almost no 
dependence on frequency, this was also observed for structural wood which was 
tested over the range 0.81-14.11 GHz, Styrofoam over the range 0.52-0.13.82 
GHz and concrete blocks over the range of 2.02-6.82 GHz. Cloth partition walls 
were examined over the range 0.52-13.82 GHz and it was found that 𝑟 tended 
to decrease slightly with frequency within the range 1.36-1.07. Similar behaviour 
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was recorded for a wooden door which was examined over the range 1.01-14.31 
GHz and plywood over the range 2-14.6 GHz where their corresponding 𝑟 were 
in the ranges 2.08-1.98 and 2.55-2.35 respectively.   
 
On the other hand, some material tend to have larger 𝑟 as frequency increases, 
as in the case of glass and bricks. Glass was tested over 1.01-14.31 GHz and 
bricks over the range 1.01-7.01 GHz their corresponding 𝑟 are 6.35-6.71 and 
3.73-4.48 respectively. Figure 2.9 summarises the dielectric relationship with 
frequency for measurements recorded in [144].  
 
In [145], the authors aimed to measure the reflection coefficient for different 
material types over the X band (8-12.5 GHz), the investigated materials include 
Polyvinyl chloride (PVC), Beechwood, Sipo, plaster, plaster with silica, mortar and 
concrete with different water to cement ratios. The materials were assumed to be 
homogenous, dry and at room temperature. Mortar is different from concrete as 
it is made from small grains of sand where the maximum diameter for the grain 
is 4 mm, while the maximum diameter for concrete is 16 mm. Table 2-12 gives 




Figure 2.9: Dielectric constant with frequency for measurements collected in 
[144]. 
 
Table 2-12: Mean complex permittivity for investigated materials [145]. 
Material Complex Permittivity 
PVC 4.34-j0.028 
Beechwood (S) 3.81-j0.2 
Beechwood (P) 4.54-j0.23 
Sipo 3.7-j0.17 
Plaster 5.74-j0.06 
Plaster (80%) and Silica (20%) 4.33-j0.095 
Mortar 7.1-j0.27 
Concrete (water/cement=0.5) 7.7-j0.33 
Concrete (water/cement=0.7) 6.9-j0.4 
 
Where S and P respectively refer to parallel and perpendicular polarization of the 
electric field to the wood fibre. Figure 2.10 shows the real part of the complex 
permittivity with frequency for the tested materials [145]. As seen in the figure, 
45 
material permittivity behaviour with respect to frequency is not straightforward; 
however the general behaviour can be observed, regarding plaster with silica and 
Beechwood showed a slight trend for 𝑟 to increase with frequency, while the 
average value for other material remains the same especially in the 9-12.5 GHz 
band. Due to greater porosity for concrete 0.7 the real part of its permittivity is 
less than that for concrete 0.5.   
  
 
Figure 2.10: Real part of permittivity relationship with frequency [145]. 
 
In [146] measurements were conducted at 2.4 GHz to study the permittivity for 
stone, concrete and glass walls. The average results were 5.4 for the concrete, 
2.3 for the glass while for indoor and outdoor stone walls the permittivity recorded 
were 4.5 and 7.9 respectively. The difference between the permittivities of indoor 
and outdoor stone walls is due to differences in the percentage of wall moisture 
[146]. Values of glass permittivity given by [146, 147] differ significantly, 




2.8 Propagation through buildings 
Since most cell phones spend most of the time inside buildings, the received 
service level inside should be above the receiver threshold level. Therefore, 
building penetration loss should be taken into account [55]. Building penetration 
loss (BPL) depends on the environment, antenna heights, LOS/NLOS 
propagation, operating frequency, angle of incidence and on material type [148].  
 
2.8.1 COST231 Building Penetration Studies  
Extensive sets of measurements were developed by the European COST “Co-
operation in the field of Scientific and Technical research” program 231 to study 
outdoor to indoor propagation models. The measurements being conducted in 
the range of 900-1800 MHz, valid for 500 m distance between the base station 
and the building of interest where the base station height is less than 30 meters 
[55, 96].  
In the case of LOS propagation, the total path loss 𝐿𝑇 between two isotropic 
antennas is given by Equation 2.29 where one is located outside the building and 
the other is located inside as shown in Figure 2.11 [55]. The total loss can be 
considered in three categories: outdoor loss 𝐿𝑜𝑢𝑡, penetration loss 𝐿𝑝𝑒𝑛 and 
indoor loss 𝐿𝑖𝑛.  
 
 𝐿𝑇 = 𝐿𝑜𝑢𝑡 + 𝐿𝑝𝑒𝑛 + 𝐿𝑖𝑛 (2.29) 
Where:  
 𝐿𝑜𝑢𝑡 = 𝐿𝐹𝑆 (2.30) 
 𝐿𝑝𝑒𝑛 = 𝐿𝑒 + 𝐿𝑔(1 − cos 𝜃)
2 (2.31) 
 𝐿𝑖𝑛 = max (𝑛𝑤𝐿𝑖 , 𝛼(𝑑𝑖 − 2)(1 − cos 𝜃)) (2.32) 
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where 𝜃 is the angle of incidence which is given by cos−1(𝐷/𝑑), 𝐿𝐹𝑆 is free space 
path loss for path (𝑑𝑖 + 𝑑), 𝐿𝑒 is the external wall loss at 𝜃 = 0
0, 𝐿𝑔 is the additional 
external loss at 𝜃 = 900, 𝑛𝑤 is the number of walls, 𝐿𝑖 is the internal wall loss, 𝑑𝑖
′ 
is the unobstructed path and 𝛼 is the 𝑑𝑖
′ specific attenuation (dB/m). Typical 
values for parameters in Equations 2.29-2.32 are given in Table 2-13. 
 
 
Figure 2.11: COST 231 LOS BPL model. 
 
Table 2-13: Typical values for (𝐿𝑒 , 𝐿𝑔, 𝐿𝑖𝑛& 𝛼) [55]: 
Parameter Material Loss value 
𝐿𝑒/𝐿𝑖𝑛 
Concrete Wall 7 dB 
Wood/Plaster Wall 4 dB 
𝐿𝑔 Concrete Wall 20 dB 
𝛼 - 0.6 dB/m 
 
Concrete walls can increase the losses to the range of 10-20 dB in the case where 
walls are without windows. Walls with larger window sizes tend to have less loss, 
while metalized windows tend to have larger loss [55].  
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In the case of NLOS propagation, the COST 231 model relates the penetration 
loss to an outer reference on the side of the nearest wall of interest at a height of 
2 m [55].  
 𝐿𝑜𝑢𝑡 = 𝐿𝐹𝑆 (2.33) 
 𝐿𝑝𝑒𝑛 = 𝐿𝑒 + 𝐿𝑔𝑒 − 𝐺𝐹𝐻 (2.34) 
 𝐿𝑖𝑛 = max (𝑛𝑤𝐿𝑖  , 𝛼𝑑𝑖) (2.35) 
Given that: 
                                      𝐺𝐹𝐻 = 𝑛 ∙ 𝐺𝑛 or ℎ ∙ 𝐺ℎ                                     (2.36) 
 
where 𝐿𝑔𝑒 , 𝑛, 𝐺𝑛, ℎ and 𝐺ℎ are tuning correction factor for 𝐿𝑒 [96], floor number, 
floor height gain (dB/floor), height above the outdoor reference and height gain 
(dB/m). Typical values for parameters in Equations 2.34 and 2.36 are given in 
Table 2-14.  
 
Table 2-14: Typical values for COST231 model parameters [55]. 
Parameter Loss Comments 
𝐿𝑔𝑒 
3-5 900 MHz 
5-7 1800 MHz 
7-8 2100 MHz [149] 
𝐺𝑛 
1.5-2 900/1800 MHz, building height below 4-5 m 
4-7 900/1800 MHz, building height above 4-5 m 
𝐺ℎ 1.1-1.6 1800 MHz, building height above 4-5 m 
 
2.8.2 Extensions to COST231 Model 
In [150] experiments were performed in 71 floors within 17 buildings of two types 
(office buildings and multi-storey car park). A wide range of frequencies was 
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investigated (0.8, 2.2, 4.7 and 8.45 GHz). 𝐿𝑝𝑒𝑛 is defined as the difference 
between the indoor losses and outdoor losses as given by Equation 2.37 [150]: 
 
𝐿𝑝𝑒𝑛 = 𝐿𝑖𝑛 − 𝐿𝑜𝑢𝑡 = 𝛼𝑑 − 𝐺ℎℎ + 𝛼𝐿𝑂𝑆𝑘 + 𝛼𝑓 log 𝑓 +𝑊 (2.37) 
 
where 𝛼, 𝑑, ℎ, 𝑘, 𝛼𝐿𝑂𝑆, 𝛼𝑓 and 𝑊 are penetration distance coefficient, building 
penetration distance, floor height, LOS constant, LOS coefficient, frequency 
coefficient and constant loss respectively. Typical values for Equation 2.37 
parameters are given in Table 2-15 [150]. 
 
Table 2-15: Typical values for the proposed BPL parameters. 
Parameter Value 
𝑑 0-20 m 
𝛼 0.6 dB/m 
𝐺ℎ 0.6 dB/m 
ℎ 1.5-30 m 





𝑊 10 dB 
 
It was also observed that 𝛼 increases slightly as frequency increases; while no 
dependence on distance between the base station and the building. 
 
In [151], authors proposed a modification to COST 231 LOS model as the latter 
assumes the penetration through walls without considering the effect of windows 
and doors existence, the proposed model assumes the dominant rays are those 
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propagate through wall openings, doors and windows. The model also includes 
the effect of angle’s dependency on penetration losses, 𝐿𝑖𝑛 and 𝐿𝑝𝑒𝑛 are updated 
to [151]:  
 
   𝐿𝑖𝑛 = 𝛼𝑑1 (2.38) 
  𝐿𝑝𝑒𝑛 = 𝐿𝑒 + 𝐿𝑔(1 − cos 𝜃
′)2 +  𝑓(𝜑) (2.39) 
 
where 𝑑1 is the distance between the door and the receiver, 𝜃
′ is the angle of 
incidence at the door and 𝑓(𝜑) is the angular dependency factor (𝜑 is the angle 
between the refracted ray and the receiver). 𝑓(𝜑) is found to be close to 
(𝐿𝑔 ∙ sin𝜑). 
 
COST 231 Walfisch-Ikegami Model: 
In [152] a modification of the COST 231 was proposed for LOS conditions, the 
free space loss factor in Equation 2.30 was replaced by a LOS COST 231 
Walfisch-Ikegami mode: 
 
   𝐿𝑜𝑢𝑡 = 42.6 + 26 log(𝐷) + 20 log(𝑓) (2.40) 
 
where 𝐷 is in km and 𝑓 in MHz. The Walfisch-Ikegami model is valid over the 
frequency range of 0.8-2 GHz, and over distances from 0.02 to 5 km and for base 
station heights 4-50 m [55]. The other modification is a simplification for the indoor 
loss term which is replaced by Equation 2.41 [153] provided that there is one 
internal wall per ten meters. This modification reduces the requirement for 
detailed knowledge of the position of the mobile station [154]. The model is 
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claimed to have better performance compared to the original COST 231 model 
[154].  
 
   𝐿𝑖𝑛 = 𝛼 ∙ 𝑑𝑖 (2.41) 
 
WINNER II Model: 
Another modification to the COST 231 on the NLOS propagation is the WINNER 
II (Wireless World Initiative New Radio) [106]. In this, the receiver antenna heights 
are around 1-2 metre in addition to the floor height. The receiver building is up to 
3 floors, the model is valid over the range of frequencies 2-6 GHz.  
 
The first model termed as “WINNER II B4 model” considers propagation through 
an urban microcell environment. The base station is 10 m on top of surrounding 
buildings, and distance range 3-1000 m between the transmitter and receiver. 
 
 
  𝐿𝑜𝑢𝑡 = max (41 + 22.7 log10(𝐷 + 𝑑𝑖) + 20 log10
𝑓
5
 , 𝐿𝐹𝑆)   (2.42) 
 𝐿𝑝𝑒𝑛 = 14 + 15(1 − cos 𝜃)
2 (2.43) 
 𝐿𝑖𝑛 = 0.5𝑑𝑖 (2.44) 
 
where 𝑓 is the operating frequency in GHz [155].  
The other model is for the urban macro propagation case: this model is termed 
the “WINNER II C4 model”. The base station is 25 m on top of surrounding 




  𝐿𝑜𝑢𝑡 = (44.9 − 6.55 log10 ℎ𝑏) log10(𝐷 + 𝑑𝑖) + 20 log10
𝑓
5
 + 5.83 log10 ℎ𝑏
+ 26.46  
(2.45) 
 𝐿𝑡𝑤 = 17.4 + 0.8ℎ (2.46) 
 𝐿𝑖𝑛 = 0.5𝑑𝑖 (2.47) 
 
where 𝑓 is in GHz, ℎ𝑏 is the base station height. It should be noted that the 
WINNER II models are applicable only when the mobile station is above ground 
level, (i.e. they do not apply for negative mobile heights) [155]. 
 
2.8.3 Building Penetration Loss (BPL) 
In the literature, information about the relationship between BPL and frequency 
are rather conflicting, while some researchers stated that BPL increases as 
frequency increases [156] [157] [158] [159] [160] [161] [162] [163] [164] [165], 
another group claimed the opposite [166] [167] [168] [78] [149] [169]. A third 
group claimed that either no frequency dependency exists or there is an irregular 
frequency dependency [170] [150]. Figure 2.12 and Figure 2.13 show a literature 
summary on BPL dependence on frequency.  
 
Measurements in [150] show interesting observations, using the same set of 
frequencies and equipment, losses for some material are increasing with 
frequency, while for other materials don’t as shown in Figure 2.14, this may give 




Figure 2.12: BPL increase with increasing frequency. 
 
 




Figure 2.14: BPL behaviour with frequency for different types of buildings. 
 
It was observed in [150] that BPL has no clear dependence on frequency, among 
the applied frequencies, BPL was around (10 dB and 3 dB) for office buildings 
and multi-storey car park respectively. It was also observed that BPL increases 
proportionally as the distance between the mobile station and as the window of 
the outer wall increases. 
 
In [171], the authors explored the effect of opening and closing the windows on 
BPL. Data were collected at distances from 0.2 to 5 m away from the wall at 1800 
MHz, over this range, BPL difference between opened and closed window cases 
were almost the same at around 11 dB. BPL tended to increase as signals 
travelled deeper into the building, and decreases when observed on higher floors 
in the building [158]. A study on satellite-indoor services over the band from 2 to 
6.5 GHz concluded that BPL increases monotonically as the elevation angle 
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increases in both LOS and NLOS cases [172], similar results were also obtained 
by [173, 174]. BPL was found to be larger as the incidence angle increased 
towards grazing incidence [148].  
 
Chee et al [175] conducted measurements at 800 and 3500 MHz for seven 
residential buildings. The BPL observed showed no frequency dependence, in 
the case of walls with windows measurements, showed that a 5-6 dB reduction 
in the BPL value was observed compared to the case of walls without windows.  
 
In summary, for most studies BPL tend to increase as frequency increases and 
as the angle of incidence increased and tend to decrease as moving up in the 
floors and if walls have more windows. 
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Chapter 3  
Indoor Localization Techniques 
3.1 Introduction  
Indoor localization is applied widely in many environments including hospitals, 
airports, train stations and even households [176]. Patient’s movements in 
hospitals could be tracked to provide quick assist when needed. In cases of 
evacuations firefighters locations could be identified, such that if anyone suffered 
suffocation and fell down or was trapped, he could be located and rescued [177]. 
In households kids’ location inside the house can be inferred, elders who are 
taking healthcare services at homes can be tracked and monitored to give quick 
assessment once needed. 
WLAN and Radio-Frequency Identification RFID systems can be utilized for 
localization purposes by using the inferred channel parameters, these 
parameters include power level of arrival paths, paths’ arrival time, angle of 
arrivals and departures [178].  
Localization technique procedure includes having geographic information of the 
tested area and computation targets’ location according to collected data. The 
choice and design of the localization algorithm is made depending on availability 
of resources and the required level of accuracy [179], in this chapter indoor 
localization using Received Signal Strength (RSS), Time of Arrival (TOA) and 
Angle of Arrival (AOA) are introduced as shown in Figure 3.1.  
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Figure 3.1: Indoor Positioning Techniques. 
3.2 Received Signal Strength  
 
3.2.1 Introduction  
The idea behind localization using RSS is to establish a one to one relationship 
between the target location and its RSS [180]. RSS level decreases with the 
distance between transmitter and receiver (known as the decay law of RSS with 
distance). However, RSS-distance relationship is not necessarily to be linear 
especially in indoor environments due to the effect of multipath [4]. Moreover, 
since 50% of the human body is water, people movement cause fluctuations of 
RSS with time which reduce localization accuracy [181-183]. 
RSS measuring requires only power detectors which are available in WLAN, 
UWB, Zigbee, Bluetooth and infrared devices. Utilizing WLAN for localization 
purposes is advantageous due to its continuous monitoring, low cost and its 
capability of working unattended for years [184, 185]; however this may introduce 
interference problems with other devices works on the same frequency bands 
such as microwave ovens and Bluetooth devices, thus, the probability of error 
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may increase although by using different channels the correlation becomes trivial. 
[4]  
RSS systems do not rely on timing information, this makes them more robust to 
multipath. Moreover, synchronization between devices is not required [186].  RSS 
localization systems excel in short range distances, however, it provides lower 
accuracy in long-range distances comparing to TOA systems which are 
favourable for outdoor applications [187].  
On the other hand, training and complex matching algorithms are needed to 
perform localization [188]. Moreover, RSS is sensitive to shadowing, low signal 
to noise ratio (SNR), and NLOS propagation.  
3.2.2 RSS-Based Localization Algorithms  
Many RSS-based localization algorithms are presented in literature including 
range based position, radio frequency fingerprinting technique, proximity-based 
position and probabilistic estimation [15], a brief discussion on these algorithms 
are introduced in the following subsections.  
 
3.2.2.1 Range based position 
 
Localization using range-based technique includes two steps: ranging and 
lateration [189], in the first step a distance-power relationship is formulated 
depending on the observed RSS values, in the latter step mobile’s location is 
inferred based on the distances obtained using least square techniques. Using 
this type of localization is preferred due to its ease; however, it suffers from 
varying RSS measurements [190].  
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RSS values vary in a random manner within indoor environments. As the Tx-Rx 
distance increases, the SS level does not follow a monotonic decrease. Figure 
3.2 shows the relationship between RSS and Tx-Rx distance along a building 
hallway.  
  
Figure 3.2 Attenuation of RSS within a hallway 
The figure shows a nonlinear relationship between RSS and Tx-Rx distance, this 
nonlinearity arises due to fading effect.  At any receiver point, the received power 
is the transmitted power from transmitter minus losses; those losses are due to 
distance (the area mean propagation loss), shadowing (local mean propagation 
loss) and multipath (fast fading). In indoor environments access points (AP) 
locations tend to be known while mobile’s location is unknown. For AP located at 
known location (𝑥𝑖, 𝑦𝑖) and a mobile located at unknown location (𝑥, 𝑦), the 
received power at the mobile is given by Equation 3.1 [15, 191]:  
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𝑃(𝑑𝑖) = 𝑃𝑡 − 𝑃𝐿(𝑑0) − 10𝑛 log10 (
𝑑𝑖
𝑑0
) + 𝜒𝜎 (3.1) 
where 𝑑𝑖 is the distance between ith AP and the mobile, 𝑃𝑡 is the transmitted 
power, 𝑃𝐿(𝑑0) is the average path loss at reference distance (usually 1 m) and 
𝜒𝜎 is a Gaussian random variable with zero mean represents shadow fading. 
Equation 3.1 can be rewritten as:  
  
𝑃(𝑑𝑖) = 𝑃0 − 10𝑛 log10 (
𝑑𝑖
𝑑0
) + 𝜒𝜎 (3.2) 
where (𝑃0 = 𝑃𝑡 + 𝑃𝐿(𝑑0)) is the received power at the reference distance 
calculated experimentally or by applying Equation 3.3: 
 






Solving Equation 3.2 for 𝑑𝑖 gives the distance between AP and the mobile:  






For an omnidirectional antenna, mobile possible locations may lie on a circle, 
mobile coordinates are the solution of the circle equation shown below:   
𝑑𝑖
2 = (𝑥 − 𝑥𝑖)
2 + (𝑦 − 𝑦𝑖)
2 (3.5) 
Provided that 𝑑𝑖 value is given by applying Equation 3.4.  
Since 𝑑𝑖 and (𝑥𝑖 , 𝑦𝑖) are known, the remaining unknowns are (𝑥, 𝑦), which needs 
at least another equation to be solved; however with two equations there will be 
two possible solutions, in order to have a unique solution three equations are 
required, the intersection of these equations will determine the location of the 
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mobile as shown in Figure 3.3, if the problem is in 3D (𝑥, 𝑦, 𝑧) then four APs are 
used at least to have unique solution [192].  
   
Figure 3.3 Trilateration localization using RSS 
Estimation of environmental parameters 𝜒𝜎  and  𝑛 is accomplished by taking a 
training data (SS collected from known locations), by fitting these data into a 
model using linear regression the unknown parameters are estimated [193]. 
 
Least Square Technique  
Due to the effect of noise and NLOS the exact solution for a mobile’s location 
may not exist. In this case, least square methods are applied. These methods are 
categorized into Non-linear least square (NLS) and linear least square (LLS)[15]. 
The principle is as follows: the available information includes known parameters 
(𝑥𝑖 , 𝑦𝑖) and the measured parameter 𝑑𝑖. The target is to estimate the unknown 
location of the mobile (𝑥, 𝑦). This is accomplished by searching for all possible 
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locations (?̂?, ?̂?) such that the distance between this point and (𝑥𝑖 , 𝑦𝑖) is 
approaching 𝑑𝑖 as much possible for all 𝑁 APs, as shown in Equation 3.6 [15]:  
 
(?̂?, ?̂?) = argmin
𝑥,𝑦
∑[(𝑥 − 𝑥𝑖)






The above approach is the NLS method, which depends on its initial guess, 
therefore its required to perform several iterations in order to get better results; 
however, this requires huge computations. For a less computational cost LLS 
approach is performed; nevertheless less accurate results are obtained [15].  
A possible way to perform linearization is by taking the mean of all APs 










































































































































































The mobile location can be estimated as: 
 𝒛 = (𝑨𝑇𝑨)−𝟏𝑨𝑇𝒃 (3.11) 
Lateration is prone to outliers (when the estimated location is extremely far away 
from the actual one), in order to give robustness to the system, outliers 
measurements are excluded by taking the median value of the sum [194]:  
 
 
(?̂?, ?̂?) = argmin
𝑥,𝑦
𝑚𝑒𝑑𝑖𝑎𝑛𝑖∑ [(𝑥 − 𝑥𝑖)







Differential RSS (DRSS) 
Equation 3.2 can be expressed in normalized form as:  
 
𝑃𝑖 = 𝑃(𝑑𝑖) − 𝑃0 = −10𝑛 log10 (
𝑑𝑖
𝑑0
) + 𝜒𝜎 
(3.13) 
As can be seen from Equation 3.2 or 3.13 measurements accuracy depend on 
many parameters including the unknown transmitted power 𝑃𝑡, another problem 
is the fluctuation of RSS values with time. In order to remove the need for having 
a priori knowledge of 𝑃𝑡 and to reduce effects of environmental changes, 
Differential RSS (DRSS) is adopted [195, 196]. 
 
𝑃𝑖𝑗 = 𝑃𝑖 − 𝑃𝑗 = 10𝑛 log10 (
𝑑𝑗
𝑑𝑖
) + 𝜒𝜎𝑖𝑗 
(3.14) 
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where (𝜒𝜎𝑖𝑗 = 𝜒𝜎𝑖 − 𝜒𝜎𝑗). 𝑃𝑖 and 𝑃𝑗 have a variance of 𝜎
2, 𝑃𝑖𝑗 have a variance of 
2𝜎2 [193].  




formulated DRSS equations, among these equations (𝑚 − 1) are basic 
equations, while the rest are redundant, the solution of each basic equation will 
lie on a hyperbola, the intersection of these hyperbolas gives the mobile’s 
coordinates [197].  
 
Figure 3.4 Hyperbolic localization using DRSS. 
 
For example, using 3 APs system, there will be 2 basic equations (𝑃21 and 𝑃31) 
while (𝑃32) is a linear combination of (𝑃21 and 𝑃31), in order to have a unique 
solution three basic equations are required which is achieved by adding another 
AP in Figure 3.4. The generated basic equations are (𝑃21, 𝑃31 and 𝑃43), while 
(𝑃41 and 𝑃42) are a linear combination of the basic function (𝑃43 − 𝑃31, 𝑃43 − 𝑃32) 
respectively.  
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Although this method reduces dependence on knowing the value of 𝑃𝑡, it has 
poor performance in indoor environments compared to RSS [196].   
 
3.2.2.2 Radio-Frequency Fingerprinting  
 
Constructing a signal propagation model can be a very challenging task due to 
complexities of indoor environments, rather than modelling RSS behaviour 
another approach can be used known as Radio Frequency-fingerprinting 
technique [185, 198, 199].  
 
RF–fingerprinting consists of two phases; the offline phase and the online phase. 
In the offline phase (Training phase) the area of interest is divided into grids, in 
each grid, many RSS are collected from surrounding APs and averaged to 
remove the fast fading effect, averaged RSS with corresponding location (also 
called reference points RP) are stored in a database known as Radio map  [200]. 
In Online phase (Real-time phase) RSS measurements are collected from 
unknown locations called test points (TP), these measurements are then 
compared with the database built in the offline phase. One possible method is to 
estimate the smallest Euclidean distance between the test point measurements 
and the radio map subspace [201]. The RP with corresponding smallest 
Euclidean distance represents the closest location to TP [200] as shown in 
Equation 3.15.  
 arg min
𝑅𝑃(𝑘)
√∑ (𝑇𝑃𝑙 − 𝑅𝑃(𝑘)𝑙)2
𝐿
𝑙=1  ∀ k = 1: K  (3.15) 
where 𝑘 is the kth RP. Other methods return the k-nearest locations which has 
the lowest values of Equation 3.15 [202].  
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The level of achieved accuracy depends heavily on how many APs and RPs 
used. Adding more APs will reduce the possibility of having ambiguous results 
and tend to enhance the localization process. Adding more RPs will enhance 
resolution; however, this will cost more labour work. Another disadvantage of this 
approach is the need for regular updates for the radio map as the building layout 
or the number of operating APs may be changed [15, 203]. Figure 3.5 shows the 
distribution of APs, RPs and TPs. 
 
Figure 3.5: RF-fingerprinting approach 
 
3.2.2.3 Proximity-based position (Free Range Localization) 
 
Proximity measurements (relative positioning) have been suggested as a cheap 
and simple mean to estimate the range between mobile and AP location.  
In contrast to range-based localization which suffers from the fading differences 
in the propagation channel, proximity approach does not matter if the mobile and 
the AP are exposed to same fading channel or not, as long as they are within 
communication range [204]. 
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The location for the mobile is estimated using the coordinates of the AP. Proximity 
approach is simple and widely used, however, accuracy is limited to AP radio 
coverage [205]. 
3.2.2.4 Maximum Likelihood Estimation  
 
In this method RSS behaviour is modelled as a random variable, two stages are 
performed similar to RF-Fingerprinting approach. In the first stage SS 
measurements are collected from the area of interest, these data are processed 
to give a probabilistic distribution for the SS behaviour in each location, in the 
second stage mobile’s RSS from surrounding APs are collected from unknown 
location and stored in vector and then mobile’s location is inferred based on 
Maximum Likelihood Estimation (MLE) as shown in Equation 3.16 [206]: 
 (?̂?, ?̂?) = argmax
𝐿𝑗
(𝑃(𝐿𝑗|𝒔𝒔)) (3.16) 
where 𝑃(𝐿𝑗|𝒔𝒔) is the probability that the mobile is located at location 𝐿𝑗 given 
that the RSS vector is (𝒔𝒔). 
In the first stage, the study area is divided into grids, in each grid, the signal 
strength is measured from each AP extensively. If we assume a 4-grids 
environment with one AP, where many measurements were taken in each. At 
each grid the probability distribution of RSS from AP-1 𝑃(𝑠𝑠𝑗) will follow certain 
behaviour as seen in Figure 3.6. This distribution also can be considered as the 
probability of having 𝑠𝑠 at grid 𝑗 (𝑃(𝑠𝑠|𝐿𝑗)). 
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Figure 3.6: Example of MLE RSS positioning methodology. 
 
 𝑃(𝑠𝑠𝑗) = 𝑃(𝑠𝑠|𝐿𝑗) (3.17) 
where 𝑗=1:4.  



















In the localization stage, the question is given this level of RSS what is the 
probability for the mobile to be located in each grid? Or as shown in Equation 








Since the location of the mobile is unknown, then the probability of each grid to 






The algorithm shows precise analysis of the given data; however, it suffers from 
extensive labour work [15]. 
 
Figure 3.7 Performance comparison between RSS based algorithms [207]. 
 
Figure 3.7 and Figure 3.8 give comparisons between RSS based algorithm, 
including the radar algorithm (RF-fingerprinting), GR gridded radar (RF-
fingerprinting), ABP (MLE), H1 (MLE), LLS and NLS (Range based) using WLAN 
network [15] [207], as seen in these figures, MLE and RF fingerprinting 
performance are very similar while for range based algorithms the performance 





Figure 3.8 Performance comparison between RSS based algorithms [15].
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3.3 Time of Arrival Measurements 
 
3.3.1 Introduction  
In TOA measurements by using wave velocity the flight time between the AP and 
the mobile is calculated to estimate the distance between the two sensors [208], 
waves used for localization include RF signals and acoustic signals [208], the 
velocity of radio waves is 3 ×108 m/s while velocity acoustic waves is 343.59 m/s  
[209]; therefore RF measurements are more prone to errors. A measurement 
error of 1 𝜇𝑠 will lead to 300 m error using RF waves, where it will lead to 
0.00034359 m error using acoustic waves [210].  
3.3.2 Time of Arrival 
The time signal takes to travel between two points is directly related to the 
distance between them, using this property is helpful to localize the mobile, TOA 
localization uses the concept of lateration [211]. Assuming the mobile is located 
at an unknown position (𝑥, 𝑦), and the APs are located at known locations (𝑥𝑖, 𝑦𝑖), 
the measured time 𝑡𝑖 at the mobile from 𝑖
th AP is: 
 
𝑡𝑖 = 𝜏𝑖+ 𝑡𝑎 =
𝑑𝑖
𝑣
+ 𝑡𝑎 (3.23) 
 
𝑡𝑖 =
√(𝑥𝑖 − 𝑥)2 + (𝑦𝑖 − 𝑦)2
𝑣
+ 𝑡𝑎 (3.24) 
where 𝑡𝑎 is the time when the signal was transmitted from the AP, 𝜏𝑖 is the flight 
time between the two sensors, 𝑣 is the wave velocity and  𝑑𝑖 is the distance to be 
estimated. In Equation 3.24 there are three unknowns: 𝑥, 𝑦 and 𝑡𝑎. In order to 
solve these equations it is required to have three equations (i.e. three APs 
measurements must be used). In a 3D situation (𝑥, 𝑦, 𝑧) four APs at least must be 
used to have a unique solution. Rearranging Equation 3.24 gives the equation of 
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a circle (Equation 3.25). This means that the mobile will be at any point on the 
circle circumference. With three circles formed by the three APs measurements, 
the intersection of these circles will determine the mobile’s location; however it is 
required that all APs and the mobile be synchronized in order to have accurate 
estimation. 
 (𝜏𝑖. 𝑣)
2 = (𝑥𝑖 − 𝑥)
2 + (𝑦𝑖 − 𝑦)
2 (3.25) 
TOA measurements are transformed into circular equations, by solving these 
equations the coordinates of the mobile will be inferred [212] TOA circular 
equations are solved using NLS and LLS similar to RSS range-based positioning 
as shown in Figure 3.3 TOA circular equations are solved using NLS and LLS 
similar to RSS range-based positioning. The use of Nonlinear Least Square 
(NLS) is more complicated and more accurate while LLS is very sensitive to the 
presence of noise and NLOS [213]. 
 
3.3.3 Time Difference of Arrival (TDOA) 
Another related time measurement is the time difference of arrival (TDOA), where 
the time difference between two TOA measurements (𝑡𝑖, 𝑡𝑗) are used to formulate 
one equation 𝑡𝑖𝑗 as shown in Equation 3.26. 
 









√(𝑥𝑖 − 𝑥)2 + (𝑦𝑖 − 𝑦)2 −√(𝑥𝑗 − 𝑥)
2





Possessing three TOA measurements (𝑡𝑖, 𝑡𝑗 , 𝑡𝑘) will formulate two TDOA 
measurements (𝑡𝑖𝑗 , 𝑡𝑖𝑘); however, the third equation 𝑡𝑘𝑗 will be dependent on the 
other equations and hence does not provide new information, in order to have 
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unique solution four APs measurements are used [212]. Possible locations for 
the mobile will be located on a hyperbola [212], the intersection of two hyperbola 
will find the location [212] as shown in Figure 3.4.  
 
3.3.4 TOA vs. TDOA 
In TOA all sensors including the mobile must be synchronized, since mobile's 
clock is not as accurate as the base station's clock [214] [215], as a result, there 
will be an error in estimating the flight time and thus errors in localization, 
however, in TDOA only APs are required to be synchronized [214].  
 
On the other hand, TOA makes better use of existing information, one 
measurement of TOA will confine the possible locations for the mobile to be on a 
circle, using two measurements the mobile will be located possibly in two 
locations using TOA, while using TDOA the location will lie on a hyperbola, using 
three measurements TOA can estimate a unique solution while TDOA will have 
one or possibly two solutions [216].  
Another drawback of using TDOA is the sensitivity LOS existence [217], due to 
the nature of hyperbole, a small amount of error will lead to a huge change in the 
curve and the result will be less accurate [218]. 
3.3.5 Impact of Building material and NLOS on localization 
If the LOS path suffered from attenuation and fall below the threshold chosen to 
reject the noise, then the next path with a power above noise level is considered 
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as the first arrival path, this will lead to inaccurate TOA estimation and thus 
inaccurate localization [219].  
The wave encountered walls through the propagation, as a result, the 
propagation time will not be a distance-dependent only, but a material dependent 
as well [220], The excess delay is given by [220], where 𝜖𝑟 is the  material relative 
permittivity, w is the thickness of material and c  is the speed of light:  




3.3.6 Effect of Receiver Bandwidth on TOA Estimation  
Receiver’s ability to separate closed multipath components depends on its 
bandwidth. A larger receiver bandwidth BW a better separation for closely 
multipath components. For example a receiver with BW = 30 MHz will have a 
time resolution around 33.3 ns, if the incoming signals were separated by less 
than 33.3 ns, the receiver will consider them as one signal, as a result, delay 
estimation will be inaccurate.  
With the availability of BW, the temporal resolution becomes high and hence 
better of separation of the closely multipath signals. In Figure 3.9-A due to limited 
BW, the receiver was not able to distinguish between the two signals, thus the 
peak is shifted in time more towards the second arriving path, causing an error in 
TOA estimation. By using larger BW receiver closely multipath components were 






Figure 3.9 TOA estimation using different receiver BW. 
 
3.3.7 TOA Estimation Techniques 
Correlation Based Techniques 
  
Cross-correlation is one of the most widely methods used to estimate TOA [219]. 
In Figure 3.10 TOA estimation is demonstrated, once the signal arrived, its 
matched (correlated) to a known template 𝑝(𝑡) by a match filter MF. The output 
of the filter is forwarded to a square law device where the sign of the correlated 
signal is removed, and then the time instant with the maximum peak value 
represents the time at which the signal arrived first [220].  
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Figure 3.10 TOA estimation using cross-correlation [220]. 
 
In multipath propagation adjacent arrival peaks will have comparable amplitudes 
to the correct one; therefore the selection of the correct peak become ambiguous, 
which lead to large errors [220]. This method is preferred to its low complexity; 
however, it’s prone to multipath and noise.  
 
Inverse Fourier Transform method (Deconvolution) 
 
This method is based on the fact that the received signal is a convolution of the 
transmitted signal and the channel, knowing the channel response will give the 
arrival times of the signals.  In the frequency domain the convolution becomes 
multiplication, thus the channel response can be estimated by dividing the 
received signal by the transmitted signal [15]. The deconvolution problem is 
defined as if the output of a convolution process 𝑣(𝑡) and the inputs 𝑠(𝑡) are 
given what would be the other input ℎ(𝑡) [221].  
The received signal 𝑣(𝑡) is expressed as [15]:  
 𝑣(𝑡) = 𝑠(𝑡) ∗ ℎ(𝑡) + 𝑛(𝑡) (3.29) 
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where 𝑠(𝑡), ℎ(𝑡) and 𝑛(𝑡) are the transmitted signal, channel response and 
additive white Gaussian noise (AWGN) respectively. By taking Fourier Transform 
of Equation 3.29: 
 𝑉(𝑓) = 𝑆(𝑓) ∙ 𝐻(𝑓) + 𝑁(𝑓) (3.30) 









By taking the inverse Fourier transform of 𝐻(𝑓) the channel respose ℎ(𝑡) is 
estimated and hence TOA. Practically this is done by sweeping the frequency 
from lowest frequency (𝑓𝑐 −
𝐵
2
) to highest frequency (𝑓𝑐 +
𝐵
2
) by a step of ∆𝑓 [222]. 
Where 𝐵  is the bandwidth, 𝑓𝑐 is the center frequency and ∆𝑓 is the frequency 
segment. The range of frequencies is shown in Equation 3.32. 
 𝑓(𝑛) = 𝑓0 + (𝑛 − 1)∆𝑓 (3.32) 
where 𝑓0 is the lowest frequency and 𝑛 is ranges from 1 to 𝐾. 
 
For every frequency step different values of 𝑉(𝑓), 𝑆(𝑓),𝐻(𝑓) and 𝑁(𝑓) will be 
observed. A matrix can be generated to represent channel behaviour over the 
bandwidth:  
 𝑽 = 𝑺.𝑯 + 𝑵 (3.33) 
This method performs better than the convolution-based method for resolving the 




Another drawback of this method is the size of memory required for computation 




Considering Equation 3.33, if 𝐿 observations are collected and at each frequency 
step and 𝑀 signal delays are received at each observation, then channel 𝑯 will 
include information about the frequency segments and time delays. It’s possible 
to view the time delays and the channel behaviour on each individual delay as 
[222]: 











































where 𝒖(𝜏𝑖) is the normalized frequency response at the 𝑖
th delay and  𝛼 is the 
attenuation factor. The nth row of 𝑈 times 𝐴 represents the channel response at 
the nth frequency [223].   
 





Multiplying 𝑺−1 with both sides of Equation 3.33 gives [222]: 
 𝒀 = 𝑼𝑨 +𝑾 (3.36) 
where (𝒀 = 𝑺−1𝑽) and (𝑾 = 𝑺−1𝑵).  
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Covariance matrix can be taken for Equation 3.36 by taking 𝐿 observations as in 
[222]:  
 𝑹𝒀𝒀 = 𝐸〈𝒀𝒀
𝐻〉 = 𝑼𝑨𝑨𝐻𝑼𝐻 +𝑾𝑾𝐻 + 𝑨𝐻𝑼𝐻𝑾+𝑾𝑨𝐻𝑼𝐻 (3.37) 
Assuming that both signal delays and noise are orthogonal, then Equation 3.37 
becomes [224]:  
 𝑹𝒀𝒀 = 𝐸〈𝒀𝒀
𝐻〉 = 𝑼𝑨𝑨𝐻𝑼𝐻 +𝑾𝑾𝐻 = 𝑼𝑹𝑨𝑨𝑼
𝐻 + 𝜎2𝑰 (3.38) 
where 𝜎2 is the noise variance.  
Using the concept on eigenvalues and eigenvectors, 𝑹𝒀𝒀 has 𝐾 dimensional 
space which can be decomposed into: 𝑀 signal delays sub-spaces 𝑸𝑆 and (𝐾 −
𝑀) noise sub-spaces 𝑸𝑁 (i.e. signal delays sub-space will have 𝑀 eigenvectors 
and eigenvalues while noise sub-space will have (𝐾 −𝑀) eigenvectors and 
eigenvalues) [224]. 
It’s worth mentioning that the signal delays sub-spaces and noise sub-spaces are 
orthogonal. The signal sub-space is formed from the signal time delays, provided 
that these delays are independent of each other, MUltiple SIgnal Classification 
(MUSIC) takes advantage of the covariance matrix decomposition, knowing that 
the signal sub-space is orthogonal to noise sub-space and that signal sub-space 
is formed from signal delays, then it’s expected that signal delays will be 
orthogonal to noise sub-space, this information is useful to separate closely 












In Equation 3.39 Euclidean distance is estimated between the signal delay 
vectors and the noise sub-space, since they are orthogonal, multiplication will 
lead to zero, dividing by an amount approaching zero will give a large number. In 
Figure 3.11 a comparison between MUSIC and IF algorithms is presented, 
MUSIC algorithm outperforms IF algorithm provided by its ability to distinguish 
closed multipath components. In spite of the advantages of the MUSIC algorithm, 
however, the number of multipath is a priori information for the algorithm [15].   
 
 
Figure 3.11 TOA estimation comparison between MUSIC and IFT algorithms.  
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3.4 Angle of Arrival Measurements  
 
3.4.1 Introduction 
Antenna arrays are used to detect angle of arrivals, direction of arrival (DOA) is 
used for many application including beamforming and localization [15], DOA 
requires the use of antenna arrays which makes the technique more expensive 
and more power consumption compared to TOA and RSS [219]; however it 
requires less equipment as only two APs are required to infer mobile’s location 
[225]. 
 
3.4.2 Propagation Delay and Narrowband Approximation 
 
 Figure 3.12 Incident signal on Uniform Linear Array (ULA). 
 
Assuming the transmitted signal 𝑠(𝑡) is received by the antenna array, array’s 
elements will examine different delays due to spacing and due to the direction to 
where the signal comes from [226], the latter cause is important to estimate the 
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angle of arrival (AOA), where the delays are directly related to phase differences 
from which we can estimate the AOA [227].  
 




received signals are considered to be correlated [227]. Mutual coupling effects 
between array elements alter received signals [228], the smaller spacing between 
array elements the more coupling effect, while the more spacing between 
elements the less coupling which will create grating lobes [229], a trade off 
spacing is required, thereby spacing set to be (0.5λ).  
 
As shown in Figure 3.12, incoming signal will arrive elements with different 
delays, assuming the source of signals is in the far field region of the array, the 
angle 𝜃 will be considered the same for array elements [227]. In the case where 
the transmitted signal is considered to be narrowband the received signal is given 

































































where β is the propagation constant and 𝐾 is the number of array elements. 
Derivation for the received signal is explained in details in Appendix A. Equation 
3.40 can be represented in matrix form: 
 𝐱[𝑛] = 𝐚(𝜃)𝑠[𝑛] + 𝐧[𝑛] (3.41) 
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𝐱[𝑛] is known as input data vector and 𝐚(𝜃) is known as steering vector [226]. 

























































+ 𝒏[𝑛] (3.42) 
In matrix form:   
 𝒙[𝑛] = [𝐚(𝜃0) 𝐚(𝜃1)  . . .  𝐚(𝜃𝑀−1)]𝒔[𝑛] + 𝒏[𝑛] = 𝑨(𝜃)𝒔[𝑛] + 𝒏[𝑛] (3.43) 
 
Delays can be expressed as phase shifts, if signals are added as they being 
received they will add up constructively and destructively in a random manner; 
weightings are used to compensate for delays to maximize the reception from the 
desired direction this is accomplished by imposing complex factors (have 
different amplitudes and phases) on the weighting [230]. 
 For uniformly linear array (ULA) antenna, weightings are complex conjugate to 
the steering vector in the desired angle, the complex conjugate will cancel the 
effect of the phases on the arrived signal (due to the delay) [229], the result will 
be 𝐾 signals added with no phase shift, which means that the signal will be 𝐾 
times larger [227]. The output of the array is given by Equation 3.44 and Figure 
3.13  [231]:  
 
𝑦[𝑛] = ∑(𝑤𝑘  ∙ 𝑥𝑘[𝑛])
𝐾−1
𝑘=0


























It’s noteworthy that the steering vector search for all 𝜃 ranging from 00 to 1800, 
while weighting is designed for a specific angle 𝜃𝑑. The conjunction of weighting 
and input data vector is called beamforming [229].   
 
 
Figure 3.13 Array beamforming system. 
 
If spacing between elements is large, there will be different angles where the 
array has maximum radiation, as seen in Figure 3.14, when the spacing is λ/2, 
array’s performance shows that there is one main lobe towards the desired angle, 
while when the spacing is 1.5λ, another two lobes with same radiation power 
appears at different angles, such lobes are called Grating lobes [229]. Mutual 
coupling between array elements should be minimized to have accurate 
estimation [228, 232].  
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Figure 3.14 Grating lobes due to element’s large separation. 
 
Figure 3.15 shows a comparison between two arrays’ radiation patterns, the first 
array has six elements while the second has twelve. Adding more elements will 
focus the power in the main beam by reducing the beamwidth. The output of each 
array is normalized with respect to its maximum value.  
 
 
Figure 3.15 Performance comparison between two arrays radiation with a 
different number of elements. 
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3.4.3 Covariance Matrix 
In statistics, covariance is a multi-dimensional measure of how two random 
variables change from the mean with respect to each other. A zero covariance 
means that the two random variables are independent, a negative value means 
if one variable increases the other will decrease, while a positive value means if 
one variable increases the other will increase [233], if the covariance is taken for 
the random variable with itself it gives variance [234].  
In antenna array signal processing, if the input data 𝑥[𝑛] is taken for a huge 
number of samples in time ( 
𝑋[𝑛] = [𝑥1[𝑛] 𝑥2[𝑛] …     𝑥𝑁[𝑛]]) the covariance matrix 𝑹𝑥𝑥 is computed as 
shown in Equation 3.46 [235]. 
𝑹𝑥𝑥 = 𝐸[𝑋[𝑛]  𝑋
H[𝑛]] = 𝑨(𝜃)𝑅𝑠𝑠𝑨
H(𝜃) + 𝜎2𝑰𝑁×𝑁 (3.46) 
 
Derivation of Equation 3.46 is given in Appendix B. In practice, the covariance 









where 𝑁 is the number of observations. The covariance matrix is important in 
array signal processing, as it can be decomposed into a signal subspace and a 
noise subspace provided that the number of antenna array elements is larger 
than the number of arrival signals [227]; those subspaces are used in algorithms 
which will enhance the localization process [235].  
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3.4.4 Angle of Arrival Techniques 
Delay and Sum (Bartlett Beamformer) 
The Bartlett method is considered to be one of the earliest AOA estimation 
techniques, during the process of making the array manifold the covariance 
matrix is implemented, accordingly, the output power of the beamformer is 
estimated, maximum peaks of 𝑃(𝜃) correspond to AOA [226, 237].   










The drawback of using the Bartlett beamformer is the poor resolution as it 
appears when the impinging signals are very close [236]. 
 
Figure 3.16 Effect of array elements on AOA estimation using the Bartlett 
Beamformer. 
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As seen in Figure 3.16, two signals arriving from angles (50o and 60o), using five 
elements array the algorithm failed to distinguish the two signals and thus 
considered them as one signal coming from angle (55.2o), level of side lobes and 
width of the main beam are inversely proportional to the number of array 
elements, adding more elements with suitable design will compensate for these 
impairments; however this will add more the cost, size and storage data for 
calibration [236].   
 
Capon Minimum Variance Method 
The Capon method use some of the degrees of freedom to look at the desired 
signal 𝜃0 and use the remaining to suppress the interfering signals [226]; in other 
words, the algorithm has two constraints, minimize the power from noise and 
interferer signals 𝒘𝐻. 𝑛[𝑛] and keeping the gain of the desired signal constant 
𝒘𝐻. 𝒂(𝜃0) ≅ 1 [226] where 𝜃0 is the estimated angle of arrival. Mathematically 
array weighting is estimated by [236]:  
 min
𝑤
(𝒘𝐻. 𝑹𝑥𝑥. 𝒘)  subject to 𝒘
𝐻. 𝒂(𝜃0) = 1 (3.50) 















This method shows better performance than the Bartlett beamformer as shown 
in Figure 3.17.  
89 
 
Figure 3.17 Comparison of Capon and Bartlett methods. 
The comparison shows that using 10 elements array, the Bartlett beamformer 
cannot distinguish between (50o and 60o), while the Capon beamformer is able 
to distinguish between them. In addition to this, the Capon method suppressed 
the side lobes more effectively. One drawback for the Capon method is the 
expensive calculation for the inverse matrix for large antenna arrays  [227].  
The Capon beamformer shows acceptable performance in terms of resolution 
and rejection of interference under the condition that the presumed steering 
vector of the desired signal is identical to the actual one; however practically it is 
difficult to let the most accurate steering vector identical to the actual one, as a 
result, the performance degrades dramatically [238]. 
 
The MUSIC Algorithm 
 
Rather than looking at the covariance matrix, MUSIC algorithm looks at the 
eigenvector decomposition of the covariance matrix (details are given in 
Appendix B) [239]. 
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The array will scan all possible angles, for an arbitrary steering vector there will 
be a projection on signal subspace and projection on noise subspace, the 
projection on a subspace is estimated by finding the Euclidean distance between 
the vector and the other subspace [239].  
 𝑑2 = 𝑎𝐻(𝜃)𝑄𝑠/𝑛𝑄𝑠/𝑛
𝐻  𝑎(𝜃) (3.53) 
where  𝑄𝑠/𝑛  is either the signal subspace or noise subspace.  
Among those possible steering vectors, there will M steering vectors related to 
the arriving signals. Those vectros will be on the signal subspace: in other words, 
they will be orthogonal to the noise subspace and parallel to the signal subspace. 
One way to find those angles is to find the maximum Euclidean distance to noise 
subpace. The AOA estimation based on this method is expressed by the following 








On the other hand, using Equation 3.54 for 𝑄𝑠 will give a maximum for the true 
steering vectors and minimum for the inaccurate ones, but the difference here is 
that the peak will not be as sharp as in the previous case, due to the fact that the 
effect of noise is embedded on signal subspace (eigenvalues of signal subspace 
are 𝜎𝑠
2 + 𝜎2); therefore the effect of multiplication will go smoothly around the 
accurate angles. 
In Figure 3.18, an antenna array with ten elements received three signals come 
from angles -30o, -22o and 40o. Both the Bartlett and Capon methods could not 
resolve the closed multipath, while MUSIC can determine the AOA more 
efficiently, the sharpness of the peaks reflects the robustness of the algorithm. 
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On the other hand, we implement the MUSIC algorithm but based on signal 
subspace, as mentioned before, the performance is very similar to the Bartlett 
algorithm, as a result, the noise subspace is adopted to estimate the AOA.  
  
MUSIC is prefered for different reasons including its ability to measure more than 
one signal simultaneously [236], in addition to its highly accurate and precise 
estimation for closed separated signals; however, the algorithm requires the 
knowledge of number incoming signals [236]. 
 




Chapter 4  
 An Indoor Path Loss Prediction Model using Wall Correction Factors for 
WLAN and 5G Indoor Networks 
 
4.1 Introduction  
 
Propagation models have been developed and can be broadly categorised as 
either predicting median signal strength (path loss and shadowing) like Motley 
Keenan model [10] or channel behaviour (fading across time or frequency) like 
Saleh-Valenzuela model [17]. Path loss models predict the signal level (averaged 
over several wavelengths or a wide bandwidth) at a given distance from the 
transmitter [10], whilst channel models describe the stochastic or non-
deterministic variation of the signal level (narrowband) and the time-dispersion 
(wideband) at that location [17].  
 
Despite the obvious underlying complexity of the indoor channel, [10] looked to 
provide a straightforward engineering model for path loss. Their approach was to 
consider the various walls and floors obstructing the straight-line path between 
transmitter and receiver and to factor in a best-fit loss per wall or floor of each 
identifiable type, e.g. stud partition (drywall) or concrete block walls, suspended 
concrete floor beams or wooden floors, etc. When these losses were factored in, 
they found a residual free-space variation with distance (i.e. power law index of 
two). A deficiency of their model was its tendency to an over-predict loss where 
there are many floors or walls (presumably because there is an alternative, lower-
loss path around those obstacles).  
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Other models have been proposed from simple power laws, two-slope or multi-
slope models [49] [50] [65] to those that use the Keenan and Motley concept with 
some added sophistication to reduce the loss per floor as the number of floors 
increases [72]. Waveguiding, e.g. along corridors can lead to path loss indices 
approaching one, whilst the presence of clutter within the first Fresnel zone of a 
ray can lead to indices of 4-6 beyond a break-point as for ground-wave 
propagation [59]. 
 
In this study, several indoor path loss models and their associated parameters 
are examined and tested. A modified method named Effective Wall Loss Model 
(EWLM) to estimate the path loss is proposed. The performance of the proposed 
method was compared to other related methods in terms of various frequency 
spectrums covering WLAN and millimetre wave frequencies; the effect of antenna 
polarization was also studied. Simulated and measured test results were 
presented in which it shows the proposed method outperformed the other tested 
models.  
 
4.2 Indoor Path Loss Models 
 
Many models have been proposed in literature including one slope model [49], 
dual slope model [50], linear attenuation model [51], partitioned model [52], 
Motley Keenan model [10], averaged wall loss model [53], ITU-R P.1238 model 
[54] COST 231 indoor model [55] and dominant path model [56]. A detailed 
description of the aforementioned models is presented in Chapter 2.  
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Effective Wall Loss Model (EWLM) 
The Averaged Wall Loss Model (AWM) captures changes in the propagation 
environment; therefore, wall losses may be positive or negative. In fact, these 
losses can be considered as correction factors rather than losses. Using the 
“average” will superimpose the effect of all walls and then assume that all walls 
will contribute equally which is not necessarily true. The main problem with this 
model is the assumption that the main source of signal fading is the walls; 
therefore, similar walls will affect the signal similarly. Although this is partially true 
especially for millimetre waves as will be shown later, there are many other 
sources that affect the SS level mainly multipath. 
 
The AWM model superimposes the multipath effect; however, the effects of 
multipath fading give an idea about how waves in specific region behave. Also, 
the concept of averaging does not reflect a scientific impact as it is unlikely that 
the last wall loss will affect the measurements at locations much before that wall. 
Another limitation to the AWM that it does not consider the effect of LOS 
propagation where path loss exponent will be less than the free space path loss 
exponent due to wave-guiding effect. 
 
Due to these limitations, AWM was adopted with two modifications: first, the path 
loss estimated at a point depends on the losses due to the encountered wall only. 
The second modification includes the effect of path loss exponent in the region 
between the transmitter and the first wall which may be affected by the 
waveguiding effect. For NLOS propagation areas the effect of path loss exponents 
is already embedded with the wall correction factors. In order to distinguish it from 
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the AWM, the last modification is called Effective Wall Loss Model (EWLM). The 
path loss at distance d can be expressed as: 




where n is 2 for NLOS propagation, while for LOS propagation it is estimated by 
best fitting, and L is the number of walls. It is worth mentioning that 𝑊𝑎𝑣𝑔 in 
Equation 2.11 depends on total wall losses of the same type; therefore, applying 
Equation 2.11 will consider the effect of walls before and after the point of interest. 
EWLM considers the effect of walls which are only before the point of interest. 
Even if the walls are of the same type both models will work differently as shown 
in the incoming sections; however, they will have similar results after the last 
encountered wall where (𝑊𝑎𝑣𝑔 ∙ 𝑣 = ∑ 𝑊𝑖
𝑣
𝑖=1 ).   
 
4.3 Methodology and Experimental Setup 
 
In the first part of this analysis, different indoor path prediction models were 
examined and compared to the EWLM using data obtained from ray tracing 
software called Wireless InSite® which has been extensively validated, especially 
for the UHF band [240] and for 802.11ac frequencies [241]. The adopted 
environment for the experiment was the third floor in Chesham building at the 
University of Bradford. The model for the building was constructed using the 
software.  
Transmitters and receivers implemented in the environment are both 
omnidirectional, transmitted power was set to 20 dBm, while receiver sensitivity 
was set to -120 dBm. Five frequencies were examined including (2.4 GHz, 5.3 
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GHz, 28 GHz, 60 GHz and 73.5 GHz), their corresponding bandwidths are (0.084 
GHz [242], 0.12 GHz [243], 0.8 GHz [70], 2.15 GHz [244] and 2 GHz [245] 
respectively, those frequencies have wide usage for indoor applications. Two 
types of polarization are investigated: vertical polarisation (VP) and circular 
polarization (CP), settings for Wireless InSite are given in Table 4-1, where SBR 
stands for Shooting-and-Bouncing-Rays. 
 
Table 4-1 Wireless InSite settings for the investigated scenario. 
Property Setting 
Number of reflections 6 
Number of transmissions 4 
Number of diffractions 0 
Number of reflections before the first diffraction 3 
Number of reflections after the last diffraction 3 
Number of reflections between diffractions 1 
Number of transmissions before the first diffraction 2 
Number of transmissions after the last diffraction 2 
Number of transmissions between diffractions 1 
Ray tracing method SBR 
Propagation model Full 3D 
 
 
In the second part of the experiments, real-time measurements have been 
collected from WLAN access points (AP) distributed in the 3rd floor of Chesham 
building at the University of Bradford, those APs support Wi-Fi coverage on both 
2.4 GHz and 5.3 GHz bands. In these experiments, three APs were considered 
as shown in Figure 4.1. All APs are similar, this includes the transmitter power, 
types of antenna used and bandwidth. For each AP, data are collected over two 
routes, measurements are taken at 1-meter height with 0.5 m spacing between 
every two measurements. The heights for AP1 is 2.2 m while for AP2 and AP3 
the heights are 2.75 m. A WLAN scanner software called inSSIDer® was used to 
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collect the measurements using a laptop, these measurements are averaged to 
remove the effect of fast fading, the RSS reading is updated every one second.  
 
This experiment was limited for a single floor only; in this case, the comparison 
includes OSM, DSM, LAM, PM, MKM, AWM and EWLM (DPM is included in the 
experimental part only). For single floor analysis, the ITU model and the COST-
231 model are the same as the OSM and MKM respectively.  
 
A valid comparison between the different modelling approaches requires that 
each model is applied to the same dataset in order to predict parameters.  
MATLAB is used to estimate the parameter values which provide the best fit to 
the data. Typical data are shown in Table 4-2. Table 4-3 summarises the different 
parameters used in each model.  
 
Having generated the best-fit parameters, these same values are used to predict 
the RSS along various routes. Model-predicted RSS is calculated for each model 
using the equations in chapter 2. The model-predicted RSS values for each route 
and frequency are compared with the data available from measurements and 
from Wireless InSite ray-tracing simulations.  
 
Error vector distance is estimated between the model-predicted RSS values and 
the data from Wireless InSite simulations or measurements, then the Root Mean 
Square Error (RMSE) of this vector is calculated as shown in Equation 4.2 where 
L is the length of the error vector. The smaller the RMSE the better model 
performance. 
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In [56] authors formulated a generalised formula for the DPM to be applied for 
different types of building. Since Ray tracing and DPM are two distinct 
approaches to estimate SS, analysis for DPM is performed only on data collected 
from real-time measurements. In the experimental part, DPM results were 
compared to other models at both investigated frequencies. As recommended by 
authors in [56], DPM parameter values are taken from [56] and [246].  
 
Table 4-2 Example of data used to predict model parameters 
 Distance (m) RSS (dBm) 
1 1 -32.22 
2 8 -34.89 
3 11 -40.22 
4 16 -44.23 
5 27 -54.22 
6 30 -57.25 
7 41 -66.78 
8 44 -71.4 
 
Table 4-3 Estimated model parameters 
Model Estimated Parameters 
One slope model Path loss exponent n 
Dual slope model Path loss exponents (n1,n2) 
Linear Attenuation Model Attenuation factor (a) 
Motley-Keenan model Wall losses (Lw) 
Dominant Path model Interaction losses 
Average wall model Averaged wall losses (Wavg.) 
Effective wall loss models Wall correction factors (Wi) 
 
It is worth mentioning that for the EWLM after each wall the model makes a 
correction factor either by adding gain or adding loss in order to fit the 
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simulations/measurements. MKM assumes values for wall losses such that it 
makes the best fit for all simulations (in case of ray tracing) or measurements (in 
case of actual measurements) from all different routes, these losses are different 
from correction factors used by AWM and EWLM. OSM, DSM and LAM look for 
the best fitting for the simulations/measurements (different values for 𝑛 and 𝑎 can 
be used to describe the propagation channels within corridors and rooms. DPM 
use the cumulated wall losses and interaction losses; this is required to identify 
all possible direct paths and their corresponding bent angles as mentioned in [56]. 
After that, cumulated wall losses and interaction losses are calculated using 
Table 4 and Figure 6 in [56]. 
  
 
Figure 4.1: Experimental routes in 3rd floor Chesham building at the University 
of Bradford. 
As shown in Figure 4.1, measurements are taken from AP1 on the yellow routes, 
while they were taken from AP2 and AP3 on the red and blue routes respectively. 
The simulation includes many routes within the floor to cover different scenarios 




Figure 4.2: Experimental Setup Diagram 
Figure 4.2 presents the experimental setup diagram; specifications of AP and the 
receiver are specified as seen in the figure. Collected RSS at the receiver are 
used as a radiomap, where samples are taken to generate model’s parameters. 
Given that the models’ parameters are estimated, the examined models are then 
generated.  These models are compared to measurements where the model with 
least error is considered to have best performance. 
     
Figure 4.3 shows a 3D view of the simulated environment; the colours are different 
for different features. Material dependence on operating frequency plays a major 
role in determining the radio coverage, as shown in Equation 2.25 and Equations 
2.27-2.28. As the operating frequency is changing, the interaction between waves 
and building material will change accordingly. Table 4-4 shows the values of 𝑟 




Table 4-4 Material properties with frequency 
Frequency 
(GHz) 
Concrete Glass Wood Drywall 
𝑟 𝜎 𝑟 𝜎 𝑟 𝜎 𝑟  𝜎 
2.4 5.31 0.0662 6.27 0.0122 1.99 0.0120 2.94 0.0216 
5.3 5.31 0.1258 6.27 0.0314 1.99 0.0281 2.94 0.0378 
28 5.31 0.4838 6.27 0.2287 1.99 0.1672 2.94 0.1226 
60 5.31 0.8967 6.27 0.5674 1.99 0.3784 2.94 0.2102 
73.5 5.31 1.0568 6.27 0.7228 1.99 0.4703 2.94 0.2427 
 
 
Figure 4.3: The simulated environment for the 3rd floor in Chesham building, 
University of Bradford. 
 
 
4.4 Results and Discussion 
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4.4.1 Simulation Results 
 
Table 4-5 RMSE (in dB) of the examined error (Simulation part) 
 EWLM AWM OSM LAM PM MKM DSM 
1 7.6 10.4 12.4 10.9 9.8 8.3017 7.8 
2 5.3 6.4 5.7 6.4 8.5 6.1118 8.1 
3 5.3 6.4 9.2 8.1 7.2 5.549 6.5 
4 14.9 15.6 13.1 12.9 12.6 11.2973 14.7 
 
Table 4-5 summarises the simulation results for the examples presented in this 
chapter, where row 1, 2, 3 and 4 represent RMSE for the examined indoor path 
loss prediction models of different routes in the environment at 5.3 GHz using VP 
antenna, 2.4 GHz using VP antenna, 73.5 GHz using CP antenna and 60 GHz 
using CP antenna respectively. 
 
A comparison between different indoor path loss models at 5.3 GHz using 
vertically polarized antenna is shown in Figure 4.4; RMSE of the examined 
models are presented in Table 4.5, row 1. In this scenario, the EWLM outperforms 
other models as it was able to capture the changes in the environments. After 
each wall, the model makes a correction factor either adding gain or adding a 
loss to fit the simulation data. In the AWM, the first two walls loss give positive 
gain to the averaging, as a result, the model underestimates SS fading. MKM 




Figure 4.4: Indoor path loss prediction models comparisons for a route in the 
environment at 5.3 GHz using a vertically polarized antenna. 
 
As provided from the RMSE values, both OSM and LAM models show low 
performance; this may be due to the difficulty to model the simulation data with a 
monotonic function. The DSM uses two slopes to describe the changes in the 
environment. Due to this flexibility, it has better results compared to OSM. Finally, 
the PM has different path loss exponents; however, it shows good performance 
if the test environment has similar path loss exponents to the model.  
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Figure 4.5: Indoor path loss prediction models comparisons for a route in the 
environment at 2.4 GHz using a vertically polarized antenna. 
 
In Figure 4.5, the mean SS level decays slowly with distance, the RMSE of the 
examined models are presented in Table 4.5, row 2. EWLM model has the best 
performance; while OSM has the second best performance as the path loss 
exponent found to be around 2, this may be regarded due to the wave-guiding 
effect. The DSM has lower performance compared to OSM, although this model 
uses two path loss exponents which gives more flexibility, the model requires 
more data in order to provide accurate prediction. In this scenario and using lower 
frequencies, there will not be much loss due to propagation through drywalls. As 
a result, the correction factors will have less significant effect; however, 
considering the wave-guiding effect gives EWLM advantage over AWM as seen 
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in Figure 4.5. While at higher frequencies, propagation through these walls will 
lead to greater losses; therefore, the correction factors will have more impact as 
shown in Figure 4.6.  
 
 
Figure 4.6: Indoor path loss prediction models comparisons at 73.5 GHz and 
circular polarization for the same route in Figure 4.5. 
 
In Figure 4.6 simulation results are presented for the same route whose results 
are shown in Figure 4.5 but at a higher frequency. The RMSE of the examined 
models are presented in Table 4.5, row 3. In comparison, models which use free 
space path loss exponent (𝑛=2) and add walls losses (i.e. EWLM, AWM and 
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MKM) or models use fixed values of 𝑛 like PM are both expected to have better 
performance, this is due to fact that wall losses tend to be greater as frequency 
increases as indicated in metrics presented in Table 4.5. At higher frequencies, 
walls contribute to loss significantly; as a result, the OSM will have less accurate 
estimation while the DSM has an advantage from having two slopes and hence 
shows more stability. 
 
  
Figure 4.7: Indoor path loss prediction models comparisons at 60 GHz and 
circular polarization for a route in the environment. 
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In Figure 4.7 many models predict the SS sufficiently in the first 11 m and in the 
last 7 m; however SS level follows unpredicted behaviour in the 11-14 m window 
where most of them find difficulties to capture these changes as provided by their 
corresponding RMSE values which are presented in Table 4.5, row 4, in this 
scenario the MKM has the best performance.  
 
Through the experiment, the average RMSE shows an increase as frequency 
increases as shown in Table 4-6. Almost all models have larger RMSE values at 
28 and 60 GHz compared to the 73.5 GHz band. This increase varies from one 
model to another as shown in the table, in performance comparison for the 
models using VP antenna CP antenna, the table shows that for AWM, OSM, 
MKM, LAM and PM have higher RMSE for VP antenna. The EWLM has similar 
performance for both types of antenna, especially for mm-wave frequencies. 
 
Table 4-6  Average RMSE (in dB) with frequencies for examined models 
Model 
2.4 GHz 5.3 GHz 28 GHz 60 GHz 73.5 GHz 
VP CP VP CP VP CP VP CP VP CP 
EWLM 5.0 5.6 4.7 6.3 10.8 10.8 10.5 9.7 8.6 8.7 
AWM 8.5 7.1 8.4 10.23 15.9 15.6 11.9 10.6 9.6 8.8 
OSM 7.6 7.8 9.0 10.0 15.5 13.6 13.7 11.7 13.8 11.1 
LAM 8.3 8.4 9.5 10.5 16.7 14.1 13 11.8 13.6 11.1 
PM 16.5 15.7 16.9 15.5 16.9 16.2 14.3 12.4 15.3 12.5 
MKM 9.8 8.7 10.1 11.1 13.4 12.4 11.3 10.0 9.7 9.1 
DSM 5.8 6.1 7.5 8.7 12.6 
13. 
8 
11.3 10.1 11.1 9.3 
 
As mentioned earlier, MKM adopts values for wall losses to give the best fit for 
simulations; Table 4-7 shows the values given for drywall and concrete walls for 
the used frequencies; losses for concrete walls and drywall tend to increase with 
frequency. They also tend to be larger in the case of VP compared to CP; this is 
because when a singly reflected CP signal with angle of incidence is smaller than 
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Brewster angle it will be orthogonally polarized to the LOS component which 
leads to reduction in multipath interference [54], moving further away from the 
transmitter, incidence angles become greater than the Brewster angle.  
 




Drywall Concrete Drywall Concrete 
2.4 1 4 1 3 
5.3 1 6 1 5 
28 3 7 1 8 
60 1 21 1 10 
73.5 3 20 1 13 
 
 
Figure 4.8: Received Power comparison between simulated VP and CP 
propagation at 28 GHz. 
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Figure 4.8 presents an RSS comparative behaviour with the distance between 
VP and CP at 28 GHz, the higher SS in the CP case as the receiver is moving 
further away from the AP can be explained by the effect of the multipath 
interference reduction as mentioned above. As shown in the incoming discussion, 
the examined model parameters are found to have less values in the case of CP.  
 
The average path loss exponent versus operating frequency for OSM is plotted 
in Figure 4.9; for VP antenna, 𝑛 tends to increase as frequency increases. 
However, in the case of CP antenna, the average value of 𝑛 tends to decrease 
as frequency exceeds 28 GHz. This is may be explained due to radio coverage 
reduction occurred as frequency increased; hence, a lower value for 𝑛 is 
obtained.  
 
Figure 4.9: OSM path loss exponent relationship with operating frequency. 
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The value of 𝑛 for the corridor shown in Figure 4.1 tends to have a slight 
dependency on the examined frequencies as it has an almost fixed value 
equivalent to 0.9 in the case of VP and (0.6-0.9) in the case of CP.  
 
Path loss exponent is influenced by changes in frequency, polarization and 
depending on route location within the floor. For example, using 60 GHz and CP 
antenna, 𝑛 in corridor routes due to waveguiding effect found to have a value of 
1, while using VP antenna for the same route it has a value of 1.7. In the case 
where the path is between rooms, where walls are made from concrete, using VP 
antenna, 𝑛 reached a value of 5.  
 
 
Figure 4.10: Linear attenuation factor relationship with operating frequency. 
 
The relationship between average attenuation factor and frequency for LAM 
model is shown in Figure 4.10. As expected 𝑎 increases as frequency increases, 
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VP antenna has higher attenuation factor than circular polarization antenna. The 
mean value for 𝑎 for VP and CP are: 0.67 dB/m and 0.367 dB/m respectively. 
Considering Figure 4.9 and Figure 4.10, a similarity between OSM and LAM is 
observed, as the variation of 𝑛 and 𝑎 are very similar for many routes on different 
frequencies and polarization.  
 
This also is proved by Figure 4.11, as shown both models have similar 
performance provided from their corresponding RMSE for almost 40% of tested 
scenarios. Whilst OSM has better performance for frequencies 2.4, 5.3 and 28 
GHz, LAM has better performance for frequencies over 28 GHz.  
 
 
Figure 4.11: Performance comparison between LAM, OSM and PM. 
 
The figure also presents PM performance which shows the poorest performance 
among all the models due to its limitation by having fixed path loss exponents 
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over predefined distances; however, the model seems to have better 
performance for 60 and 73.5 GHz.  
  
A comparison between OSM, DSM and MKM is demonstrated in Figure 4.12. 
DSM outperforms both OSM and MKM as it has less RMSE compared to OSM 
for almost 72.5% of tested scenarios and less RMSE compared to MKM for 
60.8% of tested scenarios. For lower frequencies range of this experiment, DSM 
outperforms MKM, while for millimetre waves MKM has better performance. This 
can be regarded due to the effect of wall losses in SS fading which is considered 
by MKM. OSM and DSM show a similar pattern with an obvious advantage for 
the DSM, due to the latter’s flexibility as it has two values for 𝑛. The model can 
capture propagation changes in the environment more efficiently; the gap 
between the two models increases as frequency increases. On the other hand, 
MKM outperforms OSM as it has less RSME for almost 62.75% of tested 
scenarios. It can also be observed that for higher frequencies, both DSM and 




Figure 4.12: Performance comparison between DSM, MKM and OSM. 
 
 
Figure 4.13: Performance comparison between EWLM, AWM and MKM. 
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A comparison between EWLM, AWM and MKM is shown in Figure 4.13. EWLM 
shows better performance than MKM and AWM for almost 78.4% and 80.4% of 
tested scenarios respectively. The model has such advantage because the use 
of effective wall correction factors enhances SS prediction significantly. When 
comparing AWM with MKM, the former has less RMSE for almost 56.9% of tested 
scenarios. The AWM has also better performance in the 2.4, 5.3, 73.5 GHz 
regions, while it has comparable performance at the 60 GHz. It may be observed 
that at 28 GHz the AWM has lower performance. This is due to the effect of 
averaging which makes SS prediction less accurate at higher frequencies; 
however, as frequency increases the radio wave coverage becomes smaller. 
Therefore, the encountered walls become less, in such case the AWM works 
better. It was also observed that when all the walls encountered are of the same 
type (i.e. either all are concrete or drywall) the performance of AWM is always 
lower than EWLM.  
 
Considering models performance at all frequencies, DSM shows the second-best 
performance, a comparison between EWLM and DSM is presented in Figure 
4.14; the metrics show better performance for EWLM as it has less RMSE for 
almost 66.67% of the tested scenarios. At 2.4 GHz DSM has comparable 
performance with the EWLM; however, as the operating frequency increases, 
EWLM tends to have better results. This is due to considering effects of wall 




Figure 4.14: Performance comparison between EWLM and DSM. 
 
The average error for most models reaches a maximum at 28 GHz. This can be 
explained as follow: as the frequency increases the radio coverage tends to 
become shorter, so it will have less error. Although at 28 GHz the coverage was 
less compared to 5.3 and 2.4 GHz; however, signal variations tend to be greater; 
therefore, errors are greater. While at 60 GHz and 73.5 GHz the radio coverage 
becomes much smaller; thus, errors are less compared to 28 GHz. One 
interesting observation noted, although both 60 GHz and 73.5 GHz share the 
same radio coverage, errors at 60 GHz are greater; this might be because the 60 
GHz has more fluctuations compared to 73.5 GHz.  
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Although AWM has the advantage of being fast prediction model, it comes at the 
expense of accuracy. EWLM combines accuracy and speed. The PM has the 
lowest performance as it has pre-determined values for 𝑛, in comparison to 
EWLM it has less RMSE for less than 7.8% of tested scenarios.  
 
Table 4-8: Percentage of having the least RMSE (ordered by average RMSE) 
Model 




EWLM 51% 7.7 
DSM 22% 9.3 
AWM 9.5% 10.5 
MKM 9.5% 10.5 
OSM 6% 11 
LAM 0% 11.3 
PM 2% 15.4 
  
The order of the best models according to their RMSE values is EWLM, DSM, 
MKM, AWM, OSM, LAM then PM; their respective average RMSE for all 
scenarios at all frequencies are shown in Table 4-8. EWLM has the best 
performance while PM has the worst performance. 
 
Table 4-8 also shows the percentage of having the least RMSE for each model 
over all scenarios and frequencies; EWLM was considered as the one with the 
least RMSE for 51% of all scenarios while DSM has a percentage of 22%. 





Figure 4.15: Enhancement on EWLM by considering the effect of LOS 
propagation. 
A comparison between the EWLM with no modification (where n=2 for all 
scenarios) and with enhancement (n is estimated by best fitting for LOS 
propagation and 2 for NLOS propagation) is presented in Figure 4.15, on average 
the RMSE for all frequencies had reduced by about 1 dB. Compared to other 
models “EWLM with no modification” had the least RMSE for 27.45% of all tested 
scenarios; however, by considering the effect of LOS and wave guiding effect, 
the percentage was enhanced to 51% as mentioned above.  
 
In Figure 4.16 correction factor for concrete wall found to increase linearly with 
increasing the operating frequency in the range of (5.3-60 GHz) for both VP and 
CP cases. While correction factor for drywall tends to vary linearly with frequency 
range (5.3-73.5 GHz) for VP and in the range (5.3-60 GHz) for CP. For both types 
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of wall, mean wall correction factor tends to be larger for VP compared to CP 
especially at large frequencies.  
 
Figure 4.16: Mean wall correction factor relationship with operating frequency 
for concrete and drywall. 
 
 
4.2.2 Experimental Results 
 
The experimental study in this chapter includes same models investigated in the 
simulation part in addition to DPM. Figure 4.1 represents measurements 
collected in 3rd floor, measurements were taken in different routes to examine 
more possible scenarios where walls are made from concrete and drywall. It was 
observed that radio coverage for 5 GHz band is slightly larger than radio coverage 
for 2.4 GHz band, this can be explained as the former’s antenna gain is larger 
which tends to increase as frequency increases. 
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A comparison between investigated models is presented in Figure 4.17 where 
data are collected from route 2-2 (shown in Figure 4.1) at 5.3 GHz. It’s expected 
to have a semi-monotonic RSS decaying. The RMSE for the EWLM, AWM, OSM, 
LAM, PM, MKM DSM and DPM in dB are 4.3, 5.5, 6.0, 5.5, 7.6, 6.0, 4.9 and 14.2 
respectively. 
 
As the first wall is close to the transmitter the correction factor will add more 
accurate estimation to the results, EWLM has the best performance, the AWM 
also shows a good resolution; however it shows less performance compared to 
EWLM, this is due to the effect of last wall loss on averaging which cause the SS 
prediction to be pessimistic. Since the RSS follows a semi-monotonic decaying 
OSM, LAM, MKM and DSM show a good performance, the PM use fixed values 
of 𝑛, which underestimate the actual losses in this scenario. DPM uses 
predefined values for building wall losses; however the performance was 
pessimistic, this may be due to the wall losses recommended are not for universal 
use as authors claims; also the model has no difference in performance from 
other wall loss models if the direct path between the transmitter and the receiver 





Figure 4.17: Indoor path loss prediction models comparisons at 5.3 GHz for 





Figure 4.18: Average RMSE for all models. 
 
 
Table 4-9 Statistical metrics (in dB) between measured and simulated data for 
the presented models at 2.4 GHz 
Model Max. Error Min. Error STD RMSE 
EWLM 6.1 2.9 1.2 4.4 
AWM 8.5 3.0 2.1 5.8 
OSM 6.6 3.4 1.2 4.2 
LAM 8.2 3.9 1.7 5.5 
PM 15.4 5.8 3.4 10.2 
MKM 11.5 3.7 2.9 7.4 
DSM 7.0 3.1 1.41 4.7 
DPM 14.3 4.3 4.11 7.7 
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A comparison between all presented models is introduced in Figure 4.18, the total 
error for all routes are averaged. For the 2.4 GHz, as shown from the figure and 
Table 4-9, the OSM, DSM and EWLM have the best performance. Similar to 
observed results from simulation part, EWLM has the most stable performance 
as the maximum error did not exceed 6.1 dB and the standard deviation (STD) of 
errors is around 1.2 dB. PM, DPM and MKM have low accuracy, as the maximum 
error exceeds 15 dB, 14 dB and 11 dB respectively, while their STD are 3.4 dB, 
4.1 dB and 2.9 dB respectively. The LAM and AWM have comparable 
performance as provided by their metrics.  
 
Similar to PM, DPM uses predefined wall losses; therefore, the performance was 
poor as seen by the presented metrics. The advantage of using this model is 
limited to scenarios where the transmitter and receiver are separated by one/multi 
walls and there is another path which encounters less number of walls; however, 
in many cases the best path is the shortest in distance between the transmitter 
and receiver which return this model to be similar to multi-wall models. 
 
Using higher operating frequency, the EWLM has the best performance provided 
that it has the lowest values for all metrics as shown in Table 4-10; the metrics 
are consistent with the observed results in the simulation part. The AWM has the 
second-best performance and still show good results in terms of accuracy and 
stability. The DSM and LAM show comparable performances. The former 
performance degraded with increasing frequency; however, it still has a stable 
and accurate estimation. 
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Table 4-10 Statistical metrics between measured and simulated data for the 
presented models at 5.3 GHz 
Model Max. error Min. error STD RMSE 
EWLM 4.6941 2.4044 0.7903 3.60744 
AWM 5.6672 2.5276 1.2646 3.9943 
OSM 8.4177 4.4267 1.3921 5.7298 
LAM 6.2044 3.3204 1.121 5.0591 
PM 14.1389 7.62 2.2813 10.9763 
MKM 9.0968 3.0752 2.1387 5.0392 
DSM 6.6239 4.0949 0.973 4.7900 
DPM 14.1928 3.9692 3.7557 7.7599 
 
 
Table 4-11 Wall loss using MKM and DPM* 
Frequency 
MKM DPM 
Drywall Concrete Drywall Concrete 
2.4 GHz 4 4 2 10 
5.3 GHz 3 12 7.5 12.5 
*Wall losses using DPM from [246] [56]. 
 
The OSM suffers from poor accuracy this is because of wall losses at a higher 
frequency which requires more than one path loss exponent to have an accurate 
estimation. The MKM still suffer from instability; however, it has better 
performance at 5.3 GHz this is due to the more effective contribution from the 
walls at higher frequencies which have larger values as frequency increases as 
shown in Table 4-11. DPM has similar behaviour to what was observed at 2.4 
GHz; typical values used for wall losses using DPM are presented in Table 4-11. 
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Path loss exponent increases as operating frequency increases. Among all tested 
routes, measurements provided an evidence of path loss exponent dependency 
on the operating frequency. As observed from the measurements, 𝑛 varies in the 
range of (1.93-3.3) at 2.4 GHz and in the range of (3.37-4.35) at 5.3 GHz. The 
averaged path loss exponent found to be 2.83, 3.89 at 2.4 GHz and 5.3 GHz 
respectively. Linear attenuation factor also shows an increase as the operating 
frequency increases. Among the six tested routes, measurements from five 
routes provided an evidence of linear dependency of the attenuation on the 
operating frequency; 𝑎 varies in the range of (0.4-1.6) at 2.4 GHz and (1.2-2.5) 
at 5.3 GHz. The average attenuation factor for the 2.4 GHz and 5.3 GHz are 
0.8166 and 1.6 respectively. 
 
Table 4-12 Averaged RMSE (in dB) for all models 










The averaged RMSE for all scenarios and frequencies are given in Table 4-12; 
among all scenarios, EWLM has the lowest RMSE for almost 50% of tested 
scenarios, whilst DSM has the lowest RMSE for 16.667% of tested scenarios as 
seen in Figure 4.19. EWLM tends to have better performance as the frequency 







Figure 4.19: Percentage of the least RMSE 
Similar to observations in Figure 4.16, wall correction factor for concrete tends to 
increase more rapidly as frequency increased while for drywall the steep was 
smoother. 
Wireless InSite Validation with Measurements  
So far, in this chapter the proposed model was compare with other models 
against simulation and measurements, which is the main target. However, 
comparison between the simulated RSS data and the measured RSS data has 
not yet been conducted. Therefore, in this section, validation of Wireless InSite 
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simulated results against the measurements results has been presented. This 
comparison gives more reliability over the observed results.  The comparison was 
conducted at different routes and frequencies. For both cases (simulation and 
measurements), similar antenna types, gain, transmitted power and radiation 
pattern were used. Also, sensors coordinates in the environments for both 
simulations and measurements were identical.   
In Figure 4.20, a comparison is presented between simulation and 
measurements results for route 1-1 at 2.4 GHz. As seen in the figure, a good 
agreement between simulation and measurements is observed, as the STD is 
3.7 dB.  
 
Figure 4.20: Wireless InSite validation against measurements at route 1-1 at 2.4 
GHz. 
In this scenario, the examined models are generated based on samples taken 
from the simulation/measurements results, which are later compared to database 
by estimating RMSE. The RMSE of the examined models for simulation and 
measurements is shown in Table 4-13. The results shows a good agreement as 
observed in the table.  
127 
Table 4-13: Models RSME comparison between measurements and 






EAWM 3.5 4.1 
AWM 4.2 5.2 
OSM 3.4 4.2 
LAM 3.9 4.3 
PM 5.8 5.3 
MKM 7.7 6.4 
DSM 5.7 3.1 
 
Figure 4.21 presents a comparison between simulation and measurements 
results for route 1-2 at 5.3 GHz. A good agreement between simulation and 
measurements is observed, as the STD is 4.5 dB.  
 
 
Figure 4.21: Wireless InSite validation with measurements at route 1-2 at 5.3 
GHz. 
Table 4-14 presents a comparison between the RMSE of the examined models 
for simulation and measurements, as seen, the results shows a good agreement.  
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Table 4-14: Models RSME comparison between measurements and 






EAWM 3.4 2.2 
AWM 3.5 2.9 
OSM 6.3 7.7 
LAM 4.2 5.3 
PM 9.50 11.1 
MKM 5.7 2.9 







Chapter 5  





Wireless communication engineers frequently experience difficulty with the 
dynamic behaviour of wireless radio channels. Wireless channels are more 
susceptible to noise, interference and other hindrances [23]. The challenge, 
therefore, is to make the channel determinable at any location.  
 
When a signal arrives at a receiver, the signal strength level follows three scales 
of variations, the largest scale being path loss which is range dependent, where 
the signal strength level decays exponentially. The second scale is due to 
shadowing, where the signal strength varies around its mean according to a log-
normal distribution, these variations take place over ranges of the order of 10λ-
30λ. The smallest scale is due to multipath, where the signal follows a Rayleigh 
or Rician distribution and variations are of order 0.5λ [247].  
 
Multipath effects can be observed when the mobile terminal moves distances that 
are short compared to the correlation shadowing distance, hence this is called 
small-scale fading. Due to these effects, recorded SS at the receiver becomes 
very sensitive to any small movement. In fact, even if the receiver is stationary, 
the recorded SS will still vary noticeably; this will make the use of SS in 
localization impractical and inaccurate.  
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Researchers have developed techniques to remove the effect of multipath [19] 
so that the RSS value will be linked to path loss and shadowing only; such 
integrated representations will make the RSS-distance relationship more 
tractable. One of the main problems in localization using RSS is the non-
monotonic fading of RSS level with distance; such a problem will lead to 
ambiguity of location estimation.  
 
For example, Figure 5.1 shows the RSS data along a building hallway that was 
simulated using Wireless InSite ray tracing software: when the mobile’s RSS 
equals -35 dBm there are five possible locations for the mobile; the range of error 
is around 17 m which is intolerable for localization purposes within indoor 
environments. The main objective is to make this relationship unambiguous (i.e. 
monotonically decreasing). A possible way to achieve this is to average over local 
area to remove the effects of fast fading [19]. 
 
5.2 Vector Sum vs. Power Sum Prediction Methods 
 
In ray tracing techniques there are two methods to perform averaging: the first 
method takes the power sum of all multipath rays, which is known as “Power sum 
prediction (PS)” [19] 
 〈𝑃𝑃𝑆〉 = ∑𝑃𝑀
𝑀
 (5.1) 
where 〈PPS〉, M and PM are the averaged power using the PS method, number of 
multipath rays and power of each individual ray respectively. The second method 
takes the average of the squared sum of all electric fields (amplitude and phases), 
known as “vector sum prediction (VS)” [19]: 
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where 〈PVS〉 is the averaged power using the VS method and φM is the Mth ray 
phase in radians. 
 
 
Figure 5.1: RSS-distance ambiguity problem. 
 
In [248] PS is recommended to be used for frequencies higher than 2 GHz, while 
VS is recommended for lower frequencies. In [19] the PS method is stated to be 
faster and better; however, it is difficult to implement practically as it requires the 
receiver to be able to distinguish all incoming rays so that the effect of each ray’s 
phase will be removed; this process requires a huge array antenna to detect 




Figure 5.2: PS method performance for a different set of frequencies. 
 
The performance of the above-mentioned methods was investigated over a set 
of frequencies including 2.4 GHz, 5.3 GHz, 28 GHz, 60 GHz and 73.5 GHz: 
results are presented in Figure 5.2 and Figure 5.3. It can be seen that averaged 
RSS using the PS method tends to be similar for all frequencies since this method 
removes the effect of multipath fading so that the only contributors to SS level are 
the path loss and shadowing. The reason why these averaged RSS take the form 
of similar layers is due to two types of losses: path loss with distance and wall 
losses, both of which are frequency dependent. On the other hand; VS includes 
the effect of phases which vary significantly due to multipath; therefore, 
measurements taken after the wall may receive higher power compared to those 
taken before the wall, as seen in Figure 5.3. This will make the SS-distance 





Figure 5.3: VS method performance for a different set of frequencies. 
 
5.3 Previous Related Work 
 
In an averaging estimating process three parameters are considered as shown 
in Figure 5.4 [249]: the averaging length (2L) also known as window size; the 
number of samples also known as the number of collection points (N) and the 
distance between the samples also known as spacing (d). Finding two 
parameters is sufficient to find the third using (2L=Nd). In a study conducted by 
[250] over the band 1.8 to 5.2 GHz the window size was found to be equal to 1 m 
or (5λ-15λ), window size was chosen based on shadowing correlation distance in 
which shadowing was found to be highly correlated at distances less than 1 m 




Figure 5.4: Average length, spacing and number of samples. 
 
A set of measurements was conducted by [19] at 0.9 and 2.4 GHz and averaging 
performed. Two procedures were followed: in the first procedure many 
measurements were taken on circular paths around the point of interest, also 
known as the reference point (RP), then averaging was performed. Each circular 
path had a 0.3 m radius and measurements were taken from 120 points on the 
circle; the whole process was repeated every 0.6 m.  
 
In the second method, measurements were collected from many points lying on 
a linear path where the spacing between the measurement points was λ/4 and 
averaging was performed over a window size of 10λ. This method was claimed 
to be good for LOS and measurements in corridors [19]. In [252] the authors 
performed RSS averaging over regions of (2λ)2 dimensions. In [253] averaging 
was performed over regions of (3λ)2 dimensions, while in [254] and [255] regions 
were of (3λ)3 size. In [256] averaging was conducted over a 10λ interval while the 
minimum spacing between every two samples was set to 0.38λ. 
 
Averaging should not distort the large-scale fading; therefore, estimating 
correlation distance rc is crucial and this can be determined by estimating 1/e of 
the normalised shadowing autocorrelation ρs. The autocorrelation function is a 
function of location variability σL which is a function of frequency [30]. σL tends to 
increase as frequency increases; therefore, for larger frequencies ρs decreases 
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and hence rc decreases. In [79] authors considered shadowing correlation 
distance to be in the range of 1-2 m, as estimated by [257]; they found that using 
a 10λ spacing window would be too long while using 4λ would be optimum.  
 
In [258] an analysis is reported that aimed to find the best averaging window and 
spacing; it was found that the best averaging window was within 20λ-40λ with a 
sample spacing of 1.11λ (36 samples) to ensure that samples were uncorrelated. 
This procedure was also applied for indoor application at 15 GHz [259]. Work 
done by [258] was generalised for the medium-frequency band [260]: they found 
that best window size was 2λ; the optimum distance between samples was 0.17λ 
and the best number of samples was 8.   
 
A local mean was taken over a rectangular area of 0.1 m 2 at 1.8 GHz, where nine 
measurements were taken within the grid [261]. For Nakagami propagation 
channels it is recommended by [251] to use 40 collection points within a 20λ 
averaging window for channels with a small number of multiple paths 2 ≤ m < 4 
(m is the fading parameter), while for multipath channels in the range 4 ≤ m ≤ 8 it 
was recommended to use 20 collection points within a 10λ averaging window. In 
[262] local mean estimation was conducted in a multi-floor building; 
measurements were collected through routes in the environment: these 
environments were gridded and then local mean estimated. The sizes of these 
grids were (kλ×kλ) where k was from 1 to 15; measurements were conducted at 
0.9 GHz and 1.9 GHz.  
 
At 0.9 GHz k was in the range of (6.5-7), while at 1.9 GHz it was in the range (5-
12.5). The performance was compared to [258], however, no approach 
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outperformed the other. In [258] the authors assumed a normal distribution for 
SS while in [263] the SS distribution was found to be to be left-skewed: skewness 
is due to the limitation on the maximum achievable RSS at each location. 
 
5.4 Methodology and Simulation Setup 
 
In the scenario of propagation over a flat ground, there will be two rays: a direct 
ray and a ground reflected ray. The two paths have different lengths and hence 
different phases, hence for a moving terminal, the received power will follow a 
constructive and destructive interference every phase difference of π which 
represents a path difference of λ/2. If the signals are coming from opposite 
directions then a moving terminal experiences constructive and destructive 
interference every phase difference of π/2 which represents a path difference of 
λ/4. Generally; multiple paths tend to be more than two; however, the same 
concept still applies, therefore, the present work started by averaging over λ/4, 
and then the arrangement size was increased by λ/4 increments each time. 
 
As seen in Figure 5.5, the objective is to remove the effect of fast fading from the 
collected SS, therefore a group of collection points (red cubes) are taken around 
the point of interest (yellow cubes) and then the corresponding RSS at the red 
points are averaged. The averaging process requires conversion of RSS values 





Figure 5.5: SS collection points, red points for averaging, yellow points are the 
points of interest. 
 
The simulation was conducted using the ray-tracing software Wireless InSite. The 
operating frequency used in these simulations was 2.45 GHz and the distance 
between points of interest (yellow points) was 10λ as this has been reported to 
give the optimum representative data, as stated by [258]. Wireless InSite settings 
for these simulations are listed in Table 4-1. 
 
Simulations were conducted in a simulated environment for the 3rd floor of a 
typical modern office-type building (the Chesham Building at the University of 
Bradford, U.K.). As seen in Figure 4.3, the model considered different types of 
materials used in the building: these materials have frequency dependent 
properties [54], therefore, their corresponding electrical parameters (relative 
permittivity εr and conductivity σ) will change as frequency changes. Typical 
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values for εr and σ in Table 5-1 are calculated using Equations 2.27 and 2.28 
based on the ITU recommendations.  
 
Table 5-1: Material properties adopted for 2.45 GHz frequency. 
Material εr σ 
Concrete 5.31 0.0663 
Glass 6.27 0.0122 
Wood 1.99 0.012 
Drywall 2.94 0.0216 
Wet  Ground 30 0.4681 
 
In this discussion, three parameters are considered: arrangement size, 
arrangement type and the distance between collection points (spacing). The total 
number of conducted scenarios was 406. 
 
A. Arrangement Types  
The word arrangement as used here refers to the configuration of the overall set 
of collection points. The shape of the overall set of collection points is termed as 
arrangement type, while the dimension of this configuration is termed as 
arrangement size. In this analysis, different types of arrangement have been 
studied to validate the best one for averaging.  
 
Seven arrangements have been studied, termed as three-dimensional 
arrangement (3D), two-dimensional arrangement where the collection points lie 
on a plane horizontal to the floor (2D-H), two dimensional arrangement where the 
collection points lie on a plane perpendicular to the floor (2D-V), one-dimensional 
arrangement perpendicular to the floor (1D-V), one-dimensional arrangement 
perpendicular to the movement between the points of interest and horizontal to 
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the floor (1D-P), one-dimensional arrangement parallel (horizontal) to both the 
movement between the points of interest and the floor (1D-H) and a combination 
of all one-dimensional averaging loci, termed as hybrid (HYB). In all tested 
scenarios the collection points were equally spaced. 
 
 
Figure 5.6: Arrangement types used in the simulation. 
 
In the 3D arrangement, a set of measurements was taken with equal spacing, 
forming a cube as seen in Figure 5.6a, where the point of interest is at the centre 
of this cube. For example, a (4.5λ)3 arrangement is a cube with edge length 4.5λ. 
For both 2D-H and 2D-V, the collection points form a square which is concentric 
with the point of interest, as seen in Figure 5.6b and 8c. The 1D-H, 1D-P, 1D-V 
and HYB are symmetrical about the point of interest, as seen in Figure 5.6d. 
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B. Arrangement Size 
Different arrangement sizes have been investigated, from 0.25λ up to 4.5λ with 
0.25λ incremental steps. 
 
C.  Spacing Between Points 
Initially, for each arrangement size the spacing between the adjacent points was 
set to be 0.25λ; in order to investigate the effect of spacing between points, the 
spacing was increased by an increment of 0.25λ each time (i.e. spacings: 0.25λ, 
0.5λ, 0.75λ … up to maximum arrangement size).  
 
However not all arrangement sizes can maintain the same size when the spacing 
is increased (for example if the spacing for the 4.25λ size were incremented by 
0.5λ then the resultant arrangement would be either 4.5λ or 4λ; therefore, spacing 
by this increment cannot be used). Table 5-5 lists the arrangement sizes used in 
the simulations along with arrangement type and their possible spacing; the table 
also shows the number of points required for averaging for all 406 scenarios. 
 
As seen in the table, using a 3D arrangement with the size of 4.5λ and spacing 
of 0.25λ will be computationally expensive as it requires 6859 collection points 
for averaging. In this analysis, the aim is to find the best arrangement type, size 







5.5 Results and Discussions  
 
Arrangement size  
Averaging over each arrangement size and its behaviour with different spacing 
between collection points and arrangement types are examined, examples of the 
results are presented and general observations on the analyses for all 
arrangements sizes are presented after these examples. 
 
Figure 5.7 presents averaging over a 4.5λ arrangement size for all types and all 
possible spacings (0.25λ, 0.5λ, 0.75λ, 1.5λ, 2.25λ and 4.5λ). As seen in Table 5-5 
the number of points used ranged from 6859 in the 3D/0.25λ (arrangement 
type/spacing) case to 2 points in the 1D/4.5λ cases. In the figure, it can be seen 
that using simpler arrangement types with smaller numbers of points gives better 
results compared to the computationally demanding 3D cases. Averaging over a 
huge number of points as in the 3D/0.25λ case does not provide significant fast 
fading reduction; increasing the number of points does not necessarily improve 
the result. Generally, the results obtained from the 3D arrangement are not 
satisfactory. 
 
As seen in the figure, all averaging results show enhancement compared to no 
averaging case (single measurement per location). For this arrangement size, the 
best arrangement type performance is 2D-H/1.5λ as it has the lowest RMSE; it 
requires only 16 collection points for averaging. The descending order of RMSE 
performance for all arrangements types is shown in Table 5-2, row 1. In terms of 
mean average error (MAE) 2H-D has the best performance while both 1D-H and 




Figure 5.7: 4.5λ arrangement averaging. 
 
A comparison between different arrangement types for 1.25λ arrangement size 
and spacings of 0.25λ and 1.25λ is shown in Figure 5.8. The number of SS 
collection points used ranged from 216 points in the 3D/0.25λ case to 2 points in 
the 1D/1.25λ cases. Averaging over all arrangement types shows good 
performance except for the 1D-H case where the performance is worse compared 
to the no averaging case, as depicted in the figure.  
 
The descending order of performance in terms of RMSE for all arrangement types 
is shown in Table 5-2, row 14. In terms of MAE, 1D-H has the worst performance 
while the best performances are for 2D-H and 3D. 2D-H/1.25λ gives the best 
result (in terms of both RMSE and MAE) through all of the investigated scenarios 




Figure 5.8: 1.25λ arrangement averaging. 
 
 




Averaging over 0.25λ arrangement size is presented in Figure 5.9, the number of 
SS collection points ranged from 8 to 2 as seen in Table 5-5. The descending 
order of performance in terms of RMSE for all arrangement types is shown in 
Table 5-2, row 18. All arrangements have poor performance as their RMSE 
values are more than 5.5 dB; however, 1D-H and 1D-P have results that are 
worse than the no averaging case. It can be concluded that averaging with this 
arrangement size is not recommended. 
 
Table 5-2: Ranking of best arrangement types by RMSE performance for all 
arrangement sizes and possible spacings. 
 size 1st 2nd 3rd 4th 5th 6th 7th 
1 4.5λ 2D-H 2D-V 1D-P HYB 3D 1D-H 1D-V 
2 4.25λ 2D-H 2D-V HYB 1D-P 3D 1D-V 1D-H 
3 4λ 2D-V HYB 1D-P 3D 1D-V 2D-H 1D-H 
4 3.75λ HYB 2D-V 2D-H 3D 1D-V 1D-H 1D-P 
5 3.5λ 2D-H HYB 2D-V 3D 1D-P 1D-V 1D-H 
6 3.25λ 2D-H 3D 2D-V HYB 1D-V 1D-P 1D-H 
7 3λ 2D-H 2D-V 3D HYB 1D-V 1D-P 1D-H 
8 2.75λ 2D-H 2D-V 3D HYB 1D-V 1D-H 1D-P 
9 2.5λ 2D-H 2D-V 3D HYB 1D-V 1D-P 1D-H 
10 2.25λ 2D-V 2D-H 3D HYB 1D-P 1D-V 1D-H 
11 2λ 2D-H 3D 2D-V HYB 1D-P 1D-V 1D-H 
12 1.75λ 2D-H 1D-P 2D-V 3D HYB 1D-V 1D-H 
13 1.5λ 2D-H 3D 1D-P 2D-V HYB 1D-V 1D-H 
14 1.25λ 2D-H 3D 1D-P 2D-V HYB 1D-V 1D-H 
15 λ 2D-H 3D 1D-P 2D-V HYB 1D-V 1D-H 
16 0.75λ 2D-H 3D 1D-P 2D-V HYB 1D-V 1D-H 
17 0.5λ 3D 2D-H 2D-V HYB 1D-V 1D-P 1D-H 




Observations recorded in this study during the simulations suggest the use of a 
grid size larger than 0.75λ as the RMSE tends to be large for smaller arrangement 
sizes. On the other hand, the results show that using a large arrangement size 
(larger than 2λ) does not guarantee good performance. Moreover, large-sized 
arrangements are computationally expensive due to the huge number of points 
used. Arrangements in the size range 1.25λ-1.75λ may be an optimum choice as 
they provide good results and require manageable numbers of collection points. 
 









1 2D-H 1.25λ/1.25λ 4 3.5 
2 2D-H 1.5λ/1.5λ 4 3.7 
3 2D-H 4.5λ/1.5λ 16 3.8 
4 2D-H 3.5λ/1.75λ 9 3.8 
5 2D-H 3.75λ/0.25λ 256 3.8 
6 2D-H 1.5λ/0.75λ 9 3.9 
7 1D-P 4.5λ/0.75λ 7 3.96 
8 2D-H 4.5λ/0.75λ 49 3.99 
9 HYB 3.75λ/3.75λ 6 4.00 
10 2D-H 1.75λ/0.25λ 64 4.06 
 
Table 5-3 shows the best 10 averaging results found in the whole experiment; 
among these, 8 of them are the 2D-H type. Among the top 20 arrangements 13 
are 2D-H and among the best 50 arrangements, 26 are 2D-H. On the other hand, 
the 2D-H arrangement type had only 4 poor results amongst the worst 100 




Table 5-4: Occurrence of arrangement types for best and worst RMSE results. 
Arrangement type 
Occurrence for  
Best Result 
Occurrence for 2nd  
Best Result 
2D-H 14 2 
2D-V 2 6 
HYB 1 2 
3D 1 7 
 
Occurrence for 
 Worst Result 
Occurrence for 2nd  
Worst Result 
1D-H 15 3 
1D-V 1 9 
1D-P 2 5 
 
In Table 5-4 the occurrence of best, 2nd best, worst and 2nd worst arrangement 
type performance is presented. By exploring the presented numbers, it can be 
concluded that the 2D-H arrangement type is the best for averaging, while the 
1D-H arrangement tends to have the worst performance. The descending order 
of performance for all arrangements types and for all arrangement sizes is 2D-H, 
3D, 2D-V, HYB, 1D-P, 1D-V then 1D-H. 
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Figure 5.10: Averaged RMSE for all arrangement types and spacings compared 
with the best (2D-H) and worst (1D-H) arrangements. 
 
For overall performance, the averaged RMSE for all spacings and arrangement 
types are shown in Figure 5.10, together with the best and worst arrangements, 
for comparison. It can be seen that as the size increases averaging tend to be 
enhanced; however, this does not mean that larger size guarantees better 
performance for all types of arrangement. This is evidenced in the same figure 
where 2D-H has its best result at 1.25λ and tends to have similar good 
performance for larger arrangement sizes. On the other hand, 1D-H has 
improving results as size increases: this explains why the results for all sizes 
improve as size increases. For all grid sizes larger than 0.75λ the worst averaging 





Figure 5.11: Averaged RMSE for 1D and HYB at all spacing for each 
arrangements size. 
 
The overall performance of 1D and HYB arrangement types for all spacings and 
all arrangement sizes is presented in Figure 5.11. 1D-H has the worst 
performance for the majority of the examined sizes, while the HYB tends to have 
the best performance for the majority of the arrangement sizes. Although HYB 
shows better performance in general, averaging with the 1D-P arrangement 
tends to have the lowest average RMSE for arrangement sizes from 0.75λ to 2λ; 
therefore, it may be better to use this arrangement type as it needs a lower 
number of collection points. It should be noted that these values are averaged 
over all spacings, therefore when choosing any arrangement type for averaging 
it is recommended to check the individual averaging result for each spacing at 




A comparison between arrangement type performances for all spacings at each 
arrangement size is presented in Figure 5.12. 2D-H has the best overall 
performance for almost all of the arrangement sizes. Also, it can be seen that 
both 2D-H and 3D performance was not enhanced significantly after a certain 
size; hence it may be better to use arrangements with the smaller size as they 
need less points. 
 
 
Figure 5.12: Averaged RMSE for the investigated arrangement types at all 
spacings for each arrangement size. 
 
Number of Points  
Several arrangement configurations have the same number of collection points, 
for example, arrangement types at 4.5λ/1.5λ and 3.75λ/1.25λ have the same 
number of points (see Table 5-5). These results will suggest the optimum 
arrangement to be adopted as those with the same number of points will require 
the same effort. In order to distinguish between different studied cases, each 
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scenario (having the same number of points) is termed according to the number 
of layers in the 3D case. 
 
  
Figure 5.13: Example on arrangements sizes which have the same number of 
points (two layers) using different spacing. 
 
When averaging over the maximum possible spacing then the same arrangement 
type will have the same number of points for all arrangements size (e.g. 3λ/3λ 
and 0.5λ/0.5λ) as seen in Table 5-5 and Figure 5.13. The number of points for 
3λ/3λ and 0.5λ/0.5λ are mentioned in Table 5-5 rows 29 and 57 respectively. For 
the cases shown in Figure 5.14, the same number of points was used for each 
arrangement type: as the arrangement size increased averaging enhanced; this 
is provided as the mean of the RMSE for all arrangement types was reduced by 
around 1.7 dB. It can be concluded that for a small number of points it is better to 






Figure 5.14: Performance comparison for two-layer arrangements. 
 
 
Figure 5.15: Performance comparison for 10 layers arrangements. 
 
This is also confirmed for a large arrangement with a large number of points, as 
shown in Figure 5.15 where the RMSE was reduced by 0.6 dB. Data in Table 5-5 
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rows 2 and 36 are presented in Figure 5.15, these data have the same number 
of points but, by increasing the spacing between the points, the RMSE tends to 
decrease. 
 
Fixing the number of points and changing the spacing does not improve 3D and 
2D-H significantly but it does give an improvement for 2D-V, 1D-V, 1D-H and 
HYB, and in some cases, 1D-P also tends to have better performance as 
mentioned earlier. 
 
Arrangement Type  
Since 2D-H gives the best results it is worthy to investigate the arrangements 
type relationship with spacing and size and its effect on RMSE. Figure 5.16 
presents RMSE relationship with spacing for 2D-H arrangement type at all 
arrangements size. It was found that for small arrangement size (≤ 1.5λ) RMSE 
decreases as spacing increases. For large (≥ 3.25λ) and medium arrangements 
no spacing relationship between spacing and RMSE was found, therefore it’s 
recommended to use 2D-H arrangement with smaller size and larger spacing.  
 
Generally, for the 3D, 2D-H, 1D-V and 1D-P arrangements smaller arrangement 
sizes have better results as spacing increases. The 2D-V and 1D-H type have 
better results for large arrangements as spacing increases. The 1D-V type has 
better results for most medium arrangement sizes as spacing increases. The 






Figure 5.16: RMSE relationship with spacing for 2D-H arrangement type. 
 
Table 5-5: Arrangement sizes and their possible spacings, with the required 
number of points for averaging. 
 Size Spacing 3D 2D-H 2D-V 1D-H 1D-V 1D-P HYB 
1 
4.5λ 
0.25λ 6859 361 361 19 19 19 57 
2 0.5λ 1000 100 100 10 10 10 30 
3 0.75λ 343 49 49 7 7 7 21 
4 1.5λ 64 16 16 4 4 4 12 
5 2.25λ 27 9 9 3 3 3 9 
6 4.5λ 8 4 4 2 2 2 6 
7 
4.25λ 
0.25λ 5832 324 324 18 18 18 54 
8 4.25λ 8 4 4 2 2 2 6 
9 
4λ 
0.25λ 4913 289 289 17 17 17 51 
10 0.5λ 729 81 81 9 9 9 27 
11 λ 125 25 25 5 5 5 15 
12 2λ 27 9 9 3 3 3 9 
13 4λ 8 4 4 2 2 2 6 
14 
3.75λ 
0.25λ 4096 256 256 16 16 16 48 
15 0.75λ 216 36 36 6 6 6 18 
16 1.25λ 64 16 16 4 4 4 12 




0.25λ 3375 225 225 15 15 15 45 
19 0.5λ 512 64 64 8 8 8 24 
20 1.75λ 27 9 9 3 3 3 9 
21 3.5λ 8 4 4 2 2 2 6 
22 
3.25λ 
0.25λ 2744 196 196 14 14 14 42 
23 3.25λ 8 4 4 2 2 2 6 
24 
3λ 
0.25λ 2197 169 169 13 13 13 39 
25 0.5λ 343 49 49 7 7 7 21 
26 0.75λ 125 25 25 5 5 5 15 
27 λ 64 16 16 4 4 4 12 
28 1.5λ 27 9 9 3 3 3 9 
29 3λ 8 4 4 2 2 2 6 
30 
2.75λ 
0.25λ 1728 144 144 12 12 12 36 
31 2.25λ 8 4 4 2 2 2 6 
32 
2.5λ 
0.25λ 1331 121 121 11 11 11 33 
33 0.5λ 216 36 36 6 6 6 18 
34 1.25λ 27 9 9 3 3 3 9 
35 2.5λ 8 4 4 2 2 2 6 
36 
2.25λ 
0.25λ 1000 100 100 10 10 10 30 
37 0.75λ 64 16 16 4 4 4 12 
38 2.25λ 8 4 4 2 2 2 6 
39 
2λ 
0.25λ 729 81 81 9 9 9 27 
40 0.5λ 125 25 25 5 5 5 15 
41 λ 27 9 9 3 3 3 9 
42 2λ 8 4 4 2 2 2 6 
43 
1.75λ 
0.25λ 512 64 64 8 8 8 24 
44 1.75λ 8 4 4 2 2 2 6 
45 
1.5λ 
0.25λ 343 49 49 7 7 7 21 
46 0.5λ 64 16 16 4 4 4 12 
47 0.75λ 27 9 9 3 3 3 9 
48 1.5λ 8 4 4 2 2 2 6 
49 
1.25λ 
0.25λ 216 36 36 6 6 6 18 
50 1.25λ 8 4 4 2 2 2 6 
51 
λ 
0.25λ 125 25 25 5 5 5 15 
52 0.5λ 27 9 9 3 3 3 9 
53 λ 8 4 4 2 2 2 6 
54 
0.75λ 
0.25λ 64 16 16 4 4 4 12 
55 0.75λ 8 4 4 2 2 2 6 
56 
0.5λ 
0.25λ 27 9 9 3 3 3 9 
57 0.5λ 8 4 4 2 2 2 6 





Chapter 6  
Channel Measurements and Simulation Validation at Millimetre-wave 
Frequencies 
 
6.1 Introduction  
 
Ray-tracing software is used to predict channel parameters within indoor and 
outdoor environments. These programs are used to save time, cost and effort 
compared to real-time measurements. However, precise and accurate use of 
these software is required in order to get representative channel parameters.  
 
Wireless InSite is a commercial software which is widely used especially in WLAN 
applications. Validation for these software at different frequencies and 
environments is required to make the software widely applicable. The purpose of 
this study is to examine how accurate can Wireless InSite simulate the real-time 
propagation at millimetre-wave frequencies especially at 60 GHz which is 
attractive for 5G systems [264]. 
  
6.2 Channel Sounder  
 
Channel sounder is used to measure channel impulse response h(τ) or its 
frequency response H(f) in the frequency domain. Since the channel is dependent 
on frequency, time and position, a channel can be identified by delay spread, 
angle of arrival/departure, Doppler shift and received signal strength. Figure 6.1 
and Figure 6.2 show the architecture of the channel sounder. 
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The message signal is implemented using Altera FPGA board (Figure 6.2-c) 
which is programmed to provide a pseudo-random binary sequence of 2m-1 
sequence, where m ranges from 6 to 10. CO2201A converter evaluation board 
(Figure 6.2-b) controls the transmitter (Tx) and receiver (Rx) converter modules. 
It also has power detectors, power amplifier, automatic gain control and USB 
interface to control the modules. The CO2201A evaluation board architecture is 
shown in Figure 6.3. 
 
Figure 6.1: Channel Sounder architecture 
Keysight digital storage oscilloscope (DSO) X-3014A (Figure 6.2- a) has four 
channels, each channel has 200 MHz BW which is equivalent to 400 MHz 
bandwidth (±200 MHz). This is sufficient in indoor applications for 1 m path 
difference. Both the CO2201A and the DSO are connected to PC via USB that 
can generate commands. The sounder can be integrated with MATLAB which 
also can be used to generate commands. Table 6-1 illustrates the channel 






Figure 6.2:  Channel sounder: (a) Keysight’s DSO, (b) COST2201A evaluation 
board, (c) Altera FPGA board. 
 
Table 6-1: Channel Sounder characteristics. 
Item Value 
Internal pulse amplitude 5 V peak 
Bit period  4 ns 
Bandwidth of operation 400 MHz 
Transmitter antenna gain 18 dBi 
Transmitted Power 30 dBm 
Data rate 250 Mb/s 
sampling interval 2 ns 




Figure 6.3: COST2201A Evaluation board. 
 
6.3 Simulation and Experimental Analysis.  
 
Validation of Wireless InSite is performed in two indoor scenarios, LOS and 
NLOS. Both scenarios are conducted in the 3rd floor of Chesham Building, 
University of Bradford. The simulated environment took into account fine details 
of the building for accurate validation.    
 
6.3.1 Direct LOS Simulation and Measurement Validation:  
The first step of this validation is the direct LOS propagation which was 
investigated in B3.26 lab in the 3rd floor of Chesham building at the University of 
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Bradford. A transmitter Tx and receiver Rx with vertically polarized horn antenna 
were placed in the lab room in LOS at 1.5 m height and separated by 5 m as 
shown in Figure 6.4.  
 
Simulation setup is presented in Table 4-1. Wireless InSite considers the effects 
of material electrical properties. It also allows the user to configure waveform, 
antenna types and transmitter and receivers’ properties. In this scenario, a 
sinusoidal waveform is used for simulation at 60 GHz frequency with an input 
power of 30 dBm. The propagation paths for this scenario is presented in Figure 
6.5, where the loudest seven paths are shown; the colour of each path represents 
its strength as shown in the legend. As shown, the direct path is the one with the 
strongest signal level. 
 
 




Figure 6.5: Strongest Propagation paths for the LOS experiment. 
 
The 60 GHz band channel sounder can be used for back-back measurements 
and radar measurements; however, calibration for both mode of measurements 
is required. The calibration was performed in an anechoic chamber in B3.19 at 
the University of Bradford as seen in Figure 6.6; the radar calibration setup 
includes reflections from a flat reflector and corner reflectors.  
 
After calibration, measurements were performed using the 60 GHz band channel 
sounder in the B3.26 lab, where the adopted scenario is exact to the simulation 







Figure 6.6: Calibration in the anechoic chamber, (a) Back-back mode and (b) 







(b) Transmitter  (c) Receiver  
 
Figure 6.7: 60 GHz Channel Sounder in Lab B3.26, (a) LOS scenario, (b) 
Transmitter, (c) Receiver. 
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Figure 6.8 shows a comparison between the simulation and measurements for 
the LOS scenario, both results show good matching as the direct path received 
power in the measurements was -14.57 dBm while it was -16.07 dBm in the 
simulations.  
 
 Figure 6.8: Comparison between simulations and measurements. 
 
6.3.2 NLOS Simulation and Measurement Validation: 
Measurements were conducted at three positions distributed in the 3rd floor of 
Chesham building while rotating the receiver about the Z-axis. The same 
instruments that have been used in the LOS experiment are used in the NLOS 
experiment part. The transmitter was placed in the printer room of the corridor at 
height of 2m while the receiver was set to 1.5 m at all receiver points as shown 




Figure 6.9: NLOS experiment at receiver position 1. 
 
In NLOS propagation, the effect of building materials are more evident; many 
studies tried to investigate the effect of the material on propagation through 
knowing the relative permittivity and conductivity of these materials. In this study, 
two materials had been investigated: concrete and wood. Concrete is a 
composite material made from adding water to fine aggregate (sand), coarse 
aggregate and cement, which hardens over time. Concrete mix is defined based 
on water/cement ratio, cement/sand/aggregate ratio and the cement/total-
aggregate ratio [265, 266]. Electric conductivity tends to increase as water 
content increases [267].  
Reinforced concrete are different from concrete as it has longitudinal 
reinforcement and stirrup, which are made from steel. Therefore, electrical 
constitutive parameters are different from concrete, reinforced concrete are used 
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in columns, slaps, ceilings and floors. It was found that relative permittivity at 0.9 
and 1.8 GHz is about 7 while conductivity found to be 0.015 S/m and 0.03 S/m 
respectively [265]. 
Literature suggests that concrete complex permittivity changes with the type of 
concrete sample (i.e. aerated, lightweight or hardened) rather than changing the 
operating frequency for the same type of materials [265]. 
Complex permittivity of wood depends on the type of wood species, wood density, 
water content, temperature, the electric field orientation with respect to the grain, 
operating frequency and if the wood was chemically treated [265]. Therefore, 
chipboard, plywood, floorboard, Beechwood, Sipo and plain wood are expected 
to have different values for electrical constitutive parameters. It was found that 
dielectric constant increases as temperature increases [268] while conductivity 
increases as water content increases [265]. 
 
Table 6-2: Electrical constitutive parameters values for concrete and wood at 60 
GHz. 
Material Reference Description εr σ Notes 
Concrete 
[54] (a) ITU-A 5.31 0.8967 Table 9 
[54] (b) ITU-B 6.5 0.2283 Table 8 
[267] Fares 7 - 13 -  
[269] Fakharzadeh 6.1326 1.0047  
[270] Lu 3.3 1.2667  
[271] (a) Correia-A 6.14 1.005 Table I 
[271] (b) Correia-B 6.5 1.4278 Table II 
[272] Pinhasi 11.47 0.988  
Wood 
[54] ITU 1.99 0.3784 Table 9 
[268] Torgovnikov 2.1 0.2  
[269] Fakharzadeh 1.5671 0.3207  
166 
[273] Affum 3.3 -  
[270] Lu 2.8 0.0013  
[271] (a) Correia-A 1.57 0.3214  
[271] (b) Correia-B 1.54 0.1181 Table II 
[274] Salous 2.4 0.4  
[272] (a) Pinhasi-A 1.64 3.7173 Table 2 
[272] (b) Pinhasi-B 2.068 1.38 Table 2 
 
Typical values from literature for relative permittivity and conductivity of concrete 
and wood at 60 GHz are presented in Table 6-2. These values will be used by 
the Wireless InSite to predict channel impulse response which will be compared 
to the channel sounder results.  
 
The Wireless InSite software allows the user to set the number of paths; the more 
paths are considered the more accurate the results, while more processing time 
is required. We found that having more than 10 paths will not improve the 
accuracy of the results; therefore, the maximum number of paths was set to 10.   
 
The receiver was placed in three locations along the printer room and corridor in 
the floor with different angle rotations. Among these locations and rotations, the 
receiver was successful to receive a signal from 20 receiver points. In the first 
position, measurements were observed successfully with rotations: 0o, 10o, 20o, 
30o, 50o and 70o. Second position measurements were observed successfully 
with rotations: 120o-180o and 210o-250o, In the third positions only two rotations 
have decent results; the simulated scenario was only for rotations 150o and 160o. 
 
Table 6-3 gives examples of simulated ray paths between the transmitter and 
some receiver points using Wireless InSite, where Tx, Rx, R and T represent 
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transmitter, receiver, reflection and transmission respectively. Rays arrive in 
clusters; the main RSS cluster is considered as a reference to justify the Wireless 
InSite performance with measurements by changing εr and σ presented in Table 
6-2. 
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Position 1: Main Ray is reflected from one concrete wall.  
For all rotations in “position one” it was found that the main ray is reflected from 
one concrete wall. Figure 6.10 shows the propagation paths between the 
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transmitter and receiver Rx1_20o (receiver at first position with 20o rotation). 
Path’s colour represents the strength of the ray. The strongest ray is the one with 
red colour which results from reflection of the indoor concrete wall. 
 
 
Figure 6.10: Reflection from the concrete wall (strongest path for all Rx1 points). 
 
Figure 6.11 displays power delay profile at receiver Rx1_20o for both 
measurements and simulations. Concrete relative permittivity is set to be 13 as 
in [267] and conductivity is set to be 0.8967 S/m as in [54]. The main cluster at 
40 ns is due to reflection from the concrete wall as shown in Figure 6.10. The 
figure shows good agreement between simulations and measurements; the 
measured RSS was -23.91 dBm while the simulated value was -25.63 dBm.  
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Figure 6.11: Power delay profile at Rx1_20o. 
 
Figure 6.12: Performance comparison between measurements and data taken 
from references at Rx1. 
 
170 
Figure 6.12 shows a performance comparison for all Rx1 rotations between 
measurements and simulated results whose complex permittivity values are 
taken from Table 6-2. Using different complex permittivity values for concrete can 
vary the results around 3.36 dB as seen in the figure. In comparison with 
measurements, the best-simulated results for the first four rotations have a mean 
error of 4.82 dB; however, all simulated results at rotations 50o and 70o have 
pessimist estimation for RSS as the average difference between measurements 
and simulations are around 22 dB and 32 dB respectively; while it was around 5 
dB for the first four rotations.  
 
This is maybe explained due to two possible reasons: the first reason is due to 
the location/or the alignment of the transmitter and receiver are not exactly the 
same as in the measurements, despite the detailed preparation of the procedure, 
it’s difficult to match the locations with 100% accuracy. Therefore, receiver’s 
location in the software was replaced within ± 4 cm in all dimensions. The results 
were almost the same; the receiver also has been rotated ± 2o and almost no 
significant difference was observed. 
 
The second possibility is due to the effect of antenna radiation pattern, which is 
found to be very sensitive to antenna’s dimensions, although the receiver antenna 
used in the measurements is horn antenna; however, there is slight difference 
between this antenna and the typical horn antenna build-in the Wireless InSite, 
adjusting the dimensions of the antenna around 1 cm can change the simulated 




Position 2:  
In the second position, when the receiver is rotated with angles 120o-180o, the 
main cluster found to be in LOS with the transmitter, while for 210o-250o rotations, 
the main cluster is reflected from a wooden board.   
Case 1: LOS for (120o-180o) rotation 
As seen in Figure 6.13, both Tx and Rx are in LOS while bore-sight for both 
antennae is not in direct contact. Since it is a LOS propagation, changing complex 
permittivity values for building material will have no effect on RSS of the main 
cluster.  
 
Figure 6.13 shows the LOS and two reflected ray propagation paths from the 
transmitter to the receiver at the second position with 150o rotation. The strongest 
path is the direct LOS between the transmitter and the receiver, while the second 
one is reflected from two concrete walls. The power of these rays are presented 
in Figure 6.14.  
 




The RSS of the LOS measurement is -24.16 dBm while the simulated results are 
-28.31 dBm; this may be regarded due to the slight difference in the receiver 
antenna pattern for simulation and measurements. The second ray reflected from 
two concrete walls, the measured value is -40.34 dBm while the simulated one is 
-48.39 dB. Such significant difference may be regarded to reflection from two 
walls in addition to the slight difference of the receiver antenna patterns. 
 
 
Figure 6.14: Power delay profile at Rx2_150o. 
 
Table 6-4 presents the difference in comparison between the simulation and 
measurements at Rx2 (120o-180o). As seen in the table, the mean difference is 
around 7.78 dB. Similar to above observation this may be regarded due to the 




Table 6-4: Performance comparison between simulation and measurements at 
Rx2 (120o-180o) for LOS component. 
Receiver Measured Simulated 
Rx2_120 -42.89 -51.742 
Rx2_130 -33.82 -46.533 
Rx2_140 -23.86 -34.464 
Rx2_150 -24.16 -28.308 
Rx2_160 -25.78 -30.812 
Rx2_170 -52.46 -41.34 
Rx2_180 -50.37 -48.37 
  
Table 6-5: Performance comparison between simulation and measurements at 
Rx2 (120o-180o) for two wall reflection components. 
 Meas. [267]+[54] [54] (a) [54] (b) [269] [270] [271] (a) [271] (b) [272] 
Rx2_120 -58.53 -63.45 -69.61 -67.9 -68.36 -74.76 -68.35 -67.87 -64.12 
Rx2_130 -54.3 -63.97 -70.13 -68.42 -68.88 -75.28 -68.87 -68.39 -64.64 
Rx2_140 -54.98 -53.36 -59.51 -57.81 -58.26 -64.66 -58.25 -57.78 -54.02 
Rx2_150 -40.34 -48.39 -54.6 -52.89 -53.35 -59.75 -53.34 -52.86 -49.11 
Rx2_160 -37.92 -35.65 -41.81 -40.1 -40.56 -46.96 -40.55 -40.07 -36.32 
Rx2_170 -39.38 -31.34 -37.5 -35.79 -36.24 -42.65 -36.23 -35.76 -32.01 
Rx2_180 -46.2 -35.01 -35.5 -39.44 -39.89 -46.3 -39.88 -39.41 -35.66 
 
Simulated results for the ray reflected from two concrete walls reflected are 
presented in Table 6-5. The RMSE for the examined references in the table are 
7.37, 10.21, 8.59, 8.83, 13.45, 8.82, 8.57, 7.40 dB respectively. Values taken 






Case 2: Reflection from wooden board for (210o-250o) rotations.  
The paths with strongest SS received at the second location with rotations (210o-
250o) were reflected from the wooden board as shown in Figure 6.15. As seen, 
the ray is not from the bore-sight; therefore, the simulated values may be slightly 
different from measurements.    
 
 
Figure 6.15: Reflection from the wooden wall (strongest paths for all Rx2 (210o-
250o)). 
Figure 6.16 shows performance comparison between references at Rx2, the 
closest performance is obtained by using values from [270] while the worst 
performance is obtained by using values from [272]-(b) where the mean 
difference between simulation results is around 5.26 dB. The mean RSS 
difference between the best results and measurements is around 11.7 dB, which 
is relatively high value, specially at 240o and 250o rotations as the error 
differences were around 24 dB and 20 dB respectively. Similar to above 
observation this may be regarded due to the slight difference in the receiver 
antenna pattern for simulation and measurements. 
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Figure 6.16: Performance comparison between references at Rx2 (210o-250o). 
   
Position 3: Reflection from two wooden surfaces.  
Figure 6.17 presents the strongest path between the transmitter and the receiver 
at the third position with 150o rotation. As seen in the figure the strongest ray is 
reflected from two wooden surfaces.  
 




Figure 6.18: Power delay profile at Rx3_150. 
 
The PDP is presented in Figure 6.18; the RSS of the strongest path in the 
measurements is -37.11 dBm while the simulation results is -37.25 dBm which 
shows perfect agreement; however, another three measurements have RSS 
bigger than -70 dBm in which the Wireless InSite overestimated the transmission 
losses and thus the results were pessimistic.    
 
Table 6-6 presents a performance comparison between references from the 
literature and measurements at the third receiver positions. As seen from the 
table, rotating 10 degrees made the measured value to be less more than 20 dB. 
This exemplifies how much the channel is sensitive and unpredictable. This 
sudden change may be due to change in propagation paths or due to the 
presence of a human in the time of making measurements. For all data are taken 
from the literature, such a sudden change could not be observed by just changing 
the complex permittivity values.   
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Table 6-6: Performance comparison between references from literature and 




Measured -37.11 -58.14 
[54]-(a) -50.05 -49.03 
[268] -48.73 -47.72 
[269] -54.60 -53.60 
[273]+ [54]-(a) -44.70 -43.70 
[270] -37.25 -39.77 
[271]-(a) -54.55 -53.54 
[271]-(b) -56.93 -55.91 
[274] -47.70 -46.69 
[272]-(a) -46.80 -45.79 
[272]-(b) -48.94 -47.93 
 
In general, for wooden surfaces complex permittivity values from reference [270]  
tend to have better values, while for concrete best results obtained when relative 
permittivity is 13 as in [267] and when conductivity is 0.8967 as in [54](a).  
 
The obtained results suggest that building material in references [267] and [54] 
for concrete and in [270] for wood may be more similar to the material used in our 
environment compared to other references. Therefore, values in other references 
are not necessarily inaccurate and may be suitable for other environments.    
 
Wireless InSite software is sensitive to complex permittivity values, antenna 
pattern, dimensions of the environment and the exact locations of transmitters 
178 
and receivers. As long the user takes into account these factors results can be 
considered as representative. 





Chapter 7  
Conclusions and Recommendations for Future Work  
7.1 Conclusions 
 
The objective of this work is to enhance the awareness of the indoor propagation 
behaviour, by a set of investigations including simulations and measurements 
being conducted. These investigations include indoor propagation behaviour, 
local mean power estimation, proposing new indoor path loss model and 
introducing a study on 60 GHz propagation in the indoor environment using ray 
tracing and measurements.     
• A survey of indoor propagation mechanisms and manifestations has been 
presented. It has been aimed at helping to achieve a better understanding 
of indoor service applications: the study explores the major differences 
between outdoor and indoor propagation and provides current frequency 
allocations for many indoor applications. Channel modelling, including 
empirical and deterministic approaches, has been introduced. Building 
material properties with frequency have also been investigated with a 
comparison of current research outcomes. Many models for propagation 
through buildings were introduced and compared. 
• A study on indoor localization techniques was introduced using channel 
inferred parameters including angle of arrival (AOA), time of arrival (TOA) 
and received signal strength (RSS). A set of comparisons between the 
applied techniques were suggested and investigated. 
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• A comprehensive study on estimating local average signal strength (SS) 
for indoor multipath propagation has been conducted. The study covered 
the effect of the required number of the SS collected points samples, the 
distance between these sample points and the distribution of them.  It was 
found that the effect of fast fading was reduced sufficiently using two-
dimensional horizontal configuration samples and using the same number 
of samples with larger spacing compared to a small spacing. It was also 
noticed that using larger configuration averaging improved results for 
some arrangement types.  
 
• A modified indoor path loss prediction model has been presented using ray 
tracing software and then verified experimentally for 2.4 GHz and 5.3 GHz WLAN 
frequency bands. In the simulation part, the model was examined and compared 
to other indoor path loss models at 2.4, 5.3, 28, 60, and 73.5 GHz with different 
antenna polarization. In the experimental part, the model was compared to 
similar models at 2.4 and 5.3 GHz. In the simulation part, EWLM shows the best 
performance as it outperforms the dual-slope model by a factor of two. 
Similar observations were recorded from the experimental results. DSM showed 
the second best performance provided that it is equipped with sufficient data 
points. OSM and LAM have similar behaviour, and the two models showed 
dependency on operating frequency and antenna polarization. The PM showed 
the poorest performance as it has fixed path loss exponents. 
 
• Finally, a detailed study on indoor propagation environment at 60 GHz is 
conducted. The collected measurements were compared to Wireless 
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InSite simulation results. The study includes LOS and NLOS propagation, 
the effect of using different electrical parameters values recorded in 
literature are investigated for different materials. 
 
7.2 Recommendation for future work 
 
Market demands on localization are growing as there is always a margin for 
improvement. This can be achieved by enhancing understanding of propagation 
in indoor environments and by proposing robust localization algorithms. Some of 
the topics that can be of interest for further research are listed as follows: 
• A similar analysis to that conducted in Chapter 5 can be performed for 5 GHz 
band and the mm-wave bands since 5 GHz is already implemented in WLAN 
systems and the trend for the 5G systems is targeting the mm-wave 
frequencies.    
 
• Further validation for Wireless InSite can be performed by estimating electrical 
parameters values at 60 GHz using Friss reflection and transmission equations 
and then apply them in the software for validation.  
 
• Multi-radio maps can be used to mitigate the effect of using single radio map 
for the RF-fingerprinting technique, the maps suggested considering the effect 
of absence and presence of people and the effect of having out of service APs.   
 
• Localization could be improved by having hybrid algorithm between proximity 
and RF-fingerprinting, radio maps can be divided into sub-radio maps based 
on proximity which will reduce computation process while the RF fingerprinting 
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Appendix A: Narrowband Approximation  
 
 𝑠(𝑡) = 𝑅𝑒{𝑠𝑙(𝑡)𝑒
𝑗𝜔𝑡} = 𝑅𝑒{𝐴(𝑡)𝑒𝑗𝐵(𝑡) ∙ 𝑒𝑗𝜔𝑡} (A.1) 
 𝑠𝑙(𝑡) = 𝐴(𝑡)𝑒
𝑗𝐵(𝑡) (A.2) 
Where 𝑠𝑙(𝑡) is the lowpass equivalent representation of  𝑠(𝑡). 𝐴(𝑡) and 𝐵(𝑡) are 
the amplitude and phase respectively, the linear array is assumed to be uniform 
(i.e. the spacing between the elements are the same), with 𝐾 elements used the 
received signal by the 𝑘𝑡ℎ element will be [227]:  
 𝑥𝑘(𝑡) = 𝑠(𝑡 − 𝜏𝑘) + 𝑛𝑘(𝑡) = 𝑅𝑒{𝐴(𝑡 − 𝜏𝑘)𝑒
𝑗𝐵(𝑡−𝜏𝑘)𝑒−𝑗𝜔𝜏𝑘𝑒𝑗𝜔𝑡} + 𝑛𝑘(𝑡) (A.3) 
Where 𝑛𝑘(𝑡) is the Additive White Gaussian Noise. Given that the signal is 
narrowband, 𝐴(𝑡) and 𝐵(𝑡) are slowly varying with time, thus: 
𝑥𝑘(𝑡) = 𝑅𝑒{𝑠𝑙(𝑡) ∙ 𝑒
−𝑗𝜔𝜏𝑘 ∙ 𝑒𝑗𝜔𝑡} + 𝑛𝑘(𝑡) (A.4) 
The received signal will be down-converted to the baseband (or to Intermediate  
frequency IF band) to make signal processing easier [226]:   
 𝑥𝑘(𝑡) = 𝑠(𝑡) ∙ 𝑒
−𝑗2𝜋𝑓𝜏𝑘 + 𝑛𝑘(𝑡) (A.5) 
Substituting with 𝑓 =
𝑐
𝜆




 𝑥𝑘(𝑡) = 𝑠(𝑡) ∙ 𝑒
−𝑗𝛽𝑐𝜏𝑘 + 𝑛𝑘(𝑡) (A.6) 
 
As shown in Figure 3.11 phase at element 𝑘 can be estimated using time delay 
(𝜏𝑘): 







 And substitute in Equation A.7 gives 
 𝑐. 𝜏𝑘 = 𝑑𝑘. cos(𝜃) (A.9) 
And assuming that the spacing between the elements is equal [226]: 
 𝑑𝑘 = 𝑘 . 𝑑 (A.10) 
Equation A.5 becomes:   
 𝑥𝑘(𝑡) = 𝑠(𝑡). 𝑒
−𝑗𝛽𝑘 𝑑cos (𝜃) + 𝑛𝑘(𝑡) (A.11) 
After the down-conversion process, the signal is being sampled:  
 𝑥𝑘[𝑛] = 𝑠[𝑛] ∙ 𝑒
−𝑗𝛽𝑘dcos(𝜃) + 𝑛𝑘[𝑛] (A.12) 
 
In more general case, the incident signals will be from different angles, spherical 
coordinates are used to relate the delay 𝜏𝑘 with the corresponding phases [226]: 
 
𝜏𝑘 =
𝑥𝑘 cos𝜑 sin 𝜃 + 𝑦𝑘 sin𝜑 sin 𝜃 + 𝑧𝑘 cos 𝜃
𝑐
 (A.13) 
Each element in the array has different directional gain (φ,θ) and frequency 
response (ω); thus:  











−𝑗𝛽(𝑥1 cos𝜑 sin𝜃+𝑦1 sin𝜑 sin𝜃+𝑧1 cos𝜃)
𝑔2(𝜔, 𝜑, 𝜃)𝑒















Appendix B: Covariance Matrix Derivation:  
 
𝑹𝑥𝑥 = 𝐸[𝑋[𝑛]  𝑋
H[𝑛]] = 𝐸[(𝑨(𝜃)𝒔[𝑛] + 𝒏[𝑛]) ∙ (𝒔H[𝑛]𝑨H(𝜃) + 𝒏H[𝑛])] (B.1) 
 
Provided that both the imagining signals and noise have zero correlation: 
𝐸[𝑨(𝜃)𝒔[𝑛]𝒏H[𝑛]] + 𝐸[𝑨(𝜃)𝒔[𝑛]𝒏H[𝑛]] = 0 (B.2) 
 
Equation B.1 is reduced to [235]:  
𝑹𝑥𝑥 = 𝑨(𝜃)𝐸[𝒔[𝑛]𝒔
H[𝑛]]𝑨H(𝜃) +  𝐸[𝒏[𝑛]𝒏H[𝑛]]
= 𝑨(𝜃)𝑅𝑠𝑠𝑨
H(𝜃) + 𝜎2𝑰𝑁×𝑁 
 
(B.3) 
where 𝑅𝑠𝑠 =  𝒔[𝑛]𝒔
H[𝑛].  
The covariance of the noise is its variance times the identity matrix, this is due to 
the assumption that the noise signals are not correlated, as a result, the non-
diagonal elements are close to zero, while the diagonal elements are the variance 
of the noise signals [227]. 
Covariance matrix Decomposition:  
For a square matrix 𝑷, recalling the condition for an eigenvector 𝑥 and 
eigenvalue 𝜆 [275]: 
 𝑷𝒙 =  𝜆𝒙  (B.4) 
The eigenvectors give the availability of decomposing the covariance matrix into  
𝐾 spaces: signal space and noise space, signal space and noise space are 
orthogonal to each other [275]. 
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A vector which is in the noise space 𝒒𝑛 will be orthogonal to the signal subspace 
(i.e. orthogonal on 𝑨), multiplying 𝒒𝑛 with 𝑹𝑥𝑥 gives: 





𝜎2 is an eigenvalue for the eigenvector 𝒒𝑛. Since there are 𝑀 arrival signals to 
the array, the signal space will be 𝑀 dimensional (provided that (𝑨(𝜃)𝑅𝑠𝑠𝑨
H(𝜃)) 







2 + 𝜎2)𝒒𝑠 (B.6) 
  
As seen the noise variance is part of all signal space eigenvalues, the 
eigenvalues 𝜎𝑠
2 values are related to the strength of incoming signals, the 
stronger signal the larger eigenvalue, whereas the noise eigenvalues are same 
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