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Atomically thin materials are exceedingly susceptible to their dielectric environment. For transi-
tion metal dichalcogenides, sample placement on a substrate or encapsulation in hexagonal boron
nitride (hBN) are frequently used. In this paper we show that the dielectric response due to optical
phonons of adjacent materials influences excitons in 2d crystals. We provide an analytic model
for the coupling of 2d charge carriers to optical substrate phonons, which causes polaron effects
similar to that of intrinsic 2d phonons. We apply the model to hBN-encapsulated WSe2, finding a
significant reduction of the exciton binding energies due to dynamical screening effects.
Monolayers of transition metal dichalcogenide (TMD)
semiconductors exhibit strong Coulomb interaction of
their charge carriers giving rise to bound electron-hole
states, known as excitons, with remarkable oscillator
strength in optical spectra. [1–3] Along with reciprocal-
space valleys as a new optically addressable degree of
freedom [4], this recommends TMD semiconductors as
active materials in future optoelectronic devices such as
light-emitting diodes [5–8], solar cells [5, 6], and lasers [9–
12]. Key to these applications is the compatibility with
different substrates or other two-dimensional (2d) mate-
rials in functional van der Waals heterostructures (vdW-
HS). [13] Fascinating prospects arise from the possibil-
ity to engineer electronic and optical properties by ma-
nipulation of the Coulomb interaction in atomically thin
materials via its dielectric environment [14–22]. It has
also become customary to improve TMD sample quali-
ties by means of encapsulation in hexagonal boron nitride
(hBN). [23]
Environmental screening is frequently described with
a macroscopic model dielectric function of the vdW-HS
formed by the TMD layer and adjacent layers. The
so-called Rytova-Keldysh potential is a simple yet effi-
cient workhorse, [24, 25] where the environment is usu-
ally characterised by a static dielectric constant. It has
been discussed recently that anomalous exciton binding
energies in gallium oxide can be understood by means of
dynamical screening from optical phonons going beyond
a static Wannier picture. [26] Hence typical substrate
materials such as sapphire, SiO2 and hBN hosting opti-
cal phonons in the infrared spectral range are expected to
add a significant frequency-dependent dielectric response
felt by the encapsulated material. So far, the coupling
of graphene plasmons to surface-optical phonon modes
in a substrate has been considered. [27, 28] Substrate
plasmons have been suggested as a tuning knob for the
electronic properties of atomically thin layers. [29] Only
recently substrate phonons have been discovered as an
additional degree of freedom to tailor the electronic and
optical properties of active TMD materials. [30, 31]
In this paper, we provide a description for the cou-
pling of TMD charge carriers to substrate phonons. Our
approach uses a mapping of the macroscopic dielectric
function of the vdW-HS to an effective Fro¨hlich Hamil-
tonian. The Hamiltonian captures the microscopic pa-
rameters that characterize both, the heterostructure ge-
ometry and the properties of substrate TO phonons as
extracted from experiments. Thereby, we transfer the dy-
namical, frequency-dependent behavior of the substrate
dielectric function to a carrier-boson interaction on the
level of second quantization. This puts the coupling to
substrate phonons on an equal footing with the coupling
to intrisic 2d phonons [32] and introduces additional scat-
tering channels for the 2d excitons. We then use the aug-
mented coupling Hamiltonian in an equation-of-motion
(EOM-) approach to investigate the impact on 2d ex-
citons. In general, renormalizations of exciton binding
energies and quasi-particle band gaps scale as an inverse
power law with respect to the substrate TO phonon en-
ergy. For monolayer WSe2 encapsulated in hBN, tak-
ing into account the anisotropy of the hBN dielectric re-
sponse [33], we find that the coupling to hBN phonons
leads to a significant reduction of the 1s-exciton binding
energy in WSe2. The effect becomes weaker for increas-
ing exciton principal quantum number and is accompa-
nied with additional line broadening.
To develop our theory of carriers coupling to substrate
phonons, we start from the frequency-dependence of the
substrate dielectric function. Specifically, a Lorentz-
oscillator model [27, 34] is used, where the parameters
can be either adjusted to fit experimental data or calcu-
lated from first principles:
εs(ω) = ε∞ +
s2
ω20 − ω2 − iγω
. (1)
Here ω0 corresponds to the TO-phonon frequency, s is
the oscillator strength of the phonon and ε∞ is the
high-frequency dielectric constant that takes into account
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2screening due to inner-shell electrons in the substrate.
While the high-frequency constant is commonly used to
describe static screening in terms of a Rytova-Keldysh
model, coupling to optical phonons introduces a dynam-
ical screening contribution. In fact, carrier-phonon in-
teraction is formally equivalent to a retarded screened
Coulomb interaction from a diagrammatic point of view.
[26, 35] Assuming infinitesimal damping of the phonons,
we can identify the phonon propagator, see Eqs. (116)-
(117) in Ref. 35 and Eq.(5) in Ref. 26, with the screened
Coulomb interaction WHSq (ω):
ImWHSq (ω) = VqIm ε
HS,−1
q (ω)
= −pi |gq|2 (δ(~ω − ~Ωq)− δ(~ω + ~Ωq)) .
(2)
Here εHSq (ω) is the dielectric function for carriers in a
2d layer embedded in a heterostructure. Thus the loss
function Im εHS,−1q (ω) can be associated with longitudi-
nal phonon modes q in the heterostructure characterized
by coupling matrix elements gq and energies ~Ωq. The
validity of Eq. (2) can be demonstrated by applying it
in a well-known limiting case. As we show in the Sup-
porting Information, inserting the loss function into a
GW self-energy [36] yields the carrier-phonon self-energy
in random phase approximation [37]. Assuming an ideal
2d layer without dielectric embedding then leads to the
standard Fro¨hlich coupling if the layer itself hosts op-
tical phonons. For a given εHSq (ω) the coupling matrix
elements and resonance energies can be extracted from
Eq. (2), leading to a generalized Fro¨hlich coupling. A
specific example is discussed later on.
The Fro¨hlich-type matrix elements gq define a carrier-
phonon interaction Hamiltonian,
Hcarr-phon =
∑
q,k,λ
gλqa
†
k,λak−q,λ
(
bq + b
†
−q
)
, (3)
where the phonon modes are characterized by the dis-
persion Ωq. a
†
k,λ and ak,λ denote carrier creation and
annihilation operators, while b†q and bq represent phonon
creation and annihilation operators, respectively. The
above Hamiltonian is complemented by a carrier-carrier
interaction Hamiltonian that contains Coulomb matrix
elements WHS,statq screened by the static part of the het-
erostructure dielectric function with εs(ω) = ε∞:
HCoul =
1
2
∑
k,k′,q,λλ′
WHS,statq a
†
k,λa
†
k′,λ′ak′−q,λ′ak+q,λ .
(4)
Free-carrier and phonon contributions to the Hamilto-
nian are given by
H0 =
∑
k,λ
ελka
†
k,λak,λ +
∑
q
~Ωqb†qbq (5)
with band structures ελk. As a result, the total in-
teraction Hamiltonian is reformulated as the sum of a
carrier-carrier Coulomb Hamiltonian stemming from the
static part of the inverse dielectric function and a carrier-
phonon interaction term describing the dynamical part of
the inverse dielectric function.
We evaluate the Heisenberg equation of motion for
the above Hamiltonian to derive equations for the mi-
croscopic polarizations ψk(t) =
〈
a†k,c ak,v
〉
(t), which de-
termine the inter-band optical response of the mate-
rial. The polarizations contain information about ex-
citonic transitions if Coulomb interaction is taken into
account. [38] Introducing two-particle operators X†ν,q =∑
k φν,q(k)a
†
k−q,c ak,v with two-particle wave functions
that are solutions of the Wannier equation
(εck−q − εvk − Eν,q)φν,q(k)−
∑
k′
WHS,statk−k′ φν,q(k
′) = 0 ,
(6)
we can eliminate Coulomb interaction from the EOM
and directly access excitonic polarizations ψν(t) =∑
k(φν,0(k))
∗ψk(t). q denotes the total momentum of
the exciton, while ν is the exciton quantum number that
belongs to the relative motion of electron and hole. If
carrier-phonon interaction is described in Born-Markov
approximation, we arrive at the EOM [32, 39]:
i~
d
dt
ψν(t) = Eν,0ψν(t) +
∑
ν′
〈
ν,0
∣∣Heff∣∣ν′,0〉ψν′(t) (7)
with the effective Hamiltonian〈
ν,0
∣∣Heff∣∣ν′,0〉 = ∑
αq
G˜ναq (G˜
ν′α
q )
∗×
×
( 1 + nq
Eν′,0 − Eα,q − ~Ωq + iΓ +
nq
Eν′,0 − Eα,q + ~Ωq + iΓ
)
.
(8)
Here we introduced exciton-phonon matrix elements
G˜ναq =
∑
k(φν,0(k))
∗(φα,q(k)gcq−φα,q(k+q)gvq), phonon
populations nq given by Bose functions and a phe-
nomenological damping Γ. We see that renormaliza-
tions of the exciton energies Eν,0 as well as mixture
of the bright exciton states
∣∣ν,0〉 with vanishing total
momentum q = 0 are induced by Heff. Since Heff
itself is not hermitian, we rely on its hermitian part
HHeff = 12 ((Heff)† + Heff). Then the renormalization of
energies can be approximated as a first-order perturba-
tion ∆Eν,0 =
〈
ν,0
∣∣HHeff∣∣ν,0〉, while corrections of exci-
ton wave functions arise from the first-order off-diagonal
contribution
∆φν,0(k) =
∑
ν 6=ν′
φν′,0(k)
〈
ν′,0
∣∣HHeff∣∣ν,0〉
Eν,0 − Eν′,0 . (9)
For the example of a WSe2 monolayer encapsulated in
hBN, we use a macroscopic dielectric function that prop-
erly takes into account the heterostructure geometry in
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FIG. 1. Energy renormalizations (a) and linewidth (b) of 1s-, 2s- and 3s-excitons in WSe2 as well as the bandgap transition
depending on the energy ~ω0 of the substrate TO-phonon. Both quantities exhibit a characteristic inverse power law dependence.
Note that the binding energy reduction (difference to bandgap) is strongest for X1s. The inset shows a schematic of a TMD
monolayer coupling to in-plane optical phonons in the surrounding dielectric material, which is detached by an inter-layer gap.
The results are obtained for T = 300 K. The temperature dependence is discussed in the Supporting Information. (c) RMS
radius of 1s-, 2s- and 3s-excitons with static and dynamical screening calculated as RMS value of exciton wave functions. As
for the energy renormalizations, an inverse power law dependence of the carrier-phonon-induced RMS corrections on ω0 is
obtained.
terms of nonlocal screening effects. In TMD heterostruc-
tures, a finite inter-layer distance (airgap) naturally oc-
curs between the TMD layer and the adjacent layers.
[40] In Ref. 21, it has been shown that for this geometry
Poisson’s equation can be solved analytically including
the airgap to obtain the expression
εHSq (ω) = ε2d
1− ε˜1αβ − ε˜2α+ ε˜1ε˜2β
1 + ε˜1αβ + ε˜2α+ ε˜1ε˜2β
, (10)
that generalizes the well-known Rytova-Keldysh dielec-
tric function with α = e−qh2d , β = e−2qhint , ε˜1 =
1−εs(ω)
1+εs(ω)
and ε˜2 =
ε2d−1
ε2d+1
. h2d is the thickness of the 2d layer, hint
is the inter-layer distance, ε2d is the dielectric constant
of the TMD material and εs(ω) is the substrate dielectric
function described by Eq. (1). While ε2d corresponds to
the polarizability of the TMD layer itself, εHSq (ω) con-
tains the momentum and frequency dependence due to
the full heterostructure.
Introducing εs(ω) in Eq. (10), the inverse of the latter
can be cast into the form of Eq. (2), with exactly two
resonances for each substrate phonon mode. Using the 2d
Coulomb potential for Vq, the coupling matrix elements
and resonance energies can be determined as:
|gq|2 = e
2
2ε0q
1
2Ωq
ε2d
s2K
((c+ dε∞)ε˜2dq )2
,
Ωq =
√
ω20 +
bs2
a+ bε∞
,
(11)
with a = 1 − αβ − ε˜2(α − β), b = 1 + αβ − ε˜2(α + β),
c = 1 + αβ + ε˜2(α + β), d = 1 − αβ + ε˜2(α − β),
K = bc−ad = 4(1− ε˜22)αβ, ε˜2dq = ε2d a+bε∞c+dε∞ . The matrix
elements describe a Fro¨hlich-type coupling of carriers to
a long-range polarization generated by optical phonons
in the substrate. Note the exponential decay of the cou-
pling strength |gq|2 ∝ K with the inter-layer distance
hint contained in the parameter β. This behavior reflects
the evanescent nature of the polarization field in vertical
direction. The form (11) is maintained for the asymmet-
ric situation of a 2d layer on a substrate without capping,
see the Supporting Information.
When applying our approach to hBN, care has to
be taken because of the anisotropy of its dielectric re-
sponse. There are two infrared active phonon modes,
the lower-energy one vibrating out of plane (correspond-
ing to ε⊥) and the higher-energy one vibrating in plane
(corresponding to ε‖). [33] As shown by Mele [41], in
case of an uniaxial anisotropic response with the c-axis
as one principal axis, the anisotropy can be described
by an effective dielectric constant εeff =
√
ε‖ε⊥. While
Mele discusses the case of real-valued dielectric constants,
his derivation also holds in case of absorptive, frequency-
dependent media. In the effective dielectric function, real
and imaginary parts are mixed nontrivially due to the ge-
ometric mean. Still, it is possible to approximate the di-
electric function by two separate Lorentz oscillators (1),
see the Supporting Information. Using the hBN param-
eters from Ref. 33, we obtain ε∞ = 4.5, s1 = 68 meV,
s2 = 123 meV, ω0,1 = 98 meV and ω0,2 = 172 meV.
For the coupling between 2d carriers and environmen-
tal phonons in WSe2, the band structure around the
K-point is approximated by electron and hole effective
masses me = mh = 0.4m0 yielding a reduced exciton
mass µr = 0.2m0. [42] We limit carrier-phonon scattering
to intra-valley processes neglecting coupling to dark ex-
citons that involve large momentum transfer q. [32] This
is justified by the 1/q-scaling behavior of the Fro¨hlich-
type coupling considered here. We use a layer thickness
of h2d = 0.66 nm, a dielectric constant ε2d = 14.6 cor-
responding to a screening length r0 = 4.5 nm [42] and
a broadening Γ = 10 meV. For the inter-layer distance,
we choose hint = 0.2 nm. As fixed parameters of the di-
4electric environment, the high-frequency dielectric con-
stant of hBN along with the oscillator strength of the
low-energy hBN phonon is used. Note that the coupling
efficiency (11) approximately scales with s2, so that our
results can be easily transferred to different phonon os-
cillator strengths.
Exciton lineshifts and broadenings due to the inter-
action with substrate phonons are shown in Fig 1, as
obtained from real and imaginary parts of ∆Eν,0. The
bandgap is defined as the lowest unbound (positive-
energy) state from the Wannier equation. The substrate
phonon energy ~ω0 is varied between 50 and 170 meV to
include typical phonon energies of hBN and SiO2. [27]
We find a characteristic inverse power law dependence
of renormalization effects on the substrate-phonon en-
ergy. Scattering is dominated by the phonon-emission
term in the Hamiltonian (8), which is sensitive to scat-
tering from the state
∣∣ν,0〉 to states ∣∣α,q〉 with energy
Eν,0−~Ωq. In general, phonons of the considered energy
range are not matching resonant relaxation processes∣∣ns〉 → ∣∣(n − 1)s〉 at low momentum transfer. Hence
nonresonant scattering processes dominate, yielding the
observed ω0-dependence as shown in the Supporting In-
formation. Since for higher exciton states possible final
states are energetically more dense, renormalization ef-
fects are increasingly efficient. Prevailing of phonon emis-
sion leads to a weak temperature dependence of exciton
energy renormalizations, see the Supporting Information.
From the first-order corrections to exciton wave func-
tions ∆φν,0(k), we calculate modifications of the exciton
root-mean-square (RMS) radius RMS =
√
〈r2〉 − 〈r〉2
shown in Fig. 1(c). The systematic increase of the exciton
radius due to carrier-phonon interaction is a consequence
of binding-energy reduction.
Subsequently, we compare our results to frequently
used approximations. The full calculation takes into ac-
count the interlayer gap and both hBN phonons as de-
scribed by our double-oscillator model. When a static
background screening ε∞ for the hBN layers is used and
the inter-layer air gap between WSe2 and hBN is ne-
glected, the solid lines in Fig. 2(a) are obtained. Clearly,
different dielectric constants ε∞ for various excitonic
states are necessary to fit the result of the full calcu-
lation as indicated by the horizontal lines. When con-
sidering the independently known static high-frequency
dielectric constant ε∞ = 4.5 for hBN, a calculation with-
out the interlayer gap leads to smaller (larger) 1s (2s,3s)
binding energies, triangles in Fig. 2(b), whereas the cor-
rect inclusion of the interlayer air gap results in a signifi-
cantly larger exciton binding energy in all cases, squares
in Fig. 2(b).
Comparing the three cases, we find that dynamical
exciton-phonon coupling counteracts the effect of the
inter-layer gap. While each of the effects is significant
and physically meaningful, the net result of both effects
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FIG. 2. (a) Binding energies of 1s-, 2s- and 3s-excitons as a
function of static environmental dielectric constant ε∞ in the
absence of an inter-layer gap and without dynamical phonon
response. This situation corresponds to a Rytova-Keldysh
potential. For comparison, binding energies in the presence of
an inter-layer gap of 0.2 nm, a fixed static constant ε∞ = 4.5
for hBN as well as additional coupling to hBN phonons are
given by the filled circles. The dashed horizontal lines serve
as guide to the eye to read off effective dielectric constants for
each exciton state. (b) Exciton binding energies for ε∞ = 4.5
obtained at three levels of theory. From left to right: Static
screening without inter-layer gap, static screening with inter-
layer gap and with hBN-phonon coupling and inter-layer gap.
together is small due to a large degree of compensation.
The inter-layer gap leads to weaker static screening and
increased exciton binding energies especially for the 1s-
exiton. Higher exciton states are less affected due to
their larger Bohr radius, as discussed in Ref. 21. On the
other hand, the interaction with hBN phonons systemat-
ically reduces exciton binding energies since the polaron
shift is larger for the band gap than for bound states.
The effect is stronger for lower exciton states due to the
weaker polaron shifts as shown in Fig.1(a). This explains
why a simple Rytova-Keldysh description of screening
by the hBN high-frequency dielectric constant effectively
captures the experimentally determined exciton binding
energies. [42, 43] Nevertheless, the exciton linewidth en-
hancement as shown in Fig. 1(b) is only obtained if dy-
namical coupling to phonons is taken into account and
underscores that the dynamical coupling to phonons is a
significant effect to the observed exciton spectra. One has
to keep in mind that the interaction with intrinsic TMD
phonons induces renormalizations on a scale comparable
to the effects discussed here. [32] A full theoretical treat-
ment would therefore require to take into account both
types of phonons side by side, which is beyond the scope
of this paper.
In conclusion, we have derived a Fro¨hlich-type Hamil-
tonian describing the coupling of carriers in a 2d material
to optical phonons in a surrounding dielectric material.
Environmental phonons cause polaron effects well known
for carrier-phonon interaction intrinsic to the material it-
5self. For the specific situation of hBN-encapsulated WSe2
we find that the dynamical dielectric response of the en-
vironment reduces exciton binding energies by tens of
meV depending on the exciton quantum number. The
presented theory can be used in the active field of atom-
ically thin material physics to augment the available de-
scription of exciton interaction with intrinsic phonons.
[32, 44–46] To experimentally quantify the relative im-
portance of intrinsic and extrinsic phonon effects, we sug-
gest to compare the optical properties of suspended, half-
encapsulated and fully encapsulated samples.
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APPENDIX
Identification of screened Coulomb interaction and
phonon propagator
We demonstrate the replacement of the screened
Coulomb interaction by a phonon propagator given in
Eq. (2) of the manuscript for a well-known limiting case.
The simplest self-energy describing carrier-carrier inter-
action via a screened Coulomb potential is the GW self-
energy that is obtained in random-phase-approximation
(RPA) from Hedin’s equations [36]. In the formalism of
nonequilibrium Green functions the retarded GW self-
energy is given by [47]
ΣGW,retkλ (ω) = Σ
Hartree-Fock
kλ + i~
∫ ∞
−∞
dω′
2pi∑
q
(1− Fλ(Eλq) + nB(ω′))2i Vk−q Im ε−1k−q(ω′)
~ω − Eλq + iγλq − ~ω′
(12)
with quasi-particle energies Eλk and dampings γ
λ
q for car-
riers with momentum k in band λ. Fλ(ω) are Fermi func-
tions describing the distribution of carriers, while nB(ω)
are Bose functions belonging to the bosonic excitations
contained in the loss function Im ε−1q (ω). Inserting the
loss function according to
VqIm ε
−1
q (ω) = −pi |gq|2 (δ(~ω − ~Ωq)− δ(~ω + ~Ωq))
(13)
with matrix elements gq and energies ~Ωq we obtain for
the self-energy beyond Hartree-Fock:
ΣRPA,retkλ (ω) =
∑
q
{
(1− Fλ(Eλq) + nB(Ωk−q))|gk−q|2
~ω − Eλq + iγλq − Ωk−q
+
(Fλ(Eλq) + nB(Ωk−q))|gk−q|2
~ω − Eλq + iγλq + Ωk−q
}
.
(14)
Here we have evaluated the Delta distributions of the
phonon propagator using the relation nB(−ω) = −1 −
nB(ω). This self-energy describes quasi-particle renor-
malizations due to carrier-phonon interaction in RPA,
see Eq. (1) in Ref. 37. The two terms in the loss function
(13) lead to phonon emission and absorption contribu-
tions to the self-energy.
In a second step, we assume the case of an ideal 2d
layer that is not embedded into a dielectric environment.
The layer itself may host optical phonons so that the
dielectric function is given by [34]
ε(ω) = ε∞ +
s2
ω20 − ω2 − iγω
(15)
with ω0 = ωTO the transversal-optical phonon energy
and the coupling strength s2 = (εstatic − ε∞)ω2TO as ob-
tained from the static and high-frequency limits of ε(ω).
Calculating the inverse of ε(ω) and using the 2d Coulomb
potential Vq =
e2
2ε0q
, we obtain from Eq. (2):
|gq|2 = e
2
2ε0q
(εstatic − ε∞)ω2TO
ε2∞
~
2Ωq
,
Ωq =
√
ω2TO +
(εstatic − ε∞)ω2TO
ε∞
= ωTO
√
εstatic
ε∞
= ωLO .
(16)
In the last line, we used the Lyddane-Sachs-Teller rela-
tion [48]. For the matrix elements we thus obtain
|gq|2 = e
2
2ε0q
(
1
ε∞
− 1
εstatic
)
~ωLO
2
, (17)
which corresponds to the standard Fro¨hlich model for
carrier-LO-phonon coupling.
Dielectric function of hBN
According to [41], anisotropic dielectric screening can
be effectively described by the dielectric function εeff =√
ε‖ε⊥, where the full dielectric tensor has the form
εij = ε‖δxx + ε‖δyy + ε⊥δzz. The dielectric function
of hBN including one in-plane and out-of-plane optical
phonon, respectively, is given in Ref. 33. Due to the geo-
metric mean, the effective dielectric function obtains an
asymmetric line shape, see Fig. 3. However, the dielec-
tric function can be appropriately reproduced by a model
including two harmonic oscillators:
εhBN(ω) = ε∞ +
s21
ω20,1 − ω2 − iγ1ω
+
s22
ω20,2 − ω2 − iγ2ω
.
(18)
A least-square fit yields the parameters ε∞ = 4.5, s1 = 68
meV, s2 = 123 meV, ω0,1 = 98 meV, ω0,2 = 172 meV,
γ1 = 3.8 meV and γ2 = 7.6 meV.
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FIG. 3. Fit to the effective dielectric function of hBN εeff =√
ε‖ε⊥ using the double-oscillator model given in Eq. (18).
General expression for carrier-phonon coupling in a
dielectric environment
Expression (11) in the main text for carrier-phonon
coupling matrix elements gq and bosonic resonance en-
ergies ~Ωq can be transferred to an asymmetric dielec-
tric environment of the two-dimensional layer, which is
shown in Fig. 4. To this end, we rely on the heterostruc-
ture dielectric function given as Eq. (3) in Ref. 21. Using
FIG. 4. Schematic of the asymmetric dielectric heterostruc-
ture: A two-dimensional layer is placed on a substrate with
an inter-layer gap in between.
the definition ε˜i =
εi+1−εi
εi+1+εi
, Eq. (11) can be reused, with
K = bc− ad and redefined parameters a, b, c and d:
a = 1 + ε˜2β + ε˜3α
2β + ε˜2ε˜3α
2
b = 1− ε˜2β − ε˜3α2β + ε˜2ε˜3α2
c = 1 + αβ + (ε˜2 − ε˜3)α+ ε˜2β − ε˜3α2β − ε˜2ε˜3(α2 + αβ)
d = 1− αβ + (ε˜2 − ε˜3)α− ε˜2β + ε˜3α2β − ε˜2ε˜3(α2 − αβ) .
(19)
Temperature dependence of
exciton-substrate-phonon coupling
We study the temperature dependence of renormal-
ization effects induced by the interaction of 2d-carriers
with optical phonons in the environment by comparing
results for T = 300 K and T = 10 K, see Fig. 5. We
find that while the linewidth broadening shows some ef-
fect especially at low phonon energies, exciton energy
renormalizations are practically not affected by temper-
ature. This behavior can be understood by an approxi-
mate analytic treatment of the effective exciton-exciton
(b)(a)
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TO-phonon	energy	(meV)
60 80 100 120 140 160
X1s
X2s
X3s
X1s
X2s
X3s ×25
Γ	(
me
V)
0
2.5
5
7.5
10
12.5
15
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FIG. 5. Temperature dependence of exciton energy renor-
malizations (a) and exciton line broadenings (b) induced by
carrier-substrate-phonon interaction.
Hamiltonian, see Eq. (8) in the main text. Assum-
ing a simple 1/
√
q-dependence of the matrix elements
gq, a constant resonance frequency Ωq = ω0 with Bose
functions nq = n0 = n(ω0), and exciton dispersion
Eα,q = Eα,0 + βq
2, the Hamiltonian can be simplified
to〈
ν,0
∣∣Heff∣∣ν′,0〉 ≈∑
αq
γ
q
×
( 1 + n0
Eν′,0 − Eα,0 − βq2 − ~ω0 + iΓ
+
n0
Eν′,0 − Eα,0 − βq2 + ~ω0 + iΓ
)
=
∑
α
∫ ∞
0
dqq
γ
2piq
×
( 1 + n0
Eν′,0 − Eα,0 − βq2 − ~ω0 + iΓ
+
n0
Eν′,0 − Eα,0 − βq2 + ~ω0 + iΓ
)
=
∑
α
γ
2pi
(−pi
2
)
×
( 1 + n0√
β(~ω0 + Eα,0 − Eν′,0 − iΓ)
+
n0√−β(~ω0 + Eν′,0 − Eα,0 + iΓ)
)
.
(20)
We focus on scattering processes within the same exciton
branch, neglecting inter-exciton transitions with α 6= ν.
Taking the limit Γ  ω0, we obtain for the diagonal
matrix elements
∆Eν,0 =
〈
ν,0
∣∣Heff∣∣ν,0〉
≈ −γ
4
( 1 + n0√
β~ω0
+ i
n0√
β~ω0
)
.
(21)
The real part describes a red shift of exciton energies,
while the negative imaginary part accounts for linewidth
broadening. One can see that the broadening is approx-
imately proportional to the phonon population, which
makes it very sensitive to the lattice temperature, while
energy shifts obtain a contribution due to phonon emi-
sion at any temperature. Moreover, a scaling of renor-
7malizations with the inverse square root of the substrate
phonon energy is found. It is expected that a more realis-
tic momentum dependence of the exciton-phonon matrix
elements gq yields modifications of the simple 1/
√
ω0 be-
havior. However, the general inverse power law scaling
found from the full calculation can be roughly understood
from the simplified calculation.
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