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THE NORMALIZED SECOND ORDER RENORMALIZATION GROUP
FLOW ON CLOSED SURFACES
VOLKER BRANDING
Abstract. We study a normalized version of the second order renormalization group flow
on closed Riemannian surfaces. We discuss some general properties of this flow and estab-
lish several basic formulas. In particular, we focus on surfaces with zero and positive Euler
characteristic.
1. Introduction and Results
Harmonic maps from Riemannian surfaces to Riemannian manifolds are a prominent variational
problem in differential geometry. However, they also have a dual live in theoretical physics.
Namely, the non-linear bosonic sigma model is governed by the action
E(φ) =
1
4piα′
∫
M
∂φi
∂xα
∂φj
∂xβ
gijh
αβdM. (1.1)
Here, (M,hαβ) and (N, g
ij) are Riemannian manifolds and φ : M → N is a map. Moreover,
the Einstein summation convention is applied. The constant α′ > 0 is usually interpreted as
coupling constant.
The perturbative quantization of the action (1.1) requires to introduce a momentum cutoff
Λ > 0 and one is left with a family of quantum field theories depending on Λ. The requirement
that this family should be independent of the cutoff leads to the renormalization group equation:
∂gij
∂Λ
= −βij.
The function β is determined by a perturbative expansion:
βij = α
′β
(1)
ij + α
′2β
(2)
ij + α
′3β
(3)
ij + . . .
For the non-linear bosonic sigma model (1.1) the beta function can be computed as
β
(1)
ij =Rij , (1.2)
β
(2)
ij =
1
2
RiklmR
klm
j ,
β
(3)
ij =
1
8
∇pRiklm∇pR klmj −
1
16
∇iRklmp∇jRklmp + 1
2
RklmpR
mlr
i R
kp
j r −
3
8
RikljR
ksprRl spr.
Here, Riklm denote the components of the curvature tensor and Rij represent the components
of the Ricci tensor. For a derivation of the one and two loop order see [4] and [5]. The third
loop order was considered in [9] and the fourth loop order in [12]. The one loop order can also
be derived in a rigorous mathematical fashion, see [14]. For a general introduction to the theory
of renormalization see the book [2].
It is well-known that the first order contribution in (1.2) gives rise to the Ricci flow equation,
which by now is probably the most famous geometric evolution equation. However, one can of
course also include the higher order terms from (1.2) and study the resulting geometric flow.
Considering also the second order contribution from (1.2), one obtains the following evolution
equation for the metric gij :
∂
∂t
gij = −α′Rij − α
′2
2
RiklmR
klm
j . (1.3)
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We call (1.3) the second order renormalization group flow. This evolution equation has already
been analyzed from a geometric perspective: On closed surfaces the evolution equation (1.3) was
studied in [15]. The case of three-dimensional homogeneous geometries is studied in [7] (see also
[16]) and the authors point out that in some cases the qualitative behaviour of the second order
renormalization group flow differs from the Ricci flow. A stability analysis using techniques of
maximal regularity was performed in [10]. For a general introduction to this subject see [6].
We will study (1.3) on a closed Riemannian surface, hence we apply the following relations
between the curvature tensor Rijkl, the Ricci tensor Rij and the scalar curvature R
Rijkl =
1
2
R(gikgjl − gilgjk), Rij = 1
2
Rgij .
In addition, we rescale the time parameter by t→ α′2 t and thus (1.3) simplifies to
∂
∂t
gij = −(R+ α
′
4
R2)gij . (1.4)
The second order normalization group flow (1.4) does not preserve the volume of the surface
M . It is the aim of this article to study the following volume-preserving variant:
∂
∂t
g = −(R+ α
′
4
R2 − r)g, g(0) = g0. (1.5)
Here, the normalization r is given by
r :=
∫
M
(R + α
′
4 R
2)dµ∫
M
dµ
, (1.6)
where dµ denotes the surface measure. The investigation of this flow was already proposed in
[6]. We call (1.5) the normalized second order renormalization group flow. For the study of this
flow we consider the two subspaces of metrics
M+ := {g ∈M | 1 + α′R/2 > 0}, M− := {g ∈M | 1 + α′R/2 < 0}.
In our analysis of (1.5), we apply the tools for the normalized Ricci flow on closed surfaces,
see [11] and [1]. However, due to the non-linear nature of (1.5) most of them can no longer be
utilized. In the limit α′ → 0 the evolution equation (1.5) reduces to the normalized Ricci flow
equation.
For g ∈ M+ the normalized second order renormalization group flow behaves similar to the
normalized Ricci flow. Thus, from a mathematical perspective it would be interesting to know
if one can also prove the uniformization theorem using the normalized second order renormal-
ization group flow. However, this question cannot be answered with the tools developed in this
paper.
This paper is organized as follows. In Section 2 we establish some basic formulas for (1.5).
Afterwards, in Section 3, we discuss different curvature potentials and apply these in the case
of surfaces with zero Euler characteristic. In the last section we focus on surfaces with positive
Euler characteristic.
2. The normalized second order renormalization group flow
We start this section by making some general comments on the evolution equation (1.5).
Remark 2.1. By the Gauss-Bonnet Theorem it follows that
Vol(M,g) + α′piχ(M) > 0 on M+, Vol(M,g) + α′piχ(M) < 0 on M−.
Hence, we may follow that the set M− is empty for M ≈ S2, T 2.
Since we are concerned with the study of (1.5) on surfaces with χ(M) = 0 and χ(M) = 2, we
will mostly assume that g ∈ M+. For g ∈ M+ the normalized second order renormalization
group flow (1.5) is parabolic, whereas for g ∈ M− it is backward parabolic.
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Remark 2.2. The fixed points of (1.5) satisfy
R+
α′
4
R2 = r
and by differentiating we obtain:
∇R(1 + α
′2
2
R) = 0
Hence, as for the Ricci flow on surfaces the fixed points of (1.3) are exactly the metrics of
constant curvature.
Throughout this article we will make use of the following facts: Under a conformal change of
the metric g = e2uh, we have the following formula relating the scalar curvatures
Rg = e
−2u(Rh − 2∆hu). (2.1)
In addition, under (1.5) the following identities hold (see for example [1], Chapter 3 and Cor.5.5):
∂
∂t
Γkij =
1
2
gkl
[∇i( ∂
∂t
gjl
)
+∇j
( ∂
∂t
gil
)−∇l( ∂
∂t
gij
)]
, (2.2)
∂
∂t
∆ =
(
R+
α′
4
R2 − r)∆, (2.3)
∂
∂t
dµ = −(R+ α′
4
R2 − r)dµ. (2.4)
Here, Γkij are the Christoffel symbols of the metric gij and dµ represents the surface measure
on M . Moreover, we will often make use of the Ricci identity:
∇∆ = ∆∇− 1
2
R∇. (2.5)
Remark 2.3. The normalized second order renormalization group flow is not invariant under
rescaling. Suppose we rescale the metric by a positive factor λ, more precisely g → λg, then
R→ 1
λ
R, dµ→ λdµ, Vol(M,g)→ λVol(M,g)
and thus
R+
α′
4
R2 −
∫
M
Rdµ∫
M
dµ
− α
′
4
∫
M
R2dµ∫
M
dµ
→ 1
λ
(
R+
α′
4
R2
λ
−
∫
M
Rdµ∫
M
dµ
− α
′
4
1
λ
∫
M
R2dµ∫
M
dµ
)
,
which shows that the terms on the right hand side of (1.5) do not all scale the same way. Thus,
we expect that the normalized second order renormalization group flow behaves differently than
the unnormalized version.
Moreover, contrary to the Ricci flow, the normalized second order renormalization group flow
cannot be obtained from the second order renormalization group flow by rescaling the metric.
Let us also briefly recall the following (Lem. 5.7 in [1])
Lemma 2.4. If g is a smooth 1-parameter family of metrics on a Riemannian surface M
satisfying
∂g
∂t
= fg
then the scalar curvature evolves by
∂R
∂t
= −∆f −Rf. (2.6)
Using the standard theory for parabolic partial differential equations we obtain (similar to
Theorem 3.1. in [15])
Proposition 2.5 (Short-time existence). There exists a unique, smooth solution of (1.5) in
the set M+ for t ∈ [0, T ).
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Proof. By (1.5) we are deforming a given metric g(0) = h0 in its conformal class, thus we may
write g(t) = e2u(t)h0 with a time independent metric h0. Using this (1.5) is equivalent to
∂u
∂t
= −1
2
(
R+
α′
4
R2 − r)(u), u(0) = 0. (2.7)
With the help of (2.1) we calculate the linearization of the right hand side using ∂u
∂t
∣∣
t=0
= f ,
namely
∂
∂t
∣∣
t=0
(
R+
α′
4
R2 − r)(u) =− (1 + α′
2
R
)
(∆f +Rf) (2.8)
+
α′
4
1
Vol(M,g)
∫
M
R2fdµ− α
′
2
1
Vol(M,g)
∫
M
∇R∇fdµ.
Thus, since g(t) = e2u(t)h0 ∈ M+, equation (2.7) is parabolic. The existence of a short-time
solution then follows from standard theorems, see for example [17], Prop. 8.1, p. 389. 
Remark 2.6. In the case of a higher dimensional manifold, the short-time existence of the
second order renormalization group flow has been established under the condition 1 + α′K > 0
for all sectional curvatures K. See [3] for the three-dimensional case and [8] for the general case.
To compute the evolution of the scalar curvature, we use that if
∂g
∂t
= h,
then
∂R
∂t
= −∆Trh+ div(div h)− 〈h,Ric〉. (2.9)
Lemma 2.7. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then the scalar curvature R evolves by
∂R
∂t
= (1 +
α′
2
R)∆R+
α′
2
|∇R|2 +R(R+ α
′
4
R2 − r). (2.10)
Remark 2.8. The evolution of the scalar curvature (2.10) has some similarity with the porous
medium equation
∂u
∂t
= ∆um
for m = 2.
Remark 2.9. If we want to use the maximum principle to obtain an estimate on how the scalar
curvature R behaves under (1.5) with g ∈ M+, we have to study the comparison ODE
y′(t) = −r(t)y(t) + y2(t) + α
′
4
y3(t). (2.11)
This equation is known as Abel equation of the first kind. Unfortunately, it cannot be integrated
directly to obtain an estimate.
In the case of the unnormalized second order renormalization group flow the analysis of the
corresponding ODE (2.11) is the cornerstone for the results presented in [15]. However, these
results rely heavily on the calculation of the fixed points of (2.11). Due to the time-dependent
normalization factor r(t) we cannot apply the same method here.
Corollary 2.10. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then the square of the scalar curvature R evolves by
∂
∂t
R2 =
(
1 +
α′
2
R
)
∆R2 − 2|∇R|2 + 2R2(R + α
′
4
R2 − r). (2.12)
This allows us to derive a first estimate:
THE NORMALIZED SECOND ORDER RENORMALIZATION GROUP FLOW ON CLOSED SURFACES 5
Lemma 2.11. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5) with g ∈ M+. Then the following estimate holds:
R2 ≤ R20
c1e
c1t
c1 − c2R20(ec1t − 1)
with c1 = 1− 4piχ(M)
Vol(M,g)
, c2 = 1 +
α′
2
. (2.13)
Proof. Using that g ∈ M+ we can apply the maximum principle to (2.12) and estimate
∂
∂t
R2 = 2R3 +
α′
2
R4 − 2R2r ≤ (1 − 2 2piχ(M)
Vol(M,g)
)R2 + (1 +
α′
2
)R4
and the claim follows by solving the ODE. 
Lemma 2.12. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then |∇R|2 evolves by
∂
∂t
|∇R|2 =(1 + α
′
2
R)∆|∇R|2 − 2(1 + α
′
2
R)|∇2R|2 + α′〈∇|∇R|2,∇R〉 (2.14)
+ (4R − 3r + 5
4
α′R2 + α′∆R)|∇R|2.
Proof. By a direct calculation one finds
∂
∂t
∇R = ∇((1 + α′
2
R)∆R+
α′
2
|∇R|2 +R(R+ α
′
4
R2 − r))
=
(
1 +
α′
2
R
)∇∆R+ α′
2
∇R∆R+ α
′
2
∇|∇R|2 + 2R∇R+ 3α
′
4
R2∇R− r∇R.
Moreover, we find
∂
∂t
|∇R|2 = ∂
∂t
(gij∇iR∇jR) = (R + α
′
4
R2 − r)|∇R|2 + 2〈 ∂
∂t
∇R,∇R〉
and combining both equations yields the result. 
Remark 2.13. The evolution equation for |∇R|2, (2.14), shows a problem that one has to
deal with when one wants to derive estimates via the maximum principle for the second order
renormalization group flow. Namely, since the Laplacian always comes with a prefactor 1+ α
′
2 R
one gets terms in the Bochner formulas that are to nonlinear to derive suitable estimates.
In the following we will often need the evolution of the Christoffel symbols. From (2.2) and
(1.5) we obtain
∂
∂t
Γkij =
1
2
(
1 +
α′
2
R
)(−∇iRδkj −∇jRδki +∇kRgij). (2.15)
Lemma 2.14. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then |∇2R|2 evolves by
∂
∂t
|∇2R|2 =(1 + α′
2
R
)(
∆|∇2R|2 − 2|∇3R|2 + 2R|∇2R|2)+ (2R2 − 4r)|∇2R|2 (2.16)
+ α′(∆R|∇2R|2 + 2〈∇R∇∆R,∇2R〉+ 〈∇2|∇R|2,∇2R〉)
+
(
4 + 3α′R
)〈∇R∇R,∇∇R〉.
Proof. We calculate
∂
∂t
∇i∇jR = ∇i∇j
(∂R
∂t
)− ( ∂
∂t
Γkij
)∇kR
and using the evolution equation for the scalar curvature (2.10), we find for the first term
∇i∇j
(∂R
∂t
)
= ∇i∇j
((
1 +
α′
2
R
)
∆R
)
+
α′
2
∇i∇j|∇R|2 +∇i∇jR2 + α
′
4
∇i∇jR3 − r∇i∇jR.
To manipulate the first term on the right hand side we use
∇i∇j∆R = ∆∇i∇jR− 2R∇i∇jR+
(
R∆R+
1
2
|∇R|2)gij −∇iR∇jR
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and find
∇i∇j
((
1 +
α′
2
R
)
∆R
)
=
(
1 +
α′
2
R
)
(∆∇i∇jR− 2R∇i∇jR+
(
R∆R+
1
2
|∇R|2)gij −∇iR∇jR)
+
α′
2
(∇i∇jR∆R+∇jR∇i∆R+∇iR∇j∆R).
By the formula for the evolution of the Christoffel symbols (2.15) we get
( ∂
∂t
Γkij
)∇kR =− (1 + α
′
2
R
)∇iR∇jR+ 1
2
(
1 +
α′
2
R
)|∇R|2gij
and in addition we have
∇i∇jR2 =2∇iR∇jR+ 2R∇i∇jR, α
′
4
∇i∇jR3 = 3
2
α′R∇iR∇jR+ 3
4
α′R2∇i∇jR.
Combining the formulas we find
∂
∂t
∇i∇jR =
(
1 +
α′
2
R
)(
∆∇i∇jR+R∆Rgij
)− α′
4
R2∇i∇jR− r∇i∇jR+ 2∇iR∇jR
+
α′
2
(∇i∇jR∆R+∇jR∇i∆R+∇iR∇j∆R+∇i∇j|∇R|2)+ 3
2
α′R∇iR∇jR.
Using
∂
∂t
|∇2R|2 = ∂
∂t
(
gikgjl∇i∇jR∇k∇lR
)
= 2(R +
α′
4
R2 − r)|∇2R|2 + 2〈 ∂
∂t
∇2R,∇2R〉
then gives the result. 
Remark 2.15. For g ∈ M+ we can apply the maximum principle to (2.16) and then have to
estimate
∂
∂t
|∇2R|2 ≤ α′|∇2R|3 + C|∇2R|2f(R,∇R),
where f(R,∇R) is a function only depending on R,∇R. However, due to the presence of the
|∇2R|3 term we cannot expect to succeed in deriving an estimate using the maximum principle.
Lemma 2.16. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then the normalization function r evolves as
∂r
∂t
=
α′
4Vol(M)
(− 2
∫
M
(1 +
α′
2
R)|∇R|2dµ+
∫
M
(R3 +
α′
4
R4)dµ − r
∫
M
R2dµ
)
. (2.17)
Remark 2.17. We do not get an estimate from (2.17), however, we can estimate the normal-
ization function r via Young’s equality
r ≥ − 1
α′
, r ≥ 2piχ(M)
Vol(M,g)
. (2.18)
We finish this section by commenting on the the third-loop contribution to (1.2).
Remark 2.18. Considering also the third order contribution from (1.2), then on a Riemannian
surface the metric gij evolves by
∂
∂t
gij = −α′R
2
gij − α′2R
2
8
gij − α′3
( 1
16
|∇R|2gij − 1
16
∇iR∇jR+ 5
32
R3gij
)
. (2.19)
Using (2.9), we may compute the evolution of the scalar curvature under (2.19) and find
∂R
∂t
=
(α′
2
+
α′2
4
R+ α′3
15
16
R2
)
∆R+
(α′2
4
+ α′3
25
32
R
)|∇R|2
+
α′3
16
(1
2
R2∆R+ |∇∇R|2 + 1
2
R|∇R|2 + 2〈∇R,∇∆R〉+ |∆R|2)
+
α′
2
R2 +
α′2
8
R3 + α′3
5
32
R4.
One clearly sees that including the third order contribution again changes the type of partial
differential equation.
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3. Second order gradient Ricci Solitons and Curvature Potentials
In the context of the second order renormalization group flow Ricci solitons have already been
considered in [6], Section 4. We call a solution of the second order normalized renormalization
group flow (1.5) self-similar if there exists a one-parameter family of conformal diffeomorphisms
ϕ(t) such that
g(t) = ϕ(t)∗g0. (3.1)
Differentiating with respect to t yields
∂
∂t
g = LXg,
where X(t) is the one-parameter family of vector fields generated by ϕ(t). Using (1.5) this
yields (
r −R− α
′
4
R2
)
gij = ∇iXj +∇jXi. (3.2)
If we moreover assume that X = −∇f for a function f(x, t), then we obtain
(R+
α′
4
R2 − r)gij = 2∇i∇jf. (3.3)
Definition 3.1. A metric g(t) on M is called second order Ricci soliton if it satisfies (3.2).
Moreover, g(t) is called second order gradient Ricci soliton if it satisfies (3.3).
Remark 3.2. It would be desirable to have an example of an explicit solution to (3.3). For
the unnormalized version of the second order renormalization group flow a generalization of the
cigar solution of the Ricci flow was calculated in [6], Theorem 9. Performing the same ansatz in
our case gives an integro differential equation and the existence of non-trivial solutions to this
equation is more complicated.
Taking the trace of (3.3) yields
R+
α′
4
R2 − r = ∆f. (3.4)
We call the function f the second order curvature potential. Note that (3.4) is always solvable
since the left hand side has vanishing integral. We define the trace free part of (3.3) by
M := ∇∇f − 1
2
g∆f. (3.5)
It is easy to see that M = 0 is equivalent to the second order gradient Ricci soliton equation.
By a direct calculation it follows that for a gradient Ricci soliton we have
0 = 2∇jMij = R∇if +
(
1 +
α′
2
R
)∇iR (3.6)
and in the case that R > 0
∇(logR+ f + α
′
2
R) = 0.
Ignoring the sign of the scalar curvature yields the conservation law
α′
4
R2∇if = ∇i
(|∇f |2 + rf +R+ α′
4
R2
)
(3.7)
and combining both equations gives
0 = ∇i
(|∇f |2 + rf +R+ α′ 3
8
R2 +
α′2
24
R3
)
. (3.8)
Remark 3.3. In the case of the “usual” Ricci flow on closed surfaces, gradient solitons on S2
correspond to metrics of constant curvature. In the case of second order gradient Ricci solitons
on S2 we have the following: Taking the trace of (3.2) we get
r −R− α
′
4
R2 = divX.
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Multiplying with R− r and integrating over S2 we find∫
S2
(
R+
α′
4
R2 − r)(R− r)dµ = −
∫
S2
〈∇R,X〉dµ = 0, (3.9)
where we applied the Kazdan-Warner identity (see [13]) in the last step. It is obvious, that
metrics of constant curvature satisfy (3.9). However, there may be additional solutions to (3.9).
We would now like to derive an evolution equation for the second order curvature potential f .
Lemma 3.4. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then the following equation holds
∆
∂f
∂t
=
(
1 +
α′
2
R
)
∆∆f +
α′
4
R2∆f + r∆f − ∂r
∂t
. (3.10)
Proof. We differentiate (3.4) with respect to t and find
(
R+
α′
4
R2 − r)∆f +∆∂f
∂t
= (1 +
α′
2
R
)∂R
∂t
− ∂r
∂t
= (1 +
α′
2
R
)(
∆∆f +R∆f
)− ∂r
∂t
,
which proves the result. 
Remark 3.5. In the case of the usual Ricci flow we can derive an evolution equation for the
curvature potential f . Unfortunately, this does not seem to be possible here. Interchanging
derivatives gives
∆
(∂f
∂t
− (1 + α′
2
R
)
∆f − rf − α
′
4
R2f
)
= −α′(1
2
R∇R∇f + 1
4
f∆R2+∇R∇∆f +∆R∆f)− ∂r
∂t
.
In general, the right hand side of this equation does not have a sign and we cannot extract any
further information.
We do not get a nice evolution equation for f . Thus, we define another curvature potential:
Definition 3.6. We define the first order potential w by
∆w = R− a, a :=
∫
M
Rdµ∫
M
dµ
. (3.11)
Note that (3.11) is always solvable since the right hand side has vanishing integral. Moreover,
(3.11) does not arise from a gradient soliton, which is different compared to the Ricci flow.
Lemma 3.7. Let w0(x, t) be a first order potential for a solution (M,gt) of the normalized
second order renormalization group flow (1.5). Then there exists a function c(t) such that
w := w0 + c(t) satisfies the evolution equation
∂w
∂t
=
(
1 +
α′
4
R+ a
α′
4
)
∆w + af. (3.12)
Proof. We calculate
∂
∂t
∆w = (R+
α′
4
R2 − r)∆w +∆∂w
∂t
=
∂R
∂t
= ∆(R+
α′
4
R2) +R(R+
α′
4
R2 − r)
and thus obtain
∆
∂w
∂t
= ∆∆w +
α′
4
∆R2 + a(R+
α′
4
R2 − r).
Using ∆R2 = ∆(R(∆w + a))) = ∆((R+ a)∆w) we find
∆
(∂w
∂t
− (1 + α′
4
R+ a
α′
4
)
∆w − af) = 0.
On a closed surface the only harmonic functions are constants, thus there is a function γ(t)
satisfying
∂
∂t
w0 =
(
1 +
α′
4
R+ a
α′
4
)
∆w0 + af + γ(t).
The claim follows from setting c(t) = − ∫ t0 γ(τ)dτ and simplifying the right hand side. 
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Remark 3.8. Let us make some comments on the evolution equation (3.12). First of all, we do
not have control over f . Secondly, it can easily be checked that (3.12) is parabolic for g ∈ M+.
Then, via the maximum principle, we have the estimate
w ≤ a
∫ T
0
f(x, τ)dτ + w0.
We can also rewrite the equation for w as follows:
Remark 3.9. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then the first order potential w satisfies
∆
(∂w
∂t
− (1 + α′
4
R+
α′
4
a
)
∆w)− aw) = aα′
4
(R2 − 1
Vol(M,gt)
∫
R2dµ).
Remark 3.10. There holds the following relation between first and second order potential
∆f = (1 +
α′
4
R)∆w + (1 +
α′
4
R)a− r. (3.13)
As a next step we calculate the evolution of |∇w|2 and |∇2w|2 under (1.5).
Lemma 3.11. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). The quantity |∇w|2 evolves by
∂
∂t
|∇w|2 = (1 + α
′
2
R)∆|∇w|2 − 2(1 + α
′
2
R)|∇2w|2 − (r + α
′
4
R2)|∇w|2 + 2a〈∇f,∇w〉. (3.14)
Proof. Using (3.12) we calculate
∂
∂t
|∇w|2 =(R+ α′
4
R2 − r)|∇w|2 + 2〈∇∂w
∂t
,∇w〉
=
(
R+
α′
4
R2 − r)|∇w|2 + 2(1 + α′
4
R+ a
α′
4
)〈∇∆w,∇w〉
+
α′
2
∇R∆w∇w + 2a〈∇f,∇w〉.
Interchanging derivatives and using
α′
2
∇R∆w∇w = −α
′
4
R(R− a)|∇w|2 + α
′
2
(R− a)〈∆∇w,∇w〉
we obtain
∂
∂t
|∇w|2 = 2(1 + α
′
2
R)〈∆∇w,∇w〉 − (r + α
′
4
R2)|∇w|2 + 2a〈∇f,∇w〉,
which gives the result. 
From (3.14) it becomes clear that we can only use the first order potential to derive estimates
in the case when a = 0 since we do not need any control over ∇f in that case.
Lemma 3.12. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then the the quantity |∇2w|2 evolves by
∂
∂t
|∇2w|2 =(1 + α
′
2
R)∆|∇2w|2 − 2(1 + α
′
2
R)|∇3w|2 − 2(R + 3
4
α′R2 + r)|∇2w|2 (3.15)
+ 2R(1 +
α′
2
R)(R− a)2 + α′∇R∇R∇2w − 2a∇2f∇2w.
Proof. We calculate
∂
∂t
∇i∇jw =∇i∇j ∂w
∂t
− ( ∂
∂t
Γkij
)∇kw
=∇i∇j
(
(1 +
α′
4
R+
α′
4
a)∆w − af)
+
1
2
(
1 +
α′
2
R
)(∇iR∇jw +∇jR∇iw − 〈∇R,∇w〉gij),
10 VOLKER BRANDING
where we applied (2.15) for the evolution of the Christoffel symbols. Using
∇i∇j(R∆w) = 2R∇i∇j∆w + 2∇jR∇iR− a∇i∇j∆w
and the identity
∇i∇j∆w =∆∇i∇jw − 1
2
(∇iR∇jw +∇jR∇iw − 〈∇R,∇w〉gij)− 2R(∇i∇jw − 1
2
(∆w)gij)
we obtain
∂
∂t
∇i∇jw =(1 + α
′
2
R)
(
∆∇i∇jw − 2R∇i∇jw +R(R− a)gij
)
+
α′
2
∇iR∇jR− a∇i∇jf.
The claim then follows from
∂
∂t
|∇2w|2 = 2(R + α
′
4
R2 − r)|∇2w|2 + 2〈 ∂
∂t
∇2w,∇2w〉.

3.1. Surfaces with zero Euler Characteristic. On a surface with χ(M) = 0 the evolution
equations (3.12) and (3.14) simplify:
∂w
∂t
=
(
1 +
α′
4
R
)
∆w,
∂
∂t
|∇w|2 =(1 + α
′
2
R)∆|∇w|2 − 2(1 + α
′
2
R)|∇2w|2 − (r + α
′
4
R2)|∇w|2. (3.16)
Note that all terms involving f and ∇f drop out. Thus, we may expect that we can use the
curvature potential w in this case to derive estimates. Moreover, since the Euler characteristic
is zero an upper bound on R should also yield a lower bound.
First of all, by applying the maximum principle to (3.16) with g ∈ M+, we obtain
|∇wT |2 +
∫ T
0
(1 +
α′
2
R)R2dt ≤ |∇w0|2. (3.17)
Moreover, rewriting (3.16) as
∂
∂t
log |∇w|2 =(1 + α
′
2
R)∆ log |∇w|2 + (1 + α
′
2
R)
∣∣∇ log |∇w|2∣∣2 − 2(1 + α′
2
R)
|∇2w|2
|∇w|2
− (r + α
′
4
R2)
and by the maximum principle with g ∈ M+ we obtain
log |∇wT |2 +
∫ T
0
(r +
α′
4
R2)dt ≤ log |∇w0|2 (3.18)
giving us control over the curvature in this case.
4. Some Tools for surfaces with positive Euler Characteristic
In the case of positive Euler characteristic χ(M) > 0 we have
r =
2piχ(M)
Vol(M,g)
+
1
Vol(M,g)
α′
4
∫
R2dµ > 0.
Since
−r|∇w|2 + 2a〈∇f,∇w〉 ≤ a|∇f |2
we find for the curvature potential in this case
∂
∂t
|∇w|2 ≤ (1 + α
′
2
R)∆|∇w|2 − 2(1 + α
′
2
R)|∇2w|2 − α
′
4
R2|∇w|2 + a|∇f |2.
Unfortunately, we again do not have control over ∇f to obtain an estimate.
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4.1. Positive Scalar curvature. Throughout this section we assume that R > 0. Note that
combining (2.4) and (2.10) gives
∂
∂t
(Rdµ) = ∆(R+
α′
4
R2)dµ, (4.1)
which also means that ∂
∂t
χ(M) = 0.
Definition 4.1. We define the entropy for the second order renormalization group flow as
N =
∫
M
(
R logR+
α′
4
R2
)
dµ. (4.2)
Lemma 4.2. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then the second order surface entropy evolves as
∂N
∂t
=
∫
M
(− (α′
2
√
R+
1√
R
)2|∇R|2 + (R+ α′
4
R2 − r)2)dµ. (4.3)
Proof. First of all, we calculate
∂
∂t
∫
M
R logRdµ =
∫
M
( ∂
∂t
logR
)
Rdµ+
∫
M
logR
∂
∂t
(Rdµ)
=
∫
M
R
(
R+
α′
4
R2 − r)dµ +
∫
M
logR∆(R+
α′
4
R2)dµ
using (4.1). Moreover, we find
∂
∂t
α′
4
∫
R2dµ = −α
′
2
∫
(1 +
α′
2
R)|∇R|2dµ+ α
′
4
∫
R2
(
R+
α′
4
R2 − r)dµ

and adding up both contributions yields the result.
Proposition 4.3. Let (M,gt) be a solution of the normalized second order renormalization
group flow (1.5). Then the second order surface entropy satisfies
∂N
∂t
= −
∫
M
|∇R+R∇f + α′2 R∇R|2
R
dµ− 2
∫
M
|M |2dµ ≤ 0, (4.4)
where M is the trace-free part of the Hessian of f .
Proof. A direct calculation shows∫
M
|∇R+R∇f + α′2 R∇R|2
R
dµ =
∫
M
(|∇R|2(α′
2
√
R+
1√
R
)2
+R|∇f |2
− 2(R+ α′
4
R2
)(
R+
α′
4
R2 − r))dµ.
Moreover, we have (see the proof of Prop. 5.39 in [1] for a derivation)
−2
∫
M
|M |2dµ =
∫
M
(
R|∇f |2 − (R+ α′
4
R2 − r)2)dµ.
Subtracting both equations, we have
−2
∫
M
|M |2dµ−
∫
M
( |∇R+R∇f + α′2 R∇R|2
R
)
dµ =
−
∫
M
(|∇R|2(α′
2
√
R+
1√
R
)2
+
∫
M
(
R+
α′
4
R2 − r)2dµ.
The claim then follows from the last Lemma. 
Corollary 4.4. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5) on a closed surface with R > 0. Then the entropy is strictly-decreasing unless g is a
second order gradient soliton.
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Proof. If dN
dt
= 0 at a time t0 ∈ [0, T ), then M(·, t0) = 0, giving the result. 
Remark 4.5. The second order surface entropy satisfies
N(g) = rVol(M)− 2piχ(M) +
∫
M
R logRdµ. (4.5)
Remark 4.6. If the curvature changes its sign we could try to consider the solution s of
d
dt
s = s(s+
α′
4
s2 − r)
and set P := R− s. We define the modified entropy as
Nˆ(gt, st) :=
∫
M
(
P logP +
α′
4
P 2
)
,
which evolves by
d
dt
Nˆ =
∫
M
(− (α′
2
√
P +
1√
P
)2|∇P |2 − (α′
2
s
P
+
α′2
4
s
)|∇P |2)dµ (4.6)
+
∫
M
P (R+ s− r + s log P )dµ+ α
′
4
∫
M
P (R2 + s2 +Rs+ logP (s2 +Rs)dµ
+
α′
4
∫
M
(P 2(R+ 2s − r))dµ+ α
′2
16
∫
M
P 2(R2 + 2s2 + 2Rs)dµ.
It becomes obvious from (4.6) that we will not get a nice estimate for the modified entropy.
Remark 4.7. For the analysis of the Ricci flow on closed surfaces of positive Euler characteristic
a useful quantity is
G := R2 + t|∇R|2.
Under the second order renormalization group flow the quantity G evolves as
∂G
∂t
=
(
1 +
α′
2
R
)
∆G− 2(1 + α′
2
R
)
t|∇2R|2 + α′t∇|∇R|2∇R
+ |∇R|2(− 1 + t(4R − 3r + 5
4
α′R2 + α′∆R)
)
+ 2R2(R +
α′
4
R2 − r).
and, unfortunately, we do not get a nice estimate by the maximum principle.
Remark 4.8. In turns out that if we would have a time-dependent bound on the scalar cur-
vature R, we could use the second order entropy to establish a uniform bound on the scalar
curvature similar to the methods used for the Ricci flow, see [1], p.141.
4.2. Towards a Harnack inequality. For simplicity we again only consider the case R > 0.
From the equation for second order gradient Ricci solitons (3.3) we obtain
∇(logR+ f + α
′
2
R) = 0.
Setting
L := logR+
α′
2
R (4.7)
we may define
Definition 4.9. The second order differential Harnack quantity is defined by
Q := ∆L+R+
α′
4
R2 − r. (4.8)
Note that on a second order gradient soliton of positive curvature the second order differential
Harnack quantity Q satisfies Q = 0. Hence, one should expect that Q satisfies a nice evolution
equation.
THE NORMALIZED SECOND ORDER RENORMALIZATION GROUP FLOW ON CLOSED SURFACES 13
Lemma 4.10. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then the quantity L evolves by
∂L
∂t
= (1 +
α′
2
R)∆L+ |∇L|2 + (1 + α′
2
R
)(
R+
α′
4
R2 − r). (4.9)
Proof. Using the evolution equation for the scalar curvature (2.10) we find
∂L
∂t
= (1 +
α′
2
R)∆L+ (1 + α′R)|∇ logR|2 + α
′2
4
|∇R|2 + (1 + α′
2
R
)(
R+
α′
4
R2 − r)
and noting that
|∇L|2 = (1 + α′R) |∇R|
2
R2
+
α′2
4
|∇R|2
yields the assertion. 
Corollary 4.11. The second order differential Harnack quantity thus satisfies
(1 +
α′
2
R)Q =
∂L
∂t
− |∇L|2. (4.10)
Lemma 4.12. Let (M,gt) be a solution of the normalized second order renormalization group
flow (1.5). Then the quantity Q evolves by
∂Q
∂t
= ∆(1 +
α′
2
R)Q+ 2〈∇Q,∇L〉+ 2∣∣∇∇L+ 1
2
(
R+
α′
4
R2 − r)g∣∣2 + (α′
4
R2 + r
)
Q− ∂r
∂t
.
Proof. We calculate
∂Q
∂t
=
∂
∂t
(∆L) +
∂
∂t
(
R+
α′
4
R2
)− ∂r
∂t
=
(
R+
α′
4
R2 − r)∆L+∆∂L
∂t
+R
∂L
∂t
− ∂r
∂t
=
(
R+
α′
4
R2 − r)∆L+∆(|∇L|2 + (1 + α′
2
R)Q)
+R
(
(1 +
α′
2
R)∆L+ |∇L|2 + (1 + α′
2
R
)(
R+
α′
4
R2 − r))− ∂r
∂t
.
Note that
∆|∇L|2 =2|∇∇L|2 +R|∇L|2 + 2〈∇Q,∇L〉 − 2(1 + α
′
2
R)〈∇R,∇L〉
=2|∇∇L|2 −R|∇L|2 + 2〈∇Q,∇L〉
and thus we arrive at
∂Q
∂t
=∆(1 +
α′
2
R)Q+ 2〈∇Q,∇L〉
+
(
2R +
3
4
α′R2 − r)∆L+ 2|∇∇L|2 + (R+ α′
2
R2
)(
R+
α′
4
R2 − r)− ∂r
∂t
=∆((1 +
α′
2
R)Q) + 2〈∇Q,∇L〉+ 2∣∣∇∇L+ 1
2
(
R+
α′
4
R2 − r)g∣∣2
+
(α′
4
R2 + r
)
(∆L+R+
α′
4
R2 − r)− ∂r
∂t
.
Finally, using the definition of Q, we get the result. 
Corollary 4.13. By the maximum principle, we may estimate Q as follows
∂Q
∂t
≥ Q2 + (α′
2
∆R+
α′
4
R2 + r
)
Q− ∂r
∂t
. (4.11)
Remark 4.14. The estimate (4.11) is somehow unsatisfactory since we need control over ∆R
to gain an estimate over R.
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