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Parameter Estimation and Prediction of a Nonlinear Storage Model:
an algebraic approach
T.G. Doeswijk and K.J. Keesman
Abstract—Generally, parameters that are nonlinear in sys-
tem models are estimated by nonlinear least-squares optimiza-
tion algorithms. In this paper, if a nonlinear discrete-time model
with a polynomial quotient structure in input, output, and
parameters, a method is proposed to re-parameterize the model
such that the model becomes linear in its new parameters.
The new parameters can then be estimated by ordinary least
squares. Finally, the model is rewritten in predictor form.
A model of an agricultural storage facility with real data is
presented to demonstrate the procedure and show the improved
predictive performance. Some technical problems are indicated
and solutions are proposed.
I. INTRODUCTION
In general, the model structure is an approximate repre-
sentation of e.g. a speciﬁc physical process. Hence, there
is a need to ﬁt the model to the experimental data by
parameter estimation. More speciﬁcally, as many physical
models of real processes are nonlinear in the parameters, the
model is ﬁtted by nonlinear parameter estimation. In many
applications, such as in optimal control studies, predictive
quality is very important. Hence, the model with the esti-
mated parameters should be validated on a different data
set.
In literature various parameter estimation methods have
been proposed. Among them the ordinary least-squares esti-
mator, using matrix calculus, (see e.g. [1] and [2]) is most
frequently used. Various extensions of this method have
been proposed in the past. For instance, for solving nonlin-
ear least-squares problems, different numerical optimization-
based procedures are available, see [3]. The key problems
encountered in nonlinear least-squares estimation, especially
in non-convex optimization problems, are the existence of
local minima and the limited amount of parameters that can
be reasonably estimated. Another extension is recursive least-
squares estimation, where the parameters are updated every
time instant new data becomes available. This procedure can
be extended to the nonlinear parameter case, see e.g. [4], as
well.
The objective of this paper is to show how to estimate
parameters in a nonlinear discrete-time model structure using
ordinary least-squares techniques. Next to this, the predictive
quality of the obtained reparameterized model is shown.
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Therefor, a method, together with the corresponding condi-
tions on the model structure, is presented to reparameterize
models that are nonlinear in their parameters as models linear
in their parameters. The parameters of the reparameterized
model can then be estimated by ordinary least-squares.
Finally, the original model structure is retained but with the
new parameters. The method is tested on data and a model of
a storage facility. Basically, this paper has been inspired by
the work of Ljung and Glad [5] and it is a natural extension
of the paper by Lukasse et al. [6].
In section II the general derivation from a model with
a polynomial quotient structure to a model linear in its
parameters is presented and demonstrated by some examples.
Section III shows three least-squares estimation techniques
to estimate the parameters of a storage model with real data.
Some validation results on the storage model are shown in
section IV. In section V the estimation results as well as
the applicability of the method are discussed. Finally, some
conclusions are drawn in section VI.
II. MODELLING
Physical modelling can generate equations that are not
only nonlinear in their states and inputs but also in their
parameters. If these nonlinear functions can be rearranged
and reparameterized such that a function arises that is linear
in its new parameters, these parameters can be directly and
uniquely estimated using an ordinary least-squares proce-
dure. After rearranging, the reparameterized model can be
put in a predictor form. For a discrete-time model this is
formally given in the following theorem:
Theorem 1: Given the discrete-time nonlinear model
xk = f(Z, p) (1)
where Z = (xk−1, · · · , xk−τ , uk−1, · · · , uk−τ ) k, τ ∈ Z+
and τ < k with τ the time delay. If f(·) is a ﬁnite polynomial
quotient in the elements of Z and p, the predictor
xˆk = f˜(Z, θˆ) (2)
is equivalent to (1). The unique ordinary least-squares esti-
mate θˆ is given by
θˆ =
(
F (·)TF (·))−1 F (·)TF0(·) (3)
provided
(
F (·)TF (·))−1 exists and where F (·) =
[F1(xk, Z) . . . Fn(xk, Z)] and F0(·) = F0(xk, Z).
Proof: If f(·) is a ﬁnite polynomial quotient in Z and
p, equation (1) can be written as
xk =
g(Z, p)
h(Z, p)
(4)
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with g(·) and h(·) nite polynomials in elements ofZ and p.
Then, multiplying both sides with h(·) and rearranging terms
by elementary algebraic operations, as addition, subtraction,
multiplication and division, results in
F0(xk, Z) = F1(xk, Z)θ1 + . . . + Fn(xk, Z)θn
= [F1(·) F2(·) . . . Fn(·)] θ
(5)
with, for i = 1, . . . , n: θi = ϕi(p), a polynomial quotient in
p. A unique least-squares estimate θˆ, given by (3), exists and
is equal to θ, if F (·) has rank n and thus (F (·)TF (·))−1
exists. Since F0(xk, Z), ..., Fn(xk, Z) are again nite poly-
nomial quotients, equation (5) can be rearranged such that
xˆk = f˜(Z, θˆ) = f˜(Z, θ) with f˜(·) a nite polynomial quo-
tient. After re-substitution using θi = ϕi(p) and rearranging
terms: xˆk = f˜(Z, θ) = f(Z, p).
Remark 1: Note that the model (1) is noise free. Then the
estimate θˆ is optimal, i.e. θˆ = θ, which does not always hold
for p using nonlinear least squares as will be demonstrated in
example 1. However, if noise is present the estimate is only
unbiased if the noise sequence {e} in F0(·) = F (·)θ + e, is
uncorrelated with F (·) and has zero mean [2].
Remark 2: The reparameterized model (4) can also be put
in an output error form by adding the output equation
yk = xk + ek (6)
The ordinary least squares estimate is then no longer optimal
and the estimate may be biased. However, the estimate could
be optimal in the sense that the predictor has a minimal mean
square error over a validation data-set.
Example 1: Let us consider substrate consumption with
Michaelis-Menten kinetics in a batch reactor. The substrate
concentration is described by the following discrete-time
model
Sk = Sk−1 − Vmax Sk−1
Km + Sk−1
(7)
By rearranging (7) we get
Sk−1(Sk − Sk−1) = [− (Sk − Sk−1) − Sk−1]
[
Km
Vmax
]
(8)
which is of the form F0(·) = F (·)θ that can be solved by
ordinary least-squares. Note that in this case θ = p. The
validity of the procedure can further be veri ed by generating
model outputs with S0 = 30, Km = 1, and Vmax = 2. A
least-squares estimation using (8) gives θˆ = [1 2]T
In contrast to linear estimation, the outcome of a nonlinear
parameter estimation procedure is not guaranteed as can be
seen in Fig. 1. If no physical insight in terms of bounds
is used and the estimation procedure is treated as a tting
problem one could easily end up in a local minimum. But
also with knowledge about system or parameter bounds care
must be taken and the solution due to possible singularities
in (7) is not always obvious.
Corollary 2: If, after rearranging (1), in (5): F0(·) = 0,
then a solution can be obtained from
θˆ = ker [F1(·) · · · Fn(·)] (9)
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Fig. 1. Norm of the prediction error with Km = 1, Vmax = 2.
In general, the non-empty solutions are not unique. The
number of normalized solutions (nullity(F )) can be obtained
from the well-known rank-nullity theorem [7]
rank(F ) + nullity(F ) = n (10)
Example 2: Given the discrete-time system
yk = yk−1 − a
buk−1 + c
(11)
it can be rearranged as:
0 = [1 uk−1(yk − yk−1) yk − yk−1][a b c]T (12)
and the solution is found by:
[aˆ bˆ cˆ]T = ker([1 uk−1(yk−yk−1) yk−yk−1]) (13)
Now, with y0 = 10, u = [0 1 2 3]T and a = 1, b =
2, c = 3: y = [10 9.67 9.47 9.33]T has been generated.
Evaluating (13) gives the normalized solution: [aˆ bˆ cˆ]T =
[0.27 0.53 0.80]T  0.27[a b c]T , indicating that the
system is unidentiﬁ able.
Let us now apply the previous theory to a real-world
application, i.e. storage of agricultural produce in a storage
facility.
A discrete-time nonlinear model describing the tempera-
ture of the produce in a storage facility (see also [8]) is given
by:
Tp,k =
(
p1 +
p2
p3 + p4uk−1
+
p5
p6 + p7uk−1
)
Tp,k−1
+
p8 + p9uk−1
p3 + p4uk−1
Te,k−1 +
p10 + p11uk−1
p6 + p7uk−1
Xe,k−1
+
(
p12 +
p13
p6 + p7uk−1
) (14)
where Tp is the product temperature, Te and Xe the
external temperature and absolute humidity respectively, u
the controlled input, i.e. product of ventilation and valve
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opening, and p1 . . . p13 are functions of physical and design
parameters. Equation (14) can now be written as
Tp,k =
[
uk−1Tp,k u
2
k−1Tp,k Tp,k−1
uk−1Tp,k−1 u
2
k−1Tp,k−1 Te,k−1
uk−1Te,k−1 u
2
k−1Te,k−1 Xe,k−1
uk−1Xe,k−1 u
2
k−1Xe,k−1 uk−1
u2k−1 1
][
θ1 · · · θ14
]T
(15)
where θi = ϕi(p1, · · · , p13), a polynomial quotient. Note
that after reparameterization, F0(·) = 0 in (5).
Once the least-squares estimate θˆ has become available
the product temperature can be predicted by
Tˆp,k =
f˜(Tp,k−1, Te,k−1,Xe,k−1, uk−1, θˆ)
g˜(uk−1, θˆ)
(16)
with
f˜(·) =Tp,k−1(θˆ3 + θˆ4uk−1 + θˆ5u2k−1)
+ Te,k−1(θˆ6 + θˆ7uk−1 + θˆ8u
2
k−1)
+ Xe,k−1(θˆ9 + θˆ10uk−1 + θˆ11u
2
k−1)
+ θˆ12uk−1 + θˆ13u
2
k−1 + θˆ14
g˜(·) =1− θˆ1uk−1 + θˆ2u2k−1
III. ESTIMATION
In this section, different least-squares techniques are used
to estimate parameters of the storage model (14).
A. Nonlinear least-squares
Depending on the type of problem an appropriate algo-
rithm must be chosen to solve a nonlinear least squares
problem [2], [3]. All methods have in common that the so-
lution is iteratively found. Existence of local minima can be
a serious issue (e.g. Fig. 1) if initial estimates are inaccurate.
Hence, in practice, in particular in non-convex problems,
most often the number of parameters to be estimated should
be limited. It is therefor necessary to ﬁ nd the most sensitive
parameters. A (local) sensitivity analysis can be used to gain
insight in the parameter sensitivity. Now, with knowledge of
the sensitivities of the parameters, a set of parameters to be
estimated is chosen. When physical and design parameters
are to be estimated, usually these parameters may not vary
unlimited. The least-squares problem then becomes con-
strained. However, this may lead to a non-optimal estimation
in least-squares sense. Let us now demonstrate this to the
storage model (14).
The parameter vector p of the discrete-time storage model
(14) consists of several design and physical parameters. The
results of a sensitivity analysis are presented in Fig. 2. The
parameters cpp, Vp and ρp have the same sensitivity. They
always appear product-wise and could be replaced by a
combined parameter. Hence, only one of these parameters
has to be estimated. Given the sensitivity in Fig. 2 and
some indication of the uncertainty of the physical and design
parameters the following parameters have been selected for
estimation: θˆ = [Presp, φmax, cpp, αea, h]T , respectively the
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Fig. 2. Sensitivity of some design and physical parameters of a storage
model.
TABLE I
NOMINAL AND ESTIMATED PARAMETER VALUES.
θ0 θˆ
Presp 5.42 5.17
φmax 0.0972 0.0744
cpp 3600 4277
αea 0.347 0.347
h 3.5 3
respiration heat of the stored product, maximum ventilation
ﬂow, the heat capacity of the stored product, heat transfer
from environment to air in bulk and the height of the bulk.
Subsequently, a constrained nonlinear least-squares estima-
tion is performed. The nominal values (θ0) and the estimates
(θˆ) are given in Table I. Only the parameter estimate of h is
at its lower bound; the other parameter estimates are within
the associated bounds.
B. Truncated least-squares
Given a model that is linear in its parameters, i.e.
y = Cθ + e (17)
with y ∈ RN , C ∈ RN×n and θ ∈ Rn. An ordinary least-
squares estimate is given by
θˆ =
(
CTC
)−1
CT y (18)
However, when the problem is ill-conditioned the estimates
are very sensitive to the data. To overcome this problem,
the truncated least-squares method can be used. Given the
singular value decomposition of C, i.e.
C = UΣV T (19)
with U ∈ RN×N , Σ ∈ RN×n and V ∈ Rn×n, one can
determine from the singular values (diagonal elements of Σ)
whether the problem is ill-conditioned. Premultiplying (17)
97
with UT [2, p.77] gives:
y∗ = UT y = UTCθ + UT e
= UTUΣV T θ + UT e
= Σθ∗ + e∗
(20)
where θ∗ = V T θ and e∗ = UT e. The parameters θ∗i that
correspond to singular values that are very small compared
to the largest singular value, deﬁ ned by the numerical rank
determinator R, are set to 0. Now, the modiﬁ ed linear
regression model (20) can be solved. The sum of squares
(y∗ − Σθ∗)T (y∗ − Σθ∗) is minimized when θˆ∗i = y∗i /σi
where σ are the singular values and i = 1, . . . , r with r ≤ n
the numerical rank. The parameter estimates can now be
obtained from θˆ = V θˆ∗.
Let us now analyze the storage model (15) and add the
equation error ek. Observations from a 50 days period with
a sampling interval of 900 seconds are used to estimate
the parameter vector θ. Using the singular value decompo-
sition (19) we obtain the matrices U, V and Σ related to
the regression matrix of (15). By choosing an appropriate
numerical rank determinator e.g. R = σ¯/1000, with σ¯ the
largest singular value, the following results are obtained:
S =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
617.5027
225.9039
206.0795
27.7489
15.7058
8.1518
2.0180
1.6773
0.2375
0.1451
0.0270
0.0246
0.0019
0.0003
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
θˆ∗ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−0.7604
−0.3290
−0.5414
−0.0237
−0.0196
0.1382
0.0052
−0.0041
0
0
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
θˆ =
[
− 0.0038 − 0.0007 0.9998 − 0.0038
0.0007 0.0001 − 0.0003 0.0043
− 6.0 · 10−5 − 2.9 · 10−6 1.6 · 10−6 − 0.0009
− 4.6 · 10−5 0.0024
]T
From the right singular vectors (not shown here) it appears
that the ﬁ rst singular value is predominantly related to θ3
and θ6 and the lowest singular value is related to θ10 and
θ11.
If physical interpretation of the estimates is desired, it is
possible to retain the original physical parameters from the
estimated parameters using:
θˆi = ϕi(pˆ) (21)
where θˆ ∈ Rn is the estimated parameter vector and pˆ ∈ Rq
the physical and/or design parameter vector to be estimated.
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Fig. 3. Parameter evolution of the recursive parameter estimates θ1, θ2
and θ4 . . . θ14
If q = n direct inversion could be used, while in other
cases one should use e.g. a minimum length or least-squares
approximation. However, and this should be stressed again,
for prediction (16) can be directly applied.
C. Recursive estimation
A Kalman ﬁ lter approach can be used to estimate param-
eters recursively [1]. The linear regression model of (17)
should then be written in a form like
θ(k + 1) = θ(k) + w(k) (22)
y(k) = C(k)θ(k) + v(k) (23)
Under the assumption that the parameters are constant the
covariance matrix E(w(k)w(k)T ) = 0. In addition to this,
an assumption about the observation noise properties must
be made and the initial estimate θ(0) and initial covariance
matrix P (0) must be speciﬁ ed. The parameters of (15) are
now estimated recursively.
Given a sampling time much smaller than the system time-
constant of (15) the initial parameter estimate of θ3 = 1 and
all other initial parameter estimates are zero, i.e. the model
reduces to Tp,k = Tp,k−1. The initial covariance matrix
P (0) = 0.1∗ I , i.e. all parameters are considered to be inde-
pendent and identically distributed with the knowledge that
the actual parameter values are around the initial estimates.
The covariance matrix, R = E(v(k)v(k)T ), represents the
variance of the observations, i.e. the product temperature,
and determines the parameter update rate of the ﬁ lter. In this
example it is taken as 1oC2. With given y and C from section
III-B the parameter trajectories of θ1, θ2 and θ4 . . . θ14 are
given in Fig. 3. Not shown is θ3 which remains close to one.
From Fig. 3 it can be seen that it takes until day 8 before the
parameters start to change. This is due to the fact that this is
the ﬁ rst ventilation period of the data-set. Furthermore, it can
be seen that the parameters converge in time. The recursive
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Fig. 4. Measured and predicted product temperatures in the calibration
period
TABLE II
MEAN SQUARED ERRORS OF CALIBRATION AND VALIDATION PERIOD
physical model truncated recursive
calibration 0.027 0.020 0.021
validation 0.113 0.032 0.040
parameters estimates at the ﬁ nal time are given by:
θˆ =
[
− 4.5 · 10−5 0.0040 0.9998 − 0.0079
− 0.0023 0.0001 0.0007 0.0033
3.9 · 10−5 4.0 · 10−6 4.4 · 10−6 − 0.0003
− 0.0003 0.0021
]T
This ﬁ nal parameter vector at day 52 is used in the next
section to test the validity of the recursively estimated model.
IV. VALIDATION
In this section the estimated parameters from section III
are validated by evaluating the model predictions obtained
from an open loop simulation. First, the same period over
which the calibration was performed is considered and then
a validation period is chosen with about the same length.
First, the mean-square error (MSE) and a graphical pre-
sentation of the results of the calibration period are given
in Table II and Fig. 4. It can be seen that the MSE of the
recursive estimate and the truncated least-squares estimate
are within the same range. The physical model performs
slightly worse. Notice furthermore, that the sudden changes
of the recursive estimates of Fig. 3 correspond to the fast
dynamics, i.e. ventilation, of Fig. 4.
A validation step is performed over a different period in
the same storage season. Hence, for the same storage facility
and product, the same parameter vector as is obtained from
calibration could be used. The results of the validation are
given in Table II and Fig. 5. The model predictions with the
truncated least-squares estimate and the recursive estimate
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Fig. 5. Measured and predicted product temperatures in the validation
period
perform within the same range. The physical model predicts
signiﬁ cantly worse.
V. DISCUSSION
Reparameterizing and rearranging a discrete-time model
with polynomial quotient structure into a model linear in its
parameters is helpful in getting optimal parameter estimates
in least-squares sense if the model is noise free. The physical
interpretation of the variables is lost but the main structure
is conserved. In contrast, black-box modelling on the basis
of neural networks or nonlinear regressions can also be
used. However, in those cases the system order must be
estimated from the data. Usually, no direct information about
the physical system is then taken into account.
Some difﬁ culties may arise in least-squares estimation of
the reparameterized system. Rearranging and reparameter-
izing may lead to correlated columns and interdependent
parameters, which lead to (near) rank deﬁ cient problems.
This problem can be solved by using truncated least-squares
(see section III-B). But, the main problem is that due to
the reparameterization there is not only (structural) unknown
uncertainty in the output vector but also in the data matrix
(see equation (5)). This problem can be tackled by a total
least-squares approach [9] and will be subject of another
paper.
In the storage model example the inputs, as external
temperature (Te) and humidity (Xe), are measured variables,
which directly leads to an errors-in-variables problem. Con-
sequently, a nonlinear estimation procedure should take this
into account, as well. However, the key problem in this ex-
ample was the numerical rank deﬁ ciency of the data matrix.
This problem not only occurred due to the introduction of
correlated columns, but also due to the experimental setup.
First, the fan is mainly controlled as on/off and it is switched
on for less then 10% of the time. Therefor, the columns of C
that are multiplied by uk−1 and u2k−1 will contain many zeros
and as such will be highly correlated. In addition to this, the
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control frequency was quite high, i.e. 15 minutes compared
to the time constant of the system which is approximately
19 hours with maximum ventilation and 20 days with no
ventilation, where the optimal sample time is about 1/10 of
the time constant [1], and thus leading to high correlations.
Truncated least-squares came out quite well in the exam-
ple. However, an appropriate value for the numerical rank
determinator must be chosen. Here it is chosen by tuning.
The nonlinear least-squares estimation performs worse for
both calibration as well as for validation. From Table I it
can be seen that the parameter h is bounded at its lower
bound, which indicates that the estimate is non-optimal.
Furthermore, the solution can be in a local minimum. The
recursive estimate performs well for both calibration and
validation period.
VI. CONCLUDING REMARKS
It has been demonstrated that a discrete-time model with
polynomial quotient structure in input, output, and param-
eters can be rearranged and reparameterized such that a
model arises that is linear in its parameters. Consequently,
the parameters can be uniquely estimated by ordinary least-
squares methods. Furthermore, it has been shown that using
the estimated parameters in the back-transformed model (via
rearranging terms) leads to a predictor with fairly good open
loop predictive performance in the sense of mean-square
error. Further research will focus on a total least-squares
approach to account for the errors-in-variables problem.
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