Abstract. Recently, a contour-integral based solver for generalized Hermitian eigenvalue problems, called FEAST, was proposed by Polizzi. It calculates the eigenvalues inside a given interval and their associated eigenvectors. This novel algorithm is reliable and accurate, however its applicability is limited since in practical implementation, it has to know in advance the number of eigenvalues inside the interval. In this work, we generalize the FEAST algorithm to non-Hermitian problems to compute eigenvalues inside a region in the complex plane along with their eigenvectors. We establish the mathematical framework and present a way to find the number of eigenvalues inside the given region. Our algorithm is applicable in practical implementation and numerical experiments illustrate that our algorithm is efficient and stable.
Introduction. Consider the generalized eigenvalue problem
where A, B ∈ C n×n . The scalars λ ∈ C and the associated vectors x ∈ C n , x = 0, are called the eigenvalues and eigenvectors, respectively. In this paper, we are concerned with computing the eigenvalues and eigenvectors of (1.1) that are located inside a given region in the complex plane.
Large-scale generalized eigenvalue problems arise in various areas of science and engineering, such as dynamic analysis of structures [16] , determination of the linearized stability of 3-D fluid flows [6] , the electron energy and position problems in quantum chemistry [12] , the widely used principal component analysis [31] and the linear discriminant analysis in statistical data analysis [9] . In some applications, it is not the whole spectrum but rather a significant part of it is of interest to the user. For example, in the electronic structure calculations of materials [25] , it always requires to compute the lowest portion of the spectrum of (1.1); and in the model reduction of a linear dynamical system, one only needs to know the response over a range of frequencies, see [3, 14] .
Solving (1.1) is a very challenging problem, even if there are various practical methods and software available, see [3] . When A and B have no special structures and the whole spectrum is required, the QZ algorithm [20] is the most widely used method. It uses a sequence of unitary equivalence transformations to reduce the original pair (A, B) to generalized Schur form. The algorithm is numerically stable, however its computational cost is expensive, requiring about 46n 3 floating point operations [15] . There are several methods for computing only partial spectrum for general A and B. The rational Krylov subspace method approximates all eigenvalues in a union of regions around the chosen shifts [23] . However, it needs locking, purging and implicit restart techniques, which create difficulties in practical implementation. The divide-and-conquer approaches, which are based on the sign-function or inverse-free techniques, are also popular choices [4] . However, these approaches always suffer from slow convergence or poor stability [21] . A solver based on contour integral, called the Sakurai-Sugiura (SS) method [27] , transforms (1.1) to a small eigenproblem with Hankel matrix. However, since Hankel matrices are usually ill-conditioned [5] , the method may be unstable. Later in [28] , Sakurai et al. used the Rayleigh-Ritz approach to replace the Hankel matrix approach to get a more stable algorithm called CIRR. In [26] the block versions of the SS and the CIRR were proposed in order to further improve the numerical performance of these two methods. One of the main drawbacks of these kinds of contour-integral based algorithms is that the number of eigenvalues in the target region or at least a bound of it has to be known a priori before using the methods.
When A and B possess special structures, there exist several well-studied methods for computing partial spectrum. For example, when A and B are Hermitian, a shifted block Lanczos algorithm was proposed in [16] to compute the eigenvalues contained in a given interval. The authors designed a shift strategy combining with the LDL decomposition to guarantee that all eigenvalues in the given interval can be found; but the shift strategy is complicated in practical implementation and its efficiency depends on the distribution of the spectrum.
Recently in [22] , Polizzi proposed another eigenproblem solver based on contour integral, called the FEAST algorithm, to solver (1.1) under the assumptions that A and B are Hermitian and B is positive definite. His algorithm computes all eigenvalues inside a given interval, along with their associated eigenvectors. It is accurate and reliable, see [18] for more details. However, like the SS method, the FEAST algorithm requires to know the number of eigenvalues contained in the given interval in advance.
In this paper, we will generalize the FEAST algorithm to problem (1.1) without the assumptions that A and B are Hermitian and B is positive definite. The only requirement is that (1.1) is regular, i.e., det(zB−A) is not identically zero for all z ∈ C. This is the most common case in generalized eigenvalue problems [3] . Our generalized FEAST algorithm, to be abbreviated as GFEAST, can find all the eigenvalues inside a prescribed region in the complex plane together with their eigenvectors.
For our GFEAST algorithm to work, we also need to find an upper bound of the number of eigenvalues inside the target region. We will provide a way to get a tight upper bound and from there we can get the exact number of eigenvalues inside the region. We will also provide good stopping criteria which not only can guarantee that all eigenpairs are captured, but also can adaptively detect the accuracy that the algorithm can achieve. Comparisons with Matlab's eig command and the block version of the CIRR method [26] show that our algorithm is an efficient and stable solver for large generalized eigenvalue problems.
The outline of the paper is as follows. In Section 2, we describe the FEAST algorithm in [22] and some of its drawbacks. In Section 3, we extend the FEAST algorithm to non-Hermitian problems. In Section 4, we first present an approach to find a tight upper bound of the number of eigenvalues inside the prescribed region and the stopping criteria. After that, we present the complete GFEAST algorithm. In Section 5, numerical experiments are given to illustrate the efficiency and applicability of our new method.
Throughout the paper, we use the following notation and terminology. The sub-space spanned by the columns of matrix X is denoted by span{X}. The rank of matrix A is denoted by rank(A). For any matrix S, we denote the submatrix that lies in the first i rows and the first j columns of S by S (1:i,1:j) , the submatrix consisting of the first j columns of S by S (:,1:j) , and the submatrix consisting of the first i rows of S by S (1:i,:) . The algorithms are presented in Matlab style.
2. Introduction to FEAST. In this section we provide a brief review of the FEAST algorithm [22] . The algorithm is applicable when A and B are Hermitian and B is positive definite, in which case the eigenvalues of (1.1) are real-valued. It finds all eigenvalues of (1.1) within a specified interval, say [σ 1 , σ 2 ] and their associated eigenvectors. However, it requires that the number of eigenvalues within [σ 1 , σ 2 ] is known a priori. Let us denote the number by s, and the desired eigenvalues by
Essentially, the algorithm belongs to the family of subspace iteration with projection [33] . Unlike the better known Krylov subspace methods, the FEAST algorithm computes a subspace that envelops the desired eigenspace via a contour integral, and then applies the Rayleigh-Ritz procedure to extract the corresponding eigenvalues and eigenvectors. Define a contour integral
where C is any contour that contains
inside, e.g., C can be the circle with center at γ = (σ 1 + σ 2 )/2 and radius ρ = (σ 2 − σ 1 )/2. To construct the corresponding eigenspace, we need the following theorem.
Theorem 2.1. [32] . Let A and B be Hermitian n × n matrices and that B is positive definite. Then there exists an n × n matrix X = [x 1 , x 2 , . . . , x n ] for which
where * denotes conjugate transpose, I n is the n × n identity matrix,
are the eigenvalues of the matrix pencil λB − A, and the columns {x i } n i=1 of X are their associated eigenvectors.
By (2.2) and the residue theorem in complex analysis [1] , we have
It is easy to verify that Q 2 = Q, and hence Q is a spectral projector onto the eigenspace span{X (:,1:s) } corresponding to the desired eigenvalues {λ i } s i=1 . Let U := QY for an appropriate full-rank matrix Y ∈ R n×t with t ≥ s. Then we form the t × t matrices
can be extracted from the smaller generalized eigenvalue problemÃy = λBy according to the Rayleigh-Ritz procedure.
Two main issues arise in the above derivation: (i) one cannot compute U = QY via (2.3) as X (:,1:s) is unknown and (ii) U may or may not span the subspace span{X (:,1:s) }. In the FEAST algorithm, (i) is overcome by computing U via (2.1) and for (ii) the elements of Y are chosen to be uniformly-distributed random numbers to increase the chance that U may contain a basis for span{X (:,1:s) }, see [22, 33] . We remark that there is no theory so far to support that U must contain a basis for span{X (:,1:s) }.
The integral (2.1) is computed numerically using a quadrature scheme such as the Gauss-Legendre quadrature scheme [10] . For the q-point Gauss-Legendre quadrature on the circle C with center γ and radius ρ, we have
where z j = γ +ρe √ −1θj , θ j = (1+t j )π, and t j is the jth Gaussian node with associated weight ω j . The complete FEAST algorithm is given as follows. Algorithm 1. Input Hermitian matrices A and B with B being positive definite, a uniformly-distributed random matrix Y ∈ R n×t , where t ≥ s, the circle C enclosing the interval [σ 1 , σ 2 ], and a convergence tolerance ǫ. The function "Feast" computes eigenpairs (λ i , x i ) of (1.1) that satisfy 5) and they are output in the vector Λ s and the matrix X s .
Solve the generalized eigenproblem of size t:Ãy = λBy, to obtain the eigenpairs
satisfy the convergence criteria (2.5). If s eigenpairs satisfy (2.5), stop. Otherwise, set Y = [x 1 , x 2 , . . . , x t ], and then go back to Step 1.
The FEAST algorithm is an accurate and reliable technique provided that s, the number of eigenpairs inside [σ 1 , σ 2 ], is known [18] . However, in practice it is difficult to know s in advance. Worse still, since s is unknown, one does not know whether all eigenpairs inside C are found. In the FEAST algorithm, the projected eigenproblem is U * AU y = λU * BU y where
It is easy to check that both U * AU and U * BU are zero. As a consequence, any complex number will be an eigenvalue of U * AU y = λU * BU y! In this section, we extend the FEAST algorithm to solve eigenproblem (1.1) for general A and B, and establish the related mathematical framework. Here Γ will be a given positively oriented simple closed curve in the complex plane, and we are interested in computing all eigenvalues of (1.1) contained inside Γ along with the associated eigenvectors.
We consider the most common generalized eigenvalue problems, where the corresponding matrix pencil zB − A is regular, i.e., det(zB − A) is not identically zero for all z ∈ C. Like Theorem 2.1, we also start with a spectral decomposition of A and B.
Theorem 3.1. [34] . Let (zB − A) be a regular matrix pencil of order n. Then there exist nonsingular matrices S and T ∈ C n×n such that
where 
where
with λ i being the eigenvalues. Here the λ i are not necessarily distinct and can be repeated according to their multiplicities. Let N (n−d) be of the form
Hence by (3.1), the resolvent operator is given by
Notice that the first diagonal block (
3) is of block diagonal form where each diagonal sub-block is of the form: 4) and the second diagonal block in (3.3) is also of block diagonal form where each diagonal sub-block is of the form:
Let the set of eigenvalues of (1.1) enclosed by Γ be {λ 1 , . . . , λ l }, and s := d 1 +d 2 + · · · + d l be the number of eigenvalues inside Γ with multiplicity taken into account. Then, according to the residue theorem in complex analysis [1] , it follows from (3.3)-(3.5) and (2.1) that
Notice that Q 2 = Q, therefore Q is a spectral projector onto K := span{S (:,1:s) }. However, unlike (2.3), it is not immediately clear whether K contains the eigenspace corresponding to the eigenvalues {λ 1 , . . . , λ l }.
To see this, let us partition S into block form
Notice that by (3.1), we have for any eigenvalue λ i , 1 ≤ i ≤ m,
By comparing the first d columns on both sides above, we get
with s i 0 ≡ 0. In particular, s i 1 is the eigenvector corresponding to the eigenvalue λ i for all 1 ≤ i ≤ m. Therefore K = span{S (:,1:s) } contains the eigenspace corresponding to the eigenvalues {λ 1 , . . . , λ l }. Moreover, from (3.7), we see that AK ⊆ BK.
Like in FEAST, we will compute U = QY using contour integral in (3.6) where Y is an appropriately chosen matrix so that U forms a basis for K. As in FEAST, we will choose Y randomly, and we are able to show that the resulting U does form a basis for K. is of measure zero in R ns according to [17, Prop. 4] . When Y is randomly picked, it is almost surely that Y ∈ Z, or equivalently, 8) and (S −1 ) (1:s,:) Y is nonsingular by Lemma 3.2, the columns of U form a basis for K. Our next step is to project the original eigenvalue problem (1.1) onto a small subspace where we can extract the required eigenpairs. Unlike the FEAST algorithm where the related matrices A and B are Hermitian and B is positive definite, here we resort to the oblique projection. Namely, to extract the eigenpairs {(λ i ,
, we impose the Petrov-Galerkin condition [3, 24] . Since AK ⊆ BK, we impose the condition as:
with λ i ∈ C and x i ∈ K. From (3.1), we know that the rank of BS (:,1:s) is s. Hence by Lemma 3.2, BU = BS (:,1:s) (S −1 ) (1:s,:) Y is full-rank, which implies that BU forms a basis for BK. Recall that U forms a basis for K, and we seek an x i ∈ K. Therefore (3.9) can be written in matrix form
where y i ∈ C s satisfying x i = U y i . Construct the projected eigenproblem then we have our main theorem. Theorem 3.3.
be s eigenpairs of the projected eigenproblem (3.11). Then
are the eigenpairs of (1.1) located inside Γ.
is the eigenspace of (3.11) corresponding to the eigenvalueλ i , then U Yλ i is the eigenspace of (1.
By (3.10), we have (BU )
are the eigenpairs of (1.1).
Next we want to show that {λ i } s i=1 are exactly the s eigenvalues of (1.1) inside Γ. By (3.7), we can easily verify that
Hence by the definitions in (3.12) and (3.8), we have
Since Thus computing the eigenpairs of (1.1) inside Γ is transformed into computing the eigenpairs of the small s × s projected problem (3.11), which can be solved by standard solvers in LAPACK [3, 11] , such as xGGES and xGGEV [2] .
In order to construct the projected eigenproblem (3.11), the most important task is to compute the matrix U in (3.8). Like FEAST, we obtain U by using the contour integral in (3.6), i.e.
which can be approximated by using for example a Gauss-Legendre quadrature [10] similar to (2.4).
We summarize our above derivation into the following algorithm.
Algorithm 2. Input A, B ∈ C n×n , an i.i.d. random matrix Y ∈ R n×s1 where s 1 ≥ s, a closed curve Γ, a convergence tolerance ǫ, and "max iter" to control the maximum number of iterations. The function "Eigenpairs" computes eigenpairs (λ i , x i ) of (1.1) that satisfies λ i inside Γ and
The results are stored in the vector Λ and the matrix X.
Compute U in (3.14) by a quadrature scheme. 3.
Compute QR decompositions: U = U 1 R 1 and BU = U 2 R 2 .
4.
Form A = U * 2 AU 1 and B = U * 2 BU 1 .
5.
Solve the projected eigenproblem Ay = λ By of size s 1 to obtain eigenpairs
. Set Algorithm 2 faces the same two issues as in the FEAST algorithm. First, the number of columns s 1 of the starting matrix Y should satisfy s 1 ≥ s. This is because if s 1 < s, then rank(U ) < s. As a result, the columns of U cannot form a basis for K. Numerical experiments verify that if s 1 < s, Algorithm 2 indeed cannot find the desired eigenpairs of (1.1) inside Γ. Secondly, since s is unknown a priori, it is hard to decide when to stop the algorithm. In the next section, we will present two strategies to address these two problems, which make our resulting algorithm applicable to practical implementation.
4. The GFEAST Algorithm. In this section, we derive a way to get a good upper bound for s, and the stopping criteria that guarantee all eigenvalues to be captured. Algorithm 3. Input an increasing factor α > 1 and the size p of sample vectors. The function " Search" outputs s 1 , an upper bound of the number of eigenvalues s inside Γ and the projection matrix U 1 ∈ C n×s1 onto K.
Estimating the Number of Eigenvalues inside
Function [U 1 , s 1 ] = Search(A, B, Γ, α, p) 1. Pick Y 0 ∼ N n×p (0, 1) and compute U = 1 2π √ −1 Γ (zB − A) −1 BY 0 dz. 2. Set s 0 = ⌈ 1 p trace(Y * 0 U )⌉ and s ⋆ = min(max(p, s 0 ), n). 3. If s ⋆ > p 4. PickŶ ∼ N n×(s ⋆ −p) (0, 1) and computeÛ = 1 2π √ −1 Γ (zB − A) −1 BŶ dz.
AugmentÛ to U to form
Set s ⋆ = p. 8. End 9. Compute U = U 1 RΠ: the rank-revealing QR decomposition [8] of U . 10. Set s 1 = rank(R). 11. If s 1 < s ⋆ , stop. Otherwise, set p = s 1 , U = U 1 and s ⋆ = ⌈αs 1 ⌉. Then go to Step 3.
We remark that Algorithm 3 can be treated as the first iteration of Algorithm 2 because U 1 from Algorithm 3 is a projection onto K, therefore can be taken as the U in line 2 of Algorithm 2.
The Stopping Criteria.
Although by Algorithm 3 we can obtain an upper bound s 1 for s, the actual value of s is still unknown. Thus Algorithm 2 is still impractical even with s 1 being given. Below we present simple but efficient stopping criteria which can guarantee that all s eigenvalues are captured. It can also give the accuracy that the algorithm have achieved.
In Algorithm 2, there are s 1 eigenvalues being solved in each iteration, and hence s of them are the eigenvalues we sought and (s 1 − s) of them are spurious eigenvalues. Those spurious eigenvalues outside Γ can easily be detected by checking the values of their coordinates. It is only the eigenvalues that are inside Γ that we need special attention. As the iteration progresses, the accuracy of the s desired eigenvalues will improve steadily while the accuracy of the spurious eigenvalues will not. Therefore after some iterations, there will be a gap in the accuracy between the desired eigenvalues and the spurious eigenvalues. Based on this abservation, we choose a tolerance η for detecting the number of desired eigenvalues inside Γ. If after some iterations, there are s ′ eigenvalues inside Γ whose accuracy are smaller than η, and the value of s ′ is unchanged in two consecutive iterations, then we set s = s ′ . In our experiments, we set η = 10 −3 and we can determine s within few iterations.
After determining s, we will continue with the iterations so as to improve the accuracy of the s desired eigenvalues. The algorithm will stop when all s eigenvalues meet the user prescribed tolerance ǫ, see (3.15) . To avoid the situation where ǫ is set too small for the given problem, we will also stop the iterations when (i) the iteration number reaches a prescribed maximum number max iter, or (ii) when the overall accuracy of the s eigenvalues is not improved from one iteration to the next. Since we are monitoring the accuracy of the s desired eigenvalues in each iteration, we will have an estimate of how accurate the s eigenvalues are when the algorithm stops.
More detailed demonstration about the idea behind the stopping criteria will be given in Section 5.
4.3. The Complete GFEAST Algorithm. We now present the complete GFEAST algorithm which is based on Algorithm 2 with the estimate of s and stopping criteria added. Then we discuss some implementation issues pertaining to the algorithm.
Algorithm 4. Input tolerance η for detecting the spurious eigenvalues, and the tolerance ǫ for the accuracy of the eigenpairs. The function " Gfeast" computes all the eigenvalues λ of (1.1) inside Γ and their associated eigenvectors x . The computed λ and x are stored in vector Λ and matrix X respectively. The flag is set to 1 if there are s eigenpairs (λ, x) satisfying (3.15), 0 if the overall accuracy is not improved from one iteration to the next; −1 if the maximum number of iterations max iter is reached. Solve the projected eigenproblem Ay = λ By of size s 1 to obtain eigenpairs
If λ i inside Γ and
Set e(k) = max(r).
13.
If c(k) = c(k − 1) and e(k) < ǫ, output Λ = Λ (k) and X = X (k) , Err = e(k), f lag = 1. Stop. 14.
If c(k) = c(k − 1) and e(k) > e(k − 1), output Λ = Λ
and
End
Below we give some remarks on the algorithm.
1. Since the columns of the matrix U 1 obtained from function Search are orthonormalized, we only need to compute the QR decomposition for BU 1 in line 2. 2. In line 10, we keep only those eigenpairs inside Γ whose accuracy are less than η, and we consider them to be the s desired eigenpairs of (1.1) inside Γ. 3. Lines 13 to 15 are the three stopping criteria. In line 13, we stop when e(k), the overall accuracy of all s desired eigenvalues, is less than ǫ. In line 14, we stop when e(k) is not improved from the (k − 1)th iteration to the kth iteration. In line 15, we stop when the maximum number of iterations is reached. In each iteration, the dominant work is to compute the projection U in line 15. In the case when Γ is a circle, we can compute the contour integral in line 15 by using a q-point Gauss-Legendre quadrature on Γ-just like we did in (2.4) with Y being replaced by U 1 . Accordingly, it requires to solve q generalized shifted linear systems of the form
Like other contour-integral based methods, GFEAST replaces the difficulty of solving the eigenvalue problem (1.1) by the difficulty of solving the linear systems (4.2). One has considerable freedom to choose different approaches to solve (4.2) based on the properties of matrices of interest, such as the Krylov subspace based methods [30, 19, 29] . Since (4.2) are generalized shifted systems with multiple righthand sides, the direct methods, such as the sparse Gaussian LU factorization, are also highly recommended. Notice that once we obtain the LU factors, they can be reused when we solve (4.2) in the subsequent iterations. Moreover, since the quadrature nodes z j , j = 1, . . . , q, are independent, and the columns of the right-hand sides are also independent, the GFEAST algorithm has a good potential to be parallelized.
When Γ is an irregular closed curve, we can choose a circle Γ such that Γ encloses Γ. Then we obtain all eigenpairs inside Γ and then determine the eigenpairs that are indeed inside Γ.
Numerical Experiments.
In this section, we give some numerical experiments to illustrate the efficiency of our proposed GFEAST method for computing the eigenpairs of (1.1) inside a given contour Γ. All computations are carried out in Matlab version R2012b on a MacBook with an Intel Core i5 2.5 GHz processor and 8 GB RAM. The test matrices are from the Matrix Market collection [7] . They are the real-world problems from scientific and engineering applications. The descriptions of these matrices are presented in Table 5 .1, where nnz denotes the number of non-zero entries and their condition numbers are computed by Matlab function cond.
In the numerical comparisons, we assume that the eigenvalues and eigenvectors computed by the Matlab function eig are the accurate ones. We use Gauss-Legendre quadrature rule with q = 16 quadrature points on Γ to compute the contour integrals [10] . As for solving the generalized shifted linear systems of the form (4.2), we first use the Matlab function lu to compute the LU decomposition of A−z j B, j = 1, 2, . . . , q, and then perform the triangular substitutions to get the corresponding solutions.
Experiment 5.1 (Finding an upper bound for s): As stressed in the introduction and in Section 4.1, the information about the number of eigenvalues s inside Γ is crucial to the success of contour-integral based methods-they all need an upper bound s 1 of s to start the program with. In this experiment, we test how accurate the s 1 that our Algorithm 3 gives. In the algorithm, the size p of sample vectors is set as 50, and the increasing factor α is chosen to be 1.5. Table 5 .2 presents the results for the test problems in Table 5 .1. In Table 5 .2, the parameters γ and ρ denote the center and the radius of the circle Γ of each test problem respectively, s denotes the true number of eigenvalues inside Γ as obtained from Matlab (by computing all eigenvalues and restricting onto Γ), s 0 is the initial estimate obtained by the trace formula (see (4.1) or line 2 in Algorithm 3), and s 1 is the upper bound that Algorithm 3 gives.
From Table 5 .2, we see that for the first five well-conditioned problems, the estimates s 0 are good approximations of s though it can underestimate s as in Problem 1. However for the ill-conditioned Problems 6 and 7, s 0 are not good-it underestimates and overestimates s by large margins. However our Algorithm 3 gives quite reasonable upper bounds s 1 in all 7 problems. Experiment 5.2 (Separation of true and spurious eigenvalues): Once we got a good upper bound s 1 of the number of eigenvalues inside Γ, we can separate the (s 1 − s) spurious eigenvalues from the s desired eigenvalues. The idea behind is that the accuracy of the disired eigenvalues will continue to improve as the GFEAST iteration progresses while those of the spurious eigenvalues will not. In our next two experiments, we use the tolerance η = 10 −3 to separate them. Here we test whether this η is reasonable. We remark that the number of eigenvalues with accuracy better than η will improve monotonically with the iteration, and once the number becomes constant in two consecutive iterations, we treat that number as our computed s. The accuracy Table 5 .3 gives the number of GFEAST iterations required to get our computed s with the given η's. We remark that our computed s are exactly the same as the true s computed by Matlab so we did not write them out again in Table 5 . 3 . We see that if η is set too small (e.g. 10 −9 ), not all desired eigenvalues can attain such accuracy and we may not be able to get the true s. However, if η = 10 −3 , then we need only one or two iterations to get the true s. Hence in the following experiments, we set η = 10 −3 . Experiment 5.3 (Stopping criteria of GFEAST): Here we illustrate the convergence behavior of our GFEAST algorithm and explain the stopping criteria we used. We use four different test problems from Table 5.1. Problem 2 serves as a classic testbed for generalized non-Hermitian eigenproblem [3] . The eigenvalues of Problem 3 occur in pairs, and hence the problem is well-known as a difficult eigenproblem [7] . The matrix B of Problem 4 is singular and Problem 6 is ill-conditioned. We remark that the other three problems have similar convergence behavior as these four test problems.
In Fig. 5.1 we plot the maximum error of the s desired eigenvalues Err := max 1≤i≤s r i for the four problems, starting from the iterations where s is first determined to the 10th iteration. (Recall from Table 5.3 that s was determined in the 1st iteration for Problems 3, and in the 2nd iteration for Problems 2, 4 and 6.) We see from Fig. 5.1 that Err decreases monotonically and dramatically in the first few iterations for all test problems. Then it maintains at almost the same level for the first three problems while it rebounds for the ill-conditioned Problem 6.
Thus the stopping criteria in our GFEAST algorithm are (i) when Err in the current iteration is less than a given tolerance ǫ (line 13 in Algorithm 4), (ii) when Err starts to increase again from one iteration to the next (line 14 in Algorithm 4), or (iii) when the maximum number of iterations (line 15 in Algorithm 4) is reached. For example, if we set ǫ = 10 −10 , the algorithm will stop in the sixth iteration for Problem 6, and return the eigenpairs it found in the 5th iteration.
Experiment 5.4 (Comparisons with other methods):
Here we compare our GFEAST method with two other methods both in terms of accuracy and timing.
We first compare GFEAST algorithm with Matlab function eig. We set ǫ = 10 −16 and M ax iter = 10 for GFEAST. The goal is to examine the accuracy that GFEAST can achieve. For all test problems, the GFEAST stopped in Line 14 before reaching M ax iter, and it output the accuracy of the eigenvalues at the iteration where it was stopped.
The comparison of these two solvers are listed in Table 5 .4. It is clear that our GFEAST algorithm can achieve higher accuracy when compared with eig and can find all eigenvalues inside the target regions. In terms of CPU time, except for Problem 1 where the size is small, our GFEAST algorithm run significantly fasterthough we should stress that eig has to compute all eigenvalues while our method computes only those inside Γ. Finally we compare our GFEAST algorithm with a well-known contour-integral based solver, the CIRR algorithm [28] . Here we use the recently developed block version of the CIRR (block-CIRR) [26] and set ǫ = 10 −8 and M ax iter = 10 for both the GFEAST and the block-CIRR. The numerical results are reported in Table 5 . 5 . We see that the block-CIRR algorithm fails for Problems 4, 6 and 7 where we recall that the matrix B of Problem 4 is singular, and Problems 6 and 7 are ill-conditioned. Therefore, we see that the GFEAST is more accurate and stable when compared to the block-CIRR.
However, the block-CIRR always outperforms the GFEAST in terms of timing. The dominant computational cost in each iteration of GFEAST and block-CIRR are the solution of q = 16 linear systems of the form in (4.2) . But the number of righthand sides in the block-CIRR is always set to be small (16 in the tests here), while in the GFEAST, the number of right-hand sides is s 1 ( s). Consequently, the block-CIRR method always requires less CPU time than GFEAST. It is our future project to extend our method also to block form so as to minimize the number of right hand sides. 6. Conclusions. We presented a contour-integral based method, the GFEAST algorithm, for computing the eigenvalues lying inside a contour in the complex plane and their associated eigenvectors. Our method can be considered as a generalization of the FEAST algorithm to the generalized non-Hermitian eigenvalue problems. The numerical experiments illustrated that our GFEAST algorithm is fast and can achieve high accuracy. We also provide a way to estimate an upper bound of the number of eigenvalues inside the contour. The approach can be easily adapted to other contourintegral based algorithms such as CIRR which all require such an estimate apriori before starting their algorithms. Our GFEAST algorithm has a good potential to be parallelized. How to improve its numerical performance, and extend it to nonlinear eigenproblems will be our future work.
