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Nous e´tudions les proprie´te´s me´triques des lignes de niveau des applications diffe´-
rentiables (au sens intrinse`que) de´finies sur le premier groupe d’Heisenberg (H1, d∞),
muni de sa structure sous-riemannienne standard. Nous pre´sentons notamment l’ana-
lyse exhaustive du cas d’une application F ∈ C1H(H1,R2) dont la diffe´rentielle ho-
rizontale DhF est surjective. On de´couvre, en particulier, que les lignes de niveau
d’une telle application peuvent eˆtre de nature rugueuse et ne font pas partie des
”sous-varie´te´s intrinse`ques re´gulie`res”.
Mots-cle´s: groupe d’Heisenberg, diffe´rentiabilite´ horizontale, the´ore`me des fonctions impli-
cites, sous-varie´te´ intrinse`que, mesure de Hausdorff sous-riemannienne, ensemble Reifenberg
plat, courbes verticales, re´gularite´ d’Ahlfors, chemins rugueux, inte´gration de Stieltjes, for-
mule de l’aire, formule de la coaire, EDO sans unicite´.
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1. Introduction
1.1. Motivation et re´sultats principaux
Cet article est consacre´ a` l’e´tude des proprie´te´s me´triques des sous-varie´te´s intrinse`ques dans
le cadre de la ge´ome´trie sous-riemannienne. Nous traitons ici l’exemple de la structure sous-
riemannienne non-triviale la plus simple, c.-a`-d. celui du premier groupe d’Heisenberg H1. Pour
nous, une sous-varie´te´ intrinse`que signifie un ensemble qui co¨ıncide localement avec une ligne de
niveau d’une application diffe´rentiable intrinse`quement dont la diffe´rentielle est surjective, par
analogie avec le the´ore`me classique des fonctions implicites.
Le the´ore`me classique des fonctions implicites dit que localement l’ensemble de niveau G−1(0)
d’une application G ∈ C1(Rn,Rm), G(0) = 0 et dG(0)〈Rn〉 = Rm, peut eˆtre repre´sente´ comme
un graphe (d’une application C1) associe´ a` une de´composition de l’espace tangent en Rn =
Ker dG(0)⊕Rm, ou` la diffe´rentielle dG(0) restreinte au deuxie`me facteur Rm est un isomorphisme.
Si on se place maintenant dans le cadre de la diffe´rentiabilite´ horizontale, on voit apparaˆıtre un
nouveau phe´nome`ne alge´brique propre a` la ge´ome´trie non-commutative. Etant donne´ un mor-
phisme de groupe surjectif L : G → H, il n’est pas toujours possible de trouver ”le deuxie`me
facteur”, c.-a`-d. d’avoir une de´composition G = (KerL) · H en produit (semi-direct) de deux
sous-groupes. Autrement dit, un morphisme L : G→ H dans la suite exacte de groupes
{0} −→ KerL −→ G L−−→ H→ {0}
n’est pas toujours scinde´ (a` la diffe´rence du cas des groupes abe´liens Rn et Rm).
Si, tout de meˆme, la diffe´rentielle horizontale DhF (0) : G → H entre deux groupes de Car-
not est scinde´e, alors le the´ore`me des fonctions implicites a lieu dans sa forme presque classique
[Mag07] (voir the´ore`me 3.3 pour la formulation pre´cise). Les ensembles de niveau correspondants
s’appellent dans ce cas-la` sous-varie´te´s intrinse`ques re´gulie`res selon la terminologie de [FSSC07].
Les varie´te´s intrinse`ques re´gulie`res ont e´te´ surtout beaucoup e´tudie´es en codimension 1 (hyper-
surfaces re´gulie`res), ou` leur re´gularite´ du point de vue de la ge´ome´trie sous-riemannienne a e´te´
e´tablie [FSSC03a, FSSC03b, FSSC07].
Dans le travail pre´sent nous conside´rons l’exemple mode`le le plus simple d’une sous-varie´te´
intrinse`que pour laquelle la diffe´rentielle horizontale en question n’est pas scinde´e et le the´ore`me
3.3 ne s’applique pas. Cet exemple est donne´ par une ligne de niveau de l’application F ∈
C1H(H1,R2) avec DhF surjective. Les re´sultats que nous obtenons sont partiellement re´sume´s
dans
The´ore`me 1.1. Soit F ∈ C1H(H1,R2) telle que F (0) = 0 et DhF (0) est surjective. Alors il existe
un voisinage compact U de l’e´le´ment neutre 0 ∈ H1 tel que les proprie´te´s suivantes sont ve´rifie´es :
1. L’ensemble F−1(0) est ε-Reifenberg plat dans U par rapport au centre de H1 (dit sous-groupe
vertical) avec ε→ 0 uniforme´ment lorsque l’e´chelle se raffine (de´finition 4.11, lemme 4.3).
C’est en fait une caracte´risation locale exacte de F−1(0) au voisinage de 0 (proposition
4.9) ;
2. L’ensemble Γ := F−1(0) ∩ U est un arc simple (appele´ courbe verticale) (corollaire 4.15 du
the´ore`me 4.12) ;
3. La dimension sous-riemannienne de Γ e´gale 2 : dimh Γ = 2 (corollaire 5.12 du lemme 5.3) ;
4. La dimension euclidienne de Γ peut prendre toute valeur dans l’intervalle [1, 2] (lemme
5.29) ;
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5. La ”formule de l’aire” pour la mesure de Hausdorff sous-riemannienne de Γ est donne´e par
H2∞(Γ) =
1
2
S2∞(Γ) = lim inf‖σ‖→0
∑
σ
d∞(Ai, Ai+1)2, (1.1)
ou` σ = {A0 < A1 < . . . < An} de´signe une subdivision ordonne´e de Γ (A0 et An sont les
extre´mite´s de Γ), et ‖σ‖ = max
i
d∞(Ai, Ai+1) (corollaire 5.12 de la proposition 5.9) ;
6. Si, en outre, F ∈ C1,αH (H1,R2), α > 0, (ou meˆme sous des hypothe`ses plus faibles sur la
re´gularite´ de F ), alors la courbe verticale Γ est fortement re´gulie`re au sens d’Ahlfors, et la
formule de l’aire se re´e´crit (quitte a` choisir la bonne orientation)
H2∞(Γ) =
1
2
S2∞(Γ) =
∫
Γ
dz + 2
∫
Γ
x dy − 2
∫
Γ
y dx, (1.2)
ou` il s’agit des inte´grales de Stieltjes (lemme 5.10, proposition 5.18, lemme 5.19) ;
7. Il existe, ne´anmoins, des exemples de courbes verticales Γ1,2 ”rugueuses” telles que
H2∞(Γ1) =∞, H2∞(Γ2) = 0 (exemples 5.36 et 5.37).
Nous obtenons e´galement la formule de la coaire (the´ore`me 6.1) pour les applications F ∈
C1,αH (H
1,R2), α > 0.
Notons que la proprie´te´ 2 a e´te´ re´cemment inde´pendamment obtenue dans [LM10].
Ainsi, la proprie´te´ 7 dit qu’une sous-varie´te´ intrinse`que Γ, qui est ”irre´gulie`re” pour la raison
terminologique, peut, en effet, eˆtre irre´gulie`re du point de vue me´trique. La question naturelle
dans ce contexte est de comprendre si ce phe´nome`ne se produit de fac¸on syste´matique. Autre-
ment dit, est-ce que dans la situation, ou` la diffe´rentielle horizontale (d’une application de classe
C1H entre deux groupes de Carnot) est surjective mais n’est pas scinde´e, des lignes de niveau
correspondant sont toujours de la bonne dimension mais peuvent eˆtre irre´gulie`res (au sens d’Ahl-
fors, par exemple) ? Le cas ou` le groupe de Carnot image est non abe´lien sera certainement plus
intrigant. D’une part, cela ne´cessitera probablement un certain analogue du the´ore`me de prolon-
gement de Whitney pour les applications de classe C1H dont l’image est un groupe non abe´lien.
D’autre part, il se peut que pour une raison de rigidite´ structurelle, toute application de C1H
avec la diffe´rentielle horizontale surjective soit forcement plus re´gulie`re qu’on n’y penserait (un
morphisme, par exemple). On peut se demander s’il existe des groupes de Carnot G et H tels
que l’espace C1H(G,H), quotiente´ par l’action e´vidente des dilatations et translations, posse`de des
points isole´s.
1.2. Description et structure de l’article
Nous commenc¸ons par introduire la notion de groupe de Carnot dans la sous-section 2.1.
Nous concentrons notre attention sur une structure me´trique intrinse`que qui est donne´e sur les
groupes de Carnot par une distance homoge`ne invariante a` gauche (de´finition 2.1). Remarquons
qu’une telle distance sur un groupe de Carnot non-abe´lien n’est pas (bilipschitz) e´quivalente a`
une me´trique riemannienne, meˆme localement. Un exemple privile´gie´ d’une distance intrinse`que
est celui d’une me´trique dite de Carnot-Carathe´odory. Elle est de´finie entre deux points comme
l’infimum de longueurs de courbes horizontales (absolument continues) reliant ces points, ce qui
est naturellement motive´ par la the´orie du controˆle optimal.
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Dans notre e´tude, le choix concret d’une distance intrinse`que ne joue aucun roˆle important.
C’est, d’une part, parce que deux choix diffe´rents donnent toujours deux distances (bilipschitz)
e´quivalentes et, d’autre part, si on veut passer d’une distance a` une autre dans les formules (1.1)
(1.2) il suffit seulement de tenir compte de leur rapport le long de l’axe vertical (remarque 5.14).
Dans la sous-section 2.2 nous pre´sentons le concept de la diffe´rentiabilite´ horizontale (de´finition
2.2) et ainsi que certains re´sultats la concernant qui nous seront utiles dans la suite. Ainsi, nous
utiliserons le the´ore`me de prolongement de Whitney (the´ore`mes 2.4, 2.5) pour caracte´riser de
manie`re re´versible les courbes verticales (condition (4.1) et remarque 4.3) et pour en construire
des exemples avec des proprie´te´s de´sire´es par la suite.
Dans la section 3 nous pre´sentons un survol de certains aspects de la the´orie des hypersurfaces
H1-re´gulie`res qui est base´ sur les travaux [FSSC03b, FSSC07, ASCV06]. On rappelle d’abord le
the´ore`me des fonctions implicites (le cas de la diffe´rentielle horizontale scinde´e ; the´ore`me 3.3)
qui nous met en contexte ge´ne´ral ou` e´mergent les surfaces intrinse`ques re´gulie`res. Parmi elles,
c’est notamment le cas des hypersurfaces (en codim = 1) qui a e´te´ le plus e´tudie´ (the´ore`me 3.4,
de´finition 3.5). Ceci est duˆ non seulement a` sa simplicite´ en comparaison avec les cas de codi-
mension plus grande, mais aussi a` l’importance des hypersurfaces dans un the´ore`me de structure
des ensembles de pe´rime`tre fini (voir [FSSC03a] pour le cas des groupes de profondeur m = 2 ;
[AKD08] pour un progre`s re´cent dans le cas ge´ne´ral).
Dans la sous-section 3.2 nous donnons, en particulier, une nouvelle de´monstration e´le´mentaire
du fait qu’une surface H1-re´gulie`re est feuillete´e par des courbes horizontales de classe C1 or-
thogonales a` la normale horizontale (lemme 3.8). Ceci est un ingre´dient indispensable pour les
conside´rations de la partie 4.3.2. A la diffe´rence de celle dans [BC10], notre approche permet d’ob-
tenir ce fait directement sans passer par un re´sultat (tre`s remarquable, d’ailleurs) de Dafermos
[Daf06] sur des e´quations quasi-line´aires.
Le lemme 3.10 dans la sous-section 3.3 fournit la description ge´ome´trique de la forme approxi-
mative de l’intersection des boules me´triques avec une surface H1-re´gulie`re.
Dans la section 4 nous nous lanc¸ons dans l’e´tude des lignes de niveau d’une application F ∈
C1H(H1,R2), F (0) = 0, avec DhF surjective.
En premier lieu, nous donnons un crite`re me´trique (dit ”condition de Whitney” (4.1), re-
marque 4.3) pour qu’un ensemble compact E soit contenu dans une ligne de niveau de F . Ce
crite`re dit, grosso modo, que l’ensemble E en tout point doit eˆtre tangent (au sens de dilata-
tions homoge`nes) a` l’axe vertical Oz. Il est important de noter que les valeurs de la diffe´rentielle
horizontale DhF prises sur F
−1(0) n’ont aucune conse´quence sur l’ensemble F−1(0) (de fac¸on
informelle : ”la diffe´rentielle horizontale ne capte pas le comportement vertical des ensembles de
niveau”). En effet, pourvu que DhF soit surjective sur F
−1(0), on peut toujours trouver une
autre application F˜ ∈ C1H(H1,R2) telle que (au moins localement) F−1(0) ⊂ F˜−1(0) et, par
exemple, DhF˜ F
−1(0) = Id ◦pi soit l’identite´ sur le plan horizontal. En particulier, la re´gularite´
de DhF F
−1(0) ne dit absolument rien sur la re´gularite´ de F−1(0) (a` la diffe´rence de la re´gularite´
de DhF au voisinage de F
−1(0)). C’est un phe´nome`ne nouveau meˆme pour la ge´ome´trie sous-
riemannienne, car, la re´gularite´ d’une surface H1-re´gulie`re se refle`te dans la re´gularite´ de sa
normale horizontale [BSC10]. Cela ne laisse pas d’espoir d’avoir une expression de la mesure
H2∞ F−1(0) (formule de l’aire) qui ferait intervenir de fac¸on non-triviale les valeurs DhF F−1(0)
(comparer avec le cas euclidien ou le cas des hypersurfaces re´gulie`res sous-riemanniennes).
Comme le noyau KerDhF = Oz n’admet pas de groupe comple´mentaire dans H1, il n’existe
donc pas de graphe intrinse`que associe´ (de´finition 3.2). Par conse´quent, meˆme le parame´trage
local de l’ensemble F−1(0) est un proble`me nouveau non-trivial. La strate´gie qui consisterait a`
couper F−1(0) par des surfaces lisses feuilletant l’espace (qu’on se donne a` l’avance) ne peut
re´ussir a` la diffe´rence du cas ou` la diffe´rentielle est scinde´e. En effet, on peut montrer que pour
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toute surface S de classe C1, on peut trouver un exemple de F telle que localement S contient
plusieurs points de F−1(0). Pour ce faire, il suffit de se placer au voisinage d’un point ou` la
distribution horizontale n’est pas tangente a` la surface et d’utiliser la condition de Whitney.
Pour surmonter cette difficulte´ on fait appel a` la the´orie du parame´trage de Reifenberg des
ensembles plats (voir [Rei60, DKT01, DT99] pour certains aspects de cette the´orie dans Rn).
On de´montre d’abord par un argument topologique qui fait intervenir le degre´ d’une application
continue [Llo78] que la projection de l’ensemble F−1(0) sur l’axe Oz est surjective au voisinage
de 0. Ce fait combine´ avec la condition de Whitney conduit a` ce que F−1(0) est ε-Reifenberg plat
par rapport a` l’axe Oz (de´finition 4.11), ou` ε→ 0 uniforme´ment lorsque l’e´chelle devient de plus
en plus fine (lemme 4.7). Une simple re´e´criture de la condition de Whitney implique que c’est en
fait une caracte´risation locale exacte de F−1(0) (proposition 4.9). On de´montre ensuite (the´ore`me
4.12) un analogue du the´ore`me du parame´trage de Reifenberg adapte´ a` notre situation. Graˆce au
fait que la dimension topologique du noyau KerDhF = Oz e´gale 1, la preuve s’obtient facilement
par un algorithme dyadique qui consiste a` chercher a` chaque e´tape un point ”quelque part au
milieu” entre deux points obtenus a` l’e´tape pre´ce´dente. Nous en de´duisons ainsi que F−1(0) est
localement un arc simple. Ce re´sultat est avant tout topologique, car le parame´trage obtenu de
F−1(0) est encore plus ”implicite” (vu l’absence de graphe ade´quat) que dans le the´ore`me usuel
des fonctions implicites.
Une autre approche du parame´trage de F−1(0) consiste a` regarder F−1(0) comme une in-
tersection de deux surfaces H1-re´gulie`res qui se coupent transversalement, c.-a`-d. leur normales
horizontales sont line´airement inde´pendantes (sous-section 4.3, a` comparer avec [LM10]). Ceci
entraˆıne (graˆce au lemme 3.8) que toute courbe horizontale sur une surface rencontre l’autre sur-
face en exactement un point. On aimerait bien alors parame´trer l’ensemble d’intersection par des
courbes horizontales. Le proble`me ici est que les courbes horizontales sur une surface H1-re´gulie`res
sont engendre´es par un champ de vecteurs (non-singulier) qui n’est pas lipschitz re´gulier. Par
conse´quent, plusieurs de ses trajectoires peuvent passer par un point donne´. Ne´anmoins, il est
possible de re´gler ce proble`me en choisissant une sous-famille ordonne´e de trajectoires (de´finition
4.19) qui, munie de la topologie uniforme, est home´omorphe a` un intervalle (the´ore`me 4.21).
Cette sous-famille est appele´e ”flot sans pe´ne´tration” par analogie avec la me´canique de fluides.
Cette me´thode de se´lection du flot continu (analogue, en fait, a` celle dans [Wei02]) peut eˆtre vue
comme un substitut du the´ore`me de redressement d’un champ de vecteurs non-singulier qui est
seulement continu. Malheureusement, elle ne s’applique qu’en dimensions 1 et 2 essentiellement ;
son extension a` des dimensions plus grandes est probablement impossible. Or, la question qui
nous inte´resse dans ce contexte, c’est plutoˆt la topologie d’un ensemble transverse aux trajectoires
(voir proble`me topologique 4.24), et elle est encore plus de´licate.
Tout au long de la section 5 nous discutons les proprie´te´s me´triques d’une courbe verticale Γ =
F−1(0)∩U (de´finition 4.16). La premie`re observation est que la courbe Γ traverse la distribution
de plans horizontaux (la structure de contact) toujours dans un seul sens (5.1). Cela avec la
condition de Whitney entraˆıne que la distance intrinse`que au carre´ d2∞ est une quasi-me´trique
plate sur Γ (remarque 5.1, condition 5.4).
Nous passons ensuite quelque temps a` regarder dans le contexte abstrait les courbes λ munies
de quasi-me´triques plates κ (sous-section 5.1). En particulier, nous de´duisons la dimension de
Hausdorff de ces courbes (dimκ λ = 1, proposition 5.3) et une formule ge´ne´rale pour la mesure
de Hausdorff H1κ λ (proposition 5.9). Nous donnons e´galement une condition suffisante pour
la re´gularite´ au sens d’Ahlfors de la mesure H1κ λ (remarque 5.5). Cette condition s’ave`re eˆtre
assez forte : elle garantit, en outre, que la mesure H1κ λ peut eˆtre calcule´e en terme de l’inte´grale
abstraite de Stieltjes (lemme 5.10, lemme 5.11). L’estime´e des sommes de Stieltjes implique que
la mesure H1κ d’un intervalle sur λ est asymptotiquement e´gale a` son diame`tre (formules (5.7) et
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proposition 5.2).
De cette dernie`re conside´ration nous de´duisons des conse´quences pour les courbes verticales
(corollaire 5.12, proposition 5.18). Il est clair aussi que la re´gularite´ supple´mentaire de F ame´liore
la re´gularite´ de ses lignes de niveau (lemme 5.19, corollaire 5.20). A titre d’exemple, nous ca-
racte´risons les lignes de niveau des applications F ∈ C1,αH (H1,R2), α > 0, comme des rele`vements
verticaux (de´finition 5.25, lemme 5.27) de courbes 1+α2 -ho¨lderiennes planaires. Nous utilisons
e´galement l’ide´e du rele`vement vertical des courbes fractales pour construire des courbes verti-
cales de dimension euclidienne β pour tout β ∈ [1, 2] (lemme 5.29).
En revanche, sans hypothe`se de la re´gularite´ supple´mentaire sur F , ses lignes de niveau ne sont
pas forcement re´gulie`res. Dans la section 5.3 nous construisons des exemples de courbes verticales
Γ1,2 avec H2∞(Γ1) = ∞ et H2∞(Γ2) = 0. En particulier, elles ne sont pas 2-Ahlfors re´gulie`res.
Remarquons que si H2∞(Γ) = ∞ pour une courbe verticale Γ, alors l’aire de Le´vy, calcule´e le
long de sa projection pi(Γ) sur le plan horizontal, est infinie. L’aire de Le´vy signifie ici l’inte´grale∫
x dy − y dx comprise au sens de Stieltjes ; pour prendre la limite on conside`re ainsi (notation
5.17) le filtre de toutes les subdivisions (avec le pas maximal de´croissant) sur une courbe et pas
seulement celui de subdivisions dyadiques, par exemple (comparer avec le cas du mouvement
brownien). La construction des exemples irre´guliers (lemme 5.34) s’inspire notamment de la
the´orie de chemins rugueux qui a connu un de´veloppement majeur ces dernie`res anne´es (on
renvoie le lecteur a` [LQ02, LCL07] pour ses fondements). Pour re´aliser cette construction nous
avons besoin des estimations pre´cises des sommes de Stieltjes associe´es a` l’aire de Le´vy pour
les courbes 12 -ho¨lderiennes (
1
2 est un exposant critique ici ; voir the´ore`me A.2, proposition 5.21,
remarque 5.22). On obtient ces estimations (5.20)(5.21) dans le cas particulier des courbes qui
sont donne´es comme des se´ries de Fourier lacunaires (5.16)(5.18) (voir aussi [Lyo91]).
A titre d’application de l’e´tude des courbes verticales, dans la section 6 nous de´montrons la
formule de la coaire (6.2) pour les applications F ∈ C1H(H1,R2) sous une hypothe`se de re´gularite´
supple´mentaire de ses lignes de niveau (the´ore`me 6.1). Il est inte´ressant de comprendre si cette
formule est valable sans hypothe`se de re´gularite´ supple´mentaire.
Remerciement. Je tiens a` remercier profonde´ment Pierre Pansu pour les discussions scienti-
fiques autour du sujet conside´re´ ainsi que pour son soutien constant tout au long de ce travail.
Je remercie e´galement Guy David qui m’a fait de´couvrir des aspects importants de la the´orie de
parame´trage de Reifenberg.
2. Notions de base et notations
2.1. Groupe de Carnot
Un groupe de Carnot [FS82] est un groupe de Lie nilpotent G, connexe et simplement connexe,
dont l’alge`bre de Lie g est stratifie´e, c.-a`-d. se de´compose en somme directe g = V1 ⊕ . . . ⊕
Vm, dimV1 ≥ 2, d’espaces vectoriels tels que [V1, Vi] = Vi+1 pour 1 ≤ i ≤ m−1 et [V1, Vm] = {0}.
Les vecteurs appartenant a` V1 s’appellent horizontaux a` la diffe´rence des vecteurs n’y appartenant
pas appele´s verticaux. La distribution horizontale HG associe´e est le sous-fibre´ de TG de´fini par
HgG = (τg)∗(V1), ou` τg(h) = gh est une translation a` gauche. L’entier m est appele´ la profondeur
de groupe de Carnot. On rappelle
The´ore`me. Soit G un groupe de Lie, connexe, simplement connexe et nilpotent. Alors l’appli-
cation exponentielle exp : g→ G est un diffe´omorphisme global.
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Graˆce a` la graduation, on de´finit sur l’alge`bre de Lie g le groupe multiplicatif d’automorphismes
a` un parame`tre {δt}t>0 qu’on appellera les dilatations :
pour X ∈ Vi on a δt(X) = tiX.
Par le biais de l’application exponentielle exp : g → G, on transmet l’action de {δt}t>0 sur
G en gardant la meˆme notation. Ainsi, G est-il e´galement un espace homoge`ne de dimension
topologique N =
m∑
i=1
dimVi et de dimension homoge`ne Q =
m∑
i=1
i dimVi. La mesure de Lebegue µ
sur RN transporte´e via exp est une mesure de Haar biinvariante sur G et d(δtµ) = tQdµ.
De´finition 2.1. Une norme homoge`ne ρ est une fonction continue sur G, qui satisfait les pro-
prie´te´s suivantes :
– ρ(x) ≥ 0, ρ(x) = 0 si et seulement si x = e (l’e´le´ment neutre) ;
– ρ(x−1) = ρ(x), ρ(δt(x)) = tρ(x), t > 0 ;
– l’ine´galite´ triangulaire ge´ne´ralise´e : ρ(xy) ≤ c(ρ(x) + ρ(y)), c ≥ 1.
A partir d’une norme homoge`ne ρ, on construit la distance homoge`ne dρ sur G : on pose dρ(x, y) =
ρ(y−1x) pour tous x, y ∈ G. La distance homoge`ne (c.-a`-d. dρ(δtx, δty) = tdρ(x, y), t > 0) est
invariante par translations a` gauche dρ(zx, zy) = dρ(x, y).
Remarque. Si c = 1 dans la de´finition de ρ, alors la distance homoge`ne dρ est une vraie me´trique,
tandis qu’en ge´ne´ral dρ est seulement une quasi-me´trique.
Remarque. Si dρ est une me´trique sur G, alors diamρBρ(x, r) = 2r [FSSC03a], ou` Bρ(x, r) =
{y ∈ G | dρ(x, y) < r} est une boule ouverte en distance dρ.
Remarque. Deux normes homoge`nes, ρ′ et ρ, de´finies sur G sont toujours e´quivalentes [FS82] : il
existe des constantes c1 et c2 telles que 0 < c1 ≤ ρ′(x)/ρ(x) ≤ c2 <∞ pour tout x ∈ G \ {e}.
Proposition ([FS82]). Quelle que soit une me´trique riemannienne driem sur G, pour chaque
partie compacte K de G il existe deux constantes positives C1 et C2 telles que pour tous x, y ∈ K
on a l’estimation suivante :
C1driem(x, y) ≤ dρ(x, y) ≤ C2driem(x, y) 1m .
En particulier, les topologies de´finies par dρ et d co¨ıncident.
Mesure de Hausdorff. On se place dans l’espace quasi-me´trique (X, d). Par diamE = sup{d(x, y) |
x, y ∈ E} on note le diame`tre d’un ensemble E ⊂ X. Soit 0 ≤ k ∈ R ; pour ε > 0 et un ensemble
E ⊂ X on de´finit
Hkε (E) = inf
{ ∞∑
i=1
(diamEi)
k | E ⊂
∞⋃
i=1
Ei, diamEi ≤ ε
}
,
Skε (E) = inf
{ ∞∑
i=1
(diamEi)
k | E ⊂
∞⋃
i=1
Ei, diamEi ≤ ε, Ei est une boule
}
.
De´finition. On de´finit la mesure de Hausdorff k-dimensionnelle Hk de E comme Hk(E) =
lim
ε→0+
Hkε (E) = sup
ε>0
Hkε (E), ainsi que la mesure de Hausdorff k-dimensionnelle sphe´rique Sk de E
comme Sk(E) = lim
ε→0+
Skε (E) = sup
ε>0
Skε (E).
Les deux mesures, Hk et Sk, sont des mesures (exte´rieures) re´gulie`res sur G et comparables
entre elles. On appelle dimension de Hausdorff de E le nombre
dimE = sup{k | Hk(E) =∞} = inf{k | Hk(E) = 0}.
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Groupes d’Heisenberg. Le n-e`me groupe d’Heisenberg Hn est un groupe de Carnot de dimen-
sion topologique N = 2n+ 1 dont l’alge`bre de Lie de profondeur m = 2 : h = V1 ⊕ V2. Ici V1 est
de dimension 2n, il est engendre´ par les vecteurs X1, . . . , Xn, Y1, . . . , Yn, tandis que dimV2 = 1
et V2 = span{Z}. La dimension homoge`ne de Hn e´gale donc Q = 2n+ 2. Les seules relations de
commutation non-triviales sont donne´es par [Xj , Yj ] = −4Z. Par la formule de Baker-Campbell-
Hausdorff on obtient l’ope´ration de groupe sur Hn = R2n+1 = Rn × Rn × R : xy
z
 x′y′
z′
 =
 x+ x′y + y′
z + z′ + 2(x′, y)Rn − 2(x, y′)Rn
 .
L’action des dilatations est donne´e par δt(x, y, z) = (tx, ty, t
2z). On note aussi pi(x, y, z) := (x, y)
la projection sur le plan horizontal. Dans tout ce qui suit nous utiliserons la norme homoge`ne
suivante sur Hn :
ρ∞(x, y, z) = max{
√
‖x‖2 + ‖y‖2, |z|1/2},
ou` ‖ · ‖ signifie la norme euclidienne. Par un calcul direct on peut montrer que la distance
engendre´e, note´e d∞, est en fait une me´trique. Les mesures de Hausdorff construites a` partir de
d∞ serons note´es Sk∞ et Hk∞. La dimension de Hausdorff correspondante sera note´e dimhE pour
E ⊂ Hn. Les champs de vecteurs invariants a` gauche sont
Xi(x, y, z) =
∂
∂xi
+ 2yi
∂
∂z
, Yi(x, y, z) =
∂
∂yi
− 2xi ∂
∂z
,
Z(x, y, z) =
∂
∂z
= −1
4
[Xi, Yi], i = 1, . . . , n.
2.2. Diffe´rentiabilite´ horizontale
Homomorphisme homoge`ne
De´finition. Soit G1 et G2 — deux groupes de Carnot avec les dilatations respectives δ1t et δ2t .
L’homomorphisme continu L : G1 → G2 est dit homoge`ne (ou horizontal), si L ◦ δ1t = δ2t ◦L pour
tout t > 0.
A un morphisme continu de groupes de Carnot L : G1 → G2 correspond un morphisme
d’alge`bres de Lie L = exp−12 ◦L ◦ exp1 : g1 → g2. Dans le cas d’un homomorphisme homoge`ne L,
L(V 11 ) ⊂ V 21 .
Le noyau d’un homomorphisme homoge`ne KerL = K est un sous-groupe distingue´ homoge`ne
dans G1. De meˆme, Ker L = K est un ide´al homoge`ne dans g1. L’ensemble est dit homoge`ne
s’il est pre´serve´ par l’action des dilatations {δt}t>0. On remarque qu’un sous-espace homoge`ne
W ⊂ g admet une de´composition en somme directe : W = (W ∩ V1)⊕ . . .⊕ (W ∩ Vm).
Notion de de´rive´e horizontale. Nous introduisons la notion de diffe´rentiabilite´ bien adapte´e a`
la me´trique interne, originalement due a` P. Pansu.
De´finition 2.2 ([Pan89]). Soit f : G1 → G2 une application entre des ouverts de deux groupes
de Carnot, (G1, d1) et (G2, d2), munis de distances homoge`nes. L’application f est appele´e hori-
zontalement diffe´rentiable en x ∈ G1, s’il existe un homomorphisme horizontal L tel que
d2
(
f(x)−1f(xh), L(h)
)
= o(d1(h, e)) lorsque h→ 0.
Si c’est le cas, L est note´ par Dhf(x) et appele´ la diffe´rentielle horizontale de f en x.
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Remarque. L’espace des homomorphismes horizontaux Homh(G1,G2) entre G1 et G2 est muni
naturellement d’une structure de groupe et de la norme
‖L‖ = sup
A∈G1\e1
d2(L(A), e2)
d1(A, e1)
.
Si f est diffe´rentiable en tout point d’un ouvert Ω et sa diffe´rentielle Dhf(x) de´pend con-
tinuˆment de x, alors l’application f est dite horizontalement continuˆment diffe´rentiable sur Ω.
La classe de ces applications est note´e C1H(Ω,G2), ou en abre´ge´ C1H , si le contexte de´termine
sans ambigu¨ıte´ les espaces de de´part et de d’arrive´e. Comme dans la situation classique, la
re`gle de de´rivation des fonctions compose´es est ve´rifie´e pour des applications de classe C1H , ainsi
que les autres re`gles arithme´tiques. On remarque aussi qu’une application de classe C1H entre
deux groupes de Carnot est localement lipschitzienne en distances homoge`nes. Pour de´signer les
applications de C1H on utilise e´galement le terme horizontale ou de contact.
Crite`re en termes des de´rive´es partielles horizontales. Nous pre´sentons l’analogue du the´ore`me
classique qui dit que la continuite´ des de´rive´es partielles entraˆıne la diffe´rentiabilite´ continue (voir
[Vod07], par exemple).
The´ore`me. Soit f : G1 → G2 une application entre deux groupes de Carnot. Alors f ∈
C1H(Ω,G2) si et seulement si pour tout champ de vecteur X ∈ HH1 horizontal invariant a` gauche
la de´rive´e partielle Xf(x) = ddt [exp(tX)(x)]t=0 est continue sur Ω et pour tout x ∈ Ω le vecteur
Xf(x) appartient a` la distribution horizontale de G2 au point f(x) : Xf(x) ∈ Hf(x)G2.
Dans les coordonne´es choisies ci-dessus sur le groupe H1 ∼= R3, la diffe´rentielle horizontale pour
f ∈ C1H(H1,R) s’e´crit
Dhf(A)(vx, vy, vz) = vxXf(A) + vyY f(A) = ∇H1f(A) · pi(v),
ou` on note par ∇H1f(A) :=
(
Xf(A), Y f(A)
)
le gradient horizontal de f en A.
Il sera utile de se rappeler aussi la ge´ne´ralisation du the´ore`me classique de Lagrange.
The´ore`me 2.3 (de Lagrange [FS82]). Pour f ∈ C1H(H1,R) l’ine´galite´ suivante est ve´rifie´e pour
tous A,B ∈ H1.
|f(A)− f(B)−Dhf(B)(B−1A)| ≤
≤ Cd∞(A,B)
(‖Xf(·)−Xf(B)‖∞, B∞(B,r) + ‖Y f(·)− Y f(B)‖∞, B∞(B,r)),
ou` B∞(B, r) de´signe une boule en me´trique d∞ de centre B et de rayon r = cd∞(A,B), c, C <∞.
De´finition. On dit qu’une application l : (X, dX)→ (Y, dY ) entre deux espaces quasi-me´triques
est Ho¨lder continue d’exposant β > 0, et on note l ∈ Hβ(X,Y ), si
‖l‖Hβ := sup
dX(a,b)>0
dY (l(a), l(b))dX(a, b)
−β <∞.
On dit que l ∈ hβ(X,Y ) si pour tout ensemble compact K b X
sup
0<dX(a,b)<δ,
a,b∈K
dY (l(a), l(b))dX(a, b)
−β → 0 quand δ → 0.
De´finition. On notera C1,αH (H
1;R), 0 < α < 1, l’espace des fonctions horizontalement de´rivables
dont la diffe´rentielle horizontale satisfait pour une certaine constante M et tous A,B ∈ H1
‖Dhf(A)−1Dhf(B)‖ ≤Md∞(A,B)α.
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The´ore`mes de prolongement de Whitney. Il s’agit de prolonger une application scalaire diffe´-
rentiable initialement donne´e sur un ensemble ferme´ en une application de´finie sur l’espace tout
entier. Nous formulons ici ce the´ore`me pour le groupe d’Heisenberg H1.
The´ore`me 2.4 ([VP06]). Soit F ⊂ H1 un ensemble ferme´. Supposons que f : F → R et
k : F → Homh(H1,R) sont continues. On pose
R(A,B) := f(A)− f(B)− k(A)(B−1A),
et pour un ensemble compact K ⊂ F on de´finit
ρK(ε) := sup
{ |R(A,B)|
d∞(A,B)
| A,B ∈ K, 0 < d∞(A,B) < ε
}
.
Si ρK(ε) → 0 quand ε → 0+ quel que soit un ensemble compact K ⊂ F , alors il existe une
fonction f˜ ∈ C1H(H1,R) telle que f˜|F = f et Dhf˜|F = k.
Nous aurons e´galement besoin du the´ore`me de prolongement de Whitney avec le controˆle sur
le module de continuite´ des de´rive´es horizontales. Nous utiliserons en particulier ce re´sultat pour
le module de continuite´ de Ho¨lder.
The´ore`me 2.5 ([VP06]). Soit K ⊂ H1 un ensemble compact. On se donne 0 < α < 1, f : K → R
et k : K → Homh(H1,R) tels que pour tous A,B ∈ K
‖k(A)−1k(B)‖ ≤Md∞(A,B)α, |R(A,B)| ≤Md∞(A,B)1+α.
Alors il existe une fonction f˜ ∈ C1,αH (H1,R) telle que f˜|K = f , Dhf˜|K = k et
‖Dhf˜(A)−1Dhf˜(B)‖ ≤ CMd∞(A,B)α
pour tous A,B ∈ H1, ou` C est une constante universelle.
3. Les surfaces H1-re´gulie`res
3.1. The´ore`me des fonctions implicites
De´finition 3.1 (Factorisation des groupes de Carnot). Soit N/G un sous-groupe homoge`ne. Un
sous-groupe homoge`ne H /G est dit comple´mentaire a` N si G est un produit semi-direct de N et
H, c.-a`-d. N ∩H = e et tout e´le´ment g ∈ G peut s’e´crire g = nh, ou` n ∈ N et h ∈ H.
De´finition 3.2 (de graphe intrinse´que re´gulier [FSSC07]). Etant donne´e une factorisation G =
N ·H en produit semi-direct des sous-groupes homoge`nes, et N est normal, le graphe intrinse`que
re´gulier associe´, qui est engendre´ par une application φ : Ω ⊂ N→ H, est un ensemble
Sφ = {nφ(n) | n ∈ Ω} ⊂ G.
The´ore`me 3.3 (des fonctions implicites [Mag07]). Soit Ω ⊂ G1 un ensemble ouvert et f ∈
C1H(Ω,G2). Supposons que la diffe´rentielle horizontale Dhf(a0) : G1 → G2, a0 ∈ Ω, est surjective.
On suppose en outre que le noyau N = KerDhf(a0) admet un groupe comple´mentaire H (on a
donc une de´composition associe´e a0 = n0h0). Alors il existe un voisinage UN de n0 dans N, un
11
voisinage UH de h0 dans H tels que localement la ligne de niveau f−1(f(a0)) s’e´crit comme un
graphe intrinse`que re´gulier engendre´ par une unique application continue ϕ : UN → UH, c.-a`-d.
f−1
(
f(a0)
) ∩ UNUH = {nϕ(n) | n ∈ UN}.
De plus, il existe une constante C telle que
dρ
(
ϕ(n), ϕ(n′)
) ≤ Cdρ(nϕ(n′), n′ϕ(n′)).
En particulier, l’application ϕ est de classe de Ho¨lder d’exposant
1
m
par rapport a` la distance dρ
sur UH et a` une norme euclidienne ‖ · ‖ sur UN, ou` m est la profondeur de G1.
On voit que dans le cas de la factorisation, H est isomorphe a` G2 ' G1/N. Donc, en particulier,
H lui-meˆme est un sous-groupe de Carnot de G1. On constate ainsi qu’en ge´ne´ral la condition de
la factorisation ne se re´alise que dans des cas assez spe´ciaux.
Hypersurfaces sous-riemanniennes. Le cas le plus simple et le plus e´tudie´ auquel le the´ore`me
3.3 s’applique est celui d’une application scalaire f : G → R. Si Dhf(a0) est surjective, alors il
suffit de prendre un e´le´ment a /∈ KerDhf(a0) et de´finir H comme e´tant le sous-groupe engendre´
par a. Autrement dit, il existe un champ de vecteurs horizontal X tel que Xf(a0) 6= 0. Par
conse´quent, localement l’application f est strictement monotone le long des lignes inte´grales du
champs X.
The´ore`me 3.4 (des fonctions implicites en codim = 1 [FSSC03b]). Soit Ω ⊂ G un ensemble
ouvert, 0 ∈ Ω, ou` on identifie G ∼= RN via les coordonne´es exponentielles. Soit f ∈ C1H(G,R)
telle que f(0) = 0 et X1f(0) > 0. On note Iδ = {ξ = (ξ2, . . . , ξN ) ∈ RN−1, |ξi| < δ}. Il existe un
voisinage U ⊂ Ω de 0, δ > 0, et une fonction continue φ : Iδ → R tels que
f−1(0) ∩ U = {Φ(ξ) := exp(φ(ξ)X1)(0, ξ) | ξ ∈ Iδ}.
En outre, il existe s : f−1 ∩ U → R une fonction bore´lienne, 1c ≤ s ≤ c pour c > 1, telle que la
formule suivante est ve´rifie´e
∫
Iδ
√∑dimV1
i=1 |Xif ◦ Φ(ξ)|2
X1f ◦ Φ(ξ) dL
N−1(ξ) =
∫
f−1(0)∩U
s dSQ−1ρ ,
ou` les champs de vecteurs horizontaux invariants a` gauche {X1, . . . , XdimV1} forment une base
de HG.
De´finition 3.5 ([FSSC03b, FSSC07]). L’ensemble S ⊂ G est appele´ hypersurface re´gulie`re sous-
riemannienne (ou G-hypersurface) s’il est donne´ localement au voisinage de tout point comme
une ligne de niveau f−1(0) d’une application f ∈ C1H(G,R) dont la diffe´rentielle Dhf ne s’annule
pas. On note νS(p) la normale horizontale vers S en point p ∈ S, c.-a`-d. le vecteur qui est donne´
localement par
νS(p) := − 5Gf(p)‖ 5G f(p)‖p , 5Gf(p) :=
(
X1f(p), . . . , XdimV1f(p)
)
.
Ici la norme ‖ · ‖p est induite par un produit scalaire sur HpG qui rend {X1(p), . . . , XdimV1(p)}
orthonormaux. Remarquons que selon la de´finition νS peut eˆtre toujours choisie continue sur S.
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3.2. Parame´trage des surfaces H1-re´gulie`res
Notations et premie`res proprie´te´s. Soit S une surface H1-re´gulie`re qui est localement donne´e
par la ligne de niveau f−1(0) d’une application scalaire f ∈ C1H(H1,R) telle que Xf(0) 6= 0 et
f(0) = 0. En vertu du the´ore`me des fonctions implicites, nous supposons que S est un X-graphe
intrinse`que re´gulier, c.-a`-d.
S := f−1(0) ∩ U = {exp (φ(y, z)X)(0, y, z) | (y, z) ∈ Ω ⊂ R2} ,
ou` U est un voisinage de 0 ∈ H1 et l’application scalaire continue φ : Ω → R satisfait certaines
conditions sur un ouvert Ω que l’on pre´cisera. On note l’application
Φ(y, z) := exp
(
φ(y, z)X
)
(0, y, z) = (0, y, z)(φ(y, z), 0, 0) =
(
φ(y, z), y, z + 2φ(y, z)y
)
,
qui est en fait l’home´omorphisme de Ω sur son image S. L’ope´ration de groupe s’e´crit pour les
points du graphe
Φ(y1, z1)
−1Φ(y2, z2) =
 φ(y2, z2)− φ(y1, z1)y2 − y1
z2 − z1 + 2(y2 − y1)
(
φ(y1, z1) + φ(y2, z2)
)
 .
Pour la distance d’Heisenberg induite sur le graphe on gardera la meˆme notation : pour A =
(y1, z1), B = (y2, z2) ∈ Ω on aura
d∞(A,B) = max{
√
|φ(B)− φ(A)|2 + |y2 − y1|2, |z2 − z1 + 2(y2 − y1)(φ(B) + φ(A))| 12 }.
On de´finit e´galement une fonction dφ : Ω
2 → [0,∞] : pour A,B ∈ Ω on pose
dφ(A,B) = max{|y2 − y1|, |z2 − z1 + 2(y2 − y1)(φ(B) + φ(A))|
1
2 }.
La diffe´rentiabilite´ horizontale continue de f se traduit sur S comme
φ(y2, z2)− φ(y1, z1)− w(B)(y2 − y1) = o(d∞(A,B)),
ou` le petit-o est uniforme sur chaque partie compacte de Ω, et w(B) = − Y f
Xf
◦Φ(B) une notation
qu’on gardera par la suite.
On peut en de´duire
Lemme 3.6 (proprie´te´s de φ [ASCV06]). La fonction dφ est une quasi-me´trique sur Ω qui est
localement e´quivalente a` la distance induite d∞, c.-a`-d. elle est bi-lipschitzienne par rapport a`
l’autre sur tout Ω′ b Ω. En outre, l’application φ satisfait
|φ(y2, z2)− φ(y1, z1)| = O(dφ(A,B)),
|φ(y2, z2)− φ(y1, z1)| = o(|A−B| 12 ), (3.1)
φ(y2, z2)− φ(y1, z1)− w(B)(y2 − y1) = o (dφ(A,B)) , (3.2)
ou` les ”o” et ”O” sont uniformes sur tout Ω′ b Ω.
Remarque 3.7. L’application φ ”he´rite” de la re´gularite´ euclidienne de f . Par exemple, si f est
α-Ho¨lder au sens euclidien, alors φ l’est aussi.
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De´monstration. Pour A,B ∈ Ω′ b Ω on note A′ = Φ(A), B′ = Φ(B), et on introduit le point
mixte C ′ = B (φ(A), 0, 0). Ainsi,
min
Ω′
{|Xf |}|φ(B)− φ(A)| ≤ |f(B′)− f(C ′)| = |f(A′)− f(C ′)| ≤ Cα|A′ − C ′|α,
et, on conclut avec |A′ − C ′| ≤ Cexp|A − B| vu que l’application exponentielle est euclidienne
lipschitzienne.
Remarque. En ge´ne´ral, les surfaces H1-re´gulie`res ont un mauvais comportement vis-a`-vis de la
me´trique euclidienne. Citons ainsi la construction dans [KSC04] qui produit l’exemple des surfaces
H1-re´gulie`res S de dimension euclidienne e´gale dimE S = 2.5. Notons aussi qu’en ge´ne´ral d’apre`s
le the´ore`me de comparaison de dimensions [BTW09] dimE S ∈ [2, 2.5] vu que dimh S = 3.
Champ horizontal transporte´. Maintenant nous allons e´tudier plus en de´tail la ge´ome´trie de S
a` travers l’application φ. Tout d’abord, on conside`re le champ de vecteurs continu sur Ω qui joue
un roˆle tre`s important dans notre e´tude
W φ(y, z) = ∂y − 4φ(y, z)∂z.
Si φ est de classe C1 (autrement dit, S est une surface re´gulie`re au sens euclidien sans points
caracte´ristiques), alors W φ est le champ horizontal sur S tire´ en arrie`re par Φ.
Conside´rons γ(t) une ligne inte´grale du champ de vecteurs W φ issue du point (y0, z0), c.-a`-d.
une solution de proble`me de Cauchy
{
γ′(t) = W φ ◦ γ(t)
γ(0) = (y0, z0),
⇐⇒

y(t) = y0 + t
z(t) = z0 − 4
t∫
0
φ
(
y0 + s, z(s)
)
ds
. (3.3)
D’apre`s le the´ore`me de Peano, une telle courbe (de classe C1) existe pour un intervalle de
temps non-vide Iγ = (t1, t2). Nous conside´rons toujours des solutions maximales de (3.3), c.-a`-d.
γ(t)→ ∂Ω lorsque t→ t1 et t→ t2. Remarquons qu’une solution de (3.3) n’est pas ne´cessairement
unique.
Graˆce aux proprie´te´s spe´ciales de φ on obtient le re´sultat cle´ suivant (comparer avec [BC10]).
Lemme 3.8 (Re´gularite´ supple´mentaire). Toute courbe γ(·) solution de (3.3) est de classe C2,
ou de fac¸on e´quivalente, φ ◦ γ(·) est de classe C1 et, donc, Φ ◦ γ(·) est une courbe horizontale de
classe C1 sur S. En outre, pour tout t ∈ Iγ(
φ ◦ γ)′(t) = w(γ(t)), (3.4)
(Φ ◦ γ)′(t) =
(
− Y f
Xf
X + Y
)
◦ Φ ◦ γ(t). (3.5)
De´monstration. Pour t ∈ Iγ on note
∆φ(t) := φ ◦ γ(t)− φ(y0, z0); wˆ(t) := w(γ(t)).
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En re´e´crivant (3.2) compte tenu des relations inte´grales (3.3) pour t ∈ [−δ, δ] ⊂ Iγ , δ > 0, on
obtient
|∆φ(t)| ≤ |wˆ(t)t|+ |∆φ(t))− wˆ(t)t| ≤ |wˆ(t)t|+ t
(|t|+ |z(t)− z0 + 4tφ(y0, z0) + 2t∆φ(t)| 12 )
= (|wˆ(t)|+ t)|t|+ t
∣∣4 t∫
0
∆φ(s) ds− 2t∆φ(t)∣∣ 12
≤ (C + t)|t|+ 2t
(
|
t∫
0
∆φ(s) ds| 12 + |t∆φ(t)| 12
)
,
ou` C = max
t∈[−δ,δ]
|wˆ(t)| <∞ vu la continuite´ de wˆ(t), et (quitte a` raccourcir δ) 1 ≥ t → 0 lorsque
t → 0 . Pour T ∈ [0, δ] on introduit la fonction maximale : M(T ) = max
t∈[0,T ]
|∆φ(t)|. D’apre`s
l’estimation ci-dessus
M(T ) ≤ max
t∈[0,T ]
{(
C+ (t)
)
t+2(t)
(
|
t∫
0
∆φ(s) ds| 12 + |∆φ(t)t| 12
)}
≤ (C+1)T +4(TM(T )) 12 .
La re´solution de cette ine´galite´ e´le´mentaire sur M(T ) donne l’estimation M(T ) ≤ cT, c =
c(C) <∞, et en particulier, ∆φ(T ) ≤ cT . Le meˆme raisonnement applique´ au T < 0 permet de
conclure que
∆φ(t) = O(|t|) lorsque t→ 0.
En re´injectant cela dans (3.2) on montre la diffe´rentiabilite´ de φ ◦ γ en 0 :
∆φ(t)− wˆ(t)t = o(|t|).
Comme γ(t+ t0) est une solution de (3.3) issue de γ(t0), la courbe φ◦γ est continuˆment de´rivable
sur tout Iγ et (
φ ◦ γ(t))′ = wˆ(t).
Maintenant, on voit que la courbe Iγ 3 t → Φ ◦ γ(t) ∈ H1 est de classe C1 et horizontale. En
particulier, elle est continuˆment horizontalement diffe´rentiable [Vod07], son vecteur tangent e´gale(
−Y f
Xf
X + Y
)
◦ Φ ◦ γ(t), t ∈ Iγ .
Notation. Pour un sous-ensemble E b Ω on note
ωφ1/2(E) := sup
A,A′∈E;
A 6=A′
|φ(A)− φ(A′)|
‖A−A′‖ 12
; ωw(E) := sup
A,A′∈E
|w(A)− w(A′)|.
Les fonctions ωφ1/2 et ω
w sont finies, en outre d’apre`s (3.1) ωφ1/2(E) → 0 et ωw(E) → 0 uni-
forme´ment pour les sous-ensembles E de chaque partie compacte de Ω lorsque diamE → 0.
Lemme 3.9 (Divergence des courbes inte´grales). On conside`re γi(t) = (yi(t), zi(t)), t ∈ (−δ, δ),
deux courbes inte´grales de W φ, i = 1, 2. Alors pour tout t ∈ (−δ, δ) on a que
|z2(t)− z1(t)| 12 ≤
{|z2(0)− z1(0)|+ C(t)|y2(0)− y1(0)| 12 t} 12 + C(t)|t|, (3.6)
ou` C(t) = 4 sup
s∈[0,t]
ωφ1/2
(
γ1(s) ∪ γ2(s)
)
.
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De´monstration. On de´duit de l’e´quation inte´grale que pour tout 0 ≤ t < δ
|z2(t)− z1(t)| ≤ |z2(0)− z1(0)|+ 4
t∫
0
|φ(y2(0) + s, z2(s))− φ(y1(0) + s, z1(s))| ds ≤
≤ |z2(0)− z1(0)|+ C(t)
(
|y2(0)− y1(0)| 12 t+
t∫
0
|z2(s)− z1(s)| 12 ds
)
.
L’estimation e´nonce´e de´coule maintenant d’une ine´galite´ non-line´aire de Gro¨nwall (voir [Kim04,
Th. 2.1]). Le meˆme raisonnement s’applique aux t ne´gatifs.
3.3. Description ge´ome´trique de la me´trique d∞ induite sur S
Pour deux points note´s A = (y1, z1), B = (y2, z2) ∈ Ω on fixe γ1(t) = (y1 + t, z1(t)) une courbe
inte´grale quelconque de W φ issue en t = 0 du point A = (y1, z1). Supposons que [0, y2−y1] ⊂ Iγ1 ;
on introduit le point B′ = γ1(y2− y1), zˆ1 = z1(y2− y1). A partir de la norme homoge`ne ρ sur H1
nous de´finissons alors la fonction dg,ρ(A,B) :
dg,ρ(A,B) := ρ
(
w(A)(y2 − y1), y2 − y1, z2 − zˆ1
)
.
En prenant, par exemple, la norme homoge`ne ρ∞ on obtiendra
dg,∞(A,B) = max
{|y2 − y1|√1 + w(A)2, |z2 − zˆ1| 12}.
Pour Ω′ ⊂ Ω notons par D(Ω′) ⊂ Ω′ × Ω′ l’ensemble des points ou` dg,ρ peut eˆtre de´finie.
Remarquons que pour toute partie compacte de Ω′ b Ω la fonction dg,ρ(A,B) est de´finie pourvu
que A ∈ Ω′ et d∞(A,B) ≤ δ(Ω′), ou` δ(Ω′) = δ
(
dist(Ω′, ∂Ω)
)
> 0. La fonction dg,ρ n’est pas
syme´trique et sa de´finition de´pend du choix d’une courbe γ1. Malgre´ cela dg,ρ est e´quivalente a` la
distance homoge`ne dρ S, note´e d˜ρ(A,B) = ρ(Φ(A)−1Φ(B)), induite sur S dans le sens suivant.
Lemme 3.10. Pour tout A,B ∈ D(Ω′), Ω′ b Ω,
|dg,ρ(A,B)− d˜ρ(A,B)| = o(dg,ρ(A,B)),
ou` le petit-o est uniforme lorsque A→ B.
De´monstration. On notera dans la de´monstration qui suit :
w := ωw
(
γ1[0, y2 − y1]
)
, φ := ωφ1/2(B ∪B′).
Il est facile de ve´rifier que w → 0 et φ → 0 lorsque B → A uniforme´ment sur D(Ω′).
D’abord nous obtenons l’estimation de la divergence ∆z des composantes verticales de d˜ρ et
dg,ρ. On a que
∆z :=
∣∣(z2 − zˆ1)− (z2 − z1 + 2(y2 − y1)(φ(B) + φ(A)))∣∣ = |zˆ1 − z1 + 2(y2 − y1)(φ(B) + φ(A))|.
On rappelle que z1(t) satisfait z1(t) = z1 − 4
∫ t
0 φ(s + y1, z1(s)) ds. On fait apparaˆıtre le terme
φ(B′) = φ(y2, z1(y2 − y1)) :
|zˆ1 − z1 + 2(y2 − y1)(φ(B) + φ(A))| ≤ 2|
y2−y1∫
0
2φ(s+ y1, z1(s))− φ(A)− φ(B′) ds|
+ 2|(y2 − y1)
(
φ(B′)− φ(B))| =: 2∆1 + 2∆2.
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Comme φ(γ1(·)) est de classe C1, suivant la formule d’accroissements finis le premier terme est
majore´ par (avec ξ1 ∈ [0, s] et ξ2 ∈ [s, y2 − y1])
∆1 ≤ |
y2−y1∫
0
w(ξ1 + y1, z1(ξ1))(s− y1) + w(ξ2 + y1, z1(ξ2))(y2 − s) ds|
≤ ω
y2−y1∫
0
|s|+ |y2 − y1| ds ≤ 2w|y2 − y1|2.
Pour le deuxie`me,
∆2 ≤ φ|y2 − y1||z2 − zˆ1| 12 ≤ 2φ
(|y2 − y1|2 + |z2 − zˆ1|).
Finalement, en additionnant on arrive a` ∆z ≤ 8
(
w + 2φ
)
dg(A,B)
2.
Maintenant on fait l’estimation de la divergence des composantes en x :
∆x : =
∣∣(φ(A)− φ(B))− w(A)(y2 − y1)∣∣ ≤ | y2−y1∫
0
w(γ1(s)) ds− w(A)(y2 − y1)
+ |φ(B′)− φ(B)| ≤ w|y2 − y1|+ φ|zˆ2 − z1| 12 ≤ 2(φ + w)dg(A,B).
Avec les estimations de ∆z et ∆x et compte tenu de la continuite´ et l’homoge´ne´ite´ de ρ, la
conclusion s’obtient aise´ment.
On remarque que diamg,ρE = sup{dg,ρ(A,B) | A,B ∈ E} est de´fini pour tout sous-ensemble
E suffisamment petit dans Ω′ b Ω. Ainsi, nous pouvons de´finir les mesures de Hausdorff baˆties
sur diamg,ρ pour tout ensemble E b Ω. Une conse´quence imme´diate du lemme 3.10 est
Corollaire 3.11. Les mesures de Hausdorff construites a` partir de dρ et dg,ρ co¨ıncident (en toute
dimension) sur les ensembles compacts de S.
Fixons Ω′ b Ω. Pour A = (y0, z0) ∈ Ω′ et 0 < r ≤ δ(Ω′) on de´finit l’ensemble Bdg,∞(A, r) de la
fac¸on suivante :
Bdg,∞(A, r) =
{
(y, z(y)) ∈ Ω | |y − y0| < r√
1 + w(A)2
, z−(y) < z(y) < z+(y)
}
,
ou`
(
t+y0, z−(t)
)
et
(
t+y0, z+(t)
)
sont des courbes inte´grales de W φ issues en t = 0 respectivement
de (y0, z0− r2) et de (y0, z0 + r2). L’ensemble Bdg,∞ joue le roˆle d’une boule en ”me´trique” dg,∞ ;
voir fig. 1.
Corollaire 3.12. Il existe Cr de´fini pour 0 < r ≤ δ(Ω′) tel que 1 ≤ Cr < C <∞, Cr → 1 lorsque
r → 0, et pour tout A ∈ Ω′
B˜∞(A, r/Cr) ⊂ Bdg,∞(A, r) ⊂ B˜∞(A, rCr),
ou` B˜∞ de´signe une boule en me´trique d∞ S.
Le re´sultat suivant est bien connu [FSSC03b] pour les hypersurfaces re´gulie`res sur les groupes
de Carnot ge´ne´raux. Nous en donnons la preuve a` titre d’application de la technique de´veloppe´e
au lemme 3.10.
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2r√
1+w(A)2
W φ
Figure 1: Ensemble Bdg,∞(A, r)
Lemme 3.13 (Formule de l’aire pour S). La mesure sphe´rique de Hausdorff S3dρ S est absolu-
ment continue par rapport a` la mesure de Lebesgue L2 Ω transporte´e sur S via l’application Φ,
c.-a`-d. S3dρ S  Φ#
(L2 Ω). Plus pre´cise´ment, si dρ une me´trique sur H1, on a que
S3dρ S = Φ#
(
Jρ(·)L2 Ω
)
, Jρ(A)
−1 = 2−3L2{(y, z) ∈ R2 | ρ(w(A)y, y, z) < 1}. (3.7)
Remarque. Si dρ = d∞, alors J∞(A) = 2
√
1 + w(A)2.
De´monstration. Nous utilisons le the´ore`me classique de diffe´rentiabilite´ de la mesure sphe´rique
[Fed69, 2.10.17, 2.10.18], adapte´ au contexte de nos conside´rations :
The´ore`me. Soit µ une mesure Borel re´gulie`re sur H1 et α > 0. Si
lim
r→0+
µ(Bρ(A, r))
(diamρBρ(A, r))α
= s(A) µ− p.p. alors µ = s(·)Sαdρ .
Posons µ := Φ#(L2 Ω). Pour arriver a` l’e´nonce´ il suffit alors de montrer l’asymptotique
suivante pour tout A ∈ Ω :
lim
r→0
r−3L2{B ∈ Ω | d˜ρ(A,B) < r} = L2{(y, z) ∈ R2 | ρ(w(A)y, y, z) < 1}.
Montrons-le en remplac¸ant d˜ρ par dg,ρ et, par conse´quent, d’apre`s le lemme 3.10 il sera de meˆme
pour d˜ρ. Pour calculer L2{B ∈ Ω | dg,ρ(A,B) < r} on utilise le changement de variables (on
revient aux notations du lemme 3.10) :
(y, z)
P−→ (y2, z2) :
{
y2 = y1 + ry,
z2 = z1 + r
2z − 4φ(A)ry − 2w(A)r2y2.
Dans les nouvelles coordonne´es on aura
z2 − zˆ1 = r2z − 4φ(A)ry − 2w(A)r2y2 + 4
ry∫
0
φ(γ1(s)) ds
= r2z + 4
ry∫
0
φ(γ1(s))− φ(A)− w(A)s ds = r2z + o((ry)2).
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On en de´duit maintenant le re´sultat voulu par
L2{B ∈ Ω | dg,ρ(A,B) < r} = L2{(y2, z2) | ρ
(
w(A)(y2 − y1), y2 − y1, z2 − zˆ1
)
< r}
= | det(DP )|L2{(y, z) | ρ(w(A)ry, ry, r2z + o((ry)2)) < r}
= r3L2{(y, z) | ρ(w(A)y, y, z + o(1))) < 1} = r3L2{(y, z) | ρ(w(A)y, y, z)) < 1}+ o(r3).
4. Courbes verticales dans le groupe d’Heisenberg.
Nous conside´rons F ∈ C1H(H1,R2) avec une condition de normalisation F (0) = 0. Dans tout ce
qui suit nous supposons que DhF (0) est surjective. Le noyau de la diffe´rentielle horizontale est
donc l’axe vertical (le centre de H1) : KerDhF (0) = Oz = {x = 0, y = 0}. On note alors dhF (A) :
R2 → R2 la partie horizontale de la diffe´rentielle DhF (A), dhF (A)(x, y) = DhF (A)(x, y, 0).
A partir de maintenant notre but est d’e´tudier les proprie´te´s me´triques de l’ensemble compact
non-vide F−1(0) vu localement au voisinage de 0 ∈ H1.
Remarque 4.1. Compte tenu de la non-inte´grabilite´ de la distribution horizontale, il est facile
de voir que le noyau KerDhF (0) = Oz n’admet pas de sous-groupe comple´mentaire. Nous ne
sommes donc plus dans le cadre du the´ore`me 3.3, et comme nous le verrons aussi par la suite
F−1(0) n’est pas ”une sous-varie´te´ re´gulie`re sous-riemannienne” au sens de [FSSC07].
4.1. Conside´rations pre´liminaires
Proposition 4.2. Si la diffe´rentielle DhF (0) de l’application F ∈ C1H(H1;R2) est surjective,
alors l’application F est surjective sur un certain voisinage de F (0).
De´monstration. (Me´thode de Newton sur les plans horizontaux) Pour a ∈ R2 on de´finit deux
suites re´currentes {An} et {an} par les formulesA0 = 0;An+1 = exp([dhF (An)]−1(a− an))(An),
{
a0 = F (0);
an+1 = F (An+1).
Pour tout a pris sur un certain voisinage compact de F (0) on ve´rifie par le principe des applica-
tions contraignantes (avec l’estime´e (2.3)) qu’il existe A∗ tel que An → A∗ et F (A∗) = a.
Condition de Whitney. Vu que la diffe´rentielle horizontale DhF est continue et surjective en 0,
il existe un voisinage compact U := B¯∞(0, R) b H1, R > 0, de 0 tel que DhF (A) est surjective
pour tout A ∈ U . Ainsi, la valeur ‖DhF (A)(B)‖ = ‖dhF (pi(B))‖ est e´quivalente a` la norme
euclidienne ‖pi(B)‖ uniforme´ment pour A ∈ U .
Soit A,B ∈ F−1(0) ∩ U . Nous e´crivons la de´finition de la diffe´rentiabilite´ horizontale de F
lorsque B → A
0 = F (A)− F (B) = DhF (A)
(
A−1B
)
+ o(d∞(A,B)).
On en de´duit l’estimation (qu’on appellera de Whitney)
‖pi(B)− pi(A)‖ = o(|z(A−1B)| 12 ), lorsque B → A, (4.1)
ou` petit-o est uniforme pour A,B ∈ F−1(0) ∩ U et z(·) de´signe la coordonne´e selon z.
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Remarque 4.3. Si pour toute partie compacte d’un ensemble ferme´ E l’estimation (4.1) est ve´rifie´e
uniforme´ment, alors il existe une fonction F ∈ C1H(H1,R2) telle que E ⊂ F−1(0) et DhF (A) est
surjective quel que soit A ∈ E. En effet, il suffit de poser DhF (A)(x, y, 0) = (x, y) pour tout
A ∈ E et appliquer le the´ore`me 2.4 de prolongement de Whitney.
4.1.1. Calcules de H2∞ de F−1(0) pour F ∈ C1(R3,R2).
Si XF et Y F sont de classe C1, alors ZF = −14 [X,Y ]F est continue. Cela signifie que
F = (f1, f2) ∈ C1(R3,R2) et d’apre`s le the´ore`me classique des fonctions implicites localement
l’ensemble F−1(0) est une courbe simple repre´sente´e comme
F−1(0) ∩ V = {Γ(z) = (γ(z), z) | z ∈ [−δ, δ]}, (4.2)
ou` γ est de classe C1 et V est un voisinage de 0 ∈ R3. Quitte a` diminuer δ, le parame´trage
{z → Γ(z)} est bi-lipschitzien de ([−δ, δ], | · | 12 ) dans (H1, d∞). En plus, compte tenu de la
condition (4.1) la ”densite´” est e´gale a`
J(z) = lim
t→0+
t−1d∞
(
Γ(z),Γ(z + t)
)2
= 1 + 2 lim
t→0+
t−1 det(γ(z), γ(z + t)) = 1 + 2γ′yγx − 2γ′xγy.
Remarquons que la courbe Γ ∈ C1 n’est jamais tangente a` la distribution horizontale car dhF
est injective. Par conse´quent, la fonction continue J(·) ne s’annule pas. D’apre`s [Fed69, 2.10.10,
2.10.11] H2∞ Γ = Γ#
(
J(·)H21/2
)
, ou` H21/2 est une mesure de Hausdorff sur [−δ, δ] par rapport a`
la me´trique | · | 12 . Par ailleurs, H21/2 = L1, et donc
H2∞(Γ) =
δ∫
−δ
1 + 2γ′yγx − 2γ′xγy dz =
∫
Γ
dz − 2(y dx− x dy).
Calculons maintenant la densite´ J(·) plus explicitement. La relation ddzF
(
γ(z), z
)
= (XF )γ′x+
(Y F )γ′y + (ZF )J = 0 conduit au syste`me line´aire :(
Xf1 Y f1
Xf2 Y f2
)(
γ′x
γ′y
)
= −J
(
Zf1
Zf2
)
.
L’hypothe`se de la surjectivite´ de DhF nous permet d’extraire J de ce syste`me :(
γ′x
γ′y
)
= −J(dhF )−1
(
Zf1
Zf2
)
, J = 1− 2J
[
γy(dhF )
−1
1
(
Zf1
Zf2
)
− γx(dhF )−12
(
Zf1
Zf2
)]
,
et finalement,
J =
1
1 + 2(?)
, ou` ? =
Zf2(γxXf2 + γyY f2)− Zf1(γxXf1 + γyY f1)
Xf1Y f2 −Xf2Y f1 .
Une courbe lisse simple Γ qui n’est jamais tangente a` la distribution horizontale, quitte a` faire
une translation, admet une repre´sentation locale (4.2). En appliquant le meˆme raisonnement que
ci-dessus, nous pouvons montrer donc que pour une telle courbe Γ sa mesure H2∞ est donne´e
comme l’inte´grale le long de Γ de la forme de contact (voir [Jea06]) :
H2∞(Γ) =
∫
Γ
dz − 2(y dx− x dy).
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L’orientation de Γ est choisie ici de fac¸on a` ce que la forme de contact soit positive sur Γ.
C’est une ge´ne´ralisation de cette formule que nous obtiendrons par la suite. Notons e´galement
l’interpre´tation ge´ome´trique remarquable de la mesure H2∞(Γ). Par le the´ore`me de Green, elle
est e´gale a` la diffe´rence entre l’accroissement de la coordonne´e z le long de Γ et quatre fois l’aire
(oriente´e) balaye´e par la projection pi(Γ) dans le plan horizontal (voir fig. 2).
y
z
x
pi
Aire
∆z
Figure 2: Interpre´tation ge´ome´trique de H2∞
4.2. Ensembles verticaux Reifenberg plats
Ici nous de´montrons qu’un ensemble de niveau F−1(0) est exactement l’ensemble ε-plat au sens
de Reifenberg avec ε → 0 quand l’e´chelle diminue, pour lequel l’axe vertical Oz joue le roˆle du
plan approximatif en tout point et a` toute e´chelle. Nous en de´duisons par la suite que F−1(0) est
localement une courbe simple.
Proposition 4.4. Il existe r > 0 tel que quels que soient A ∈ F−1(0)∩U et B ∈ hA,r∩F−1(0)∩U ,
‖F (B)‖ ≥ c‖pi(B)− pi(A)‖,
ou` hA,r = {A + tX(A) + sY (A) | (t, s) ∈ D¯(0, r) ⊂ R2} est la boule ferme´e de rayon r sur le
plan horizontal attache´ a` A et c > 0 est une constante. En particulier, pour tout A ∈ F−1(0)∩U
l’ensemble hA,r ∩ F−1(0) ∩ U ne contient que le seul point A.
De´monstration. Par de´finition, lorsque hA,1 3 B → A
F (A)− F (B) = DhF (A)
(
A−1B
)
+ o
(
ρ∞(A−1B)
)
,
ou` le petit-o est uniforme pour A ∈ F−1(0)∩U et B ∈ hA,1. Vu que la diffe´rentielle continue dhF
est inversible, l’ine´galite´ suivante est ve´rifie´e
‖DhF (A)
(
A−1B
)‖ ≥ 2c‖pi(B)− pi(A)‖
pour tout A ∈ U et tout B ∈ hA,1, c > 0. Comme A−1B est horizontal (c.-a`-d. z(A−1B) = 0),
il existe r > 0 tel que ‖o(ρ∞(A−1B))‖ ≤ c‖pi(B) − pi(A)‖ pour tout A ∈ F−1(0) ∩ U et tout
B ∈ hA,r. Il en de´coule le re´sultat e´nonce´.
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Lemme 4.5 (projection de F−1(0) sur l’axe vertical). Il existe r0 > 0 et δ > 0 tels que pour tout
z ∈ [−δ, δ] on peut trouver un point γ(z) ∈ R2 (pas forcement unique), ‖γ(z)‖ < r0, tel que le
point
(
γ(z), z
)
appartient a` F−1(0).
De´monstration. Notons F˜z(x, y) = F (x, y, z) — la restriction de F sur les plans z = const. Pour
tout z l’application F˜z ∈ C0(R2;R2), de plus, F˜z est diffe´rentiable (au sens usuel) en 0 ∈ R2 et
dF˜z(0) = DhF (0, z) est inversible.
La proposition 4.4 garantit l’existence du rayon r0 > 0 tel que pour tout B dans un disque
ferme´ D¯(0, r0) ⊂ R2 l’estimation ‖F˜0(B)‖ ≥ C‖B‖, C > 0, est ve´rifie´e. En particulier, l’image
du cercle ∂D(0, r0) par F˜0 ne contient pas l’origine. Compte tenu de la continuite´ de F , il existe
δ > 0 suffisamment petit tel que 0 6∈ F˜z(∂D(0, r0)) pour tout z ∈ I = [−δ, δ]. Il est clair que
chaque F˜z ∈ C0
(
D(0, r0),R2
)
est homotope a` F˜0 ∈ C0
(
D(0, r0),R2
)
par l’application F . On
rappelle que le degre´ deg
(
F˜z, D(0, r0), 0
)
est un invariant homotopique quel que soit z ∈ I,
car 0 6∈ F˜z
(
∂D(0, r0)
)
pour z ∈ I. Ve´rifions par la de´finition de degre´ d’application continue
que le degre´ deg
(
F˜0, D(0, r0), 0
)
appartient a` {−1; 1}. On choisit une approximation standard
F = F ∗h−F ∗h(0) ∈ C∞, F(0) = 0, de F . La convergence uniforme F → F , XF → XF et
Y F → Y F , a lieu sur tout compact (voir [FSSC03b], par exemple). Comme dF˜0(0) est injective,
la diffe´rentielle d(F˜)0(0) l’est aussi pour  assez petit. De meˆme, si  < 0 alors ‖(F˜)0(B)‖ ≥
C
2 ‖B‖ pour tout B ∈ D¯(0, r0). Comme F−1 (0) ∩ D¯(0, r0) = 0 on a bien deg
(
F˜0, D(0, r0), 0
)
=
sign det d(F˜)0(0) 6= 0. Comme pour z ∈ I le degre´ deg
(
F˜z, D(0, r0), 0
)
est diffe´rent de ze´ro,
pour chaque z ∈ I il existe un point γ(z) ∈ D(0, r0) tel que F˜z(γ(z)) = F (γ(z), z) = 0 (voir
[Llo78]).
Exemple 4.6 (Non-unicite´ de l’intersection F−1(0) avec z = const). Conside´rons l’ensemble com-
pact A = {0} ∪ {An}∞n=1 ∪ {Bk}∞k=1, ou` An = ( 1n , 0, 1n) et Bk = ( 1k ,− 1k2 , 1k ). On ve´rifiera par des
calculs e´le´mentaires les hypothe`ses de la remarque 4.3, ce qui donnera l’existence d’une applica-
tion F ∈ C1H(H1,R2) avec DhF (0) surjective telle que A ⊂ F−1(0) .
De´monstration. Comme A ne posse`de que le point limite 0, on n’a a` ve´rifier que ce qui suit
lorsque n, k →∞
‖pi(Bk)− pi(An)‖ = o
(|z(A−1n Bk)| 12 )⇐⇒ ( 1k − 1n)2 + 1k4 = o(| 1n − 1k + 2 1k2 1n |) .
Pour N fixe´ assez grand, et on cherche a` estimer en fonction k ≥ N
sup
n≥N
( 1k − 1n)2 + 1k4
| 1n − 1k + 2 1k2 1n |
= sup
n≥N
(b(k, n) + a(k, n)),
ou` on note a(k, n) := nk−2|k(k − n) + 2|−1 et b(k, n) := (k − n)2n−1|k(k − n) + 2|−1.
Il est facile de voir que a(k, n) ≤ a(k, k) = k
2k2
= 12k ≤ 12N . Pour estimer b(k, n) on pose
g(x) = (x−k)
2
x et h(x) = k(k − x) + 2 ; on a(
g(x)
h(x)
)′
= − (x− k)(x(k
2 − 2)− (k3 + 2k))
x2(kx− 2− k2) .
Les points critiques de g(x)h(x) sont les suivants (dans l’ordre croissant) :x1 = 0 < N, x2 = k ≥ N,x3 = k + 2k , x4 = (k2 + 2)k2 − 2 < k + 1.
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En particulier, on voit que g(x)h(x) est de´croissante sur (0, k) et croissante sur (k+1,∞). On en de´duit
que sup
n≥N
b(k, n) ≤ max{b(k,N), b(k,∞)} = max{b(k,N), 1k}. Il suffit donc d’estimer sup
k≥N
b(k,N).
Des calculs du meˆme type montrent que la fonction (x−N)
2
N(x(x−N)+2) est croissante pour x ≥ N et,
donc, sup
k≥N
b(k,N) = b(∞, N) = N−1.
De´finition. On de´finit la distance de Hausdorff distH entre deux sous-ensembles E1, E2 ⊂ H1
par
distH(E1, E2) = max
{
sup
A∈E2
d∞(A,E1), sup
B∈E1
d∞(B,E2)
}
.
Notation. On note EA,r := E ∩ B¯∞(A, r) pour E ⊂ H1 ; notons e´galement ZA := {B ∈ H1 |
pi(B) = pi(A)} et ZA,r := ZA ∩ B¯∞(A, r).
Remarque. d∞(B,ZA) = d∞(B,ΠA(B)) = ‖pi(B)− pi(A)‖, ou` ΠA(B) = A
(
0, z(A−1B)
)
.
Lemme 4.7. Il existe un voisinage U˜ de 0 ∈ H1 tel que E = F−1(0) ve´rifie
distH
(
EA,r, ZA,r
) ≤ rε(r) pour tout A ∈ E ∩ U˜ , (4.3)
et ε(r)→ 0 quand r → 0.
De´monstration. Conside´rons d’abord 0 ∈ F−1(0). Si A ∈ F−1(0)∩B∞(0, r), alors d∞(A,Z0,r) =
‖pi(A)‖ = o(|z(A)| 12 ) = o(r), lorsque r → 0 d’apre`s la condition (4.1). Si A = (0, 0, z) ∈ Z0,r, alors
pour r ≤ r0 suffisamment petit d’apre`s le lemme 4.5 on peut trouver A˜ = (γ(z), z) ∈ F−1(0), et
donc d’apre`s (4.1) d∞(A, A˜) = ‖γ(z)‖ = o(r) Ainsi, distH
(
E0,r, Z0,r
)
= o(r).
En suivant la de´monstration du lemme 4.5 on de´montre que graˆce a` la continuite´ de DhF
on peut choisir un voisinage ferme´ U˜ ⊂ B∞(0, R) de 0 qui ve´rifie ce qui suit : pour tout A ∈
F−1(0) ∩ U˜ le lemme 4.5 applique´ a` la fonction translate´e F ◦ τA−1 a lieu avec r0 > 0 et δ > 0
qui ne de´pendent pas de A. On remarque maintenant que l’argument ci-dessus s’applique a` tout
A ∈ F−1(0) ∩ U˜ ce qui donne distH
(
EA,r, ZA,r
)
= o(r), ou` le petit-o est uniforme exactement
comme celui de (4.1).
De´finition. Le coˆne tangent homoge`ne d’un ensemble E ⊂ H1 en 0 est un ensemble
Tan(E, 0) =
{
A = lim
n→∞ δrn(An) ∈ H
1, ou` An ∈ E et rn →∞
}
.
En un point a ∈ H1 quelconque le coˆne homoge`ne est donne´ par Tan(E, a) = τa Tan(τa−1E, 0).
Une conse´quence facile de la de´finition et du lemme 4.7 est
Proposition 4.8. Le coˆne tangent homoge`ne de F−1(0) co¨ıncide avec le noyau de la diffe´rentielle
horizontale :
Tan
(
F−1(0), 0
)
= KerDhF (0) = Oz.
Proposition 4.9. Supposons qu’un ensemble compact E ⊂ H1 satisfait
d∞(B,ZA,r) ≤ ε(r)r pour tout B ∈ EA,r et tout A ∈ E ∩ U,
ou` ε(r) → 0 quand r → 0 et U est compact. Alors il existe une fonction F ∈ C1H(H1,R2) telle
que F (E ∩ U) = 0 et dhF (E ∩ U) = Id.
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De´monstration. Il suffit de ve´rifier la condition de Whitney (4.1) pour un compact E∩U (voir la
remarque 4.3). On prend A,B ∈ E ∩U assez proche de sorte que ε(r) ≤ 1 pour r := d∞(A,B). Il
est imme´diat que ‖pi(A)− pi(B)‖ = d∞(B,ZA,r) ≤ ε(r)r, et donc d∞(A,B) = |z(A−1B)| 12 , d’ou`
la conclusion.
De´finition. Le coˆne vertical pointe´ en A ∈ H1 d’ouverture ε ∈ (0, 1) et de rayon r > 0 est
l’ensemble Cr,ε(A) = {B ∈ H1 | d∞(B,ZA) ≤ εd∞(A,B)} ∩B∞(A, r).
Le coˆne vertical se de´compose naturellement en Cr,ε(A) = C+r,ε(A) ∪ C−r,ε(A), ou` C±r,ε(A) =
Cr,ε(A) ∩ {B ∈ H1 | z(A−1B) T 0}.
x, y
z
Figure 3: Coˆne vertical Cr,ε(0) (la zone grise)
Proposition 4.10. Soit O ∈ C−R,ε(A) ou de fac¸on e´quivalente A ∈ C+R,ε(O), R > 0 quelconque.
Alors diam∞ C−R,ε(A) ∩ C+R,ε(O) ≤ 2d∞(O,A)(ε2 +
√
1 + ε4).
De´monstration. Quitte a` faire une translation, on peut supposer que O = 0 et donc ε2z(A) ≥
‖pi(A)‖2. Soit B ∈ C−R,ε(A) ∩ C+R,ε(O). Cela veut dire en particulier que ε2z(B) ≥ ‖pi(B)‖2 et
ε2
(
z(A)− z(B) + 2 det (pi(A), pi(B)) ≥ ‖pi(B)− pi(A)‖2. On estime donc
d∞(O,B)2 = z(B) ≤ z(A) + 2 det
(
pi(A), pi(B)
) ≤ z(A) + 2ε2√z(A)z(B),
d’ou` en re´solvant une ine´galite´ quadratique, on obtient d∞(O,B) ≤ z(A)(ε2 +
√
1 + ε4) =
d∞(O,A)(ε2 +
√
1 + ε4). L’ine´galite´ triangulaire donne l’e´nonce´.
On peut ve´rifier e´galement que diam∞ C±r,ε(A) = r
√
1 + ε4.
De´finition 4.11. Un ensemble ferme´ E ⊂ H1 est dit ε-Reifenberg plat par rapport au sous-
groupe vertical Oz dans U ⊂ H1 (a` partir de l’e´chelle r0 > 0) si
distH
(
EA,r, ZA,r
) ≤ rε pour tout A ∈ E ∩ U et tout 0 < r ≤ r0. (4.4)
The´ore`me 4.12 (du parame´trage des ensembles verticaux Reifenberg plats). Supposons qu’un
ensemble compact E ⊂ H1 est ε-Reifenberg plat par rapport a` Oz dans B¯∞(0, R) avec 0 ≤ ε ≤ ε0
assez petit. Alors (du point de vue topologique) l’ensemble E ∩ B∞(0, R) est localement l’image
d’une courbe simple.
Remarque. On ne cherche pas ici la valeur optimale de ε0. Dans cette de´monstration, on peut
prendre tout ε0 < (1 + 2
√
2)−
1
2 ≈ 0.511 . . . (on aura bien ε20 +
√
1 + ε20 + ε
4
0 <
√
2).
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De´monstration. Prenons un point O ∈ E∩B∞(0, R). On pose r = 14 min{r0, d∞(O, ∂B∞(0, R))}.
En faisant une translation, on se rame`ne au cas ou` O = 0 est l’e´le´ment neutre. D’apre`s la
condition (4.4), il existe un point A ∈ C+r,ε(O) ∩ E tel que d∞
(
A, (0, 0, r2)
) ≤ εr. On de´finit
Γ0(t) = tA, t ∈ [0, 1], le segment de droite reliant O et A.
On note r1 =
d∞(O,A)√
2
. On trouve maintenant un point B ∈ E (”au milieu” entre O et A) tel
que {
B ∈ C+r1,ε(O) ∩ E,
d∞
(
B, (0, 0, r21)
) ≤ εr1 ⇐⇒
{
‖pi(B)‖ ≤ εr1,
r21 ≥ z(B) ≥ (1− ε2)r21.
On a aussi ‖pi(B)− pi(A)‖ ≤ εd∞(A,B), d’ou` on de´duit que
d∞(A,B)2 = |z(A−1B)| ≤ |z(B)− z(A)|+ 2‖pi(B)−pi(A)‖‖pi(B)‖ ≤ r21(1 + ε2) + 2ε2r1d∞(A,B),
ce qui donne l’estime´e d∞(A,B) ≤ r1(ε2 +
√
1 + ε2 + ε4). Par conse´quent,
max{d∞(O,B), d∞(B,A)} ≤ c(ε)d∞(O,A),
ou` c(ε) := 2−
1
2 (ε2 +
√
1 + ε2 + ε4) < 1 pour un choix de ε ≤ ε0.
On de´finit alors
Γ1(t) =
{
2tB, t ∈ [0, 12 ],
(2t− 1)(A−B) +B, t ∈ [12 , 1],
ou` il s’agit des ope´rations line´aires usuelles dans R3. On obtient facilement
max
t∈[0,1]
d∞
(
Γ0(t),Γ1(t)
) ≤ Cεd∞(O,A),
ou` C <∞ est une contante absolue qui ne de´pend que du choix de la norme homoge`ne ρ∞.
Maintenant nous construisons re´cursivement une suite de courbes Γn : [0, 1] → H1, n ≥ 0, en
ite´rant de fac¸on dyadique la proce´dure de construction de Γ1 a` partir de Γ0. En particulier, la
courbe Γn est line´aire (au sens de R3) sur tout intervalle [ k2n ,
k+1
2n ] pour k = 0, . . . , 2
n−1 ; en plus
Γn
(
k
2n
)
= Γn+1
(
k
2n
) ∈ E pour k = 0, . . . 2n. On de´montre par re´currence que
max
k=0,...,2n−1
d∞
(
Γn
( k
2n
)
,Γn
(k + 1
2n
)) ≤
c(ε) max
k=0,...,2n−1−1
d∞
(
Γn−1
( k
2n−1
)
,Γn−1
(k + 1
2n−1
)) ≤ c(ε)nd∞(O,A).
On obtient alors
max
t∈[0,1]
d∞
(
Γn(t),Γn+1(t)
) ≤ Cεc(ε)nd∞(O,A).
Par conse´quent, la suite Γn converge uniforme´ment sur [0, 1] vers sa limite note´e Γ : [0, 1]→ H1.
Montrons maintenant que Γ([0, 1]) = E ∩ U , ou` U = C+r0,ε(O) ∩ C−r0,ε(A) ; O et A sont les
extre´mite´s de Γ. Premie`rement, on voit que toute courbe Γn ⊂ U car, par exemple, U est convexe
et pour construire des courbes Γn on ne prend des points que dans U . Remarquons qu’a` chaque
fois qu’on prend un point B ∈ E∩U on obtient (graˆce comme toujours a` (4.4)) une de´composition
E ∩U = E ∩ (U1 ∪U2), ou` U1 = C+r0,ε(O) ∩ C−r0,ε(B) et U2 = C+r0,ε(B) ∩ C−r0,ε(A). On montre donc
par re´currence que pour tout n ≥ 0
E ∩ U = E ∩
2n−1⋃
k=0
Un,k, ou` Un,k = C+r0,ε
(
Γn
( k
2n
)) ∩ C−r0,ε(Γn(k + 12n )
)
.
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Or, d’apre`s la proposition 4.10, diam∞ Un,k ≤ C˜c(ε)nd∞(O,A), C <∞. Comme E est compact,
on en de´duit que Γn([0, 1]) −−−→
n→∞ E ∩ U au sens de la convergence de Hausdorff. Notons ici que
la courbe Γ est invective. En effet, si 0 ≤ t1 < t2 ≤ 1, alors pour tout n on peut trouver k1 et
k2 tels que Γ(t1) ∈ Un,k1 et Γ(t2) ∈ Un,k2 , or, Un,k1 ∩ Un,k2 = ∅ de`s que |k1 − k2| ≥ 2 ce qui est
toujours vrai pour n assez grand. Ainsi, E ∩ U = Γ([0, 1]) est l’image d’une courbe simple.
En appliquant le meˆme raisonnement que ci-dessus on montre qu’il existe un point A˜ ∈ E ∩
C−r,ε(O), −r2 ≤ z(A˜) ≤ −(1 − ε2)r2, tel que E ∩ C−r0,ε(O) ∩ C+r0,ε(A˜) est aussi un arc simple. Vu
que E ∩ B¯∞(O, r) = E ∩ Cr,ε(O) pour 0 < r ≤ r0, l’e´nonce´ s’obtient facilement.
Remarque 4.13. On peut e´galement voir la de´monstration du the´ore`me 4.12 sous un angle
le´ge`rement diffe´rent. On de´duit d’abord que l’ensemble compact E est localement connexe (car les
points dyadiques choisis a` l’e´tape n sur E forment une n-chaˆıne avec n → 0). Puis, on observe que
pour tout couple de points A,B ∈ E assez proches, l’ordre line´aire A ≤ B ⇐⇒ z(A−1B) ≤ 0 est
bien de´fini. Cet ordre line´aire e´tant compatible avec la topologie, l’ensemble connexe line´airement
ordonne´ E ∩ U est home´omorphe a` un intervalle. Voir une re´alisation de la meˆme ide´e dans la
sous-section 4.3.
Remarque 4.14. On peut ve´rifier que le parame´trage obtenu {t→ Γ(t)} de l’ensemble E ∩ U est
bi-Ho¨lder continu, c.-a`-d. c|t2 − t1|α(ε) ≤ d∞(Γ(t1),Γ(t2)) ≤ c˜|t2 − t1|β(ε), 0 < c ≤ c˜ < ∞, avec
β(ε) ≤ 12 ≤ α(ε). Ici nous ne le de´montrons pas (et ne l’utiliserons pas par la suite) premie`rement
parce que les exposants α et β obtenus par l’algorithme ci-dessus sont loin des optimaux, et
surtout parce qu’il est toujours facile de reparame´trer une courbe E ∩ U pour retrouver des
meilleurs exposants (a` l’image de ce qu’on fait dans la section 5).
Corollaire 4.15. Soit F ∈ C1H(H1,R2), F (0) = 0, et la diffe´rentielle Dhf(0) est surjective. Il
existe alors un voisinage U de 0 ∈ H1 tel que U ∩ F−1(0) est l’image d’une courbe simple.
Ainsi, localement l’ensemble de niveau F−1(0) est un arc simple tangent (par exemple, au sens
de dilatations homoge`nes) a` l’axe vertical, ce qui justifie
De´finition 4.16. On appellera courbe verticale l’ensemble U ∩ F−1(0) dans le corollaire 4.15,
autrement dit, une partie connexe de F−1(0) localise´e au voisinage de 0.
4.3. Conside´rations topologiques
Ici nous de´montrons le corollaire 4.15 par une autre me´thode qui pre´sente un inte´reˆt inde´pen-
dant. L’argument topologique que nous utiliserons ci-dessous est proche de celui dans [Wei02].
4.3.1. Se´lection du flot continu en dimension 2
Proble`me de Cauchy. On fixe une fonction scalaire continue ψ de´finie sur un ouvert Ω ⊃ [−r, r]2
de R2 telle que max |ψ(y, z)| < 1 pour (y, z) ∈ [−r, r]2. (La valeur 1 n’a aucune importance pour
les re´sultats qui suivent ; il suffirait de redimensionner les carre´s en question).
On note δ :=
r
2
et on conside`re l’ensemble de fonctions suivant :
Z :=
{
z ∈ C1([−δ, δ];R) | ∀ y ∈ [−δ, δ] : z′(y) = ψ(y, z(y)) et z(0) ∈ [−δ, δ]}.
Remarque 4.17. D’apre`s le the´ore`me de Peano, pour tout z0 ∈ [−δ, δ] il existe un e´le´ment z ∈ Z
tel que z(0) = z0. De meˆme, pour tout couple (y0, z0) ∈ I0 := [− r8 , r8 ]2 il existe un e´le´ment de
z ∈ Z tel que z(y0) = z0.
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Topologie uniforme. On munit Z de la distance uniforme sur [−δ, δ] :
du(z1, z2) = max
y∈[−δ,δ]
|z1(y)− z2(y)|.
Une conse´quence directe du the´ore`me ge´ne´ralise´ de Kneser [Huk53] est
Proposition. L’espace (Z, du) est compact et connexe.
Structure d’EPO. On munit naturellement Z d’une structure d’ensemble partiellement ordonne´
(EPO) en disant : z1 ≤ z2 si et seulement si z1(t) ≤ z2(t) ∀ t ∈ [−δ, δ].
Remarque 4.18. L’EPO (Z,≤) est un treillis. Si z1, z2 ∈ Z alors il est facile de voir que les
fonctions
(z1 ∨ z2)(t) := max{z1(t), z2(t)} et (z1 ∧ z2)(t) := min{z1(t), z2(t)}
appartiennent e´galement a` Z.
Remarque. La compacite´ entraˆıne que toute suite ge´ne´ralise´e monotone (au sens large) d’e´le´ments
de Z converge uniforme´ment vers un e´le´ment de Z.
Remarque. l’EPO (Z,≤) est un treillis complet : quel que soit le sous-ensemble non-vide Z ′ ⊂ Z
il existe supZ ′ et inf Z ′, de plus ils sont dans la fermeture Z ′du . En effet, en prenant un ensemble
{zn} au plus de´nombrable partout dense dans Z ′ on ve´rifie que
supZ ′ = lim
n→∞(z1 ∨ . . . ∨ zn), inf Z
′ = lim
n→∞(z1 ∧ . . . ∧ zn).
Flot sans pe´ne´tration.
De´finition 4.19. En vertu du the´ore`me de Hausdorff, on peut choisir un e´le´ment maximal T
(par rapport a` l’inclusion) parmi les sous-ensembles de Z line´airement ordonne´s. On appellera
une telle famille de fonctions ”flot sans pe´ne´tration local”.
Lemme 4.20 (Continuite´ du flot sans pe´ne´tration). L’espace (T , du) est compact non-vide sans
points isole´s. En outre, tout point T 3 z = sup{z˜ ∈ T | z˜ < z} = inf{z˜ ∈ T | z˜ > z} (avec la
convention sup∅ = inf T et inf ∅ = sup T ), et, par conse´quent, (T , du) est connexe.
De´monstration. Comme Z est non-vide, T l’est aussi.
Montrons que (T , du) est ferme´. Par l’absurde, soit T 3 zn → z ∈ Z \ T lorsque n → ∞. Vu
la maximalite´ de T , il existe un e´le´ment z0 ∈ T qui est non-comparable avec z, c.-a`-d. qu’ils
existent t+, t− ∈ [−δ, δ] tels que z(t+) > z0(t+) et z(t−) < z0(t−). Ainsi, soit zn ≤ z0 et, donc,
du(zn, z) ≥ z(t+)− z0(t+), soit zn ≥ z0 et, donc, du(zn, z) ≥ z0(t−)− z(t−), d’ou` la contradiction
au fait que zn → z.
Supposons, par l’absurde, qu’il existe une fonction T 3 z+ > inf T telle que z+ > z− := sup{z˜ |
z˜ < z+} ∈ T . On peut donc trouver y0 ∈ [−δ, δ] et z0 ∈ [−r, r] tels que z+(y0) > z0 > z−(y0).
D’apre`s le the´ore`me d’existence, on peut trouver une solution maximale z± ∈ C1(Iz± ,R) qui
ve´rifie z′±(y) = ψ(y, z(y)) et z±(y0) = z0. Vu que z±(y) → ∂Ω lorsque y → ∂Iz± , l’e´le´ment
z?± := z− ∨ (z+ ∧ z±) ∈ Z est bien de´fini. Comme z+ > z?± > z−, on obtient la contradiction
a` la maximalite´ de T . Le meˆme raisonnement s’applique pour de´montrer l’e´galite´ avec inf. En
particulier, T n’a pas de points isole´s.
Du lemme 4.20 et des re´sultats de la topologie ge´ne´rale (un compact connexe muni d’un ordre
line´aire compatible avec la topologie est home´omorphe a` un intervalle ; voir, par exemple, [Eng89])
de´coule
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The´ore`me 4.21. L’espace (T , du) est home´omorphe a` l’intervalle ([0, 1], | · |) par un home´omor-
phisme pre´servant l’ordre.
Remarque 4.22. Il est facile d’en de´duire que l’ensemble (Z, du) lui-meˆme est connexe par arcs.
Or, l’ensemble de solutions
F = {λ ∈ C1([−δ, δ],Rn) | λ′(t) = ~V ◦ λ(t), t ∈ [−δ, δ], et λ(0) = 0},
ou` ~V est un camps de vecteurs continu et borne´ sur Rn, n’est pas connexe par arcs en ge´ne´ral
[Pug64]. Notons aussi que (F , du) est toujours un compact connexe qui est acyclique en homologie
de Cˇech [Aro42].
4.3.2. Application aux lignes de niveau
Deux fonctions scalaires. On conside`re maintenant de nouveau une application F = (f, g) ∈
C1H(H1,R2) telle que F (0) = 0 et det(dhF ) 6= 0. On voit cette fois-ci l’ensemble F−1(0) comme
l’intersection des deux surfaces H1-re´gulie`res, f−1(0) et g−1(0). Sans perte de ge´ne´ralite´ on peut
supposer Xf 6= 0. Soit φ une fonction donne´e par le the´ore`me des fonctions implicites applique´
a` f comme cela a e´te´ fait dans la sous-section 3.2 (on garde les notations de la section 3).
Compte tenu du caracte`re local de notre e´tude, on cherche a` de´crire Φ(Ω)∩g−1(0) ; on note donc
Aφ := Φ−1(g−1(0)).
Voyons comment la condition de Whitney (4.1) s’e´crit sur Aφ. On se rappelle que pour tout
Ω′ b Ω l’estimation uniforme pour A = (y1, z1), B = (y2, z2) ∈ Ω′ ∩ Aφ a lieu
|pi(Φ(A))− pi(Φ(B))| = o(|z(Φ(A)−1Φ(B))|1/2),
ou explicitement
|φ(B)− φ(A)|2 + |y2 − y1|2 = o(|z2 − z1 + 2(y2 − y1)(φ(A) + φ(B))|).
La distance dφ Aφ est e´gale a`
dφ(A,B) = |z2 − z1 + 2(y2 − y1)(φ(A) + φ(B))|1/2
de`s que les points A,B ∈ Aφ sont suffisamment proches. Compte tenu de (3.2), la condition de
Whitney (4.1) est e´quivalente a`
|y2 − y1|2 = o(|z2 − z1 + 2(y2 − y1)(φ(A) + φ(B))|),
ou` le petit-o est uniforme pour A,B ∈ Ω′ ∩ Aφ.
Application. Nous allons appliquer maintenant le the´ore`me 4.21 a` ψ := −4φ. On choisit r > 0
de sorte que [−r, r]2 ⊂ Ω et |φ| < 1/4 sur [−r, r]2. On note e´galement T un flot sans pe´ne´tration
obtenu a` partir de ψ.
Montrons qu’au voisinage de l’origine le graphe de tout e´le´ment de T (qui est une courbe
inte´grale de W φ) contient exactement un seul point de Aφ. Soit γ(t) une courbe inte´grale de W φ,
d’apre`s le lemme 3.8 la composition g ◦ Φ ◦ γ : [−δ, δ]→ R est de classe C1, sa de´rive´e vaut(
−Y f
Xf
Xg + Y g
)
◦ Φ ◦ γ = det dhF
Xf
◦ Φ ◦ γ.
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Par la continuite´ de DhF quitte a` diminuer r > 0, on peut supposer
min
[−r,r]2
∣∣∣∣det dhFXf ◦ Φ
∣∣∣∣ ≥ v > 0.
Par la continuite´ de g, il existe r1 ∈ (0, δ] tel que max
z∈[−r1,r1]
|g ◦ Φ(0, z)| < vδ. On conside`re deux
fonctions zα, zβ ∈ T telles que zα(0) = −r1 et zβ(0) = r1. On note T ′ = {z ∈ T | zα ≤ z ≤ zβ}
et U = {(y, z(y)) | y ∈ [−δ, δ], z ∈ T ′} un voisinage compact de 0. Il est facile de voir (car on a
tout fait pour) que si z ∈ T ′ alors le graphe de z rencontre toujours un seul point de Aφ.
On de´finit maintenant l’application P : T ′ → Aφ ∩ U qui associe a` chaque e´le´ment de T ′
l’unique point deAφ∩U que son graphe contient. La condition de Whitney surAφ et la description
ge´ome´trique de d∞ (le lemme 3.10) nous donnent finalement
Proposition 4.23. L’application P : (T ′, du)→
(Aφ∩U, d∞) est 1/2-Ho¨lder continue et surjec-
tive. On observe qu’en particulier
H2∞(Aφ ∩ U) ≤ CH1du(T ′), C <∞.
Il est e´vident que (T ′, du) est home´omorphe a` l’intervalle ([0, 1], | · |). Soit s : ([0, 1], | · |,≤
) → (T ′, du,≤) un home´omorphisme monotone. On conside`re la relation d’e´quivalence R sur
[0, 1] de´finie par : αRβ ⇔ P ◦ s(α) = P ◦ s(β). Chaque classe d’e´quivalence contient soit un
intervalle ferme´ soit un point. L’espace topologique quotient ([0, 1]/R, τR) est aussi, a` son tour,
home´omorphe a` ([0, 1], | · |). L’application P ◦ s passe au quotient et de´finit ainsi une application
continue bijective P˜ : ([0, 1], |·|)→ (Aφ∩U, d∞). Ainsi, nous arrivons a` la conclusion du corollaire
4.15.
Ensemble transverse a` un ”entonnoir”. A la fin de cette section on voudrait soulever un
proble`me topologique qui, a` notre connaissance, reste ouvert dans sa ge´ne´ralite´. Le cas le plus
simple a e´te´ traite´ ci-dessus (n = 1) ; voir aussi [Wei02] pour la ge´ne´ralisation de ce raisonnement
et une riche litte´rature sur la the´orie ge´ne´rale des ”entonnoirs” (ang. funnels) [Aro42, Pug75,
Pug64, Her00].
Question 4.24 (Proble`me topologique). Soit ~V = (1, V1, . . . , Vn) un champ de vecteurs dans
Rn+1 ou` les fonctions Vi : Rn+1 → R sont seulement borne´es continues. Conside´rons l’ensemble
A (”entonnoir”) des lignes inte´grales du champ ~V qui se trouvent en temps t = 0 sur l’hyperplan
{x1 = 0}. Supposons que l’ensemble ferme´ E ⊂ {−δ ≤ x1 ≤ δ} est transverse a` A au sens suivant.
Toute ligne de A coupe l’ensemble E en exactement un seul point et de plus l’application qui
associe a` une ligne de A l’unique point de E lui appartenant est continue, ou` A est muni de la
topologie uniforme (sur l’intervalle de temps x1 ∈ [−δ, δ]).
L’ensemble E est-il localement home´omorphe a` une boule Bn de Rn ?
5. Proprie´te´s me´triques des courbes verticales
Apre`s avoir e´tabli que l’ensemble de niveau Γ := F−1(0) ∩ U est un arc simple, nous revenons
a` des conside´rations dans H1 (et plus sur S). Les coordonne´es x, y et z d’un point A ∈ H1 seront
de´signe´es par x(A), y(A) et z(A) respectivement. Etant home´omorphe a` un intervalle Γ he´rite
d’une structure d’ensemble line´airement ordonne´. Pour tout A,B ∈ Γ, A ≤ B, on notera par
29
l’intervalle [A,B] = {C ∈ Γ | A ≤ C ≤ B}. Nous choisissons l’ordre croissant sur Γ ce qui veut
dire que
si A,B ∈ Γ et A ≤ B =⇒ d∞(A,B)2 = z(B)− z(A)− 2
(
x(B)y(A)− x(A)y(B)). (5.1)
On peut toujours faire ce choix car si A,B ∈ Γ et A 6= B, alors z(B) − z(A) − 2(x(B)y(A) −
x(A)y(B) 6= 0.
L’e´le´ment essentiel de cette section est
Remarque 5.1. On conside`re trois points A,B,C ∈ Γ tels que A ≤ B ≤ C. D’apre`s (4.1) on a
avec un petit-o uniforme lorsque A→ C
d∞(A,B)2 + d∞(B,C)2 − d∞(A,C)2 = 2 det
(
pi(B)− pi(A), pi(C)− pi(B))
= 2
(
(y(C)− y(B))(x(B)− x(A))− (y(B)− y(A))(x(C)− x(B))
)
= o(d∞(A,B))o(d∞(B,C)) = o(d∞(A,B)2 + d∞(B,C)2) = o(d∞(A,C)2). (5.2)
Nous re´e´crivons la dernie`re relation sous la forme
|d∞(A,B)2 + d∞(B,C)2 − d∞(A,C)2| ≤ m(d∞(A,C)2)d∞(A,C)2 (5.3)
pour tous A ≤ B ≤ C sur Γ, ou` m(t)↘ 0 lorsque t↘ 0.
Remarque. La condition (5.3) pour une courbe simple Γ ⊂ H1 est en ge´ne´ral plus faible que la
condition de Whitney (4.1). Prenons, par exemple, Γ(t) = (t, 0, 2t|t|), t ∈ [−1, 1]. En effet, pour
t2 ≥ t1 on a d∞
(
Γ(t1),Γ(t2)
)2
= max{(t2 − t1)2, 2(t2|t2| − t1|t1|)} = 2(t2|t2| − t1|t1|). Vu que
t → t|t| est croissante, d∞
(
Γ(t1),Γ(t2)
)2
+ d∞
(
Γ(t2),Γ(t3)
)2 − d∞(Γ(t3),Γ(t1))2 ≡ 0 pour tous
t1 ≤ t2 ≤ t3. Ne´anmoins, ‖pi(Γ(t))− pi(Γ(0))‖ = |t| 6= o(d∞
(
Γ(t),Γ(0)
)
=
√
2|t|.
5.1. Quasi-me´triques plates
Pour comprendre les proprie´te´s de Γ, qui de´coulent de (5.3), nous nous plac¸ons dans un cadre
le´ge`rement plus abstrait. Notamment, tout au long de cette sous-section nous supposons que κ
est une quasi-me´trique continue (par rapport a` la topologie usuelle) sur [0, 1] qui est plate dans
le sens ou` elle satisfait la condition suivante :
|κ(A,B) + κ(B,C)− κ(A,C)| ≤ m(κ(A,C))κ(A,C), (5.4)
pour tous 0 ≤ A ≤ B ≤ C ≤ 1, ou` m(t) ↘ 0 lorsque t ↘ 0. L’espace quasi-me´trique λ :=
([0, 1], κ), e´tant home´omorphe a` un intervalle, sera appele´ ”courbe plate”. Bien suˆr, nous pensons
avant tout au cas ou` λ = (Γ, d2∞ Γ).
Remarque. Toute courbe dans Rn qui est -plate au sens de Reifenberg avec → 0 lorsque l’e´chelle
se raffine, satisfait la condition (5.4) avec κ une me´trique euclidienne induite (voir [DKT01,
DT99]). De bons exemples sont donne´s par des flocons de neige plats (c.-a`-d. dont les angles
de´croissent avec l’e´chelle) ; ils peuvent en particulier avoir une mesure H1κ infinie.
La premie`re conse´quence facile de (5.4) est
Proposition 5.2. Si [A,B] ⊂ [0, 1], alors uniforme´ment lorsque κ(A,B)→ 0,
diamκ([A,B]) = κ(A,B)(1 + o(1)).
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De´monstration. Par compacite´ pour tous 0 ≤ A ≤ B ≤ 1 on peut trouver C,D ∈ [A,B], C ≤ D,
tels que diamκ([A,B]) = κ(C,D). D’apre`s (5.4),
κ(A,B)− κ(A,D)− κ(D,B) = o(κ(C,D)),
κ(A,D)− κ(A,C)− κ(C,D) = o(κ(C,D)),
et en additionnant on conclut que
k(A,B) ≥ κ(A,B)− κ(A,C)− κ(D,B) = κ(C,D)(1− o(1)).
Proposition 5.3. La dimension de Hausdorff de la courbe plate λ est e´gale a` 1.
De´monstration. On construit par re´currence une suite de familles d’intervalles ferme´s Jk =
{Ik1 , . . . , Ik2k}, k = 0, 1, 2, . . . . On pose I01 = [0, 1] ; supposant construit Jk chaque intervalle
Iki , i = 1, . . . , 2
k, donne naissance a` deux intervalles de Jk+1 de la manie`re suivante. Si I
k
i = [a, c]
alors Ik+12i−1 = [a, b] et I
k+1
2i = [b, c] ou` le point c ∈ [a, b] est tel que κ(a, b) = κ(b, c). Pour Iki = [a, b]
on note Lk,i := κ(a, b). On introduit e´galement une distribution de masse µ sur [0, 1], c.-a`-d. une
mesure de probabilite´ bore´lienne, en posant µ(Iki ) = 2
−k pour tout Iki ∈ Jk, k = 0, 1, 2, . . . .
D’apre`s (5.4) pour tout k ≥ 0 et i = 1, . . . , 2k,
|Lk,i − 2Lk+1,2i−1| = |Lk,i − 2Lk+1,2i| ≤ mk,iLk,i, mk,i = m(Lk,i).
Pour Lk := max
i
Lk,i et lk := min
i
Lk,i on de´montre par re´currence sur k que
L0
2n
n∏
k=1
(1−mk) ≤ ln ≤ Ln ≤ L0
2n
n∏
k=1
(1 +mk), mk := max
i
|mk,i|. (5.5)
Quitte a` conside´rer un nombre fini d’intervalles plus petits nous pouvons supposer de`s le de´but
que mk ≤ m0 < 1, k = 0, 1, . . . . On voit qu’alors
L0
(
1−m0
2
)n ≤ ln ≤ Ln ≤ L0 (1 +m02 )n , (5.6)
et donc mk → 0 lorsque k →∞.
Majoration. On fixe α > 1. Quelque soit n entier les intervalles de famille Jn recouvrent [0, 1]
et leurs diame`tres tendent vers 0. Estimons donc
Hακ,δn(λ) ≤
2n∑
i=1
diamκ(I
n
i )
α ≤ cn
2n∑
i=1
Lαn,i ≤ cn2nLnLα−1n
≤ L0cnLα−1n
n∏
k=1
(1 +mk) ≤ cnLα0
n∏
k=1
(1 +mk)
(
1 +m0
2
)α−1
,
ou` cn → 1 et δn → 0 quand n→∞. A partir d’un certain n0 on a bien (1 +mk)
(
1+m0
2
)α−1
< 1,
k ≥ n0. Par conse´quent, Hακ(λ) = 0 et donc dimλ ≤ 1.
Minoration. On utilisera le principe de distribution de masse [Fal03, Fed69]. Soit α < 1
quelconque. Pour avoir dimλ ≥ 1 il suffit donc de ve´rifier que pour tout [A,B] ⊂ [0, 1] on a
lim
κ(A,B)→0
µ([A,B])κ(A,B)−α = 0.
31
Iki
BA
Figure 4: Jk 3 I ⊂ [A,B] et 4µ(Iki ) ≥ µ([A,B])
Avec les estimations (5.5) et (5.6) on de´montre sans peine que
lim sup
[a,b]∈Jk,k→∞
µ([a, b])κ(a, b)−α = 0.
Pour finir il reste a` remarquer que tout intervalle de [A,B] ⊂ [0, 1] contient un certain intervalle
Iki ∈ Jk suffisamment large avec 4µ(Iki ) ≥ µ([A,B]) (voir fig. 4).
De´finition 5.4. La courbe λ est appele´e p-Ahlfors re´gulie`re s’il existe 0 < C < ∞ tel que tout
[A,B] ⊂ [0, 1] ve´rifie C−1κ(A,B)p ≤ Hpκ([A,B]) ≤ Cκ(A,B)p.
Remarque 5.5. Suivant le raisonnement de la proposition 5.3 on observe que l’hypothe`se
∑∞
k=0mk <
∞ entraˆıne la 1-Ahlfors re´gularite´ de λ. En effet, il suffit de remarquer que dans ce cas-la` les deux
produits dans l’estimation (5.5) convergent, et par conse´quent 0 < C˜−1 < µ([A,B])κ([A,B])−1 <
C˜ <∞ pour tout intervalle non-vide [A,B] ⊂ λ.
De´finition 5.6. Soit (X, d) un espace quasi-me´trique et λ : [0, T ] → (X, d) une courbe. Pour
p > 0 on de´finit p-variation de λ comme
Varp(λ) = sup
{
n−1∑
i=0
d(λ(ti), λ(ti+1))
p | 0 ≤ t0 ≤ . . . ≤ tn ≤ T
}
.
Une conse´quence imme´diate des proprie´te´s me´triques de la mesure µ construite ci-dessus sur
λ est
Corollaire 5.7. La courbe plate λ est de p-variation finie Varp λ < ∞ pour tout p > 1 et de
p-variation infinie Varp λ = ∞ si p < 1. De fac¸on e´quivalente, la courbe plate λ admet toujours
un parame´trage ho¨lderien ([0, 1], | · |)→ ([0, 1], κ) avec tout exposant α < 1 et jamais avec α > 1.
De´finition 5.8. Pour la courbe λ on introduit la variation infe´rieure
Var(λ) := lim inf
δ→0
n∑
i=0
diamκ([Ai, Ai+1]) = lim inf
δ→0
n∑
i=0
κ(Ai, Ai+1),
ou` l’infimum est pris sur toutes les subdivisions σ = {0 = A0 < A1 < . . . < An < An+1 = 1} de
[0, 1] avec ‖σ‖ := max
i=0,...,n
|Ai − Ai+1| < δ (la deuxie`me e´galite´ est vraie a` cause de la proposition
5.2).
Proposition 5.9 (formule de l’aire). Pour la courbe plate λ, il est ve´rifie´ H1κ(λ) = Var(λ).
De´monstration. Il est clair que H1κ(λ) ≤ Var(λ) car l’infimum pour H1κ est pris sur un ensemble
plus large. Supposons donc que H1κ(λ) <∞ et montrons l’ine´galite´ inverse.
Soit [0, 1] ⊂
N⋃
i=0
Ei, 0 < diamκ(Ei) < δ, Ei est ouvert, un recouvrement fini (vu la compacite´)
de λ. Pour Ei 6= ∅ on de´finit Ai = inf{Ei} et Bi = sup{Ei} et on voit que Γ ⊂
⋃
i
[Ai, Bi].
32
On peut alors trouver une suite de points 0 = C0 < C1 < . . . < Cn < Cn+1 = 1 tel que tout
l’intervalle [Ci, Ci+1] soit contenu dans un certain [Ak, Ak+1] et que deux intervalles successifs
n’appartiennent pas a` un meˆme [Ak, Ak+1]. D’apre`s la proposition 5.2 on a que diamκ([Ai, Bi]) ≤
κ(Ai, Bi)(1 + ε(δ)) ≤ diamκ(Ei)(1 + ε(δ)), ou` ε(δ)→ 0 lorsque δ → 0. Finalement on obtient que
n∑
i=0
κ(Ci, Ci+1) ≤
∑
k
diamκ([Ak, Ak+1]) ≤ (1 + ε(δ))
∑
k
diamκ(Ek),
d’ou` on de´duit que Var(λ) ≤ H1κ(λ).
Lemme 5.10 (formule de l’aire : cas re´gulier). Supposons que
∑∞
i=0m(2
−i) <∞. Alors la courbe
plate λ est 1-Ahlfors re´gulie`re, et en outre
H1κ(λ) = lim‖σ‖→0
n∑
k=0
κ(tk, tk+1), σ = {0 = t0 < t1 < . . . < tn+1 = 1},
|H1κ([s, t])− κ(s, t)| ≤ Cκ(s, t)M(κ(s, t)), M(l) :=
∞∑
i=0
m(Cl2−i), [s, t] ⊂ λ,C <∞. (5.7)
Remarque. L’hypothe`se
∑∞
i=0m(2
−i) < ∞ est un analogue (uniformise´) de la sommabilite´ de
nombres de Jones dans le proble`me de voyageur de commerce [Jon90]. En ge´ne´ral, en l’absence
de cette hypothe`se on peut avoir H1κ(λ) = 0 ou H1κ(λ) =∞.
De´monstration. Comme on a suppose´ m monotone,
∑
km(2
−k) <∞ entraˆıne que ∑km(r−k) <
∞ pour tout 1 < r < ∞. D’apre`s la remarque 5.5, λ est 1-Ahlfors re´gulie`re et admet donc
un parame´trage bi-lipschitzien ([0, T ], | · |) −→ ([0, 1], κ). De plus, on peut toujours choisir ce
parame´trage de sorte que (5.4) se re´e´crive
|κ(s, t) + κ(h, t)− κ(s, h)| ≤ Cm(|s− t|)|s− t|, h ∈ [s, t] ⊂ [0, T ], C <∞.
Compte tenue de la formule de l’aire (proposition 5.9) pour obtenir le re´sultat e´nonce´ il suffit
d’appliquer maintenant
Lemme 5.11 (de la couture [FdLP06]). Soit µ : [0, 1]2 → R une fonction continue telle que
|µ(a, b) + µ(b, c)− µ(a, c)| ≤ ω(|a− c|), b ∈ [a, c],
pour une fonction ω(t)↘ 0 quand t↘ 0 et ∑∞i=0 ω(2−i) <∞. Alors il existe une unique (a` une
constante additive pre`s) fonction ν : [0, 1]→ R telle que
|ν(b)− ν(a)− µ(a, b)| ≤
∞∑
i=0
2iω(|b− a|2−i).
En outre, les sommes de Stieltjes
∑N
i=0 µ(ti, ti+1), ou` σ = {a = t0 < t1 < . . . < tN+1 = b} est
une subdivision de [a, b], convergent vers ν(b)− ν(a) lorsque ‖σ‖ → 0.
Remarquons que ce lemme a e´te´ de´montre´ dans [FdLP06] dans le cas ou` ω(t) = Kt1+α, α > 0,
mais sa de´monstration se modifie facilement pour couvrir les hypothe`ses que nous avons e´nonce´es
ci-dessus (voir e´galement [You38, Bur48]).
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5.1.1. Application aux courbes verticales
Il est temps de de´duire quelques proprie´te´s des lignes de niveau re´sultant des conside´rations
sur les quasi-me´triques plates.
Soit, comme au de´but de la section, Γ = F−1(0)∩U une courbe verticale parame´tre´e de fac¸on
croissante pour une application F ∈ C1H(H1,R2) avec la diffe´rentielle DhF surjective. On note
xi, yi, zi les coordonne´es x, y, z respectivement du point Ai ∈ Γ b H1. Soit σ = {A = A0 < A1 <
. . . < AN < AN+1 = B} une subdivision sur Γ = [A,B]. On voit que
N∑
i=0
d∞(Ai, Ai+1)2 =
N∑
i=0
zi+1 − zi + 2(xiyi+1 − yixi+1) =
= z(B)− z(A) + 2
N∑
i=0
xi(yi+1 − yi)− yi(xi+1 − xi).
D’apre`s (5.3), (Γ, d2∞ Γ) est une courbe plate, et comme la mesure de Hausdorff est invariante
par un plongement isome´trique, on de´duit des propositions 5.3 et 5.9
Corollaire 5.12. La courbe Γ est de dimension sous-riemannienne e´gale a` 2, dimh Γ = 2, et
H2∞(Γ) = z(B)− z(A) + 2 lim inf‖σ‖→0
N∑
i=0
(xiyi+1 − yixi+1)
=:
∫
Γ
dz + 2 lim inf
‖σ‖→0
∫
σ
(x dy − y dx). (5.8)
En revanche, la mesure de Hausdorff sphe´rique d’un sous-ensemble de´pend en ge´ne´ral de l’es-
pace ambiant.
Proposition 5.13. Toute courbe verticale Γ ve´rifie H2∞ Γ = 12S2∞ Γ.
De´monstration. Il suffit de de´montrer deux ine´galite´s. D’une part, diam∞(B∞(C, r) ∩ Γ) ≤√
2r(1 + o(1)), ou` le petit-o lorsque r → 0 est uniforme en C ∈ H1. En effet, pour des points
A,B ∈ Γ ∩B∞(C, r), A ≤ B, on utilise la condition de Whitney sur Γ pour de´duire
d∞(A,B)2 = z(B)− z(A)− 2 det(pi(B), pi(A)) =
(
z(B)− z(C)− 2 det(pi(B), pi(C)))
− (z(A)− z(C)− 2 det(pi(A), pi(C)))− 2( det(pi(B), pi(A))− det(pi(B), pi(C)) + det(pi(A), pi(C)))
≤ d∞(B,C)2 + d∞(A,C)2 + 2|det(pi(B)− pi(A), pi(A)− pi(C))| ≤ 2r2 + o(r2).
D’autre part, tout intervalle [A,B] ⊂ Γ est contenu dans une boule de rayon r = d∞(A,B)√
2
(1 +
o(1)), le petit-o lorsque A → B est uniforme en A,B ∈ Γ. En effet, e´tant donne´s deux points
A,B ∈ Γ on prend un point C ∈ Γ tel que d∞(A,C) = d∞(B,C) := r˜. On constate que
[A,B] ⊂ B∞(C, r), ou` r = max{diam∞([A,C]), diam∞([B,C])}. Or, 2r˜2 = d(A,B)2(A + o(1))
d’apre`s (5.3), et r˜r → 1 d’apre`s la proposition 5.2 (uniforme´ment lorsque A→ B).
Remarque 5.14. Si au lieu de d∞ on conside`re une autre quasi-me´trique dρ engendre´e par une
norme homoge`ne ρ sur H1, on aura H2ρ(Γ) = cρH2∞(Γ), ou` cρ = ρ(0, 0, 1) est le coefficient de
dilatation de ρ par rapport a` ρ∞ sur l’axe vertical. En effet, a` cause de la condition de Whitney
sur Γ, diamρE = cρ diam∞E(1 + o(1)) lorsque diam∞E → 0 pour E ⊂ Γ, d’ou` la remarque
de´coule facilement.
Remarque. Pour obtenir la constante 12 comme le rapport
H2∞
S2∞ Γ il suffit e´galement de conside´rer
les deux mesures sur l’axe vertical Oz.
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5.2. Cas re´gulier
De´finition 5.15. On dira que la courbe verticale Γ est fortement re´gulie`re au sens d’Ahlfors (ou
fα-re´gulie`re), si uniforme´ment pour les intervalles [C,D] ⊂ Γ on a une estimation
H2∞([C,D]) = d∞(C,D)2 + o(d∞(C,D)2) lorsque C → D.
On rappelle
De´finition 5.16. Soient x, y ∈ C0([0, T ],R) deux fonctions continues. L’inte´grale de Stieltjes∫ T
0 x dy est de´finie comme la limite (lorsqu’elle existe et finie) des sommes∫
σ
x dy :=
N∑
i=0
x(ti)
(
y(ti+1)− y(ti)
)
,
compte´es sur toutes les subdivisions σ := {0 = t0 < t1 < . . . < tN < tN+1 = T}, quand
‖σ‖ := max
i
|ti+1 − ti| → 0.
Notation 5.17. Pour x, y ∈ C0([0, T ],R) et t ∈ [0, T ] on notera Zx,y(t) := 2
∫ t
0 (x dy − y dx), ou`
la dernie`re inte´grale Stieltjes ”mixte” est de´finie comme la limite finie de∫ t
0
(x dy − y dx) = lim
‖σ‖→0
N∑
i=0
(xiyi+1 − yixi+1).
Remarquons que l’existence de Zx,y(t) n’entraˆıne pas en ge´ne´ral l’existence de
∫ t
0 x dy ni de
∫ t
0 y dx.
Proposition 5.18. Si la courbe Γ b H1 est fα-re´gulie`re, alors la formule de l’aire a lieu
H2∞(Γ) =
∫
Γ
dz + 2
∫
Γ
x dy − 2
∫
Γ
y dx.
La courbe Γ admet un parame´trage naturel par t→ Γ(t) ∈ H1 tel que
H2∞
(
Γ([0, t])
)
= t pour tout t ∈ [0,H2∞(Γ)].
L’application t→ Γ(t) est bi-ho¨lderienne avec l’exposant 1/2 :
C(|t− s|)|t− s| 12 ≥ d∞(Γ(t),Γ(s)) ≥ C(|t− s|)−1|t− s| 12 ,
ou` C(δ)→ 1 quand δ → 0. L’application t→ Γ(t) est de la forme
t −→
(
x(t), y(t), z(0) + t− 2
t∫
0
x dy + 2
t∫
0
y dx
)
. (5.9)
De´monstration. Le fait que Γ soit fα-re´gulie`re permet de remplacer ”lim inf” par ”lim” dans
l’expression de Var (voir de´finition 5.8 et proposition 5.9) et suivant la formule (5.8) on obtient
H2∞(Γ) =
∫
Γ
dz + 2
∫
Γ
(x dy − y dx).
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Il reste a` voir que les inte´grales
∫
Γ x dy et
∫
Γ y dx existent se´pare´ment. Avec le parame´trage
naturel les coordonne´es x et y le long de Γ appartiennent a` h1/2 vu la condition de Whitney sur
Γ. D’apre`s la remarque A.3 l’inte´gration par parties est donc valable, ce qui implique l’existence
de
2
∫
Γ
x dy = xy
∣∣
Γ
+
∫
Γ
(x dy − y dx).
Le reste de l’e´nonce´ est une conse´quence directe de la fα-re´gularite´ et de la formule de l’aire.
En ge´ne´ral, la courbe Γ n’est pas fα-re´gulie`re (voir sous-section 5.3). Par contre, la re´gularite´
supple´mentaire de l’une des deux applications scalaires de F = (f, g) garantit que la courbe Γ
est fα-re´gulie`re.
Lemme 5.19. Supposons que pour F = (f, g) les de´rive´es horizontales de f satisfont
max
{‖Xf(A)−Xf(B)‖, ‖Y f(A)− Y f(B)‖} ≤ m(d∞(A,B)2), (5.10)
ou` m : R+ → R+ est monotone et
∞∑
k=0
m(r−k) <∞, pour r > 1. (5.11)
Alors la courbe verticale Γ ⊂ F−1(0) est fα-re´gulie`re.
Remarque. Si (5.11) est ve´rifie´ pour un r > 1, alors vu la monotonie de m cela reste vrai pour
tout r > 1. On supposera donc que r = 2.
De´monstration. D’apre`s le the´ore`me 2.3 de Lagrange, pour A,B ∈ H1,
|f(A)− f(B)−Dhf(B)(B−1A)| ≤ c1d∞(A,B)m
(
c2d∞(A,B)2
)
, 0 < c1, c2 <∞.
Sans perte de ge´ne´ralite´ on peut supposer que Xf ≥ c−1 > 0 sur Γ, et donc pour A,B ∈ Γ, cela
se traduit par
|(x(A)− x(B)) + w(B)(y(A)− y(B))| ≤ cc1d∞(A,B)m
(
c2d∞(A,B)2
)
, w(B) = − Y f
Xf
(B).
Par conse´quent, on obtient que pour tous A ≤ B ≤ C sur Γ
|d∞(A,B)2 + d∞(B,C)2 − d∞(A,C)2|
≤ 2|y(C)− y(B)|cc1d∞(A,B)m
(
c2d∞(A,B)2
)
+ 2|y(B)− y(A)|cc1d∞(C,B)m
(
c2d∞(C,B)2
)
≤ ε(d(A,C))m(c3d∞(A,C)2)d∞(A,C)2, 0 < c3 <∞,
ou` ε(δ) ↘ 0 quand δ ↘ 0, d’apre`s la condition de Whitney sur Γ et la proposition (5.2).
Maintenant nous sommes en mesure d’appliquer (5.7) du lemme 5.10 et en de´duire que pour tous
A,B ∈ Γ,
|H2∞([A,B])− d∞(A,B)2| ≤ c4ε(d(A,B))d∞(A,B)2
∞∑
i=0
m
(
c4d∞(A,B)22−i
)
, 0 < c4 <∞,
(5.12)
d’ou` la re´gularite´ forte d’Ahlfors de Γ.
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Corollaire 5.20. Si f ∈ C1,αH (H1,R), α > 0, alors l’estimation suivante a lieu uniforme´ment
pour [A,B] ⊂ Γ
H2∞([A,B]) = d∞(A,B)2
(
1 + o(d∞(A,B)α)
)
.
Si F ∈ C1,αH (H1,R2), α > 0, alors l’estimation suivante a lieu uniforme´ment pour [A,B] ⊂ Γ
H2∞([A,B]) = d∞(A,B)2
(
1 +O(d∞(A,B)2α)
)
.
De´monstration. Pour f ∈ C1,αH (H1,R), α > 0, le module de continuite´ des de´rive´es horizontales
est donne´ par m(δ) . δα. Vu que
∑∞
i=0(δ2
−i)α ≤ cαδα, il suffit d’appliquer l’estime´e (5.12).
Dans le cas ou` F ∈ C1,αH (H1,R2), α > 0, pour tous A,B ∈ Γ d’apre`s le the´ore`me 2.3 de
Lagrange il est ve´rifie´
‖pi(A)− pi(B)‖ ≤ cd∞(A,B)1+α, c <∞. (5.13)
Cela entraˆıne l’estimation suivante : pour tous A ≤ B ≤ C sur Γ,
|d∞(A,B)2 + d∞(B,C)2 − d∞(A,C)2| ≤ c˜d∞(A,C)2(1+α),
et donc une utilisation usuelle de (5.7) conduit a` la conclusion.
5.2.1. Rele`vement vertical
Rele`vement horizontal des courbes ho¨lderiennes. Une conse´quence directe et importante du
the´ore`me A.2 est
Proposition 5.21. Soit γx, γy ∈ Hα([0, T ],R) avec α > 12 . Alors la courbe γ = (γx, γy,−Zγx,γy) ∈
Hα([0, T ],H1)∩Hα([0, T ],R3) est ho¨lderienne a` la fois en me´trique d’Heisenberg et en me´trique
euclidienne.
Re´ciproquement, soit γ = (γx, γy, γz) ∈ Hα([0, T ],H1) une courbe ho¨lderienne en me´trique
d’Heisenberg, α > 12 . Alors il existe une constante C telle que pour tout t ∈ [0, T ],
γz(t) = C − Zγx,γy(t).
Remarque 5.22. Il existe e´galement un rele`vement ho¨lderien (non-unique) de toute courbe dans
le plan (γx, γy) ∈ Hα([0, T ],R2) pour α < 12 , c.-a`-d. une courbe (γx, γy, γz) ∈ Hα([0, T ],H1) (voir
[LV07, proposition 3]).
Question 5.23. Le proble`me de caracte´riser la projection pi(λ) pour λ ∈ H 12 ([0, 1],H1) reste
ouvert a` notre connaissance. Soulignons qu’il existe une contrainte supple´mentaire par rapport
au rele`vement ho¨lderien pour α 6= 12 .
Soit une courbe λ ∈ H 12 ([0, 1],H1), c.-a`-d. d∞(λ(h), λ(l)) ≤ C|h − l| 12 pour tous h, l ∈ [0, 1].
Pour un intervalle [s, t] ⊂ [0, 1] on de´finit
V+([t, s]) = 2 sup
σ
∫
σ
(λy dλx − λx dλy), V−([t, s]) = 2 inf
σ
∫
σ
(λy dλx − λx dλy),
ou` σ = {s = t0 < t1 < . . . < tn+1 = t} parcourt toutes les subdivisions de [s, t]. Pour tous h > l
−C(h− l) + 2 det (pi(λ(h)), pi(λ(l))) ≤ λz(h)− λz(l) ≤ C(h− l) + 2 det (pi(λ(h)), pi(λ(l))).
On pose ti+1 = h, ti = l, on additionne suivant une subdivision σ de [s, t] et on prend inf et sup
des sommes pour obtenir
−C(t− s) + V+([s, t]) ≤ λz(t)− λz(s) ≤ C(t− s) + V−([s, t]).
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En particulier, pour tout intervalle [s, t] ⊂ [0, 1],
0 ≤ V+([s, t])− V−([s, t]) ≤ 2C|t− s|. (5.14)
La condition ne´cessaire (5.14) est-elle suffisante pour construire un rele`vement de la classe
H
1
2 ([0, 1],H1) de la courbe (λx, λy) ∈ H 12 ([0, 1],R2) ?
Proposition 5.24. Soit une courbe ho¨lderienne {t→ (x(t), y(t), z(t))} ∈ H 12 ([0, 1],H1) telle que
x, y ∈ h1/2([0, 1],R). Alors il existe une constante C > 0 et une application F ∈ C1H(H1,R2) avec
DhF surjective telles que la courbe 2-Ahlfors re´gulie`re
Γ = {t→ (x(t), y(t), z(t) + Ct)} ⊂ F−1(0).
De´monstration. Comme |z(t)− z(s)− 2x(t)y(s) + 2x(s)y(t)| ≤ c|t− s| pour t, s ∈ [0, 1], alors en
prenant C > c
(C − s)|t− s| ≤ |z(t)− z(s)− 2x(t)y(s) + 2x(s)y(t) + C(t− s)| ≤ (C + c)|t− s|.
Vu que x, y ∈ h1/2, on a uniforme´ment ‖pi(Γ(t))− pi(Γ(s))‖2 = o(|t− s|) = o(|
(
Γ(t)−1Γ(s)
)
z
|), et
donc la courbe Γ remplit la condition de Whitney (voir remarque 4.3). La re´gularite´ d’Ahlfors
de Γ re´sulte de l’equivalence bi-lipschitzienne de (Γ, d∞) a` ([0, 1], | · | 12 ).
De´finition 5.25. Soit {t→ (x(t), y(t))} ∈ C0([0, T ],R2) une courbe telle que Zx,y(t) existe pour
tout t ∈ [0, T ]. On appelle rele`vement vertical de {t→ (x(t), y(t))} une courbe de la forme
[0, T ] 3 t→ (x(t), y(t), z0 − Zx,y(t))+ (0, 0, t), z0 ∈ R.
Figure 5: Rele`vement vertical de la courbe de Weierstrass t → ( n∑
i=0
2−
i
2 sin(2pi2it),
n∑
i=0
2−
i
2 (1 − cos(2pi2it)))
pour n = 3 (a` gauche) et n = 20 (a` droite). On voit aussi l’intersection du rele`vement avec deux plans
horizontaux. (Les images sont faites a` l’aide de Maple.)
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Remarque 5.26. Si γ ∈ Hα([0, T ],R2), 1 ≥ α > 12 , alors son rele`vement vertical appartient
e´galement a` Hα([0, T ],R3) muni de la norme euclidienne. En effet, d’apre`s le the´ore`me A.2
|Zγx,γy(t)− Zγx,γy(s) + t− s| ≤ |t− s|+ |Zγx,γy(t)− Zγx,γy(s)− 2
(
γx(t)γy(s)− γy(t)γx(s)
)|
+ 2|γx(t)||γy(s)− γy(t)|+ 2|γy(t)||γx(s)− γx(t)|
≤ |t− s|+ Cα‖γ‖2α|t− s|2α + 4‖γ‖∞‖γ‖α|t− s|α ≤ C(γ)|t− s|α, C(γ) ≤ ∞.
Lemme 5.27. Vues localement, les courbes de niveau Γ d’une application F ∈ C1,αH (H1,R2), α >
0, DhF surjective, sont exactement les rele`vements verticaux des courbes γ ∈ H 1+α2 ([0, T ],R2).
De´monstration. D’apre`s le corollaire 5.20 une courbe verticale Γ ⊂ F−1(0) est fortement Ahlfors
re´gulie`re. On choisit le parame´trage naturel (par H2∞ Γ) sur Γ ; selon l’ine´galite´ (5.13) pi(Γ) ∈
H
1+α
2 . La courbe Γ est donc un rele`vement vertical de pi(Γ) d’apre`s (5.9).
Soit maintenant γ ∈ H 1+α2 ([0, T ],R2) et Γ son rele`vement vertical. Pour t, s ∈ [0, T ] d’apre`s le
the´ore`me A.2
d∞(Γ(t),Γ(s))2 ≥ | − Zγx,γy(t) + Zγx,γy(s)− 2 det(γ(t), γ(s)) + t− s|
≥ |t− s| − Cα‖γ‖21+α
2
|t− s|1+α ≥ c|t− s| ≥ c‖γ‖−11+α
2
‖γ(t)− γ(s)‖ 21+α , c > 0,
pourvu que T soit suffisamment petit (a` ‖γ‖ 1
2
fixe´e). Ainsi, pour conclure il suffit de poser
DhF (A)(x, y, z) = (x, y, 0) et F (A) = 0 pour A ∈ Γ et d’appliquer le the´ore`me 2.5 de prolonge-
ment de Whitney pour les fonctions de C1,αH .
5.2.2. Dimension euclidienne.
Conside´rons comme avant une courbe verticale Γ = F−1(0)∩U(0), F ∈ C1H(H1,R2) avec DhF
surjective.
Remarque 5.28. D’apre`s [BTW09] on a 1 ≤ dimE Γ ≤ dimh Γ = 2. Comme la projection pi est
1-lipschitzienne au sens euclidien, HdE(Γ) ≥ HdE(pi(Γ)) et dimE Γ ≥ dimE pi(Γ). Si Γ est 2-Ahlfors
re´gulie`re, alors quitte a` changer le parame´trage pi(Γ) ∈ h1/2 et, par conse´quent, pi(Γ) est d’aire
nulle dans le plan : L2(pi(Γ)) = 0.
Lemme 5.29. La dimension euclidienne des courbes verticales Γ peut prendre toute valeur dans
l’intervalle [1, 2].
De´monstration. Pour 1 ≤ β < 2 on peut toujours trouver une courbe ”quasi-he´lix” d’exposant
β−1, c.-a`-d. γ : [0, 1] → R2 telle que c−1|t − s| 1β ≤ ‖γ(t) − γ(s)‖ ≤ c|t − s| 1β , 0 < c < ∞,
s, t ∈ [0, 1]. De telles courbes peuvent eˆtre constuites comme des courbes de Von Koch autosi-
milaires, voir [Tri99], par exemple. On a bien dimE γ = β. D’apre`s le the´ore`me A.2 la courbe
{t → (γx(t), γy(t), Zγx,γy(t))} appartient a` Hβ−1([0, 1],H1). En prenant son rele`vement vertical
(proposition 5.24) on obtient une courbe de niveau Γ avec dimE Γ = β (remarque 5.26).
Pour la dimension β = 2 voir l’exemple ci-dessous.
Exemple 5.30. Il existe une courbe de niveau Γ 2-Ahlfors re´gulie`re pour laquelle
dimh Γ = dimE Γ = dimE pi(Γ) = 2.
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De´monstration. L’ide´e est de construire d’abord une courbe γ : [0, 1] → R2 dans le plan de
dimension euclidienne 2 dont le module de continuite´ ‖γ(t)− γ(s)‖2 ≤ |t− s|m(|t− s|) satisfait
∞∑
n=0
m(2−n) <∞ et d’utiliser par la suite le rele`vement vertical pour construire la courbe Γ avec
les proprie´te´s voulues. La courbe γ dans notre exemple sera donne´e comme une courbe de Von
Koch, ou` a` chaque e´tape d’ite´ration le facteur de similitude croˆıt.
On fixe une suite monotone de nombres {hn} ∈ (0, 12) telle que hn ↘ 0 quand n → ∞. On
se donne deux points A00 et A
0
1 avec l0 = ‖A01 − A00‖ = 1 et on de´finit par re´currence une suite
de courbes γn : [0, 1] → R2, n = 1, . . . ,∞. La courbe γn est line´aire sur tout intervalle dyadique
Ini := [
i
2n ,
i+1
2n ], i = 1, . . . , 2
n − 1, et γ(Ini ) = [Ani , Ani+1], ou` les segments [Ani , Ani+1] sont tous de
longueur euclidienne ln = 2
−n( 1
2
+hn). Les sommets satisfont An+12i = A
n
i , i = 0, . . . , 2
n (voir fig.
6).
A10
A11
A12
l1 l1
l0 A
2
0 A21
A22
A23 A
2
4
l1 l1
l2l2
l2 l2
Figure 6: La courbe γ1 (a` gauche) et γ2 (a` droite)
Pour tous points Ani et A
n
j tels que 0 < |j − i| < 2n−r on de´montre par re´currence sur
n = r + 1, · · · , que
‖Ani −Anj ‖ ≤ 2
n∑
k=r+1
lk.
On montre facilement que la suite γn converge uniforme´ment sur [0, 1] vers une courbe limite γ,
et que pour |t− s| ≤ 2−r on a l’estimation suivante :
‖γ(t)− γ(s)‖ ≤ 2
∞∑
k=r+1
lk.
On en de´duit que le module de continuite´ m de γ satisfait m(2−r) ≤ 2r(2 ∞∑
k=r+1
lk
)2
. On remarque
qu’en particulier γ ∈ h1/2 si khk → 0 lorsque k → ∞. La se´rie
∞∑
n=0
m(2−n) est majore´e (a` des
constantes multiplicatives et additives pre`s) par
∞∑
r=0
m(2−r) .
∞∑
r=0
2r
( ∞∑
k=r+1
lk
)2 ≤ ∞∑
r=0; j,k=1
2rlklj1(k≥r+1,j≥r+1) .
∞∑
j,k=1
2min{k,j}lklj ≤
( ∞∑
k=1
2
k
2 lk
)2
. (5.15)
On conclut donc que si la somme
∑
n
2−nhn < ∞, alors ∑
r
m(2−r) < 0 converge. Or, en utilisant
la distribution de masse naturelle sur γ il est facile de voir que dimE γ = 2 pourvu que hn ↘ 0.
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Prenons par exemple hn = (n ln(n+1)
2+2)−1 et de´finissons la courbe γ : [0, 1]→ R2 comme ci-
dessus. Compte tenu de l’estimation (5.15), le lemme 5.11 (avec µ(t, s) = 2
(
x(t)y(s)− y(t)x(s)))
assure que la courbe t → (γx(t), γy(t), Zγx,γy(t)) est bien de´finie et appartient a` h1/2([0, 1],H1).
La construction de la courbe Γ est alors faite par la proposition 5.24.
5.3. Exemples irre´guliers
Dans cette sous-section nous construisons des courbes verticales ”rugueuses” Γ1,2 pour les-
quelles H2∞(Γ1) =∞ ou H2∞(Γ2) = 0.
Remarque 5.31. Compte tenu de l’ine´galite´ de la coaire de [Mag02] pour L2-presque tout a ∈ R2
la mesure H2∞(F−1(a) ∩K) <∞ est finie pour tout compact K ∈ H1.
5.3.1. Se´ries lacunaires.
Le but de cette sous-section est d’e´tudier plus en de´tail l’existence et des estimations de
l’inte´grale de Stieltjes
∫
x dy au dela` de la re´gularite´ du lemme 5.11. Pour ce faire on utilisera
des fonctions ho¨lderiennes construites comme des se´ries de Fourier lacunaires.
Etant donne´ φn(t) := (2pi)
−1 exp(−2piI2nt) et ψn(t) := (2pi)−1 exp(2piI2nt) on conside`re la
se´rie de fonctions :
f(t) =
∞∑
n=0
2−
n
2
(
anφn(t) + bnψn(t)
)
, an, bn ∈ C. (5.16)
Dans tous les cas qui nous inte´ressent nous supposons que f ∈ ⋂
>0
H
1−
2 ([0, 1]). Pour h > 0 on
note par k(h) l’unique entier tel que 2−k(h)−1 ≤ h < 2−k(h). Pour h > 0,
∣∣ ∞∑
n=0
2−
n
2 an
(
φn(t+ h)− φn(t)
)∣∣ ≤ (2pi)−1 k(h)∑
n=0
2−
n
2 |an|| exp(2piI2nh)− 1|+
∞∑
n=k(h)+1
2−
n
2 |an|
≤
k(h)∑
n=0
2−
n
2 |an|h2n + 2−
k(h)
2
∞∑
n=k(h)+1
2−
n−k(h)
2 |an| ≤ h 12Lk(h)({an}),
ou` Lk({an}) := 2
( k∑
n=0
|an|2− k−n2 +
∞∑
n=k+1
2−
n−k
2 |an|
)
, et donc
|f(t+ h)− f(t)|2 ≤ 2h(Lk(h)({an})2 + Lk(h)({bn})2). (5.17)
On voit alors que Lk({an}) ≤ 8‖an‖∞, ou` ‖ · ‖∞ de´signe la norme usuelle de l’espace l∞. Par
conse´quent, si max
n≥0
(|an|+ |bn|) ≤ C <∞ alors f ∈ H 12 et ‖f‖
H
1
2
≤ 8C. On remarque e´galement
que si lim an = lim bn = 0, alors Lk({an})+Lk({bn}) −→
k→∞
0 et donc f ∈ h1/2. Avec f conside´rons
encore une fonction g dont la de´composition est donne´e par
g(t) =
∞∑
n=0
2−
n
2
(
cnφn(t) + dnψn(t)
)
. (5.18)
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Soit σ = {0 = t0 < t1 < . . . < tN < tN+1 = 1} une subdivision de [0, 1] ; on note ∆ti := ti+1−ti
et ‖σ‖ := max
i
|∆ti|. Notre but est d’estimer la somme de Stieltjes
∫
σ f dg :=
N∑
i=0
f(ti)(g(ti+1) −
g(ti)). On de´compose
∫
σ f dg = Dσ +Sσ en deux termes, appele´s diagonal (D) et secondaire (S) :
Dσ =
∞∑
n=0
2−n
(
andn
∫
σ
φn dψn + bncn
∫
σ
ψn dφn
)
;
Sσ =
∑
n 6=m
2−
n+m
2
(
andm
∫
σ
φn dψm + bncm
∫
σ
ψn dφm
)
+
∞∑
n,m=0
ancm2
−n+m
2
∫
σ
φn dφm + bndm2
−n+m
2
∫
σ
ψn dψm.
Estimation du terme secondaire. Remarquons que
1∫
0
φn dψm =
1∫
0
ψn dφm = 0 pour n 6= m
non-ne´gatifs, ainsi que
1∫
0
ψn dψm =
1∫
0
φn dφm = 0 pour tous n,m ≥ 0. Estimons, par exemple, le
terme
Sa,c :=
∞∑
n,m=0
ancm2
−n+m
2
( ∫
σ
φn dφm ±
1∫
0
φn dφm
)
=
=
N∑
i=0
∞∑
n,m=0
ancm2
−n+m
2
ti+∆ti∫
ti
(
φn(ti)− φn(l)
)
φ′m(l) dl.
En fonction de la taille de ∆ti on utilisera l’une des quatre bornes possibles qui sont faciles a`
retrouver :
∣∣ ti+∆ti∫
ti
(
φn(ti)− φn(l)
)
φ′m(l) dl
∣∣ ≤ min

2n+m(∆ti)
2;
2n+1∆ti;
2m∆ti;
1.
(5.19)
Pour 0 ≤ i ≤ N fixe´, on pose ki = k(∆ti) et suivant (5.19) on obtient
∞∑
n,m=0
|ancm| 2−
n+m
2
∣∣ ti+∆ti∫
ti
(
φn(ti)− φn(l)
)
φ′m(l) dl
∣∣ ≤ ∑
n,m≤ki
|ancm|2
n+m
2 2−2ki
+
∑
m>ki≥n
2|ancm|2
n−m
2 2−ki +
∑
n>ki≥m
|ancm|2
m−n
2 2−ki +
∑
n,m>ki
|ancm| 2−
n+m
2
≤ 2−ki
( ki∑
n=0
|an|
2(ki−n)/2
ki∑
m=0
|cm|
2(ki−m)/2
+ 2
ki∑
n=0
|an|
2(ki−n)/2
∞∑
m=ki+1
|cm|
2(m−ki)/2
+
ki∑
m=0
|cm|
2(ki−m)/2
∞∑
n=ki+1
|an|
2(n−ki)/2
+
∞∑
n=ki+1
|an|
2(n−ki)/2
∞∑
m=ki+1
|cm|
2(n−ki)/2
)
.
On en de´duit que
|Sa,c| ≤ 2
N∑
i=0
2−kiLki({an})Lki({cm}).
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Exactement de la meˆme fac¸on nous pouvons majorer les autres termes de Sσ, et avoir l’estime´e
suivante :
|Sσ| ≤ 2
N∑
i=0
2−ki
(
Lki({an}) + Lki({bn})
)(
Lki({cm}) + Lki({dm})
)
.
Estimation du terme diagonal. Pour ce choix de φ et ψ on calcule
(2pi)2φn(ti)
(
ψn(ti+1)− ψn(ti)
)
= exp(2piI2n∆ti)− 1;
(2pi)2ψn(ti)
(
φn(ti+1)− φn(ti)
)
= exp(−2piI2n∆ti)− 1.
L’estime´e | exp(xI)− 1− Ix| ≤ x2/2 justifie l’apparition de la partie principale dans Dσ :
(2pi)2Dσ =
N∑
i=0
∞∑
n=0
2−n
(
andn(exp(2piI2
n∆ti)− 1) + bncn(exp(−2piI2n∆ti)− 1)
)
= 2piI
N∑
i=0
ki∑
n=0
∆ti(andn − bncn) + S˜σ.
Le terme S˜σ satisfait l’ine´galite´
|S˜σ| ≤
N∑
i=0
∞∑
n=ki+1
2−n+1(|andn|+ |bncn|) +
N∑
i=0
ki∑
n=0
2n−12−2ki(|andn|+ |bncn|)
≤
N∑
i=0
2−ki
( ∞∑
n=ki+1
2−n+ki+1(|andn|+ |bncn|) +
ki∑
n=0
2n−1−ki(|andn|+ |bncn|)
)
≤
N∑
i=0
2−ki
(
Lki({an})Lki({dm}) + Lki({cm})Lki({bn})
)
.
Au final nous obtenons que (avec C ≤ 10)∫
σ
f dg = (2pi)−1I
N∑
i=0
∆ti
ki∑
n=0
(andn − bncn) +Rσ(an, bn, cn, dn), (5.20)
|Rσ(an, bn, cn, dn)| ≤ C
N∑
i=0
∆ti
(
Lki({an}) + Lki({bn})
)(
Lki({cm}) + Lki({dm})
)
. (5.21)
Vu que
∑N
i=0 ∆ti = 1, on arrive a` l’estime´e
|Rσ(an, bn, cn, dn)| ≤ C max
k≥k(‖σ‖)
(
Lk({an}) + Lk({bn})
)(
Lk({cm}) + Lk({dm})
)
. (5.22)
En particulier, le reste ve´rifie |Rσ| ≤ C˜(‖an‖∞ + ‖bn‖∞)(‖cm‖∞ + ‖dm‖∞), et si en plus |an| +
|bn| → 0 ou |cm|+ |dm| → 0, alors |Rσ| → 0 quand ‖σ‖ → 0.
Proposition 5.32. Soit ‖an‖∞ + ‖bn‖∞ <∞ et |cm|+ |dm| −→
m→∞ 0. Alors, pour f et g dont les
de´compositions sont donne´es par (5.16) et (5.18),
lim
‖σ‖→0
∫
σ
f dg = (2pi)−1I
∞∑
n=0
(andn − bncn), (5.23)
si et seulement si la dernie`re se´rie converge (pas forcement absolument).
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De´monstration. En supposant que la se´rie converge et vu que
∑N
i=0 ∆ti = 1 on a l’e´galite´ suivante
N∑
i=0
∆ti
ki∑
n=0
(andn − bncn)−
∞∑
n=0
(andn − bncn) =
∞∑
n=k(‖σ‖)
(andn − bncn)
N∑
i=0
∆ti(1{n≤ki} − 1).
La dernier terme tend vers 0 lorsque ‖σ‖ → 0 car la fonction n −→ ∑Ni=0 ∆ti(1{n≤ki} − 1) est
monotone et borne´e.
En re´partissant bien les poids convexes ∆ti on obtient
Proposition 5.33. Soit ‖an‖∞+‖bn‖∞ <∞ et |cm|+ |dm| −→
m→∞ 0. Pour la simplicite´ supposons
que les fonctions correspondantes f ∈ H 12 et g ∈ h1/2 sont a` valeurs re´elles, c.-a`-d. a¯n = bn et
c¯n = dn pour tout n ≥ 0. Alors les valeurs d’adhe´rence de
∫
σ f dg remplissent lorsque ‖σ‖ → 0
l’intervalle ferme´∫
σ
f dg
‖σ‖→0
=
[
lim inf
n→∞ An; lim supn→∞
An
]
, An := pi
−1
n∑
k=0
Im(akdk).
Dans le cas, ou` ‖an‖∞ + ‖bn‖∞ <∞ et ‖cm‖∞ + ‖dm‖∞ <∞∫
σ
f dg
‖σ‖→0
⊂ [ lim inf
n→∞ An − l(f, g); lim supn→∞ An + l(f, g)
]
,
ou` l(f, g) = C(‖an‖∞ + ‖bn‖∞)(‖cm‖∞ + ‖dm‖∞), 0 < C <∞ est une constante.
5.3.2. Rele`vement des courbes rugueuses
On fixe une fonction  : R+ → (0, 1] croissante telle que (t) ↘ 0 lorsque t ↘ 0. On suppose
aussi que la fonction de´finie par h(t) = (t)−1t pour t > 0 et h(0) = 0 est continue sur [0, 1]. Soit
γ : [0, T ] → R2 une courbe continue dans le plan. Etant donne´s  et γ on de´finit une fonction
continue ∆z : [0, T ]2 → R : pour 0 ≤ t, s ≤ T on pose
∆z(t, s) = h
(‖γ(t)− γ(s)‖2)+ 2 det(γ(t), γ(s)).
Pour t ∈ [0, T ] on de´finit un nombre, fini ou infini,
z(t) = Var(∆z)[0,t] = sup
{
N∑
i=0
∆z(ti+1, ti) | 0 = t0 < t1 < . . . < tN+1 = t
}
.
Lemme 5.34 (rele`vement rugueux). Soient , γ, ∆z et z comme ci-dessus et supposons z(T ) <
∞. Alors z : [0, T ]→ R est continue et la courbe Γ([0, T ]) ⊂ H1, Γ(t) = (γ(t), z(t)), est une courbe
verticale pour une certaine application F ∈ C1H(H1,R2), avec DhF surjective sur Γ([0, T ]) ⊂
F−1(0).
De´monstration. La fonction ∆z e´tant continue, si sa variation z(t) est borne´e, alors elle est aussi
continue. Il est clair que Var(∆z)[0,t] ≥ Var(∆z)[0,s] + Var(∆z)[s,t] pour tous 0 ≤ s ≤ t ≤ T . On
voit donc que
z(t)− z(s) ≥ Var(∆z)[s,t] ≥ ∆z(t, s),
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ce qui donne

(‖γ(t)− γ(s)‖2)(z(t)− z(s)− 2 det(γ(t), γ(s))) ≥ ‖γ(t)− γ(s)‖2.
On note A = Γ(t), B = Γ(s) ; vu que  ≤ 1 est croissante, on arrive a`
(d∞(A,B)2)d∞(A,B)2 ≥ ‖pi(A)− pi(B)‖2,
ce qui est exactement la condition de Whitney pour l’ensemble Γ([0, T ]).
Soit comme avant Γ = F−1(0) ∩ U(0) une courbe verticale de niveau de l’application F ∈
C1H(H1,R2) avec DhF surjective, parame´tre´e par [0, 1] de fac¸on croissante.
Remarque 5.35. On voit que les sommes de Stieltjes 2
∑N
i=0 det
(
pi(Γ(ti+1)), pi(Γ(ti))
) ≤ z(Γ(1))−
z(Γ(0)) sont majore´es uniforme´ment (quelle que soit une subdivision σ = {0 = t0 < t1 < . . . <
tN+1 = 1}). Si maintenant γ ∈ h1/2([0, 1],R2) et les sommes de Stieltjes
∑N
i=0 det(γ(ti+1), γ(ti)) ≤
C <∞ sont majore´es uniforme´ment, alors γ admet un releve´ rugueux comme dans la proposition
5.34. En effet, si γ n’est pas re´duite a` un point il suffit de poser
(δ) = c−1 sup
δ0≤δ
{
max
‖γ(t)−γ(s)‖2≥δ0
δ0|t− s|−1
}
, δ ∈ (0, l]; (δ) = (l), δ > l;
avec l = diam(γ([0, 1])) > 0, et c > 0 est une constante assez grande.
Exemple 5.36. Il existe une courbe verticale Γ pour laquelle H2∞(Γ) =∞.
De´monstration. On prend deux fonctions f et g a` valeurs re´elles de la forme de (5.16) et (5.18)
respectivement. On choisit e´galement {an} et {dm} de sorte que lim an = lim dm = 0 et que la
suite
∑N
n=0 Im(andn) tende vers ∞ lorsque N → ∞. La courbe γ := (f, g) ∈ h1/2([0, 1],R2)) et
les sommes de Stieltjes
∑
σ det(γ(ti+1), γ(ti)) =
∫
σ g df −
∫
σ f dg sont majore´es uniforme´ment ce
qui de´coule des formules (5.20)(5.21) et de l’e´galite´ (A.2). D’apre`s la remarque 5.35, γ admet un
releve´ rugueux Γ. En utilisant la formule de l’aire (5.8), la proposition 5.33 et la remarque A.3
on obtient que
H2∞(Γ) = z(Γ(1))− z(Γ(0)) + 2 lim inf‖σ‖→0
( ∫
σ
f dg −
∫
σ
g df
)
=∞.
Exemple 5.37. Il existe une courbe verticale Γ pour laquelle H2∞(Γ) = 0.
De´monstration. On prend deux fonctions f et g a` valeurs re´elles de la forme de (5.16) et (5.18)
respectivement avec lim bn = lim cm = 0. On pose γ := (f, g) ∈ h1/2([0, 1],R2). Remarquons que
si
N∑
i=0
h(‖γ(ti+1)− γ(ti)‖2) + 2 det(γ(ti+1), γ(ti)) ≤ 2 lim sup
‖σ˜‖→0
∑
σ˜
det(γ(tk+1), γ(tk)) <∞,
quelle que soit une subdivision σ = {0 = t0 < t1 < . . . < tN+1 = 1} (avec h(t) = t(t)−1 comme
au de´but de la sous-section), alors γ admet un releve´ rugueux Γ et, d’apre`s la formule de l’aire
(5.8), on aura que H2∞(Γ) = 0. La remarque A.3 (fg
∣∣1
0
= 0) et la proposition 5.33 entraˆınent que
lim sup
‖σ˜‖→0
∑
σ˜
det(γ(tk+1), γ(tk)) = 2 lim sup
‖σ˜‖→0
∫
σ˜
g df = 2pi−1 lim sup
n→∞
n∑
k=0
Im(bkck).
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Tout en gardant les notations de 5.3.1,
N∑
i=0
det(γ(ti+1), γ(ti)) =
∫
σ
g df − f dg = 2
∫
σ
g df + rσ = 2pi
−1
N∑
i=0
∆ti
ki∑
k=0
Im(bkck) + rσ +Rσ,
ou` |rσ| ≤
N∑
i=0
‖γ(ti+1)− γ(ti)‖2, |Rσ| ≤ C
N∑
i=0
∆tiLki({bn})Lki({cm}).
Ainsi, pour construire l’exemple voulu, il suffit d’exhiber une courbe γ = (f, g) ∈ h1/2 telle que
‖γ(ti+1)− γ(ti)‖2
(
1 + (‖γ(ti+1)− γ(ti)‖2)−1
)
+ C∆tiLki({bn})Lki({cm})
≤ 4pi−1∆ti lim sup
n→∞
n∑
k=ki+1
Im(bkck) <∞, i = 0, . . . , N,
pour toute subdivision σ de [0, 1]. Compte tenu de l’ine´galite´
‖γ(ti+1)− γ(ti)‖2 ≤ 4∆ti(Lki({bn})2 + Lki({cm})2),
on prend des suites {bn} et {cm} pour lesquelles
1. 0 < C˜
(
Lk({bn})2 + Lk({cm})2
)
< lim sup
n→∞
∑n
l=k Im(blcl) <∞ pour tout k ≥ 0 ;
2.
lim
k→∞
Lk({bn})2 + Lk({cm})2
lim sup
n→∞
∑n
l=k Im(blcl)
= 0;
ou` C˜ > C + 8 est une constante assez grande. On peut toujours trouver de telles suites (par
exemple, en conside´rant −Ibk = ck = k−1 pour k assez grand, on aura Lk({bn})2 = Lk({cm})2 .
k−2 et
∑∞
l=k Im(blcl) & k−1). Finalement, il n’est pas tre`s difficile de se convaincre qu’avec des
suites {bn} et {cm} ve´rifiant les conditions ci-dessus, on peut toujours construire  comme au
de´but de la sous-section. En effet, on pose
˜(δ) = 2δmax
t,s
(|t− s|Sk(|t−s|))−1, Sk = lim sup
n→∞
n∑
l=k+1
Im(blcl),
ou` max est pris sur l’ensemble {s, t ∈ [0, 1] | ‖γ(t)− γ(s)‖2 ≥ δ}. Pour δ > 0 donne´,
˜(δ) =
2δ
|s¯− t¯|Sk(|s¯−t¯|)
≤ ‖γ(t¯)− γ(s¯)‖
2
|s¯− t¯|Sk(|s¯−t¯|)
≤ 8(Lk(|s¯−t¯|)({bn})
2 + Lk(|s¯−t¯|)({cm})2)
Sk(|s¯−t¯|)
,
et donc ˜(δ)→ 0 quand δ → 0. Or,
‖γ(ti+1)− γ(ti)‖2
˜(‖γ(ti+1)− γ(ti)‖2) + ‖γ(ti+1)− γ(ti)‖
2 + C∆tiLki({bn})Lki({cm})
≤ ∆ti
2
Ski + ∆ti
(
4 +
C
2
)
(Lki({bn})2 + Lki({cm})2) ≤ ∆tiSki .
Il ne reste qu’a` modifier le´ge`rement ˜ pour finir la construction du  de´sire´.
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6. Formule de la coaire
The´ore`me 6.1 (Formule de la coaire). Soit F ∈ C1H(H1,R2) et partout det dhF 6= 0. Suppo-
sons aussi que toute courbe de niveau de F soit e´qui-fα-re´gulie`re, c.-a`-d. quelque soit R > 0
l’estimation suivante a lieu
H2∞([A,B]) = d∞(A,B)2 + o(d∞(A,B)2), (6.1)
uniforme´ment pour a ∈ B¯(0, R) ⊂ R2 et pour tout intervalle [A,B] ⊂ B∞(0, R) ∩ F−1(a) de la
courbe verticale F−1(a).
Alors pour tout ensemble bore´lien E ⊂ H1 la formule de la coaire est ve´rifie´e∫
R2
H2∞
(
F−1(a) ∩ E) dL2(a) = c ∫
E
| det dhF (A)| dH4∞(A), (6.2)
ou` dhF est la partie horizontale de la diffe´rentielle DhF et c une constante ge´ome´trique.
Remarque 6.2. La condition (6.1) est remplie, comme nous l’avons prouve´, pour F ∈ C1,αH , α > 0.
Remarque 6.3. A l’aide de l’ine´galite´ de la coaire [Mag02] qui est ge´ne´rale pour les groupes de
Carnot, nous pouvons e´galement prendre en conside´ration l’ensemble de points singuliers (ou`
det dhF = 0) dans la formule de la coaire. Ainsi la formule de la coaire (6.2) sera valable pour
toute F ∈ C1H(H1,R2) pourvu que la condition (6.1) soit remplie uniforme´ment sur chaque partie
compacte de l’ensemble non-singulier. C’est en particulier le cas de F ∈ C1,αH , α > 0.
Remarque 6.4. Il sera inte´ressant d’examiner la validite´ de la formule de la coaire pour les appli-
cations F ∈ C1H(H1,R2) (ou bien lipschitziennes) sans hypothe`ses de re´gularite´ supple´mentaire.
L’ide´e principale de la de´monstration consiste a` obtenir la formule de la coaire (uniforme) sur
des surfaces H1-re´gulie`res et a` utiliser la formule de la coaire pour des applications scalaires de
classe C1H par la suite (re´duction de dimension).
De´monstration. Soit F = (f, g) et F (0) = 0. Sans perdre de ge´ne´ralite´ nous supposons que la
de´rive´e Xf 6= 0 ne s’annule pas sur un certain voisinage de 0 ∈ H1. Conside´rons alors la surface
H1-re´gulie`re S = f−1(0) ∩ U(0), parame´tre´e de la manie`re standard a` l’aide de l’application
Φ : Ω ⊂ R2 → S, Φ(y, z) = exp(φ(y, z)X)(0, y, z), engendre´e par une application scalaire φ.
Comme plus haut nous conside´rons le champ horizontal W φ et un flot sans pe´ne´tration T de ce
champ. Du flot T on extrait un sous-flot T ′ = {z ∈ T : z− ≤ z ≤ z+}, z−, z+ ∈ T , z− < 0 < z+,
tel que pour un certain T > 0 toute courbe verticale (g ◦ Φ)−1(t), t ∈ [−T, T ], rencontre toute
courbe horizontale de T ′ en un point exactement. En coupant T ′, nous de´finissons I un ”rectangle
curviligne”, ou` le travail local va se re´aliser
I :=
{
(y, z) ∈ Ω | |g ◦ Φ(y, z)| ≤ T, z−(y) ≤ z ≤ z+(y)
}
.
Notons Γt = (g ◦ Φ)−1(t) ∩ I les courbes (de niveau) verticales. Compte tenu de (6.1), de la
description ge´ome´trique de d∞ sur S (lemme 3.10) et de l’estimation de la divergence des courbes
horizontales (lemme 3.9), on obtient
Proposition. La fonction H2∞(Γt) est continue en t.
Fixons r > 0, qui va tendre vers 0 par la suite. Soit N entier tel que Nr ≤ T < (N + 1)r.
Pour tout entier n ∈ [−N,N − 1] conside´rons la courbe Γnr dont les bouts on note an et bn.
On constuit une suite de points {an = an,0 < an,1 < . . . < an,kn} sur Γnr, ve´rifiant la proprie´te´
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zy
γn,i+1γn,i
In,i
Γr(n+1)
Γrn
bn,i+1
an,i+1
bn,i
an,i
Figure 7: Rectangle e´le´mentaire In,i dans le plan du parame´trage d’une surface H1-re´gulie`re
suivante : pour tout i = 0, . . . , kn − 1, d∞(an,i, an,i+1) = r et d∞(an,kn , bn) ≤ r. Maintenant
pour tout point an,i on trouve une courbe horizontale du flot γn,i qui le rencontre, et on note
bn,i le point d’intersection de γn,i et de la courbe verticale du niveau ”suivant” Γr(n+1). Pour
n = −N, . . . , N − 1 et i = 0, . . . , kn − 1 on note In,i le ”rectangle curviligne” de sommets
aux points an,i, bn,i, an,i+1, bn,i+1, qui est de´limite´ par les courbes verticales Γrn et Γr(n+1), et
horizontales γn,i et γn,i+1 (voir fig. 7).
Comme la composition g ◦Φ ◦ γn,i est de classe C1, l’accroissement de la coordonne´e y le long
de γn,i est e´gal a`
y(bni)− y(ani) = r
[
(g ◦ Φ ◦ γn,i)′(an,i)
]−1
+ o(r),
ou` le petit-o est uniforme sur an,i ∈ I. Puis, en se servant de nouveau du lemme 3.9 sur la
divergence des courbes horizontales et de la condition de Whitney, nous obtenons
Proposition. L’aire euclidienne du ”paralle´logramme” In,i est e´gale a`
S(In,i) = r
3
∣∣(g ◦ Φ ◦ γn,i)′∣∣−1(an,i) + o(r3),
ou` le petit-o est uniforme sur I.
La condition (6.1) implique l’estimation uniforme lorsque r → 0 suivante
H2∞
(
F−1(0, rn) ∩ Φ(I)) = knr2 + o(1).
La convergence des sommes de Riemann est e´vidente
N∑
n=−N
rH2∞
(
F−1(0, rn) ∩ Φ(I)) −−−→
r→0
∫
[−T,T ]
H2∞
(
F−1(0, t) ∩ Φ(I)) dt.
Maintenant on se rappelle la relation suivante ([FSSC03b], ou le lemme 3.13) : la de´rive´e de
la mesure sphe´rique S3∞, induite sur S, par rapport la mesure de Lebesgue L2 sur Ω via le
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parame´trage Φ est e´gale a` (c(1) = 2 avec notre normalisation de S3∞)
dS3∞ S
dL2 (y, z) = c(1)
√
1 +
(
Y f
Xf
)2 ◦ Φ(y, z).
Montrons que les sommes de Riemann
N−1∑
n=−N
rknr
2 =
N∑
n=−N
rH2∞
(
F−1(0, rn) ∩ Φ(I))+ o(1) le
sont e´galement pour l’inte´grale sur S suivante :
c(1)−1
∫
Φ(I)
(
1 +
(
Y f
Xf
)2)−1/2 ∣∣Y g − Y f
Xf
Xg
∣∣(a) dS3∞(a).
En effet,
N−1∑
n=−N
knr
2r =
N−1∑
n=−N
kn−1∑
i=0
r3|(g ◦ Φ ◦ γn,i)′|−1(an,i) |(g ◦ Φ ◦ γn,i)′|(an,i) =
=
N−1∑
n=−N
kn−1∑
i=0
(
S(In,i) + o(r
3)
) |(g ◦ Φ ◦ γn,i)′|(an,i) =
= c(1)−1
N−1∑
n=−N
kn−1∑
i=0
(S3∞(In,i) + o(r3)) (1 + ( Y fXf )2 (an,i)
)−1/2 ∣∣(g ◦ Φ ◦ γn,i)′∣∣(an,i),
alors que la de´rive´e (g ◦Φ◦γn,i)′ =
(
Y g− Y f
Xf
Xg
)◦Φ◦γn,i. Au bout de compte nous avons e´tabli
une formule locale :
c(1)
∫
[−T,T ]
H2∞
(
F−1(0, t) ∩ Φ(I)) dt = ∫
Φ(I)
(
1 +
(
Y f
Xf
)2)−1/2 ∣∣Y g − Y f
Xf
Xg
∣∣(a) dS3∞(a).
En subdivisant Ω en des parties par des flots sans pe´ne´tration avec les meˆmes proprie´te´s que I
ci-dessus, nous obtenons la formule de la coaire sur les surfaces H1-re´gulie`res :
c(1)
∫
R
H2∞
(
F−1(0, t) ∩ S) dt = ∫
Φ(Ω)
(
1 +
(
Y f
Xf
)2)−1/2 ∣∣Y g − Y f
Xf
Xg
∣∣(a) dS3∞(a). (6.3)
La meˆme formule sera valable (uniforme´ment) pour toutes les surfaces H1-re´gulie`res Ss = f−1(s)∩
U , ou` s assez petit et U est un voisinage compact de 0.
Il est temps d’appliquer la formule de la coaire pour des applications scalaires [Mag05] qu’on
explicitera ici dans le cas du groupe d’Heisenberg. Soit u : (H1, d∞) → (R, | · |) une application
lipschitzienne. Alors pour tout ensemble bore´lien A ⊂ H1 et toute fonction mesurable h : A→ R
la formule de la coaire suivante a lieu (c˜(1) est une constante ge´ome´trique)∫
A
h(x)
√
(Xu)2 + (Y u)2(x) dL3(x) = c˜(1)
∫
R
∫
u−1(s)∩A
h(x) dS3∞(x) ds
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pourvu que la fonction h(x)
√
(Xu)2 + (Y u)2(x) soit sommable. Dans le cas qui nous inte´resse
posons h :=
(
1 +
(
Y f
Xf
)2)− 12 ∣∣Y g − Y f
Xf
Xg
∣∣, A := U , u := f . En integrant (6.3) en s on arrive a`
c˜(1)c(1)
∫
R2
H2∞
(
F−1(b) ∩ U) dL2(b) = c˜(1)c(1)∫
R
∫
R
H2∞
(
F−1(s, t) ∩ U) dt ds =
= c˜(1)
∫
R
∫
f−1(s)∩U
(
1 +
(
Y f
Xf
)2)− 12 ∣∣Y g − Y f
Xf
Xg
∣∣(a) dS3∞(a) ds =
=
∫
U
|Xf ||Y g − Y f
Xf
Xg|(x) dL3(x) =
∫
U
|XfY g − Y fXg|(x) dL3(x). (6.4)
On rappelle aussi, que la mesure de Lebesgue L3 sur R3 ∼= H1 co¨ıncide a` un facteur multiplicatif
pre`s avec H4∞.
A partir de la`, on proce`de d’une fac¸on relativement standard. La dernie`re formule se ge´ne´ralise
facilement pour tout ensemble bore´lien U ⊂ H1, en rassemblant des morceaux locaux, ou` la
formule de la coaire peut de´ja` eˆtre e´tablie.
A. Remarques sur l’inte´gration de Stieltjes
Ici nous rappelons certains re´sultats de la the´orie de l’inte´grale de Stieltjes.
The´ore`me ([Che05]). Soinet x, y ∈ C0([0, T ],R) telles que l’inte´grale ∫ T0 x dy existe. Alors elle
peut eˆtre repre´sente´e
T∫
0
x dy = lim
τ→0
τ−1
T∫
0
(
y(t+ τ)− y(t))x(t) dt.
The´ore`me ([Smi25]). Si pour une courbe γ = (γx, γy) ∈ C0([0, 1],R2) l’inte´grale de Stieltjes∫ 1
0 γx dγy existe, alors
lim sup
δ→0
n∑
i=0
L2(EC{γ([ti, ti+1])}) = 0, (A.1)
ou` le supremum est pris sur toutes les subdivisions {0 = t0 < t1 < . . . < tn < tn+1 = 1} avec
max
i
|ti+1− ti| ≤ δ, et EC{E} de´signe l’enveloppe convexe d’un ensemble E ⊂ R2. En particulier,
la courbe γ doit eˆtre d’aire nulle dans le plan : L2(γ([0, 1])) = 0.
Remarque A.1. La condition (A.1) n’est pas suffisante pour l’existence de
∫
γx dγy. Notons que
si γ ∈ h1/2([0, 1],R2) alors la condition (A.1) est remplie. Or, on peut trouver un exemple d’une
courbe γ ∈ h1/2 pour laquelle
∫
γx dγy n’existe pas (voir la sous-section 5.3.1).
The´ore`me ([Smi28]). Soit γ ∈ h1/2([0, 1],R2) une courbe de Jordan (simple et ferme´e) bordant
un ouvert D ⊂ R2. Alors son inte´grale de Stieltjes existe et e´gale (± suivant l’orientation)
±
1∫
0
γx dγy = L2(D).
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Remarque. En ge´ne´ral, l’inte´grale
∫
γx dγy n’existe pas meˆme pour les courbes de Jordan (voir
[Bes55], par exemple).
Une autre condition importante suffisante pour l’existence de l’inte´grale de Stieltjes est donne´e
par
The´ore`me A.2 ([Kon37, You36]). Soit x ∈ Hα([0, T ],R) et y ∈ Hβ([0, T ],R) avec α + β > 1.
Alors l’inte´grale
∫ T
0 x dy existe au sens de Stieltjes et, de plus, pour tout t ∈ [0, T ],
∣∣ T∫
0
x dy − x(t)(y(T )− y(0))∣∣ ≤ Cα+β‖x‖Hα‖y‖Hβ Tα+β.
Ce re´sultat s’e´tend e´galement a` des modules de continuite´ pour f et g, plus ge´ne´raux que ceux
de type Ho¨lder, voir [You38, Bur48] et le lemme 5.11.
Remarque A.3. Compte tenu de la relation
∣∣ ∫
σ
x dy +
∫
σ
y dx− xy
∣∣∣1
0
∣∣ = ∣∣ N∑
i=0
(x(ti+1)− x(ti))(y(ti+1)− y(ti))
∣∣, (A.2)
on observe que si x, y ∈ H 12 ([0, 1]), alors pour toute suite de subdivisions σn, ‖σn‖ −→
n→∞ 0,∣∣ lim
n→∞
∫
σn
x dy + lim
n→∞
∫
σn
y dx− xy
∣∣∣1
0
∣∣ ≤ ‖x‖ 1
2
‖y‖ 1
2
,
pourvu que les limites en question existent. Si en plus x ∈ h1/2 ou y ∈ h1/2, alors ”l’inte´gration
par parties” est valable, c.-a`-d. la relation
lim
n→∞
∫
σn
x dy + lim
n→∞
∫
σn
y dx = xy
∣∣∣1
0
,
a lieu en supposant seulement qu’une des deux limites existe.
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