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Abstract: 
The main contribution of this Master's thesis is a novel way of doing text comparison 
using word vector representations (word2vec) and dimensionality reduction (t-SNE). 
This yields a bird’s-eye view of different text sources, including text summaries and 
their source material, and enables users to explore a text source like a geographical 
map. 
The main goal of the thesis was to support the quality control and quality assurance 
efforts of a company. This goal was operationalized and subdivided into several 
modules. In this thesis, the Topic and Topic Comparison modules are described. 
For each module, the state of the art in natural language processing and machine 
learning research was investigated and applied. The implementation section of this 
thesis discusses what each module does, how it relates to theory, how the module is 
implemented, the motivation for the chosen approach and self-criticism. 
The thesis also describes how to derive a text quality gold standard using machine 
learning. 
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11 Introduction
This thesis focuses on semantic and stylistic text analysis and text summary eval-
uation in theory and in practice. For this thesis, the use case and requirements of
a company are operationalized, the state-of-the-art in research in regard to these
requirements is investigated and a web application that makes this research usable
is implemented. Unfortunately, this public thesis does lack a lot of information due
to an NDA.
The thesis introduces a novel way of comparing text sources. This approach uses
word vector representations and dimensionality reduction to visualize and compare
the topics in text summaries and their source material using an interface that is
similar to a geographical map. The thesis also describes how to derive a text quality
gold standard using machine learning.
1.1 Requirement analysis
The main goal of the thesis was to aid the quality assurance and quality control
eﬀorts of a company. The research goal of this thesis was to investigate the state of
the art of semantic and stylistic text analysis. An important aspect was to ensure
that a text summary accurately reflects the text it summarizes. For this, a way to
ensure that a summary covers all or an appropriate subset of the stories and topics
of the source material was needed. The tool developed for this was made available
under GNU General Public License 3 [20].
During the requirement analysis phase of the project, a literature review was
compiled. This informed the discussions with the company. The discussions with
the company also helped to understand the company’s use case and their inten-
tions. Based on this, a variety of diﬀerent modules was proposed, implemented and
tested. During this phase, experiments and small ad-hoc user tests were conducted
to understand the possibilities and limitations of the available tools and approaches.
1.2 Operationalization
The main problem this thesis is addressing is comparing two text sources to each
other. These two text sources are not independent of each other: A text is compared
to a summary of that text. Conceptually, the goal is to find the most salient features
in the source material. The following section gives a high-level overview on how this
thesis addresses these requirements.
1. Readability and reading time
Readability scores can be used as a proxy to assess and evaluate the complexity
of terminology and sentences. Readability tests like the Flesch–Kincaid were
developed to quantify how diﬃcult a text is to understand. For this, word
length and sentence length are the most important indicators.
The reading time is computed based on the number of words in a text and the
average reading speed of an adult.
22. Stories
Stories can be described as narratives on certain themes which relate to many
diﬀerent topics at once. An important outcome of the requirements analysis
was to understand the intention to model stories, which was to visualize the
number of stories in a text and to help users find stories. Therefore, an ap-
proach that relies on Latent Dirichlet Allocation (LDA) was deemed as a good
operationalization of this concept.
3. Topics
To analyse the topics in a text, it is important to be able to automatically
and flawlessly detect them. For this, a topic module that enables the user to
explore all the concepts in a text was designed and developed. Even in regards
to human judgment, it is hard to define what the main topic of a sentence is
and how to automatically detect it.
1.3 Organization of the thesis
In this 1. Introduction, the use case of the company is described and operationalized.
The 2. Background chapter discusses the theoretical and conceptual background and
the corresponding literature. In 3. Distributional semantics and word representa-
tions, a detailed overview of distributional semantics and word representations is
provided as this is fundamental to the implementation of the topic and topic com-
parison approach described in this thesis. The 4. Implementation chapter discusses
the modules. For each module, a description of what it does, how it relates to the
theory, how it is implemented, the motivation for the approach and self-criticism are
provided. In the 5. Experiments and results chapter, findings from the implementa-
tion of the modules are put into a larger context. The chapter also outlines how the
findings could be evaluated. In 6. Conclusions, the findings and its implementation
are assessed. The last chapter, 7. Future Work, discusses how the findings could be
extended and improved in the future.
32 Background
2.1 Text summarization
The thesis topic is indirectly connected to the problem of text summarization. While
the aim of this thesis is not to automatically summarize text, automatically gen-
erated summaries can inform and help evaluate the human-created summaries. In
regard to text summarization, a variety of diﬀerent approaches can be used, includ-
ing, but not limited to: Hidden Markov Models [9], Graph-based approaches [11],
and probability distribution based approaches [33]. In the probability distribution
based approach, the similarity between a source text and its summary is quantified
and a similarity score, which replicates human assessment, is computed [33].
For this thesis, probability distribution based approaches are especially inter-
esting, because of their explanatory power that might inform the process of how
the human-created summaries are created. Louis and Nenkova showed that good
summaries can be characterized by a low divergence between the probability distri-
butions of words in a certain text and the distribution of words in a certain summary.
Bad summaries can be characterized by a high divergence between the probability
distributions. They used the following three measures to compute the divergence:
Kullback-Leibler (KL), Jensen-Shannon (JS), and cosine similarity [33]. Their work
is available as a Java open-source tool called SIMetrix (Summary Input similarity
Metrics) [33].
2.2 Sentiment analysis
Sentiment analysis aims to identify the viewpoints underlying a text span [44]. The
task can include polarity classification as well as assigning arbitrary labels. With po-
larity classification, a document is either negative or positive (thumbs up or thumbs
down). The arbitrary labels can include positivity, negativity, fear, hate, love, skep-
ticism, violence, and desire. Agarwal et al. indicate that sentiment analysis started
as a document-level classification task [56, 44], but was extended to the sentence
level [21, 27] as well as the phrase level [60, 1]
Yi et al. showed that it is possible to associate the opinion to a topic using term
co-occurrence in the same context, even though it is hard to associate a sentiment
to a specific topic [63]. Misattributions are another limitation or problem that
can occur with simplistic models. A too naïve approach is to look for positive or
negative sentiment on a word level, e.g. by using a lookup table. This fails to
capture the sentiment of phrases and entire sentences. Socher et al. illustrate this
with the sentence: "This film doesn’t care about cleverness, wit or any other kind of
intelligent humor". On a word level, this sentence includes a variety of positive and
very positive words such as care, cleverness, intelligence and humor. However, the
does not negates the sentiment of the sentence. Therefore, the sentence as a whole
is negative. Most approaches in sentiment analysis use bag-of-words representations
[44]. With a naïve bag-of-words approach that only regards the sentiment associated
with single words or small n-grams (n < 13), the sentence in the example would be
4impossible to classify correctly.
According to Socher, bag-of-words classifiers can work well for longer documents
by relying on a few words with strong sentiment like awesome or exhilarating, but
this fails to exceed classification performance above 80% [54].
2.2.1 Recursive Neural Networks
Socher et al. explored the usage of a Recursive Neural Model (RNM) that computes
a compositional vector representations for phrases of variable length and syntactic
type [54]. Based on this, Socher et al. introduced the Recursive Neural Tensor
Network (RNTN), which has a single, powerful composition function and which
composes aggregate meaning from smaller constituents more accurately [54]. An
RNTN takes input phrases of arbitrary length and represents a phrase through
word vectors and a parse tree. The RNTN uses the same composition function to
compute vectors for higher nodes in the parse tree [54].
For single sentence sentiment detection, the RNTN pushes the state of the art
for positive/negative sentence classification by 5.4%. The RNTN receives 80.7%
accuracy on the sentiment prediction across all phrases and captures negation of
diﬀerent sentiments [54]. This approach is available as part of the Stanford CoreNLP
Java tool [34].
2.2.2 Multidimensional tonality analysis
Karlgren et al. discuss a consumer attitude scenario, where recommend, endorse,
surprise, disappoint, satisfy or delight are more salient examples of attitudes than a
polarity such as positive or negative [25].
Karlgren et al. argue in favour of a knowledge model with an application in mind
instead of a focus on the positive-negative dichotomy perpetuated by the available
benchmarks, especially since they believe this eﬀort is misguided. Regarding human
performance at the task, they conclude that it might be impossible to do well at
a positive-negative classification task and that it is likely to be of little application
potential if optimised beyond its reasonable level of accuracy [25].
A knowledge representation for sentiment analysis of text for real world appli-
cations must be multi-polar and not restricted to positive and negative sentiment
[25]. Their research led to Gavagai, a company from Stockholm, Sweden, which
was started by researchers from the Swedish Institute of Computer Science (SICS).
Gavagai provides a sentiment analysis API which oﬀers multidimensional tonality
analysis and computes scores for positivity, negativity, fear, hate, love, skepticism,
violence, and desire.
2.3 Dimensionality reduction & visualization
For this thesis, PCA and t-SNE dimensionality reduction techniques were used to
visualize high-dimensional word vectors. Both PCA and t-SNE can project high-
dimensional data down to 2D or 3D, where the data can be easily visualized and
interpreted by humans [45].
52.3.1 PCA
Principal Component Analysis (PCA) is a linear dimensionality reduction technique.
The goal of PCA is to quantify the importance of each dimension of a data set for
describing the variability of the data set. PCA aims to find a new vector basis,
which best re-expresses a data set and which is a linear combination of the original
vector basis [51]. The standard way of calculating PCA is doing a Singular Value
Decomposition (SVD), a factorization of a matrix, to get the most significant singu-
lar vectors to project the data into a lower dimensional space [45]. SVD ranks the
singular values (eigenvalues) in descending order. Principal components that come
first contain a relatively larger amount of information than the principal components
that come later. Only a few of these principal components are enough to describe
the data set [45].
2.3.2 t-SNE
t-distributed Stochastic Neighbour Embedding (t-SNE) is a dimensionality reduc-
tion technique that retains the local structure of data and that helps to visualize
large real-world datasets with limited computational demands [57]. Vectors that
are similar in a high-dimensional vector space get represented by two– or three–
dimensional vectors that are close to each other in the two– or three–dimensional
vector space. Dissimilar high-dimensional vectors are distant in the two– or three–
dimensional vector space. Meanwhile, the global structure of the data is revealed.
t-SNE achieves this by minimizing the Kullback-Leibler divergence between the
joint probabilities of the high-dimensional data and the low-dimensional represen-
tation. The Kullback-Leibler divergence measures the dissimilarity ("distance") of
two probability distributions by a discrete scalar and equals zero if they are the
same [57].
2.3.3 Visualization
The Topic Comparison tool uses a variety of diﬀerent JavaScript toolkits to visualize
the data including D3.js and Google’s Graph API. For most of these toolkits, data
is exchanged using the JSON format.
62.4 Digital Humanities & Computational Social Science
A combination of techniques from computer science and social sciences opens up
new possibilities for research. It enables the analysis of massive social networks and
millions of books.
The emerging fields of digital humanities and computational social science lever-
age the capacity to collect and analyse data at a scale and may reveal patterns of
individual and group behaviours [28]. Natural language processing and machine
learning techniques have been used to conduct research on journalism. They made
large-scale investigations possible like the analysis of 2.5 million articles from 498
diﬀerent English-language news outlets [14]. Texts can be automatically annotated
into topic areas. These topics can be compared in regards to readability, linguistic
subjectivity and gender imbalances [14].
Jockers used computer science techniques to show that external factors such as
author gender, author nationality, and date of publication aﬀect the choice of lit-
erary themes in novels [22]. Using statistical methods, he identified and extracted
hundreds of topics from a corpus of 3346 works of 19th-century British, Irish, and
American fiction and used these topics as a measurable, data-driven proxy for lit-
erary themes [22]. The 500 topics used by Jockers for his book Macroanalysis can
be downloaded [23]. For each topic, the 200 most related and probable words are
published [23]. The Mallet implementation of Latent Dirichlet Allocation was used
to compute themes based on word co-occurrence patterns [22].
2.5 Metacognition & learning theory
The book series Head First – Brain-Friendly Guides takes findings from metacogni-
tion and learning theory into account to communicate their content more eﬀectively
[43].
The "Head First learning principles" advocate making the content more visual.
They cite that images are far more memorable and make learning much more ef-
fective, which according to O’Reilly can lead to a 89% improvement in recall and
transfer studies [43]. They claim that students performed up to 40% better on
post-learning tests if the content spoke directly to the reader in a first-person, con-
versational style [43]. Other studies support the notion that students learn better
when words are in conversational style rather than formal style [35].
Other "Head First learning principles" recommend to include challenges, exer-
cises, and thought-provoking questions, as well as activities that involve both sides of
the brain and multiple senses. They also recommend touching the reader’s emotions
[35].
2.6 Human memory
Peter Gray defines memory as "an individual’s entire mental store of information
and the set of processes that allow the individual to recall and use that information
when needed". Memory itself is not a single entity, but a whole range of phenomena
that are classified as memory [17].
7In regards to eﬀective encoding strategies, Miller introduced the concept of
chunking [39], where the goal is to reduce the number of separate items, both
to decrease the number of items to be remembered and to increase of amount of
information associated with each item.
Generally, memory refers to all eﬀects of prior experience on subsequent be-
haviour and involves conscious and unconscious mental processes [17]. Therefore, a
useful operationalization of how the human memory works is hard.
Ebbinghaus was a pioneer of memory research who experimentally investigated
how the human memory works. Ebbinghaus’ "Memory: A contribution to experi-
mental psychology" was published in German in 1885 and in English in 1913 [10].
To study human memory, Ebbinghaus memorized series of nonsense syllables for
over one year (1879-80), and then replicated the entire experiment again (1883-4)
before publishing it.
Ebbinghaus’ forgetting curve (Figure 1) describes an exponential loss of memory
unless the information is reinforced [55]. The spacing eﬀect describes that it is more
eﬀective to distribute trials over time than learning everything in a single session
[62].
Figure 1: The forgetting curve according to Ebbinghaus. The graph shows Ebbing-
haus’ retention of nonsense syllables [55].
Wozniak notes that in the century since the publication of Ebbinghaus’ mono-
graph, surprisingly little has been learned about rote learning and retention that
was not already known to Ebbinghaus [62].
83 Distributional semantics & word representations
The distributional hypothesis by Harris states that words with similar meaning occur
in similar contexts [48]. This implies that the meaning of words can be inferred from
its distribution across contexts. Bruni et al. showed that this claim has multiple
theoretical roots in psychology, structuralist linguistics, lexicography and philosophy
(e.g. in the late writings of Wittgenstein) [7, 13, 19, 41, 61]. As Firth famously said:
"You shall know a word by the company it keeps!" [13].
The traditional approach to statistical modelling of language is based on counting
frequencies of occurrences of short symbol sequences of length up to N and did not
exploit distributed representations [30]. The general idea behind word space models
is to use distributional statistics to generate high-dimensional vector spaces, where
a word is represented by a context vector that encodes semantic similarity [48].
The goal of Distributional Semantics is to find a representation, e.g. a vector,
that approximates the meaning of a word (see Figure 2) [7]. The Distributional Hy-
pothesis states that terms with similar distributional properties have similar meaning
[48]. This semantic similarity is computed by comparing distributional representa-
tions [49]. According to Schütze, vector similarity is the only information present
in word spaces. This implies that semantically related words are close and seman-
tically unrelated words are distant [50]. The representations are called distributed
representations because the features are not mutually exclusive and because their
configurations correspond to the variations seen in the observed data [30]. LeCun
provides the example of a news story. When the task is to predict the next word
in a news story, the learned word vectors for Tuesday and Wednesday will be very
similar as they can be easily replaced by each other when used in a sentence. The
same applies to the word vectors for Sweden and Norway [30].
Figure 2: The word linguistics represented by a word vector [53].
There are a variety of computational models that implement the Distributional
Hypothesis. The Distributional Semantic Model generally uses a co-occurrence ma-
trix where the columns represent a term and the rows represent a context. For
terms and contexts, the co-occurrence frequencies are counted. The rows are n-
dimensional distributional vectors. Using this model, terms that occur in similar
contexts get similar distributional vectors [49]. When word vectors are trained on
9large collections of data, they provide good generalization and they can be used as
features in many diﬀerent NLP tasks [8].
3.1 Similarity encoding
An interesting observation about these vector spaces is that certain vectors can
encode and represent high-level concepts. Mikolov et al. showed that the vector
from man to women is very similar to the vector from uncle to aunt and from king
to queen (Figure 3) [36, 38]. This vector could be described as the high-level concept
of femaleness or gender.
Word vectors encode semantic meaning and capture many diﬀerent degrees of
similarity. In this vector space, linear algebra can be used to exploit the encoded
dimensions of similarity. Using this, a computer system can complete tasks like the
Scholastic Assessment Test (SAT) analogy quizzes, that measure relational similar-
ity. An example for an SAT-style analogy task is the question: "man is to woman
as king is to what?". The system can identify that king is equivalent to queen:
king  man+ women = queen (1)
It works for the superlative:
fastest  fast+ slow = slowest (2)
As well as the past participle:
woken  wake+ be = been (3)
It can infer the Finnish national sport from the German national sport.
football  Germany + Finland = hockey (4)
Based on the last name of the current Prime Minister of the United Kingdom,
it identifies the last name of the German Bundeskanzlerin:
Cameron  England+Germany =Merkel (5)
The analogies can also be applied to the national dish of a country:
haggis  Scotland+Germany = Currywurst (6)
Mikolov et al. showed how to solve this by doing a nearest neighbour search in the
continuous space word representation [36]. In the vector space, the cosine distance
between two vectors can be interpreted as how similar the represented words are
to each other. If probed for the nearest neighbours of the word Sweden, the Topic
Comparison tool outputs Norway, Denmark and Finland as the most similar results.
Thus, the names of other Nordic countries are seen as the most similar to the word
Sweden. Figure 4 shows the other results, which include a variety of European
countries. These results are both semantically and structurally sound.
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Figure 3: Semantic relationships encoded by word vector representations (Blue:
Gender, red: Plural) [38, 37].
Interestingly, the adjective swedish is ranked below Helsinki Vantaa. Helsinki
Vantaa is a city and municipality in the Helsinki Metropolitan Area where the main
airport of Helsinki is located. Hence, the word representation captures the fact
that Helsinki Vantaa is a place connected to Sweden, presumably as it appears in
the context of people traveling from Sweden to Finland by airplane. Meanwhile
swedish as an adjective is represented as structurally less similar to Helsinki Vantaa.
This can be explained by the fact that the vectors capture semantic and syntactic
similarities. While Helsinki Vantaa is a location like Sweden, swedish as an adjective
is a property.
The similarity comparison also includes seemingly outliers like Floorball Feder-
ation. However, according to Wikipedia, floorball was developed in the 1970s in
Sweden and is most popular where it has developed the longest [58]. Thus it is a
noun that is closely connected to Sweden, as it represents what people associate
with Sweden as a country and a word (as in: semiotic object and representamen).
All this exemplifies how the model is trained and connected to the context in
which the word Sweden appeared in the training corpus. In conclusion, word2vec
word vectors can capture many linguistic properties such as gender, tense, plurality
and even semantic concepts such as is capital city of.
3.2 Word vector representations
One of the fundamental challenges of distributional semantics is computing word
vectors that are suitable representations of words. There are various architectures
that are used to compute such word vectors. In one tradition, word vectors are
trained as part of a neural network language model with an input layer, a linear
projection layer, a nonlinear hidden layer and an output layer with a softmax [3].
However, this basic model is computationally very expensive. According to Mikolov,
the artificial neural networks can be thought of as a nonlinear projection of data
[36]. A neural network function should ensure that semantically similar sentences
are represented similarly.
11
Figure 4: Cosine similarity for the vector representing Sweden.
With neural networks, there are a variety of hyper-parameters involved, which
have to be tweaked manually. However, according to Collobert, the choice of hy-
perparameters such as the number of hidden units has limited impact on the gen-
eralization performance [8]. The Topic Comparison tool and this thesis rely on
a variety of open-source implementations of the approaches discussed and use the
default parameters of the tools.
Generally, there is nothing that neural networks can do in Natural Language
Processing that symbolic natural language processing techniques fail at, but neu-
ral networks outperform the traditional methods in competitions and gain better
accuracy.
Ways of computing word vector representations include word2vec [36], GloVe
[46], Dependency-based word embeddings [31] and Random Indexing [48]. The
following sections give a short overview of each approach.
3.3 word2vec
word2vec is the name of a tool that implements two diﬀerent ways of computing word
representations: continuous bag-of-words and skip-gram. word2vec was developed
by Mikolov, Sutskever, Chen, Corrado and Dean at Google and published in 2013
[36]. The two model architectures were made available as an open-source toolkit
written in C [37].
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word2vec takes a text corpus as input and produces word vectors as output.
word2vec is using a neural network and deep learning, even though the network
is relatively shallow in comparison to other approaches [65]. The plain softmax
word2vec essentially counts how many times words occur together [65]. Mathemat-
ically, Levy and Goldberg derived the word2vec models as implicit factorizations
of the shifted positive pointwise mutual information matrix (SPPMI) [16]. Levy et
al. describe word2vec as an eﬃcient implementation of decade-old ideas and ex-
plain that much of the improvement in performance stems from pre-processing and
hyperparameter settings [32].
3.3.1 Continuous bag-of-words
The continuous bag-of-words (CBOW) architecture predicts the current word given
its context, e.g. by taking the input words wi-2, wi-1, wi+1, wi+2 to output wi. Both
the words left and right from the current word are taken into account when making
the predictions. With CBOW, the order of words in the history does not influence
the projection. According to Mikolov, this approach is faster to train and more
appropriate for large corpora [36].
3.3.2 Continuous skip-gram
The continuous skip-gram architecture predicts the context given the current word.
The input wi is used to output wi-2, wi-1, wi+1, wi+2. It is called skip-gram, because
it can also skip some of the words in the context, e.g. by using wi-4, wi-1, wi+1, wi+4.
Practically, the current word is used to predict the surrounding words. According
to Mikolov, this approach results in better word vectors for frequent words as well
as better word vectors for infrequent words, even though it is slower to train than
CBOW [36].
3.3.3 Parameters
If trained long enough, CBOW and skip-gram perform similarly. In addition to
that, the vectors can be trained with diﬀerent training algorithms like hierarchical
softmax and negative sampling. Hierarchical softmax is better for infrequent words,
negative sampling is better for frequent words and low dimensional vectors [36].
For the vector dimensionality, Mikolov et al. say that more is better [36]. For
skip-gram, they recommend a context window size of around 10, for CBOW they
recommend a context window of around 5 words. The initial training time of the




Global Vectors (GloVe) is an unsupervised learning algorithm trained on aggregated
global word-word co-occurrence statistics from a corpus. GloVe explicitly identified
the objective that word2vec optimizes and connected it to the well-established field
of matrix factorization [65]. GloVe identified a matrix that, when factorized using
the same stochastic gradient descent (SGD) algorithm as word2vec, results in a
word and a word context matrix [46]. In contrast to word2vec, GloVe explicitly
names the objective matrix, identifies the factorization, and provides some intuitive
justification as to why this yields working similarities [65].
3.5 Dependency-based word embeddings
Dependency-based word embeddings describe an alternative training algorithm where
the context is based on the syntactic relation the word participates in [31]. This helps
to capture relations between words that are far apart and would be "out-of-reach"
for a bag-of-words approach with a limited context window.
As explained by Goldberg and Levy, the word2vec approach finds words that
associate with a word (domain similarity) while the dependency-based approach
finds words that behave like a word (functional similarity) [31]. Generally, the bag-
of-words approach reflects the domain aspect while the dependency-based approach
captures the semantic type of a target word (see Figure 5).
For example, "Hogwarts", the school in the Harry Potter universe, is associated
with other themes and characters from the Harry Potter universe for the bag-of-
words approach with a 5-word context window. The dependency-based approach
yields a list of other famous schools like Sunnydale from the Buﬀy the Vampire
Slayer universe. The word2vec bag-of-words approach associates Florida with cities
in the state of Florida like Jacksonville and Lauderdale, while the dependency-based
word embeddings associates Florida with other U.S. states like Texas and California.
3.6 Random Indexing
Random Indexing is an incremental word space model that avoids constructing a
huge co-occurrence matrix and that works well with sparse input [48]. In Random
Indexing, each term is represented by a n-dimensional random context vector. For
most of the n dimensions, the vector is set to 0. For a small number k, the vector
has randomly distributed -1 or +1 values. For instance, n=1800 and k = 8.7 [24].
For each observed occurrence of a word wi, the vectors of the words in the context
window vi-3, . . . , vi+3 are added to the word’s context vector vi. After a number of
occurrences, the context vector holds information about a word’s distribution.
The context vectors are in a fixed-dimensional space of comparatively low di-
mensionality [48]. More generally, random mapping was shown as a promising and
computationally feasible alternative for dimensionality reduction that is computa-
tionally less costly than methods like principal component analysis [26].
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Figure 5: Diﬀerent word representations and what semantic similarity they encode
for diﬀerent approaches. From left to right: word2vec bag-of-words with context win-
dows of 5 (BoW5) and 2 (BoW2) and dependency-based word embeddings (DEPS)
[31].
3.7 Which representation to choose
For the topic comparison purposes of this thesis, the domain similarity captured by
word2vec was preferred over the functional similarity captured by the dependency-
based approach. Therefore, a choice had to be made between the models providing
domain similarity. There is a trade-oﬀ between using more memory (GloVe) and
taking longer to train (word2vec) [65]. According to Mikolov, the choice of training
corpus is usually more important than the choice of technique itself [36]. The open-
source word2vec C tool released by Google and the Python bindings available in
gensim were used [37] as this opened the possibility to use the freely available word




A variety of diﬀerent modules was developed during my internship. In this thesis,
the Topic and Topic Comparison modules are described. Each module will be de-
scribed and discussed in regard to what it does, how it relates to theory, how it is
implemented, the motivation for the approach and self-criticism.
4.1.1 Topics module
Description The Topic Module provides a bird’s-eye view of a text. It takes a
text and maps the words so that semantically and stylistically similar words are
close to each other (see Figure 6). This enables users to explore a text source like
a geographical map. As similar words are close to each other, the user can visually
identify clusters of topics that are present in the text. Conceptually, it can be
understood as a "Fourier transformation for text".
Theory As discussed in Section 3.1, word vectors capture many linguistic prop-
erties such as gender, tense, plurality and even semantic concepts like is capital
city of, which we exploit using a combination of dimensionality reduction and data
visualization.
Implementation The topic module implements the following steps:
0. Pre-processing In the pre-processing step, all sentences are tokenized to
extract single words. The tokenization is done using the Penn Treebank Tokenizer
implemented in the Natural Language Processing Toolkit (NLTK) for Python [5].
Alternatively, this could also be achieved with a regular expression.
Using a hash map, all words are counted. Only unique words, i.e. the keys of the
hash map, are taken into account for the dimensionality reduction. Not all unique
words are taken into account. The 3000 most frequent English words according to
a frequency list collected from Wikipedia are ignored to reduce the amount of data
[59].
1. Word representations For all unique non-frequent words, the word rep-
resentation vectors are collected from the word2vec model via the gensim Python
library [66]. Each word is represented by an N-dimensional vector (N=300).
2. Dimensionality Reduction The results of the word2vec vectors are pro-
jected down to 2D using the t-SNE Python implementation in scikit-learn (See
Figure 7) [45].
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(a) Linguistics (b) Computer Science
(c) Mathematics (d) Business
Figure 6: Diﬀerent clusters after word2vec and t-SNE.
3. Visualization After the dimensionality reduction, the vectors are written
to a JSON file. The vectors are visualized using the D3.js JavaScript data visual-
ization library [6]. Using D3.js, an interactive map was developed. With this map,
the user can move around and zoom in and out.
Motivation There are a variety of diﬀerent ways to approach the problem of
visualizing the topics in a text. The simplest way would be looking at unique
words and their occurrences and visualizing them in a list. The topics could also
be visualized using word clouds, where the font size of a word is determined by the
frequency of the word. Word clouds have a variety of shortcomings: They can only
visualize a small subsets, the focus on the most common words is not helpful for the















Figure 7: In the dimensionality reduction step, the 300 dimensional word vectors
are projected down to a two–dimensional space, so that they can be easily visualized
in a 2D coordinate sytem.
Therefore, the bird’s-eye view approach was developed and favoured. Section
3.7 details why the word2vec implementation [36, 37] was used instead of Random
Indexing [48] or the dependency-based word embeddings from Levy and Goldberg
[31].
To develop an intuition for the approach, imagine a set of words such as disorders,
neurological, obesity, nutrition, diet and pathological craving. For a human judge,
it is easy to understand what topic these words might be related to. Likewise, a
set of words like purchase, profits, employees, marketing, customer, consumers, and
loyalty, can be easily understood as a set of words that describes phenomena from
the business world. Another region might consist of words like laboratory, studies,
experimental, experiments, researchers, and scientists.
As the vectors encode semantic and syntactic similarity, similar words are en-
coded and visualized close to each other. If there are many semantically similar
words in a text, this leads to the formation of regions.
Self-criticism It would be good to have the ability to remove certain words or
fold them up into labelled clusters. This would allow the users to reorganize and
simplify the visualization output. The results could be automatically colour-coded,
e.g. based on their WordNet categories [40].
Another useful addition would be a comment feature, that would enable editors
to discuss the topics within the application. The topic module is also missing a
direct link to the occurrences of the words in the text.
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4.1.2 Topic Comparison module
Description The Topic Comparison module can be used to compare a summary
and its source material. It extends upon the Topic module and uses the same tool
chain described in the previous Section 4.1.1.
To compare the topics, three diﬀerent sets of words are computed: a source text
topic set, a summary topic set, as well as the intersection set of both topic sets (see
Figure 8). These three sets are then visualized similarly to the Topic module. A
colour is assigned to each set of words. This enables the user to visually compare
the diﬀerent text sources and to see which topics are covered where. The user can
explore the word map and zoom in and out. He or she can also toggle the visibility,
i.e. show and hide, certain word sets.
Figure 8: Topic Comparison module with the Topics A (orange), Topics B (red) and
the intersection of Topics (white).
Theory One of the goals of this thesis was to find a way to assess a summary and
its source material in regards to the number of examples and the number of stories.
As this is a highly subjective task that is hard to automate, the tool took a user
experience and human-computer interaction-inspired approach to provide a novel
way of comparing two text sources.
When summarizing a large text, only a subset of the available stories and ex-
amples can be taken into account. The decision which topics to cover is largely
editorial. The Topic Comparison module assists this editorial process. It enables a
user to visually identify agreement and disagreement between two text sources.
Implementation The Topic Comparison module shares a lot of code with the
Topic Module, which is described in Section 4.1.1. As input, it uses the three sets of
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words and renders them with diﬀerent colours and visualizes them in a D3.js-based
interactive map, where the user can zoom in and out, move around, and toggle the
diﬀerent groups.
Both the frontend and the backend of the implementation were made available
on GitHub under GNU General Public License 3 [20]. The repository includes the
necessary Python code to collect the word2vec representations using Gensim, to
project them down to 2D using t-SNE and to output them as JSON. The repository
also includes the frontend code to explore the JSON file as a geographical map.
The Github repository also includes an online demo of the tool [20]. The tool can
be used to explore the precomputed topic sets of the Game of Thrones Wikipedia
article revisions from 2013 and 2015. The repository also includes the precomputed
topic sets for the Wikipedia article revisions for the articles on World War 2, Face-
book, and the United States of America.
Motivation The visualization automatically highlights regions of words. By look-
ing at the intersection set, the user can immediately see what is covered in the sum-
mary. Comparing two sets of words numerically would be a O(n2) problem with a
very large n.
As the comparison of the texts and the source material can be quite complex
and hard to oversee, diﬀerent visualization techniques were sketched and evaluated
by ad-hoc user tests. In the initial design, the words were represented simply by
dots. Users were able to hover over the dots to see the word and other additional
information. This was replaced by a rendering of the word itself. This, however,
increased the complexity as there were strong clusters of words where the text was
unreadable. Therefore, the tool provides an option to change both the zoom factor
and the scale factor, i.e. the spread of the words.
Self-criticism The implementation uses t-SNE, which minimizes the Kullback-
Leibler divergence between the joint probabilities of the high-dimensional data and
the low-dimensional representation. Therefore, the two text sources need to be
trained simultaneously so that the vector spaces are aligned after the dimensionality
reduction step. It would be preferable to store each source text individually and be
able to compare them ad-hoc, especially since t-SNE is computationally expensive.
It would also be beneficial to include a numerical measure of how similar or dissimilar
a text source and a summary are.
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5 Experiments and results
5.1 Methodology
For this thesis, the research approaches were evaluated using prototypes and ad-hoc
user tests. As the primary objective was to explore the state-of-the-art in research
and aid the quality assurance and quality control eﬀorts of a company, a formal
evaluation of the findings was out of scope for the thesis work.
The requirements of this thesis were determined by operationalizing the use case
of a company. For this, user observations and user interviews were conducted. Based
on this, a literature review was compiled.
To empirically show the eﬀectiveness of the approach and to make a final assess-
ment of the usefulness of the developed tools, further user tests, and user studies
are required. This section outlines possible experiments to empirically evaluate the
developed tools.
For a satisfactory evaluation of the developed tools, each module would require
a thorough evaluation. The use case could benefit from a more normative approach
that combines task analysis, heuristic evaluations, and usability testing.
5.1.1 Task analysis
To evaluate the modules, it would be beneficial to apply a technique like hierarchical
task analysis (HTA). The goal of task analysis is to decompose complex human
activities into tasks. Task analysis methods usually include hierarchies, sequences,
and choice. In a hierarchy, task B is a subtask of task A. In a sequence, task A
follows task B. In regards to choice, the user has to choose between task A and task
B [2].
For the Topic module and the Topic Comparison, an HTA could be used to
evaluate how easily a user can use the tool to explore a text source and decide which
topics to include and which to omit.
This could then be evaluated in a variety of ways. Experts could evaluate the
revisions of Wikipedia articles. The users could be interviewed afterward on their
experience using the tool. The process itself could also be evaluated via usability
testing.
5.1.2 Heuristic evaluation
In a heuristic evaluation, an expert, i.e. somebody trained in HCI and interaction
design, examines a proposed design to see how it measures up against a list of
principles, guidelines or heuristics [4]. This can cover everything from aesthetics to
human error and is often backed up by psychological theories and empirical data
[47].
For this thesis and its goal, Nielsen’s 10 Usability Heuristics for User Interface
Design would for instance be unsuited, as it focuses on aspects like error prevention,
the visibility of system status, and consistency and standards [42]. However, the
flexibility and eﬃciency of use would be an important heuristic to evaluate.
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5.1.3 Usability testing
An interactive prototype can be evaluated against in-house guidelines as well as
formal usability standards such as ISO 9241 [4]. The guidelines should be evaluated
through user tests. ISO 9241-11 defines usability as "the extent to which a product
can be used by specified users to achieve specified goals with eﬀectiveness, eﬃciency
and satisfaction in a specified context of use" [15]. However, the variables eﬀective-
ness, eﬃciency, and satisfaction are hard to apply to high-level concepts such as how
well an editor can compare Wikipedia article revisions.
5.1.4 Topic and Topic Comparison module evaluation
As the Topic and Topic Comparison module can be regarded as the main contri-
bution of this thesis, a more thorough evaluation of these modules will be outlined
here. To evaluate the Topic and the Topic Comparison modules, a data set of text
summaries or diﬀerent revisions of text sources Wikipedia articles could be used.
A group of experts could rank the most salient topics in a text. This could serve
as a ground truth, which could then be modified by removing or adding topics by
hand. The goal of the user test could be to see if users benefit from the Topic and
Topic Comparison modules when fulfilling a topic detection task. After the user
tests, the users could do a survey to rank how satisfied they are with the experience.
Open-ended questions could assess what problems they encountered. These surveys
could be supplemented by qualitative interviews.
Eﬃciency could be measured by looking at the time it takes the users to decide
which topics to have been added or removed from a Wikipedia article revision. This
could be compared to a second group of users which do not use the Topic and Topic
Comparison modules for the task.
Eﬀectiveness would be the hardest to quantify. It could be evaluated based on
the topics that are selected and how they are ranked. This could be compared to a
ground truth. For this, it might be beneficial to do an expert evaluation to find a
ground truth. However, even this can only be based on intersubjective agreement,
especially considering that text sources can be hundreds of pages long and that they
feature a variety of diﬀerent topics. The size of the sample set should reflect that





To evaluate and test the Topic Comparison module for this thesis, Wikipedia articles
were used as a proxy. For this, the flow described in Section 4.1.1 was applied to
diﬀerent revisions of Wikipedia articles. A convenience sample of the most popular
articles in 2013 from the English Wikipedia was used. The list is ranked by view
count [18]. For each article, the last revision from the 31st of December 2013 and
the most recent revision on the 26th of May 2015 were collected. The assumption
was that popular articles will attract suﬃcient changes to be interesting to compare.
A convenience sample was used as articles such as "Deaths in 2013" or "List of
Bollywood film 2013" are not very useful for the task of comparing the topics in a
text as they did not change over time.
The list of the most popular Wikipedia articles includes Facebook, Game of
Thrones, the United States, and World War 2. Especially the article on Game of
Thrones was deemed useful for the task of comparing the topics in a text, as the
storyline of the TV show developed between the two diﬀerent snapshot dates as
new characters were introduced. Other characters became less relevant and were
removed from the article. The article on World War 2 was especially interesting as
one of the motivations for the Topic Comparison module is to find subtle changes
in data.
For this thesis and its experiments, word vectors trained on the small 100 MB
text8.gz text corpus from the web provided by Google were used [36]. It would have
been beneficial to not only use the word vectors trained on the small demo dataset,
especially since Mikolov et al. provide 1.4 million pre-trained entity vectors that
were trained on 100 billion words from various news articles [37]. Custom word
vectors trained on a large domain-specific dataset, e.g. a large corpus of documents,
would have been even better.
5.2.2 LDA topic detection
Topic modelling is a very time-consuming and computationally heavy process that
requires large text corpora and a lot of computing time. Řehůřek shows that per-
forming LDA on the English Wikipedia requires a lot of free disk space (35GB) and
a long pre-processing time (9 hours for the English Wikipedia) [64]. Creating the
LDA model of Wikipedia itself takes 6 hours and 20 minutes [64]. In "Macroanaly-
sis: Digital Methods and Literary History", Jockers used LDA to extract 500 themes
from a corpus of 19th-Century Fiction [22]. Jockers assigned labels to topic clusters
in a subjective process. For each topic, a word cloud is available with words asso-
ciated to the theme. Jockers’ data is available as JSON and was used as a starting
point for a simple count-based topic detection system [23].
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5.2.3 Text quality gold standard
Section 5.4 describes how to compute a text quality gold standard using machine
learning. For these experiments, 14 transcripts of the podcast This American Life
produced by the National Public Radio (NPR) from the USA were collected. This
includes the episodes 537 to 551. This American Life is a weekly public radio show
with about 2.2 million listeners. As a podcast, it has around one million downloads
per week, which, on their own account, makes them the most popular podcast in
the USA.
5.3 Topic visualization and comparison
One key aspect of this thesis was to explore how the topic comparison of large text
sources can be supported using natural language processing and machine learning.
In this context, a topic can be defined as any word that is present in a text.
Topics in a text source are not always represented by nouns but can also be repre-
sented by certain verbs like analyzing or certain adjectives like beautiful. Therefore,
a universal approach is needed to identify and compare diﬀerent source texts with
an abundance of topics. Considering four randomly chosen books from a corpus of
books, the number of words in each book is relatively high: 18966, 39789, 74810,
85740. Even though there are much less unique words in the books, processing them
in a meaningful way is hard. Especially if every word in one input source needs to
be compared to every word in another input source.
To mitigate this, this thesis explored a novel visualization approach. Instead
of looking at statistical measures like word occurrences, the visualization approach
used word vector representations and dimensionality reduction to project them into
a 2D coordinate system.
Using this approach, visual clusters of words emerge, which enable editors to
easily identify topical clusters of words. As similar words are close to each other
after the t-SNE 2D projection, the regions in the 2D space represent topics. Rather
than providing a list of word occurrences or bags-of-words like in LDA, this approach
is more like a geographical map.
This yields a novel and universal way of processing large collections of text.
Intuitively, it serves as a "Fourier transformation for text" and results in a bird’s-
eye view on a text. The user can zoom in and out and move around. This enables the
user to have both, a global overview (zoomed out) and a local detail view (zoomed
in on a specific region).
When diﬀerent source texts are plotted in the same map, they can be compared
visually. There could be a cluster of words related to banking for one text source
while another text source, e.g. the summary, would not feature these words. This
might indicate that the text does include a story about banking, which is not present
in the summary.
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5.3.1 Topic comparison of Wikipedia revisions
In the following sections, the Topic Comparison module described in Section 4.1.1
will be applied to diﬀerent revisions of Wikipedia articles described in Section 5.2.1
to demonstrate how the module exposes regional clusters, global clusters, and how
it facilitates topic comparison.
5.3.2 Regional cluster
Figure 9 shows a regional cluster of words in the Wikipedia article on Game of
Thrones related to television and acting.
Figure 9: Game of Thrones: Semantically and stylistically similar words end up
being close to each other.
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5.3.3 Global clusters
Figure 10 shows the articles of three Wikipedia articles and their revisions from 2013
and 2015 including the article on the United States of America, Game of Thrones
and World War 2.
(a) United States (b) Game of Thrones (c) World War 2
Figure 10: Topic Module bird’s-eye view of three Wikipedia articles and their revi-
sions from 2013 and 2015.
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5.3.4 Topic comparison I
Figure 11 shows how an editor would view all sets, only the intersection set, the set
of words only present in the 2013 revision and the set of words only present in the
2015 revision of the Wikipedia article revision about the United States.
(a) All words (b) Intersection set
(c) 2013 revision (d) 2015 revision
Figure 11: Topic Comparison module visualizing the Wikipedia article about the
United States.
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5.3.5 Topic comparison II
Figure 12 compares the Game of Thrones Wikipedia article revisions in regards to
character names. Figure 12a) shows that a few characters were removed from the
article and are only present in the 2013 revision. Figure 12b) shows that a variety
of character names were added to the article in 2015.
(a) 2013 revision (b) 2015 revision
Figure 12: Comparison of character names in Game of Thrones article.
5.3.6 Intersection sets
The Figures 13-15 compare the intersection sets of words present in both the 2013
and the 2015 revisions of the Wikipedia articles on the United States (Figure 13),
Game of Thrones (Figure 14) and World War 2 (Figure 15).
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(a) All words (b) Intersection set
Figure 13: United States of America
(a) All words (b) Intersection set
Figure 14: Game of Thrones
(a) 2013 revision (b) 2015 revision
Figure 15: World War 2
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5.4 Text quality gold standard
Text quality can be described as a multi-faceted concept, which is hard to formalize
a priori, but which can emerge a posteriori from machine learning, which funda-
mentally is pattern recognition. The desired text quality is a pattern which can be
derived from a set of examples.
One of the main incentives for the development of the platform is quality assur-
ance and quality control. Aspects like the level of readability or emotionality that
are desired to be in the text are hard to define by hand. They can, however, emerge
from analysing existing documents, which have been approved by human judgment.
Therefore, the task can be operationalized as a supervised machine learning task.
To solve this supervised machine learning problem, a variety of diﬀerent ap-
proaches can be used and a variety of metrics can be taken into account. The task
can be treated as a) a regression problem, where the goal is to predict a numerical
quality rating, e.g. a label that describes the quality of a text on a discrete scale,
or b) a binary classification problem, where texts are classified as high quality and
low quality texts, or c) to derive a linear or logistic regression model that predicts
the best values for certain sections based on seen data. In the following, approach
c) will be implemented.
5.4.1 Input features
To train a machine learning classifier, input features need to be defined. For this
application, the Flesch-Kincaid Score, the Fog Score, as well as the Smog Score per
text chunk were used.
As described in Section 5.2.3, the transcripts of the podcast This American Life
were used as a proxy for this experiment. For each section of 30 sentences, the
Flesch-Kincaid Score, the Fog Score as well as the Smog Score were computed. The
transcripts include a variety of short lines that only consist of character names. To
prevent this from influencing the readability scores, all sentences that consist of less
than two words were dropped and did not influence the rating of the readability
scores.
5.4.2 Regression model
Using the input features, a linear and a logistic regression model were derived to
predict the best readability values. The values can serve as a model summary,
representing an implicit gold standard.
The linear model represents the global readability, which is a constant readability
across the entire text. The goal is to have a homogeneous text with little variation
over time.
The logistic model represents the local readability and assigns each section a
desired readability score. The goal is to find a fingerprint, which closely resembles
a model summary.
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For each of the three diﬀerent readability scores, a machine learning model was
fitted with a Logistic Regression (blue) as well as a Linear Regression (orange for
Ordinary Least Squares, red for Lasso). Figure 16a) shows the Flesch-Kincaid gold
standard, Figure 16b) shows the FOG gold standard and Figure 16c) shows the
SMOG gold standard. For each graph, a trend line was computed (light blue).
(a) Flesch (b) FOG
(c) SMOG
Figure 16: Prediction based on This American Life with Logistic Regression (dark
blue), Trend line (light blue), and Linear Regression (red, orange).
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Figure 17 plots the three curves against each other. This helps to gain an intu-
ition about the reading scores and how they interact and what they are sensitive to.
The gold standard can then be compared to any text to assess how similar a text
source is to the desired readability. Figure 18 shows a comparison of the Wikipedia
article on Facebook and the SMOG readability gold standard.
Figure 17: Reading Score Comparison: Flesch-Kincaid (blue), FOG (red), and
SMOG (orange).
A similar model could be trained for the emotionality. Here, the eight dimensions
of emotionality computed by the Gavagai Sentiment API could be used as an input.
Figure 18: Wikipedia article on Facebook compared to SMOG gold standard: Face-




This experiment showed how machine learning can be used to derive a model curve
for a certain property like readability. Using this model, a gold standard of read-
ability change over time for This American Life was computed. This can be used
to evaluate new transcripts in regards to how similar they are to a This American
Life gold standard. A draft of a new episode can be compared to this gold standard.
The editors can visually identify text sections that are too diﬀerent from the gold
standard and improve them.
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6 Conclusions
For this thesis, the use case of a company was operationalized and a variety of dif-
ferent modules was proposed, implemented and tested. Natural language processing
and machine learning techniques were applied to aid the quality control and quality
assurance eﬀorts of a company.
The main contribution of this thesis is a novel way of doing text comparison using
word vector representations and dimensionality reduction. Word2vec word vector
representations and t-SNE dimensionality reduction are used to provide a bird’s-eye
view of diﬀerent text sources, including text summaries and their source material.
This enables users to explore a text source like a geographical map. Semantically
similar words are close to each other in 2D, which yields a "Fourier transformation
for text".
A simple regression model is introduced and applied to derive a gold standard
from a collection of texts.
The main goal of the thesis was to support the quality control and quality as-
surance eﬀorts of a company. This goal was operationalized and subdivided into
several modules.
For each module, the state of the art in natural language processing and machine
learning research was investigated and applied. The implementation section of this
thesis discusses what each module does, how it relates to theory, how the module is
implemented, the motivation for the chosen approach and self-criticism.
6.1 Advantages of this approach
The thesis investigated the applicability of recent research results. As many re-
searchers publish their source code under open source licenses, it was possible to
integrate the findings from the literature review into a useable tool.
The most innovative aspects of this thesis work are the Topic module and the
Topic Comparison module, which address a complex problem – comparing two text
sources with each other – using word representations, dimensionality reduction and
data visualization. The Topic Comparison tool developed for this was made available
under GNU General Public License 3 [20]. The Story module is innovative as it uses
a simple word occurrences approach to detect and visualize how the stories in a text
change over time.
Machine learning techniques are used to automatically derive a gold standard for
indicators like readability or emotionality. These indicators can help guide human
judges to improve the text quality and enable users to come as close as possible to
a certain text quality and text style.
6.2 Disadvantages of this approach
The major flaw of the thesis is that the introduced text visualization and text com-
parison approach is not validated empirically. While this was inevitable giving the
scope and the complexity of the thesis and the problems at hand, it would have
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been much more satisfying to describe and develop a single big contribution that
can quantify text style similarity. Many of the unpublished modules are too sim-
plistic and rely too much on word occurrences and only provide proxies for complex
problems.
In hindsight, it might have been better to focus on a specific practical or the-
oretical problem and address it using a novel technique with a thorough empirical
evaluation.
The thesis also did not make enough progress on stylistic text analysis. Initially,
the hope was to be able to work on the problem of comparing one text stylistically
to another. The thesis entails work to facilitate this and achieves it for individual
parts. However it would have been more satisfying to develop a single machine
learning system, e.g. a deep neural network, that would have been able to use these
diﬀerent features and take two summaries as an input to predict how similar they
are in regards to their style.
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7 Future work
During the implementation and documentation of this thesis work, various publica-
tions introduced novel approaches. Due to time limitations, not all could be explored
and implemented as part of this thesis. The following sections discuss possible future
work with a special focus on deep learning.
7.1 Sentence and document vectors
For the purpose of text summarization, topic comparison, information extraction
and topic modelling, it would have been beneficial to obtain sentence level represen-
tations. There has been a lot of work on sentence and document level representations
similar to the skip-gram and CBOW models described for words. The progress on
paraphrase detection could be used to improve the topic comparison [52]. Socher
showed that unfolding recursive autoencoders (URAE) can not only capture and
memorize single words but also longer, unseen phrases [52]. Socher also showed that
URAE can learn compositional features beyond the initial word vectors and identify
the most complex paraphrase relationships to improve accuracy [52].
According to Le and Mikolov, sentence vectors provide state of the art results on
sentiment analysis tasks, even beating approaches such as recursive neural networks
[29]. Sentence and document vectors like doc2vec could be used to compare sentences
and paragraphs to each other.
7.2 Automatic compliance assessment
Given suﬃcient input data, the system could be extended to provide a single model
to assess the compliance to a certain text style or a stylistic gold standard. The goal
would be to assess how similar a draft is to this archetypical summary. For this,
certain features could be used to train a neural network, which could then assess
and quantify how similar a text is to a desired text style.
Producing summaries that both reproduce the content of a text accurately and
that follow the same stylistic format might be hard to fully automate. The content
aspect could be addressed with a semi-automated approach. Graph-based algo-
rithms can accurately summarize texts [11, 12]. They can provide a good starting
point on what topics to focus on.
7.3 Deep learning
Deep Learning could also be used for the task of semantic and stylistic text analysis
and text summary evaluation. Neural networks are universal approximators. Any
neural network with nonlinearities can represent any function, in the worst case
by simply acting as a lookup table. Deep learning with many hidden layers brings
performance improvements and improves generalization. To use deep learning, an
objective function needs to be defined that can be used during training to reduce
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the training error. Anything that can be formalized can be used as an objective
function to train the neural network.
Deep learning approaches like the Neural Turing machine or other memory net-
works can be used for tasks that require reasoning and symbol manipulation [30].
LeCun et al. provide the example of a network that is shown a 15-sentence version
of the The Lord of the Rings and that correctly answers questions such as "Where
is Frodo now?" [30].
Recurrent Neural Networks (RNN) are already able to accomplish machine trans-
lation tasks. For this, an English sentence is read one word at a time to train an
English encoder network so that a hidden state vector is a good representation of
the thought expressed in the English sentence. This thought vector is then used to
initialize a French decoder network, which provides a French translation [30].
With these limitations in mind, the problem could be classified as a strong AI
problem, i.e. a problem that requires artificial general intelligence (AGI) to success-
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