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SUMMARY
The objective of this research is to develop and demonstrate low-complexity, robust,
frequency-scalable, wide-band waveform acquisition techniques for testing high speed com-
munication systems.
High resolution waveform capture is a versatile testing tool that enables flexible test
strategies. However, waveform capture at high data rates requires costly hardware because
the increased bandwidth of the signal waveform leads to an increase in the sampling rate
requirement, cost of front-end components, and sensitivity to phase errors in traditional
(source) synchronous Nyquist-rate tester architectures. The hardware cost and complex-
ity of wide-band waveform acquisition systems can, however, be significantly reduced by
using (trigger-free) incoherent undersampling to achieve reduced sampling rates and ro-
bustness to phase errors in signal paths. Reducing the hardware cost of such a system using
incoherent undersampling requires increased signal processing at the back end.
This research proposes computationally-efficient, time-domain waveform reconstruc-
tion algorithms to improve both performance, and scope of existing incoherent undersampling-
based test instrumentation. Supporting hardware architectures are developed to extend the
application of incoherent undersampling-based waveform acquisition techniques to linear-
ity testing of high-speed radio-frequency components without any synchronization between
the signals involved, and to the acquisition of wide-band signals beyond the track-and-hold
bandwidth barrier of the traditional incoherent undersampling architectures, using multi-
channel bandwidth interleaving. The bandwidth is extended in a source-incoherent frame-
work by using mixers to down convert high-frequency signal components to base band fol-
lowed by digitization using undersampling, and back-end signal processing to reconstruct
the original wide-band signal from multiple band-pass components.
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CHAPTER 1
BACKGROUND AND PROBLEM DEFINITION
1.1 Introduction
As data rates in communication links increase towards 100 Gbps enabled by rapid tech-
nology scaling and innovative system level solutions, the test equipment for characterizing
the signals becomes prohibitively costly. The cost is driven mainly by the higher sampling
rate requirement of Nyquist-rate data converters due to increased signal bandwidth, and by
the high engineering cost of achieving phase synchronization between the source and the
tester at high data rates for source-synchronous sampling-based waveform acquisition sys-
tems. Incoherent sub-sampling has been investigated by various researchers to alleviate the
costs associated with acquiring high-speed signals. Incoherent undersampling-based tech-
niques achieve lower hardware complexity since they use trigger-free periodic sampling
at sub-Nyquist rates. Such systems do not require any phase synchronization between the
tester and the source clocks and achieve a significant reduction in the conversion rates of
the analog to digital converters. However, traditional incoherent undersampling suffers
from the high cost of back-end signal processing particularly when the period of the in-
put signal is not precisely known in the absence of triggering mechanisms traditionally
used for source-instrument synchronization. In such scenarios, most of the cost of sig-
nal reconstruction results from the cost of performing frequency-domain transformations
and evaluating a frequency-domain metric to estimate the period of the acquired periodic
waveform. In addition, the ability to acquire high-bandwidth signals is also limited by the
bandwidth of the wide-band track-and-hold amplifier used to sample the analog signal in
the signal-acquisition system front-end.
The key contributions of this dissertation are as follows:
• This research develops and demonstrates low computation-complexity, time-domain
incoherent undersampling-based input signal reconstruction algorithms and support
1
hardware modules, that do not require the use of digital Fourier Transformation al-
gorithms as in existing incoherent undersampling based signal acquisition methods
• To meet the demands of acquiring high-bandwidth signals, it applies for the first time,
novel time-domain incoherent undersampling-based signal reconstruction algorithms
to (frequency) band-interleaved signal acquisition architectures. This has the addi-
tional benefit of surmounting the bandwidth limitations of the track and hold ampli-
fiers in the signal acquisition system front-end through use of narrow-band mixers
in each channel of the band-interleaved system. Such band-interleaved systems are
traditionally used in high-speed oscilloscopes for acquisition of high-speed signals
using coherent sampling (with triggering for clock synchronization)
• A key contribution of this research is that it develops signal reconstruction algorithms
and infrastructure that do not require any synchronization between the source and the
tester clocks, significantly simplifying the design and implementation of the end-to-
end high-speed signal acquisition systems
• This research proves the applicability of the proposed techniques by developing
waveform-acquisition modules to acquire both wide-band periodic signals, as well
as narrow-band amplitude-modulated signals. It also demonstrated a novel tester
architecture for radio-frequency amplifier linearity test using amplitude modulated
signals
The challenges of high-speed waveform acquisition will be elaborated in the next sec-
tion in order to present the background of this research.
1.2 Challenges of high-speed waveform acquisition
This section, presents in detail the specific challenges associated with high-speed waveform
acquisition. The major challenges include hardware complexity, algorithmic computation
cost and frequency scalability.
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1.2.1 Hardware cost
A major barrier to reducing the cost of high-speed test equipment comes from the high
rate of data conversion vis-a-vis the large number of bits required when using traditional
Nyquist rate architectures. The issue can be solved by using undersampling-based tech-
niques, but classical undersampling-based equipment uses either undersampling in a coherently-
triggered setup, in which the effective sampling rate is boosted by directly combining sig-
nals from multiple parallel channels in time domain, or by sampling a periodic signal with
a source-synchronous sampling clock whose synchronizing trigger is provided by the sig-
nal source. However, at high data rates (reduced bit period), it is not only extremely costly,
but also practically impossible to achieve phase synchronization, because of small manu-
facturing imperfections. Incoherent undersampling-based architectures bypass the need for
synchronization altogether. However, incoherent undersampling-based techniques using
periodic sampling are effective for a very limited class of signals that are mostly periodic.
Using incoherent undersampling-based architecture, reduces the cost and complexity of
test instrumentation, although it does increase the signal processing effort required at the
back-end.
1.2.2 Computation cost
In an incoherent undersampling-based waveform-acquisition architecture, the period of the
signal waveform is unknown and needs to be estimated from the acquired samples. The
estimation accuracy usually improves with the number of samples acquired due to the fun-
damental limits imposed by uncertainty relationships between the time domain and the fre-
quency domain. However, the computation effort required to estimate the waveform period
and reconstruct the waveform grows with the number of samples and, is especially large
for classical frequency-domain metric-based period estimation algorithms, which require
the estimation of the spectra at each iteration. This makes it necessary to design efficient
incoherent undersampling-based waveform-reconstruction algorithms to reduce the com-
putation effort without sacrificing the estimation accuracy.
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1.2.3 Bandwidth scaling
Another challenge of the undersampling-based architecture is the problem of scalability to
higher frequencies. The lack of phase synchronization in an incoherent undersampling-
based system is advantageous at higher frequencies where phase synchronization becomes
harder to achieve because of reduced timing margins. However, the maximum bandwidth
of the classical sampling digitizer system is limited by the bandwidth of the front-end
component, usually a track-and-hold amplifier. Since wide-band track-and-hold amplifiers
are hard to scale in frequency, it is necessary to develop systems that are easily scalable to
a higher frequency range without the requirement of wide-band track-and-hold amplifiers
at high frequency ranges.
1.2.4 Applicability
The classical periodic undersampling-based waveform reconstruction algorithms are lim-
ited to periodic signals. This excludes the possibility of applying the undersampling-based
reconstruction techniques to the high-frequency, narrow-band, waveforms used in radio-
frequency linearity testing. Often times, the multi-tone waveforms used in radio frequency
testing are derived by modulating a periodic carrier with a periodic envelope giving rise
to waveforms that are not periodic or that have extremely long periods. New algorithms
need to be developed to extend the periodic undersampling-based waveform reconstruction
techniques to radio frequency testing applications.
The specific contributions of this thesis addressing the above problems are presented in
the next section.
1.3 Proposed solutions
As mentioned earlier, the major contributions of this dissertation involve the development
of algorithms and hardware modules for high-speed waveform acquisition. The proposed
techniques target solutions to reduce the cost of high-speed waveform capture in test ap-
plications by removing the major cost barriers, which include the high conversion rate re-
quired in classical Nyquist-rate converters and the cost of achieving phase synchronization
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between the signal source and the test equipment.
The proposed techniques include, incoherent undersampling and bandwidth interleav-
ing, along with computationally efficient back-end algorithms to reconstruct test waveforms
with high accuracy. These techniques achieve a reduction of the overall cost of the test sys-
tem by not only reducing the number of high-speed components required, but also the
computation effort required in the back-end signal processing. The next few subsections
expand upon each of the major contributions.
1.3.1 Time domain reconstruction algorithms
As mentioned before, the cost of waveform reconstruction using incoherent undersampling
is dominated mainly by the algorithmic cost of estimating the fundamental period of the
input waveform. The period estimation algorithm usually requires a large number of it-
erations involving a high-resolution serial-search algorithm using a discriminating metric.
Previous solutions involving frequency-domain metrics required the evaluation of the spec-
trum by using a fast Fourier transform (FFT) at each iteration. Even though the FFT based
algorithms were very efficient, the computation cost added up very fast due to the large
number of iterations. Hence, this research develops a simple, low-cost, time-domain met-
ric to address the issue of computation cost. The proposed metric uses a 1-bit approxima-
tion of the signal to count the number of oscillations in the reconstructed waveform about
the average value. The time-domain metric is O(n) complexity compared to the O(nlogn)
complexity of an FFT based algorithm.
1.3.2 Incoherent bandwidth interleaving
The classical technique of incoherent undersampling is limited to periodic signals with a
bandwidth that is less than the track-and-hold amplifier bandwidth. This work extends the
classical incoherent undersampling based technique to signals with frequency components
beyond the track-and-hold bandwidth, while maintaining the trigger-free waveform acqui-
sition framework. The signal is acquired using a bandwidth-interleaving-based configura-
tion, where the signal waveform is acquired over multiple channels of smaller bandwidths.
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The bandwidth of each channel is limited to that of the track-and-hold amplifier. The signal
in each channel is down-converted in frequency by mixing with a locally generated (tester
side) tone to the base band before being digitized by incoherent undersampling. The signal
from the multiple channels are then combined in the back end to reconstruct the original
broad-band signal waveform. The proposed architecture combines bandwidth interleaving
and incoherent undersampling to provide a (source) trigger-free, time-domain waveform
reconstruction scheme beyond the track-and-hold amplifier bandwidth.
1.3.3 Applicability: Wide-band periodic waveforms and an RF linearity test
While the incoherent undersampling-based reconstruction techniques provides an efficient
solution for acquiring wide-band periodic waveforms, radio frequency (RF) testing often
involve multi-tone signals that are often not periodic or have extremely long period. A mod-
ified time-domain reconstruction algorithm along with a supporting trigger-free hardware
architecture is developed to extend the classical incoherent undersampling-based technique
to possibly non-periodic, narrow-band signal waveforms. More specifically, the proposed
technique covers the class of waveforms that includes narrow-band amplitude modulated
signals, modulated with periodic envelopes. Such signals, as mentioned before, are not
necessarily periodic (or may have a very long fundamental period) and are usually used in
the testing and characterization of RF transmitter components. The proposed reconstruc-
tion method extracts the carrier period and the envelope period independent of each other
to enable the extraction of instantaneous amplitude and phase information of the amplitude
modulated waveform. The developed technique is easily scalable to higher frequencies.
While developing low-complexity, robust, test equipment and reconstruction algorithms
remains the main focus of this dissertation, an efficient simulation flow is also presented to
estimate the input-output observability of extreme parametric deviations and gross faults in
a system under test.
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1.4 Organization of thesis
Chapter 2 gives a brief overview of the existing solutions and state-of-the-art. Chapter 3
then presents the details of the time-domain reconstruction algorithm for incoherent under-
sampling based signal waveform acquisition. Chapter 4 presents an extension of the tech-
nique to general multi-tone signals for radio frequency linearity testing. Chapter 5 extends
the basic time domain technique to frequencies beyond that of the track and hold amplifier
bandwidth. Lastly, Chapter 6 presents a mixed signal simulation framework to enable the
rapid assessment of the fault observability in mixed signal systems using the proposed test
techniques. This will be followed by conclusions and a brief description of the possible




The test strategies used in identifying faulty units involve both on-chip and off-chip solu-
tions. While on-chip test solutions can provide observability at the internal nodes of the
system, often times, the accuracy of the system is limited by practical issues associated
with the design overhead. The achievable resolution is limited by the fact that the on-chip
components are subjected to the same technology limitations as the system-under-test and
are severely restricted in available area and power.
Off-chip test board based solutions, on the other hand, often rely on costly high-end
equipment such as bit error rate tester (BERT), and oscilloscopes that can capture signal
waveforms with high resolution to measure the bandwidth, dynamic characteristics and the
compliance of the eye opening of the signal to the standard specifications. Additionally, a
large part of the equipment cost is geared towards the ability to measure jitter performance
of the system. Most of these systems use triggered sampling for synchronizing with the
signal source.
This chapter reviews the state-of-the-art in the most common test solutions used today
for high speed waveform acquisition and briefly reviews the underlying system simulation
framework that is used to determine the decision boundaries in the measurement space.
2.1 On chip test solutions
While on-chip test solutions are limited in choice and accuracy, a few techniques are ex-
tremely common. One of these is eye monitoring which is a close on-chip analogue, for
general class of random bit streams, of a full waveform acquisition system for periodic
bit streams using off-chip components. The eye diagram is obtained by folding the digital
signal waveform over one bit period in time. Most modern serial communication systems
have a built-in eye-margin circuit, that samples the signal at varying phase and amplitude
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offsets from the optimal sampling point over a unit interval of the data using variable-
threshold comparator latches. At each point, the error rate is measured and mapped to
produce an approximate bit error map over the whole signal eye. Eye opening monitors
not only provide direct signal quality information at the core of the decision block as an
indicator of the system health, but can also double up as a feedback sensor for tuning the
equalizer filters. Many different solutions for eye opening monitors have been proposed in
the literature[1, 2, 3, 4, 5].
However, on-chip test solutions, unlike off-chip test instrumentation suffer from three
major drawbacks:
• Power and area overhead
• Susceptibility to process variation
• Unwanted loading effects at critical nodes
In light of the above shortcomings, the main focus of this thesis will be on developing off-
chip waveform acquisition algorithms and hardware for the characterization of wide-band
signal waveforms. The next subsection, presents a review of the past work in the field of
wide-band signal waveform acquisition using off-chip components.
2.2 Undersampling-based off-chip waveform acquisition
The different architectures used for on-chip eye-monitoring circuits, usually sampling at an
integer fraction of the bit rate, require very high-speed on-chip components such as track
and hold amplifier (THA), latches, and comparators. Traditional off-chip test equipment,
on the other hand, samples the data waveform faster than the Nyquist rate (NRS) to pre-
vent aliasing. The high-speed data acquisition system (DAq) circuits required to achieve
oversampling increase the cost of the test instrumentation. To reduce the sampling rate of
each data channel without reducing the effective sampling rate, [6] proposed time inter-
leaved sampling (TIS) in which, the waveform is acquired over N parallel channels. The
sampling clock in each channel is offset in phase by 1/N of the clock period with respect to
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its adjacent channel. The samples from all the channels are combined to obtain an effective
sampling rate of N times that of each channel. However, TIS is very sensitive to gain and
timing mismatch between the channels [7, 8, 9]. In a TIS-based system, a small amount of
mismatch between the channels causes harmonic-distortion spurs in the acquired waveform
by the regular and periodic excitation of the mismatch induced non-linearity. The harmonic
spurs reduce the effective spurious free dynamic range (SFDR) of the system, leading to
a loss of resolution. To reduce the harmonic spurs, [10, 11] proposed a technique called
random interleaved sampling (RIS) which achieves a reduction of the harmonic spurs by
randomizing the order in which each of the N channels is used to acquire the samples.
However, extra channels are needed to ensure that the sampling rate in each channel does
not exceed 1/N of the overall effective sampling rate.
Compressive sensing (CS), as proposed in [12], reduces the effective sampling rate of
a sparse signal so that it is proportional to the actual spectral support of the signal instead
of the bandwidth of the signal. However, CS requires complex sampling time bases in
which the minimum sample-to-sample interval is much smaller than the mean sampling
period, leading to no relaxation of the specifications on the THA sampling window and
maximum sampling rate requirements of the data converters. However, the complex sam-
pling time base used in CS is not required for periodic signals. Since most testing and
characterization can be done with periodic signals, the signal acquisition systems for test-
bed applications, can be simplified by exploiting the periodic nature of the waveform. One
such solution, equivalent time sampling (ETS), is traditionally used to reconstruct periodic
signals through periodic undersampling in sampling oscilloscopes [13]. The samples are
acquired by a source-synchronous clock whose period is a rational multiple of the wave-
form period. The samples are folded into a single period of the waveform to reconstruct the
waveform using phase remapping, where the samples are ordered in ascending order of the
modulo of the sampling time with respect to the waveform period. The effective number of
samples per period is given by the denominator of the ratio of the waveform period to the
sampling period when expressed as an irreducible ratio of co-prime integers. As the main
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shortcomings, the ETS technique has:
• limited effective sampling rate over one period
• requirement of phase lock between source clock and sampling clock
To overcome the above shortcomings of the ETS, [14, 15] proposed incoherent (trigger-
free) undersampling-based eye diagram acquisition and blind period estimation technique.
In the proposed incoherent undersampling-based system, the sampling period is randomly
chosen, and the waveform period is estimated by searching over a range of test values, for
each of which a test reconstruction of the waveform is performed by folding the samples
into a single period. The accurate period is given by the value of the period that maximizes
the horizontal eye opening or alternatively minimizes the number of peaks and the standard
deviation of the probability distribution function of the jitter after reconstruction. These
techniques can be easily extended to periodic signals. In a similar approach proposed in
[16, 17], the cost function is modified to promote the spectral sparsity of the reconstructed
waveform by minimizing the l1 norm (sum of the absolute values of all the components) of
the spectrum of the reconstructed signal. The search space is reduced, by initially estimat-
ing the period by directly computing the spectra of the uniformly under-sampled waveform
under the assumption that the waveform period corresponds to the spectral peak of the
acquired samples. Then two sets of samples are acquired at two different sampling fre-
quencies to remove potential aliasing. The exact position of the peak of the aliased signal
spectrum is approximated by Gaussian interpolation of the power spectra. The main prob-
lem of this technique is that it requires the presence of a dominant fundamental tone in the
signal waveform. Such a dominant fundamental tone is not always present in general test
signals. Another problem is that, the estimation of the spectrum of the reconstructed wave-
form at each iteration of the search space for the fundamental period is computationally
cost intensive. In order to extend the applicability of the incoherent undersampling-based
waveform acquisition to possibly non-periodic waveform, [18] proposed a dual frequency,
two-channel sampling technique to create a compressive-sensing time base to acquire wide
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band signals without reducing the minimum time between the samples in each channel.
However, the technique suffers from the high algorithmic complexity and issues with frame
synchronization between the channels.
A brief comparison of these ETS-based techniques and Nyquist rate sampling is pre-
sented in Table 2.1. All the techniques presented in Table 2.1, suffer from the bandwidth
limitation imposed by the bandwidth of the front-end track-and-hold amplifier. This band-
width barrier can be broken, however, by using bandwidth-interleaving architectures. A
detailed survey of bandwidth-interleaving-based test instrumentation is presented in the
next subsection.
Table 2.1: A comparison of different sampling techniques for periodic waveforms be-
tween Nyquist rate sampling (NRS), time interleaved sampling (TIS), random inter-












































Bandwidth interleaving can be considered as the frequency domain dual of the time inter-
leaving. It is also known as a hybrid filter bank analog to digital converter (ADC) architec-
ture. In bandwidth interleaving, the signal waveform is divided into multiple components of
smaller bandwidths. Each component is digitized separately at Nyquist rate and combined
after is corrected for the channel-induced distortions to obtain the actual signal waveform.
A multi-band data acquisition architecture exploiting band-pass sampling theorem was first
proposed in [19]. However, the technique suffered from the requirement of multiple band-
pass filters with reasonably low in-band dispersion, and high out-of-band rejection. To ease
the specification requirements on the band-pass filters, [20, 21] later proposed a modified
architectures based on mixers. In [22], bandwidth interleaving was used to acquire wide-
band digital signals in real time by sampling each individual channel at a rate faster than
the corresponding Nyquist rate. However, if restricted to the special case of periodic test
waveforms, frequency scalability of the bandwidth interleaving technique can be further
improved by using incoherent undersampling to acquire the individual signal components.
In all multi-band techniques, it is necessary to estimate the non-ideal channel character-
istics and equalize for them. The channel estimation technique can be either least mean
square (LMS) error based (using a known signal waveform as probe signal)[23], or blind
(without a known signal as the test waveform) [24]. In this thesis, the basic bandwidth in-
terleaving technique will be extended to an incoherent undersampling-based framework to
achieve frequency scalability in the incoherent undersampling-based test architecture be-
yond the front-end track-and-hold bandwidth. A probe signal based technique will be used
for channel estimation and equalization.
To enable the fast adaptation of any new test technique, it is important to be able to
estimate the observability of potential failure modes using a given test, in simulation. A
brief survey of such available simulation frameworks is presented in the next subsection.
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2.4 Model development and simulation framework
After a low-cost test instrumentation is developed, it needs to be evaluated for its efficiency,
both for any limitations in resolution and accuracy with which a waveform can be captured,
and for the effectiveness of the test strategy in detecting potential failures without marking
good parts as faulty. This requires a simulation flow with the capability to assess the im-
pact of a given fault or extreme deviation in performance of a sub-module on the system’s
input-output behavior. While analog simulations at the transistor level can capture these
effects, performing a full blown analog simulation for a large system is not feasible. Not
only can the number of faults or process variation effects that need to be simulated can be
large, but it is also slow, costly, and computationally expensive to perform transistor-level
simulations for the whole system. Given these restrictions, it is necessary to develop mod-
els and simulation flows for the components that can handle non-ideal waveforms at the
input of the circuit-under-test in the presence of noise so that the transistor-level simulation
can be limited only to the components in which the faults are introduced, otherwise, the
model development is prohibitively costly.
Traditionally, linearized parametric behavioral models have been used to estimate the
effects of process variation and catastrophic failures in large systems. However, linearized
behavioral models are valid only under the assumption that the input to the subsystem does
not deviate too much from the ideal. Hence, simple behavioral model-based impact analysis
as proposed in literature [25, 26, 27, 28, 29, 30, 31, 32] is valid only for simple circuits and
can not be applied to large systems. Significant improvement is achieved in capturing the
non-linear effects in different circuit components with non-linear model order reduction
approaches such as trajectory piecewise linear models and manifold based techniques [33,
34].
The non-linear models available in the literature are suitable for simulation of circuits
under the assumption that the effect of the erroneous performance of an upstream block in
the signal-flow chain can be captured or translated through simplified models. One situ-
ation where such an approach fails, is any situation where the distorted waveform due to
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erroneous behavior acts as an input to a latch or track-and-hold amplifier, where the behav-
ior crosses from a continuous-time to a discrete-time domain. While the digital parts of the
circuits are easier to simulate in a discrete-time event-driven state space framework with
probabilities assigned to each state transition in a Markov chain based simulation flow [35],
the analog behavior is hard to parametrize. Hence, an end-to-end modeling and simulation
flow is required to translate the non-ideal waveforms and given noise characteristics of the
analog circuit components into state-transition probabilities for an event-driven simulation
at the system level. Considerable effort has been spent building faithful models of latches,
especially to capture dynamic transients in the metastable region. Most approaches have
assumed simple linear feedback systems [36, 37], sometimes with enhancements, to cap-
ture the effects of parasitic loading effects [38]. Detailed non-linear theoretical analysis
was presented in [39], but the proposed model is too complex for practical use. A more
practical solution for capturing the non-linear behavior due to large-signal conditions was
proposed in [40].
However, all these models neglected the effect of noise. Noise characterization in a
latch is difficult due to the large non-linearity involved and the multiple stable fixed points.
Useful practical noise-aware latch models were proposed in [41, 42, 43], which consider-
ably improved the ability to estimate the impact of the noise, but were unable to present a
concrete flow to arrive at transition probabilities in presence of non-ideal input waveforms
especially at the clock port. This research, attempts to bridge this gap by proposing a simu-
lation flow using the basic stochastic dynamic equation framework proposed in [44], which




INCOHERENT UNDER-SAMPLING BASED WAVEFORM
ACQUISITION
3.1 Introduction
Incoherent under-sampling is a robust and cost effective method of periodic waveform ac-
quisition. The sampling clock need not be temporally coherent with the waveform time
base and can be, in theory, arbitrarily slow compared to the signal period as long as enough
samples are acquired and the frequency remains reasonably stable. The period of the signal
waveform is extracted by back end algorithms. Most of the acquisition cost is shared by
the front end track and hold amplifier (THA) and the back end algorithm.
Previously, both time domain as well as frequency domain cost functions were used to
estimate the period of the signal. However, due to the nature of the reconstruction technique
and the high sensitivity to the accuracy of the estimated period, gradient descent based
estimation technique is not applicable. Hence, it is important to reduce the computational
effort required to evaluate the cost metric for period estimation due to large number of
iteration and exhaustive search in estimating period. To reduce the computation cost and
without sacrificing the accuracy of waveform period estimation with a given number of
samples a time domain cost metric is proposed. This significantly reduces the computation
cost per iteration as well as the number of data points required to achieve a given accuracy
in waveform reconstruction.
Basic technique of incoherent under-sampling is reviewed in Sec 3.2 followed by a
detailed discussion of the proposed signal reconstruction algorithm and associated cost
function in Sec 3.3. Hardware validation measurements are discussed in Sec 3.5, followed
by a summary of the main contributions.
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3.2 Incoherent under-sampling and waveform reconstruction
The only unknown in reconstructing a periodic waveform from its samples is the period
of the waveform. However in incoherent undersampling with periodic time base, the fre-
quency components of the sample waveform are aliased and the period is unknown. Hence,
the period needs to be estimated from the samples using the properties of the waveform.
For periodic undersampling, the sampling period, Ts, is chosen in such a way that Tp/Ts
is irrational. If Ts is chosen at random, this is satisfied with large probability. For a finite
length representation of numbers a more correct statement is, Tp/Ts cannot be represented
by using ratio of small integers. This ensures that the sampled data can be reordered to
get an arbitrarily large effective sampling density on the periodic waveform and that the
waveform is not aliased due to low effective sampling rate.
If the ratio of waveform period to sampling clock period is rational such that TpTs =
m
n
where m and n are small prime numbers then the effective sampling rate on the periodic
waveform is limited to m which may cause aliasing. This is because mTs = nTp and hence
the kth sample and (k + m)th sample are separated by integer multiple of waveform period
and hence corresponds to the same phase on the periodic waveform. In general, to fully
capture the effects such as rise time, fall time, jitter and distortion, the waveform needs to
be acquired with high resolution and hence it is important that the effective sampling rate
is large.
3.2.1 Phase remapping based reconstruction
To reduce the cost of acquisition it is desirable to be able to use Ts << Ts,nyq, where Ts,nyq
is the Nyquist sampling rate. This relaxes the conversion rate required of the digitizer and
improves the accuracy of the conversion for better resolution. The reconstruction technique
involves ordering the acquired samples according to its corresponding phase on the actual
periodic waveform. More precisely, for a periodic function f ,
f (t) = f (t − nTp) for n ∈ Z
hence, f (nTs) = f (τn) where, τn ≡ t mod(Tp) (3.1)
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Figure 3.1: Phase remapping as used to reconstruct the waveform from incoherently sampled
data by reordering the samples in ascending order of the phase of the sample in the original
waveform




it is possible to reconstruct the waveform. As mentioned before Ts/Tp not being rational,
guarantees that τn1 , τn2 whenever n1 , n2 and that {τn} are uniformly distributed on the
interval [0,Tp]. The phase remapping concept is illustrated in Fig 3.1.
3.2.2 Period estimation
The period of the waveform needs to be known with high accuracy for using phase remap-
ping. But, the exact value of Tp is not known in incoherent sampling. The period informa-
tion is extracted from the acquired samples using the sparsity of the waveform. So a period
T̃p is guessed and the phase remapping is done with T̃p in place of Tp. In absence of the
prior knowledge of Tp some pre-defined cost function is minimized to find the best T̃p.
Usually, test waveforms are sparse in the sense that they have finite number of features.
In [16], the cost metric used to estimate the period used the spectral sparsity of the signal
by minimizing the l1 norm of the discrete Fourier transform of the signal. While this acted
as a fine estimation technique for the period, to reduce the search range an initial estimator
was used based on interpolation of the FFT. The technique assumed that the fundamental
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tones are dominant and that they can be identified from the other tones based on a ranking
of the spectral peaks by power. Once the spectral spur corresponding to the fundamental is
identified, the digital frequency can be estimated with high accuracy using an interpolation
to locate the peak of the spectral spur. However, as can be seen from the simulated spectrum
of the samples of a filtered 127-bit pseudo random bit sequence (PRBS) signal in Fig. 3.2,
except in very few special case such dominant tone is not present and it is not easy to
estimate the period from the spectrum. This is also evident from the power of the first 10
most dominant modes, after the dc component, as shown in the following array, where the
dominant tones differ by less than a dB from the next higher spur: 1 2 3 4 5 6 7 8 9 1066.82 65.96 65.80 65.13 64.94 64.78 64.73 64.49 64.48 64.32

Figure 3.2: Spectrum of acquired samples by incoherently undersampling a 127-bit PRBS
waveform
Hence, to avoid this problem of the absence of a dominant tone, it is assumed that the
period of the signal is known approximately. I that case a search is performed to minimize
the cost function around the approximate frequency. the search range is determined by the
uncertainty range in the knowledge of the fundamental period of the signal. However, to
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continue with the technique proposed in [16] one needs to estimate the spectrum in each
iteration. Due to the large search range and fine resolution of estimation required it is nec-
essary to reduce the computation effort per iteration. Total variation is an alternate measure
of the sparsity of a given signal. It is widely used in the reconstruction of geophysical data.




|si − si−1| (3.3)
where si denotes the ith sample after reconstruction with assumed period T̃p. This signif-
icantly reduces the per iteration computation time to O(N) from that using any spectral
domain technique which has a O(NlogN) computational effort to calculate fast Fourier
transform (FFT).
The computational efficiency can be further improved by using a variant of the total
variation where only a 1-bit approximation of the sample is used. The sample is approxi-
mated by its sign after removing the dc component of the signal. The proposed cost func-
tion measures the number of oscillations in the reconstructed waveform samples. For a
wrong estimate of the period Tp, the mapping given in (3.2) causes a wrong ordering of
the sample points in the reconstructed waveform causing an increase in the number of zero
crossings of the signal. Since only the number of zero crossings are of interest, the signal
is approximated by using two values (sign) and the computation involves 1-bits instead of
full resolution values. The computation cost per iteration compares to calculating only the
DC coefficient of the FFT. The technique thus gives an order log Ns improvement in com-
putational efficiency for same quality of reconstruction as with spectral domain techniques.
All data that falls between two pre-defined thresholds are rejected to reduce the effect of
broadband noise leading to spurious zero crossings. The data after the threshold operation
is represented as a two valued function with proper time stamps. After guessing a period
T̃p, and reconstructing the waveform using (3.2), the number of zero crossings in the
reconstructed waveform are counted. For most wrong estimates of T̃p the number of zero
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Figure 3.3: The original and sampled signal and subsequent increase in oscillation in the
reconstructed waveform for wrong estimate of waveform period
crossings increase as illustrated in Fig 3.3. The assumption here is that the number of zero
crossings cannot reduce in a reconstruction following (3.2), except for on extremely rare
class of waveforms which we will discuss later. However, when the search is performed,
there is aliasing over the whole range of T̃p, i.e, there are multiple values of T̃p which
creates a reconstruction with the minimum number of zero crossings. In fact all the aliased
values of the fundamental period generate the same waveform or its time reversed (setting
t to −t) equivalent. All the values of period have the same digital frequency F̃p mod Fs,
where Fs is the sampling frequency. These values depend on Ts and can be eliminated by
using two distinct sets of samples, each with a different Ts. The only value of T̃p that gives
a minimum number of zero crossings in both sets of data is Tp as illustrated in fig 3.4. If
we assume that two different frequencies f1 and f2 match up in both samples acquired with
sampling rates fs1 and fs2, then we can write following the previous discussion:
f1 = k11 fs1 + φ1 = k21 fs2 + φ2 (3.4)
f2 = k12 fs1 + φ1 = k22 fs2 + φ2
for some integers k11, k21, k12, k22. taking the difference of the two expressions we can write:
f1 − f2 = k1 fs1 = k2 fs2
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Figure 3.4: Aliasing with reconstruction process for two different sampling time







This gives an indication on the way the two sampling frequencies need to be chosen. Either
they can be chosen such that fs1fs2 is irrational and there are no two frequencies that are aliased
since there is no solution to 3.5. Or such that the values of k1 and k2 is large so that f1 − f2
is large and both solutions are not in the search range.
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Improving the estimate While the number of observed zero crossings is a good met-
ric for estimating the fundamental period, in cases where the reconstructed data is used to
extract timing noise, a better resolution may be required. A finer estimate of the waveform
period can be obtained by searching for Tp at a higher resolution and minimizing against
the residual error for a polynomial fitting of the signal around zero crossings. As illustrated
in Fig 3.5, by defining thresholds around the zero crossing and grouping contiguous subset
of samples that fall within the window, transition edges can be detected. Once the samples
corresponding to each transition edge are identified, the mean (noise free) edge is estimated
by using a polynomial regression fitting. The mean square deviation from the mean edge
along the time axis then is a good measure of the accuracy of the period estimate. To ac-
cumulate information over the whole waveform the sum of mean square error for all the
transition edges is minimized. The cost surface is locally convex and hence a gradient de-
scent based technique can be used to estimate the best estimate of the period. The accuracy
obtained by this secondary fine estimation is improved by an order over that from the zero
crossing metric.
In light of the discussion we can express the reconstruction process concisely in the
form of a flowchart as shown in Fig. 6.3.
3.3 Performance evaluation
In the previous section an intuitive reasoning was provided as a justification of the particular
choice of cost function. However none of the non-idealities were considered. In this section
the effects of noise, sampling clock jitter, sampling clock time base error, finite resolution
of search space for Tp and possible aliasing of reconstructed waveform will be considered.
3.3.1 Resolution of the search space for T̃p
A coarser resolution allows for faster computation time but has the potential danger of
missing the optimal point due to granularity. The minimum resolution required for ensuring
the optimal point is not missed is dependent on the number of sample points used and the
under-sampling factor: ηu = Ts/Tp. It follows, that the minimum number of samples
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Figure 3.5: Cost metric used for fine reconstruction
Figure 3.6: Flowchart showing the steps of reconstruction algorithm at coarse level
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required should be much larger than twice the highest harmonic component present in
the waveform such that there are enough points in the reconstructed signal to capture the
waveform accurately. Under the assumption that enough samples are used to reconstruct







3.3.2 Total number of operations
By selecting a resolution of an order of magnitude less than the right hand side of the
inequality (3.6), i.e, a fractional resolution of 1/(20Nsηu), the total number of search points
assuming a 100% search range is given by:
Nsearchpoints ≈ 20Nsηu
Since the number of zero crossings is calculated by taking difference of the modified data
(through threshold operation), following which, the total number of operations per data set
for a given choice of Ts is approximated by:
Ncalc ≈Ns(threshold) + 20N2sηu(di f f erence)
+ 20N2sηu(modulocalculation)
3.3.3 Signal noise and sampling jitter
Since the sampling clock provides the reference time base, an error in sampling clock
frequency leads to an equal percentage error in the estimated frequency. This can lead to
serious problems when the frequency error in the sampling clock varies independently over
different sets of data. Appropriate margins should be considered for random errors in time
base while choosing the correct frequency during reconstruction. The random component
of sampling jitter causes the actual sampling instant to deviate from the ideal by a random
τ j, which translates to an equivalent additive noise component or an equivalent jitter in
the reconstructed waveform. For a high signal to noise ratio (SNR), the total noise can be
approximated as:
νtot = νsampling jitter + νadditive
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If the noise components due to sampling jitter and due to additive noise are uncorrelated,
the total noise power is the sum of the two. Noise in sampled data can cause spurious zero
crossings to appear. To reduce the effect of the spurious zero crossings, all data inside the
window defined by two threshold voltages are discarded. The threshold voltages are set at:
Vt = E{S 1, S 2, S 3, . . .} ± 2
√
σνtot (3.7)
where E(·) stands for average value. The samples are modified at the start as:
S̃ n =

1 if S n > Vut
0 if Vlt < S n < Vut
−1 if S n < Vlt
(3.8)
The samples which map to 0 according to (3.8), are not used for estimating Tp using zero
crossings. However for finer reconstruction (by polynomial regression) and jitter charac-
terization of the signal these values are included in the reconstruction and all the samples
are used with their original value.
3.3.4 Tracking frequency drifts
In presence of frequency drift in the signal, the waveform period is ill defined and there is a
limit to the maximum number of consequent samples that can be used to extract the period
by this technique. The maximum number of samples that can be used to extract the period
using zero crossing metric is given by nmax such that the accumulated phase deviation due
to the frequency deviation from the ideal frequency , fdev = f − fideal is less than Tb/2, Tb





If nmax given from this is less than the minimum number of samples that is required for
the proper estimation of the fundamental period of the waveform then the technique fails
with the given value of sampling rate and the sampling frequency needs to be increased. If
however the deviation is small enough so that the period can be extracted from the samples,
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then the frequency deviation can be tracked by using sliding window. For the jth window
defined by samples s(iTs) such that n0, j ≤ i ≤ n0, j + nwin − 1, the estimated frequency
f j is obtained as the mean frequency at the center of the window at t = Ts(n0, j + nwin−12 ).
And for each step the window can be translated by (nwin − 1)/2 samples such that n0, j =
n0, j−1 + (nwin − 1)/2. For each iteration the search range for period is chosen to be centered
at the mean frequency of the last window, and the span is chosen to cover the maximum
expected change in frequency over a time TS (nwin − 1)/2.
By estimating the frequency drifts over the series of sliding windows a coarsely sampled
estimation for the frequency drift is obtained which is interpolated and integrated to obtain
a first order estimation of phase drift. After compensating for the coarse estimation of
the phase drift, the residual phase due to resolution limit of the frequency estimation in
each step, needs to be corrected. This is achieved by estimating the extra phase deviation
required for each window to maximize the correlation of the reconstructed sample with that
in the first window with the time axis normalized with respect to the period of each window.
The extra phase drift obtained in this manner represent a higher order correction that can
not be tracked through frequency tracking due to resolution limitation. After compensating
for the phase drifts the samples from all the windows can be combined to obtain a high-
resolution reconstruction of the waveform preserving the residual timing noise. While the
phase compensation required for each window represent the low frequency drift component
of the phase noise.
To verify the technique, in simulation, a low frequency drift with a triangular waveform
was used to perturb the data clock in a filtered 127 bit PRBS waveform with peak to peak
deviation of 5000 ppm along with a injected 1/ f noise. The first order estimated frequency
drift along with the ideal injected drift is shown in Fig. 3.7. The injected 1/ f noise is
shown in Fig. 3.8. The second order correction is shown in Fig. 3.9. The final compensated
waveform reconstructed from 40000 samples is shown in Fig. 3.10
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Figure 3.7: Ideal and first order estimate of injected frequency deviation
Figure 3.8: Injected 1/ f noise
Figure 3.9: Higher order phase error estimation
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Figure 3.10: Clean waveform from 40000 samples after canceling the phase deviation error
due to frequency drift
3.3.5 Waveforms for which zero crossing based estimation fails
Since the proposed zero crossing based metric uses only a sign approximation for the wave-
form (after removing the dc component), it loses a large amount of information about the
signal waveform. For some waveforms this may change the fundamental period, that is,
Period{ f (t)} , Period{sign ( f (t))}, Period{ f (t)} being the fundamental period of the wave-
form f (t). An example waveform is shown in Fig. 3.11. Clearly the waveform period is 3
Figure 3.11: Example waveform for which 1-bit approximation changes the fundamental pe-
riod. The waveform (blue) has fundamental period which is 3 times that of the corresponding
1-bit approximation
times that of the 1-bit sign approximation and the number of zero crossings is also more
in the actual signal leading to a false estimate of period which is 1/3 of the actual period
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and hence the resultant waveform is not the actual waveform. The cost function plot is
shown in Fig. 3.12. As expected the total variation metric is able to estimate the correct
fundamental period (since there is no loss of information) while the zero crossing metric
fails and instead the minima is equivalent to a fundamental period which is 1/3 of the ideal
period.
Figure 3.12: Cost plot vs normalized frequency for example waveform for which 1-bit approxi-
mation changes the fundamental period. The total variation cost detects the correct frequency
while the zero crossing metric fails
3.4 Comparison with other cost metric
As mentioned in the previous section the zero crossing metric discards a large amount of
information per sample. This improves the computation load but at the same time, can
cause a loss of resolution or even false period estimation. To compare the computational
efficiency gained the average run time for a 1% search range around the nominal funda-
mental period is plotted in Fig. 3.13 for the 3 cost metrics viz., L1, total variation and zero
crossing. All the other parameters including the search resolution are kept constant.
It is clear from Fig. 3.13, that for a given number of samples the zero crossing metric is
significantly more efficient than the other two metrics. The minimum number of samples
required to resolve the waveform period correctly is shown in Tab. 3.1. The resolving
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Figure 3.13: Average MATLAB run time of the L1, total variation and zero crossing metrics
with increasing number of samples showing computation load
Figure 3.14: Resolution achieved from all three cost functions are comparable
power of the three metric is shown in Fig. 3.14. It is clear that the zero crossing metric
compares well with the other metrics.
3.5 Hardware validation
The proposed algorithm was tested using two different signals generated by hardware. The
signals consisted of a single tone, and PRBS.












Minimum number of samples
L1 TV ZC
0 0 0 260 280 280
0 0 -20dB 300 300 300
0 1 UI (over
1000 sam-
ples)
-20dB 500 500 500
0.23 UI 1 UI (over
1000 sam-
ples)
-20dB 1000 1100 1100
0.50 UI 1 UI (over
1000 sam-
ples)
-20dB fails fails fails
Table 3.1: Minimum number of samples required to resolve the period of a spectrally
rich waveform with varying SNR
track and hold amplifier was used as the front-end. The output of the track and hold ampli-
fier was sampled using National Instruments data acquisition system (DAq) with bandwidth
of 125 MHz.
3.5.1 Single tone signal
A 1.5 GHz tone was used as the test signal. The sampling frequencies used were chosen
randomly and were set to approximately 83.41 MHz and 70.51 MHz respectively. Which
is equivalent to an under-sampling factor of 17.98 and 21.27 respectively. 200 consecutive
samples were used from each data sets for validating the algorithm.
The number of zero crossings vs the assumed waveform period is shown in Fig 3.16.
The frequency estimation accuracy is 20 ppm. Afterwards, a fine reconstruction step was
performed. The corresponding behavior of the cost function with respect to the assumed
frequency is plotted in Fig. 3.17 around the coarse estimate at a resolution of 10 ppb. Both
the coarse (blue) and the fine(red) reconstruction of the waveform are shown in Fig. 3.18.
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Figure 3.15: Hardware setup used for data acquisition
Figure 3.16: Number of zero crossing of reconstructed waveform vs assumed signal period
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Figure 3.17: Residual LMS error for quadratic fit around zero crossings of reconstructed
waveform vs assumed signal period
Figure 3.18: Reconstructed sinusoidal waveform from hardware acquired data 1.5 GHz sine
wave 200 samples at 70.5 MHz coarse (blue) and fine (red) period estimation
3.5.2 Two tone signal (no fundamental frequency)
A two tone signal at 2 GHz and 2.5 GHz was used. The period is 500 MHz and there is
no fundamental frequency present in the signal. The signal was sampled at 96.9 MHz and
99.6 MHz. The corresponding cost function plots are shown in Fig. 3.19 and fig 3.20. And
the reconstructed waveform is shown in Fig. 3.21. The reconstructed waveform is shown
in Fig 3.21.
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Figure 3.19: Two tone cost function 2GHz + 2.5GHz sampled at 96.9MHz 200 samples
Figure 3.20: Two tone cost function 2GHz + 2.5GHz sampled at 99.6MHz 200 samples
3.5.3 PRBS signal
A 27 − 1 prbs waveform at 3.5 Gbps was applied from a BERT source. The signal was
sampled at 99.6 MHz and only 800 samples were used to estimate the waveform period.
The plot of the cost function is shown in Fig. 3.22 and the corresponding reconstruction is
shown in Fig. 3.23. The reconstructed signal eye is shown in Fig. 3.24.
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Figure 3.21: Two tone reconstructed waveform 2GHz + 2.5GHz sampled at 96.9MHz 400
samples
Figure 3.22: Cost function for 3.5Gbps PRBS sampled at 99.6MHz 800 samples
3.5.4 Tracking Frequency drift
for this experiment the track and hold amplifier was replaced by a Hittite track and hold
with maximum sampling rate of 2 GHz and 18 GHz bandwidth. The sampling rate was
chosen to be 987.654 MHz. The 10 MHz synchronizing reference input to the pattern
generator was frequency modulated by 10 KHz. A 127 bit PRBS pattern was generated
at 3.0 Gbps and 32000 samples were acquired. The ideal and the first order estimated
frequency deviation is shown in Fig. 3.25. The second order correction in UI is shown
in Fig. 3.26. The final reconstructed waveform after compensation using 32000 samples is
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Figure 3.23: PRBS 27 − 1 reconstructed waveform 3.5Gbps sampled at 96.9MHz 800 samples
Figure 3.24: PRBS 27 − 1 reconstructed eye 3.5Gbps sampled at 96.9MHz 40000 samples
shown in Fig. 3.27. As can be seen from the figures the technique can track and compensate
the phase error in hardware data even though the frequency modulation is not as expected
from the ideal triangular wave modulation of the reference.
3.6 Conclusions
The following are the main contributions in this part [45]:
• A time domain cost function for period estimation of incoherently under-sampled
waveform
• Detailed analysis of the effects of non-ideal behavior of various components
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Figure 3.25: Ideal and first order estimate of injected frequency deviation
Figure 3.26: Higher order phase error estimation
Figure 3.27: Clean waveform from 40000 samples after canceling the phase deviation error
due to frequency drift
• Detailed analysis of the computation cost and the sample accuracy
The results are supported by detailed analysis and hardware results. Except for a few special
cases it is found that the proposed cost function can detect fundamental period of signals
with accuracy as good as spectral L1 norm based or total variation based metric while at
the same time being much more efficient in terms of the computational effort required to
evaluate the cost function.
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CHAPTER 4
INCOHERENT UNDERSAMPLING BASED LOW COST RF
TESTING
4.1 Introduction
The general trend of radio-frequency communication systems moving to higher frequency
bands poses a challenge of testing the transmitter devices with optimal cost and accuracy.
While costly traditional test setups can provide static characterization of gain compression
and amplitude to phase effects in devices using power sweeps, such measurements are of-
ten inadequate for decision making regarding the performance compliance in increasingly
complex systems [46]. Dynamic measurements through base band testing using reference
receiver to down convert the signal can provide more accurate results [47]. But the re-
quirement of a golden receiver and the complexity of the test suite required to characterize
bit error rates with enough confidence, hugely reduces the efficacy of such a test method-
ology. In absence of a reference receiver, it is usually hard to separate out the effects of
the receiver non-idealities from that of the transmitter. As an alternate strategy, down-
mixing-based parametric test methods [48] can extract the transmitter non ideality from
the extracted modulation envelope. Besides suffering from the shortcoming of the require-
ment of a high-fidelity mixer, the down-conversion-based testing may not capture enough
information about the transmitter. Fast and low-cost approaches to estimate the amplitude-
to-amplitude and amplitude-to-phase distortion have been proposed [49, 50]. Other test
strategies that have been proposed includes loop-back testing [51], or optimal test gen-
eration based on multi-tone testing using base-band processing in loop-back mode [52].
Indeed, with increasing speed and complexity a test strategy based on full waveform cap-
ture at high speed is more desirable. However due to the large analog to digital conversion
rate required to enable digitization of the waveform using Nyquist rate sampling, under-
sampling is often employed to reduce the cost of the digitizer. One such popular strategy
was described in [53], where using the periodicity of the high-frequency signal, the authors
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reduced the conversion rate to enable transfer of waveform data through the low-bandwidth
test port. But to ensure the periodicity, complex phase-locked loop based synchronization
techniques were employed. This significantly adds to the cost and complexity of the test
setup. Similar coherent undersampling-based test strategies were also reported in [54] for
testing high power pulsed devices. In [55], a combination of coherent mixing and under-
sampling was used. However with the uncertainty of group delay and phase delay in the
different signal paths in a practical test system it may not be always possible to control
the phase precisely at every point in the test setup. To increase the efficiency of the test,
the modulating test envelope is often optimized separately and may even be generated in a
separate module either internal or external to the test system making it hard to synchronize
various parts of the test system. As such it is desirable to have a test setup that can acquire
high-speed narrow-band signals with free-running carrier and modulating envelope signals
without any synchronization. Such a system greatly reduces both the cost and complexity
of a tradition coherent undersampling-based setup without losing much in terms of accu-
racy due to more or less the same bottleneck as that of a coherent system in terms of the
track-and-hold amplifier and digitizer non-linearity. In such a system, the modulated high-
frequency signal is likely to be aperiodic due to the lack of a common period between the
carrier and the modulating signal. In fact, the signal has two separate periods instead of
one. In this work, a simple technique is proposed to separately estimate the envelope period
and the carrier period and extract the high-frequency signal characteristics from incoher-
ent undersampling (no synchronization between the source waveform and sampling clock)
with free running carrier and envelope clocks. This allows one to extract the instantaneous
dynamic non-linearity of the device under test (DUT) including memory effects. Such in-
formation can be used to reconstruct parametric models of any order or complexity from
simple memory-less polynomial models to more complex memory models as proposed in
literature [56, 57]. The major contributions of this work are:
• period estimation techniques for amplitude-modulated signal over a wide range of
modulation index
40
• reconstruction of both amplitude and phase characteristics of amplitude-modulated
signals
• fully incoherent setup with all three clocks (envelope, carrier and sampling) running
free
The rest of the chapter is organized as follows: in section 4.2 a short motivation for the
undersampling-based test setup is provided followed by a description of the modified re-
construction technique used in section 4.3. In section 4.4 hardware data is presented to
prove the feasibility of the technique followed by a discussion of the accuracy limitations
of the proposed setup in section 4.5. This will be followed by conclusions.
4.2 Incoherent undersampling based test setup
Dynamic testing of radio frequency (RF) components using amplitude modulated signal
waveforms (with periodic envelope) can provide accurate estimation of device performance
characteristics. Coherent undersampling is often employed to acquire these high speed test
signal waveforms at the output of the RF device. With incorporation of more and more
on-chip built in test features and higher level of system integration, the test envelope can be
generated in a separate internal test generation module (within DUT) with low frequency
clocks while, the reference carrier is generated from an independent phase locked loops
(PLL). The internal clocks may not be accessible from outside for synchronization. Due
to difficulty in phase synchronization at high speed, it is desirable to be able to reconstruct
high speed amplitude modulated waveforms where the envelope signal, the carrier signal
and the sampling clock are all free running. Standard incoherent undersampling based pe-
riodic signal acquisition techniques [16] can not be applied to a free running test signal,
since the envelope and the carrier waveforms do not share a common period, and hence the
modulated signal is not periodic. To reduce the cost and complexity of the test instrumen-
tation for a transmitter device testing, a setup as shown in Fig. 4.1 is proposed. In such a
setup the envelope, the carrier and the sampling clock are chosen to be free running with
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respect to each other. Due to lack of periodicity of the modulated signal, a modified recon-
struction technique is proposed. The signal waveform has two underlying periods (instead
of a single period in a periodic signal), one for the envelope and one for the carrier. To
reconstruct the signal waveform, it is necessary to estimate both the periodicity associated
with the signal leading to a two step process of period estimation, one for estimating the
envelope period and the other for the carrier period. The specific order in which the two
periods are estimated depends on the modulation index of the AM signal. For low values of
Figure 4.1: Schematic diagram of the proposed test setup for high speed RF components. The
base-band signal, the carrier signal, and the sampling clock are allfree running
modulation index, the modulated signal waveform has the same sign as that of the instan-
taneous carrier. It is easier to identify the carrier period of the signal first followed by the
envelope period using a sign based time domain metric (zero crossing metric). However,
with high modulation index the carrier sign is not preserved in the modulated waveform
and it is not possible to accurately identify the carrier period using phase remapping. But
the envelope period can be estimated by using phase remapping (for a guess of the envelope
period) and maximizing the peak power variation with envelope phase. After estimating
the envelope period, the carrier period can be estimated from the samples corresponding
to only a narrow range of envelope phase. This requires the phase and frequency of the
carrier to be stable enough to keep the total accumulated jitter to a low value ( TP/2,
where, TP is the carrier period). It must be mentioned here that the reconstruction method
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proposed herein is different from that using bandpass sampling theorem [58], in the fact
that the choice of sampling frequency is not strongly determined by the spectral support of
the signal.
4.3 Reconstruction Technique
In this section the reconstruction technique for amplitude modulated signals is described.
The process is summarized in a flowchart form in Fig. 4.2. However, to fully understand
the challenges involved, the characteristics of a modulated signal are looked into in detail
in the next subsection.
Figure 4.2: Flowchart for extracting envelope distortion parameters from extracted samples
for AM signals
4.3.1 Characteristics of an amplitude modulated signal
An amplitude modulated signal sa(t) can be generally represented as,
sa(t) = e(t)cos(ωct) (4.1)
where, e(t) is the envelope signal and cos(ωct) represents a sinusoidal carrier signal with
angular frequency ωc. The spectrum S a( f ) of the modulated signal sa(t) is given by,
S a( f ) = E( f − fc) + E( f + fc) (4.2)
where E( f ± fc) is a translation of the envelope spectrum. Now, if it is assumed that the
envelope is periodic with a fundamental frequency fe, the envelope spectrum is composed
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of a collection of tones placed at the integer multiples of fe and the modulated signal spec-
trum is given by its translation. It is worthwhile to notice here that for the modulated signal
is periodic only when the the envelope and the carrier signals have a common period, i.e.,
sa(t + T ) = sa(t) ⇐⇒ e(t) = e(t + T ) and fcT ∈ Z (4.3)
In this work it is assumed that the envelope and carrier are free-running and do not share a
common period. So that the modulated signal is not periodic. Also both the carrier and the
envelope frequencies are unknown. The envelope signal may or may not have a non-zero
average depending upon whether the modulation scheme is a suppressed-carrier (no dc in
envelope) or not. When the carrier is present, the modulation index, α, can be described as:
α = [max{e(t)} − min{e(t)}]/2mean{e(t)} (4.4)
without loss of generality, the dc component can be taken to be 1 and for simplicity it will
be assumed the envelope to be sinusoidal i.e., e(t) = 1+αcos(ωet). So that, for a modulating
signal symmetric about dc, the envelope varies between (1±α). For the case when α is less
than 1, this implies, that the sign of the signal is same as the sign of the carrier. This allows
one to easily estimate the carrier frequency with a high accuracy.
4.3.2 Envelope and carrier period estimation of signal with<100% modulation depth
Carrier frequency estimation As mentioned before, for an amplitude modulated
signal with modulation index up to unity, the sign of the signal is same as the sign of the
carrier. This implies that even though the signal overall is aperiodic, a one bit approxima-
tion involving only the sign of the signal is periodic with the same period as that of the
carrier. Hence the carrier frequency can be estimated by using a zero-crossing based metric
on the modulated signal reconstructed through phase remapping following [45]. The con-
cept of phase remapping is shown schematically in Fig 4.3. The waveform is reconstructed
by reordering the samples in ascending order of the modulo of the sampling time with re-
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Figure 4.3: Phase remapping based reconstruction of periodic waveform
of samples having more number of zero crossing than the actual signal. Hence, the period
of the waveform is given by that period which minimizes the number of zero crossings in
the reconstructed waveform through phase remapping. After estimating the period of the
carrier, a mean approximate waveform of the carrier can be estimated as described in the
next subsection.
Approximate carrier reconstruction The best-fit reconstruction of the waveform
is obtained by reordering the acquired samples through phase remapping technique with a
period estimate from the last subsection. The resultant waveform is an overlap of multiple
segments of the modulated signal with different amplitudes and possibly phases. To better
illustrate the point,the result of folding the samples of the modulated signal into a single
carrier period is shown in Fig 4.4a . When all the samples are included, the resultant wave-
form is a superposition of multiple sinusoids with different amplitude and phase. However
if only the samples corresponding to a fixed phase of the envelope are included, the local
carrier can be extracted as illustrated in Fig. 4.4b. However, to further proceed with the
extraction of the local carrier or the instantaneous envelope, the envelope period needs to
be estimated as described in next subsection.
Envelope period estimation To reconstruct the local carrier, the samples that corre-
sponds to the same phase of the envelope need to be identified. But, to identify the envelope
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(a) Folding the modulated signal into one carrier period causes overlap of different sections of
the signal waveform having different amplitude corresponding to different envelope phase
(b) Folding the modulated signal into one carrier period from sections with same envelope
phase gives local carrier
Figure 4.4: Extracting carrier from different subset of samples
phase it is first necessary to identify the envelope period. To understand how this can be
done, it is assumed that the signal is given by (4.1). Then the set of samples mapped to a
























such that, abs(2πmod(nTs,Tc) − φ0) < ε
and, E{η2} = O(ε), η is a noise component
}




represents the effects of amplitude to phase conver-
sion and Ts is sampling period. If it is assumed that the carrier and the envelope signals
are not related by a rational number and are free-running, the samples should be distributed
uniformly across the full range ([0, 2π]) of the envelope phase. Now if the carrier period
is divided into number of such small intervals, and in each interval the value of the carrier,
xc(φ0), is approximated to be the expectation of all the sample values falling in that interval,
the following relations are true,
xc(φ0) =E{Sφ0} (4.6)




















xc(φ0) =Acos(φ0 + φe) (4.8)
where, A and φe are independent of φ0. If the actual sample values in a given carrier phase
interval is divided by the estimated mean carrier and create a new map as,
yφ0(nTs) := sa(nTs)/xc(φ0) (4.9)
where n is chosen such that the sample corresponds to the given interval centered at φ0







the new map extracts the envelope at a given set of sample points up to a constant scaling
factor dependent on φ0. It must be noted that to avoid noise amplification only intervals
close to the carrier peak should be used. Now using this subset of samples, the period
of the envelope can be easily extracted by using a simple Fourier transform and finding
the peak. If however, the resultant envelope is under sampled, the envelope period can be
estimated by using a zero-crossing-based algorithm similar to the carrier phase estimation.
Once the envelope phase is known, the actual shape of the envelope and the amplitude to
phase component can be easily extracted.
4.3.3 Envelope and carrier period estimation of >100% modulation depth
Envelope period estimation For estimating the envelope period directly at high
modulation depth, phase remapping on to the envelope period is used. When the samples
are rearranged by time folding in a single envelope period, the samples falling close by
on the rescaled time, have the same envelope phase. When the estimated envelope period
is wrong the samples corresponding to any given envelope phase is distributed uniformly
across the whole envelope period. Thus for a correct guess of the envelope period the peak
power variation with envelope phase due to amplitude modulation is preserved in the recon-
structed waveform after phase remapping, but reduced for wrong assumptions of envelope
period. This is conceptually shown in Fig. 4.5. Hence to identify the envelope period, the
samples are folded using phase remapping onto a single time window of a guessed value
of envelope period. The rescaled time (of a single period) is divided into many (≈64) small
intervals. In each such interval the peak value of the signal is observed. This sequence
of maximum value of signal in each interval, gives the peak power variation with enve-
lope phase. The correct guess of envelope period maximizes the range of variation in this
sequence and minimizes the number of oscillations (zero crossings). This sequence also
gives the absolute value of the envelope waveform when the period is guessed correctly.
This is shown in a flowchart in Fig. 4.6.
There are multiple sources of false positives in the technique that need to be identified
for successful estimation of envelope period. Some values of trial envelope period can
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Figure 4.5: Correct phase remapping maximizes the variation of peak power across different
envelope phase
become coherent (ratio of sampling period to trial period is rational) with the sampling
clock causing high variation of the envelope power. But in this case some of the phase
intervals will have very few samples after phase remapping while others will have large
number of samples, or all the samples in each phase interval will be clustered on the time
axis. Hence, this kind of false positive can be eliminated by observing the variation of the
number of samples in each of the intervals and the variation of the sampling phase (time)
within each interval. Heuristically, a cost function for finding the correct envelope period
(immune to chance coherent sampling) is obtained by dividing the peak variation range
by a factor of the form k0 + nmax − nmin, where, nmax and nmin are the maximum and the
minimum of the number of samples falling within the different intervals respectively and
k0 is an appropriate constant chosen to reduce the scaling due to coherence with sampling
time. A suitable choice for k0 is half of the average number of samples in each interval for
which the cost function takes the following form:




















Figure 4.6: Flowchart showing the envelope period estimation for large modulation index. A
search is performed over a range of frequencies where the period is expected to lie so that the
cost function is maximized
S i being the set of samples in the ith interval, ni the number of samples in the ith interval,
ns the total number of samples and nint is the number of intervals the unit period is divided
into. It measures the range of power variation in each interval divided by the range of
variation of the number of samples in each interval.
Another source of error is due to carrier aliasing. This is especially a problem when
the signal has very low (<30%) depth of modulation. Since a low depth of modulation will
have a low variation in the peak power of the signal over envelope phase, and in searching
for the envelope period the power variation is maximized, the variation will show peaks
for frequencies that are aliased version of carrier period or its rational multiples. This kind
of false positives can be identified by observing the histogram of the signal within each
interval of the rescaled time after phase remapping onto an envelope period. Since the
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carrier synchronous folding with large variation will assign only small number of discrete
carrier phases to each interval, with a small variation of power (due to small modulation
depth), the histogram in each interval will show gaps. In the ideal case of correct envelope
period the histogram in each interval cover all carrier phase uniformly and hence should,
ideally, closely match the sinusoidal histogram. Hence to avoid carrier aliasing, the trial
values of envelope period for which the histogram (of sample values within the envelope
phase interval) shows gaps are rejected as false positives. However, identifying carrier
aliasing based on the gaps in the histogram may fail as the modulation depth increases
(50% < αm < 100%) because of the smearing across the gaps caused by amplitude mod-
ulation. Hence the modulation depth of the signal should be identified beforehand, from
the spectrum of the raw samples before folding. Even in presence of aliasing due to un-
dersampling, a signal with very low modulation index will show a single dominant peak
corresponding to a strong carrier while the sidebands will occur in pairs (double sideband
modulation). A signal with large modulation index will not have a dominant carrier tone in
the spectrum. Based on the estimated modulation index the appropriate technique should
be applied. Once the envelope period is identified, the next step involves the estimation of
the carrier period.
Carrier period estimation For a signal with >100% depth of modulation, a direct
application of phase remapping cannot recover the carrier period. This is due to the fact
that the sign of the carrier flips periodically after modulation with varying envelope phase.
However, after extracting the envelope period the sign changes due to the envelope phase
can be removed. Once the envelope period is identified, the carrier period can be estimated
using phase remapping and zero crossing metric, provided that the samples used for period
estimation correspond to a narrow range of envelope phase centered around the peak of
the envelope. This ensures that the carrier phase and amplitude is minimally affected by
the envelope variation. However for a phase remapping technique to work, the phase of the
carrier should be stable over the samples used in carrier recovery through phase remapping.
This requires the carrier clock to be stable enough to limit the total accumulated time jitter
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to a small value.
4.3.4 Extraction of local carrier amplitude and phase
After the estimation of both the carrier and the envelope periods the waveform features
like amplitude and phase variation can be easily extracted by reconstructing the carrier at
each and every point on the envelope. To extract the local carrier amplitude and phase
corresponding to a specific envelope phase ψ0, it needs to be ensured that the carrier is
reconstructed only using those subset of samples which satisfy,
|mod(nTs,Te) ∗ 2π − ψ0| < ε (4.12)
where Te is the estimated period of the envelope and 2ε is the width of the interval centered
at envelope phase ψ0. Once the required subset of samples are identified phase remapping
is applied to one carrier period and reconstruct the carrier waveform. Afterwards, a sinu-
soid is fitted through the reordered samples. The amplitude and the phase of this best-fit
sinusoid gives the local amplitude and phase of the modulated signal for a given phase ψ0
of the envelope. From these two data one can easily extract the amplitude to amplitude
and amplitude to phase distortion for the DUT by plotting the amplitude deviation from
the ideal (sinusoidal) envelope and the phase deviation of the carrier across different enve-
lope amplitude. Despite the fact that the technique mentioned here benefits from the lack
of synchronization in the envelope and carrier signals, it has its own unique challenges as
described in the next subsection.
4.3.5 Effect of free running carrier and envelope
In free running mode, an oscillator usually have poor frequency and phase stability. This
can be important for the local oscillator clock providing the reference carrier. For a free
running VCO, the accumulated jitter can be large (comparable to the carrier period), to an
extent where the phase remapping technique fails. However if the phase varies slowly, there
will be a maximum number of samples that can be used to reconstruct the signal waveform
using phase remapping, limited by the total accumulated jitter. Additionally, since the
resolution of the estimate of period is dependent on the number of samples used one might
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need to increase the sampling frequency to acquire a given number of samples over a time
window of length over which the accumulated phase error is within reasonable limits. This
limits the minimum sampling frequency and hence the maximum undersampling ratio that
can be used to acquire the signal.
Figure 4.7: Removing samples around mean of the samples can increase the range of modula-
tion index over which carrier period can be estimated by using phase remapping
4.3.6 Coverage of range of modulation index
The two techniques were evaluated for the range of modulation index over which they
are valid ensuring an overlap between the two. So that waveforms can be reconstructed
for a wide range of values of modulation index. For verifying in simulation, the signal is
generated by multiplying a sinusoidal carrier with a periodic envelope. The envelope is
generated by operating the sinusoid with a third order polynomial, 1+0.1x2 +0.01x3 to add
nonlinearity and emulate amplitude-to-amplitude distortion. A small phase modulation,
proportional to the envelope amplitude, is added to emulate amplitude to phase effects.
Finally additive noise is added to the samples at -40 dBc. The modulation index is varied
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form 0 to 2 in steps of 0.1 and for each case experiment is done with randomly chosen
carrier and envelope frequencies. The experiment is considered successful if the carrier
period and the envelope period is estimated correctly. Failure usually happens in the first
step, i.e., carrier period extraction for technique 1 (<100%) and envelope period estimation
for technique 2 (>100%). Also failure happens, if the envelope and carrier frequencies are
rationally related. The results are collected in Table 4.1. There is an overlap between the
two ranges for 0.7 < αm < 1.3. Between the two techniques they can cover a large range
of modulation index. The range for technique 1 can be increased further if the samples
falling within a range of values around the mean of the signal are removed. Thus ensuring
a range of carrier phase for which the samples have only one sign as shown in Fig. 4.7,
and hence a zero crossing based algorithm can be used. However the range extension is not
significant in presence of large amplitude to phase effect. The appropriate technique to be
applied can be chosen by analyzing the aliased spectrum of the acquired samples. At low
modulation depth there will be a single dominant carrier tone, while at higher modulation
depth the carrier dominance will not be present since the sidebands typically appear in pairs
in double sideband modulation.
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Figure 4.8: Description of Hardware Experimental Setup
4.4 Hardware Validation
The basic hardware setup is shown in Fig. 4.8. Three separate sources provide the sampling
clock, carrier and the envelope signal. In the synchronous sampling case the sources are
synchronized while for incoherent sampling they are used in the free running mode. The
mixer DUT is a broadband mixer (RFUV1002) with local oscillator (LO) and RF band-
width of 9GHz - 14GHz and inbuilt buffer amplifiers. The mixer LO is provided by a
broadband voltage controlled oscillator (VCO) (RFVC 1801) operated in the free running
mode. For the synchronous setup the carrier is provided by a signal generator. The VCO
control is provided by a relatively stable DC supply. The modulating signal is provided
by an arbitrary waveform generator (Agilent 33220A). The output of the mixer is sampled
with a wide-band track-and-hold amplifier (Hittite H5640B) and digitized with a high-
speed analog-to-digital converter board (ADC12D1800CUIT). The DUT has three inputs
to control the gain and linearity of the mixer. Measurements were taken over a few different
settings of the control inputs. The settings are varied to create a low gain mode, a high gain
mode and an intermediate between the two. In the following subsection a validation for the
reconstruction techniques is provided:
4.4.1 validation of reconstruction technique
modulation index <100% To extract the mean carrier of the signal the period of the
signal is estimated using a zero-crossing metric and fold the signal into a window of single
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carrier period. The carrier frequency is kept at approximately 10.67 GHz and modulated
with a free running envelope at -20dBm and the DUT control setting at high gain mode.
The result of folding 1000 consecutive samples and the extracted mean carrier is shown in
Fig. 4.9. The spectrum of the corresponding extracted envelope is shown in Fig. 4.10.The
extracted carrier amplitude and phase over the entire cycle of the envelope is shown in Fig.
4.11.
Figure 4.9: Samples reordered by phase remapping (red) and mean carrier (blue), Fc,ideal =
10.67 GHz, Modulation freq = 20 MHz at -20 dBm sample rate of 829.889 MHz
modulation index >100% For validating the technique of period estimation and
subsequent reconstruction, the test signal is generated with the DUT in high gain mode,
carrier power at 0 dBm at a 13.3401 GHz and modulating signal at 20 MHz at -12 dBm.
The sampling frequency is 887.889 MHz. Using 25000 samples the spectrum of the raw
samples is shown in Fig. 4.12, near the peak, showing no dominant carrier tone and hence
a large modulation index. The cost function plot for envelope period estimation using just
2000 samples is shown in Fig. 4.13. The peak is at 20 MHz. The extracted amplitude
and phase of the local carrier is plotted with respect to the interval number (the envelope
period is divided into 100 intervals) in Fig. 4.14. The change in sign of the carrier due to
modulation with large modulation index appears as a π jump in the phase of the carrier.
synchronous sampling For validating the synchronous sampling setup, the carrier,
the envelope and the sampling clocks are all synchronized. The DUT is kept at high gain
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Figure 4.10: FFT of the ratio of the sample value to the mean carrier for a reference phase
(peak) of the carrier showing a peak at 19.92 MHz (envelope frequency)
Figure 4.11: Amplitude (left) and Phase (right) of the reconstructed carrier for different phase
of the envelope signal
mode. The carrier frequency is kept at 13 GHz, envelope frequency at 20 Mz, and the
sampling clock at 1 GHz. The carrier power is at 0 dBm and the envelope power is kept at -
12 dBm. The reconstructed envelope shape is shown in Fig.4.15. It must also be mentioned
57
Figure 4.12: Spectrum (aliased) of samples showing no dominant carrier tone and hence a
large index of modulation
Figure 4.13: Cost function plot for envelope period estimation
that the synchronous setup mentioned above (sampling frequency exactly divides the carrier
frequency) is sensitive to the initial phase of the carrier at the sampling instant. This is
shown by sweeping the initial phase from 90 deg to 10 deg in steps of 10 deg while keeping
the DUT in a intermediate-gain mode and the results are shown in Fig. 4.16. This makes
it important to achieve phase synchronization between the sampling clock and the carrier
clock which adds to the cost and complexity of the test setup.
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Figure 4.14: Extracted amplitude and phase (in π rad) of local carrier with envelope phase
Figure 4.15: Extracted amplitude of local carrier with envelope phase for synchronous sam-
pling 13 GHz carrier, 20 MHz envelope signal at -12 dBm at input and sampled at 1 GHz
4.4.2 Comparison of coherent and incoherent sampling
Due to the nature of the sampling (sampling frequency exactly divides the carrier fre-
quency) chosen for coherent setup, the carrier phase information is mostly lost and appear
as small amount of additional amplitude distortion. In coherent sampling, the sampling
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Figure 4.16: Extracted amplitude variation of local carrier with carrier phase at sampling
clock edge for 13 GHz carrier and 1 GHz synchronous sampling
clock edge should be ideally coincident with the peak of the carrier to maximize the signal
power and hence the signal to noise ratio. However, the peak of the carrier being a station-
ary point of the signal, this reduces the effect of the AM-PM on the envelope and hence
any envelope based technique to separate out the amplitude to phase conversion effect will
have to trade off phase induced sensitivity with signal to noise ratio (SNR). Such a trade-off
of sensitivity and SNR is not present in proposed incoherent setup due to easy separation
of the two effects and the phase of the carrier being measured over an entire carrier period
instead of by its effect on the envelope shape. Hence, for comparing the accuracy of the
incoherent setup against the coherent setup only the envelope amplitude characteristics for
the two cases are compared. To avoid saturation in the digitizer, the DUT is set for interme-
diate gain and nonlinearity. The envelopes are reconstructed for similar carrier frequency
in both cases (10 GHz for coherent and 10.17965 GHz for incoherent sampling) and same
envelope frequency (20 MHz) and power (carrier at 0 dBm and envelope at -12 dBm). The
reconstructed envelope amplitude characteristics after alignment are plotted in Fig. 4.17.
The two curves are normalized to avoid power mismatch due to carrier phase offset in co-
herent setup. The two curves matches well at large amplitudes but the incoherent sampling
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based reconstruction shows noise effects at low amplitude. Also in the incoherent sampling
the peak power is less affected by the amplitude to phase effects while in coherent the peak
shift of the carrier with respect to sampling edge due to amplitude to phase effect cause
more asymmetric distortion in the envelope shape.
Figure 4.17: Comparison of extracted envelope amplitude characteristics for coherent (blue)
and incoherent(red) sampling
The above procedure is repeated at few more power levels and mode settings. The car-
rier frequency is chosen to be around 13 GHz, the envelope frequency at 20 MHz. The
envelopes obtained by coherent and incoherent setups are plotted in Fig.4.18. The corre-
sponding correlation coefficients are tabulated in Table 4.2.
Table 4.2: Correlation coefficient between envelope data extracted from coherent and
incoherent sampling for data shown in Fig 4.18
data
set
a b c d
R 0.9993 0.9992 0.9879 0.9863
The advantages of the proposed incoherent undersampling technique is evident at high
power levels. In the given DUT it was observed that at high power level the amplitude to
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(a) med. gain -17dBm envelope (b) med. gain -15dBm envelope
(c) low gain -17dBm envelope (d) low gain -15dBm envelope
Figure 4.18: Comparison of envelope reconstruction using coherent and incoherent sampling
phase distortion showed a double peak. In the coherent sampling based acquisition, this
showed up as a double peak in the envelope amplitude. However in the incoherent setup
due to the inherent separation of phase and amplitude effects, the double peak correctly
showed up in the phase characteristics and not in the amplitude characteristics as shown in
Fig. 4.19. Such separation of phase and amplitude effects can help in device performance
analysis.
4.5 Accuracy of reconstruction
The accuracy of the technique proposed in this work can be shown to be limited by the
linearity and sampling uncertainty of the THA. In the case of this work the THA used
has a 65 dB spurious free dynamic range and a sampling aperture jitter of less than 70 fs.
The accuracy is also affected by the jitter in the sampling clock, especially low-frequency
wander which can be important in free-running case and hence a stable source should be
used for the sampling clock. If absolute value of the frequency is being measured, it is
also necessary that the sampling clock frequency should be accurate to the precision of
frequency estimation since all the frequency estimates are measured in reference to the
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Figure 4.19: At high power level incoherent undersampling-based technique leads to separa-
tion of phase and amplitude effects
sampling-clock frequency. A free-running VCO is used in the experiment and the VCO
under free-running condition has a large frequency instability. This limits the number of
samples that can be used to extract the period of the carrier to approximately a thousand.
But it has been shown in [45], that an accuracy of a few parts per million can be achieved
with only a few hundred samples. The accuracy of the estimated characteristics of the DUT
can be further improved by averaging the extracted data over multiple sample windows so
that random errors from jitter are averaged out.
4.6 Conclusions
A low-cost setup is proposed for high-speed RF testing. The test instrumentation uses
undersampling to reduce the cost of digitizer. No synchronization between the different
clocks on the tester and signal sources are required thus allowing for reduced complexity
of the test instrumentation by eliminating PLL. The proposed test setup does not suffer
from sensitivity to unaccounted delay in the sampling clock paths since it uses incoherent
sampling. Inherent separation of amplitude and phase distortion effect is achieved. The
proposed setup is used to extract the envelope amplitude and phase distortion effects in
a commercial mixer module. Using the recovered amplitude and phase characteristics,
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one can easily derive the dynamic non linear model parameters of the DUT. This kind of
measurement is often better than the static power sweep measurements due to possible
memory effects in the measured parameters.
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CHAPTER 5
INCOHERENT UNDER-SAMPLING BEYOND TRACK AND
HOLD BANDWIDTH
5.1 Introduction
The track and hold amplifier (THA) dominates the cost of the setup for a incoherent under-
sampling (IUS) setup. The THA limits the maximum bandwidth of the acquisition system.
However, it is costly and sometimes practically impossible to extend the bandwidth of a
wide-band system like a THA. To extend the bandwidth capability of the system further
without extending the bandwidth of the THA a modified multi-channel architecture, can
be used. It extends the bandwidth using mixers and provides a low-cost alternative. In
this chapter we will combine the digital bandwidth interleaving (DBI) architecture with
incoherent undersampling using both spectral estimation and time domain techniques for
periodic signal waveform acquisition beyond THA bandwidth.
It is assumed that the period of the wide-band signal is known only approximately
and no synchronization is allowed between the test setup and the source waveform. The
proposed test system architecture preserves the cost benefits of the basic incoherent archi-
tecture, due to the lack of synchronization between the signal source and the tester clock.
Under these conditions, the signals in the higher frequency bands after down-mixing are
not likely to be periodic due to lack of a common period between the local oscillator and
the input signal waveform. This implies that direct under-sampling based reconstruction
using phase remapping as proposed in previous chapter for periodic waveforms is generally
not applicable to the bandwidth interleaved signal acquisition setup.
However, by selecting the local oscillator (LO) frequency to be an integer multiple
of the sampling clock, periodicity of the down-converted signal is restored leading to a
simplification of the reconstruction technique along with an increase of accuracy. In the
case such synchronization between the LO and the sampling clock is not possible a spectral
estimation based technique can be used to estimate the power spectrum of the signal. Such
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spectral estimation techniques need to be highly accurate in the presence of noise and
windowing effects. Most fast Fourier transform (FFT) techniques rely on the use of a
coherent window that spans over a integer number of periods of the test signal. However,
the data after down-mixing in a bandwidth interleaving setup is not necessarily periodic,
and its frequency is unknown. In such a case, a coherent window cannot be defined and
the off-grid spectral components cause spreading in the FFT domain, limiting the spectral
resolution achievable. We use an alternate technique that suits our test application and
suffers less from spectral leakage due to windowing effects.
Figure 5.1: Schematic of a two band bandwidth interleaving waveform acquisition architec-
ture. The data acquisition part uses incoherent undersampling
5.2 Bandwidth Interleaving
The basic 2-channel setup of a bandwidth interleaving data converter is shown in Fig 5.1.
The input signal is divided into two or more channels, each of smaller bandwidth. The
filters, H1 and H2 are low-pass filters to reduce out of band components. The filter, H3
is usually a band-pass filter which restricts the bandwidth of each channel and reduces
aliasing. The signal in lower most frequency band is directly sampled and converted. The
signal in each of the higher band channels is mixed with a clean tone generated by a local
oscillator. This converts the band-pass signal to a base-band waveform, with small enough
bandwidth for the data converter to sample directly. This allows signal acquisition beyond
the bandwidth capability of the individual data converters. The accuracy of waveform cap-
ture is limited by the frequency stability of the LO clock and the sampling clock, distortion
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introduced by the mixers, and the filtering effects in each channel. The down-converted
signal from each band is combined through digital signal processing. Traditionally, the
down-converted signal is over sampled so that the spectral estimation and correction is
straightforward. However, to reduce the cost of the digitizer, in this work, signal in each
channel is under-sampled. This introduces aliasing in the acquired waveform. To preserve
the incoherent nature of the test setup, no synchronization is assumed between the LO and
the data clock. Under these circumstances, the spectrum of the signal at the output of the
mixer is potentially aperiodic. For example, let the signal period be given by fsig and the
LO clock frequency be fLO. So that the input signal has spectral peaks at
F = {± fsig,±2 fsig,±3 fsig, . . .}
depending on the choice of the LO frequency, after down conversion the dominant frequen-
cies in the waveform spectra are given by
F ′ = fLO − {± fsig,±2 fsig,±3 fsig, . . .}
= {± fsig + δ,±2 fsig + δ,±3 fsig + δ, . . .} (5.1)
where,
δ = mod( fLO) fsig
is the grid offset from the ideal periodic grid for a period fsig due to mixing operation with
the LO clock. The frequency peaks are still on a uniformly-spaced grid of spacing fsig
but there is an offset from the ideal periodic frequency grid. Generally, this offset can be
irrational and there is no common period of the signal. This makes the output of the mixer
aperiodic as shown in Fig 5.2. So, it is necessary to modify the reconstruction technique to
compensate for the shift in the frequency support of the signal.
At high data rate, replacing the band pass filter with a low pass filter is desirable. This
can be achieved through lower sideband conversion by placing the local oscillator fre-
quency at the upper edge of the frequency band and use a low pass filter before and after
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Figure 5.2: Effect of down conversion on the frequency of the signal: a periodic signal (top)
having spectral peaks at integer multiples of fundamental gets translated to a signal with
spectral peaks on an offset grid (bottom), without a common period
the mixer to reduce aliasing. However, extra processing step is needed to compensate for
the inverted order of the frequency components and phase conjugation due to lower side
band conversion.
5.3 High resolution spectrum estimation based reconstruction
For spectral-domain waveform reconstruction, high resolution and accuracy of the spectral
estimation is required. A simple fast Fourier transform (FFT) based technique is inadequate
since it suffers from too much leakage for a small number of samples and incoherent win-
dow. Since the signal is under-sampled, there is aliasing of spectral components. Hence,
it needs to be “un-aliased” after the spectral estimation. To avoid the problem of aliasing,
we directly estimate the signal by using a canonical definition of inverse FFT as a weighted
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sum of the bases. Since the original signal is periodic, the spectrum of the signal is com-
posed of spectral peaks (tones) located at integer multiple of the fundamental frequency of
the signal. As mentioned in section 5.2, for a given choice of LO frequency it is easy to
estimate the location of the spectral peaks of the signal after down-conversion. We define
a sampling matrix defined as
A =

e jω1Ts e jω2Ts · · · e jωnTs





em jω1Ts em jω2Ts · · · em jωnTs

where m is the number of samples, n is the number of frequency components that fall in the
band of interest, and Ts is the sampling time period. The frequencies, ω1, ω2, . . . are given
by :
ωi = iωp + mod( fLO)ωp
ωp being the fundamental period of the signal. And by virtue of the periodicity, the signal
will have spectral components at
f = fLO − iωp − mod( fLO)ωp
If we assume that the spectrum of the signal evaluated at fLO − iωp − mod( fLO)ωp , is given
by Ci (Ci is complex), then the following relation must hold true,
Y = AC + η
where, C is the vector formed from the coefficients Ci Y being the vector formed by the
samples acquired and η is random noise.
We estimate the spectrum C by :
Ĉ = argmin {||Ax − Y ||22 + κ||x||1} (5.2)
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which is a L1 regularized least mean square estimation problem. The method converges
very fast with a few iteration of conjugate gradient. After estimating the signal in spec-
tral domain, the time-domain signal is reconstructed using inverse fast Fourier transform
(IFFT).
The resolution achieved is much better than that achieved by the standard FFT window.
Two separate sets of data sampled at different sampling rates can be used to remove poten-
tial aliasing, if any. In the next section, simulation results are provided in support of the
above claims.
5.3.1 Simulation results
To validate the results of the last section we used a simulation setup for the upper band of
the bandwidth-interleaved system. The mixer was emulated by a multiplier function with a
small amount of 3rd order non-linearity as given below:
mixout(x(t), y(t)) = x(t)y(t) + α3x3(t)y(t)
coefficient α3 is chosen to be small (∼ 10−4); The output of the mixer is filtered with a
low-pass filter having 3 dB cutoff at 12 GHz. The LO frequency is chosen to be at 26.177
GHz and the sampling frequency is chosen to be 1201 MHz. A noise is added to the signal
after sampling. The noise power is chosen to be 40dB lower than the signal power. The
simulation is carried out for both randomly chosen multi-tone signal and a 127 bit pseudo
random bit stream (PRBS) signal filtered with a measured channel transfer function. The
cost function plot for period estimation of a randomly chosen multi-tone signal with period
10 MHz is shown in Fig ?? and that for a 127-bit PRBS is shown in Fig ??. The achieved
accuracy of period estimation is of the order if 1 parts per million with just 1200 samples.
The time-domain reconstructed waveform of the PRBS signal acquired over two different
bands is shown in Fig 5.3. However this require some equalization of the distortion effects
between the bands. In the following subsection we briefly discuss the estimation technique
for equalization filter.
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Figure 5.3: Reconstructed PRBS waveform by two channel bandwidth interleaving, x-axis
represent sample number and y axis is waveform value














actual filter group delay
Figure 5.4: Estimated group delay for multi-tone simulations (1 sample = 2.5ps)
5.3.2 Estimating amplitude and phase distortion for equalization
To reconstruct signals from different bands, we need to estimate and equalize for the delay
mismatch and the amplitude and phase distortion introduced due to the filtering effect of the
individual channels. The amplitude distortion can be easily estimated by using a sinusoidal
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pilot tone to measure the flatness of the channel filter function. However phase estimation is
more difficult. Referring to Fig 5.1, the total phase contributed to the upper band has three
sources: the filters H2, and H3 and the phase of the carrier at the 0th sampling instant,
besides any contribution due to mixer nonlinearity and noise. Hence, it is clear that to
enable equalization, the LO carrier phase must have a constant phase relationship with the
sampling clock phase, this can be achieved by deriving the sampling clock by dividing the
LO clock. Moreover, it is not feasible to use a reference tone to compare the phase at the
input and the output of the channel. Thus any scheme used for equalization should not
depend on controlling the absolute phase of the probe signal. To estimate the phase delay
distortion, we used a four tone signal with a known phase relationship and estimate the
delay at set of frequency sample points in the channel. Two of the tones are placed at a
constant known frequency points while the other two are placed at the frequency sampling
point. The extra pair of tones are required to remove ambiguity of phase delay arising due
to asynchronous switching of the signal generator and the sampling clock. Using this data,
we estimate a smooth group delay characteristics and use it to find the delay mismatch. To
estimate the constant phase offset characteristics, we use two tone signal and estimate the
phase difference between the reconstructed signal and the original signal after correcting
for group delay distortion. To test the validity of the equalizer filter estimation technique, in
simulation, we set H3 to be ideal zero phase brick wall filter and choose the local oscillator
frequency to be a multiple of the sampling clock. The filter H2 is designed using the filter
design toolbox in Matlab. The estimated delay then closely approximated the group delay
of the filter H2, as shown in Fig 5.4.
5.3.3 Hardware Results
To validate the proposed data acquisition setup, a two tone signal at frequencies 1400MHz
and 1500MHz, is used as the data signal. The samples were acquired at 511 MHz, using
a FPGA board with a minimum sampling frequency of 500MHz. The LO frequency was
chosen to be 1GHz. A 825 MHz low pass filter was used after the mixer to reduce out-of-
band noise. The frequency estimation plot is shown in Fig 5.5, and the estimated spectrum
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Figure 5.5: Frequency estimation of two tone signal at 1400MHz and 1500MHz; x-axis repre-
sents Fp/Fp−ideal











Figure 5.6: Reconstructed two tone spectrum
is shown in Fig 5.6. The time-domain reconstructed signal is shown in Fig. 5.7. It should
be noted, that the noise in the spectrum gets cleaned up due to the estimation technique.
There is also a feed-through component at 1 GHz in the spectrum due to mixer non-ideality.
The gain flatness and the group delay response of the hardware setup, for the bandwidth of
interest, is estimated from multiple two tone data sets at frequencies in the 1100 MHz to
1850 MHz band. The two tones were separated by 50 MHz. The estimated channel gain
and group delay response is shown in Fig. 5.8 and Fig. 5.9 respectively. The gain flatness
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Figure 5.7: Reconstructed two tone waveform
closely approximates the transfer function of the 825 MHz low pass filter used in the setup.
















Figure 5.8: Estimated gain flatness for hardware setup from multiple two tone data
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Figure 5.9: Estimated group delay response from multiple two-tone data
5.4 Proposed test setup for time domain reconstruction
As described previously, the bandwidth limitation of the track-and-hold amplifier can be
surpassed by acquiring the wide band signal over multiple frequency bands, each band hav-
ing a bandwidth less than the track and hold bandwidth. The setup is same as that shown
in Fig. 5.1, under the assumption that the signal waveform is periodic. To ensure a low
cost test setup the local oscillator and sampling clock on the tester side are incoherent with
respect to the test signal source. That is, there is no synchronization between the test signal
source and the tester setup sampling clock/local oscillator. Each band is acquired using
incoherent undersampling (incoherent to test signal source) and combined using back-end
signal processing algorithms. As mentioned earlier, this lack of synchronization potentially
leads to a loss of periodicity in the signal at the mixer output, so that simple time-domain
reconstruction techniques can not be used. In the proposed test setup, the sampling clock
is chosen to have a period which is an integer multiple of the local-oscillator period. It is
proved in the next section that choosing the sampling clock period to be an integer multi-
ple of the local oscillator period restores the periodicity of the down converted signal for
reconstruction purposes. Unlike previous sections, where due to a lack of periodicity, a
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spectral domain technique was used leading to increased cost and complexity of the recon-
struction technique, simple phase remapping based time domain reconstruction as shown
in Fig. 3.1 can be used to reconstruct the signal on the basis of time domain period esti-
mation. This simple condition on the frequency of sampling clock is the most important
contribution of this work leading to a major simplification of the test instrumentation. Also,
in a multi-band signal acquisition setup, since each band is separately processed and the
filtering effect of each channel is compensated separately, the components in the different
frequency channels need not be matched.
5.4.1 Validity of periodic reconstruction technique in the proposed setup : analytical
proof
As a modification of the combined digital bandwidth interleaving and incoherent under-
sampling setup as proposed in 5.3, in this section, the LO frequency is restricted to be an
exact integer multiple of the sampling frequency. The Fourier transform of a periodic signal
is given by collection of impulses placed at integer multiples of the period. That is, if the
period is given by Tp, then:
f (t + nTp) = f (t)




α jδ(ω − 2π j/Tp)
where the index of summation j runs over all integers and δ(·) is the Dirac delta function.
At the output of the mixer the spectral peaks shifts due to mixing. The spectrum at the




α jδ(ω − 2π j/Tp − 2π fLO)
where fLO is the local-oscillator frequency. This is shown in Fig. 5.2. Even though the
spectrum consists of isolated spurs separated by integer multiples of the fundamental fre-
quency of the signal, the frequencies are offset due to the mixing operation. Hence the
signal at the mixer output is not periodic unless the LO frequency is also a multiple of the
signal period, which is not the case for an incoherent undersampling based test setup.
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If the waveform at the output of the mixer is sampled as fsampled(n) = fmix(nTs) then the
spectrum of the waveform at the output of the THA is a periodic repetition of the spectrum










α jδ(ω − 2πk/Tp − 2π fLO − 2π j/Ts) (5.3)
Where Ts is the sampling period. If the sampling clock and the local oscillator frequency
are related by
fLO = k1/Ts for some integer k1






α jδ(ω − 2πk/Tp − 2π j/Ts) (5.4)
This is the same expression as that for the spectrum of the samples of the original peri-
odic signal waveform. This implies that the samples acquired corresponds to the samples
acquired by directly under-sampling the input periodic waveform with a wider bandwidth
THA. The same can be proved from a purely time domain point of view: When sampled
by a clock which is derived from the LO clock through frequency division with an integer
division ratio, the samples acquired at the mixer output represent a signal which has the
same period as the input waveform. The input signal with a period Tp, obeys
f (t + Tp) = f (t) ∀t
The signal at the mixer output after filtering is given by
f1(t) = ( f (t)c(t)) ∗ g(t)
where c(t) = c(t + TLO) is the clock waveform, g(t) is the filter function and ∗ is the
convolution operator. That is,
f1(t) =
∫
f (t − τ)c(t − τ)g(τ)dτ (5.5)
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so the samples are given by,
f1(nTs) =
∫
f (nTs − τ)c(nTs − τ)g(τ)dτ (5.6)
since the sampling clock is derived from the LO clock by integer division,
c(nTs + t) = c(t)
so that,
f1(nTs + τ0) =
∫
f (nTs + τ0 − τ)c(τ0 − τ)g(τ)dτ (5.7)
If nTs − mTs = kTp + ε, and τ0 = 0 then,
| f1(nTs) − f1(mTs)|
=
∣∣∣∣∫ { f (nTs − τ) − f (mTs − τ)}c(−τ)g(τ)dτ∣∣∣∣
=
∣∣∣∣∫ { f (nTs − τ) − f (nTs − kTp − ε − τ)}c(−τ)g(τ)dτ∣∣∣∣
=
∣∣∣∣∫ { f (nTs − τ) − f (nTs − ε − τ)}c(−τ)g(τ)dτ∣∣∣∣




where, Λ f is the maximum of the absolute value of slope of the input waveform. The above
equation confirms that the samples represent a continuous periodic function with the same
period as that of the input waveform. This implies that the samples can be time folded sim-
ilar to the phase remapping technique described earlier. And that the fundamental period
can be estimated by using a time-domain metric described earlier.
5.4.2 Sensitivity to carrier phase at sampling edge
In the time-domain analysis presented in the last subsection, the epoch carrier phase for the
first acquired samples, τ0 is assumed to be 0. But in practice it is hard to control the phase of
the setup accurately without complex phase alignment circuits. If we assume Tp ≥ τ0 ≥ 0,
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then the acquired samples in presence of a small timing offset τ0 in the sampling edge can
be written following eqn. (5.7),
f1(nTs, τ0) = f (nTs + τ0)
=
∫
f (nTs + τ0 − τ)c(τ0 − τ)g(τ)dτ
with change of variable τ − τ0 → τ
=
∫
f (nTs − τ)c(−τ)g(τ + τ0)dτ
if carrier waveform has even symmetry around 0,
=
∫
f (nTs − τ)c(τ)g(τ + τ0)dτ (5.9)
so that,
f1(nTs, τ0) − f1(nTs, 0) =
∫
f (nTs − τ)c(τ)
[
g(τ + τ0) − g(τ)
]
dτ
So it is important to provide minimum bandwidth for the low-pass filter represented by the
impulse response g(t) to reduce the sensitivity to small error in phase matching between
sampling clock and the LO clock since the value of {g(τ + τ0) − g(τ)} increases as the
bandwidth of g(t) increases. In general, the lower the bandwidth at the output of the mixer,
the waveform is less sensitive to small offset in the initial carrier phase at the sampling clock
edge. Therefore it is important to minimize the bandwidth of each channel to reduce the
sensitivity to small phase-matching errors between the sampling clock and the LO clock.
5.5 Simulation Results
To simulate the signal reconstruction procedure, a 16 bit pattern 1010110010110100 at 10
Gbps is over sampled and filtered using a 10 GHz to 20 GHz cutoff band pass filter. This
and all the other filters used are synthesized as type 2 Chebyshev filters using the Matlab
filter synthesis command. The waveform is down-converted using a sinusoidal carrier at
14.579 GHz. Subsequently, the signal is a) sampled directly and, b) sampled after passing it
through a low pass filter with cutoff 8 GHz. The sampling frequency is chosen to be 1/15th
of that of the local oscillator. The band pass filtered signal and its reconstruction when
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there is a perfect phase match between the sampling clock and the local oscillator is shown
in Fig. 5.10. To verify the effect of sampling phase offset and the filter bandwidth on the
Figure 5.10: The band pass filtered waveform(top) and the reconstructed waveform obtained
through time folding of incoherently undersampled data after down mixing(bottom). x-axis is
time, y-axis is normalized value
Figure 5.11: Sensitivity to initial phase offset for direct sampling at mixer output (top) and
sampling after passing through a low pass filter (bottom), the initial phase offset is swept over
one quadrant and the corresponding reconstructed waveforms are plotted.x-axis is time, y-
axis is normalized value
accuracy of reconstructed signal waveform, the initial sampling phase offset between the
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carrier and the sampling clock is swept from 0 to π/2 of the carrier clock by incorporating
a time offset in the sampling clock. The results are shown in Fig. 5.11, where the top part
of Fig. 5.11 shows data without the use of a low pass filter and the bottom part shows
data with the use of a low pass filter. It can be easily verified that the low bandwidth of
the low pass filter after down mixing reduces the sensitivity of the reconstruction error to
the initial sampling phase error. Also, the waveform shows no significant sensitivity in
waveform amplitude to phase offset. There is a small delay as expected and the error is
much smaller than that for direct sampling after passing through mixer without a low pass
filter. One important point that needs to be mentioned here is that the LO frequency need
not be placed at the edge of the band to be down converted, as long as it does not fall on
the periodic grid causing components to directly overlap after down-mixing.
5.6 Hardware validation
The schematic of the hardware setup for proof-of-concept of the reconstruction algorithm is
shown in Fig. 5.12. The central core of the system is designed with a Hittite HMC554LC3B
passive mixer with a 7-9dB conversion loss over 11-20GHz bandwidth. To compensate for
the loss, the signal is pre-amplified with a Minicircuits AVA24+ broadband amplifier with
12dB gain from 5-20GHz and another stage of amplification after down conversion using
Mnicircuits PMA-5453+ with nominal 19dB gain upto 6GHz. To prevent the carrier feed
through components and also to limit the bandwidth the signal at the output of the mixer
is passed through a LFCN8400+ 8.4GHz cutoff low-pass filter from Minicircuits. The
preamplifier, the mixer, the low pass filter, and the base band amplifier are all placed on
a test module shown in Fig. 5.13. The lower frequency components of the waveform is
suppressed using a PMI HP10G high-pass filter with 10 GHz cutoff. The data at the output
is sampled using a Hittite 18 GHz bandwidth THA HMC660LC4B evaluation board and
digitized and acquired using a National Semiconductor ADC12D1800 ADC evaluation
board. The sampling clock and the LO clock are generated by synchronized stand alone
source. A frequency rich test waveform is generated by passing a digital pattern from
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Figure 5.12: Hardware setup for digital bandwidth interleaving based acquisition of periodic
waveform, the sampling and LO clocks are incoherent with respect to the source pattern gen-
erator
a 3.35 Gbps digital pattern generator through a Hittite HMC573LC3B 8-22 GHz output
active frequency doubler.
As a test signal, a 8 bit pattern 10101100 was generated from the pattern generator
at 3.35 Gbps and passed through a frequency doubler and high pass filter. The period
is estimated by minimizing the zero crossing cost function described in Chap. 3. The
corresponding cost function plot is shown in Fig. 5.14. This also verifies the periodicity of
the signal at the output of the THA.
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Figure 5.13: Picture of the mixer module used to down-convert the signal
Figure 5.14: Zero-crossing cost function plot for estimating period of the acquired signal
([10101100] pattern 3.35Gbps passed through a frequency doubler and high pass filter with
10GHz cutoff), x-axis is the ratio of guessed period to the actual period and y-axis is the num-
ber of zero crossings in the reconstructed waveform, the sharp minima is the period
5.6.1 Estimation of the transfer function and equalization
For an accurate reconstruction of signal waveform, it is necessary to equalize for the fil-
tering effects introduced by the test setup. This requires the channels transfer functions be
estimated. In the present work the channel transfer function was estimated using spectrally
diverse signal waveforms as probe signals and a reference reconstruction from direct under-
sampling due to absence of a more accurate standard for calibration (the accuracy can be
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easily improved if such a source is available). The use of a spectrally diverse probe signals,
enable a better estimation of the group delay behavior of the channel compared to multi-
tone signals using significantly less number of measurements. It is also easier to generate
such signals using pattern generator source compared to single tone or multi-tone signals
since in multi-tone signals it is practically not possible to control the amplitude and phase
balance of the different tones over the whole band at high frequencies. The estimated trans-
fer function is shown in Fig. 5.15, the red dots being the raw data points and the blue solid
line being the estimation after smoothing over multiple experimental data sets to reduce the
effect of measurement noise. In estimating the transfer function, the spectral components
with energy lower than a selected threshold level are removed to reduce the effect of noise
amplification. The values from 18-20 GHz have accuracy limitation because of these be-
ing beyond the THA bandwidth which distorts the acquired samples used as reference for
the estimation. The equalization is achieved using an inverse filter synthesized from the
estimated channel transfer function.
Minimum phase estimation Even though in the results presented in this work, both
phase and amplitude is estimated from the probe signal reconstruction, it must be men-
tioned that the phase estimation is usually very sensitive to noise. However since most
stable systems are minimum phase (or can be represented by an equivalent minimum phase
system cascaded with a delay element), the phase transfer function can be estimated from
the amplitude transfer function. In minimum phase systems, the phase transfer function in
the Hilbert transform of the amplitude transfer function and hence the two are not indepen-
dent.
Matching the power in two bands While the equalization in each band can be
implemented by estimating the intra-band filter transfer function, it is important to also
equalize the delay and gain for each band while combining signals from each band. The
gain in different bands can be estimated by allowing small amount of overlap band between
each consecutive channel in the multi-band setup. After applying the intra-band equaliza-
tion to each band the gain in each band is adjusted so that the signal components in the
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overlap region of the two bands agree as much as possible. However the small amount of
mismatch due to error in estimating the signal near the band edge can be taken care of by
combining the signals using a smooth transition function over the two bands in the overlap
region using a smoothly varying weight as:
ˆf (t) = α ˆf1(t) + (1 − α) ˆf2(t) (5.10)
where, f1(t) and f2(t) are the reconstructed spectra after equalization in bands 1 and 2
respectively and 0 ≤ α ≥ 1 is a smoothly varying parameter between the two bands. α = 0
at the left edge of the overlap and α = 1 at the right edge of the overlap region.
Figure 5.15: Estimated gain(top) and phase(bottom) transfer function of the mixer module
Using the estimated transfer function, we equalize the filtering effect and reconstruct
a 31 bit prbs pattern output at 3.35 Gbps passed through a frequency doubler and a high
pass filter. The time domain compensated waveform is shown along with the reference
waveform directly sampled after the high pass filter in Fig. 5.16. The corresponding spectra
are shown in Fig. 5.17.
After correcting for the non-ideal channel response the channels need to be matched
for gain and delay at the overlap regions. the gains can be matched by ensuring an overlap
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Figure 5.16: Equalized(top) and reference(bottom) time domain waveform. The equalized sig-
nal is acquired using the proposed setup after downmixing and compensated for the filtering
effects of the channel, while the reference setup is acquired using direct incoherent undersam-
pling of the high pass filter output
Figure 5.17: Equalized (blue) and reference (red) magnitude(top) and phase(bottom) spec-
trum. The equalized signal is acquired using the proposed setup after downmixing, while
the reference setup is acquired using direct incoherent undersampling of the high pass filter
output
between the flat band response of the adjacent bands and choosing the gains so as to main-
tain a continuity of the spectrum across the overlap region. To combine the two bands a
hard cutoff can be chosen for frequency or smooth transition from one band to the other can
be chosen. As an example for the test signal described in the last paragraph, the spectrum
after gain balancing in the overlap between the two bands is shown in Fig. 5.18. The delay
between the two channels is not estimated because there is no fixed inherent delay in the
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Figure 5.18: The lower (black) frequency band and the upper frequency band signals
experimental setup used and it varies from run to run. As a demonstration the low-pass
Figure 5.19: Reconstructed by recombining from 2 channels delay is equalized manually,
31 bit prbs at 3.35 Gbps passed through a frequency doubler. x-axis is time and y-axis is
normalized
component (below 10 GHz) of a output of the doubler directly acquired through incoherent
under-sampling is combined with the estimated and equalized high frequency component
(10 - 20 GHz) shown in Fig. 5.19. Along with the 18 GHz bandwidth reconstruction using
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Figure 5.20: Reference 0 - 18GHz waveform sampled directly after frequency doubler, input
is 31 bit prbs at 3.35 Gbps. x-axis is time and y-axis is normalized value
Figure 5.21: Reference waveform screen capture using sampling oscilloscope, input is 31 bit
prbs at 3.35 Gbps. x-axis is time and y-axis is normalized value
directly acquired samples in Fig. 5.20. A screen image of the same waveform captured us-
ing a 40 GHz sampling scope is shown in Fig. 5.21. The delay mismatch is tuned manually
for the best reconstruction. The input patters is 31 bit prbs at 3.35 Gbps passed through
frequency doubler.
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5.6.2 Tracking phase deviation in the input signal
To emulate the phase deviation in input signal in presence of small phase noise, the input
signal from pattern generator was delay modulated with a triangular wave at 50 KHz and
±25 ps (peak) which is approximately equal to 0.167UI at 3.35 Gbps. The signal is then
passed through a frequency doubler and high pass filter before being acquired through
the mixer module using the proposed bandwidth interleaving technique. The phase delay
is tracked using sliding windows in similar manner for the clock frequency modulation
tracking as described in the chapter on the basic incoherent undersampling. The resultant
extracted phase deviation is shown in Fig. 5.22. As can be seen from the figure that the
Figure 5.22: Estimated delay deviation
linearity of the phase deviation is maintained along with the peak-to-peak amplitude. This
implies that if clean clocks (local clock and sampling clock) are available, the proposed
technique can be used to measure close in phase noise.
5.7 Practical consideration: design of a power splitter
The proposed technique to extend the incoherent undersampling-based setup to beyond the
track-and-hold bandwidth relies on the ability to divide the signal into multiple frequency
bands without large distortions. If the bands are acquired separately, high-pass filters and
low-pass filters can be used to acquire each bands. But in such cases the delay between
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the bands become variable from run to run and needs to be calibrated in a blind estimation
process from the acquired samples. Also it requires the data to be acquired over multiple
runs and hence increases the data acquisition time significantly. In order to have an efficient
system, it is necessary that the data is split into different frequency band using broadband
power splitters for simultaneous digitization.
However, it must be mentioned that most broadband splitters are designed to work
properly under a matched load conditions at all ports. But due to the nature of the load in
a multi-band splitter, this is not the case. To understand this, one must recall that a filter in
the stop-band usually presents ( looking into the input of the filter ) a reflective load and a
matched load in the passband. Since in a multi-band splitter, the filters have pass bands in
different frequency range, one of the ports of the broadband splitter is always terminated
in a highly reflective load. One way of solving this problem would be to co-design and
optimize the filters along with the splitter but this is not a practical solution.
A simpler solution is to terminate each output terminal of the splitter into a matched
broadband buffer instead of feeding the filters directly. This ensures that the reflections
form the filters in the stop-band do not reach the splitter terminals and hence do not affect
the splitter performance. Besides the increased component count and complexity this tech-
nique also degrades the signal to noise ratio (SNR) due to the ultra-wide-band required of
the buffers. It is also relevant here that buffers need not have any gain and hence can be
obtained to span the whole bandwidth even when the track hold meets to cover the whole
signal bandwidth requiring a multi-band solution in the first place.
5.8 Conclusions
In this chapter a technique for extending the bandwidth capability of a standard incoherent
undersampling based technique was proposed. To maintain the cost advantage of the inco-
herent acquisition scheme, the system was designed to operate without any synchronization
between the tester and the signal source. The signal components with frequency beyond
the track-and-hold bandwidth were down-converted using a linear mixer. However such
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mixing with incoherent local carrier leads to a loss of periodicity in the signal at the mixer
output. To allow the application of simple time-domain reconstruction and period estima-
tion a sampling strategy was developed to restore the periodicity of the acquired samples
by sampling with a clock which is a sub-harmonic of the local oscillator.
Using the proposed setup, reconstruction of wide-band waveforms were demonstrated
over multiple frequency bands. Also the possibility of using such a system for close in
phase noise is demonstrated by showing that the phase of the reconstructed signal maintains
a linear relationship with the input signal phase.
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CHAPTER 6
SYSTEM SIMULATION FRAMEWORK FOR PERFORMANCE
ASSESSMENT
6.1 Introduction
The principles of incoherent undersampling presented so far were developed for off chip
test solutions. To make it more acceptable to the current on-chip test features, it is neces-
sary to adopt these techniques to on-chip environment with a goal to improve the accuracy
and coverage of the on chip test capability at the same time reducing the overhead. How-
ever to estimate the effectiveness of a sampling based system to detect faults and extreme
parametric variations it is necessary to first develop a reasonably accurate and computation-
ally efficient simulation framework. Such a framework is required to be able to promote
deviations observed in waveforms at the block level through the hierarchy to a system level
simulator, preserving the effects of the non ideal waveform across various time domain
crossings.
Mixed signal systems, incorporating both digital and analog components, are hard to
simulate. The analog blocks in the system require high resolution time domain simulation
with detailed device models, while the digital systems work in the discrete time domain
with finite levels. To reduce the simulation effort, simplified behavioral models of the
system blocks are used with idealized waveforms. A major challenge in simulation of such
systems is to reconcile the two distinct time domains : continuous-time analog vs discrete-
time digital with latches and flip-flops at the domain crossing boundaries. A common
approach to emulate such domain crossing is to model the latch as a perfect two valued
quantizer, that compares the value of the input at a given (infinitely sharp) clock edge with
a threshold and produces a digital output. While such simulation frameworks can provide
reasonable accuracy for determining nominal timing margins in the system, they fail to
capture the effects of noise and other non ideal behavior. This makes estimation of the
effect of an observed deviation in the signal waveform at any of the inputs of the latch or
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the clock signal at the system level a difficult proposition.
Inability to estimate the effects of non ideal waveforms in the analog domain on system
performance severely limits the ability to fix design margins since one can not determine
if a certain deviation can lead to a failure at the system level or can be observed by the
test suite. To be able to accurately estimate such effects, we need a model that can take
an initial probability distribution of the node voltages of the latch and evolve it through
time to the end of a transient in the clock edge. Such a model is conceptually shown in
Fig. 6.1. The inputs to such a model are the input waveforms u(t), and clock waveforms
Figure 6.1: Conceptual diagram showing the proposed model
ck(t) and an initial probability distribution p(x, 0) where x is the state space defined by the
node voltages, and the noise power at the internal nodes {σ}. The model then integrates
the effect of the noise through the clock edge transient in the metastable region of the latch
and outputs the final probability distribution p(x, tend). For practical reasons, the noise is
assumed to be white noise. [59].
One way of solving such a problem is to do Monte-carlo simulations to simulate mul-
tiple scenarios in the presence of noise with a reduced order dynamic model. However a
more efficient way is to obtain the associated deterministic equations for the evolution of
the probability density from the reduced order dynamic model and vary it in time. In this
work the latter approach is taken. A benefit of such an approach is considerable reduction
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of the simulation effort.
Once the final probability density is calculated it can be used to evaluate the probabil-
ity of a ‘1’ or a ‘0’ or an indeterminate state by integrating the probability density over
appropriate regions of the state space. The given probability can then be used in the sys-
tem simulation by building transition trees with each path having an associated probability.
Branches in the trellis diagram can be dropped when the probability of a given branch falls
below a certain predetermined threshold.
The main contributions of this work are:
• Development of a new approach to dynamic modeling of latches for fast mixed-mode
system simulation
• Development of a model that can incorporate both noise and non ideal input wave-
forms
• Proposing a new framework for simulation of digitally assisted analog systems
The rest of the chapter is organized as follows: In section 6.2 summarizes the state of
the art followed by a discussion of the theoretical basis of the proposed modeling approach
in section 6.3. In section 6.5, we will take up a simple example and apply the proposed
modeling technique to it. In section 6.6 results are presented followed by conclusions.
6.2 Motivation for new simulation flow
As mentioned before, the modeling of latch metastability dynamics is extremely impor-
tant. However, most of the modeling till now has focused on determining the probability
of a latch staying in the metastable state after a fixed time from an ideal clock transition.
A simple model of a latched comparator is shown in Fig. 6.2. The non overlapping clock
phases φ1 and φ2 alternatively switch the comparator between a tracking phase and a regen-
erative phase. In the tracking phase, the state of the internal nodes track the input setting
an initial condition while in the regenerative phase the initial condition is resolved through
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Figure 6.2: A simple latched comparator circuit
a metastable region into the final latch values. Most of the initial research on latch metasta-
bility modeled the regenerative inverters as linearized small signal trans-conductance with
adequate capacitor loading at the output nodes. This treatment gives rise to a simple expo-
nential growth model in the regenerative phase [36, 37]. In [38], the model was enhanced
to account for the effects of miller capacitance. The linearized model is unable to track the
voltage dynamics in the regenerative phase as the voltage grows large and hence the non-
linear effects are ignored. In [40], the authors incorporated this non-linearity to improve the
accuracy of the model. A very general analysis of latch dynamics was presented in [39].
However all the models mentioned so far are ideal in the sense that they neglect the
effects of the noise or mismatch. One such study of the effect of mismatch on metastability
dynamics was presented in [60]. More recently a probabilistic approach to explaining
metastability in presence of noise is used. An error probability calculation using total input
referred noise at the sampling clock was proposed in [41]. A linear time varying model
was used to describe the basic underlying latch dynamics.
A more accurate modeling approach was proposed in [42]. In this research the behavior
in the regenerative phase was accurately modeled by a stochastic dynamic equation (SDE)
and the trajectory mean and standard deviation was calculated by integrating the SDE. A
similar SDE based approach was also adopted in [43] and had the important observation
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that a single point input referred noise may not be an accurate representation of the metasta-
bility. The general framework of that paper essentially was derived from that proposed in
[44].
The present available approaches fail to model the effects of non ideal clock edges
and input waveforms. Such effects are significant in high speed current mode logic (CML)
circuits which are the logic family of choice for ultra high speed design due to their superior
performance compared to other logic families. In this work a more general model of the
regenerative phase of a latched comparator in presented using a SDE based approach. In
order to capture the effects of non ideal clock edges, it is assumed that the inverter response
is a general non-linear function of the state variables and the latch inputs. A more detailed
discussion of the proposed model is presented in the next section.
The basic simulation flow proposed in this work can be represented using a flowchart
as shown in Fig. 6.3. After simulating the components at transistor level, the data is used
to identify a subspace of inputs for which the system level impact needs to be assessed. A
reduced order model for the latch and other components downstream of the faulty compo-
nent is obtained which agrees on the specific subspace of input waveforms using noiseless
simulation at the SPICE level. After this the principal noise sources are identified and using
this the SDE for the latch is obtained. From the SDE, theFokker-Planck equation (FPE) is
obtained. Which is then solved to obtain the transition probabilities for the subspace of
input waveforms. The transition probabilities thus obtained can then be used to determine
how the top level system dynamics transition through the different digital states using a
Markov chain based model [35].
6.3 Proposed model
The proposed model for simulating the transition behavior of a latch in the regenerative
phase is shown in Fig. 6.4. It is a more generalized version of the model presented in
Fig. 6.2.
The ideal switched inverters are replaced by more general nonlinear current functions
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Figure 6.3: Flowchart describing the basic simulation flow to estimate impact of device level
parametric variation and gross faults on the system level observables
(g11, g12, g21, g22), which are dependent on the input, output and clock waveforms. It
must be mentioned here that in the case of general nonlinear models for the current func-
tions, simple closed form analytical solutions usually do not exist and the signal values
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Figure 6.4: Improved latch model for simulation
must be calculated through numerical simulations. This implies that reduced order models
for the current functions (gi j) need to be constructed before simulation. Also, the reduced
dimensional models may have inaccuracies and in those cases where higher accuracy is
required, the state model needs be expanded to higher dimension, to include higher order
derivatives.
The trans-conductance models themselves can be constructed by model order reduction
from nominal simulations over the space of the observed input waveforms which includes
the output obtained from simulation of the non ideal analog blocks. Techniques such as
trajectory piece wise linear approach [33] and “mani-MOR”[34] can be used to build such
models for higher accuracy requirement.
To further generalize, white noise sources, (η1, η2, η3, η4) are included. All the noise
sources are assumed to be independent. The load impedances, (ZL1 and ZL2) are modeled by
a parallel combination of resistances (R1 and R2) and capacitances (C1 and C2) respectively.
98




















(u2, x2, ck)dη2 (6.1)
If required, noise sources can also be considered in the clock ck, by using a first order
perturbation about ck. In order to solve the set of SDE given in 6.1, numerically, a large
numerical effort is required. Instead of solving the set of dynamic equation directly it is
computationally more manageable to solve for the evolution of probability density function
(PDF) in the state space. The dynamics of the evolution of the PDF is given by the FPE
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and < dη2i >= σ
2
i dt is the power spectral density of the noise. For more diverse noise






Di j p(x1, x2, t) (6.4)
where, r(i, j) is the correlation coefficient of the noise sources indexed i and j respectively,










The equation has two parts, a drift part with first order spatial derivatives which repre-
sent the noise free dynamics of the system and a diffusion part which represents the scatter-
ing effects of the noise. In the general nonlinear case, the FPE does not have a closed form
analytical solution. Which means that the equation should be solved numerically. Solving
the FPE explicitly reduces the error in estimation since it can handle cases where the final
pdf is not necessarily a Gaussian and also inherently accounts for the effects of non ideal
input and clock waveforms. For a numerical solution of the FPE, the trans-conductance
functions used need not be expressed in closed form and can be defined only at discrete
points in the state space, with piece wise smooth, continuous function. The values at the
intermediate points can be calculated using interpolation techniques.
The initial condition can be set from the solution at the end of a previous clock cycle or
by assuming a pure ‘1’ or ‘0’ state as a Dirac delta function p(x1, x2, 0) = δ(x1 − 1, x2) and
p(x1, x2, 0) = δ(x1, x2 − 1) respectively. Once the numerical solution of the FPE is obtained
by solving (6.2) using the initial condition p(x1, x2, 0) up to the end of the available time








p(x1, x2, tavl)dx1 (6.5b)
Where Vth,h and Vth,l represent the high and low logic threshold. Once the probabilities
in (6.5) are known they can be used to construct the trellis diagram for the digital finite
state machine. The proposed simulation framework thus allows one to promote the effects
of non ideal response at the analog blocks through the continuous time - discrete time
domain crossing and evaluate the effects at a system level.
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6.4 Choice of numerical solver
Since the PDF in simulation behaves as a compressible fluid and the dynamics has a steady
state, sharp accumulation and gradients in PDF can form during the simulation. Hence
the numerical solver should be able to preserve sharp gradients in the PDF. Such prob-
lem regularly arises in fluid dynamics simulation where shock fronts can form and solvers
commonly used for hyperbolic equations can maintain numerical stability in presence of
such shock fronts. This problem is popularly known as the Riemannian problem where a
sharp gradient in the fluid density is propagated in a velocity field. Straight forward finite
difference based and weak formulation based techniques used for solving elliptic equations
usually produce too much numerical dispersion and causes smearing of edges and or oscil-
lation instability in solving hyperbolic equations. While characteristic based Riemannian
solvers are highly accurate in solving such problems, it is costly to implement them.
Approximately accurate modified central finite differencing schemes [61, 62, 63] have
been proposed which can solve the hyperbolic problem with low numerical dispersion and
good stability performance. This techniques are simple to implement and are independent
of the eigenstructure of the problem and hence can be easily applied to a wide range of
problems. Due to the inherent simplicity and universal nature of the central differencing
based solvers is chosen for the example problem.
In the next section the concepts presented are applied to a CML latch model.
6.5 Example: CMOS CML latch modeling
In this section the concepts from section 6.3, are used to simulate a CML latch as an exam-
ple. The basic CML latch circuit is shown is Fig. 6.5. For simplicity it will be assumed that
the circuit has no mismatch and that the noise on the two nodes have equal power density
and is small. This implies that the circuit will operate under differential conditions and the
time varying part of the common mode signal given by Vcm = 12 (x1 + x2) will be small. This
makes it feasible to consider the ac component of the signal by removing the dc common
mode, and considering the excursion of x1 and x2 about this dc value.It is also assumed
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Figure 6.5: Schematic of a CML latch
that the output impedance of all the transistors can be neglected in comparison with the
individual drain loads.
Also the total current is limited by design to Itot. The clock signal controls how much of
this current flows in the buffer and the rest goes into the regenerative pair. Again neglecting
the common mode of the clock signal, and considering only the differential mode of the
clock signal ck, we can write,
Ibu f =s1(ck)Itot
Ireg =(1 − s1(ck))Itot (6.6)
for the two branches of the current with s1(ck) being the shaping function representing
transfer characteristics of the differential pair driven by the clock. It varies from 0 to 1 as
clock waveform varies from −Vck to +Vck and shows saturation at both ends with linear
dependence for small signal values. The linear trans-conductance of the differential pair
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where, kn is a technology parameter and Wc and Lc are the width and length of the switching































For the upper differential pair driven by the inputs, the tail current is limited to Ibu f .
The differential voltage u1 − u2 causes the current to commute between the x1 and the x2
nodes. For small values of differential inputs, the linear trans-conductance for each branch
is given by:








so that the current for the two branches are given by:
i1,bu f = gmbu f ,lin ∗ (u1 − u2)/2
i2,bu f = gmbu f ,lin ∗ (u2 − u1)/2
However for large inputs, maximum current commutation occurs and the current in each
branch is limited to ± Ibu f2 . The saturation occurs as the input voltage becomes comparable
to :









For this example the slope discontinuity is smoothed out by using a moving average fil-
ter. A more exact model can be easily reconstructed by plotting the output current vs the
input voltage as the tail current is varied from an exact simulation. The equations for the
regenerative circuit is similar with u1 and u2 replaced by x2 and x1 respectively. For the









i1,reg = gmreg,lin ∗ (x2 − x1)/2
i2,reg = gmreg,lin ∗ (x1 − x2)/2
The current in each branch being limited to ± Ireg2 with saturation applied to the input,




Again smooth transition between the linear and the saturation regimes is obtained by ap-
plying a moving average filter to the i-v transfer characteristics.
For the noise perturbation a direct equivalent noise excitation at the output nodes x1
and x2 is added with an average power of σ. The other noise voltages are neglected for this
example. Also the parallel R and C is assumed as a load at each of the output nodes. So the


















dt + σdη2 (6.8)
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For the simulation, realistic values for a 180 nm CMOS technology are used, from a refer-
ence design designed to work at 10 Gbps. The Itot is taken to be 3.9 mA and the operating
point of the transistors are taken to be such that ratio of trans-conductance to quiescent
drain current is gmId = 4 for the clock switching transistors and
gm
Id
= 3 for the differential
pairs for both the buffer and the regenerative transistors for the maximum tail current con-
dition. The load resistance is taken to be R = 200Ω and load capacitance C = 90 f F. The
resultant current curves with varying clock voltage is shown in Fig. 6.6. The FPE is a con-
Figure 6.6: Output current vs voltage for the differential pair with varying clock drive
servation law for the probability density function. Also the model calls for possibility of
sharp edges (e.g. asymptotically stable state trajectories). Hence a high accuracy scheme
with low numeric dissipation should be used. A good choice for such a system are the
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“monotone upstream-centered schemes for conservation laws”(MUSCL) based schemes.
The semi-discrete formulation proposed by Kurganov and Tadmor [63] is used for each di-
rection. For the time integration a forward Euler integration is used. The proposed scheme
is a semi-discrete version of the monotone upstream-centered schemes for conservation
laws(MUSCL) scheme. In the present case a piecewise linear MUSCL reconstruction is
used with maximum spectral radius of the local advection velocity as the flux. That is, the









































the local propagation velocities being given by,













ρ being the spectral radius of the respective Jacobian
uR and uL are the left and right piecewise linear MUSCL reconstruction at the half grid










pi−1, j + pi+1, j + pi, j−1 + pi, j+1 − 4pi, j
]
(6.11)
Due to the small accuracy of the forward Euler integration the time step is chosen to be 2
orders of magnitude smaller than that required by the CFL condition for stability.
To demonstrate the capability of the technique a sinusoidal input and a finite slew clock
is used. The clock and the signal waveform are shown in Fig. 6.7. It is simulated with an
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Figure 6.7: The clock and input waveform
initial condition for the probability density away from metastability and evolve it in time
without noise first. The results are shown in Fig. 6.8. The probability contours of the same
Figure 6.8: Contour plot of evolution of probability through time in absence of noise at 0,
20ps, 40ps and 60ps; x and y axes represent the two states of the system
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dynamics with noise is shown in Fig. 6.9. It can be seen that in presence of noise there
is a distinct probability of both p(1) and p(0). It is also evident that in presence of noise
the probability distribution is no longer a unimodal Gaussian distribution and hence earlier
techniques may not be valid. The integrated probabilities after settling down are given by
integrating the probability solution as P(1) = 0.19 and P(0) = 0.81.
Figure 6.9: Contour plot of evolution of probability through time with noise at 0, 20ps, 40ps
and 60ps; x and y axes represent the two states of the system
The variation of transition probability phases for the four phases as we sweep the clock
over a period of 1010... data ( two clock period ), is shown in Fig. 6.10.
6.6.1 Application to system simulation : example
The above model is applied to simulate the dynamics of a clock phase recovery loop using a
binary phase detector following the Markov chain based method proposed in [35]. This can
be used in systems where a data clock is forwarded over long traces ans accumulate phase
skew. To correct the phase skew a phase rotator based system can be used to acquire the
clock phase as shown in Fig. 6.12. The signal is sampled at three phases early(e), center(c)
,and late(l) separated by half the clock period as shown in Fig. 6.13. The state machine is
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Figure 6.10: Probability of transition as the sampling phase is varied over a 1-0-1 transition
period
Figure 6.11: Probability of transition as the sampling phase is varied over a 1-0-1 transition
period as the clock edge rise time is varied
described as:
φ← φ + 1 if [e, c, l] == 110 or 001
φ← φ − 1 if [e, c, l] == 100 or 011 (6.12)
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where φ is the index of discrete phase (offset) state that the system can be in. The corre-
sponding state transition diagram is shown in Fig. 6.14.
Figure 6.12: When clock and data are transmitted over long traces the clock phase can accu-
mulate skew which needs to be corrected using phase realignment
Figure 6.13: The phase detector detects the clock phase offset by sampling at three phases and
detecting whether the transition is between the phases 1,2 (clock phase lagging) or between
the phases 2,3 (clock phase leading)
The incoming data will have a finite transition probability given by p(+e) and p(−e) for
positive and negative transition probabilities from a 0 and a 1 respectively. The steady state
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Figure 6.14: State transition diagram of a binary phase detector based clock recovery







For a random data stream usually, p(+e) = p(−e) = 0.5. The phase noise performance of
the system will be given by the array of numbers p(+e/ −e /ne, φ, 1/0). Where p(+e/ −e
/ne, φ, 1/0) gives the probability of the center latch to be at an offset φ from the ideal edge
position when a positive edge (+e) or a negative edge (−e) or no edge is present and the
output is a 1 or a 0. From the simulation of the metastability the transition probabilities
p(+e/ −e /ne, φ, {00, 01, 10, 11}) will be obtained. Where, p(+e/ −e /ne, φ, {00, 01, 10, 11})
gives the probability of a {00, 01, 10, 11} transition at an offset φ from the ideal edge posi-
tion when a positive edge (+e) or a negative edge (−e) or no edge is present. In the next set
of equations, the following shorthand expression is used for transition probabilities, with












The dynamics of the state probabilities neglecting drift due to clock phase noise is given
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by the following set of equations written in compact form:
pn(e, φ, d1d2d3) =
[
pn−1(ne, φ, 111){111 − d1d2d3} + pn−1(ne, φ, 010){010 − d1d2d3}
+ pn−1(ne, φ, 101){101 − d1d2d3} + pn−1(ne, φ, 000){000 − d1d2d3}
+ pn−1(ne, φ − δφ, 011){011 − d1d2d3} + pn−1(ne, φ − δφ, 100){100 − d1d2d3}





pn−1(+e, φ, 111){111 − d1d2d3} + pn−1(+e, φ, 010){010 − d1d2d3}
+ pn−1(+e, φ, 101){101 − d1d2d3} + pn−1(+e, φ, 000){000 − d1d2d3}
+ pn−1(+e, φ − δφ, 011){011 − d1d2d3} + pn−1(+e, φ − δφ, 100){100 − d1d2d3}





pn−1(−e, φ, 111){111 − d1d2d3} + pn−1(−e, φ, 010){010 − d1d2d3}
+ pn−1(−e, φ, 101){101 − d1d2d3} + pn−1(−e, φ, 000){000 − d1d2d3}
+ pn−1(−e, φ − δφ, 011){011 − d1d2d3} + pn−1(−e, φ − δφ, 100){100 − d1d2d3}




where, p({ne/ +e /−e}|e) is the probability that in the last clock cycle, there was were no
edge or a positive edge or a negative edge given that the current clock there is a edge of type
e respectively. The phase noise of the clock will be given by the steady state solution of
the equation (6.13) obtained by setting pn(.) = pn−1(.). Also, p(e, φ, d) = p(d|e, φ)p(e)p(φ),
and p(e, φ, d1d2d3) = p(d1|e, φ − π)p(d2|e, φ)p(d3|e, φ + π)p(e)p(φ) Now it can be assumed
that the state space of the PLL is divided into 4N discrete phases. For each of the index c,
the transition probabilities can be evaluated as: p
c{0, 0} pc{1, 0}
pc{0, 1} pc{1, 1}

by using the proposed model starting with appropriate initial condition. It is also worth
mentioning that the the transition probabilities are independent of time as long as the in-
put and clock waveforms remain same. Once the transition probabilities are evaluated, the
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expression in (6.13) can be used to evaluate the trellis diagram of the state transition af-
ter each time period. The mode and standard deviation of the phase dynamical behavior
starting from a point initial condition is shown in Fig. 6.15 and Fig. 6.16.
Figure 6.15: Simulated system dynamical behavior of the standard deviation of phase starting
from a point initial condition around phase index 65 with the edge located at index 41
6.7 Conclusions
A novel technique of modeling latches that can emulate the effect of non-ideal input and
clock waveforms is proposed. The technique first relies on deriving the reduced order
noise free model of the latch followed by the inclusion of noise effects in the form of
a stochastic differential equation. From the SDE the FPE is derived for the probability
density evolution in time. The FPE is then solved numerically to derive the appropriate
transition probabilities. Which can be then used to evaluate a state dynamics of a discrete
time digital system that is excited by the output of the latch. An example is provided with
a qualitative analysis of a CMOS latch and how it can be adapted to a system simulation.
This can lead to significant improvement in time and accuracy in simulating systems with
both continuous time and discrete time components.
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Figure 6.16: Simulated system dynamical behavior of the standard deviation of phase starting
from a point initial condition
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CHAPTER 7
CONCLUSIONS AND FUTURE DIRECTIONS
This thesis presents algorithms and a methodology for low complexity, robust high-speed
waveform acquisition. The proposed techniques are based on an incoherent (trigger-free)
undersampling framework for periodic waveform acquisition. Incoherent undersampling-
based techniques reduce the cost of test hardware, by addressing the two main aspects
affecting the test equipment cost.
First, using undersampling reduces the number of analog to digital conversion per sec-
ond. This leads to a relaxation of the specifications and hence a reduction in the cost of the
analog to digital converter (ADC). It is costly to design an ADC for Nyquist rate sampling
of high-frequency signals, and undersampling is the only efficient way to acquire wide-
band signals. In undersampling-based waveform acquisition systems, the only wide-band
component required is the track-and-hold amplifier used for sampling at a reduced rate
compared to the Nyquist rate, and the ADC conversion rate is reduced.
The second cost saving aspect of incoherent undersampling arises from the use of a
trigger-free setup which does not require any precise phase synchronization between the
tester and the signal source. This makes the system insensitive to unmatched delays in
various parts of the test equipment and thus reduces the cost and improves the accuracy of
the system.
As a further improvement over the classical waveform acquisition setup proposed previ-
ously, the computation cost in the back-end algorithm is reduced by developing a low-cost
time-domain metric for period estimation. The metric, which is based on the number of
zero crossings in the reconstructed waveform, can be used to estimate the waveform period
from the acquired samples in a blind manner with significant improvement in the compu-
tational complexity compared to the corresponding spectral domain techniques.
As mentioned before, the classical incoherent undersampling-based system requires a
wide-band track-and-hold amplifier which poses a barrier to the frequency scaling of the
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system. However, this research demonstrates a multi-band signal acquisition technique to
extend the bandwidth of the incoherent undersampling-based setup, beyond the track-and-
hold bandwidth, which extends the maximum bandwidth of the system by using relatively
narrow band mixers to down convert the signal waveform components with frequencies
beyond those of the track-and-hold amplifier bandwidth, followed by incoherent under-
sampling. The basic architecture is an adaptation of the well known hybrid filter bank
technique to an incoherent undersampling-based framework. The incoming signal is split
into multiple frequency bands of relatively smaller bandwidth. The signal in each band
is then down converted by mixing with an incoherent (no synchronization with the signal
source) local oscillator tone, followed by undersampling. The process of mixing with an
incoherent local oscillator tone leads to a loss of periodicity at the mixer output, leading to
a slight increase in complexity of the reconstruction algorithm. However, the periodicity
can be restored by sampling with a clock that has a period equal to an integer multiple of
the local oscillator clock period, thus permitting the use of low-complexity time-domain
reconstruction techniques.
The applicability of the incoherent undersampling technique to a radio frequency (RF)
test is further improved by the development of a new test architecture for linearity test-
ing of RF transmitter components. The proposed technique actually removes the require-
ment of any frequency/phase locking between the periodic amplitude modulation envelope
waveform and the periodic carrier waveform. Such amplitude modulated waveforms are
usually aperiodic, and instead have two separate periods, one for the envelope and one for
the carrier. Modified period estimation and reconstruction techniques were developed to
enable the reconstruction of such amplitude modulated signals, with the capability to re-
construct the signals over a wide range of modulation index leading to the extraction of
the instantaneous carrier amplitude and phase with varying envelope phase. The proposed
technique achieves separation of the amplitude and the phase information leading to a bet-
ter estimation of the amplitude-to-amplitude and amplitude-to-phase effects introduced by
a nonlinear device under test (DUT).
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A major barrier to the adaptation of such a low-cost system, where a trade-off is achieved
between the accuracy and the cost of the system, is the difficulty in estimating the system-
level loss of yield and test overkill using the low-cost test equipment. The difficulty in
estimating such numbers arises from the prohibitive cost of simulating complex systems
to estimate the impact of a parametric variation at the device level on the system’s input-
output behavior. Such systems often consist of high accuracy analog cores controlled by
digital algorithms. This thesis proposes, an end-to-end, efficient system level simulation
framework. A new metastability model of the regenerative comparator latch is developed
to enable such a simulation flow. The proposed simulation flow allows the component
level behavior in the continuous time domain to be elevated to transition probabilities in a
system-level discrete-time domain for event-driven Markov chain based simulation flow.
In light of the above discussion, the main contributions of the present research can be
summarized as follows:
• The research develops a low-cost time domain metric for period estimation in the
presence of frequency drifts
• The research extends basic incoherent undersampling based test architecture to be-
yond track and hold bandwidth
• The research develops sampling strategies to extend simple time-domain period es-
timation techniques to multi-band architecture while maintain the undersampling
framework
• The research demonstrates that linear phase noise scaling in the multichannel acqui-
sition can lead to the possibility of measuring timing jitter
• The research extends the proposed technique to RF testing for the non-linearity of
transmitter components
• The research enables a system-level simulation framework which can estimate the
impact of physical parameter variation not only at the device level but also for an
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entire system of complex mixed-signal systems
Despite these contributions, there is much room for improvement of the achieved results
for future applications. Some of the possible future research directions are listed in the
following section.
7.1 Future scope
This section, investigates in detail, the future scope of improvement in the proposed solu-
tions. The main scope of future research includes the improvement of the reconstruction
algorithms and post-processing techniques to extract information from the signal about
timing noise. The details are given in the following subsections.
7.1.1 Improvement in the equalization techniques for multichannel acquisition
The technique of combining incoherent undersampling with bandwidth interleaving as de-
veloped in this thesis requires for its proper operation equalization of the distortions in-
troduced by the channels. However, estimating the channel response, requires that the
proposed technique rely on the availability of a reference reconstruction. The cost of a
reference-based calibration can significantly limit the usability of the proposed test archi-
tecture. Hence, it is desired that the calibration be as reference-free as possible. In the
future, such blind reference-free channel estimation techniques could be developed.
In this thesis the impact of the mixer non-linearity on the final reconstruction is ig-
nored. It is necessary to be able to estimate the impact of the mixer non-linearity on the
system accuracy. It will be necessary to develop correction techniques against mixer non-
linearity to improve the operable power range of the proposed test system and to relax the
specifications requirement of the mixer, which should lead to further cost reduction.
7.1.2 Timing noise measurement
While the measurement of timing noise was previously demonstrated in classical inco-
herent undersampling system, it is not clear how the noise scales through such systems,
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especially in the presence of dispersion effects introduced by the data acquisition path. Ev-
ery measurement setup introduces some degree of linear filtering of the signal waveform,
nonlinear distortions, and noise. The relationship of the measured jitter at the output of a
test setup to the input jitter is complex. Due to the free running behavior of the signal wave-
form and the sampling clock in an incoherent undersampling-based setup, the accumulated
phase noise in the test setup can be unbounded, and over time can easily overwhelm the
input signal jitter. Undersampling leads to further complexity due to the spectral aliasing
of wide-band noise, and the lack of an estimate of the instantaneous slope of the signal
waveform. Under these conditions, small order perturbation analysis is not valid and the
standard assumption of noise equi-partition between amplitude noise and phase noise may
not hold. Further, due to the non-linear phase response of the measurement setup, there is
a possibility of interconversion between phase noise and amplitude noise which can lead
to an erroneous measurement of the jitter distribution. Moreover, in multi-channel acquisi-
tion, the noise measured from each band is correlated and these noise components cannot
be combined in a straight forward manner to evaluate the total noise. This thesis demon-
strates the possibility of measuring slowly varying (close in) phase noise. However, what
still needs to be verified is whether or not the measurement scaling factor and accuracy
depend on the nature of the acquired waveform or on the nature of the noise distribution,
especially for comparatively fast varying phase noise components. For completeness, a
theoretical framework needs to be developed for such a system.
7.1.3 Adaptation of the proposed system simulation flow to complex systems
The proposed simulation flow developed in this thesis for the system level impact assess-
ment of physical parameter variation at the device level needs to be further developed for
better accuracy. This thesis demonstrates the basic technique using a small system of a de-
lay locked loop using a digitally-controlled phase rotator. However, it would be much more
useful to apply the technique to complex real-life systems like an ADC, a digital to ana-
log converter (DAC), etc.. This will involve application and development of sophisticated
model order reduction techniques as well as system-level simulation frameworks to achieve
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