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Correlated many-body problems ubiquitously appear in various fields of physics such as condensed
matter physics, nuclear physics, and statistical physics. However, due to the interplay of the large
number of degrees of freedom, it is generically impossible to treat these problems from first principles.
Thus the construction of a proper model, namely effective Hamiltonian, is essential. Here, we
propose a simple supervised learning algorithm for constructing Hamiltonians from given energy
or entanglement spectra. We apply the proposed scheme to the Hubbard model at the half-filling,
and compare the obtained effective low-energy spin model with several analytic results based on the
high order perturbation theory which have been inconsistent with each other. We also show that
our approach can be used to construct the entanglement Hamiltonian of a quantum many-body
state from its entanglement spectrum as well. We exemplify this using the ground states of the
S = 1/2 two-leg Heisenberg ladders. We observe a qualitative difference between the entanglement
Hamiltonians of the two phases (the Haldane phase and the Rung Singlet phase) of the model due
to the different origin of the entanglement. In the Haldane phase, we find that the entanglement
Hamiltonian is non-local by nature, and the locality can be restored by introducing the anisotropy
and turning the ground state into the large-D phase. Possible applications to the model construction
from experimental data and to various problems of strongly correlated systems are discussed.
PhySH: Optimization problems, Machine learning, Strongly correlated systems, Quantum entangle-
ment
I. INTRODUCTION
Physical properties of classical or quantum systems are
completely determined by their Hamiltonians. There-
fore, the construction of the Hamiltonian for a system
of interest is at the heart of physics. Traditionally, the
construction has been mostly performed in an empirical
manner; one would write down a simple model Hamilto-
nian with a few tunable parameters, and then fit them
to match experimental data. These days, our knowledge
of the microscopic details of the system often allows a
quantitatively accurate construction of the Hamiltonian
of particular materials from first principles [1–4]. How-
ever, the construction of the (effective) Hamiltonian ap-
pears also in many other contexts, and a more general
and systematic method for a given microscopic model
and/or experimental data is highly desired.
The construction of the Hamiltonian may be regarded
as a particular case of modeling in the data science. This
viewpoint opens up many new possibilities [5–9] to un-
derstand and exploit various data of physical systems. In
particular, one can use modern tools of the data science
like the machine learning (ML). Specifically speaking, we
could develop a ML algorithm which automatically de-
termines the optimized model for the given data. Such
a ML approach has many advantages. For one thing, it
would suffer less from the bias of each researcher or the
bias can be easily controlled, because the so-called cost
function gives a standard for quantifying the degree of
∗ Corresponding author; h-fujita@issp.u-tokyo.ac.jp
the success of the modeling. For another, the ML can
treat problems which are difficult for human beings due
to, for example, the large number of parameters or the
absence of mathematically tractable methods. Although
applications of the ML to physics and materials science
have been actively explored [10–22] recently, these ex-
isting studies are mainly aimed to find new functional
materials or to solve many-body problems (detection of
the phase transitions for example), and the application
for the construction of Hamiltonians is unexplored.
In this paper, we propose a scheme of reverse engineer-
ing the Hamiltonian from its low-lying (energy or entan-
glement) spectrum using the ML. Specifically speaking,
we formulate the construction of Hamiltonian as a super-
vised learning problem for given energy or entanglement
spectrum. This is interesting in several respects. First,
this gives a systematic method to construct a low-energy
effective Hamiltonian with a reduced number of degrees
of freedom, allowing us to perform various numerical cal-
culations of large systems. Second, it can deepen our
understanding of quantum many-body systems through
the explicit construction of their Entanglement (Modu-
lar) Hamiltonian (EH) using its spectrum, namely the
Entanglement Spectrum (ES) [23].
We show that combining the gradient descent method
of the ML and the basic perturbation theory of quan-
tum mechanics, we can update the parameters of a trial
Hamiltonian securely, which eventually leads to a (local)
minimum of the cost function. We first apply the scheme
for the construction of the effective spin Hamiltonians
of the Hubbard models at the half-filling. That is, we
use the low-energy spectrum of the Hubbard model as
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2the “experimental” data, and construct the effective spin
Hamiltonian. Taking the homogeneous Hubbard chain as
an example, we quantitatively study the accuracy of the
ML estimation. Although the effective spin model for the
Hubbard chain has been constructed in the perturbation
theory [24–27], higher-order calculations are rather com-
plicated. In fact, conflicting results have been reported
in the literature.
We resolve the controversy in the sixth order pertur-
bation terms among previous works [24, 26, 27]. This
demonstrates the accuracy and the practical utility of
our approach. We also show that even when the original
Hubbard model is not translationally invariant, i.e. spa-
tially modulated, we can optimize the local Hamiltonian
at each site independently to find the effective model.
In other words, using ML we can readout the symme-
try breaking only from the low-energy spectrum of the
original model.
We also demonstrate the construction of the EH from
the ES of a given quantum many-body state. As many
studies suggest, there is a similarity between the ES and
the physical energy spectrum of the subsystem, called
the entanglement/edge correspondence [23, 28–32]. Us-
ing the two-leg Heisenberg ladder [33–36] as an example,
we show that the ML gives an estimate for the explicit
lattice EH through the optimization of the spectrum.
Away from the strongly antiferromagnetic rung limit, the
EH is in general non-local as was argued in the earlier
study [36] using the full-diagonalization of the reduced
density matrix. Compared to the full-diagonalization
approach, the ML method is based only on the low-
lying spectrum, so that its computational cost is much
cheaper and potentially we can access very large sys-
tem sizes. In addition to the two-body Heisenberg in-
teractions which have been well studied in the previous
works, we examine the role of the four-body interactions
in the EH using our ML scheme. Then, we observe a
qualitative difference between the EH of the rung singlet
phases and the Haldane phase, which goes beyond the
field-theoretical understandings [35]. We show that the
ES in the Haldane phase is intrinsically non-local and the
entanglement/edge correspondence is broken there, while
we can restore that with the help of the SU(2) breaking
anisotropy.
The rest of this paper is organized as follows. In Sec. II,
we give a brief review of the gradient descent method and
propose its implementation for the construction of Hamil-
tonians. In Sec. III, as a benchmark of the algorithm
presented in Sec. II, we derive the effective spin model
of the Hubbard models. In Sec. IV, as a more nontrivial
application, we construct the EH of the two-leg Heisen-
berg ladder using the ES of its ground state. The final
section is devoted to the conclusion and outlook, where
we discuss possible applications of the presented method.
II. GRADIENT DESCENT METHOD FOR
ENERGY SPECTRUM
Here, we quickly review the basic ML algorithm, the
gradient descent method, which treats the following prob-
lem: given data {yi} (i = 0, ..., N − 1) of our inter-
est and explanatory variables {cj} (j = 1, ...,M), we
identify the relation between them. Specifically speak-
ing, we set a hypothesis like y˜i = fi(cj) as a func-
tion of the parameters {cj} and define a cost function
Cost({cj}) = 12N
∑N−1
i=0 (yi − y˜i)2. This cost function
measures how well the hypothesis explains the data {yi}
for the given parameters {cj}. In the gradient descent
method, we update the parameters by using the gradient
of the cost function as cj → cj −α∂Cost({cj})∂cj , where α is
a hyperparameter called the learning rate, which is cho-
sen by hand. If α is too large, there is no guarantee that
the cost decreases at each step, while if it is too small the
optimization proceeds quite slowly. As long as the learn-
ing rate α is properly chosen (at least not too large), the
parameter update eventually leads to a (local) minimum
of the cost function.
In this paper, we construct a (spin) Hamiltonian which
reproduces the given spectrum yi = E
data
i (i = 0, ..., N −
1) as the N lowest energy eigenvalues {Ei}. The hy-
pothesis y˜i is a function of coupling constants {cj} (j =
1, ...,M) in the trial Hamiltonian H =
∑M
j=1 cjHj , where
Hj can be exchange interactions, coupling with external
fields, and other multi-spin interactions.
As we noted above, to apply the gradient descent
method, it is essential to know the gradient of the cost
function in terms of the coupling constants. However,
the relation between the energy spectrum and the cou-
pling constants in the Hamiltonian is quite complicated
in general. Especially in correlated systems, the full pa-
rameter dependence of the cost function is in most cases
unknown. Nevertheless, if the learning rate α is small,
the gradient itself can be analytically calculated, by using
the first order perturbation theory of quantum mechan-
ics: for given energy eigenstates of the (spin) Hamilto-
nian |Ψi({cj})〉 and their eigenenergies Ei({cj}), we can
update the parameter cj as
cj → cj − α∂Cost({cj})
∂cj
(1)
= cj − α
N−1∑
i=0
∂Cost({cj})
∂Ei({cj})
∂Ei({cj})
∂cj
' cj − α
N−1∑
i=0
∂Cost({cj})
∂Ei({cj}) 〈Ψi|Hj |Ψi〉 .
In particular, if we use the mean squared error divided
by two as the cost function
Cost({cj}) = 1
2N
N−1∑
i=0
[
Edatai − Ei({cj})
]2
, (2)
3we have the following update scheme for the parameters:
cj → cj + α 1
N
N−1∑
i=0
[
Edatai − Ei({cj})
] 〈Ψi|Hj |Ψi〉 . (3)
As long as the learning rate α is small, Eq. (3) ensures
that the cost improves at each step, so we can find an
optimized spin Hamiltonian whose spectrum achieves a
(local) minimum of the cost function. Since the strat-
egy here is so simple, it is compatible with various ad-
vanced algorithms developed in the context of supervised
learning, such as sparse modeling [6–8] or stochastic op-
timization [37] as we show later (see also appendix A and
B).
Since there is an infinite number of different Hamilto-
nians with exactly the same eigenvalues, the posed prob-
lem, the construction of the Hamiltonian from a given
spectrum, is undetermined by nature (mathematically
this corresponds to the degrees of freedom of the uni-
tary transformations, i.e. the ambiguity of the basis).
However, what we are dealing with is not a featureless
Hermitian matrix, but an (entanglement) Hamiltonian of
some physical systems. Therefore, we can physically set
an ansatz for the spin Hamiltonian, which, for example,
possesses some symmetries or the locality of interactions.
Such assumptions allow us to reduce the number of the
parameters to be optimized and narrow down the candi-
date of the physically plausible Hamiltonian within that
ansatz.
III. LOW-ENERGY HAMILTONIAN OF
HUBBARD MODEL
In the previous section, we presented a ML scheme for
the construction of Hamiltonians from a given spectrum.
In this section, we derive the effective spin models of the
Hubbard models and compare them with the results from
the perturbation theory [24–27].
We consider the following fermionic Hubbard chain of
length L (periodic) with the spatially modulated repul-
sive interaction:
H =
∑
i=1,...,L
σ=↑,↓
t(c†i+1,σci,σ + c
†
i,σci+1,σ) + Uin
↑
in
↓
i (4)
where Ui > 0 is the site-dependent on-site repulsive in-
teraction, and nσi = c
†
i,σci,σ (σ =↑, ↓) is the electron
density at site i with spin σ. Hereafter we focus on the
half-filled case, so that the total number of electrons is
L. We use the mean squared error Eq. (2) as the cost
function and take t = 1 in the following. For the op-
timization, we choose a particular total magnetization
sector (Sz =
∑
i(n
↑
i − n↓i )/2 =
∑
i S
z
i = 2 for Sec. III A
and Sz = 4.5 for Sec. III B). As long as the low-energy
part in that sector is described as a spin model, the choice
of the magnetization sector is arbitrary. One can choose
the computationally cheap sector so long as the num-
ber of available eigenvalues are sufficient to perform the
learning and cross-validation.
A. Homogeneous Hubbard model: comparison
with the perturbation theory
First, we consider the homogeneous Hubbard chain
Ui = U for all i = 1, ..., L = 10 where we can use the
perturbation theory as the reference. As is well known
from the perturbation theory, when the onsite repulsive
interaction is dominantly strong U/t 1 the low-energy
physics of the model Eq. (4) is captured with the nearest-
neighbor antiferromagnetic Heisenberg model.
As the ratio U/t becomes smaller, other SU(2) sym-
metric terms such as further neighbor and/or multi-spin
couplings start to manifest. From the ML perspective,
the simplest strategy is to make the ansatz complex
enough. Indeed, it is generically true that increasing the
number of terms (complexity) in the ansatz can reduce
the optimized cost evaluated for the dataset used for the
optimization. However, increasing the complexity of the
ansatz can cause the overfitting and the estimated Hamil-
tonian can give wrong predictions for physical quantities.
Therefore, in order to quantify the success of the model-
ing, using the cost evaluated for the data not used in the
optimization, namely the cross-validation, is important
[below we use the lowest 40 eigenvalues in the Sz = 3
sector as the cross-validation set and calculate the mean-
squared error for them].
As the ansatz for the effective model, here we consider
the following O(t5/U5) Hamiltonian determined through
the sparse modeling approach (the L1 norm regulariza-
tion; see appendix A):
Hspin = Ec +
L∑
i=1
∑
∆=1,2,3
J∆Si+∆ · Si
+
L∑
i=1
K2(Si · Si+2)(Si+1 · Si+3)
+
L∑
i=1
K3(Si · Si+3)(Si+1 · Si+2), (5)
where Ec, J∆, and Kα are parameters to be determined.
The constant term Ec can be fixed by equating the av-
erage of the input spectrum to that of the ansatz. In
Fig. 1, we directly compare the low-lying spectra of the
Hubbard model and the estimated spin model for several
values of U . It shows that the estimated Hamiltonian
under the ansatz Eq. (5) well reproduces the spectrum
of the Hubbard model. We also notice that at large U ,
where the higher order terms of the perturbation theory
are inessential, the normalized spectrum becomes inde-
pendent of U/t, since the spectrum is converged to that
of the nearest neighbor Heisenberg model with J1 = 1.
4Next, we compare the obtained values of the couplings
with those from the perturbation theory. Although the
Hubbard chain is such a simple system, performing the
high order perturbative calculations correctly is hard. As
a result, there are several inconsistent reports for the
O(t5/U5) terms [24, 26, 27]. Here we examine the es-
timation accuracy of the ML approach for the ansatz
Eq. (5) quantitatively and show that the one presented
in Ref. 26 is the correct one:
Jp1
t
=
4t
U
− 16t
3
U3
+
116t5
U5
+O
(
t7
U7
)
, (6)
Jp2
t
=
4t3
U3
− 40t
5
U5
+O
(
t7
U7
)
, (7)
Jp3
t
=
4t5
U5
+O
(
t7
U7
)
, (8)
Kp2
t
= −16t
5
U5
+O
(
t7
U7
)
, (9)
Kp3
t
=
16t5
U5
+O
(
t7
U7
)
. (10)
Here we use the subscript p to indicate that these are
obtained from the perturbation theory.
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FIG. 1. Direct comparison of the spectrum (in the total mag-
netization Sz = 2 sector) of the Hubbard model (red circles)
with length L = 10 and of the estimated spin model (blue
stars) under the ansatz Eq. (5). The estimated spin Hamilto-
nian well reproduces the low-lying spectrum of the Hubbard
model. We use the lowest N = 50 eigenvalues in the Sz = 2
sector for optimization with the learning rate α = 0.1.
In Fig. 2 we show the U dependence of the differ-
ence between the optimized parameters and the pre-
diction from the perturbation theory, |Ji − Jpi |i=1,2,3,
|Ki − Kpi |i=2,3 and the cost evaluated for the cross-
validation set. We see that at large U , the differences of
the couplings decay as U−7 and the cross-validation er-
ror drops as U−14. The U−14 dependence of the cost, or
equivalently the U−7 deviation in the spectrum indicates
that the perturbative spin model presented in Ref. 26 is
the right one and our ML scheme can reproduce it prop-
erly.
Here we comment on the finite size effect. From the
perturbation theory viewpoint, the effective spin interac-
tions originate from the virtual hopping processes in the
original Hubbard model. Thus, when the system size is
L, finite size effects can only appear at O(tL/UL+1) if
we impose the periodic boundary condition. This nature
allows us to construct the effective spin model quite ac-
curately even using such relatively small system size as
we have seen above.
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FIG. 2. Upper panel: Comparison of couplings obtained by
the perturbation theory Jpi=1,2,3, K
p
j=2,3 in Ref. 26 and by the
optimization scheme Eq. (3). For all the couplings their dif-
ferences J˜i = Ji−Jpi , K˜j = Kj −Kpj depend on U as U−7 for
large U , indicating that the proposed scheme Eq. (3) can re-
produce the perturbative results. Lower panel: U dependence
of the cross-validation error: 1
40
∑39
i=0(E
Hubbard
i −Espini )2 eval-
uated for eigenvalues in the Sz = 3 sector. The cost, mean
squared error of the estimation, depends on U as ∝ U−14. We
use the lowest N = 50 eigenvalues in the Sz = 2 sector for
the optimization with the learning rate α = 0.1.
B. Periodically modulated Hubbard model
Concerning the homogeneous Hubbard chain, we show
that the ML scheme works effectively and we could re-
solve the discrepancy among high order perturbative cal-
culations in the previous works. Next, we turn on the
inhomogeneity in Eq. (4), which breaks the translational
symmetry. For simplicity, we take a large repulsive inter-
action where only the nearest-neighbor spin interaction
would matter and we can use the perturbative results as
a reference. We take the trial spin Hamiltonian in the
form:
H = Ec +
L∑
i=1
J1,iSi · Si+1. (11)
5The exchange couplings are optimized in a site-dependent
way so that the number of parameters scales with the
system volume (precisely given by L + 1 including Ec).
We take the following initial values inferred from the sec-
ond order perturbation theory of the homogeneous Hub-
bard model: J1,i = 4(1 + 0.01ξi)t
2/Ui, where ξi is a ran-
dom number taken from the standard normal distribu-
tion N (0, 1). The randomness is introduced to resolve
the ambiguity of the phase of the spatial modulation in
the spin model (we only use the energy spectrum of a
periodic Hubbard chain). The initial value for the offset
Ec is taken to be in the middle of the energy window
[E0, EN−1], Ec = (E0 + EN−1)/2. Here we are treating
Ec as an optimization parameter to show that the way
we treat the constant shift Ec (fixing by equating the av-
erages or treating as a parameter to be optimized) is not
essential.
We consider the Hubbard chain of length L = 13 with
the repulsive interaction Un = U [1 − 0.1 sin(2pin/L)],
where U/t = 50. We take the learning rate α = 0.3 and
update the parameters J1,i using the proposed update
scheme Eq. (3) for the lowest N = 30 eigenvalues in the
Sz = 4.5 sector. In Fig. 3, we present the spatial profile
of the estimated exchange couplings J1,i for i = 1, ..., L.
We see that as the learning proceeds, the estimated ex-
change couplings approach to J1,i = 4t
2/Ui [38], which
we naively expect from the perturbation theory of the
homogeneous Hubbard model. It demonstrates that our
scheme works even in the absence of the translational
symmetry and can extract the information of the sym-
metry breaking only from the low-lying spectrum. It also
implies that our method works for more generic boundary
conditions without translational invariance.
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FIG. 3. Spatial profile of the nearest-neighbor exchange
couplings estimated from the lowest N = 30 eigenvalues
(Sz = 4.5 sector) of the Hubbard model Eq. (4) with Un =
50 [1− 0.1 sin(2pin/L)] (n = 1, ..., L = 13). We use α = 0.3
and update the parameters tu = 300, 000 times and compare
the estimated parameters (markers) with those expected from
the second order perturbation theory (broken line). The op-
timized parameters reproduce the spatial modulation of the
original Hubbard model.
IV. CONSTRUCTION OF ENTANGLEMENT
HAMILTONIAN
In this section, we show that our approach works for
the construction of the EH from the ES of a given quan-
tum many-body state.
First, we briefly review the definition of the ES and
the EH. Let us consider a spin system consisting of two
subregions A and B.
For a given quantum state |Ψ〉 defined on A ∪ B, we
introduce the reduced density matrix of the subregion A
by tracing out the spin degrees of freedom in the region
B:
ρA = TrB |Ψ〉 〈Ψ| . (12)
The EH is defined as the Hamiltonian whose density ma-
trix at the unit temperature is the reduced density ma-
trix: ρA ≡ e−HA . The ES is defined as its eigenvalues [23]
and reflects the non-local quantum correlation between
the subregions A and B.
The ES and EH are defined through the entanglement
cut, the virtual separation of the given quantum state
into two parts. Nevertheless, there is an intriguing con-
jecture that they are related to physical edge spectrum
and Hamiltonian which appear when the system is actu-
ally (not virtually) cut into two parts [23, 30]. This con-
jecture is confirmed in, for example, the two-dimensional
topological phase, where there appear chiral edge modes
described by the conformal field theory at the physi-
cal boundary. In lattice systems, the canonical example
of this correspondence is found in the Affleck-Kennedy-
Lieb-Tasaki (AKLT) chain [39–43], a variant of the S = 1
antiferromagnetic Heisenberg chain. The ground state of
the AKLT chain is written in terms of singlet bonds be-
tween the emergent S = 1/2 degrees of freedom, and on
both the virtual and the physical edges, there appear the
free S = 1/2 degrees of freedom.
As we mentioned in the introductory part, EH cannot
be uniquely determined from a given ES, even in princi-
ple. However, as implied by the entanglement/edge cor-
respondence conjecture [23, 30], we may expect EH to
be “local”, as long as the original model is so. With the
requirement of the locality, EH can be practically esti-
mated by the ES, as we will demonstrate below.
A. SU(2) symmetric Heisenberg ladder
As a concrete example, let us discuss the two-leg peri-
odic S = 1/2 Heisenberg ladder with A and B legs
H =
L∑
i=1
JrungSi,A · Si,B
+
L∑
i=1
∑
j=A,B
JlegSi,j · Si+1,j . (13)
6We introduce two kinds of interactions, Jleg and Jrung.
The former describes the intra-chain interaction and the
latter does the inter-chain one. The ground state phase
diagram of Eq. (13) for Jleg = J cos θ, Jrung = J sin θ is
given in Fig. 4(a) [33, 44, 45].
Following Refs. [33–36, 46], here we study the entan-
glement for a virtual cut which separates the chains as
shown in Fig. 4 (b). The EH then acts on the Hilbert
space of a single S = 1/2 chain. In Ref. [33], it was ar-
gued that the EH is qualitatively given by the S = 1/2
Heisenberg chain based on the numerically obtained ES.
However, since the identification was made by a visual
inspection of the spectrum, it is difficult to analyze its ac-
curacy and possible corrections to the simple Heisenberg
model quantitatively. If we have access to all the eigen-
vectors of the reduced density matrix, as was performed
in Ref. 36 we can construct the EH exactly within a par-
ticular ansatz. However, the full-diagonalization of large
matrices is computationally heavy and its applicability is
limited to small subsystems. In the following, we show
that our ML scheme offers another approach for the con-
struction of the EH. In the final part of this section, we
compare the ML approach with the full-diagonalization
approach in detail.
Below we focus on the ground state of the model
Eq. (13) and estimate the EH using the N smallest ES,
not the entire eigenvalues and eigenvectors of the reduced
density matrix. As the trial Hamiltonian for HA, we use
the following SU(2) symmetric spin Hamiltonian,
H = Ec +
L∑
i=1
∑
δ=1,...,5
JδSi · Si+δ (14)
+
L∑
i=1
∑
α,β,γ={1,2,3}
Kα
2
(Si · Si+α)(Si+β · Si+γ)
where Ec, Jδ, and Kα are the parameters to be deter-
mined. In the following, we fix Ec by equating the aver-
age of the input eigenvalues to that of the ansatz. Here
the summation over α, β, γ = 1, 2, 3 is taken under the
condition α 6= β 6= γ and α 6= γ. We take into account all
the Heisenberg interactions (in a system of L = 10) and
the three simplest four-spin interactions. In the previous
work [36] based on the full-diagonalization of the reduced
density matrix, the two-body interactions are fully in-
corporated, but multi-spin interactions were treated all
together and their individual contributions were not in-
vestigated. Below, using the ML, we show the four-spin
interactions are important for understanding the ES.
When the rung interaction is dominantly strong and
antiferromagnetic (θ ' pi/2), for each i, the spins in the
two legs Si,A and Si,B form a singlet, so the virtual cut
produces S = 1/2 spins at each singlet bond just like in
the AKLT model. In the presence of the strong rung re-
pulsion, therefore, we have well-defined S = 1/2 degrees
of freedom at each site in the EH. Away from θ = pi/2,
tracing out the leg B makes the EH of the leg A non-
local. In particular, the situation is quite nontrivial when
FIG. 4. (a) Ground state phase diagram of the model
Eq. (14). (b) Schematic diagram of the definition of the entan-
glement Hamiltonian for the leg-separating cut. The dotted
line indicates the entanglement cut.
the rung interaction is weakly antiferromagnetic or fer-
romagnetic. In these cases, long-range and multi-spin
interactions would be important to reproduce the ES. In
other words, the ansatz Eq. (14) becomes no longer the
proper one and the cost becomes large.
The estimation of the EH proceeds as follows. We
first obtain the ground state wave function of the model
Eq. (13) in the Sztot =
∑
i S
z
i = 0 sector and calcu-
late the reduced density matrix ρA by tracing out the
chain B. The ES is obtained by diagonalizing ρA and
we optimize the trial spin Hamiltonian Eq. (14) using
Eq. (3). We consider the ladder of length L = 10,
and take the N = 100 smallest eigenvalues in the three
magnetization sectors SzA =
∑
i∈A S
z
i = 0, 1, 2 for the
learning [47]. We use the stochastic gradient descent
method with Adam [37] under the following hyperparam-
eters α = 0.001, β1 = 0.99, β = 0.999,  = 10
−8 (see ap-
pendix B).
In Fig. 5 we show the θ dependence of the cross-
validation error Eq. (2) evaluated for the N = 40 eigen-
values in the SzA = 3 sector (a sector not used for the
learning), and the estimated parameters. To compensate
the difference in the energy scale of the ES, we normalize
the cross-validation error with the width of the energy
window squared (E39 − E0)2.
When both the rung and the leg interactions are ferro-
magnetic (−pi < θ < −pi/2) the ground state is ferromag-
netically ordered. In the following, we discuss the results
in the other regions of the phase diagram Fig. 4(a).
1. Antiferromagnetic rung region, 0 < θ < pi
When θ = pi/2, the system turns into decoupled L
singlets and the ES is perfectly degenerate so that the
EH is of the free S = 1/2 spins. In Fig. 5, we see that
even away from this trivial limit, the short-ranged ansatz
Eq. (14) well reproduces the ES when the rung is anti-
ferromagnetic. In the limit θ → pi/2, we find that the
EH is dominated by the nearest-neighbor Heisenberg in-
teraction J1 (all the other couplings in Eq. (14) become
vanishingly small as compared to J1) so that the entan-
7glement/edge correspondence is realized. We note that
the sign of Heisenberg couplings shows no frustration in
consistent with Refs. 33 and 36.
The cost grows as θ approaches to θ = 0, pi, and at
the same time, coupling constants of further neighbor
and multi-spin interactions become large. Near θ = pi/2
the largest correction to the nearest-neighbor Heisenberg
model comes from the second neighbor Heisenberg inter-
action in consistent with the previous study [34] using
the perturbation theory near the strong rung limit and
the study taking the full-diagonalization approach [36].
However, as θ approaches to zero, we see that the four-
spin interaction terms such as K1 and K3 grow rapidly
and become comparable or even larger than the second-
neighbor Heisenberg interaction. Such large contribu-
tions from the four-spin interaction terms have not been
known in the previous works. The large error and the
growth of coupling constants imply that, far away from
θ ' pi/2, the short-ranged Hamiltonian Eq. (14) is no
longer a valid ansatz.
2. Ferromagnetic rung region, −pi/2 < θ < pi
This region is called the Haldane phase, since the lad-
der with θ ' −pi/2 is approximately described as the an-
tiferromagnetically coupled S = 1 chain, whose ground
state is known to be in the Haldane phase. In the earlier
studies [33, 34, 36], it was argued that the EH in this
phase is also similar to the antiferromagnetic Heisenberg
chain.
Figure 5 shows that the cross-validation error under
the short-ranged Hamiltonian ansatz Eq. (14) is large
for all θ in this region −pi/2 < θ < 0. Moreover, the
estimated coupling constants show non-systematic θ de-
pendence, contrary to the antiferromagnetic rung case.
The second neighbor Heisenberg coupling is estimated to
be very small, but this is inconsistent with the exact di-
agonalization study [36]. That is, the ML scheme under
the short-ranged EH ansatz fails to construct the EH in
this region.
In the previous study [36], it was observed that the
Heisenberg interaction is long-ranged as there is a non-
negligible contribution from the 7th neighbor Heisenberg
interaction, which is the longest one in their L = 14
system, while the authors claimed that the multi-spin
interactions would be small. Here our results support
the highly non-local nature of the EH in this phase and
demonstrate that the multi-spin interactions are in fact
not at all small compared to the two-body interactions.
The EH in the Haldane phase is, therefore, highly non-
local and has contributions of large multi-body inter-
actions. To discuss the properties of the EH, we have
to incorporate many other terms such as further neigh-
bor four-body interactions, six-body interactions, and so
on, so discussing the entanglement/edge correspondence
based on the simple model only with two-body interac-
tions [33, 34, 36] is insufficient.
B. Anisotropic Heisenberg ladder: restoration of
the entanglement/edge correspondence
What is particularly notable in Fig. 5 is that the non-
local or multi-spin interactions still have large values even
near θ = −pi/2, where the ground state is represented as
a collection of independent spin triplets. This is in sig-
nificant contrast to the θ = pi/2 case, where the ES is flat
and all the coupling constants in the EH vanish. The non-
locality of the EH (or the dispersive ES) in this region
is, therefore, not originating from the leg-interaction. As
we show in appendix C, the origin of the dispersive ES in
this limit is the superposition of spin triplet states in the
ground state wave function of the Haldane phase. The
EH in the Haldane phase is, therefore, intrinsically non-
local and has less physical meaning than that in the rung
singlet phases in the context of the entanglement/edge
correspondence. There we cannot expect that the EH is
short-ranged and our ML approach works.
Indeed, by breaking the SU(2) symmetry and turns
the ground state into the large-D phase, where the state
is smoothly connected to the product state in the leg
direction, we can make the EH local and restore the en-
tanglement/edge correspondence. To show that, let us
introduce the XXZ-type anisotropy in the rung interac-
tion:
H =
L∑
i=1
Jrung(S
x
i,AS
x
i,B + S
y
i,AS
y
i,B + (1 +D)S
z
i,AS
z
i,B)
+
L∑
i=1
∑
j=A,B
JlegSi,j · Si+1,j . (15)
For θ ' −pi/2 and (1 +D) < 1, the state with (Szi,A +
Szi,B) = 0 for each i is favored and the ground state is
approximately given by the product of triplet Sz = 0
state |Ψ〉i = (|↑A↓B〉i+ |↓A↑B〉i)/
√
2 of each site i. Then
the reduced density matrix becomes almost proportional
to the identity matrix and the ES is almost flat, similar to
the case of θ ' pi/2. The flat ES indicates the locality of
the EH, and we can apply the ML scheme to construct the
EH by adapting the short-ranged EH ansatz. Below we
take θ = −0.48pi and investigate the D dependence of the
cross-validation error and the estimated couplings. For
θ = −0.48pi, the ground state is in the large-D phase for
D . −0.05 [48] For simplicity, we consider the following
ansatz for the EH, which contains XXZ-type couplings
up to fifth neighbors (We take L = 10):
H =
∑
k=1,...,5
L∑
i=1
JkSi · Si+k + ∆kSzi Szi+k, (16)
Just as in Fig. 5, here we use N = 100 eigenvalues
in the SzA = 0, 1, 2 sectors for the parameter update
and use the N = 40 eigenvalues in the SzA = 3 sector
8for the cross-validation. Figure 6 shows that as we de-
crease D from zero, the ES becomes less dispersive and
the cross-validation error decreases significantly. Namely,
the EH becomes more and more local and the one con-
structed with the ML reproduces the true EH better, as
the ground state goes deep inside the large-D phase. We
note that the cross-validation error is normalized with the
square of the width of the energy window E39 − E0, so
that the improvement of the cross-validation error is not
from the change in the energy scale of the ES. The dom-
inant term in the estimated EH is the nearest-neighbor
Heisenberg interaction. Given the low cross-validation
error for the simple ansatz Eq. (16), we conclude that
the anisotropy restores the locality in the EH and the
entanglement/edge correspondence.
In the framework of the field theory (bosonization) [35],
the Rung Singlet (I) and Haldane phases of the Heisen-
berg ladder (without the anisotropy) are almost equiv-
alent, since they differ only in the location of the po-
tential minimum to which the boson field is pinned.
The ES in these phases is shown to be given by the
energy spectrum of a Tomonaga-Luttinger liquid. As
we have discussed above, the dispersive ES in the Hal-
dane phase has the physical origin different from the one
in the Rung Singlet (I) phase. Although the apparent
long-range and multi-spin interactions in the EH we ob-
tain for the Haldane phase do not contradict this field-
theoretical correspondence because the field theory only
focuses on the low-energy limit, it is still nontrivial how
these two pictures hold altogether. In other words, there
would be still many uncovered issues related to the en-
tanglement/edge correspondence beyond the low-energy,
or field-theoretical region, where our ML approach could
be a powerful tool for their studies.
In the above, we consider the simplest entanglement
cut, which preserves the translational symmetry in the
leg direction. However, since the choice of the boundary
condition is arbitrary in the present scheme, we can take
arbitrary entanglement cut, not being translationally in-
variant in general.
C. Discussion
Finally, we compare our ML approach for the construc-
tion of the EH with the full-diagonalization approach [36]
in more detail. When the subsystem size is small and all
the eigenvectors of the reduced density matrix are avail-
able, the full-diagonalization approach gives a more reli-
able estimate for the EH, since it is, in principle, exact.
However, as we mentioned, the difficulty comes into play
when one tries to estimate the EH of large subsystems.
In particular, when the translational symmetry is absent,
which is the generic situation due to the entanglement
cuts, the possible subsystem size is at present up to about
21-22 sites of S = 1/2 spins even if we assume the conser-
vation of the total magnetization. By contrast, our ML
scheme only uses the low-lying spectrum of the reduced
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FIG. 5. Cross-validation error calculated with the lowest
N = 40 eigenvalues in the SzA = 3 sector and the estimated
couplings Jδ/J1 (δ = 2, ..., 5), Kα/J1 (α = 1, 2, 3) as func-
tions of θ. The cross-validation error is normalized with the
square of the energy window of the entanglement spectrum.
Near θ = pi/2, the entanglement spectrum is almost flat, and
the nearest-neighbor Heisenberg model well reproduces the
spectrum. As θ deviates from this special point, long-range
and many-body interactions become important and the cross-
validation error increases.
density matrix, so that one can exploit the computation-
ally cheap algorithms for the matrix diagonalization such
as the Lanczos method and construct the EH for much
larger subsystems. Hence, the full-diagonalization ap-
proach [36] and our ML approach will work complemen-
tary for the reliable estimation of the EH. That is, the
former is particularly suitable for small subsystems and
can determine the reasonable form of the ansatz of the
EH, while the latter can optimize that ansatz for much
larger subsystems.
It is also worth mentioning that in the presence of the
symmetries like the conservation of the subsystem mag-
netization SzA, choosing the proper sector of that symme-
try further increases the possible subsystem size in the
ML approach. Our approach can be applied to the low-
lying spectrum of a particular symmetry sector or a com-
bination of them, so that we can avoid dealing with the
entire subsystem with a large Hilbert space dimension.
This could change the bottleneck of the construction of
the EH from the diagonalization of the reduced density
matrix to the calculation of the (ground state) wave func-
tion. The wave function of the ground state (and also
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FIG. 6. Estimation of the entanglement Hamiltonian of the
two-leg spin ladder with length L = 10 in the presence of the
XXZ-type anisotropy D. As input data for the learning, we
use 100 eigenvalues from SzA = 0, 1, 2 sectors respectively and
optimized the parameters in the ansatz Eq. (16), using Adam.
As we increase the anisotropy (goes deep inside the large-D
phase), the entanglement spectrum {E0i } (in the SzA = 3 sec-
tor) becomes flatter and the energy spectrum of the estimated
spin model {Espini } approaches to that, as is quantitatively
confirmed with the cross-validation error (inset) calculated in
the same way as Fig. 5. We note that the cross-validation
error is normalized with the square of the energy window of
the entanglement spectrum (E39−E0)2 in the SzA = 3 sector.
the low-lying states) of many-body systems is sometimes
available for quite large system sizes by using the modern
algorithms such as the Density Matrix Renormalization
Group (DMRG) [49, 50]. Therefore, combined with the
DMRG, our ML approach could give the EH of the ex-
tremely large subsystems.
The flexibility to the boundary condition and the ac-
cessibility to large systems of the ML scheme also allow
us to study the EH in higher dimensions with changing
the geometry of the subsystem. For example, it is known
that the entanglement entropy of a (2+1)-dimensional
conformal field theory acquires an additional universal
logarithmic contribution [51, 52] if the subregion in which
the entanglement is calculated has sharp edges. It is an
interesting future study to investigate how the universal
corner entanglement entropy in the field theory is imple-
mented in the lattice EH, for which the ML approach
could play an important role.
V. CONCLUSION AND OUTLOOK
In this paper, we developed a machine learning algo-
rithm to construct (spin) Hamiltonians from the energy
or entanglement spectra. As a benchmark, we first con-
sider the Hubbard models and use the proposed scheme
to estimate the effective spin Hamiltonians. For the ho-
mogeneous Hubbard model, we show that the machine
learning gives an effective Hamiltonian consistent with
the sixth order perturbation theory presented in Ref. 26.
Although the sixth order terms have been inconsistent
among papers, on the basis of the quantitative error anal-
ysis, we show that one in Ref. 26 is the correct one. We
also demonstrate that from the energy spectrum we can
infer the breaking of the translational symmetry in the
periodically modulated Hubbard model.
Moreover, we show that the same algorithm can be
applied to construct the entanglement Hamiltonian from
the entanglement spectrum of a given quantum many-
body state, taking the two-leg antiferromagnetic Heisen-
berg ladder as the example. We observe a qualitative dif-
ference between the Rung Singlet (I) and Haldane phases,
which goes beyond the field-theoretical description. We
associate the observed difference to the different origins
of the entanglement in these phases. Since the machine
learning approach only uses the low-lying entanglement
spectrum and does not require the full-diagonalization of
the reduced density matrix, it can be applied to large sub-
system sizes, in particular in the presence of symmetries.
If combined with the Density Matrix Renormalization
Group method, it offers a way to examine the celebrated
entanglement/edge correspondence for the unprecedent-
edly large system sizes.
So far, we discussed the ML construction from the nu-
merically obtained spectrum. However, the applicability
of the ML approach is not limited to that, and we can
consider the use for experimental data. Throughout this
paper, we use the mean squared error of the energy spec-
trum as the cost function and optimize the Hamiltonian.
However, the choice of the cost function or the quantity
to be optimized is not restricted to that. The heart of
the presented strategy is the fact that the gradient of the
energy spectrum can be analytically obtained using the
knowledge of the perturbation theory in quantum me-
chanics. Therefore, as long as the cost is defined as a
function of the energy eigenvalues, essentially the same
procedure gives the optimized Hamiltonian. For exam-
ple, we could use the density of states (or specific heat) to
define the cost function and optimize the effective Hamil-
tonian.
Another important application of our method is for the
study of the strongly-correlated electron systems. Al-
though we focused on the one-dimensional systems in
Sec. 3 for simplicity, our approach should work for gen-
eral dimensions. The Hubbard model in two dimensions
is one of the most important subjects in the modern con-
densed matter physics in the context of high-temperature
superconductivity in cuprates [53] and quantum spin liq-
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uids [54–59]. The main advantage of our approach is
that it can be readily applied to the t/U = O(1) region
where various nontrivial physics arise from the competi-
tion between the kinetic energy and the interaction en-
ergy. In this region, perturbative treatment breaks down
or one has to calculate quite high order terms. On the
other hand, our scheme works as long as a spin model
describes the low-energy physics of the Hubbard model.
Even when the original Hubbard model is more compli-
cated, e.g. contains the further neighbor hoppings, long-
range interactions, or disorders, the present method can
be straightforwardly applied to those deformed models.
At the half-filling, the dimension of the Hilbert space
of the Hubbard chain with length L is reduced from 4L to
2L by modeling the low-energy physics by the spin model.
Therefore, the derivation of the effective spin model can
be regarded as a compression of the Hilbert space and
doubles the achievable system size in numerical calcu-
lations of the Hubbard-like models. As a result, with
our numerical optimization approach, one can investigate
the low-energy properties of the Hubbard model at the
half-filling with unconventionally large system sizes. Al-
though the size dependence of the optimized parameters
obtained by our method may require careful treatments,
this would offer a new approach for the various unsolved
issues in the strongly-correlated electron systems, such as
the ground state property of the Hubbard-like systems on
the triangular lattice [54, 55, 57, 60, 61].
Finally, we comment on the inverse problem of the
construction of the low-energy model: estimation of the
parent Hamiltonian for a given low-energy model. In
the context of spin liquids, for example, it is common
that we only have a low-energy model written in terms of
the emergent degrees of freedom different from electrons
or spins such as dimers, slave bosons, or lattice gauge
fields [62, 63]. Although we focused on the construction
of the effective model from the parent Hamiltonian in this
paper, our method can be also applied to the estimation
of the parent Hamiltonian. Since it is of fundamental im-
portance to have the Hamiltonian written in terms of the
physical degrees of freedom such as electrons or spins for
the material search, our results could help experimental-
ists materialize various novel quantum states.
VI. ACKNOWLEDGEMENT
We thank M. Ohzeki, K. Okamoto, S. Furukawa, Y.
Fuji, D. Poilblanc, and M. Takahashi for useful comments
and discussions. H. F. and Y. O. N are supported by
Advanced Leading Graduate Course for Photon Science
(ALPS) of Japan Society for the Promotion of Science
(JSPS). The works of H. F., Y. O. N., and S. S are
supported by JSPS KAKENHI Grant-in-Aid for JSPS
Fellows Grant No. JP16J04752, No. JP16J01135, and
No. JP15J11250, respectively. The work of M. O. is sup-
ported in part by JSPS KAKENHI Grant No. 16K05469.
A part of the computation in this work has been done
using the facilities of the Supercomputer Center, the In-
stitute for Solid State Physics, the University of Tokyo.
Appendix A: Sparse modeling approach
In this appendix, we explain how to practically choose the ansatz to be optimized by taking the Hubbard model
as an example. As is discussed in the main text, it is mathematically impossible to determine the effective model
from nowhere if one only use the spectrum. In other words, even if we fix the Hilbert space, there are still an infinite
number of Hamiltonians which give exactly the same spectrum. Therefore, setting an ansatz is essentially important.
Let us consider the one-dimIn ensional Hubbard model and take the following ansatz:
Hspin = Ec +
L∑
i=1
∑
δ=1,2,3
JδSi · Si+δ +
L∑
i=1
∑
α,β,γ={1,2,3}
Kα
2
(Si · Si+α)(Si+β · Si+γ)
+
L∑
i=1
M1(Si · Si+1)(Si+3 · Si+4) +M2(Si · Si+1)(Si+2 · Si+4) +M3(Si · Si+2)(Si+3 · Si+4)
+
L∑
i=1
M4(Si · Si+2)(Si+1 · Si+4) +M5(Si · Si+3)(Si+2 · Si+4) +M6(Si · Si+3)(Si+1 · Si+4) (A1)
Here the summation over α, β, γ = 1, 2, 3 is taken under the condition α 6= β 6= γ and α 6= γ. This ansatz is fairly
complex. It contains Heisenberg interactions up to third neighbors and the nine different four-spin interactions. As
is trivial, increasing the number of parameters always decreases the cost evaluated for the given dataset. However,
this leads to the overfitting and diminishes the generalization ability of the obtained model. In our context, the
generalization ability means how well the obtained model describes the low-energy physics of the original model, not
only the given low-energy spectrum. In order to avoid the overfitting, it is effective to pick up “important terms” to
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explain the given data. For that purpose, here we consider the L1 norm regularization of the cost function:
RegCost({cj}) = 1
2N
N−1∑
i=0
[
Edatai − Ei({cj})
]2
+ λ
∑
j
′ |cj |. (A2)
The last term with coefficient λ > 0 is the newly-added regularization term (
∑′
indicates that the summation does not
include the constant Ec), which penalizes the coupling constants cj to take a large value. In other words, minimizing
the regularized cost function Eq. (A2) is to decrease the error while keeping the coupling constants small. Then
the gradient descent method leads to the solution where only a small number of parameters are essential. The L1
norm regularization is particularly powerful and widely applied for sparse modeling problems where the number of
parameters can be much larger than the number of data [6–8].
In Fig. 7, we show how the regularized cost function Eq. (A2) works for the ansatz Eq. (A1). Here we use the
L = 10 Hubbard chain with U/t = 8 and take the N = 50 low-energy eigenvalues in the Sz =
∑L
i S
z
i = 2 sector
for the optimization. Each parameter is normalized by its value without the regularization λ = 0. This plot tells
us how sensitive these couplings are to the regularization. We see that K1 and Mi (i = 1, ..., 6) rapidly decrease
as we increase the regularization strength λ and for λ > 10−6 the optimized Hamiltonian essentially contains only
J1, J2, J3,K2, and K3 (and the constant energy shift Ec) terms. The vanishing K1 is consistent with the O(t
5/U5)
perturbation calculations in Refs [26, 27]. If we further increase the regularization strength the effective model changes
from that at O(t5/U5) to O(t3/U3), and to O(t/U). This demonstrates that the L1 norm regularization is indeed
useful for determining the ansatz. We can simply introduce various symmetry-allowed terms in the initial ansatz and
use the gradient descent method for the regularized cost function. After obtaining the ansatz, we can perform the
optimization without the regularization to obtain the actual estimation of the effective model.
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FIG. 7. Optimized parameters of the model Eq. (A1) with L = 10, Sz = 2, N = 50, α = 0.01, and U = 8 for various
regularization strength λ. Each coefficient is normalized by its estimated value for λ = 0. As we increase the regularization
strength, coefficients corresponding to the high order terms in the perturbation theory drop systematically.
Appendix B: Stochastic optimization
If the cost function is a convex function globally, i.e. has no local minima, the simple optimization algorithm like
the gradient descent method gives optimal parameters. However, as we have noted in the introductory part, energy
spectrum of a Hamiltonian is a complicated, nonlinear function of coupling constants and the cost function is not a
convex function generically. Nevertheless, as we demonstrate for the Hubbard model, if the ansatz is properly chosen
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the cost function can be made almost a convex one and we can achieve the global minimum (at least the one quite
close to that). Therefore, one possible approach to the local minima problem is to apply the sparse modeling method
discussed in appendix A and specify the proper form of the ansatz. Here, we introduce another approach, stochastic
optimization for avoiding the deadlock to local minima. We review the stochastic gradient descent (SGD) method
and its modern variant, Adam (Adaptive moment estimation), which is used in the last part of the main text.
In the framework of the stochastic optimization, we first randomly reorder the dataset and pick up only one
eigenvalue Ej . Then we update the parameters to decrease the value of
1
2 (E
data
j −Ej)2, or the cost defined from one
spectrum, by the gradient descent method. After finishing the updates for all the data, we again randomly reorder
the spectrum and repeat the same procedure. Because the parameters are optimized for a single datum at each step,
not for the entire dataset, there is no guarantee that the cost defined for the full dataset decreases monotonically but
on average it does. Due to the randomization, the SGD is more unlikely to be suffered from local minima of the cost
function, i.e. has better performance for non-convex functions than the simple gradient descent method using all the
data at once. Also we can improve the convergence of the SGD by using sophisticated optimizers such as Adam.
Adam is an algorithm for the stochastic optimization problem designed to speed up the optimization process [37].
Adam requires four hyperparameters α, β1, β2, . The detail of the implementation can be found in the literature. In
this paper, we use α = 0.001, β1 = 0.99, β2 = 0.999,  = 10
−8, which are those recommended in the original paper of
Adam [37]. We first obtain the J1 using the conventional gradient descent method with the learning rate 0.001 under
the ansatz having only the nearest-neighbor Heisenberg interaction and use the obtained J1 value as the initial value
for the full ansatz Eq. (14) (initial values for other couplings J2,...,5,K2, and K3 are taken to be zero).
Appendix C: Comment on the entanglement spectrum in the Haldane phase
In the rung-singlet phases, the Heisenberg interaction in the rung direction is antiferromagnetic. Therefore, in the
strong rung limit, the ground state is a product of spin singlets in the rung direction. Then the ES is flat and the
EH is proportional to the identity matrix. On the contrary, when the rung interaction is attractive and dominant
over the leg interaction, the ground state is a collection of spin triplets. As we have seen (and is observed in Ref. 36),
though the ground state is a collection of independent spin triplets, the ES is dispersive in this case because of the
superposition of degenerate spin triplet states.
Let us consider a ladder with L = 3 (six sites in total). If we take the quantization axis of spins in the z direction
and represent the up and down spin states using arrows, spin triplet states for a pair of spins are represented as
|Ψ−1〉 = |↓A↓B〉, |Ψ+1〉 = |↑A↑B〉, and |Ψ0〉 = 1√2 (|↑A↓B〉+ |↓A↑B〉). In the strong rung limit, we have seven
energetically degenerate eigenstates |Ψ〉± = |Ψ0〉 |Ψ0〉 |Ψ0〉 , |Ψ0〉 |Ψ±1〉 |Ψ∓1〉 , |Ψ±1〉 |Ψ∓1〉 |Ψ0〉 , |Ψ±1〉 |Ψ0〉 |Ψ∓1〉 in
the sector without total magnetization. If we take into account the translational invariance in the leg direction,
only |Ψ〉 = |Ψ0〉 |Ψ0〉 |Ψ0〉 is the momentum eigenstate as it is, and the others must form the superposition like
|Ψ〉 = 1√
3
(|Ψ0〉 |Ψ+1〉 |Ψ−1〉+ |Ψ0〉 |Ψ+1〉 |Ψ−1〉+ |Ψ−1〉 |Ψ0〉 |Ψ+1〉).
If we trace out the spins in the B leg, the state |Ψ〉 = |Ψ0〉 |Ψ0〉 |Ψ0〉, corresponding to the large-D phase, yields
the flat ES, while the others with the superposition of different spin triplets generate the dispersive ES.
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