We consider an algorithm for analyzing bifurcation structure and for branch switching in solution branches of one-parameter dependent problems. Based on Liapunov-Schmidt methods and analyses of scales of solutions, we verify the existence of bifurcating solution branches successively via truncated Taylor expansions of the reduced bifurcation equations and an enlarged system. As examples, bifurcations of semilinear elliptic di erential equations are studied on square and hexagon domains.
It is well-known that the Liapunov-Schmidt method is an e ective method for the investigation of steady state and Hopf bifurcations of (1.1) in a neighborhood of (u 0 ; 0 ). It reduces a bifurcation problem equivalently to a low dimensional system of algebraic equations, the so-called reduced bifurcation equations. Thereafter, one can utilize established singularity theory for the corresponding normal forms to derive the structure of bifurcations, see e.g. 6, 8, 16] . Often the reduced bifurcation equations are 2-determined, i.e., the quadratic terms in their Taylor expansions are su cient for a qualitative description of the full bifurcation scenario. Singularities of higher orders occur in problems with symmetries, for which the higher order terms in the Taylor expansions of the reduced bifurcation equations are calculated via two coupled iteration processes in the Liapunov-Schmidt reduction. Determinacy of the truncated bifurcation equations is monitored along the reduction, see e.g. 3, 5] . As an alternative of this method, we exploit blowing-up techniques, in particular, the scales of di erent modes in the solutions (cf. 12, 13, 9]), and unify the two successive steps in the standard Liapunov-Schmidt method. We derive an easy numerical veri cation of determinacy for a class of singularities and discuss conditions for the existence of bifurcating solution branches. For a given problem, this is done via an algorithm which checks the determinacy of truncated Taylor expansion of the reduced bifurcation equations order by order and calculates simultaneously directions for branch switching along the path following of solution curves.
Let G 0 ; D u G 0 ; : : : denote the evaluations of G; D u G; : : : at (u 0 ; 0 ). We assume that D u G 0 is a Fredholm operator of index 0 and zero is a semi-simple eigenvalue of it. For many problems the kernel of D u G 0 is one dimensional and the bifurcation scenario of (1.1) is easily available. We consider here problems with symmetries which force the zero eigenvalue of D u G 0 to be multiple. Namely, we assume that Ker(D u G 0 ) is n-dimensional and bases of the The dimension n can be generically greater than one for problems with symmetries and for multi-parameter problems. Typically for singularities forced by symmetries, the basis vectors i can be chosen on the same group orbit and h i ; j i = ij ; i; j = 1; : : : ; n; (1.3) where h ; i is a dual product on Y Y .
In Section 2 we exploit scales of solution branches and introduce an algorithm to determine the full scenario of bifurcations. As examples, we study bifurcations of a semilinear elliptic problem on square and hexagon domains in Sections 3 and 4, respectively. Symmetries of this problem make the bifurcation degenerated and determinacy of truncated Taylor expansion of the reduced bifurcation equations is available only at high order. Simpli cations of the analysis of bifurcations applying some basic group-concepts are illustrated with these examples.
Scaling Solution Branches
Owing to the Fredholm properties of D u G 0 and the semi-simplicity of the eigenvalue zero, we have Solutions of this nite dimensional system correspond in a one-to-one fashion to those of the original problem (2.2) and contain all information of bifurcations of (2.2) at (u 0 ; 0 ). On the other hand, we are interested in the solution curves (u(t); (t)) 2 X IR which pass through while if _ u(0) = 0 and _ (0) 6 = 0 hold, exchanging the parameter with some j ; j 2 f1 : : : ng (see (2.5)) yields similar conclusions as below. This and the decomposition (2. 
a solution curve of (1.1) the coe cient D u G 0 w i +D G 0 i +r i of t i vanishes for all i = 1; 2; : : :. This fact gives the following equations for w i 2 Im(D u G 0 ) and 1 ; : : : ; n ; i 2 IR; i = 1; : : : ; k Substituting it into w i , one sees that w i is a homogeneous polynomial of the degree i in 1 ; : : : ; n . In the sequel we restrict the discussion to this case (2.10).
The system (2.9c) will be used to test for the existence of bifurcating solution branches of the problem (1.1). In fact, if there is an isolated solution as a function of i , the corresponding solution of (2.9a)-(2.9b) leads to a solution branch of (1.1) passing through (u 0 ; 0 ). We use the following algorithm to nd such a solution branch of (1.1) at (u 0 ; 0 ). Step 3 For all nonsingular solutions ( 0 ; 0 ) of (2.9c) with the normalization ( 0 ) 2 = 1, calculate the corresponding solution w 0 2 Im(D u G 0 ) of (2.9a)-(2.9b) and set up nonsingular solutions (w 0 ; 0 ; 0 ; 0) of (2.12) at t = 0, i.e. (2.13). Thereafter, apply the implicit function theorem to the enlarged problem (2.12) at (w 0 ; 0 ; 0 ; 0) and obtain a unique solution branch (w(t); (t); (t); t) passing through (w 0 ; 0 ; 0 ; 0) at t = 0, correspondingly, a solution branch of (1.1) across (u 0 ; 0 ).
Step 4 Solve k?1 as a polynomial of 1 ; : : : ; n and substitute it into the system D u G 0 w k + D G 0 k = ?r k h j ; w k i = 0; j = 1; : : : ; n;
and solve it for w k . If no real solutions are available, stop and (1.1) has no solution branches of the form (2.7) at (u 0 ; 0 ), otherwise, let k = k + 1 and go back to Step 1). For simple algebraic problems w i can be calculated analytically, e.g., via computer algebra packages. For di erential equations numerical solution is much more e cient and often the only possibility. On the other hand, note that as polynomials of , the structure of r i and w i are identical. By examining the structure of r i one obtains from (2.9) linear equations for the coe cients of the polynomial w i , which are then solved numerically. In fact, solving (2.9) e ectively requires combinations of numerical and computer algebraic methods. In particular, if the problem (1.1) has some equivariant properties, the computational work for solving (2.9) can be greatly reduced by a systematic application of group-theoretic methods, see e.g Ashwin/B ohmer/ Mei 3] .
Obviously, if the problem (1.1) is nitely determined and the condition (2.10) holds, then a solution curve (u(t); (t)) of (1.1) satis es (2.12) for appropriate k. Since the solution curve (u(t); (t)) is represented via w(t); (t); (t) which are in turn nonsingular solutions of the enlarged system (2.12), numerical path following can be done directly on (2.12) to trace the solution branch through the bifurcation point (cf. Allgower/Georg 4]). This allows one to switch the path following easily from one branch to another, since they correspond to di erent solutions of (2.12), in particular, at the starting point t = 0 (cf. Mei 12, 14] ). Our numerical experience on reaction-di usion problems indicate that path following in (2.12) can be done for rather large ranges of t, though it is advisable to switch back to original problem once outside of bifurcation point to save computational work.
Remark 2.1: If it is known in advance from either symmetries of the problem or its nonlinearity that a determinacy is possible only for k greater than certain minimum order k 0 , then one can start the iteration with an appropriate large value k in the ansatz (2.7) and consider the equations (2.9) for i = 1; : : : ; k, the enlarged system (2.12) in one step. In such a way the iteration is done simultaneously for a few steps before increasing the orders of k, see Section 4.
Simple bifurcations
Generically the null space Ker(D u G 0 ) is one-dimensional for one-parameter dependent prob- is satis ed, the problem (1.1) has two solution branches passing through (u 0 ; 0 ). These solutions are of the following form under the condition (2.16a) u(t) = u 0 + t 1 (t) 1 is a nonsingular solution of (2.13) for k = 2 in the sense that D (u; ; ) F is nonsingular. In (2.12) with k = 2, applying the implicit function theorem to F, we obtain a unique solution curve of (2.12) passing through (w 0 ; 0 1 ; 0 1 ; 0). This gives via (2.7) a bifurcating solution branch of (1.1) at (u 0 ; 0 ). Note in (2.7) 1 is multiplied by t which changes signs as it passes 0. Solutions induced by (w 0 ; 0 1 ; 0 If a = 0, solutions of (2.14a) consist of curves: The rst solution leads to a nonsingular solution of (2.13), which in turn yields a solution branch of (2.12) and correspondingly a solution branch of (1. This is in fact a functional di erential equation, because the right hand side is a cubic polynomial in 1 ; 2 with coe cients as functions in spaces variables x; y. Although for homogeneous Neumann boundary conditions it is still possible to solve this equation analytically, the calculations are cumbersome. Especially symbolic calculations via computer algebra in this case is rather time and storage consuming. We solve (3.9) numerically. Note that the equation for all w i is linear and of the same structure for i = 2; : : :. Moreover, the D 4 symmetry and its induction in ( 1 ; 2 ) can be utilized in the numerical approximations. On the other hand, since the analytical results for w 2 are available (cf. Mei 14] ), we use it to calculate the right hand side of (3.9) and to check the reliability and the accuracy of numerical methods. To this end, let us rewrite the right hand side of (3.9) and the unknown with i = 4, we obtain corresponding solution branches of (3.1) bifurcating at (u 0 ; 0 ). If the equation (2.9c) still has degenerate solutions, the fth order i = 5 needs to be considered.
Since the discussion is similar as above except more calculus is involved, we use the following example to illustrate the idea. Table 1 : Numerical values of the coe cients in the reduced bifurcation equations of a elliptic PDE on the unit square.
where the values of a h ; b h ; c h for di erent meshsizes are given in the Table 1 .
One sees immediately from (3.10) that the inequality > 0 holds for nontrivial solutions.
With the normalization = 1, the system (3.10) has 8 real and isolated solutions We are interested in the behavior of (4.1) at the corank-2 bifurcation point (u 0 ; 0 ) := (0; 2 ) = (0; 17:98). Since the Laplacian on the hexagon with homogeneous Dirichlet boundary conditions is self-adjoint under the L 2 -product, the decomposition (3. 
