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ABSTRACT 
Designing suitable tools for the turning operation is of vital interest to manufacturers. The 
tool inserts used nowadays adopt complex geometric shapes. A question facing many 
manufacturers is how to effectively design complex shaped tool inserts and how to prove the 
validity of such design. One of the important criteria for selecting inserts is the ability to 
control ciiip formation and chip breaking. 
The research work described in this dissertation attempted to bring innovation into the 
cutting tool insert design process by using feature-based modeling and by proposing a 
predictive chip model and integrating it into the design process. Such model integration 
makes the tool insert design a much more effective process and also enhances the decision­
making required in insert design 
A new 3-D kinematic chip model was developed to depict chip behavior in a complex 
groove insert. The model derived showed the analytical relationships between chip shape 
parameters and chip motion parameters. This dissertation explained how the kinematic model 
could be modified to take into account all possible 3-D complex groove shapes. A 
mathematical model was also developed from experimental data to serve the ciurent need for 
cutting tool design. 
Other research work presented in this dissertation is the simulation of the machining 
process in a virtual environment. The virtual machining simulation can be of great benefit for 
researchers in manufacturing to use the platform as a testbed for product development and 
testing. 
1 
CHAPTER 1 INTRODUCTION 
1.1 Scope of the dissertation 
Machining is a key activity in a manufacturing environment. Within machining 
processes, the lathe turning operation is a major component of the manufacturing process. 
Designing suitable tools for the turning operation is of vital interest to the manufacturers. 
With the advance of machining technology, and especially with the introduction of high 
speed cutting, the requirements of cutting tools have become more demanding than ever 
before. The tool inserts used nowadays adopt complex geometric shapes. A question facing 
many manufacturers is how to effectively design complex shaped tool inserts and how to 
prove the validity of such design. 
Modem CAD tools are quite powerful in assisting with design visualization. These 
software packages, however, have no knowledge of the functionality of a specific design. 
They are actually "blind" in such areas. It is up to the designer to classify the functional 
requirements for the parts and calculate (if possible) the design parameters. When the CAD 
tools are used to perfomi complex geometric design of cutting tool inserts, it is very 
troublesome for the CAD tools to create insert shapes and it is very difficult for the designers 
to modify once a design is created. The motivation here is to find a way to systematically 
approach the problem of complex geometric design of cutting tool inserts and find a 
convenient and customized solution to it. 
An advanced uimianned manufactiuing process demands tool inserts that can ensure high 
quality products and low cost. One of the important criteria for selecting inserts is the ability 
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to control chip formation and chip breaking. Metal chips from the cutting process have been 
a major problem in unmanned machining. If the cutting tool insert design process can 
somehow predict the chip formation performance of the insert being designed, only valid 
designs would be allowed to come through. Thus, the design process would avoid many days 
of trials and errors and become an intelligent process. What is needed, then, is a prediction 
algorithm for chip formation based on complex insert geometry. Once this algorithm is 
developed, it also needs to be successfully integrated into the design process. 
The research work described in this dissertation attempted to bring innovation into the 
cutting tool insert design process by using feature-based modeling and by proposing a 
predictive chip model and integrating it into the design process. Such model integration 
makes the tool insert design a much more effective process and also enhances the decision­
making required in insert design 
Other research work presented in this dissertation is the simulation of the machining 
processes in a virtual environment. Prior to actual machining, an effective platform is needed 
to demonstrate current understanding of the process and to simulate the execution of different 
manufacturing tasks. If this platform can perform correctly or at least as accurately as 
possible compared to the real machines, it can be a great benefit for researchers in 
manufacturing to use the platform as a testbed for product development and testing. The 
design and implementation of such platform is discussed in this dissertation. 
This dissertation is divided into seven chapters. Chapter 1 introduces the scope of the 
dissertation and provides some background on cutting tool design and design theories. 
Chapter 2 focuses on the introduction and literature review of chip control Chapter 3 
analyzes 3-D chip formation for complex groove tools and establishes a prediction model for 
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chip formation. Chapter 4 integrates the model ia complex geometry design of tool insert. 
Chapter 5 reviews virtual reality (VR) in manufacturing. Chapter 6 proposes VR as an 
testbed for chip control simulation and Chapter 7 will discuss all the conclusions from the 
research work. 
1.2 Background of the cutting tool design 
The sole purpose of a cutting tool is to remove material using its cutting edge. This 
process is referred to as the machining process. The machining process involves not only the 
cutting tools, but also the tool holder, the workpiece and the cutting conditions. All of these 
together contribute to the quality of the final product. A successful design of cutting tools for 
the turning operation requires a complete understanding of cutting tool function and its 
geometry. The cutting tool design diagram is shown in Fig. 1.1. 
As shown in Fig. 1.1, cutting tool design has always involved material design and 
geometric design. Material design includes material properties, such as material life, strength, 
hardness and so on. These directly determine the maximal allowed cutting conditions (i.e., 
maximal cutting speed, maximal cutting forces, etc). Geometric design of tool insert deals 
with basic geometry of an insert (i.e., nose radius, rake angle, etc). Tool geometry plays an 
important role in product quality. The aim of geometric design is to provide a tool insert that 
has optimal finish quality on a workpiece. 
4 
C Tool Insert Design 
MateriaT^^ 
Material selection Processing 
Heat treatment Coating 
V 
Macro size Micro surface feature 
I I 
Nose radius, Groove, top feature, 
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Depth of cut 
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consumption 
Tool 
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Tool life Chip breaking 
V' 
Machining performance 
Fig. 1.1 Cutting tool design diagram 
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1.2.1 Cutting tool geometry 
Since the introduction of cutting tools, they have experienced several stages of 
development, from basic flat rake face tools to 2-D modified tools and then to complex 3-D 
tools. 
1.2.1.1 Basic single-point tools: flat rake face 
The basic shape of a single point cutting tool is shown in Fig. 1.2. As Fig. 1.2 shows, 
main sections of a tool are face, nose, heel, shank and the cutting edge. The shank is the part 
of the tool on which the tip is supported. The cutting edge is the portion of the face along 
which the chip is separated from the workpiece. For common tools, the cutting edge is 
composed of the side cutting edge, the nose radius, and the end cutting edge. The flank is the 
end surface adjacent to the cutting edge. In the early days of cutting practice (before 1950s), 
the tool rake face was a simple flat shape. 
Face 
Hani 
N( 
Cutting edge \ Shank 
Heel Base 
Fig. 1.2 Basic single-point cutting tool geometry 
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Cutting tools are usually divided into two categories: left-cut and right-cut. On a left-cut 
tool, the cutting edge is on the left side when viewed face up from the point end of the tool. 
Respectively, a right-hand tool's cutting edge is on the right side. 
A single-point tool has several basic tool angles that are important in the metal-removal 
process: back rake angle, side rake angle, end relief angle, side cutting edge angle and end 
cutting edge angle. The angles are illustrated in Fig. 1.3. Each tool angle plays a different 
role in the cutting process. 
As Fig. 1.3 shows, the back rake angle is the angle between the face of the tool and a line 
parallel to the base of the shank. Variation of the back rake angle affects the direction of chip 
flow, chip contact length and cutting forces. 
The side rake angle is defined as the angle between the tool face and a plane parallel to 
the tool base. This angle is related to cutting forces, tool life and surface finish. 
End cutting edge angle 
Cutting edge 
Side cutting edge angle 
Side relief 
angle 
End relief 
angle 
Fig. 1.3 Basic tool angle of a single-point tool 
7 
The end relief angle affects the tool tip strength, which determines the tool wear and tool 
life. 
Side cutting edge, end cutting edge and nose radius make up the cutting edges of a 
cutting tool. The two cutting edge angles determine how the edges are blended together. 
1.2.1.2 Modified tools: 2-D modification 
As a flat rake face tool had a short life and poor chip control performance, it could not 
satisfy the need for high volume and automatic production. Manufacturing operators realized 
the troubles with cutting tools at high volume production (Kauffman, 1954). Because of the 
need for increased cutting speed and feed rate, modifications were made to reduce cutting 
forces, extend tool life and improve chip control. 
As the machining practice improved, some cutting tools began to use chip breakers. A 
chip breaker is a step or groove in the face of a tool or a separate piece attached to the tool in 
order to cause the chip to break up or curl properly. The 2-D modification of cutting tool 
referred to simple chip breakers because the chip breakers' cross-section were approximately 
uniform throughout the cutting edge. The typical chip breaker shapes for 2-D modifications 
are shown in Fig. 1.4. 
During the 1950s, researchers started doing the chip flow and chip breaking analysis (ten 
Horn, 1954 and Henriksen, 1954). Some results of this early research are still used in today's 
chip control practice. 
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(a) Obstruction type chip breaker 
Clamped-on type Integral type 
(b) 2-D groove section 
I 1"^  
Reduced backwall Typical groove Raised backwall 
Fig. 1.4 Typical shape of 2-D modified cutting tool 
1.2.1.3 Complex tool inserts: 3-D modification 
Since the 1950s, indexable metal cutting inserts have become widely used. In this kind of 
tooling configuration, a tool holder and a tool insert are used together. 
The tool holder provides some basic geometry similar to that shown in Fig. 1.2 and Fig. 
1.3, while the tool insert determines the shape of the cutting edge and the chip breaker. The 
tool insert usually has multiple cutting edges to increase the life of a single insert. This 
configuration increases productivity by enabling the operator to easily change inserts without 
needing to calibration of the machine tool. This configuration also helps reduce operating 
costs because tool inserts cost less than single-body tools. 
Much research has been conducted to study the dynamic model of the cutting process, 
especially the chip formation and chip breaking process. Some researchers have also studied 
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the effects of different geometrical shapes towards cutting forces and chip control. More 
detailed discussion of this previous research will be provided in Chapter 2. 
Modem cutting tool inserts usually have molded-in chip breakers. There is no need for 
separate clamped-on type chip breakers. The groove geometry gets more complex as it 
includes variable groove profiles and variable rake face profiles. On some tool inserts, small 
extrusions work as obstruction type chip breakers. These geometric variations may work in 
combination to optimize the chip control result. Fig. 1.5 shows some complex tool insert 
configuration. 
The design of complex shape inserts becomes a challenging task for designers as the 
selection of geometry relies heavily on the experience of the tool designer. Because there is 
no CAD program to hasten the creation and modification of insert design, it is an art to 
design an effective insert. 
r \ ' 
Fig. L5 Complex 3-D insert designs 
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1.2.2 Cutting tool material design 
Tool material must be carefully chosen in relation to the workpiece material to be 
machined, the machining condition (feed, speed and depth of cut), the kinematics and 
stability of the machine tool and required surface finish quality. The tool material will also 
influence the tool life and production costs. 
There are three criteria for material selection: high-temperature physical and chemical 
stability, abrasive wear resistance, and resistance to brittle fracture. These criteria can be 
expressed as thermal behavior, hardness, and tensile strength. A given type of material tends 
not to perform highly in all three areas. For example, if a material performs well on one 
criterion, it is unlikely that it performs highly in both of the others. This variability among 
material types is why it is important for designers to carefully select tool material for 
particular machining need. 
The following are the major cutting tool materials, listed in order of increasing hardness 
and decreasing tensile strength: carbon steel, high-speed steel, cast alloy. Tungsten carbides, 
cermets, Titaniumi carbides, ceramic, polycrystalline diamond and cubic Boron Nitride, and 
single crystal diamond. For example, the first generation tool material is High-speed steel. It 
is still used in some areas. Tungsten carbides have been used for at least 50 years. Their 
ability to combine high strength and hardness with excellent thermal shock resistance made 
them highly successful as cutting tool material. By varying the cobalt level, the relative 
balance of tool toughness and hardness can be modified. 
Cermets are metal bonded materials containing a very high proportion of cubic carbides 
(especially TiC), and often employ significant quantities of NI. Cermets are primarily used 
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for light cuts at relatively high cutting speeds on cast iron and steel. Ceramic (AI2O3) tools 
have proven to be of greatest usefulness in machining cast iron and hard steel. 
Modem carbide tools are often coated. Coating can improve the hardness and surface 
properties of the cutting tool inserts. A thin coating of hard, chemically inert and lubricious 
compounds can be applied to the surface of cutting tools. The coating compounds are usually 
a combination of TiC, TiN and AI2O3. There are two basic coating methods: chemical vapor 
deposition (CVD) and physical vapor deposition (PVD). CVD done in gases of 1000 degrees 
Celsius; PVD tools are treated at around 400 degrees Celsius. 
With all the materials and techniques, the material design of cutting tools requires 
designers to consider cutting conditions and tool geometry in order to choose appropriate 
material. Material properties can also influence the cutting forces and the chip formation 
process during machining. As material technology advances, material design can be satisfied 
with the selection of commercial material products. 
1.3 Development of the design theories 
Engineering design is an art. It is an art because it requires someone special to put things 
in order, especially when there are not many rules that can help with the designing process. 
Designing is an information transformation process that converts the requirement information 
into design parameters. 
Designers have tried hard to make the designing process a science rather an art. 
Researchers have always tried to find ways to develop a system of rules and theories that 
may facilitate the designing process. The development of computer-aided design over the last 
40 years has driven even more engineers to examine this information transformation process. 
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Suh (1977, 1982) first discussed the different design spaces and introduced the axiomatic 
design theory. The axiomatic design theory used the concepts of functional requirements and 
design parameters. Suh argued that a design process should map the functional requirements 
to various design parameters. He initially proposed seven axioms, which he later reduced to 
two axioms: tirst, maintain the independence of functional requirements; second, minimize 
the information content. Suh's axioms also set forth rules for information transformation. 
To use Suh's theory in design automation, the functional requirement (FR) need to be 
mapped into some design parameters (DR). This mapping was not widely discussed in the 
axiomatic design theory as the axiomatic design focused only on the meta-processing. 
Mapping between FRs and DRs is actually the most difficult part of a designing process. 
Determining how to define FRs and DRs is another problem with the axiomatic design. 
Takeda (1990) moved towards building a computable design process model; such a 
model is a prerequisite for realizing intelligent computer-aided design systems. The concept 
of meta-model was used by Takeda in describing the evolutionary nature of design. Stepwise 
refinement and model evolution were discussed. The evolutionary design cycle is shown in 
Fig. 1.6. Shimomura et al, improved the model to a fiinctional evolutionary process model 
(1998). 
Kirschman (1998) described the decomposition process of design. He proposed that 
based oa mechanical functions, FRs should be decomposed into taxonomy. With such 
taxonomy in place, rather than an exhaustive search process of possible parameters, a simple 
set of generic forms may be used to represent the necessary design concepts. Design can then 
be effectively accomplished. 
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Decision 
Development 
Suggestion 
Awareness of problem 
Evaluation 
Fig. 1.6 Evolutionary design cycle 
Other designers regard the design process as a decision-making process. Every choice 
that a designer makes is a decision. A successful design process requires correct decisions. 
As the design process becomes automated, one key question that arise is how to make the 
decision-making intelligent. Intelligent decision-making processes often involve AI 
technologies, such as neural networks and fuzzy logic. 
Up to now, design is still by and large an art rather than science. Despite attempts by 
researchers, computers are still not intelligent enough to fully automate the design process. 
With some theories in place, previous research has, however, made it easier to identify the 
needs of a particular design. 
In the particular design problem of cutting tool insert, complex geometry and design 
validation could be achieved using a systematic approach. The systematic approach views the 
design process as a combination of many small decision-making steps. Each step contributes 
to a bit of information to the final design model Through modeling the design process. 
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suggestions are made to improve the performance of the design process. The goal is make the 
design process closer to a science. 
15 
CHAPTER 2 LITERATURE REVIEW ON CHIP 
CONTROL 
Chip forming and chip breaking are important processes of metal-cutting. Many 
researchers have studied various aspects of the processes in attempts to model them and to 
direct the results into cutting tool design. Chip control has become a crucial criterion in the 
performance judgement for a cutting tool design. This chapter looks at research achievements 
in the chip control field and indicates the need for fijrther study. 
2.1 Chip control importance 
Before the 1950s, machining practice had aimed at improving productivity by focusing 
on high cutting speed, high feed and high machine tool accuracy. Chip control was rather 
neglected until problems came up with machining automation (Kauffman, 1954 and ten 
Horn, 1954). In an unmanned automatic machining, any chip tangled on the machine would 
delay production and might cause serious damage to both the workpiece and the cutting tool. 
These undesirable results made researchers realize the importance of chip control. 
Chip control is vital to manufacturers' interests because unwanted chips may cause 
several problems: (Jawahir, 1993; Shaw, 1984) 
• Personal injuries (in a manual operation); 
• Poor surface finish quality and workpiece damage; 
• Damage to cutting tools and machine tools; 
• High cutting forces, high tool temperature, excessive tool wear and shorter tool life; 
• High volume of chips produced; 
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• Delay in production and increase in production costs. 
Owing to all the above factors, more and more attention has been focused on the subject 
of chip control. There are many approaches to this problem. Some researchers have tried to 
understand the complicated mechanics model of the metal-reinoval process, such as Johnson, 
Usui and Oxley, while others have studied the role of tool geometry in chip formation, such 
as Nakayma and Jawahir. All these efforts, theoretical and experimental, work towards a goal 
of total chip control in machining. The following sections will introduce development in chip 
formation and chip breaking, and then discuss the research work in chip control. 
2.2 Basic chip forms 
When the cutting tool removes a layer of work material from the workpiece, the removed 
material forms cutting chips. Due to the characteristics of work material, cutting chips come 
in different forms: continuous chips, segmented chips and elemental chips. Continuous chips 
are the result of stable metal deformation. The segmented and elemental chips are often 
referred to as discontinuous chips. Discontinuous chips exist when material like cast iron is 
cut. Some chips may be something in between these forms, such as a wavy chip with no 
constant thickness. Continuous chips are produced in steel cutting. 
The shape of a continuous chip is influenced by many factors. When a flat-faced tool is 
used, the chip would have motions as shown in Fig 2.1. The chip has one linear velocity and 
two angular velocities (Nakayama et al., 1978). Any freely-shaped chip can be constructed 
with these motions. When a helical chip is uncoiled by removing the up-curling, it becomes a 
circular chip. When the circular angular velocity equals zero, the chip becomes a straight 
chip. 
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Z 
Tool face 
CO 
Fig. 2.1 Motion of chip on a flat face cutting tool 
The values of angular velocities are given as Eq. 2-1 and Eq. 2-2. Their motions are 
illustrated in Fig. 2.2. 
Vg COST],  
° p ' (2-1) 
V 
G?,=— (2-2) 
where /?„ is the up-curl radius, Rs is the side curling radius, Vb is the speed of chip flow and 
//s is the chip (side)flow angle. The angular velocities forms Oi, while the angle between du 
and X is obtained by Eq. 2-3. 
tan0=-^ = —^ (2-3) 
R, cos;?. 
The helical chip resulting fronoi the motions is determined by radius R (Eq. 2-4) and pitch 
/^(Eq.2-5). 
IS 
0 V COS % 
0 
Up-curl Side-curl 
Fig. 2.2 Up-curling and side-curling effect of free chip from flat face cutting 
R=. l -s ir i '  i j^cos '  9  
{cosnJRJ-+il /Ry 
_ 2;!/? sin 77^ cos 6 
^l-sin"/7, cos"^ 
(2-4) 
(2-5) 
These basic chip forms are considered free if they do not hit any obstacles. Usually, the 
chip will meet obstacles such as a chip breaker and become a forced chip. The model 
described above is for a flat face cutting tool. With complex tool geometry, other motions 
like twisting are included. The effect of twisting will be described in section 2.5. 
2.3 Chip formation: chip flow and chip curling 
In a cutting process, the chip moves across the tool face. Most research to date deals with 
orthogonal cutting conditions. When a tool face is perpendicular to the cutting speed and the 
depth of cut is at least five times the feed rate, the cutting is considered as orthogonal cutting. 
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Otherwise, it is considered as oblique cutting. Under orthogonal cutting conditions, the width 
of the chip is equal to the undeformed chip width. The undeformed chip thickness 
corresponds to the feed rate while the depth of cut corresponds to the chip width. 
There are two basic chip flow modes in a cutting process: chip side-flow and chip back-
flow. Chip side-flow is viewed in the tool face plane, and chip back-flow is viewed in the 
plane perpendicular to the cutting edge. Chip back-flow is also known as chip streaming. The 
result of chip flow is chip curling. Similar to chip flow, there are two chip curling modes: 
chip side-curl and chip up-curl. Chip side-curl happens in the same plane as chip side-flow 
and chip up-curl is in the plane as chip back-flow. Both chip flow and chip curling modes 
have been studied in detail by various researchers. The next section summarize key elements 
of this research. 
2.3.1 Chip side-flow and chip side-curl 
In a cutting process, the chip always leaves the cutting edge at some angle to the cutting 
edge. This occurrence is known as the chip side-flow and had been studied by several 
researchers. Colwell (1954) used a cutting edge method to analyze the chip flow. His analysis 
showed that the chip flows approximately perpendicular to the chord representing the major 
axis of the cut. Fig. 2.3 shows Colwell's method of determining the chip flow angle for nose 
radius tools. 
If the side cutting edge angle C is zero and the depth of cut d is greater than the nose 
radius r (as shown in Fig. 2.3 (a)), then chip side-flow angle ijs is given by Eq. 2-6. 
-i,r+ 112, 
=tan (—-—) 
^ (2-6) 
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d 
Chip flow direction 
feed 
f Chip flow direction 
Rcos{ sin''(r-d)} f /2  
(a) when d>r when d<r 
Chip flow direction 
(c) general case 
Fig. 2.3 Colwell's method of determining the chip flow angle for nose radius tools 
where //j is measured from the axis perpendicular to the cutting edge,/is the feed rate, r is 
the nose radius of the cutting tool 
When the depth of cut is small enough compared to the nose radius r (as shown in Fig. 
2.3(b)), then the flow angle can expressed as shown in Eq. 2-7: 
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. ,Alrd-d-)"-  ^ f l l ,  
= tan ^i } 
^ (2-7) 
For a general case, where the side cutting edge angle is other than zero and the depth of 
cut is greater than the nose radius (as shown in Fig. 2.3 (c)), the chip side-flow direction can 
be expressed as in Eq. 2-8. 
_i ,fl +b+ / /2, 7,= tan '{ —} 
a 
-i .dianC+rtanin/4-C/2)+ f /2, 
= tan '{ —} 
d (2-8) 
Stabler (1951 and 1964) also analyzed important angles in the cutting model, including 
the side-flow angle. He examined ±e velocity and force diagrams for oblique cutting in 
Merchant's shear theory, which led to some fundamental machining equations. 
Okushima and Minato (1959) suggested that the chip flow is the actual result of each 
particle that passes into the chip from the workpiece to flow perpendicular to the edge that 
cut it. They assumed that the chip would take up a flow direction that was the average of the 
directions of its constituents, as shown in Eq. 2-9. 
_ \nsi^')£is 
' (2-9) 
where ds is a small length of the cutting edge and is the local chip flow angle of the 
corresponding chip element leaving that portion of the edge. 
Spaans (1971) reviewed all these methods and derived an empirical equation to predict 
the chip flow angle. Young et al. (1987) studied the nose radius effects for oblique cutting 
and derived an equation for predicting the resultant friction force on the tool face. Through 
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analytical worlc and experiments, he showed that the frictional force on the tool face was 
directly associated with the chip flow. 
The chip side-curl does not happen in every cutting condition. Nakayama (1972) and Van 
Luttervelt (1976) pointed out some factors that produced side-curl: 
• the cutting edge is not straight; 
• the primary motion of chip is not rectilinear; 
• the cutting edge is not perpendicular to the primary motion; 
• the chip compression rate varies along the chip width. 
It has also been proven that the chip side-curl is influenced by the chip contact length. 
Van Luttervelt (1989) further studied the chip side-curl effect. His experimental work 
showed a direct relationship between the chip side-curl radius and the chip side-flow angle. 
Nakayama (1992) developed the chip form diagram that presented combined effects of chip 
up-curl and side-curl. Yet, he could not theoretically derive the side-curl curvature because of 
a lack of comprehensive understanding of its physical model. 
2.3.2 Chip back-flow and chip up-curl 
Chip back-flow and chip up-curl are closely related subjects. The following subsections 
will introduce current understanding of them in detail. 
2.3.2.1 Chip back-flow 
Chip back-flow or chip streaming is probably the subject that attracted most studies in the 
chip formation process. As show in Fig. 2.4 (a), the chip will keep moving on the tool rake 
face for a while before it starts curling. The natural contact length between chip and tool face 
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is h. When a tool is designed to liave a shorter contact length than the natural contact length 
as in Fig. 2.4(b), the chip will flow towards the tool groove at an angle. This effect is called 
the back-flow or chip streaming. The angle is, therefore, called the back-flow angle or the 
streaming angle. The chip back-flow angle ;7b is defined as the angle between a plane 
perpendicular to the cutting speed and the chip flow direction after restricted contact. 
Johnson (1962) presented the first slip-line field model and the corresponding hodograph 
for orthogonal machining with a restricted contact tool. Usui et al (1963,1964) also worked 
on this subject. Usui and Hirota (1978) used cutting model and the energy methods together 
in predicting chip foniiation and cutting force. Jawahir and Oxley (1988) found the equations 
of chip-back flow angle towards the cutting conditions and tool geometry. However, the 
results of the theoretic studies were not satisfactorily matched with the experimental results. 
(a) Chip flow with natural contact (b) Chip flow with restricted contact 
Fig. 2.4 Chip streaming effect on a cutting tool face 
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2.3.2.2 Chip up-curl 
The chip up-curl is due to the fact that the chip velocity is not constant across the chip 
thickness. In a machining process, chips will curl up and away from the tool surface. This 
creates the chip up-curl effect. Henriksen (1954) first studied the geometry of chip up-curl 
curvature in relationship to the chip breaker geometry. He concluded that the radius could be 
calculated as shown in Eq. 2-10, 
B=w^/2h-f-h/2 (2-10) 
where B is the chip up-curl radius, w is the width of chip breaker and h is the height of the 
chip breaker. Henriksen's model is shown in Fig. 2.5. In the model, Henriksen omitted feed 
even though his experimental results showed the radius is related to the feed rate. 
Fig. 2.5 Henriksen's chip up-curl model 
Despite its inaccuracy, Henriksen's model is the mostly widely used model when 
calculating the chip up-curl radius. Using a similar approach, Nakayama (1962) defined the 
chip up-curl radius for obstruction type tool as shown in Fig. 2.6 (a) and Eq. 2-11. 
R=(W-L)cot(6/2) (2-11) 
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where R is the up-curl radius, W is the length between tool tip to the chip breaker, and L is 
the chip-tool contact length. Nakamura (1982) defined the chip up-ciu:l radius for a groove-
type breaker. The tool is shown in Fig. 2.6 (b) and Eq. 2-12. 
R=H/2 + W^/(8H) (2-12) 
V % 
w 
(a) Obstruction type tool (b) Groove tool 
Fig. 2.6 Chip curl models developed by different researchers 
Experimental results showed that chip thickness is an important factor in chip curl radius. 
Trim and Boothroyd (1968) took the chip thickness into consideration and found that 
R=H/2WV (8H) (2-12) 
R= (W-t)-/(2h) +h/2 (2-13) 
where W is the width of chip breaker, h is the height of it, and t is the chip thickness. 
Worthington (1975 and 1976) and Worthington and Rahman (1979) proposed a new 
model that included chip thickness: 
K=(h-hs) (R-Rmin) (2-14) 
where h is the undeformed chip thickness, hs is the undeformed chip thickness at which its 
value equals the length of the sticky friction zone, R is the chip up-curl radius, Rmin is the 
minimum value of chip curl radius for a particular groove configuration, and K is a constant 
determined by the equation. R can be derived as follows. 
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R = b/C(h-ab)+W*2"^ /2 (2-15) 
where a is a constant determined by work material, b is the restricted contact length and W is 
the groove width. 
There are many researchers who worked on chip back-flow using a slip-line field model 
and tried to get the radius through calculating chip streaming angle. Van Luttervelt (1976) 
introduced the concept of "dead zone" in the chip formation and predicted the chip flow 
radius for machining operations at a small diameter. Zhang et al (1989) examined the 
theoretical calculation of the naturally curling radius of a cutting chip using the slip-line 
model. Such a model could be modified to include rake face boundary conditions to simulate 
chip curl in other tool faces. Shi and Ramalingam (1991 and 1993) reviewed previous slip-
line models and used a new slip-line solution to calculate chip geometry from a groove tool. 
Liu et al. (1995) worked on their slip-line field model for prediction of chip curl radius. 
2.3.3 Other research work on chip formation 
Considerable efforts have been expended on developing the theory of chip formation. 
The number of approaches used indicates that the task was not an easy one and in each 
subsequent attempt, the approach was changed somewhat by each researcher in the hope of 
obtaining better agreement of theory with experiment. The next subsections are research 
work on theoretical and experimental work related to chip formation. 
2.3.3.1 Cutting forces models 
Cutting forces have always been essential to machinability and tool life. They even affect 
the chip formation process and chip breaking. Many models have been developed for cutting 
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forces; These models attempt to establish the relationships between the cutting forces and the 
resultant chip formation parameters, like chip flow angle. 
Albrecht (1961) introduced the concept of ploughing into the metal-cutting process. 
Under this approach, the chip formation mechanism showed that increased bending action at 
shear zone reduces the shear angle. 
Oxley (1961) and Yellowley (1983) worked on orthogonal cutting with restricted tool-
chip contact. Venu Vinod et al. (1978) and Rubenstein et al. (1986) analyzed the oblique 
cutting with controlled contact tools using mechanics analysis. Mesquita and Barata Marques 
(1992) described a method for predicting cutting forces on a parallel-groove type chip 
breaker. The model considers the ploughing effect, chip-breaker geometry and the effective 
side-rake angle. Their results showed a good match between theoretical prediction and 
experiments. Sikdaret al. (1991) used statistical analysis to determine the variation of the 
geometrical and process parameters on the chip reduction coefficient, chip contact length and 
the cutting forces. 
2.3.3.2 Chip formation for special tool shape 
Due to different tool use, many forms of cutting tools are available. The cut-off tools 
perform considerably different than indexable tool inserts. Usui and Shaw (1962) 
experimented with the cutting of free machining steel and analyzed the effects of cut-off 
tools with reduced contact length. Rotberg et aL (1991) studied this special case of machining 
in chip forming and chip flow. 
Armarego (1966) developed models for symmetrical triangular cut. Annarego and 
Wiriyacosol (1978) investigated oblique machining V grooves with triangle form tools. They 
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developed two oblique cutting analyses and also identified and designed the fundamental tool 
angles for oblique machining with form tools. 
2.3.3.3 Cutting tool temperature 
Cutting tool temperature is a factor that influences cutting tool life and the chip curl 
effect. It has been difficult to study due to lack of heat-sensitive equipment and 
computational complexity. In an early attempt, Wright et al. (1980) experimented with the 
cutting tool temperature distribution and compared that with theoretical results. Later, Sadik 
and Lindstrom (1993) analyzed the role of tool-chip contact length in the cutting process, 
especially the cutting forces, flank wear and tool temperature. Venkatesh et al. (1993) studied 
the chip surface characteristics and foimd that color can be used to identify the temperature 
of chip and strains. In these studies, there is still far from a clear understanding of the effect 
of temperature on the chip formation. 
2.3.3.4 Chip formation with different material 
Until present, the majority of chip formation research used medium carbon steel as the 
testing material, and tried to improve models to make results in agreement with testing on the 
medium carbon steeL However, with the extensive use of other metals in the industry, it has 
become urgent to study the behavior of metal cutting with materials other than steels. 
Trigger and von Turkovich (1963) presented metal-cutting data for the high-speed 
machining of copper and aluminum. They foimd that cutting behavior is influenced by the 
purity of work material, its initial temperature and the tool-chip contact length. Mittal et aL 
(1980) modeled deformation of aluminum with high speed steel tools. 
In aluminum alloy cutting with a flat rake face cutting tool, Strenkowski and Moon 
(1990) simulated orthogonal metal cutting with an Eulerian finite element model. The model 
can predict chip geometry and temperature distribution in the workpiece, chip, and tool 
without the need for empirical data. The tool-chip contact length can also be found, as can 
the characteristics of the flow field in the vicinity of the tool. Similarly, Ueda and Manabe 
(1992) used the Rigid-Plastic Finite Element Method (RPFEM) to simulate the chip 
formation mechanism of amorphous metals. 
The study of chip formation makes it possible to understand the exact process that a chip 
is formed. The research work in this dissertation used previous research as a basis for 
building 3-D chip models for complex groove tools. The 3-D chip model can be used in the 
design process to predict possible chip forms for a complex groove insert design. 
2.4 Chip breaking 
Chip breaking is a relatively neglected subject within chip control. The chip breaking 
mechanism is not clear as yet. It may be a result of chip/workpiece surface contact and 
chip/tool face contact. Yet, some researchers have considered that chip vibration may 
contribute to the breaking. Others even considered chip weight as a factor of chip breaking. 
Nakayama (1960) introduced the very first criterion of chip breaking. He asserted that a 
chip, which was bom with a radius of Ro, would be broken up if the strain of its skin reaches 
the maximum elongation of the chip material. The condition will be 
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where £ is the strain at which the chip material is ruptured, f is the chip thickness, and Re is 
the maximum radius of curvature when the point of chip reaches the bottom of the tool 
shank. Eq.2-16 applies to chip breaking in two dimensional curling and was later modified to 
Eq. 2-17. 
(2-17) 
RQ /?^ 
Nakayama et al. (1981) studied a special means for breaking thin chips, using a cutting 
tool with curved rake face. This type of tool is especially important to produce thin chips in 
finish turning, face, and fine boring operations. They discussed the mechanism of chip 
breaking under curved rake face and suggested a deep groove design to break the thin chip. 
Jawahir (1988) provided additional results from experimental work on chip breaking. In 
his study, all the chips were cut with restricted contact tool. He studied the effect of contact 
length on chip breaking results and suggested the factors that influence chip breaking. In a 
brief technical review, Stier (1990) suggested four ways to break the chip: using the chip 
breaker, applying tool oscillating movements, occasionally interrupting the feed to reduce the 
chip length and reversing the spindle turning direction to allow the chips to fall down 
unobstructed. 
Fang and Jawahir (1991) and Fang et aL (1996) found that it is difficult to estimate the 
chip breakability of hundreds of different chip groove geometries. A cutting tool produces 
broken chips under specific cutting conditions on selected work material. When the 
conditions changes, the breakability changes. They introduced a fiizzy set-based knowledge-
based system which quantified the chip breakability through a membership value u(x), 
ranging from 0 to 1. The database system stored fuzzy information about different cutting 
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tools chip breakers, different work materials and different tool geometries. These studies 
concluded that with fuzzy logic operation, the chip breakability of a new cutting tool can be 
calculated given the database. 
Although these previous researchers have made important contributions, chip breaking is 
still a dilficult but important area that requires extensive research and analysis. This 
dissertation will focus on using 3-D mathematical model to predict the chip breaking size. 
The model is derived as a result of theoretical study on chip kinematics and 3-D cutting tests. 
2.5 Chip control method 
Chip control has long been a subject of interest to machining operators. The goal of chip 
control is to get only desired chip forms and break them at certain length. This, in tum, will 
reduce chip volume, minimize production down time and save costs. In order to achieve this 
goal, chips are classified in different categories as acceptable and unacceptable chips. In the 
effort to predict chip breakability, some research has been carried out on classifying chips 
and on modeling the chip formation and chip breaking. 
2.5.1 Chip classification 
Not all chip forms are desired in a machining process. Some types of chip are easily 
entangled with workpieces and tools. It is necessary to identify and classify different chip 
forms into categories so as to avoid unwanted types. 
Henriksen (1954) classified chips into six categories: straight chips, snarling chips, 
infinite helices, regular intermittent, full tum, and fragments and splinters. Only three of 
these categories (infinite helices, regular intermittent and full tum) are considered acceptable 
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in cutting practice. Nakamura and Wuebbling (1982) added the categories of short helix and 
compressed crescent to Henriksen's classification scheme. 
A further study by Shin and Betts (1993) indicated that the chip up-curl radius also 
characterizes the possible type of chips and suggested the usability of a chip. A graph 
showing Shin and Betts' effective chip breaking range is shown in Fig. 2.7. The experimental 
results shown in Fig. 2.7 were obtained by cutting 4150 steel using speed of 2m/s with a 
depth of cut of 3.175 mm. 
Nakayama and Arai (1992) used a general helix mathematical model to represent all the 
chip forms. They considered chips with and without side-curling. The resultant forms from 
their analysis are shown in Fig. 2.8. 
Over- Effective Tangled 
range range 
Mean radius radius broken 
mm 25-,rnn3f«. 
20 40 60 
Ratio of breaker location to feed 
Fig. 2.7 Effective chip breaking range (Shin and Betts, 1993) 
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Fig. 2.8 General mathematical model of helix chips (Nakayama and Arai, 1992) 
2.5.2 Chip modeling: 2-D cyclic chip 
Cyclic chip is a special chip form generated in machining. Its geometry can be 
characterized in two dimensions. Yao et aL (1990) used an expert process planning system to 
simulate and animate chip flow and chip curL Fang and Jawahir (1996) fully explained how a 
typical 2-D up-curl machining can generate a chip, as shown in Fig. 2.9 
The chip model of Fang and Jawahir use spiral shape curve. 
p = Po + K'0) (2-18) 
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Fig. 2.9 Spiral shape chip model (Fang and Jawahir, 1996) 
p = -Jpo '+H- =po+K-( , -^+-  arctan-^) 
2 t i  
(2-19) 
From this geometric model cyclic chip, the tool/chip contact length can be approximated 
from the following recursive equations. 
R.  = I do 
chip curvature , .,dp^-, ,d^p.-, 
p - - p { — M -
do) d CO 
(2-20) 
(2-21) 
The tool/chip contact length is needed for calculating the cutting forces and determining 
chip breaking. The animation of Fang and Jawahir's model is shown in Fig. 2.10. The 
animation gives the different stages of chip ctirling, which is in agreement with results from 
high speed fihuing. Thus, their model can be used in predicting cyclic chip geometry and 
breaking. 
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Fig. 2.10 2-D cyclic chip forming and breaking 
2.5.3 Chip modeling: 3-D chip 
3-D chip modeling is a challenging task. The analysis of chip forming and chip breaking 
in 3-D had just begun quite recently, and there is not much previous work available for 
reference. In 3-D chip modeling, one has to enhance models obtained in 2-D cutting 
conditions and make 3-D models compatible with all the conclusions drawn in 2-D analysis. 
Fang et al. (1997a) presented computer model for 3-D chip animation in oblique cutting 
conditions. The model had successfiilly produced animated chips similar to all forms of 
actual cutting chips. In a further attempt. Fang et al (1997b and 1997c) analyzed the 3-D chip 
behavior and introduced a 3-D kinematic model of complex chip curling with chip breaker. 
This model not only considered the side-curling and up-curling effects, but also introduced 
twisting as one of the curling effects in chip formation. The 3-D curling models are shown in 
Fig. 2.11. The 3-D chip model considers a cutting chip that has 3-axis angular velocities, 
given by equations as follows: 
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CO co^to - lo) 
'  3(x COS rj) BcostJq 
-^(Vcos Tj) _ (Vq - Vq ) cos 7o 
V «jVo cos rja (2-26) 
The resultant angular velocity is calculated as follows: 
= 0) = ^ Icd: CO^ +0)1 
I i 
l P.0 W 
2 ' 1 
= Vo cosrjoji )" +('-;77) +( )" (2-27) 
P:oCOS77o 
Using Fig. 2.12 to analyze the velocities, a kinematic model of complex chip may be 
derived. 
cos 
I o) JiW" + Q)' a J^y* +<y" 
i 8o=J l -  ( s in  r io  , , ' . \\ + cos //„ -==^-^4==)' 
I ^ca- -H yo; + fi); + o)- ^co; + e;; -ya>- + ty; + to: 
(ey, cos7o -sin //q)^ + 
—^ ; 2 (2-28) 
0); -hoy+o)^ 
Eq.2-28 gives the helical angle of a curling chip, and Eq.2-29 defines the radius of helical 
chip. Eq. 2-30 is the helical chip pitch. 
Vq cos )5Q ^(Q)^ COS y/o -  a)y sin rj^ f  + col 
Po = ^ = Vo -= ^ 1 ^ (2-29) 
Hi col+eoy+ol 
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angle x 
(c) Twisting effect 
Fig. 2.11 3-D models of chip curling effects 
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Fig. 2.12 Chip velocity analysis (Fang et al., 1997) 
, +a),cos;7„) 
h = ZlcVa ; , ^ , (2-30) 
COI + CO y +0)^ 
Further analysis of this model by Fang et al. demonstrated that it was in agreement with 
existing facts about chip geometry. The significance of the 3-D kinematic model is that it 
could be used to predict the 3-D chip curling effect and could also be used with simulation 
and analysis programs. The limitation of this model is that the chip breaker is an obstruction 
type and most commercial inserts are groove types. Also, in a cutting process, the angular 
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velocities are subjected to the cutting conditions. The chip formation modeling still requires a 
mechanism to model the relationship between cutting conditions and angular velocities. 
2.5.4 Chip control 
Chip control has long been a major concern in turning operations, and technologies to 
deal with it have been varied. Creative turning-insert geometry design, with lots of bumps 
and grooves, is one of the most popular approaches. Zhang (1980) summarized the important 
factors affecting chip curl and breaking: the thickness of the chip, the radius of curvature of 
the chip and the mechanical properties of the chip material removed from the workpiece. He 
suggested a groove type chip-breaker design based on the mechanics model. 
As manufacturers and machining operators began to realize the significance of the groove 
in the insert, it became known that the existence of a groove eliminates the need for a 
separate and additional part for chip breaker. Besides, the groove serves to provide chip 
control over a wider range of feeds and depths. A novice design from Kennametal (Feinberg, 
1975) introduced the idea of land type (no-groove) insert that may reduce the cutting force 
and lead to better chip performance. Katbi (1990) from GTE Valenite summarized chip 
control factors and presented the relationship between selecting chip groove design and chip 
control. Kluft et al (1979), Jawahir (1988) and later Jawahir and van Luttervelt (1993) 
reviewed chip control research and suggest potential future research directions. Using a 
totally different approach, Zdeblich and Mason (1992) proposed a unique chip breaking 
method, using high-pressure coolant flow to break cutting chip. 
All these different methods serve a common goal of chip control, which is stiU to 
effectively break chip into desired form. 
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This dissertation will extend previous study on 3-D chip formation model on complex 
groove tools. A mathematical model from cutting tests will serve as the basis for chip control 
performance prediction. The chip control prediction can lead to a jump in the design of 
complex 3-D cutting tool inserts. 
41 
CHAPTER 3 CHIP MODELS FOR 
COMPLEX GROOVE 
From the literature review of Chapter 2, it is clear that current studies do not have a 
complete picture of chip control information for complex tool insert designs. This chapter 
attempts to identify the nature of this gap, and then to propose a new kinematic model for 
complex groove tools, and to subsequently derive a key simulation model from cutting 
experiments. 
3.1 Current gap in chip simulation model for complex groove tools 
As seen in Chapter 1, current tool insert designs make use of complex 3-D geometric 
shapes. These advanced designs typically have dips (known as grooves) and tiny extrusions 
(known as lumps). These geometrical entities are designed specifically for chip control 
purposes. Current practice attempts to design tool chip breaker geometry through trials and 
errors. The only way to test the effectiveness of the insert is to go through lengthy tests. It is 
very difficult to achieve optimal design effects in this manner. 
The type of cutting tool insert that is the focus of this dissertation is one with complex 
groove shapes. A typical groove section is shown in Fig. 3.1. It consists of a rake face that is 
usually shorter than the natural length of chip tool contact. Next to the restricted contact area, 
there is a groove curve in the cross-section. The groove curve shape may vary depending on 
the position of the cross-section along the cutting edge. The earliest groove curve was a 
circular shape. When the tool design improved since the 1950s, the selection of groove curve 
became rather random because there were no criteria upon which to base the design. 
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Restricted contact 
Groove curve 
Groove 
section 
Fig. 3.1 Groove type tool insert cross-section 
As discussed in chapter 2, the cutting chip enters a groove at an angle of 77 b. This is the 
chip streaming effect. Two questions then arise: 
A. How will the cutting chip behave after it enters into the cross-section? 
B. What is the effect of the groove curve shape on the chip forms? 
Nakayama and Arai (1992) used a general helix mathematical model to represent all the 
chip forms. They considered chips with and without side-curling. This mathematical model 
was further studied by Fang et al. (1997a), who enabled the computer animation of oblique 
cutting chips. The animation results revealed that all chip forms generated from a practical 
cutting environment can be reproduced by the mathematical model. If all the parameters 
required by the mathematical model can be obtained accurately, then the shape of the cutting 
chip can be predicted. These parameters are the side-curl radius, up-curl radius, chip tilting 
angle and the pitch. 
The accuracy of parameters for the mathematical model then becomes a key concern. The 
animation model developed by Fang et aL used several equations developed by previous 
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researches. Some of the equations were not devised for the use of complex groove tools, and 
hence may require further study. One obvious example is the up-curl radius calculation used 
in the animation model. It used Nakamura and Wuebbling's (1982) estimation (shown in Eq. 
2-16), which assumes that the chip would follow the exact shape of the groove. The same 
assumption existed for Henriksen's (1954) model. Henriksen indicated that the up-curl radius 
is proportional to the teed rate, though not linearly (1954). This nonlinear relationship is can 
be shown in Fig. 3.2. Other researchers indicated that the radius is also related to the depth of 
cut. 
Chip up-curl radius 
• 
0 feed 
Fig. 3.2 Relationship between feed rate and up-curl radius 
It is clear that there is some sort of relationship between cutting conditions and chip 
parameters. But the cause and nature of such relationship is not known. Therefore, in 
addition to the problems presented by chip behavior and groove curve shape, there is still a 
third question that need to be addressed to fill the gap: 
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C. How do cutting conditions affect chip model parameters? 
All of the questions discussed above relate to the modeling of chip parameters, which is 
known to be a difficult task, especially when complex groove geometry is considered as well. 
However, if the gap relating to the effects of cutting conditions on chip model parameters can 
be filled completely or tentatively, as this dissertation attempts to do, the answers can lead to 
greater improvement in tool design strategy. 
3.2 New kineniatic model for groove tools 
According to the characteristics of a 3-D metal cutting model with a complex groove chip 
breaker, the chip undergoes deformation in three dimensions: longitudinal bending, 
transversal bending, and torsional deformations. As shown in Fig. 3.3, These spatial forces 
result in the side-curling, up-curling and twisting motions in the chip "growing." 
Fang et al. (1997a) demonstrated that the combination of these three motions can form 
any 3-D chips. In a further analysis, Fang et al. (1997b) worked on a kinematics model of a 
typical obstruction type chip-breaker. Although this analysis showed the influence of 3-D 
deformations forces on the final chip shape, it study cannot be used directly in the complex 
groove geometry shown in Fig. 3.1. The streaming effect has to be considered in a complex 
groove insert. Therefore, the next section describes the derivation of a new kinematic model 
that takes into account this streaming effect. 
3.2.1 A tdnematic model considering complex groove geometry 
A kinematic model is very important to understand the chip behavior. The next 
subsections will present a new kinematic model for complex groove geometry. 
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Fig. 3.3 3-D chip deformations 
3.2.1.1 The chip motion and angular velocities of tiie helical chip 
According to the 3-D chip deformation model, there are three orthogonal angular 
movements. The definition of these angular velocities is based on three orthogonal axes. 
Here, the X axis is defined by the tool-workpiece contact line or the cutting edge. The Y axis 
is the rake face of the tool The X-Y plane forms the rake face. The Z-axis is perpendicular to 
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the rake face and the three axes form a right-hand coordinate system. The origin of the 
coordinate system is set at the middle point of the chip at the cutting edge. 
The chip motion involves three angular velocities: , Oy and m.. The initial chip speed 
at the edge of chip groove is Vo.The chip side-flow angle is 7^. Due to the restricted contact 
length, the chip flow at the groove edge has a streaming angle r]^. ca^, co^ and a, determine 
the chip movement characteristics in space. These angular velocities can be obtained by 
separating the side-curling, up-curling, and twisting effects from each other. 
As shown in Fig. 3.4, the side-curling effects can be illustrated by removing up-curling 
and twisting effects. The angular velocity ca, is defined as shown in Eq. 3-1: 
^ _VoCosnt 
Pzo 
(3-1) 
Chip flow angle T} 
Chip width 
X 
Fig. 3.4 Chip side-curling effect 
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where p.o is the chip side-curling radius at the edge of groove and is the sireaming angle. 
This angular velocity can also be given in the form of angular velocity gradient (Eq. 3-2): 
^ _ - 3v _ VQ cos 77^ - VQ cos(;;; - t}^ ) cos 77^ 
• d{xcosrj,)  h*cosT]^ (3-2) 
where h is the chip width, Ko is the velocity at the edge of chip and t}^ is the chip side-
curling angle. 
Similarly, by considering the chip up-curling effect alone, the up-curling radius can be 
analyzed as shown in Fig. 3.5. The radius is given by Eq. 3-3. 
 ^ _ VQCos^, (3-3) 
Cutting speed 
a 
Vq cost]^ 
> k 
H 
cos^^/ 
> r 
< > 
Fig. 3.5 Up-curl effect at the tool groove section 
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where is the radius of up-curling radius at the groove edge. The radius can also be given 
in the term of velocity gradient (Eq. 3-4): 
_ -aCvcos;;,) _ (Vp -VQcos;?, 
dz fn 
(3-4) 
where to is the chip thickness at the groove edge. 
The twisting effect, shown in Fig. 3.6, was recognized by Fang et al (1997b). The angular 
velocity cOyCan be obtained by dividing angle change with time (Eq. 3-5): 
^ cos;?, cos77^ 
W 
where <p is the chip twisting angle after traveling across the groove section, and W is the 
groove section width. 
(3-5) 
Fig. 3.6 Effect of chip twisting across a groove section 
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With the above three angular velocities about the three orthogonal axes, the resultant 
angular velocity is given in Eq. 3-6 by combining Eq. 3-1,3-3,3-5. 
3.2.1.2 Derivation of the kinematic analytic model 
An analysis of the velocity-angular velocity relationships is shown in Fig. 3-7. The 
velocity Vo can be decomposed into two perpendicular velocities, Va and Vp, where Va is 
along the resultant angular velocity (a and Vp is perpendicular to oi. The angle between Vo 
and a is a. As Eq. 3.7 and Eq. 3.8 show, it is easy to calculate the two velocities, Va and Vp. 
(3-6) 
Va=Vo cos a (3-7) 
Vp = Vosina (3-8) 
Z 
X Y 
Fig. 3.7 Velocity analysis of the helical chip 
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To further derive the analytical model, Vbis extended to point A as shown in Fig. 3.8. The 
angle of BOC is the chip streaming angle, . The angle of COD is the chip side-flow angle, 
r),. The angle AOE is a . 
From Fig. 3.8, it is known that AD is perpendicular to OD, resulting in the relationship: 
OA^ = OD^ + AD^ 
Z 
X 
E 
Fig. 3.8 Geometrical analysis of velocity 
The geometrical analysis also indicates the following, 
Qj 
OD =—— and AD = BC =Q)^ 
cosrj^ 
Thus OA can be obtained as shown in Eq. 3-9: 
0A^= a; (—\—+tan- ;7j,) + tan- 7, + tan- ) (3-9) 
cos" 
Also, in the triangle of EAF, AF is perpendicular to EF: 
EA^=EF^ + AF^ 
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where EF and AF can also be obtained from the following geometrical analysis. 
EF =0)^- Q)y tan rj, 
AF =0). -eOy lanrji, 
Then, EA is also determined as shown in Eq. 3-10: 
EA- =ieo^-0)^ tan +{0)^ tan Jjt)' (3-10) 
Thus the angle of AOE or a can be calculated by Eq. 3-11. 
OE-+OA--EA- ,, ,,, 
cosa= (3-11) 
1*0E*0A 
By substituting Eq. 3-9 and Eq.3-10 into Eq.3-11, and letting OE equals a), a is derived 
as shown in Eq. 3-12, and Eq. 3-13: 
ty- +cyy(l + tan-7, +tan'74)-0)^ tanr/J" +(cy. -o)y vmrjb)' 1 o a'
cos a = 
2*ct)*^(o;(l + taii-rj^+tan- t]^) 
_ +<2;y(l + tan-;;^ H-tan'/zJ-Cfy, -eo^ tan^J" +(0).-co^ tan/yj" 
2*co*.yjQ}^0.+ +tan~r)^) 
Qjy tan;?, +<sj. tan;?^ 
6)^(1 +tan" 7, + tan-;7t) 
sin a =Vl-cos"Cif 
(3-12) 
fy^CI + tan" 77, + tan* //j,) 
|<»"(l + tan- T]^ +\an^TJi,) — i(t}y -hO)^ +fy. tan;/^)" 
Q>-(l + tan-;7, +tan";7j,) 
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1(6);+0)^ +0)^X1 +tan- j], + tan- Tj^)-{C0y -i-co^ tanrj^+oj. tanrjb)' 
]J 0)-(I + taa-rj^ +tan-rji,) 
_ ^(Q?^-0)^ tan;/,)- +io), -co^ tanrj^)- +(0), tmrj,-o)^ im%)-
0)^1 + tan" 7, + tan- r]^ 
The helical chip radius p o then can be calculated as shown in Eq. 3-14: 
VnSinor Po=^-— 
CO 
_ yo^|(o}^-o}y tan/7j--»-(a). -co^ tmnS'+i^z -co^tanrjb)' 
Q)-yj\ + tan-rj^ +tm-rjt, 
The helical chip pitch, p,  is also available (Eq. 3-15): 
p ^iKp^ciana 
= lK Vq sin OF COS or 
Qj sin a 
(3-13) 
(3-14) 
oj, +Q}^ tmn, +0), tan77. 
= ^ '==V, (3-15) 
(W-^(l + tan-+ tan" ;7j,) 
3.2.2 Analysis of the kinematic model 
The equations derived in section 3.2.1.2 provide internal relationship between the chip 
angular velocities and the chip shape. Eq. 3-12,3-13, 3-14and3-15 use (Oy, ca.,ri,, tj^ 
and Vo to represent chip radius and pitch. From the equations in the section 3.2.1.1 (Eq. 3-1, 
3-2, 3-3,3-4, 3-5 and 3-6), all three angular velocities can be calculated in the form of Vo. In 
other words, chip shape can be determined by Vo, tj, , t]^ and some other parameters. Except 
for the twisting angle 0, these parameters have been studied in various different approaches. 
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Since all the parameters are related to or result directly from the cutting conditions, the 
chip shape can be modeled from the cutting conditions and from the tool geometry. 
3.2.2.1 Model assumptions 
The above model was developed under some predefined assumptions, which must be 
fully presented in order to understand the model's use and its limitation: twisting angular 
velocity approximation, groove shape, material uniform and temperature distribution. 
Twisting angular velocity approximation. Eq. 3-5 is derived from the basic definition 
of angular velocity, the angle <p traveled with a period of time T, as shown in Eq. 3-16: 
a)^=(jin: (3-16) 
where T is the time to travel across the groove section. T is obtained from the assumption 
that the cliip travels at a constant speed of Vo cos/;^ cos;?,horizontally. However, this speed 
is only correct at the start edge of the groove section. Due to side-curling and up-curling, the 
horizontal speed changes from time to time. The trajectory of the chip is in fact an eclipse. 
To avoid over-complicated calculations, the initial horizontal speed of Vu cos r]i, cos rj^ was 
used in Eq. 3-5. This assumption is a good approximation when both the up-curling radius 
and side-curling radius are considerably larger than the groove width W. In a practical use, 
this would mean that, 
Ru =p.o > 5*W and /?, = > 5*W 
Groove shape. E^actically,the variation of a groove shape along the cutting edge and the 
cross-section of the groove are also complex. A typical example is the backwall height. In the 
model in Fig. 3.5, the backwall is at the same height as the rake face. In fact, there are 
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designs with lowered backwall and raised backwall. The model above did not consider these 
factors to simplify model deduction. The influence of these groove shapes is discussed in 
section 3.2.2.2. 
Material uniform and temperature distribution. In the whole modeling process, the 
material is considered to have uniform properties and the influence of temperature 
distribution along the chip length is negligible. The chip itself is taken as an elasiically bent 
body. 
3.2.2.2 Complex groove shape factors 
The groove section used in the initial kinematic model falls short of the complexity of 
current tool groove designs. To actually use the model in complex groove design, it must be 
revised to consider all the possibilities of the groove section: backwall height, complex 
groove cross-section contour, and varied groove cross-section along cutting edge. 
Backwall height. As shown in Fig. 3.9, there are three basic groove sections, each with a 
different backwall height. The actual width that a chip travels in a groove section is W 
instead of W. To account for the complex groove shape factors, W (calculated as shown in 
Eq. 3-17) must be substituted for W in the equations of the kinematic model. 
(3-17) 
Complex groove cross-section contour. The kinematic model does not use any variable 
that signals the effect of the groove cross-section contour. The shape of the cross-section 
actually plays an important role in forming the shape of the chip. 
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w w 
Reduced backwall Typical groove Raised backwall 
Fig. 3.9 Consideration of different backwall height 
W W 
This cross-section is not present in the kinematic model because an assumption is made 
that the chip will always be formed between the groove edges, and there is no other contact 
between the chip and the groove section. However, this assumption does not hold for the 
complex chip groove, because the contact point often shifts. This shifting is shown in Fig. 
3.10. The reason for the shift is the change of the chip streaming angle and chip speed Vb. 
The solution to this problem of complex groove contour is not to assume that the length 
that a chip has traveled is a constant {W). Rather, VV is a ftmction of the streaming angle and 
the groove shape. 
chip 
Fig. 3.10 Complex groove cross-section's influence on chip shape 
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Varied groove cross-section along cutting edge. Another teature of a complex tool 
design is varied groove cross-section as shown in Fig. 3. II. Since the kinematic model is 
based on calculations at the middle point of the chip width, the groove width variation would 
not show any impact in the model. To take its influence into account, one has to understand 
which variable the groove width variation affects. 
Cutting edge 
Parallel 
groove 
section 
w 
Fixed width groove Varied width groove 
Fig. 3.11 Complex groove section: grooves with varied width 
Fig. 3.6 shows that the chip has twisted at an angle of ^ at the ending edge of the groove. 
In fact, the width variation would create extra forces on the chip and enforce the chip 
twisting effect. As shown in Eq.3-5, the angular velocity increases in proportion to the 
increase of ^. According to Eq. 3-14, the chip radius p o will decrease if the angular 
velocity increases. 
A coefficient can be added into Eq. 3-5 to represent the influence of the width variation 
factor. Then Eq. 3-5 becomes Eq. 3-18: 
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^ M'V.cosn.cosn, 
> w 
where A is the coefficient for width variation. For a parallel groove, this coefficient is 1. 
3.3 Mathematical modeling of the cutting tests 
The theoretical analysis of 3-D chip kinematics help to cast light on better chip control 
for complex tool design. Combined with other analysis on chip velocities and angles, this 
knowledge will enable the tool designer to get a more complete view of chip control 
performance before a tool insert is even manufactured. 
Currently, there are two variables whose theoretical predictions are still not satisfactorily 
in compliance with experimental results. These variables are the chip streaming angle and 
chip velocity. The kinematic model would require these variables as a starting point for 
theoretical 3-D chip behavior prediction. Nevertheless, the information obtained from the 
analysis has led to a better understanding of 3-D chip formation and the chip breaking 
mechanism. 
For this dissertation, experimental cutting tests were carried out to observe and verify 3-D 
chip formation. The experimental results were used in comparison with the information 
derived in section 3.2. To facilitate the current need for predicting chip forms and chip 
breaking, models were constructed in accord with theoretical knowledge. These experiments 
lead to a proposed semi-empirical model for complex groove tools. 
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3.3.1 Hypothesis from current 2-D and 3-D cutting knowledge 
As one can see, the 3-D chip formation model is much more complicated than the 2-D 
process. There are many jumps in knowledge from 2-D chip formation to 3-D chip 
formation. Even so, many assumptions in the 3-D process are based on 2-D experience. 
Therefore, it is necessary to test these assumptions. Prior to the 3-D kinematic analysis, all 
cutting experiments were carried out to verify 2-D chip formation and chip breaking theories. 
There were no tests designed for 3-D cutting practice, although some tests used 3-D complex 
cutting tool inserts. 
These hypotheses given below come from either 2-D chip formation knowledge or from 
3-D analysis. These hypotheses will be examined in section 3.3.2. 
Hypothesis 1: Feed rate positively contributes to the chip radius. 
This hypothesis can date to the experimental results from Henriksen in 1954. A rather 
contradictory conclusion was that the radius is expected to be in reverse proportion to the 
chip thickness and that the chip thickness is proportional to the feed rate (Trim and 
Boothroyd, 1968). 3-D analysis shows that the contribution of feed rate comes from its 
influence on the chip curl angles. 
Hypothesis 2: The depth of cut is not a factor of the chip radius. 
In most orthogonal analysis, chip width is assumed be the same as the depth of cut. The 
focus of studies was rather on the chip thickness and its influence on chip formation. This 
notion does not exist in the 3-D analysis of complex groove geometry. Chip radius is related 
to all cutting conditions and the tool geometry. But the exact relationship between the depth 
of cut and the radius is not clear, since it does not appear directly in the Eq. 3-14. 
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There are clearly more questions that need to be examined. The above are just two 
examples of what can be learned in the cutting experiments. 
3.3.2 Cutting experiments 
In order to study the chip formation and breaking characteristic of complex 3-D tool 
inserts, different combinations of cutting condition were used to verify each factor's 
contribution. In addition, eight types of inserts were used for mathematical modeling of 3-D 
chip formation. These different types of inserts, listed in Table 3.1, were selected based on 
their different configuration in groove cross-section shape, groove width and restricted 
contact length. The machine used in the cutting tests is a HITACHI SEIKIHITEC-
TURN20SIICNC lathe, as shown in Fig. 3.12. 
TJ XJ} 
Fig. 3.12 CNC lathe used in the cutting experiments 
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Table 3.1 Inserts used in the cutting experiments 
No. Insert Photo Insert Type No. Insert Photo Insert Type 
1 
< s- ' X. 
A-" 
TNMG322 
56 
5 
•-... • : i-'-r:?.'^ '^? s, TNMG332 
NG 
2 TNMG332 
M5 
6 TNMG322 
3 TNMG332 
MF3 
7 
>>v> 
TNMG332 
PP 
4 TNMG332 
MRS 
8 TNMG332 
FF 
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The work material was medium carbon steel, 1045 steel (with 0.45% C). The experiments 
used two cutting speeds: 50 m/min and 100 m/min. Five feed rates were used: 0.1 mm/rev, 
0.2 mm/rev, 0.4 mm/rev, 0.6 mm/rev, and 0.8 mm/rev. The 0.8 nnm/rev choice was used only 
when the machine could withstand the working load, especially when the depth of cut was 
also high. The depth of cut also varied from 0.5 ram to 4 mm. Metal chips from the cutting 
tests were filtered at a screening placed under the workpiece. These chips' dimensions were 
then measured and used for 3-D chip analysis. 
3.3.3 Cutting experimental results 
These experiments, designed specially for complex 3-D inserts, provide a good 
opportunity to examine the hypotheses proposed in section 3.3.1. The results of these 
experiments will not only help us increase understanding of 3-D chip behavior, but might 
also lead to the successful construction of a chip prediction model. All the experimental data 
are listed in Appendix I. 
Fig. 3.13 shows the relationship between the feed rate and the chip radius. The results are 
based on the depth of cut at 1 mm and 2 mm using TNMG 332-MF3 insert. There is a 
parabolic relationship between the chip radius and the depth of cut. Experimental results 
from other inserts types show a similar relationship. In Fig. 3.13, when the feed rate is lower 
than 0.2mm/rev, the chip radius drops with the increase of the feed. The drop is due to an 
increase in the chip streaming angle. When the feed rate increases, the chip radius starts to 
increase as well. The thickness of the chip is the overwhelming factor in determining the chip 
radius. It is very hard for a chip to bend when it gets thicker. Based on the data shown in the 
graphs in Fig. 3.13, the cutting speed does not seem to influence the radius very much. 
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Fig. 3.13 Relationship between feed rate and chip radius (Insert: TNMG 332-MF3) 
From Fig. 3.13, it is clear that Hypothesis 1 is incorrect. It overlooked the multiple 
influences of the feed rate. The feed rate can lead to a drop in the chip radius as well as an 
increase in the chip radius. 
A special case occurs when the depth of cut is 0.5 mm or even less: there is no clear 
relationship between the feed rate and the chip radius. It is actually very easy to understand 
why this happens. With the depth of cut at 0.5 mm, the insert removes material using the 
cutting edge around its nose radius. With different feed rates, a chip travels across different 
groove sections. This variation contributes to the irregularity of the feed-chip radius 
relationship. The results from several different inserts using a depth of cut of 0.5 mm are 
shown in Fig. 3.14. 
As for Hypothesis 2, Fig. 3.15 shows that there are some patterns to the relationship 
between the depth of cut and the chip radius. Therefore, Hypothesis 2 is also false. There are 
two things to be noted, first, the low feed rate curve does not match the pattern for the higher 
feed rate conditions; second, the pattern varies with different inserts. 
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Fig. 3.14 Relationship between chip radius and feed when the depth of cut is 0.5 mm 
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Fig. 3.15 Effect of depth of cut on chip radius (cutting speed v=50 m/min) 
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The first observation is due to the elastic property of the thin chips produced at very low 
feed rates. The second observation is the result of different chip-breaker configurations for 
each insert. For inserts with varied width complex grooves, an increase in the depth of cut 
means that there are changes in effective groove width. Since each insert is configured 
differently, the change is also different. Therefore, the patterns vary with each insert being 
used. 
3.3.4 Mathematical modeling 
A successful model requires knowledge of the possible contribution of different physical 
variables towards the variable being modeled. Without prior knowledge, the modeling will 
become a guessing game, which will make it more difficult and potentially lead to a biased 
model. The analysis described in the previous section and the knowledge described in the 
literature review prevent this bias from occurring in the chip shape modeling for complex 
groove tools. 
The cutting conditions, feed, speed and depth of cut, are known to contribute to the chip 
formation process. Tool insert geometry, such as restricted contact length, effective groove 
width W and groove depth, also contributes to the chip formation. With these variables in 
mind, the question that must be answered is how to organize them so that an accurate model 
can be obtained quickly. 
Here, two interim variables are designed to help the model building process, Ri (Eq. 3-
19)andT(Eq. 3-20). 
„ (w74.-/)-
^ (3-19) 
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T  =  d * v l f  (3-20) 
where W is the effective groove width,/is the feed rate, is the groove depth, ^ is the depth 
of cut, V is the cutting speed and Ri and T are the two interim variables. These two variables 
come from the previous knowledge of chip formation. Eq.3-19 takes the key component of 
Eq. 2-13, and substitute the feed rate to for the chip thickness. Eq. 3-20 is derived from the 
possible chip radius with cutting conditions. The experimental results show that feed rate is 
in a parabolic relationship with the chip radius; thus, it is placed in as the denominator. Both 
the depth of cut and the cutting speed are possible positive components in T. These interim 
variables are added because the 3-D kinematic analysis suggested there is no simple 
relationship between these input conditions and the chip radius. 
This mathematical modeling process used the least square method. The mathematical 
detail of the method is provided in Appendix 2. All the variables are standardized in order to 
achieve the best result. Exponential relationships are assumed for some variables. The 
proposed model for the chip radius is given in Eq. 3-21, 
/? = C, *T^' * (3-21) 
where Ci through Cg are constants, L is the restricted contact length and R is the chip radius. 
Eq. 3-21 is reformatted into Eq. 3-22 in order to make it easier for modeling calculation. 
ln( /?) = In Ci + C, ln(r)+C, ln(d) + Q ln(L) +Cs*T-i'Q*Ri+Cy* L-i-q*W (3-22) 
Through statistical regression analysis, the model constant is obtained as shown Eq. 3-23. 
The overall modeling result for the chip radius is shown in Fig. 3.16. Some of the 
experimental results using different inserts are shown in Fig. 3.17 through Fig.3.22. 
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Fig. 3.16 Overall model result for chip radius 
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Fig. 3.17 Experimental data vs. modeling results (TNMG332, v=50m/min, d=lmm) 
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Fig. 3.18 Experimental vs. modeling results (TNMG 332-MF3, v=50m/min, d=2mm) 
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Fig. 3.19 Experimental vs. modeling results (TNMG 332-MF3, v=l(X)m/min, d=lmm) 
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Fig.3.20 Experimental vs. modeling results (TNMG 332-MF3, v=100m/min, d=2mm) 
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Fig. 3.21 Experimental vs. modeling results (TNMG 332-M5, v=50m/min, d=lmm) 
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Fig. 3.22 Experimental vs. modeling results (TNMG 332-MR5, v=50ni/min, d=Imm) 
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Using a similar approach to model number of turns of the chip, an interim variable is 
defined in Eq. 3-24: 
M=-^ (3-24) f * d  
The number of turns can be modeled as shown in Eq. 3-25. 
N = 0.0307M 0-26«/J>-209^-0.133R^0.042SWgl.35Lg^.251A ^3.25) 
where is the predicted chip radius and N is the number of turns. N is coded as 
N=0, chip is straight chip; 
N=0.2, chip is snarl chip; 
N=0.4, half-turn chip; 
N=0.6, fuU-tum chip; 
N=0.8,3-9 turns; 
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N=1.0, infinite turns. 
The new model shows very satisfactory result in comparison to the experimental data. 
This model of chip geometry for complex groove inserts will enable designers to predict chip 
shapes even before manufacturing an insert. The application of this model will be discussed 
in the next chapter. 
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CHAPTER 4 CHIP-CONTROLLED FEATURE DESIGN 
FOR CUTTING TOOL INSERT 
As discussed in Chapter 1, the design problems associated with complex cutting tools can 
be categorized into two major areas, systematic design process and design validity. This 
chapter started with design process model. Conclusions drawn from the design process 
modeling were used to deal with problems in complex cutting tool design. A customized tool 
insert design application was developed and chip control prediction was integrated into the 
application to improve the design process. A case study of the customized design is then 
presented as a showcase for the design methodology. 
4.1 Modeling the design process 
As described in Chapter 1, design process modeling has been addressed in previous 
research (Suh, 1978 and Takeda 1990). The motivation behind design process modeling is to 
make the engineering design process more of a science than an art, relying more on scientific 
and mathematical principles than on the intuition of individual designers. The ultimate goal 
of design process modeling research is to enable computer programs to automatically make 
many design decisions for human beings. 
Evolutionary design (Takeda, 1990) is an important concept because it reveals the 
motions within a design process. In real life, design is truly a cyclical improvement process. 
This iterative pattern of the design cycle is similar to the feedback loop in the areas of system 
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and control. Instead of electrical signals, the design process operates on information. In a 
broader sense, the design process deals with an abstract type of signal, or information. 
The design process can be represented through block diagrams. The simplest product 
design process is illustrated in Fig. 4.1, where the functional requirement for a design goal is 
the input signal R(s) of a system, and the output signal is Y(s), which is the prototype. 
R(s) 
D(s) F(s) 
Y(s) 
^ 
> • 
Fig. 4.1 The simplest design-manufacturing system 
In Fig. 4.1, the D(s) block represents a designing process, while the F(s) block represents 
a manufacturing process to make prototypes. The ideal goal is to get a product at the output 
end that meets all the requirements, resulting in the system transfer function: T(s)= 
Y(s)/R(s)=l. For an open loop system (as in Fig. 4.1), this goal is very unlikely to be 
achieved. Thus an improved design process model is shown in Fig. 4.2. 
R(s) 
•x> F(s) D(s) 
Y(s) 
Fig. 4.2 An evolutionary design process 
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In the evolutionary design process model shown in Fig. 4.2, a feedback mechanism is 
going from the output to the input. The prototypes are compared to the original design 
requirements and are modified with possible improvements. The model in Fig. 4.2 is the 
basic design process that has been repeated over and over by all designers, although some 
designers may not even realize they are utilizing this process. This model is the same as the 
evolutionary model discussed in Chapter One. 
The model in Fig. 4.2 is a much stable model than that in Fig. 4.1. The main difference 
comes from the feedback information from prototype. This would lead to a possibility that 
the design process can be improved through the addition of more feedback. 
From the decision-based design theory, it is understood that a design process is composed 
of many discrete decision-making steps. At each step, some design parameters are defined or 
chosen. For example, one may choose the cutting tool insert nose radius at one step and 
detine the insert angle at another step. The design process D(s) can be subdivided into m 
small steps, namely Si, S2,..., Sm- These decision steps at the base level are so small that it is 
very hard to define a feedback at the base level. 
In order to add an additional feedback, several decision steps are grouped together, 
forming a functional step. D(s) can be represented with functional steps, namely Di, D2,..., 
Dn. One way to view the functional steps is to consider a typical functional step in insert 
design. Instead of defining a dimension in each single step, a typical functional step defines 
all the macro insert geometry. Suppose a feedback is added at a functional step, Dl. The 
modification model is shown in Fig. 4.3. The feedback fimction is H(s). 
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R(s) 
Dn(s) D(S) D.(S) I 
L H(s) 
DCs; F(S) 
Y(s) 
Fig. 4.3 Discrete design process with supplemental feedback 
As a simple illustration of how this model works, suppose the foUowing: 
D, {s) =—^,D, (A-) * D, {s) *... D,._, is) * D,,, U) *... * D„ (i-) = -L 
y + 1 5 +1 
FU) = -!-,and i/(i)=-L 
i' +1 i' +1 
The transfer function for Fig. 4.2 is then 
1 
ra = 
+ 3j" + 3i* + 2 
and the transfer function according to the new model in Fig. 4.3 is 
1 Tis) = 
/ + 4 5 ' + 7 ^ - + 7 ^  +  3  
To evaluate the system performance, the impulse response charts are shown in Fig. 4.4. 
Apparently, the new model with additional feedback showed better performance. This result 
leads to the conclusion that additional feedback within the discrete decision-making steps 
make the design goal easier to achieve. 
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Fig. 4.4 The impulse response from the two design models 
The significance of the new model is that it shows a path for systematically modifying 
the steps within the design process, which can lead to positive results. The key to the 
modification of the process is the additional feedback function. However, an arbitrary 
selection of such feedback does not guarantee that the improvement made upon the model 
will be successful; the feedback can also lead to system oscillation. As an example of how 
this oscillation might occur, assume H(s) is changed to a new value: 
—r 2s' + JT + l 
and the system transfer function then becomes 
2s' + J+ 1 
ns) = 
2s^ +7s* +10^' +lls^ +ls + 3 
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Fig. 4.5 shows that this new transfer function incurs more oscillation than the original 
design model. It clearly shows that a careful selection of the local feedback function is 
needed. This phenomenon implies that there exists an optimal feedback function for the 
particular design step. 
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Fig. 4.5 Oscillating effect after improper feedback addition 
To use this new model in a design process, one has to first, find ways of creating the 
discrete functional steps to allow local feedback being added; and second, find out tiow to 
select the feedback function. In a design process, a lot of specialized knowledge is deployed 
to find the relationship between design requirements and possible design solutions. The 
natiure of local feedback is to judge/predict whether the solution will fulfill the requirements. 
From this understanding, if a design step is set too small, there will not be any improvement 
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because the results step are not sufficient to add local feedback. Conceivably, a proper step 
size is that which generates enough amount of information to allow certain functional 
predictions. Thus, the criterion for the feedback function is its accuracy in functional 
prediction. 
4.2 Feature-based design for complex tool insert 
Complex tool insert design is a tedious process because there is no easy way to manage 
the complex surface shapes. The design modeling analysis above provides means to analyze 
the complex cutting tool insert design process. For a complex insert, there are many 
dimensions to be determined before an insert is fully defined. Each dimension is a single 
design step. These steps need to form meaningful functional steps in order to add any 
functional feedback. 
In the context of complex insert design, the primary function of concern is the chip 
control performance. Thus, the functional feedback would have to provide chip control 
performance prediction for a functional step. The design of tool surfaces becomes how to 
group small design steps into functional steps. The concept of tool surface features is 
introduced as a special partition of the whole geometry, with each surface feature 
contributing to chip control performance. Each surface feature designed then would become 
a fiinctional step within the tool design process. This is feature-based design process is 
shown in Fig. 4.6. 
In the process, Non-Uniform Rational B-Spline (NURBS) is used as a tool to model 
complex surface shapes. 
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Fig. 4.6 Design process model of the feature-based tool insert design 
4.2.1 NURBS as a powerful surface modeling tool 
Traditional surface modeling used polynomial curve, which used simple polynomial 
functions of high degrees to represent geometric complexity. This approach is very 
inconvenient if there are only local modifications within a large curve/surface. One would 
have to redefine the whole curve/surface. The introduction of NURBS came as a response to 
the demand for flexible curves and surfaces that allow local modification. 
4.2.1.1 NURBS definitions 
B-spline was the basis of NURBS. A pth degree B-spline is defined in parametric form as 
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C(m) = £ {u)P, a<u<b (4-1) 
1=0 
where are the control points, and the ^V, ^ (m) are the pth-degree B-spline basis function 
defined on the non-periodic knot vector, U: 
U =  {  a , . . a ,  U | > « - i , . . U m - p - i i  b , . .  . , b }  ( 4 - 2 )  
The B-spline basis function is defined as 
{i  i f  u , < u <  u : . ,  / • . (4-3) 0 otherwise 
(w) = (I/) -h (M) .:.4.4, 
U -  ^  I I .  U .  .  ^ U '  ,  
A B-spline surface is defined by the bi-directional control points net and two independent 
knot vectors, U and V. The surface points are 
n m 
5(«,v) = II 
1=0 j=0 
where y are points on the control points net. 
NURBS curves and surfaces are widely used in CAD/CAM software as the tool to design 
complex geometric entities. NURBS concepts were developed from B-Spline and offer 
greater flexibility as the weight factor is added. 
A pth degree NURBS curve is defined as 
C(w) a < u < b  (4-6) 
S^,>(")w,-
t=0 
where w,. is the weight factor. 
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Similarly a pth degree by qth degree NURBS surface is defined as 
i=0 j=0 
With the addition of the weight factor, all commonly used surfaces can be represented in 
the form of NURBS. 
4.2.1.2 Freeform surface generation with NURBS surface 
The most frequently used NURBS surface in tool design is the swept surface. A swept 
surface can be defined by Eq. 4-7, 
S ( u , v )  =  r( v )  +  M ( v ) C ( u )  (4-7) 
where M(v) is a 3x3 matrix incorporating rotation and non-uniform scaling of C(u) as a 
function of v, and T(v) is the trajectory to be swept along. Fig. 4.7 shows the typical 
freeform swept surface used in groove feature generation. 
Cross-section curve 
Guiding cur^ 
(a) Before sweeping (b) The swept freeform surface 
Fig. 4.7 Swept surface used in a varied width groove generation 
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4.2.2 Application of tool surface features into the design process 
After careftil study of the insert surface structure, the following features are used in the 
feature-based tool insert design: groove surface feature, top feature, side feature and lump 
feature. The function of each surface feature is described in the following paragraphs. 
Groove surface feature. The groove feature was first introduced to increase the curling 
of a metal chip. It has become a standard surface feature in modem tool inserts. The 
kinematic analysis of chip formation shows that the groove surface also influences the chip 
flow speed, chip angular velocities and chip breakability. A complex groove surface may 
also have a complex cross-section curve other than a simple arc, as well as varied groove 
width along the cutting edge. 
The groove feature can be defined in various ways. Swept freeform surface is used here 
for the groove definition. The customized application provides a few options for users to 
define the surface. A particular developer may add or reduce the options, shown in Fig. 4.8, 
according to his or her need. 
Top feature. Top feature is the surface expanded from the center hole and connecting to 
the groove surface. It is actually not an independent surface featiu-e because its function is 
achieved in conjunction with the groove feature. The transitional surface to the groove 
feature, called as the backwall surface, defines the guiding boundary for the groove surface 
sweep. A guiding curve that is not parallel to the cutting edge creates a varied width groove 
feature. There are also some predefined shapes available as shown in Fig. 4.9. 
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Cross-section 
Define NURBS curve 
Sample groove 
surfaces: 
Fig. 4.8 Groove feature definition and sample groove surface 
Side feature. Side feature refers to the cutting edge curve. The traditional side feature 
was a flat curve. Experiments showed good chip breaking performance for inserts with wavy 
cutting edges. The mechanism of how a wavy cutting edge works is not yet fiiUy known. A. 
possible reason for such performance improvement is that the chip produced by this kind of 
cutting edge has a non-rectangular cross-section. The uneven stress distribution across the 
chip cross-section may contribute to chip breaking. 
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(a) Triangle shapes 
(b) Quadratic Shapes 
\\/; 
Top feature detinition 
using NURBS curve: Sample feature 
surfaces: 
Fig. 4.9 Top feature definition 
Lump feature. A lump is an obstruction type chip breaker. It is usually a simple 
extrusion placed on the cutting tool insert surface. This special geometry interacts with chips 
generated in a cutting process and delimits the directions in which chips can grow. In some 
insert designs, lumps are placed to work together with the groove surface to enhance the 
control of the chip. 
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4.2.3 Feature surfaces integration 
Although feature surfaces are defined because they perform different functions, their 
functions will not work unless they are assembled together to become a complete product. 
The integration of different features requires careful handling. Because of its symmetry, only 
a small portions of a uiangle or quadratic shape insert needs to be defined. All other portion 
of the insert can be obtained by mirroring and rotation. The boundaries between surface 
features should be aligned well and the boundaries at mirroring or rotation edges should 
maintain smooth transactions. Finished designs of triangle and quadratic shape tool inserts 
are shown in Fig. 4.10. 
4.2.4 Customized design application 
As discussed from previous sections, determining how to group small steps together into 
functional features is a key element in improving the design cycle. One of the obstacles to 
improving the design process in this manner is the lack of specialized design software that 
allows designers to group flmctional elements together into a feature categories so that 
feedback information can be provided about each feature. 
It is very easy to get powerful CAD software that has many graphical functions. The 
drawback of these general CAD tools is that they do not help the designer make decisions on 
which design to choose and how to select parameters. Without the ability to add local 
feedback function into the design process, there is little room for the improvement of the 
design process. This problem particularly affects those design processes that rely highly on 
functionality performance prediction, such as complex cutting tool insert desigiL 
(a) Triangle shape insert 
(b) Quadratic shape insert 
S23 
Fig. 4.10 Cutting tool inserts from feature-based design 
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Customized application is the solution to the problem of how to add "intelligence" into 
the applications. Customized application requires the designer to define the overall 
framework of the design process to allow functional prediction/feedback at major steps. 
There are two major approaches to customized design: develop a design package from 
scratch and construct all application programs; or define the framework and use available 
graphic interface language to implement it. The first approach is time-consuming and 
difficult. The second approach is flexible and easy to expand upon, although it is subject to 
function availability in the graphic interface language. 
In the application of complex groove tool insert design used for this disseration, both 
approaches have been tried and compared. The first approach took more than six months for 
a customized application. Using the second approach and the same design strategy, only two 
weeks were needed for the application program to function. The graphic interface language 
used was UG/OPEN GRIP from Unigraphics. 
GRIP, which is an acronym for Graphics Interactive Programming, is a programming 
language. By using a vocabulary of English-like words, GRIP can perform most of the 
operations in commercial CAD package (Unigraphics). Commands are available to create 
geometric and drafting objects, execute external functions and modify existing geometry. 
GRIP provides the capabilities desired for an intelligent design tool. 
87 
4.3 Integrating chip control into the design process 
Even when a tool insert feature has been selected, whether the design achieves the 
desired function requirements remains to be seen. The design's validity is of great 
importance because further work would be void if the current feature design is invalid in its 
function. In the cutting tool insert design, one obvious way of evaluation is to manufacture 
sample inserts and make cutting tests to examine the performance. This is a lengthy and 
costly process. 
Section 4.1 suggested adding a local feedback loop to predict the functional performance 
of the current design step. In the particular case of complex tool insert design, this feedback 
function is the chip control model. 
The chip control model required is a 3-D prediction model that is able to detect the 
influence s on complex 3-D chip groove surface: the groove feature which defines the cross-
section, and the top feature which defines the groove sweeping pattern. Prior to the research 
work described in Chapter 3, there was no model that took account all the factors that 
influence the chip shape. The theoretical analysis described in Chapter 3 significantly 
unveiled these factors. The mathematical model derived from the cutting experiments 
provides the means need to fulfill the chip prediction task. 
From Chapter 2, it is known that all current chip forms can be represented in helical 
shape equations. To observe a predicted chip form, one only needs to acquire the parameters 
for such chip shape. The key parameters are chip radius /?, chip pitch p, number of turns n, 
chip width d, chip thickness t, chip side-curling radius r and chip tilting angle 6. With these 
seven parameters, the chip shape can be accurately determined. 
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For the purpose of chip control, not all seven parameters are required. The chip control is 
only affected by the chip size and when the chip is going to break. Thus, R and n are the two 
primary parameters, which can be determined through Eq. 3-23 and Eq. 3-25. Other 
secondary parameters can be ignored because they will not influence the breakability of the 
chip. 
To actually implement the chip prediction model, there are other factors that have to be 
taken into consideration. The first one is the effective chip groove width. With a varied width 
design, the effective chip groove width has to be measured at the middle point of the chip 
width. Chip shape prediction will show the chip forms at different cutting conditions. These 
predictions are based on work material of 1045 steel, a medium carbon steel. There is no way 
to predict the chip formation of other work material without extensive cutting tests. 
Even with the model in place, chip formation knowledge is necessary to avoid any wrong 
prediction caused by the model accuracy. For example, if the chip radius prediction is high 
(e.g. 10 mm), and the number of turns is predicted to be less than 1, when feed rate is low 
and the depth of cut is also low, then there is likely an error with the number of turns 
prediction. 
By using the chip control prediction function, designers are able to foresee the 
performance of a tool insert while it is being designed. Modifications can then be made 
quickly to obtain better chip-controlled cutting tool inserts. 
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4.4 Case study of predicted chip chart and real cutting test 
This section provides a case study that demonstrates the chip control prediction capability 
of the customized design application and how it will be able to provide fast feedback 
information to the designer to improve the design process. 
Fig. 4.11 (a) shows the insert designed with the customized application. Fig. 4.11 (b) is a 
real insert manufactured commercially. Since their surface shapes are similar, the insert 
shown in Fig. 4.11 (b) is used in cutting experiments as the designed insert in Fig. 4.11 (a). 
(a) Customized design (solid and mesh form) (b) TNMG 332- M3 
Fig. 4.11 Tool insert used in chip shape prediction 
When the insert is designed as shown in Fig. 4.11 (a), the software demonstrates that the 
3-D mathematical model would predict chip forms as in Table. 4.1. The cutting chip 
produced in a real cutting envirormient is listed also for comparison. The number of turns is 
coded into six categories as discussed in section 3.3.4. 
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Table 4.1 Cotnparisoa of predicted chip data and experimental data (v=100m/min) 
Feed (mm/rev) 
0.1 0.2 
Depth of Cut (mm) 
1 Experiment R=2.93 mm R=1.78 mm 
2:
 N=0.6 
Predicted R=2.70 mm R=2.18 mm 
N=1 N=0.62 
fj 
2 Experiment R=2.71 mm R=2.52 mm 
N=l N=0.6 
Predicted R=3.85 mm R=2.39 mm 
N=0.8 N=0.64 
miB 
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Table 4.1 (continued) 
Feed (mm/rev) 
0.4 0.6 
Depth of Cut (mm) 
I Experiment R=1.69 mm 
N=0.4 
R=2.72 mm 
N=0.8 
Predicted R=2.25 mm 
N=0.49 
c 
R=2.77 mm 
N=0.60 
0 
2 Experiment R=2.30 mm 
N=0.6 
R=2.60 mm 
N=0.4 
-
Predicted R=2.16 mm 
N=0.50 
y^-
R=2.57 mm 
N=0.48 
• 
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As this comparison shows, these two sets of chips are similar in size and shape. Thus 
demonstrating that chip control can really predict chip shape. Designers will be able to use 
this feedback information to modify groove shape in order to achieve maximal chip control 
performance. 
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CHAPTER 5 VIRTUAL REALITY AS AN EMERGING 
SIMULATION TOOL 
During the last years, virtual reality (VR) has proved its potential for engineering 
simulation, especially for abstract model analysis. It is a great test platform for chip control 
simulation. This chapter looks at the basic concepts and theories of virtual reality. In 
particular, the stereoscopic theory is discussed in detail. Then, the literature review will focus 
on the use of VR in different fields of manufacturing. 
5.1 Introduction to virtual reality 
Generally, virtual reality refers to an interactive synthetic environment. The key elements 
of a virtual reality application are interaction, inmiersion and imagination. 
A virtual reality system usually consists of three elements: human, VR hardware devices 
and VR software. The system diagram is show in Fig. 5.1. Human is the basis for all virtual 
reality applications, yet it is so often easily forgotten when defining the system. The human 
body interacts with hardware devices to provide crucial information for the software to 
process. At the same time, it receives feedback such as display or force-feedback through the 
devices. 
Typical VR hardware devices include graphic display units, sound system, hand 
interaction tools and position trackers. Some VR systems even have force-feedback devices. 
Graphic display can be stereo graphical display using stereo glasses or head-mounted 
display, and it can also be streamed video. The viewing area can range from a limited-size 
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monitor screen to a wall screen that fully surrounds the user. The sound system provides 
audio feedback to a user. 
The hand interaction tool refers to the data glove, the cyber glove, the pinch glove, the 
wand or the joystick. Although their functions differ, all of them supply hand information to 
the device driver. 
Human VR hardware devices 
Graphic display 
Force-feedback 
devices 
Sound system 
Hand interaction 
tools: pinch gloves, 
wand and etc. 
Position trackers: 
head tracking & hand 
tracking 
VR software 
Rendering 
process 
Device 
drivers 
Application 
model 
Fig. 5.1 System diagram of a VR system 
Position trackers are a critical component of a virtual environment. Usually, there are 
both hand tracking and head/body tracking. Hand tracking provides the hand position and 
orientation while head/body tracking deals with head/body position and orientation. Tracking 
and hand interaction tools combined provide complete human interaction information to the 
application software. 
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VR software consists of two major parts: system software and application model. System 
software is composed of device drivers and rendering process. Device drivers process signals 
from various hardware devices and provide all the information to the user application 
process. The application model then updates the rendering process with regards to the human 
behavior. As the commercialization of VR grows, nowadays, a VR application developer 
only needs to design the application part of the VR software while system software such as 
CAVE and WorldToolkit is commercially available. This greatly reduces the cost and 
development cycle of a new VR application. 
5.2 Stereoscopic model for graphical display 
One of the important qualities of virtual reality is the display of computer generated 
images. The question comes as how to make these images look the same as in the real world. 
5.2.1 Human eye stereo viewing theory 
Human eyes see things three-dimensionally. The reason lies not only on the depth cues of 
eyes, but also on the stereoscopic nature of human eyes. In computer graphics, there are 
depth cues used to define spatial relationship among different objects, such as light and 
shade, relative size, interposition, texture gradient, perspective and so on. All these terms are 
also called monocular cues as they exist with a single (imaginary) eye. These cues are 
determined by objects' relationship in three-dimensional world. A single eye can perceive 
some three-dimensional information from these cues. This is why common graphic display 
can provide a seemingly three-dimensional view of the world. 
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Each of our eyes sees the same object differently. This is illustrated in Fig. 5.2. Each eye 
sees the world fi-om a different point of view. There will certainly be disparity between the 
images that each eye views. The brain then processes these images into a single image of the 
real world. This stereo viewing nature of our eyes provides the stereo depth cue needed for a 
three-dimensional image. The disparity of images is created by the distance between eyes, 
interpupillary distance or interocluar distance. The resultant sense of depth is called 
stereo psis. 
Left eye viewing 
Right eye viewing 
Fig. 5.2 Stereo viewing nature of human eyes 
5.2.2 How the stereo glasses provide stereoscopic cue 
Graphical display is similar to human eyes. A planar display does not create any disparity 
in eye retinae, thus no stereoscopic cue is generated from that. If different images are fed to 
different eyes, will the eyes perceive stereoscopic cue? This question can be answer from 
analysis of the display method. 
Field of view 
Inter-pupillary distance 
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A stereoscopic display would provide images with parallax values. Parallax is referred as 
the distance between left and right corresponding image points. It is similar to retinae 
disparity but it is measured on the display screen. Parallax can also be given in terms of 
angular measure. Parallax can be zero, positive and negative. The key to stereoscopic cue lies 
on the parallax values created by the different images fed to each eye. 
Horizontal image translation is one of the techniques used to provide such stereoscopic 
cue. This method of display uses horizontal translation of two perspective views. Suppose the 
screen lies in the xy plan, and the center of projection lies on the positive z-axis at (0,0,d), an 
arbitrary point A (x,y,z) will be plotted at point A (x',y') according to perspective viewing. 
x'= x d/(d-z) 
y'= y d /(d-z) 
Assuming the interpupillary distance of a viewer is T. Left-eye and right-eye images are 
created for stereoscopic viewing by calculating projections from two different eye positions 
onto a single screen. The point A would be plotted at Aieft(xi, yO for left eye and at AnghiCxr, 
yr). 
xi = (x d + z T/2) / (d-z) Xr = (x d - z T/2) / (d-z) 
yi = y d /(d-z) Xr = y d /(d-z) 
Stereoscopic display calculates and renders both images to the screen. An emitter is used 
to synchronize the image with stereo shutter glass to make sure that the left eye only sees the 
left eye image and the right eye only sees the right eye image. Thus a viewer can use the 
stereoscopic cue to feel all objects are three-dimensional. This technique has been used in 
both desktop monitors and large projection screens. 
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5.3 Literature review on VR as an emerging simulation to«l 
Virtual reality is one of the most exciting and effective techniques to make a model of 
engineering systems and to simulate engineering processes for various purposes, such as 
design and manufacturing processes. 
Due to the apparent benefits of visual effects, design is one of the first areas that saw VR 
as a leading technology of great potential. Back in 1995, Taylor et al developed a desktop 
virtual manufacturing workshop that visualized the design process and presented solid 
product component with NC codes. 
Auto manufacturers in Germany had implemented virtual prototyping for design 
evaluations (Dai et al, 1996). Their presentations were based on a digital model instead of 
physical prototypes. The application simulation used BOOM as the VR tool. 
VanDoren (1998) has found that building a conurol system in a computer-based virtual 
world allows all manners of extreme conditions and 'what-if scenarios to be tested safely. 
Xiao et al (1996) established a virtual machining environment - GMPS, which reads NC 
codes and simulates material removal and checks collision and interference. But it is more 
like a graphical visualization simulation. 
Among all the developers, NIST is the leading researcher in simulating manufacturing 
process (Jones and luliano, 1997). They designed testbeds in the virtual world for continuous 
simulation of production equipment and processes, and discrete-event simulation models of 
various production systems. 
99 
CHAPTER 6 VR AS A TEST-BED FOR CHIP CONTROL 
SIMULATION 
With an understanding of VR concepts and its usage in manufacturing, this chapter starts 
with the need and requirements of a virtual simulation tool for chip control simulation of 
complex cutting tool inserts. It then introduces the systematic design of such application. 
Following that, a brief discussion of the latest manufacturing knowledge used in the 
application will illustrate the remarkable achievement of such advanced simulation tools. 
6.1 The need of VR as a model testing platform for chip-controlled insert design 
In Chapter 3, a mathematical chip model about complex tool insert was developed. This 
predictive model shows satisfactory matching with experimental results in the case study in 
Chapter 4. It would not be adequate for a complete model examination since only discrete 
test points were selected. A complete validation would require examination of the model 
under all input conditions. Although graphical plots of the mathematical function can show 
some trends of the model, there are too many variables in the model to allow one to 
understand the validity of the prediction through plots. An interactive visualization of cutting 
chip is desired for such task. 
Once the mathematical model becomes a valid tool in customized design application, 
designers can make use of it in the complex insert design. Usually a designer will only 
examine chip performance in a limited number of cutting conditions as design feedback. 
There may be cutting conditions being overlooked that enable the insert to generate 
undesirable chip forms. It will be of great waste of both time and money if the fault is found 
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only after prototype testing. A virtual simulation tool would also fulfil the testing task. The 
primary requirement for such tool is stereo graphical chip representation. 
The requirements for the simulation and visualization are more just graphic animation. 
Interactive input and stereo viewing are also needed. VR simulation provides a great means 
to solve above problems. There are several benefits from the adoption of VR technology. The 
first and ultimate benefit of using VR is the considerable saving in costs. As discussed in the 
previous chapter, many industries had used VR in design and simulation. No real material 
objects need to be built anymore. Anything can be achieved in a virtual world. 
The second benefit is its graphical and multimedia advantage over other simulation 
technology. Many process tests rely on people to imagine the possible results and so such 
tests are not very intuitive to researchers. When it comes to a complex mathematical model, 
visual representation would provide much more insight information about the model than 
equations. 
Therefore, it is clearly understood that there is a great need to develop a VR test platform 
that simulates the chip formation in machining process. 
6.2 The system components for a virtual model testbed 
Fig. 5.1 shows the system components for a complete VR system. Not all of them are 
required for every VR application. The objective of an application determines the priority of 
the system components. There are also many choices of devices to be used for a given type of 
component. 
From the above section, it is known that the vital element is the graphic display. To 
achieve best visual effect, 3-D viewing is preferred over 2-D viewing. The interaction 
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devices and position trackers are important as they enable interactive viewing effects. These 
devices are required for the application. Other devices, like audio system, are not needed for 
the model simulation. 
The selection of graphic hardware is then based on the cost effect for 3-D viewing 
hardware. Available systems are desktop monitor, head-mounted display (HMD), BOOM 
and CAVE projection system. BOOM is not selected as it is very hard to maneuver in the 
scene. Table 6.1 compares various factors associated each system. 
A CAVE type projection system provides multi-viewing and fiill immersive effect. It is, 
however, the most expensive type of graphic system. Head-mounted display (HMD) also 
provides immersive feeling and it is less expensive. HMD allows only one person to view at 
a time. Graphical monitor can also provide 3-D viewing, which is the least expensive way to 
view 3-D. The boundary of screen, however, would create a disruption of 3-D viewing effect. 
If the budget permits, the VR test-bed should use at least a HMD. In application described 
below, a CAVE type system is used for viewing. 
6.3 Schematic diesign of manufacturing simulation 
The initial objective to develop a virtual manufacturing simulation platform is to create 
an interactive machining lab to replace machining tests. The machining laboratory can be 
used as a test-bed for machining operation and chip model validation. The machine would 
also use CNC codes to create different cutting conditions. A fully developed platform would 
require many areas of knowledge as shown in Fig. 6.1. 
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Table 6.1 Comparison between different VR stereo display systems 
System 
Property 
Projection system 
(CAVE) 
Head-mounted 
display (HMD) 
Desktop stereo 
monitor 
Stereo device Shutter glasses CRT/ LCD screens Shutter glasses 
Immersiveness Full Full N/A 
Field of view 180 (4 walls) 180 Usually less than 90 
(degree) <180 (one wall) 
Stereo effect Good Good Poor 
Realism High High Low 
Disorientation Low chance High chance (totally 
rely on HMD) 
Low chance 
View audience multiple Single mulitple 
Expense ($) >200k 10k-20k 2k 
Tracking Position trackers Position trackers Position trackers / 
keyboard 
Interaction devices 
associated 
Glove/ wand Glove/ wand Glove/ wand/ 
keyboard 
Problems the person in control 
has best stereo 
effect 
Cable may entangle 
as the user cannot 
see himself^erself 
Poor viewing effect 
due to image 
disruption at 
monitor border and 
low field of view 
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Manufacturing 
knowledge 
Chip Control 
Algorithm SoUd 
modeling VR machining 
Human 
Interaction 
Model 
Multimedia 
technology 
Fig. 6.1 System components of VR machining lab 
A successful VR application requires all relevant process knowledge and machining 
theories to be implemented within the simulation process. Here, modeling of real-world 
machining includes physical models of various machine-tools and cutting tools, geometric 
models of workpieces coupled with manual operation or NC G-code programs, 3-D chip 
formation model, cutting forces model, tool life models, surface roughness models, and so 
on. Fig. 6.2 shows the machining theories and process models to be implemented. 
The basic flow chart of the manual machine is shown in Fig. 6.3. The flowchart for 
virtual CNC machine is similar to that of the manual machine. The only difference is that 
operators can either manually control the machining operation or write their own NC G-code 
program to perform the CNC function to cut the part. There is a G-code engine used to 
analyze G-code program and to calculate the tool trajectory and finished workpiece shape. 
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Machine oerformance Dynamc oerformance 
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• 
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operations 
dimensional 
deviation due 
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(a) for shaft dimension 
Nonnai 
dimension 
(b) for shaft dimension 
cuttmg time 
Tool configuration 
variation of 
3-D chip 
formation 
tool geometry 
chip formation 
and breaking cutuns 
time 1 n 
notch wear progressive 
tool wear 
Tool life 
models 
ongmal tool 
profile 
major flank wear 
nose wear 
minor fl 
wear 
Machinmg knowledge-base simulation 
Fig. 6.2 Implementation of machining models in a virtual machining system 
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No 
Detect operation? 
Yes 
No 
Yes 
cutting started? 
Update sound 
Load virtual machine 
Hand action information 
Initialize VR environment 
Operation control module 
Initialize sounder server, 
information display and 
other control variables 
Update display 
Chip simulation 
Update workpiece 
Update virtual machine 
On-line information display 
Fig. 6.3 Flowchart of a virtual manual machining simulation 
All the virtual machines have to integrate machining process models, machine design, 
cutting tools, and dynamic animation modules together to make a fiilly simulated machining 
process. Once all the modules are in place, the virtual machines can be used as the testing 
and simulation platform for the 3-D chip model for complex cutting tool inserts. 
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6.4 Development of the virtual machining lab 
A fully functional virtual machining lab has to be able to simulate the whole process and 
provide detailed process information at each consequential moment. Process information 
would include the machine conditions, workpiece geometry after cutting, finished surface 
roughness and so on. The simulation nature of the virtual machines allows the operator to 
modify input conditions and observe the results. The following sections will introduce the 
process models adopted in the simulation. 
6.4.1 Surface roughness prediction 
The surface finish quality is an essential consideration for selecting finish turning 
conditions. It would greatly benefit operators to allow this information to be available in the 
virtual machine simulation. There is a correlation between the finished surface roughness and 
cutting conditions (feed rate, depth of cut and cutting speed). Also, metal chips generated in 
the cutting process often come into contact with the workpiece surface and consequently 
influence surface quality. The chip factor is determined by the configuration of the cutting 
tool inserts, especially the chip breaker type. Another factor that may influence the final 
surface finish quality is the workpiece material. As each kind of material presents different 
mechanical property, each material type will certainly demonstrate different surface behavior 
after cutting. 
There are hundreds of kinds of tool inserts with different chip-breaker configuration. 
There are also many arbitrary combinations of cutting conditions and many types of work 
material to choose from. Predicting surface finish quality under all the possibilities is a major 
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task for production engineers. Fang and Safi-jahanshahi (1997) proposed a reference-based 
model for predicting surface roughness in finish machining of steels. 
This model used empirical equations to show the effects of cutting conditions on surface 
finish. There were linear, second order and exponential models being developed. Here, only 
the exponential equations based on general groove tool is adopted. 
= 6.25200 * (6.3) 
where f is the feed rate, v is the cutting speed and d is the depth of cut. 
The reference-based model then relies on coefficients deducted from experimental 
correlation to model the different configurations of chip-breaker and work material. 
R a  0"' j )  =  + ^1./ (Q./ + ^1.; (^«(«/))) (6-4) 
Where R ^  (/, j )  is the final surface roughness prediction, Woj and wjj are the work material 
coefficients, Co.i and Ci,i are the chip-breaker coefficients and Ra(reo is the surface roughness 
prediction from the previous empirical equation Eq.6-3. 
For the virtual turning machine, work material factor can be omitted as only 1040 is 
selected for the simulation purpose. Thus Woj=0 and Wij=1.0. Co,i and Ci,i are stored in a 
database and can selected according to the chip-breaker configiu'ation.The equation is 
simplified as, 
y) ~ ^ O.i ) (6-5) 
6.4.2 NC G-code engine 
The key component to virtual CNC machine is the G-code engine that can interpret any 
G-code program and assign cutting trajectory. There are several formats of CNC 
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programming language exist. Each programming language corresponds to a kind of CNC 
controller. G-code is a widely used CNC programming language. It can be used on controller 
produced by many companies, such as Fanuc. G-code is executed in the order of sequence 
numbers unless there is a subprogram block. The general syntax specifies machine control 
parameters, tool positions, tool change, coolant operation and so on. 
In a real machine, CNC controller executes one command and waits untill the command 
is accomplished before it goes to the next one. With a G-code engine running, the virtual 
machine controller receives the machine's control commands and performs functions 
accordingly. Due to the particular rendering process of VR program, G-code engine can 
provide machine-state information at any time interval. The difference between CNC 
controller and virtual G-code controller can be illustrated in Fig. 6.4 
In Fig. 6.4 (b), the virtual G-code engine conuroUer counts each time interval within a 
given command execution cycle. The controller updates machine states at each interval and 
return these states for graphic rendering. In other words, the controller cuts each command 
cycle into small segments and provides a detailed result of the command execution. 
The virtual G-code engine only provides tool positions and other machine state 
information, it does not provide any information on the geometric information of the 
workpiece after the metal cutting process. A virtual machine has to rely on separate 
geometric calculation to determine final workpiece shape. 
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6.4.3 Geometric calculation in lathe 
When cutting tool moves towards the workpiece, geometric calculation is used to figure 
out the intersection of the workpiece and the tool. Thus, the shape of workpiece after cutting 
can be determined. 
For lathe, the problem is considered as a two-dimensional problem of intersections. 
Suppose the nose radius of cutting tool is R. The effect of a roimd cutting tool tip can be 
simulated by a small square with each edge length of R. This can be illustrated as Fig. 6.5 (a) 
and (b). When R «tool displacement, this approach is acceptable. 
no 
Fig. 6.5 (c) and (d) demonstrated a typical turning trajectory. In such a material removal 
process, final workpiece shape is determined by finding out the intersecting points between 
the tool tip trajectory and the original workpiece profile. Special care has to be taken of the 
intersecting points as sometimes the computer may return a response of no intersection as a 
result of float point rounding. 
(a) real tool tip (b) simulated tool tip 
Workpiece 
profile 
Tool tip 
trajectory 
(c) before cutting (d) after cutting 
Fig. 6.5 Simulated turning operation 
6.5 Virtual macliiiiing lab development 
The development library used in software development is C2 library, which is based on 
previous research done by Dr. Carolina Cruz-Neira at the University of Illinois at Chicago. 
The virtual machining lab program can run on both C2 facility and desktop simulatiorL As 
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shown in Fig. 6.6, C2 is an ideal place to experience the reality of such simulation. Desktop 
simulation has a limited feeling of stereo images due to the fixed edge effect of a computer 
monitor. 
The virtual machining lab is composed of a manual lathe and a CNC lathe. Fig. 6.7 shows 
the CNC lathe. 
In short, the virtual machining lab provides a safe, flexible, and cost-effective testing 
environment. The advantage of such system is that it gives all designers the opportunity to 
verify chip prediction model and validate insert design. Experiments under hitherto 
impossible situations become possible in the virtual environment. It is under this notion that 
the virtual machines are ideal test-beds for model simulation. 
Fig.6-6 Virtual machining simulation in C2 
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Fig. 6.7 Virtual CNC lathe simulatioa 
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CHAPTER 7 CONCLUSIONS AND DISCUSSIONS 
This dissertation has identified the urgent need of research and development in chip 
control, tool design and manufacturing simulation. From the research work that had already 
been carried out in this dissertation, many achievements had been made. The following lists 
the conclusions drawn from the research work in this dissertation. 
1. A new 3-D kinematic chip model was developed to depict chip behavior in a complex 
groove insert. This model is based on analysis of 3-D chip motions, which involve a linear 
velocity and three angular velocities. The model derived showed the analytical relationships 
between chip shape parameters and chip motion parameters. All angular parameters can be 
represented in the form of chip linear velocity and chip-curl angles, which are influenced by 
the cutting conditions. The model, therefore, proved that the chip shape/form is indisputably 
related to the cutting conditions. 
A breakthrough also lies in the 3-D nature of this analytical model. In machining practice, 
complex 3-D tool inserts are extensively used. The chip control research on these cutting 
tools has to be enhanced to three-dimensional levels. This model thus provides a means for 
such research. This dissertation explained how the kinematic model could be modified to 
take accounts of all possible 3-D complex groove shapes. With this modified model, a chip 
shape can be readily predicted given quantified 3-D chip motion parameters. 
2. A mathematical model has been constructed based on experimental data. The need for 
a mathematical model is imminent because it will help designers to foresee the chip forms as 
a result of their designs, and because there is still problem in accurately getting chip motion 
parameters which is required by the 3-D kinematic model. The mathematical model serves as 
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a tentative solution to the problem till advances can be achieved in predicting these motion 
parameters-
Previous research on chip formation, as well as the newly developed kinematic model, 
helped to create a successful prediction model for chip shape in a complex 3-D groove 
feature. This model takes the complex groove surface shape into account by adjusting the 
effective groove width. Hypotheses were tested in order to clarify some notions of chip shape 
and cutting conditions. The examination of hypotheses, again, proved the relationships 
between cutting conditions and chip geometry. 
3. Improved design strategy: group discrete design steps according to functionality, and 
add local feedback control for each group. Block diagrams are used to model the design 
process. This dissertation demonstrated how the system transfer function could improve as a 
result of the addition of a local feedback. The keys to the improvement of a design process 
are: first, divide the vast amount of discrete steps into groups according to their performance 
functionality; second, find the appropriate local feedback functions which would predict the 
performance of these steps. 
The result of such design strategy is customized design applications. A customized 
design application caters only for the special need of a designer. The structure of the design 
process can be modified to fulfill the new design strategy. The application will identify 
functions of different geometry and allow local feedback function being added. 
4. Chip-controlled design for inserts with 3-D complex groove surfaces is a step fiirther 
in achieving intelligent design. The current implementation of chip control into the tool 
design process has brought light to an often "blind" practice. The case study showed the 
close match of predicted chip control chart and real cutting test performance. This on-line 
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prediction means a designer can improve the design without waiting for the manufacturing 
test. Not only did this present a shortened design cycle, but this would also mean that tool 
inserts could be designed to satisfy special customer's requests on certain cutting conditions. 
5. Virtual reality is an effective and interactive platform for chip model simulation. 
Information that is not available to real machine tools can be made possible in the virtual 
environment. The machining simulation has implemented manufacturing process knowledge. 
Without technical understanding of the manufacturing detail, the simulation would not be 
possible. 
5. Future research and development is made possible through the work of the 
dissertation: 
a. Chip modeling. With the kinematic model in place, one may develop accurate chip 
motion models and combine them with the kinematic model in order to create a 
complete chip control analytical model. 
b. Design applications. Customized design would make use of models like chip control 
prediction model to improve a design process. 
c. Virtual manufacturing: more simulation of manufacturing will be developed. Future 
machines would be able to be operated by people through virtual reality. Virtual 
reality will also provide a platform for product development, testing and 
manufacturing. 
116 
APPENDIX 1 EXPERIMENTAL DATA OF CUTTING TESTS 
This appendix listed the raw data from the cutting tests described in Chapter 4. None of 
the data has been standardized, nor has they been encoded. There were eight inserts used in 
the tests. Table Al.I to A 1.8 shows the experimental results for each cutting tool insert. In 
these tables, the number of turn for chips is listed as infinite if the real number of turn exceeds 
20, while it is listed as snarl if the chip is snarl chip. 
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Table A1.1 Experimental data for insert TNMG 322 56 
Feed (mm/rev) Speed (m/min) Depth of Cut (mm) Chip diameter (mm) CThip turns 
0.1 50 0.5 3.4 1.5 
0.1 50 0.25 1.7 15 
0.1 50 I 4.33 5 
0.1 50 2 5.57 15 
0.1 50 3 6.87 1.5 
0.2 50 0.5 4.02 17 
0.2 50 1 4.22 0.5 
0.2 50 2 5.9 1.5 
0.2 50 3 5.31 0.75 
0.4 50 1 5.91 3 
0.4 50 2 5.74 0.5 
0.4 50 0.5 3.54 4 
0.4 50 0.25 5.16 1.75 
0.6 50 0.25 4.38 infinite 
0.6 50 0.5 7.93 9 
0.6 50 1 6.7 0.5 
0.1 100 0.25 4.3 infinite 
0.1 100 0.5 5.06 infinite 
0.1 100 1 4.26 8 
0.1 100 2 9.82 4 
0.2 100 0.5 3.32 3 
0.2 100 0.25 2.98 infinite 
0.2 100 1 3.36 0.5 
0.2 100 2 4.38 2 
0.4 100 0.25 3.92 9 
0.4 100 1 7.35 1.5 
0.4 100 2 4.96 0.5 
0.6 100 0.25 4.78 5 
0.6 100 1 5-91 OJ 
0.6 100 2 5-89 0.5 
0.6 100 0.5 10.36 10 
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Table AI.2 Experimental data for insert TNMG 332 M5 
Feed (mm/rev) Speed (m/min) Deptb of Cut (nun) Chip diameter (mm) Chip turns 
0.1 50 0.25 1.82 infinite 
O.l 50 0.5 9.05 6 
0.1 50 1 6.76 5 
0.1 50 2 5.57 10 
0.1 50 3 6.43 infinite 
0.2 50 0.25 6.26 12 
0.2 50 0.5 6.71 infinite 
0.2 50 1 4.25 12 
0.2 50 2 4.25 0.5 
0.2 50 3 5.14 0.5 
0.4 50 0.25 6.55 5 
0.4 50 0.5 3.88 10 
0.4 50 I 4.35 0.4 
0.4 50 3 4.02 0.5 
0.4 50 2 3.61 0.75 
0.6 50 0.25 4.78 3 
0.6 50 0.5 7.51 10 
0.6 50 1 5.72 0.8 
0.8 50 0.25 4.45 6 
0.8 50 0.5 4.38 2 
0.1 100 0.25 3.59 infinite 
0.1 100 0.5 4.35 inflnite 
0.1 100 1 9.04 inflnite 
0.1 100 2 13.47 inflnite 
0.1 100 3 25.71 Snarl 
0.2 100 0.25 4.88 4 
0.2 100 0.5 3.69 infinite 
0.2 100 1 6.51 9 
0.2 100 2 4.71 0.5 
0.2 100 3 5.7 1.5 
0.4 100 0.25 7.42 6 
0.4 100 0.5 4.22 infinite 
0.4 100 1 3.39 3 
0.4 100 3 2.95 0.75 
0.4 100 2 4.43 0.35 
0.6 100 1 7.3 1.5 
0.6 100 2 3.96 0.5 
0.6 100 025 6.1 3 
0.6 100 0.5 4.76 2 
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Table A 1.3 Experimental data for insert TNMG 332 MF3 
Feed (mm/rev) Speed (m/min) Depth of Cut (mm) Chip diameter (mm) Chip turns 
0.1 50 0.25 1.85 infinite 
0.1 50 0.5 3.26 infinite 
0.1 50 1 6.42 7 
O.l 50 2 6.46 infinite 
0.2 50 0.5 3.96 infinite 
0.2 50 1 4.1 14 
0.2 50 2 5.05 0.5 
0.2 50 3 4.8 0.5 
0.4 50 0.25 8.36 4 
0.4 50 0,5 4.25 infinite 
0.4 50 I 4.43 0.75 
0.4 50 2 3.55 0.5 
0.6 50 0.25 5.44 7 
0.6 50 05 6 1 
0.6 50 1 5.67 0.85 
0.1 100 0.25 3.94 infinite 
0.1 100 05 4.17 infinite 
0.1 100 1 6.46 infinite 
0.1 100 2 9.53 15 
0.2 100 0.25 4.08 infinite 
0.2 100 0.5 4.01 infinite 
0.2 100 I 5.42 1.5 
0.2 100 2 4.4 0.75 
0.4 100 0J5 6.23 10 
0.4 100 0.5 4.41 infinite 
0.4 100 I 4.99 5 
0.4 100 2 4.14 0.5 
0.6 100 0.25 4.83 5 
0.6 100 0.5 723 12 
0.6 100 I 521 05 
0.6 100 2 4.68 OJ 
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Table A1.4 Experimental data for insert TNMG 332 MRS 
Feed (mm/rev) Speed (m/min) Depth of Cut (mm) Cbip diameter (mm) Chip turns 
0.1 50 0.5 3.3 11 
0.1 50 1 9.65 infinite 
0.1 50 2 10.9 infinite 
0.1 50 3 10.9 infinite 
0.1 50 4 10.8 infinite 
0.2 50 0.5 8.08 infinite 
0.2 50 1 8.2 inflnite 
0.2 50 2 6.69 1.25 
0.2 50 3 5.95 infinite 
0.2 50 4 7.2 infinite 
0.4 50 0.5 10.7 14 
0.4 50 1 6.57 1 
0.4 50 2 4.91 0.5 
0.4 50 3 7 0.75 
0.4 50 4 10 0.5 
0.6 50 0.5 10.4 7 
0.6 50 I 5.8 0.5 
0.6 50 2 5.66 0.5 
0.8 50 0.25 10.97 10 
0.8 50 0.5 7.4 1 
0.8 50 1 7.6 0.75 
0.1 100 OJ 7 infinite 
0.1 100 1 11.04 infinite 
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Table A 1.4 (continued) 
0.1 100 2 13.9 10 
0.1 100 3 19.5 infinite 
0.2 100 0.5 6.23 infinite 
0.2 100 1 8.94 infinite 
0.2 100 2 8.38 1.25 
0.2 100 3 7.86 infinite 
0.2 100 4 8.34 infinite 
0.4 100 0.25 8.58 snarl 
0.4 100 0.5 6.94 infinite 
0.4 100 1 5.9 1.5 
0.4 100 2 5.58 0.75 
0.4 100 3 5.9 0.5 
0.6 100 0.25 7.69 10 
0.6 100 0.5 7.63 infinite 
0.6 100 1 7.58 1.5 
0.6 100 2 6.81 I 
0.8 100 0.125 2.79 infinite 
0.8 100 0.25 11.79 Snarl 
0.8 100 0.5 9.1 1 
0.8 100 1 8.57 0.7 
122 
Table A 1.5 Experimental data for insert TNMG 332 NG 
Feed (mm/rev) Speed (m/min) Depth of Cut (mm) Chip diameter (mm) Chip turns 
0.1 50 0.5 3.3 3 
0.1 50 1 3.64 2 
0.1 50 2 6.65 1 
0.1 50 3 4.71 I 
0.2 50 0.5 3.31 2 
0.2 50 I 3.21 1.5 
0.2 50 2 3.59 1 
0.2 50 3 4.2 1 
0.4 50 0.5 3.54 infinite 
0.4 50 1 7.09 I 
0.4 50 2 7.68 I 
0.4 50 3 6.13 0.5 
0.6 50 0.5 4.5 I 
0.6 50 1 7.3 0.5 
0.6 50 2 6.38 0.5 
0.1 100 0.5 4.86 infinite 
0.1 100 1 5.88 infinite 
0.1 100 2 5.6 15 
0.1 100 3 6.84 infinite 
0.2 100 0.5 4.02 infinite 
0.2 100 1 3.5 0.5 
0.2 100 2 4.11 1 
0.2 100 3 6.26 2 
0.4 100 0.5 3.39 infinite 
0.4 100 1 3.61 OJ 
0.4 100 2 4.76 0.5 
0.6 100 0.5 4.02 10 
0.6 100 1 3.94 OJ 
0.6 100 2 5.96 OJ 
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Table A1.6 Experimental data for insert TNMG 322 
Feed (mm/rev) Speed (m/min) Depth of Cut (mm) Chip diameter (mm) Chip turns 
0.1 50 0.5 2.56 10 
0.1 50 1 4.52 3 
O.l 50 2 6.83 2 
0.1 50 3 12.29 1.5 
0.2 50 0.5 2.66 3 
0.2 50 1 6.6 1.5 
0.2 50 2 6.32 1 
0.2 50 3 6.04 0.5 
0.4 50 0.5 7.46 7 
0.4 50 1 7.25 0.75 
0.4 50 2 8.3 0.5 
0.6 50 0.5 5.62 9 
0.6 50 1 8.12 1 
0.6 50 2 8.72 0.5 
0.1 100 0.5 5.3 infinite 
O.l 100 1 5.85 10 
0.1 100 2 6.38 3 
0.2 100 0.5 4.41 12 
0.2 100 1 5.18 1 
0.2 100 2 6.68 1 
0.4 100 0.5 5.23 7 
0.4 100 1 4.67 0.5 
0.4 100 2 6.76 0.4 
0.6 100 0.5 10.36 2 
0.6 100 1 6.52 0.75 
0.6 100 2 6.6 0.5 
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Table A1.7 Experimental data for insert TNMG 332 PP 
Feed (mm/rev) Speed (m/min) Depth of Cut (mm) Chip diameter (mm) Chip turns 
0.1 50 0.5 2.32 15 
0.1 50 1 3.97 8 
0.1 50 2 6.3 1 
0.1 50 3 8.76 1.5 
0.2 50 0.5 4.76 17 
0.2 50 1 7.17 4 
0.2 50 2 4.61 0.5 
0.4 50 0.5 7.17 15 
0.4 50 1 5.29 0.75 
0.4 50 2 6.07 0.5 
0.6 50 0.5 5.09 infinite 
0.6 50 1 6.27 0.5 
0.6 50 2 5.53 0.5 
0.1 100 0.5 5.7 infinite 
0.1 100 1 6.31 20 
0.1 100 2 5.56 2 
0.2 100 0.5 6.33 infinite 
0.2 100 1 6.81 10 
0.2 100 2 6.43 0.5 
0.4 100 0.5 6.94 infinite 
0.4 100 1 5.93 0.75 
0.4 100 2 5.16 0.5 
0.6 100 0.5 6.46 infinite 
0.6 100 1 5.49 1 
0.6 100 2 4.71 0.3 
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Table A 1.8 Experimental data for insert TNMG 332 FF 
Feed (nun/rev) Speed (m/min) Depth of Cut (mm) Chip diameter (mm) Chip turns 
0.1 50 0.5 2.38 10 
0.1 50 1 4.12 2.5 
0.1 50 2 8.47 3 
0.2 50 0.5 3.13 infinite 
0.2 50 I 3.63 1.5 
0.2 50 2 4.74 0.4 
0.4 50 0.5 5.49 20 
0.4 50 1 4.76 0.5 
0.4 50 2 6.6 0.25 
0.6 50 0.5 5.99 6 
0.6 50 1 5.7 0.5 
0.6 50 2 6.33 0.5 
0.1 100 0.5 4.66 infinite 
0.1 100 1 6.28 infinite 
0.1 100 2 9.56 4 
0.2 100 0.5 4.54 infinite 
0.2 100 1 4.27 0.75 
0.2 100 2 4.3 0.5 
0.4 100 0.5 4.54 infinite 
0.4 100 1 4.3 0.75 
0.4 100 2 4.07 0.5 
0.6 100 0.5 5.32 7 
0.6 100 1 4.68 0.4 
0.6 100 2 4.5 0.5 
126 
APPENDIX 2 LEAST SQUARE METHODS AND STATISTIC 
ANALYSIS 
Regression analysis is the statistical methodology for modeling and predicting values of 
one or more variables, known as dependent variables, from predictor {independent) variables. 
It can also assess the predictor variables effect on the response {dependent) variables. 
A2.1 Classical Linear Regression Model 
Assume v,, v,, ..., v, to be r predictor variables that are considered to be related to a 
response variable Y. The classical linear regression model states Y is dependent on the 
continuous manner of the v, and random error e. As the values of predictor variables are 
fixed after obtained from an experiment, the error is viewed as a random variable with a 
certain distribution. 
The model of regression is given below: 
Y = y9o+ >fl,Vi+...+>8^v,+e (A2-1) 
Response Var = Mean (dependent on v,, v,,..., v^) + error (A2-2) 
This model is a linear function of all unknown parameters >6^. But predictor 
variables v,. may or may not be of the first order in the model 
After an experiment, with n independent observations on Y and the associated v,. obtained, 
the complete model yields n equations. 
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~ ^0 ^1^11 ^2^12 — ^r^lr 
^ l ~ P o ' ^  A^21 Pl^ZL — ?r^lr '^'^2 
M M 
I'n = ^0 + A V„, + A2V„2 + •"-<- ^rV,r + (A2-3) 
The errors are assumed to have the following properties: 
! .£(£,)  =  0;  
2.  Var{£j)=a-\  
3. Cov(£y,£fc) = 0, 
In matrix notation, the regression model is expressed as: 
Y = V yS + £ (A2-4) 
and E(£) = 0, COV{£)= A 'L ,  where and cj'are unknown parameters and the 
design matrix V has jth row [Vyo,Vy,,...,VyJ. 
A2.2 Least-Square Estimation 
Regression analysis is used to solve the equations of the classical model and attempts to 
find a suitable curve (model) to fit the origioal data. The least squares estimation is a method 
employed to select b (as an estimation of /Q), which minimizes the sum of squared differences 
5(b) = Xiyj -bo-}=i 
= (y-Vb)'(y-Vb) (A2-5) 
The estimated parameter b is chosen by the criterion of Least Square Estimation. It is 
A 
considered as unbiased estimation of fi, denoted as >3. 
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Let V have full rank r+l<n. The least square estimate of /S in the classical regression 
model is given by 
P = (Z'Z)-'Z'y 
The residuals is calculated as 
e = y - y =[I-V(V'V)-V]y 
Also, the 
Residual Sum of Squares = "A ~ =^e'e 
;=i 
= y'[I - V( W)-' V']y = y'y - y'Vp^ 
After decomposition, we obtain 
Z ( y ;  -  y f  =  S ( y y  -  y ) ' +  
>=i y=i  ;=i 
total sum ^ 
of squares 
^about mearij 
regremon] 
ysum of squares J sum of 
squares ) 
(A2-6) 
(A2-7) 
(A2-8) 
(A2-9) 
(A2-10) 
By decomposition, the quality of the model fit can be measured by the coefficient of 
determination 
R' = l- y=i y=i 
^ ( y j - y f  ^ ( y j - y ) -
y=i y=i 
(A2-11) 
The quantity of gives the proportion of the total variation in the yj's attributable to 
the predictor variables. 
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Let Y=vp+e, where V has full rank r+1 and £ is distributed as The 
A 
maximum likelihood estimator of ^ is the same as the least square estimator, P. 
A 100(l-o)% confidence region for 3 is given by 
(P-fe'WCp -P)< (r + l)s(a) (A2-12) 
where (a) is the upper (100a) percentile of an F-distribution with r+1 and n-r-l 
degree of freedom. 
A2.3 Statistical model improvement for prediction model 
Once the regression model is found fitting satisfactorily with the data, it is then cast into 
two major domain of application. First, the model can be used to estimate the regression 
function at certain point. Second, the model may predict or forecast a new observation at a 
point, which may be an existing point or a new one. 
A 
I^t Vfl be a set of selected values for predictor variables, P be the least 
square estimation and denote the response when predictor variables have the value of v^. 
The expected value of Yg is 
£(^0 I Vo) = A) + A^OI + - + /3rVor = Vq ^ (A2-13) 
Its least square estimation is Vq p. When Kq is a new observation at Vq, the prediction of 
Yg is more than a simple expected value. According to the regression model, 
= (A2-14) 
where £Q is normally distributed as N(0, a') and is independent of f, P and s^. 
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VarCy^ - Vo P) = (T^d + vaW)-'Vo) (A2-15) 
The above equation shows the variance of the forecast error, the scale of which reflects 
the model fitness and accuracy. 
The difficulty of practical regression analysis lies in how to find out variables that are 
crucial for changes in dependent variable, delete insignificant ones and increase some variables 
of high order or special function, such as exponential or log function. 
In fact, it is still a trial and error based technique, but there are some guidelines that can be 
used. One of the possible ways is to assume the present model "correct" and plot the residual 
plots against predictor variables and response variables. From the shape of various plots, it 
could then be decided if any items (e.g. high order terms) need to be added in. 
Another way of doing the selection is called step-wise selection. This method applies well 
for selecting predictor variables from a large set. It is often difficult to formulate an 
appropriate regression function when a large number of variables are presented to the model 
all at once. A selection method is to try all the subsets of variables for regression, and check 
some criterion quantity such dsBT. Stepwise regression attempts to select important 
predictors without considering all the possibility. The method is to compare each variable's 
contribution to the response. If they are below the criterion value, it is then selected into the 
model. 
A high does not necessarily mean a good regression model. There may be some 
potential problems for the model or even a misled biased model One factor of great concern 
is the colinearity among variables. When V is not of full rank, some linear combination, such 
as Va, must equal 0. In such a situation, it is said to be colinear. This in turn implies that 
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W does not have an inverse. Although for our regression situation, it is unlikely that Va=0. 
Yet it may be very close to 0 for linear combination of Y, the inverse matrix (W) ' is still 
A 
numerically unstable. The direct yield from this is large estimated variance for the 's and it 
is then difficult to detect the significant y5,.. 
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