Abstract-We present an effective depth perception assessment index for stereoscopic images using a phase-shift model. To be more specific, we use Gabor filter to compute the responses of left and right images respectively, and proposed a phase-shift model for computing disparity maps based on phase gradient and phase difference information. Then, quality score for depth perception is obtained by measuring the similarity between the estimated disparities of the original and distorted stereoscopic images. Experimental results on two publicly 3D image quality assessment databases demonstrate that, in comparison with the most related existing methods, the devised algorithm achieves high consistency alignment with subjective assessment.
I. INTRODUCTION
In recent years, there has been great progress in developing objective image quality assessment (IQA) metrics [1] . However, the development of threedimensional (3D) image/video quality index is still in its early stage. Assessing the 3D image quality is a challenging issue because it is affected by image quality, depth perception and visual comfort [2, 3] . It is particularly challenging how to evaluate the perceived quality of depth perception and visual comfort when the stereoscopic image consists of two views with different quality.
For measuring the perceived quality of stereoscopic images, several metrics have been proposed. Hwang et al. [4] devised a visual attention and depth assisted stereo image quality assessment by fusing the impact of stereo attention predictor, depth variation and stereo distortion predictor. Bensalma et al. [5] devised a Binocular Energy Quality Metric (BEQM) by modeling the complex cells responsible for the construction of the binocular energy, and evaluated the similarity between the binocular energy maps of the original and the distorted stereo-pairs. Chen et al. [6] constructed a "Cyclopean" view from the stereopair, and evaluated the 'Cyclopean' view by 2D quality metrics. De Silva et al. [7] proposed a quality metric for compressed stereoscopic video by extracting features that quantify the compression artifacts. Other relevant works can be found in [8] [9] .
Some studies have been conducted on visual comfort evaluation for stereoscopic images [10] . Wopking found that disparity magnitude is the main factor for visual fatigue by subjective experiments [11] , and oversized horizontal parallax may exceed the Panum's binocular fusion limit and then cause blurred vision and diplopia phenomenon. Seuntiens et al. found that the crosstalk between left and right images may also induce visual discomfort [12] . Speranza et al. found that motion is another factor of visual comfort for 3D videos [13] . Lambooij et al. proposed a visual comfort prediction model by using average disparity magnitude and global disparity as features [14] . Nojiri et al. designed an effective objective method by considering parallax distribution and depth motion for 3D videos [15] . Perceptual visual attention models are taken into account in the visual comfort prediction methods [16, 17] .
Several works in the literatures have been proposed in evaluating depth perception. Lebreton et al. characterized 3D materials on different depth perception scales [18] . Faria et al. proposed a stereoscopic depth perception approach inspired by the primary visual cortex using the stimulus response of the receptive field [19] . Currently, some metrics evaluated the two views of the stereoscopic images, disparity/depth images separately by 2D-IQA metrics, and then combined them into an overall score. Boev et al. [20] combined monoscopic and stereoscopic quality components from the 'Cyclopean' image and disparity map respectively for stereo-video evaluation. Benoit et al. [21] computed quality scores of both stereopair and the disparity map by 2D quality metrics, and then combined them to produce a final score. You et al. [22] investigated ten common 2D quality evaluators on a stereo-pair and on its disparity map, and found the optimal combination means which can yield the best performance.
In this paper, we proposed a depth perception assessment index for stereoscopic images using a phaseshift model. The main contributions of the paper are as follows: 1) we focus on phase-shift receptive field mechanism for depth perception computation; 2) we calculate the phase difference similarity between the estimated disparity shifts as the final quality index; 3) we demonstrate that depth perception is not the main visual cue in evaluating 3D visual quality under poor quality stereoscopic images. The rest of the paper is organized as follows. Section II presents the proposed depth perception assessment index. The experimental results are given and discussed in Section III, and finally conclusions are drawn in Section IV.
II. PROPOSED DEPTH PERCEPTION ASSESSMENT INDEX
We give a short overview on energy neurons modeling disparity-tuned cells in the visual cortex [23] . The output of a simple receptive field is formulated mathematically as a convolution of image I with the receptive field function f v ,
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However, the above binocular energy model is not directly suitable for the distorted stereoscopic images, because depth perception (with stimuli from the position shift) may not be able to correctly characterized in the case. The analysis results in our previous work [8] have revealed that phase shift between two views provides the main cue for binocular disparity; then, if the disparity of the input is not matched to the preferred disparity, the phase shift will tend not to be zero, and the binocular energy response will change. In order to measure depth perception, the existing technologies [20] [21] [22] directly evaluate the quality of the estimated disparity maps. However, position-shift mechanism is not suited for disparity computation for the distorted stereoscopic images.
In a mathematical model of depth perception, the neurons can be treated by 2D filter tuned to different scales and orientations. In this work, we use Gabor filter to compute the responses of left and right images, respectively. Firstly, we define the phase gradient extended from 2D case as ( , 
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being the phases of left and right images, respectively. Also, the phase difference between the left and right images is calculated as ( , ; , ) ( , ; , ) ( , ; , )
Taking into account the above equations, the estimated disparity vector is computed as the following Eq. (8) .
Since the estimated disparity vectors ( , ; ) are detected as phase shifts in the spectrum, we measure the similarity between the disparity vectors. Specifically, we define the phase difference between them as in Eq. (9) .
Here, represents the inner product of their gradient values in x and y direction, and T 1 is a positive constant to increase the stability of the phase difference. In this paper, T 1 =0.85. 
Finally, quality score of the depth perception is decided via averaging individual quality scores of pixels ( , ) ( , )
where N is the number of pixels of the image. The phase difference between the estimated disparity vectors reflects the range of distortion degrees in an image. The higher estimated value, the larger distortion rang, and thus the lower depth perception quality. Here we present one example to illustrate this point above. The first row of Fig.1 shows: (a) JPEG compressed version, (b) JPEG2000 compressed version, (c) Gaussian blurred version, and (d) White Noise distorted version of left image of 'Balloons' test sequences from NBU IQA database. The second row of Fig.1 shows the estimated disparity maps from the stereoscopic images in the first row (used the stereo matching algorithm in [26] ). The third row of Fig.1 shows the phase difference maps from the stereoscopic images in the first row by the proposed method. The difference mean opinion scores (DMOS) values for the Gaussian blurred, JPEG compressed, JPEG2000 compressed and White Noise distorted stereoscopic images are 30.6087, 31.4783, 29.4348 and 30.1304, respectively, that is, the subjective measures for these distorted stereoscopic images are similar. It is clearly demonstrated that the evaluated quality of the estimated disparity by stereo matching have weak correlations with the subjective perceived quality, while the proposed quality scores are more consistent with the DMOS values.
III. EXPERIMENTAL RESULTS AND ANALYSES

A. Databases And Performance Measures
In the experiment, two publicly available 3D IQA databases: NBU 3D IQA Database [8] , and LIVE 3D IQA Phase I Database [6] , are used to verify the performance of the proposed metric for stereoscopic images. The NBU 3D IQA Database consists of 312 distorted stereoscopic pairs generated from 12 reference stereoscopic images. Five types of distortions, JPEG, Figure 1 . Examples of quality degraded left images of 'Balloons' test sequences from NBU 3D IQA database: (a) JPEG compressed version; (b) JPEG2000 compressed version; (c) Gaussian blurred version; (d) White Noise distorted version; (e) The estimated disparity map of (a); (f) The estimated disparity map of (b); (g) The estimated disparity map of (c); (h) The estimated disparity map of (d); (i) The calculated phase difference map of (a); (j) The calculated phase difference map of (b); (k) The calculated phase difference map of (c); (l) The calculated phase difference map of (d).
JP2K, Gblur, WN and H.264, are symmetrically applied to the left and right reference stereoscopic images at various levels. The LIVE 3D IQA Phase I Database consists of 365 distorted stereoscopic pairs generated from 20 reference stereoscopic images. Five types of distortions, JPEG, JP2K, Gblur, WN and FF, are symmetrically applied to the left and right reference stereoscopic images at various levels for the LIVE 3D IQA Phase I Database. In the paper, four commonly-used performance indicators are used to benchmark the proposed metric against the relevant state-of-the-art techniques: Pearson linear correlation coefficient (PLCC), Spearman rank order correlation coefficient (SRCC), Kendall rank-order correlation coefficient (KRCC), and root mean squared error (RMSE), between the objective and subjective scores. For a perfect match between the objective and subjective scores, PLCC=SRCC=KRCC=1, and RMSE=0. For the nonlinear regression, we use the following five-parameter logistic function [27] :
where β 1 , β 2 , β 3 , β 4 and β 5 are determined by using the subjective scores and the objective scores.
B. Overall Assessment Performance
For evaluating the proposed algorithm, the relevant existing 2D-IQA schemes, e.g., PSNR, SSIM [28] , MS-SSIM [29] , UQI [30] , VIF [31] , VSNR [32] and FSIM [33] , have been compared. In order to characterize depth perception, the 2D-IQA schemes directly predict the quality of the estimated disparity maps (stereo matching algorithm [26] is used in this paper). The PLCC, SRCC, KRCC and RMSE of the eight schemes on the two databases are given in Table. 1, where the three best metrics have been highlighted in boldface. It is clearly shown that directly evaluating disparity quality does not improve the performance, because the quality of the estimated disparity highly dependent on the stereo matching algorithm, and the 2D quality metric for disparity maps does not align with the human perception of disparity. Fig.2 and Fig.3 show the scatter plots of predicted quality scores against subjective quality scores (in terms of DMOS) for the eight schemes on the two databases, respectively. From the figures we find that, in the case of low quality stereoscopic images (e.g., DMOS is larger than 40), the predicted depth perception quality is limited within a certain range (the predicted DMOS is lower than 40) by the proposed scheme. The phenomenon is acceptable because depth perception is not the main visual cue in 3D perception for the low quality case; that is, image quality and visual comfort will dominate the 3D Figure 2 . Scatter plots of predicted quality scores against the subjective scores (DMOS) of the eight methods on the NBU 3D IQA databases.
perception quality in assessment (in agreement with the subjective observations in [34] ).
C. Performance On Individual Distortion Types
To more comprehensively evaluate the prediction performance of the proposed method, we compare the eight schemes on each type of distortion. The PLCC and SRCC results are listed in Tables.2-3 , where the best metrics have been highlighted in boldface. One can see that the proposed scheme obtains the best performance on the most of the distortion types. Even though some 2D metrics may perform well on some specific types of distortions, e.g., MS-SSIM is an effective measure for noisy images, but it is not able to faithfully measure the quality of images impaired by other types of distortions. This validates that depth quality does not directly equal to the quality of estimated disparity maps.
V. CONCLUSIONS
In this paper, we devised a satisfactory computational model to provide an effective depth perception assessment index for stereoscopic images. More specifically, we use Gabor filter at different scales and orientations to compute the responses of left and right images. Then, we proposed a phase-shift model for computing disparity maps that is based on phase gradient and phase difference information. Finally, we calculate the similarity between the estimated disparity maps of the original and distorted stereoscopic images as the final quality index. Compared with state-of-the-art 2D image quality assessment (2D-IQA), the proposed metric performs better in terms of both accuracy and efficiency on two publicly available 3D IQA databases. In the future work, we will further explore how to combine image quality, depth perception and visual comfort in modeling 3D visual perception.
