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LISTA DE ALGUNOS SíMBOLOS UTILIZADOS 
N 	 El conjunto de los números naturales [0,1,2, } 
	 El conjunto de los números naturales positivos 
Z 	 .El conjunto de los números enteros 
Q 	 El conjunto de los-números racionales 
	 El conjunto de los números reales 
C 	 .El conjunto de los números complejos 
	 El conjunto de los números algebraicos 
C(p) 	 Coeficiente principal del polinomio p(x) 
gr(p) 	 Grado del polinomio p(x) 
mgr(p) 	.Multigrado de un polinomio en varias indeterminadas 
x(a) 	Altura del número algebraico a 
NQ(8)(Jz) 	.Norma del número algebraico z en Q(B) 
Hall 	 Máximo de los valores absolutos de los conjugados de a 
SUMARIO 
La presente investigación pretende exteriorizar las herramientas matemáticas 
empleadas en la demostración del Teorema de Gelfond-Schneider; presentando, al 
mismo tiempo, el desarrollo histórico-matemático que lo genera. La misma la hemos 
dividido en cuatro capitulas, los cuales se encuentran organizados de la siguiente 
manera En el capítulo n°1 presentamos el desarrollo histórico-matemático que 
produce el teorema de (]effond-Schneider, el capítulo n°2 establece los conceptos 
matemáticos necesarios para la solución del séptimo problema de Hilbert, en el 
capítulo n°3 se presentan las pruebas de algunos resultados previos a la formulación 
de los 23 problemas de Hilbert y en el capítulo n°4 se exhiben las dos soluciones 
dadas, de forma independiente, del séptimo problema. 
S1JMMARY 
luis research aims to extemalize the mathematical tools used in the demostration 
of the Gelfond-Scbneider theorem, presenting al the same time, the historical and 
mathematical development which generated it. This work has been divided into four 
chapters, which are organized as follows: In the first chapter we present the bistorical 
and mathematical developmenl that produces Ihe Gelfond-Schneider theorem the 
second chapter esbblishes th7e matheflatica1 concepts needed for the solution of 
Hilbert's seventh problem; ni the third chapter we present sorne previous resulta lo 
the formulation of the Hllbert's 23 problema, and in the fourth chapter are exhibited 
two independent solutions given lo the Hilbert's seventh problem. 
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INTRODUCCIÓN 
Sabemos que los números reales pueden dividirse en racionales e irracionales y 
también que, en algunos casos, demostrar que cierto número es irracional no es tarea 
fácil de emprender; sin embargo otra que, posteriormente, ha llamado más la 
atenciún ha sido la división en números algebraicos y trascendentes. Los números 
algebraicos son infinitos numerables ylos trascendentes infinitos no numerables, por 
ende se puede concluir que hay más números trascendentes que algebraicos; no 
obstante generar números trascendentes o demostrar la trascendencia de cierto 
número, es aún más complicado (al cabo de todo, primero tiene que ser irracional). 
En 1900, en el Segundo Congreso Internacional de Matemáticos celebrado en 
Paris; David Hilbert propone veintitrés problemas, que en su opinión deberfan 
ocuparse los matemáticos durante el siglo XX. En el séptimo problema conjeturó 
que: "aP sería trascendentesiaesun número algebraico diferente de0ó 1 ysifi es 
un número algebraico irracional"; además proporcionó ejemplos como 2. 
En 1929, el matemático ruso Alexander Oelfond presentó un primer adelanto de 
la solución del séptimo problema de Hilbert, la diferencia radicó en tomar a fi como 
un número cuadrálico imaginario irracional. Después, Kuzmin (1930) extiende este 
resultado a los fi irracionales reales cuadráticos No fue basta 1934 cuando, de forma 
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independiente, Gelfond y Theodor Schneider solucionan por completo el séptimo 
problema de Hilbcrt conocido hoy día como teorema de (ielfond-Schneider. 
En vista de que el teorema de Gelfond-Schneider resuelve el séptimo problema 
planteado por Hilbert y nos ayuda a demostrar, por ejemplo, que eIr es trascendente; 
es de vital importancia reconocer y comprender los conceptos matemáticos usados 
en su demostración, para poderlo emplear con confianza; de aquí que decidimos 
realizar la presente investigación. 
CAPÍTULO N°1 
EL ORIGEN DE LA TEORÍA DE NIJMEROS 
TRASCENDENTES 
La Teoría de Números Trascendentes es un área de la Teoría de Números que es 
formulada, con sus propios métodos, a partir del siglo XX; no obstante florece a 
partir de fuentes diversas como los son: el problema clásico de la cuadratura del 
círculo, las investigaciones de LiouviUe y Cantor, las investigación de Hermite 
sobre la función exponencial y el séptimo problema de Hilbert (de su famosa lista 
de 23 problemas de los cuales debían ocuparse los matemáticos en el siglo XX). 
En el presente capítulo presento el desarrollo-histórico matemático que suscita la 
solución del séptimo problema de Hilbert el cual, posteriormente, será conocido 
como Teorema de Gelfond-Shneider. También se presenta la evolución de la 
Teoría de Número Trascendente, antes de la formulación de los 23 problemas de 
Hilbert culminando con la enunciación de estos últimos y su estado actual. 
1.1. Algunas fuentes de La Teoría deNúnieros Trascendentes. 
Los principales problemas de la Teoría de Números Trascendentes son probar la 
irracionalidad, la independencia lineal, la trascendencia y la independencia 
algebraica de ciertos números. Unas cuantas definiciones serán necesaria para 
4 
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definir el concepto de número trascendente, al tiempo que revisamossus fuentes de 
origen. 
Definición 1.1: Sea  un anillo. La colección D[x], definida por 
D[x] ={.ax/n E F yaj E D, Vi = 
la llamaremos anillo de los polinomios sobre D en la indeterminada x. 
Observación 1.1: Algunas características o propiedades que posee el anillo D son 
conservadas por el anillo de polinomios D[x],  como lo son: 
1,. Si D es conmutativo, entonces D[x]  también los es. 
2. Si les la unidad deD, entonces l también esla unidad deD[x]. 
3. Si D es un dominio entero (D no tiene divisores de cero), entonces D[x] 
también lo es. 
4. Si D es un cuerpo, entonces D[x]  es un Dominio Euclidiano y por ende es 
válido el algoritmo de la división en D[x]. 
Ejemplo 1.1. 
1. Z[x]  es el anillo de los polinomios en la indeterminada x con coeficientes 
enteros.. 
2. Q[x], 1l[x], C[x] son anillos de polinomios en x con coeficientes racionales, 
reales y complejos; respectivamente. Además; como Q, Rk tC forman cada 
uno un cuerpo, se tiene que Q[x] 1l[x]tC[x] son dominios euclidianos, 
donde es válido el algoritmo de la división. 
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Definición 1.2: Sea p(x) = 	0p.x' E D [x] 
1 . 	Si q, * O diremos que a, es el coeficiente principal de p (x) y lo 
denotaremos C(p); y que el grado de p(x) es n , el cual denotaremos por 
gr(p), 
2. Diremos que un polinomio es una constante si es de grado O o es el 
polinomio cero. 
Definición 1.3: Un número complejo a se dice que es raíz de un polinomio 
P(Z) € Q[z], si P(«) = O. 
El descubrimiento de los números irracionales se le atribuye a los pitagóricos 
hacia mediado del siglo y &C; específicamente a Hipaso de Metaponto, quien 
presumiblemente demostró que 	era irracinnal usando aproximaciones 
geométricas. Una prueba de la irracionalidad de 	la encontramos en los 
Elementos de Euclides, conviniéndose esto en un teorema incipiente, junto con su 
prueba, de la Teoría de Números Trascendentes. En la actualidad hay muchas 
pruebas de la irracionalidad de 	[a que presentamos a continuación nos ayudará 
a comprender los argumentos empleados en la demostración de la trascendencia de 
ciertos números. 
Teorema 1.1: El número no es racional. 
Prueba: 
Supongamos que V E es decir V= . Donde rs E N = {1,2.3.,-} 
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Definamos dos sucesiones {aJ y {b} en forma recurrente, mediante las 
condiciones: 
a0 = O a1 1 	a = 2a_1 + a 	n k 2 
b0 =i 
	
L 	b. = 2b_1 + b_2 nl~2 
Ahora consideremos los polinomios en Z[z] , definidos por 
P(z)=az2 —b 	nN 
Claramente 
P(i2)EZ y P(I2)*o. paran >1 
Es más, para n k 1 se tiene que: 
(1.1) 	2a - = (1)n+1 	y 	2a_1a -b._jhn 
Probemos esta última afirmación- por inducción. 
Para  = 1 , obtenemos que: 
2a—b=2(1)2 -1=2-1=1=  
2a1-1a1 — b1-1b1 = 2a0a1 - b01,1 = O - 1(1)  
Si suponernos que-(1.1) es válido para un particular n (Hipótesis de Inducción, 
ÍLI)se tiene que pata n+ 1: 
a 
2r.2 - 	 '2 - 	b,+1-2)   - 	---i n+1-2) k.L1fl+1_1 
= 2(2a +a02 - (2b + ¡¼)2  
= 2(44 + 4aa..1  + 4..) - 4b + 4bb, 1  + b_1 ) 
= 4(24 - bJ + 4(2aa 1  - bb.1) + (24_a - b_1 ) 
=4(_1)11 + 4(-1)"+ (—i)n 	por la H.I 
= (_i) 2 
= 
De manera análoga 
2a(+l)la+1 - 	 = 2aa1 - 
= 2a(2a + a,) - b(2b + b...1) 
= 2(24 - b) + (2a-ja— b 1b) 
2(-1)" + (—i) 	por.H.L 
(-1)' + (-1)-  
=l = (-1)' 
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De(1.1)sededuce que para todo n1: 1,IP(fi)I = 1. 
En vista de la definición de los P1  y nuestra suposición de que 	= , podemos 
dar otra expresión para I&(iI)I, a saber: 
1 =IP(ñ)I =I2a — bI 
= 	- b.)(-12a + bn)I 
= I(ant 	b)t 
Iar+bs\ 
=Iur — bsI 	s2 ) 
De esta última igualdad podemos inferir que ar - bs es un entero 
satisfaciendo: 
O <Iar — bsI = 
s2  
anr+bs 
Por otro lado, {aj y (bu) son estrictamente crecientes. Veamos esto para (a}. 
Por definición; a0 <al, 	a1 =1<2=a2 	ypara nk2 
De forma análoga se prueba que (b) es estrictamente creciente para n k 2, 
de donde se sigue que la sucesión far + bus) también es estrictamente creciente; 
por lo tanto existe un entero ñ tal que 
s2 <ar + bs 
lo 
Al considerar el polinomio auxiliar P(z), obtenemos un entero añr - bs que 
satisface la relacón: 
0< Iar — bsI< 1 
lo cual es imposible, pues no hay enteros entre 0 y 1. Así nuestra suposición inicial 
es falsa y 	es irracionaf.o 
Al suponer, en la demostración anterior, que 	= E ; alegamos que 	es 
raíz de un polinomio de grado uno en Z[z]. Por ende, podemos adoptar la siguiente 
definición: 
Definición 1.4: Los números irracionales son aquellos números complejos que no 
son raíces de ningún polinomio de grado uno en 
El problema de la cuadratura del círculo fue lo que dio origen en el siglo XIX a 
las investigaciones sobre números trascendentes; dicho problema lo encontramos 
desde tiempos antiguos en el papiro Rhind, cuando el escriba Ahmes hacia el año 
1650 &C da una regla para construir un cuadrado de área "casi" igual a la del 
círculo. 
La palabra "trascendente" fue utilizad por primera vez por Euler o Leibniz; 
algunos autores afirman que fue Leibniz quien la utilizo en 1704, otros como 
Yandell (2002) afirman que fue Euler alrededor de 1740 quien conjeturo que tales 
números existían y los llamó "trascendentes", ya que estos, según el propio Euler, 
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"trascienden al poder de los métodos algebraicos". En este momento es oportuno 
presentar la definición de número algebraico y la de número trascendente. 
Definición LS: Un número a E € se dice que es algebraico, si existe un polinomio 
p(x) C 71[x] no nulo tal que p(a) = O. 
Defmición 1.6: Los números complejos que no son algebraicos se llaman 
trascendentes. 
Observación 1.2. Al conjunto formado por los números algebraicos lo 
denotaremos por 4. 
A continuación presentamos una cronología del estado de la Teoría de Números 
Trascendente antes del reto de Hilbert, la prueba de algunos de estos 
acontecimientos se presentan en el Capitulo N°3 
1.2. Estado de la Teoría de Números Trascendentes antes de los 23 
problemas de Hilhert. 
En 1727 el matemático suizo Leonhard Paul Euler utilizó, por primera vez, de 
forma escrita, el símbolo e para un numero y; posteriormente en 1737 demostró 
que este es irracionaL En 1748 publica Infroductio in analysin infinitiorwn y; entre 
Los hechos o resultados más sobresalientes que encontramos en esta publicación, 
podemos mencionar 
o Prueba que e2 es irracional, utilizando su expansión en fiacciones continuas. 
o Obtiene la relación muir = 
o Deriva la fórmula cír = cos(x) + isen(x) 
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o Calcula dieciocho dígitos de e 
•0 Formula una conjetura para números trascendentes. 




es trascendente i- no es racional. 
In a 
Posteriormente excluye casos triviales como 10924 
Recordemos la definición moderna de la función logarítmica, para obtener una 
versión exponencial de esta conjetura. 
Definición 1.7: La función Logarítmica con base a > O, a * 1, se define por 
tbgab = y Si y sólo sí 	ay = b. 
Conjetura de Euler (Versión Exponencial): Suponga que a y b son números 
racionales distintos de cero, tales que 
aP = b 
Entonces, si f no es racional, debe ser trascendente. 
En esta versión se deduceque 2'/'_ es irracional, pues en caso contrario F2 sería 
trascendente; lo cual. sabemos es falso, pues 	es raíz del polinomio 
p(x) 	—2 €Z(4 
13 
Motivado por el problema de la cuadratura del círculo, Johann Lambeit probé en 
1766 que ir es irracional. En 1815 Jospeh Fourier dió una prueba alternativa de la 
rraçionaU4a4. de e, la cual se çonveiliM en fuente para los mtodQs de 
demostración empleados en la Teoría de Números Trascendentes. Veamos esta 
prueba. 
Teorema 1.2: El número e es irracional. 
Prueba: 
Supongamos que e=!:,con r.sEZ 	. 
Como e = 	Si consideramos 	,se tiene que:ni 
Sr 
	1 
es un número positivo; luego: 
	
s!_ = ) S! (e—) 	+ 
Denotemos esta última expresión por N. Al realizar algunas operaciones, se sigue 
que: 
1V = s! (e - ELO = 	- 
1
(s 






N = 	 1 	+ + 	 5+1 (s+2)(s+1) (s+3)(s+2)(5.s-1) 
En vista de que s2:1. s+,1k2; se sigue que: 
1 	1 	1. 
s+1 (s+2)(s+1) 
Así, 
1 	1 	1 	 111 
N = + 1+ (s+2)(s+1)+(s+3)(s+2)(s+1)+ <+++••• 
uego, L 
N<1 
De esta forma hemos obtenido un entero Ncon la propiedad 
O<N<1 
lo cual es imposible, por lo tanto e es irraçional.o 
Aunque se había especulado que los números trascendentes existían, hasta 1844 
no se habla exhibido un número que fuese de esta clase. Pue entonces cuando 
Liouville demuestra que los números algebraicos irracionales no podían 
aproximarse a través de números racionales, a menos que los denominadores de 
15• 
estos últimos fuesen muy grandes. De este hallazgo se sigue que si un número 
irracional puede aproximarse mediante números racionales con denominadores 
relativamente pequefios este debe ser trascendente. Antes de presentar el teoremas 
veamos una definición y un teorema preliminar. 
Definición 1.8: Sea ae. Un polinomio f(x) en 71[x] se denomina un polinomio 
mínimo para a, si 
gr(f) = mtn(gr(g)/ 9(x) € 71[x] - (O} yg(a) = O } 
Si el máximo común divisor de los coeficientes de f es 1, entonces f se 
çlçgQmffi el p°iUQn4Q mlnuJ para «. 
Definición 1.9: Sea f(x) E 7L[x] el polinomio mínimo para un número algebraico 
a de grado n. Se dice entonces que a es un número algebraico de grado n o que el 
grado del número algebraico a es n; y lo denotaremos por gr(a) = n, es decir, 
gr(a) = gr(f'). 
Definición 1.10: Sea D[x] un anillo de polinomios sobre un dominio entero D. Un 
polinomio no constante f(x) E D [x] es irreducible sobre D, si siempre que 
f(x) = g(x)h(x) con g(x), h(x) € D[x] , entonces gr(g) =06 gr(h) = O 
Lema Li: Si f(x) E 71[x] es un polinomio mínimo para un número algebraico a, 
entonces f(x) es irreducible en Q[x]. 
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Lema 1.2: Sea f(i) E Q[z] y  E Q. Entonces; 
f(E) = Osiif(z) = (qz—p)g(z) ,paraalgúng(z) E Q[z]. 
Del lema anterior se deduce que si f(z) E Q[z] es irreducible de grado mayor 
que i,f(E)*O VEEQ. 
Teorema 1.3: (Teorema de Liouville). 
Supóngase que a es un número algebraico de grado d> 1 Entonces existe una 








Sean aeR y E E Q, q > O 
Supongamos que 
i<Ia -I. 
Envisfadequeq -e-> ise tiene que L:5, 1;dedonde 
se sigue: 
11 	 p —<-.~1< a-- 
q4 q 1 q 
Así, si tomamos c :5 1, obtenemos la desigualdad; 
Supongamos ahora que Ia-1 :51. 








'4) - qd 
Donde ¡Ni 2: 1, lo que implica que: 
1 
5 If (91 i7 	q 
En vista de que f(a) = O, podemos rçescribir la desigualdad anterior como 
sigue: 
(1.2) ~ 1f(f()I 
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Ya que a y,y= f(x) es una fundón diferenciable; por el Teorema cielValor 
Medio existe q entre uy tal, que: 
f(a) — f (E) = r(9) (a — 
(1.3) 	 If(a)-f()I = lf'(q)IIa-I 
Ahora como  está entre ay,ya_j~1se tiene que Ia_qI~i. De 
donde, 
—a— 1:5 —92 <1-a 
a-1:5ç51+a 
En vista de qué f es una función continua, y por lo tanto If' 1 también lo es; por 
el Teoremadel Valor Extremo, 
If'()l -5 maxflf'(0)I/O E [a - La + 11) 
Como f'(ç) * O, pues en caso contrario f () = O; se sigue que: 
(1.4) 	 maxfjf'(0)I/OE[a - La + 1fl = M > O 





Si en esta ocasión tomamos c = mín(1, M'), completamos la prueba del 
Teorema de Liouville para creR.. 
CASO NO REAL 
Sea cr=a+bt(b*O)y€Q(q>O) 
jIm(a)1
< IIm(a)I = IbI~j(a—)+btI = I(a+bt)_i = la - 111  — 
En este caso basta tomar c = hm(a) 1, para obtener la desigualdad de 
Liouville.o 
Corolario 1.1: El número £ = 	10' es trascendente. 
Prueba: 
Supongamos que £ E Q y gr(E) = d. 
Para aplicar el Teorema de Liouville debemos establecer que £ es irracional, es 
decir, d> 1. Veamos la expansión decimal de £. 
= 
£ = 	 — + + 
i00000 
+ 	  
	
10 io 	 i00000000000000000000000 
n=1 
= 0.11 000 1000000000000000001000 ... 001000 
3 ceros 	 17 ceros 	 95 ceros 
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En vista de que la sucesión de los ceros consecutivos en la expansión decimal de 
£ crece sin limite, esta no. puede ser eventualmente periódica; por lo tanto £ debe 
ser irracional. 
Por el Teorema de Liouville, existe c› O tal que: 
(LS) 
para todo racional 
Vamos a construir una sucesión de números racionales que se aproximen a £ y 
que contradice la desigualdad (1.5). En efecto, para un entero positivo N, sea 
ru = 
Ya que TN tiene una expansión decimal finita, TN E Q; el cual podemos definir 
por 
N TN = P- , 
qN 
donde PN = 10N1 	j()-n1y QN = 10' 
Así, 
r =10-11 =1=0.1 
10 





= 	1000000 0.1+0.01+0.000001=0.110001 
Luego cada truncamiento de la expansión decimal de E se da antes de cada 
sucesión de cerós. 
Se tiene que 
N 	 - 
- fi V o-' - io-' = 	io-' 
1 qI L 
En vista de que 
,Eó~m 4.1 = 	-0¿+1)1 io ")  + 10-(N+3)I + 
= (1O_1)(N+1)I + (10_1)(N1.2)1  + (10_1)(1+3)1 + 
Al compararla con la serie geométrica 
L=(N+1)! 10 	







j (N+1) , (N+01+1 1  (N+1)I+2 




n1 	n=1 	n=N+i 
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Es evidente que 
ID 	 CO 
1M+ 
< 
n1, 	n= N+1) 
Lo que implica 
k - PN I < lo lo-(N+»11 	q,I 




c 10 <: 10-(t+1)I 
10 _di 9 
clO <2 10-(N+1)1 
De donde 
o < 2 c < 104(N+1)1 'o 
O <9 < (.!!ci io''-' 




Lo que es una contradicción. De donde nuestra suposición de a)ze £ es 
algebraico es falsa por lo tanto debe ser trascendente.o 
En 1873 el matemático francés CharfesHermite demostró que e es trascendente, 
la demostración aparece en su memoria titulada: "Sobre la función exponencial", 
publicada en Comptes Rendus (Vol 77), y en la misma utiliza la representación en 
nk 
ñepelnero én - 
Eh 1874 el matemático alemán George Cantor demostró que la "mayoría" de los 
números reales eran trascendentes. Veamos una prueba de este resuftndo. 




a es algebraico, satisface alguna ecuación polinomial de la forma 
(1.6) 	p(x)=a.0 +aix+ --- +ax=O 	(n2>-1) 
Donde p(x)EZ[x] y a*O. 
A cada ecuación de fa tbrma (1.6) le podemos asociar el entero positivo 
(1.7) 	 1a1+Ia1I+»+1a0I+n=m 
Ya que 1a1 k 1  n ~: 1, m k 2 para cualquier ecuación de fa forma (1.6). Sea 
j c N' x (N - tu) el conjunto de pares de enteros (n, m) para los cuales se da 
(1.7) y definamos 	como sigue: 
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Es claro que P()  es finito; por lo tanto 
P =U P(n..) 
(ñs)EJ 
es numerable, por ser la unión numerable de conjuntos finitos, es decir, que el 
conjunto de las ecuaciones polinomiales de la forma (1.6) es numerable. 
De igual manera definamos para cada par de enteros (n. m) e  los conjuntos: 
(n;m) = (a:p(a) = Oyp(x) E 
Como todo polinomio de grado n no puede tener más de n raíces, A(nm) es 




Corolario 1.2: La "mayoría" de los números reales son trascendentes. 
Prueba: 
Como el conjunto de todos los números reales no es numerable, se sigue que el 
conjunto de los números reales trascendentes, R - ,no• es numerable y por lo 
tanto, la "mayoría" de los números reales son trascendenteso 
25 
En 1882, Ferdinand von Lindemann usa la representación en serie de ez,  la 
fórmula de Euller y algunos resultados sobre números algebraicos para probar que 
ir es trascendente y por lo t@ntg ir también es 	iidçnte; incluso llego a probur 
que ea  es trascendente cuando a es un número algebraico no nulo. Este último 
resultado se conoce como Teorema de Hermite-Lindemann. 
En 1884, el matemático alemán Carl Weieistias generaliza el Teorema de 
Hermite-Lindemann al probar que a1eat  + a2erz  + + ate«,  es trascendente 
siempre que a1, a21 ..., al sean números algebraicos no nulos y distintos, al tien)p9 
que a1, a2, ... , a1  sean números algebraicos no nulos. 
1.3. Loa 23 problemas de David Hilbert. 
El 8 de agosto de 1900, en el Segundo Congreso Internacional de Matemáticos, 
celebrado ea Paris, el matemático alemán David Hilbert planteé, originalmente, 10 
problemas sin resolver que él pensaba marcarían el avance de la matemática 
durante el siglo XX. El articulo impreso de la conferencia de Hilbert contiene 23 
problemas, así como una serie de argumentos acerca de por qué los matemáticos 
deberían enfrentarse a éstos, procurando Regar .a teorías que arrojasen luz sobre el 
problema en cuestión, y sobre temas próximos. Entre tales argumentos está el 
problema de la braquistocrona de 1696, originalmente planteado por el matemático 
Johann Beinouilhi, que pregunta por la curva que une dos puntos en un plano 
vertical y a lo largo de la cual una partícula deslizaría desde un punto al otro en el 
tiempo más corto. Los matemáticos presentes en la conferencia; si bien sabían que 
este problema había sido resuelto por varios matemáticos, entre los cuales estaba el 
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Inglés Lssac Newton; también, sabían que este había generado un variado conjunto 
de problemas similares y que la teoría en la cual se encuadraba el problema seguía 
llena de vida. 
Hilbert nació el 23 de enero de 1862 en Kónigsberg, una pequeña ciudad en la 
Prusia Oriental. Ingreso en la Universidad de Kónigsbergen 1880 y fue allí donde 
tuvo contacto con Hermann Minkowski, un prodigio en matemática; quien te 
aconsejó no responder al discurso de Poincaffi en el Primer Congreso Internacional 
de Matemáticos celebrado en Zurich, en el año 1897. Minkowski le escribe a 
Hilbert el 5 de enero de 1900, lo siguiente: 
"Más atractivo sería el Intento de mirar alfia'uro, en otras palabras, de hacer una 
caracterización de los problemas a ¡os que los matemáticos deberían orientarse en 
elfisturo. Con esto, podrías tener a gente hablando de tu charla incluso durante 
déiiizi a partir de ahora. Por supuesto, la profecía es realmente un asunto 
d/ícil" (Rítdenberg y Zassenhaus, 1973; citado por (fray, 2003, p.70) 
Siguiendo el consejo de su amigo Minkowski, Hilbert presentó los problemas 
que desafiaron a la Matemática en los inicios del siglo XX; los cuales se describen, 
brevemente, a continuación: 
1. El problema de Cantor del número cardinal del continuo. 
Pide demostrar un teorema que se deriva de las investigaciones de Cantor sobre 
los cardinales infinitos. Cantor había probado en 1873 que el cardinal del conjunto 
de los números naturales era menor que el cardinal del conjunto de tos números 
reales, el continuo denotado por c; posteriormente propone que el cardinal de cada 
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subconjunto infinito de R es igual al de los números naturales, o bien al del 
continuo. 
El teorema en cuestión establece que el continuo de los números reales es el 
conjunto infinito más pequeño estrictamente mayor que un conjunto numerable, por 
tal razón al primer problema se le conoce como la Hipótesis del Continuo. 
Entre 1939 y  1940, Kurt Gódel demostró que la hipótesis del continuo no puede 
refutarse en la teoría axiomática de Zermelo-Frankel-Axioma de Elección, es decir, 
que puede construirse una teoría de conjunto consistente donde la hipótesis del 
continuo sea cierta Por otro lado, entre 1963 y  1964 Paul Cohen demuestra que al 
añadir el contario de la hipótesis del continuo al sistema .de Zermelo-Frankel-
Axioma de Elección; también puede construirse una teoría de conjunto consistente. 
2. La compatibilidad de los axiomas de la Aritmética 
Pide demostrar que los axiomas de la Aritmética son consistentes, es decir, que 
un número finito de pasos lógicos basados en ellos no puede llevar a resultados 
contradictorios. 
En 1931, Gódel demuestra que tal como se formula habitualmente la aritmética 
es incompleta e indecidible. 
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3. La igualdad de los volúmenes de dos tetraedros de la misma base y la misma 
altura. 
Consiste en disponer de dos sólidos de igual volumen, tal que ninguno de los dos 
pueda dividirse en número finito de piezas que puedan reordenarse para formar el 
otro. 
En 1902, un estudiante de Hilbeit, Max Dehn, demostró que un tetraedro y un 
cubo del mismo volumen no pueden fragmentarse y recomponerse de una forma 
diferente de modo que cada uno de ellos se trasforme en el otro. Dehn menciona 
en sus notas que Bricard en 1896 y  Sforza en 1897 dieron ejemplos de poliedros 
que no pueden transformarse uno en otro por corte y pegadó, pero sus argumentos 
eran insuficientes. 
4. El problema de la línea recta como la distancia más corta entre dos puntos. 
Los investigadores han encontrado este problema bastante vago, trata de manera 
general de imaginarse geometrías desde puntos de vistas sugestivos que 
permanezcan próximas a la geometría euetídea. Así, el problema es un programa de 
investigación y Herbett Busernann contribuyó notablemente al desarrollo de este, 
alrededor de 1966; seguido por Aleksei Pogorelov en 1973 y Z.I. Szabó en 1986. 
S. El concepto de Lie de grupocontinuo de transformaciones sin la hipótesis de 
la diferenciabilidad de las funciones que definen el grupo. 
En este problema HilberI pregunta si la hipótesis de la diferenciabilidad de las 
funciones que definen el grupo, por medio del cual Lié establece un sistema de 
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axiomas geométricos, puede ser 'gnorada y posteriormente deducida de los demás 
axiomas geométricos y del mismo concepto de grupo. 
Andrew Gleason, Deane Montgomery y Leo Zippin dieron soluciones 
positivas en 1952. 
6. Tratamiento matemático de los axiomas de la Física. 
Plantea tratar por medio de axiomas, tal como se hizo con la geometría, aquellas 
ciencias flaicas en las que las matemáticas juegan un papel importante. El 
problema no ha sido resuelto del todo matemáticamente; sin embargo: La mecánica 
clásica fue axiomatizada por Hamel en 1903, la termodinámica por Carathéodory 
en 1909, la relatividad especial por Robb 1914 y Carathéodory en 1924 (de forma 
independiente), la teoría de la probabilidad fue axiomnti7,Ada por Kolmogorov en 
1930 y  la teoría cuántica de campos fue axiomatizada por Wightman a finales de 
los arios cincuenta del siglo XX. 
7. Irracionalidad y trascendencia de ciertos números. 
Hilbert sugiere una investigación completa del hecho de que ciertas funciones 
trascendentes especiales tomen valores algebraicos para ciertos argumentos 
algebraicos. Pide una demostración del hecho de que la expresión a , para una 
base algebraica y un exponente algebraico irracional representa siempre un número 
trascendente o al menos un número irracional. 
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En 1934, Alexander Gelfond y Theodor Schneider, de manera independiente, 
solucionaron este séptimo problema. Al final del capítulo volveremos a hacer otros 
comentarios de este problema y su solución. 
8. Problemas de números primos. 
Surge de un artículo de Riemann. El problema plantea demostrar que los ceros 
de la función Ç(s) definida por la serie 
1 	1 
Ç(s) = 1+ + + 
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tienen todos parte real , excepto los bien conocidos ceros reales enteros negativos. 
Si se estableciese esta demostración, se estaría en condición, según Hilbert, de: 
comprobar con más exactitud la serie infinita de Riemann para el número de primos 
por debajo de un número dado, alcanzar la solución rigurosa del problema de 
Goldbach, atacar la cuestión de si existe un número infinito de pares de números 
primos que difieren en dos, etc. 
Este problema, conocido como La hipótesis de Riemann, aún no ha sido 
resuelto. 
9. Demostración de la Ley de reciprocidad más general en cualquier campo de 
números. 
Pide un teorema de reciprocidad para potencias arbitrarias en cualquier campo 
de números. 
n 
En 1927,, Emil Aitin conjeturó un resultado que daba todas las leyes de 
reciprocidad conocidas cuando se hacía explícito; el mismo que llevo a Kurt Hensel 
a definir un símbolo residuo de norma generalizado y completar la solución del 9° 
problema 
10. Determinación de la resolubilidad de la ecuación cliofátitica. 
Pide determinar en un número finito de operaciones si una ecuación diofántica 
con cualquier número de incógnitas y con coeficientes numéricos enteros racionales 
es resoluble en enteros' racionales. 
En 1970, Yuri Matiyasevich demostró que no existe un algoritmo para resolver 
las ecuaciones diofánticas de este décimo problema 
11. Formas cuadráticas con coeficientes numéricos algebraicos cualesquiera. 
Plantea resolver una ecuación cuadrática dada con coeficientes numéricos 
algebraicos en cualquier número de variables por números enteros o fraccionarios 
pertenecientes al dominio de racionalidad algebraico determinado por los 
coeficientes. 
Parcialmente resuelto: En 1930, Carl Siegel lo resuelve sobre los números 
enteros y, entre 1923y 1924 Helmut Hasse lo hace sobre los números racionales. 
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12. Extensión del teorema de Kronecker sobre campos abelianos a cualquier 
dominio de racionalidad algebraico. 
Los expertos han seuialado varios errores en la formulación de esteproblema; no 
obstante, lo importante es que ha generado un programa de investigación que 
permanece abierto; ya que depende del cuerpo algebraico particular con que se 
inicie. 
13. La imposibilidad de la solución de la ecuación general de 70  grado por medio 
de funciones de sólo dos argumentos. 
En este problema Hilbert plantea que la raíz de la ecuación de séptimo grado es 
una función de sus coeficientes que no pertenecen a la clase de funciones 
susceptibles de construcción nomogrúfica, es decir, que no pueden construirse por 
un número finito de inserciones de funciones de dos argumentos. 
Resuelto en sentido negativo por Andrei Kolmogorov y su estudiante Vladimir 
Arnlo'd en 1957. 
14, Demostración de la finitud de ciertos sistemas completos de funciones. 
Hilbert pide demostrar que todas las funciones relativamente enteras de 
cualquier dominio de racionalidad dado constituye siempre un campo de integridad 
finito. Así pues, él está interesado en saber si el anillo que forman las funciones 
racionales tiene una base finita. 
En 1962, Masayoshi Nagata produce un contraejemplo a lo planteado en este 
problema. 
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151 Fundamentación rigurosa del cálculo enumerativo de Schuberl 
El problema consiste en: 
"Establecer rigurosamente y con una determinación exacta de los límites de su 
validez aquellos números geométricos que Schubert en especial ha determinado 
sobre la base del denominado principio de posición especial, o conservación del 
número, por medio del cálculo enumerativo por él desarrollado" (Hilbert, 1900; 
citado por (iray, 2003, p.294 y Yandell, 2002, p.269) 
Una teoría rigurosa se debe a Bartel Leendert van der Waerden en 1930, le sigue 
André Weil en 1946 con la publicación de su Fundamentos de la Geometría 
Algebraica. 
16. Problema de la topología de curvas y superficies algebraica.. 
La primera parte del problema pregunta por el número de lazos que puede tener 
una curva algebraica real de un grado dado, y cómo pueden estar dispuestos. La 
segunda parte por el número máximo y la posición de los ciclos limites de Poincaré 
para una ecuación diferencial de primer orden, bajo ciertas condiciones. 
Los mejores resultados sobre la topología de curvas se deben a Hin ltenberg y 
Oleg Viro en 1996. De igual forma, encontramos resultados parciales para los 
ciclos límites de flujos dados por polinomios debidos a Yuri llyashenko y JkdaLIe a 
principios de los noventa. 
17. Expresión de formas definidas por cuadrados. 
Pide, esencialmente, demostrar que toda forma definida no puede expresarse 
como un cociente de sumas de cuadrados de formas. 
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En 1927, Emil Artin y Otto Schreier resuelve el problema para campos cenados 
reales. La cota superior sobre el número de formas requeridas se debe aPfister en 
1967 y  La solución negativa en general se debe a Du Bois en el mismo año. 
LS. Construcción del espacio a partir de poliedros congruentes. 
El problema se divide en tres partes, a saber 
i. 	Determinar si el número de grupos cristalográficos en los espacios euclídeos 
de grandes dimensiones es finito. 
li. Determinar si se puede llenar el espacio con regiones fundamentales 
idénticas que no estén asociadas con un grupo cristalográfico. 
iii. Determinar la manera más eficiente de llenar el espacio con varios sólidos 
regulares. 
La primera parte fue resuelta en 1910 por Ludwig Bieberbach, la segunda fue 
respondida afirmativamente en 1928 por K. Reinhardt en dimensión 3y por Heesch 
en 1932 en dimensión 2. La tercera sigue sin resolver, no obstante, hay una 
respuesta elaborada por Thomas Halo en el 2000 que está siendo revisada. 
19. ¿Son siempre necesariamente analíticas las soluciones de problemas 
regulares en el cálculo de variaciones? 
En este problema Hilbeit conjeturó que las soluciones de las denominadas 
ecuaciones "lagrangianas" serian siempre regulares. 
La solución a esta conjetura la da el matemático Serge Bernstein en 1904. 
Desde entonces existen diversas variaciones de este problema, dependiendo del 
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número de ecuaciones o:de variables involucradas; dando origen a un programa de 
investigación. 
20. El problema general de los valores de contorno. 
Pide condiciones bajo las que una gran clase de ecuaciones tienen soluciones 
particularmente regulares, y teoremas regulares que garanticen la existencia de 
soluciones. 
Por la generalidad del problema es considerado un programa de investigación, 
donde han intervenido un sin número de matemáticos e incluso se ha fusionado con 
el problema anterior. 
21. Demostración de la existencia de ecuaciones diferenciales lineales que tienen 
prescrito un grupo monodrómico. 
Pide demostrar que siempre existe una ecuación diferencial lineal de la clase 
fuchsiana, con puntos singulares y grupo monodrómico dado. Generalmente se 
denomina el problema de Riemnnn-Hilbert y fue resuelto en sentido negativo por 
Anosov y Bolibnieb en 1994. 
22. Unífonnizaciónde relaciones analíticas por medio de funciones automorfas. 
Poincaré habla demostrado que era posible uniformizar cualquier relación 
algebraica entre dos variables a través del uso de funciones automorfas de una 
variable. A raíz de lo demostrado por Poinaré, Hilbeft plantea lo siguiente: 
"No está demostrado si las dos funciones univaluadas de. la nueva variable 
puede escogerse de modo que, mientras esta variable recorre el dornintorgular de 
SISTEMA DE BIBLIOTECAS DE L 
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dichas funciones; se alcanza  representan realmente todos los puntos regulares del 
campo analhico dado" (Hllbert, 1900; citado por Gray, 2003, p.303) 
Hilbert también pidió que el teorema de uniformización se extendiera a 
funciones de tres o más variables. 
Este problema fue resuelto por Jules Henri Poincaré y Paul Koebe, de manera 
independiente, en 1907. 
23. Desarrollo adicional de los métodos del cálculo de variaciones. 
Flilbert hace una presentación extensa de este "problema" y pide, 
principalmente, desarrollar los métodos del cálculo de variaciones; por ende ha sido 
catalogado como un programa de investigación. 
1.4. El séptimo problema de IIilbe.t 
Ya se ha planteado en la sección anterior que en el séptimo problema, en su 
formulación original, Hilbeit pide hacer un estudio general de qué sucede cuando 
ciertas funciones trascendentes toman valores algebraicos; él especula que si f(z) 
es una función trascendental, entonces f(a) es un número trascendente siempre que 
sea un número algebraico no nulo, Esta interrogante surge de los problemas 
resueltos por Hermite y Lindemanu sobre la función exponencial; pero lo que se 
convirtió en imperativo fue probar que 2 y el representaban números 
trascendentes o al menos números irracionales y de manera general que: 
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La expresión a, para una base algebraica y un exponente atgebraico 
irracional J  representa siempre un número trascendente o al menos un número 
irracional. 
Si comparamos la conjetura de Euler de 1748 con la de Hilbert de 1900 podemos 
apreciar que la diferencia estriba en la naturaleza aritmética de los números en 
consideración. 
En 1929 el alemán Carl Ludwig Siegel demostró que la función de Bessel J0(x) 
toma valores trascendentes para argumentos algebraicos y en la prueba enuncia un 
lçtna, lema de Siegel, que perte construir çiertas funcignes auijiares; a1rniando 
que tales funciones serían útiles, como en efecto lo fue, en la, prueba del séptimo 
problema. 
La solución de casos especiales del séptimo problema de Hilbert fue dada, por 
primera vez, por el Ruso Alexander Osipovich Gelfond en 1929 y  aparecieron en 
Comptes Ren& Lo primero que prueba (ielfond es que e r es trascendente y 
seguidamente que 2 	también los es, empleando resultados de 1914 de George 
Pólya sobre funciones enteras. 
La trascendencia del número de Hilberi, 2, fue probada en 1930 por el 
matemático ruso de nombre R.O. Kuzmin. 
De forma independiente, la solución general del séptimo problema fue dada por 
(3elfond, el 1 de abril de 1934 y  por un estudiante de Siegel, el alemán Theodor 
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Schneider, ci 28 de mayo de 1934 y; a partir de la fecha se conoce como el 
Teorema de Geifond-Schnider. 
CÁP1TULÓ N° 2 
PRELIMINARES A ALGUNOS RESULTADOS 
TRASCENDENTES 
Una vez conocido el origen de la Teoría .de Números Trascendentes; en este 
capítulo se presentan las herramientas matemáticas necesarias para la solución de 
séptimo problema de;Hilbert y para la prueba de algunos resultados sobresalientes de 
esta teoría, descritos en el capítulo n°1. 
11. Propiedades Elementales 
Propiedad 2.1. Para enteros N k n -_-~ k l-~ 1, se tiene que: 
(a) NI 
(N-+n) - nl 
fl \ (flffl+i 
" 'k - 1) + 
\
-_ k, 
Propiedad 2.2: Dados dos enteros cualesquiera, su suma y su diferencia tienen la 
misma paridad. 
Propiedad 23. Sea Kr€Z,con r k 2; entonces existe un entero T0 = T0 (í<) 
tal que para todo T>T0setiene que 
T (41(f)2 (l6Kr2K) <T 
Prueba 




(16) <r(16K)8 <T 




K8 <r(16 <7 
K8 <T 
(K8)T<TT 
(K T)8 <.TT 
KT< T TW 
rl6jr2 <r(8 <T 
3 
r16 < T 
(r16K)T < 7
1' 
(nc1 8  r) < TT 
1' 
r2I2T < Ti 
4K < r M = 
41(1' < (rBto)T 
(4(7.)16 < (r161')8" 




(2.4) 	 (4.)2 <T 
Luego por (2-1),(2-2),(2-3), y (2.4); 
(41(T)2 (16Kr2K,2 ) = (4KT)2(16)TKT (r2x)T 
= TD 
2.2. Algunas Propiedades de los Polinomios. 
Lema 2.1. Sea f(z) = J JCNZN E 7.[z], para enteros j y k satisfaciendo 
1 15 j :5 k; pruebe que: 
/ 	 k 
(,mi 
N-1\1.
f' (z) = = 	(KN, ni— n=1 	N=J 	nN-/ 	L=1 \ nN1-p+1 
Prueba: 
EJ =1f(z) =f1(z) +f 2(z) +f 3(z) + ..+f I(z) 
= 	JNcNztJ_1 + 	1N(N - 1)cNz' 2  
+ Yjkw=jN(N - 1)(N - 2)cNz' 3 + 
+yk 1N(N - 1)(N —2) ...(N —j  + 1)cNz' 
z"J \ 
r(z)= M cN((N_l)+(N_2)!+(N_3)l+  n1 	NJ 
= Y=j (N! CN  LN;..; ) 
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—111)  .N3 
	«N+ (.1—  1)]! CN1..1) 
E
k-J+i ((N +j 1)' 	v(N+I-1)1 	) N=1 	- 	CJ4.j_[ ¿.n=(N+J-1)-O+1)+1 ni 
En 
-i)-1 
Ci+ji 'n=L+(j-i)-(j+.1)+1 nc 
Reescril,iendo 
Se tiene que: 
± f"z = (KM 
Mil 
nl 	1=1 	nNj-p+l 
Lo que completa la prueba. ci 
Lema 2.2: Sean g(z)h(z)E D[z] ! entonces 
(g(z)h(z)Y' = 	)gn_k(Z)hk(Z) 
Prueba. (Por inijueción). 
Paian 1. 
	
Sean g(z) = Z7o a1x y h(z) = 	bx . Entonces 
43 
	
= 	+ )aj. ix1 	h= 	41  
(g(z)h(z))' = g'(z)h(z) + g(z)h'(z) 
(g(z)h(z))' = (tmi + 1)a +1x1) h(z) + g(z) 	+ 1)b+ix1) 
(g(z)h(z))' = (E¡-=;' (i + 1)aj+ix')(Eo b1x1) 
+ (Eo a•xt )(f;(t + i)b 1x') 
= (albo + b1a0) + (2a1b1 + 2a2b0 + Zb2a0)x + 
+(m + S)(Obm+s + Cjbm+s_i + azbm+s_z+ + 
am+ bo) 
•;7l0si djx1 
Donde u1  = Cf + 1) E a1b11_1  
Por otra parte 
g(z)h(z) = 	ajx')(Ef=o bix') 
= a0b0 .+ (a01,1  + a1b0)x + + (aob+ + a1b + _1  
a' )  n+ 
=E7= cix' 
Donde g = 
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Luego 
(g(z)h(z))' = + 1)c + x' 
= 	r1 (o +1) E abj+j _1) xi  
= 	dx' 
Por lo tanto, 
(g(z)h(z))' = g'(z)h(z) + q(z)h(z) 
= (l)91_o(z)h(z)+ (),g(z)h(z) 
= E= () 9l_k(Z)hk(Z) 
Supongamos que se liene para n , Hipótesis de Inducción (lii). Veámoslo para 
n+ 1. 
En efecto: 
(p(z)h(z))" t = 
= 
[En 





(g(z)h(z))'1  = 	() g 
¡l(z)hC(z) + 	Ç,) gn.k(z)hk+l(z) 





g"(z)h(z) +E1 ( k / +1-k(z)hk(z) + g(z)h't1(z) 
La última expresión se obtiene por (b), propiedad 2. t. 
Finalmente se tiene que, 
(9(z)h(z))'1 	+ i) l+l - 'ç'n+i (n- k 	
-k(z)hk(z)o 
	
Lema 2.3. Sean aj enteros positivos y f(z) = zi(z - 	E 7L[z] , entonces, 
(a)f(z) = cnz 
f'(a) = O 
Prueba: Parte (a) 
f(z) = z(z - 
=ziZ2(1 1)zi+1-n(_a)n 
= z 	z1' + (i 1) z'(—a)  + (1 1) 
(1 	1) z1_2(_a)3 + ... + 	
) 
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f(z) = (1 + 1)z21+1 + ( ')z2i(_a) + (i 1) z21 1( a)2 + 
f(z) 
= 	
)zi(_a)J+1 + (i 1) zi(—a)J + + (1 1) z21_1(_a)2 
1 1+1 \ 




- '-'n=j  
1 Donde c, = j+1 2j + 1 - 
\ 
(—a)21 , lo que prueba la parte (a) 
Parte (b) 
Si z = a se tiene que: 
f(a) = f1(a) +f2  (a) + + fi (a) 
11=1 
Ahora como f(z) = z'(z - a)JU. Al tomar g(z) = y h(z) = (z - a) 1 , 
por el lema 2.2: 
4 
=0 ()g
1_k(a)hk(a) + ()g 2_k(a)hk(a) + 
+ ±0 
gI_k(a)hk(a) 
>ftL(a) = (')gl (a)h(a) + ()g(a)h1(a) + ()92(a)h(a) 
+ (2)g1(a)hl(a) + () g(a)h2 (a) + 
(a)h(a) + (J)g/_1(a)hl(a)  + 
+e.  9(a)h1(a) 
Et.jfn(a) = ()Ja3 (a _a)»1 + ()a1() + 1)(a - 
+()Jq- 1)a1_2 (a _ a)i1 +()Ja)_1(i+1)(a - a))  
+ 	) ai(j+ 1)j(a— a)1_1  + + () [j(j - 1)(J —2) 1] (a - a)ft1  
Por lo tanto; 
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OBSERVACIÓN 2.1:, El resultado del Lema 23 lo podemos generalizar, es 
decfr, si f(z) = 	— 1)(z — 2)" ... (z - d)", entonces; empleando 





Y utilizando el Lema 2.2 obtenemos que para t = 1,2,3, ... , d 
- 'v2p-1 Lema 2.4. Dado f(z) = z"' (z - a)F  N=p_lCNZ', donde a E Z: 
2P-1 
IcNI= (1+ a)" 
N=p-1 
Prueba: 
f(z) = 	—a)" 
= zp_1 [() zp + (I) 
zP_1(_a) + ... + 
	(—a)] 
= ()z2P_1 + ()z21_2(_a)  + ()z2P_3(_a)2 + + p-1 (_a)P 
= Q (—a)z 1 + (i' ' ) (—a)"'z" + + () (—a)z"2  + 




L 	+ + + 
= I() (—a)Pf  + I() (—a)P_hI + + I) (_a)01 
Ej pj ICN I = ().aP + () a'_ + + 
= E=0  ) a 
Lema 2.5. Sea (z - t) 	() 
(_ty-nZn para enteros t = 1,2,3, ..., d 
Pruebe que: 
(a) max tP 0 () == (2t)P 




{() (_t)PhhI} =max {I() I ,  -• 
:S 
Ahora del Binomio de Newton 
so 
(x + y)P = =0 () 
Si x = y = 1 
2P=() 
Por lo tanto, 
p 
max fI(P (_t)P_I} ~ t 	() = (2t)' 
nO 
La parte (b) se deduce de (a)n 
Lema 2.6: Sea P(z) E Z[z]ygr() d. Entonces, 
es un númem racional, que puede escribirse con denominador b'. 
Prueba. 
Sea P(z) = 	?hz E Z[ZJ, Td * 0  4 par. Entonces, 
4-1 
 =r0+ ri,j+r2(j)2 +ra (J) 	(f) +... +ra_i 	+r(,J)d 











al 2r0(b) + 2r2a(b) + ... + 2rd_2(a)? b + 2rd(a) 24 
d-2 d+2 	d d 
= 	
bd 	 Ic 
Por la propiedad 2.2. 
Si des impar 
2 
	FIN" ~... + 2rd_l.(,fi) 
d-L  
- 
- 	 d-a 
(b)-2- T 
d-1 -i d.1 
= 2ro(bY&f.2rg(b)d_1+...+zra_t(a)T (by T  EQ 
bd 
De nuevo por la propiedad 2.2.o 
2.3. Sumas Exponenciales Conjugadas Completa* 
Definición 2.1: Conjugados 
Sea a un número algebraico. Las raíces del polinomio mínimo para a son 
llamados los conjugados de. a.  
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Ejemplo 2.1: 
a1 = [i + V es algebraico, con polinomio mínimo p(x) = x4 - 2x2 —2. 
Luego los conjugados de a1  son: 
a 4ji+i. 	a2 =—.ji+7. 	a3 =i.j-1+V. 
«4 =ji+V 
Definición 2.2: Conjunto completo de conjugados. 
Se dice que un conjunto finito de números algebraicos S es un conjunto completo 
de conjugados si para todo a E S, S contiene todos los conjugados de a yen caso de 
que a aparezca m-veces, también cada uno de sus conjugados debe aparecer m-veces. 
Ejemplo 2.2; 
+ 	 ti/-i _+-í3_, -ii- 1+ V}, por el ejemplo anterior es un 




V. —2V z  —2/J es un conjunto completo de conjugados. Vemos que 
zfi. —2-f2-son conjugados, con polinomio mínimo p(x) = x2 —8 ; y 2V, —2f 
también son conjugados, con polinomio mínimo q(x) = x2 - 12. 
Ejemplo 2.4 
(zV. —zj, zV —2it, —2iI} no es un conjunto completo deconjugados. Vemos 
que —2'/ aparece dos veces, sin embargo su conjugado 2V sólo una vez. 
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Definición 2.3: Una suma finita de términos exponenciales cal  +e«2  + 
se dice que es una suma exponencial conjugada completa si ¡a colección de los 
exponentes ta, 	a) es un conjunto completo de conjugados. 
Lesna 2.7: Sea P1P2 	 números complejos distintos y sea 
r1,r21. .., T ,t . t2, ,t números complejos no nulos. Si el producto 
EL r1ePI)( 1  tmetm) 
Es expandido e iguales términos exponenciales son combinados, entonces el 
resultado es una expresión de Ia.fonna 
para algún enteropositivo N, distintos exponentes de laforma w=P+Tm  Y 
números complejos s, donde al menos uno de estos números complejos s, es 
distinto de cero. 
Prueba: 
Esc1aro que: 
(2.5) 	 tirieP1)(_ierm) = E 1,015L rjtmePm 
UniSM 
Sea H = (p + rm /1:5 1:5 L, 1 m :5 M}. Entonces H tiene inés de un 
elemento, luego podemos escribir 
H = 
Paradistintos ton ECy algún N€ tL, 





Donde al menos uno de los; no es cero. Para probar esta afirmación sea 
Pi = a1 + ib1 ,1 = 1.2, ...,L y consideremos: 
(PE j J ... PlK) C (Pi'Pz' --- Pt} 
el subconjunto con parte real máxima, es, decir, 
plk =a+ibik,1 5k:5K y, 
a k afr i = 
Tomemos ahora b = máx{bjk,1 :5 k :5 FC}. Entonces para un 1.,, 15 p 
p 	= a+ibesúñico, pues enparticularlos p son distintos. 
Si procedemos de forma análoga para {i, TM} se tiene que hay un único 
C + ¡d E frmi ... ,Tm1IC (T1, ...,TM} 
Ahora se tiene que it 	 + r se obtiene de manera única de la suma de 
Pi,Y T; pues si hay alg4n p  y algún -r distintos de p, y r,, respectivamente, 
tal que W = p1 ,+ -rñ,  entonceS 
Re (p + TMO  = Re(p1  + Tm) 
n (rn, + 	Jm(p1  + Tm) 
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Lo cual contradice la condición de parte real e imaginaria máxima de Pi, Y ,. 
De donde e'+ T1n9 tiene un coeficiente único s1, 	= r1,t ,el cual es distinto de 
cero por hipótesis ci 
Lema 2.8: El conjunto {al, a2, ... ,aL} es un conjunto completo de conjugados si 
Y sólo si el polinomio (z - al) (z - az) (z - aL) tiene coeficientes racionales. 
Prueb 
Sea (a1, 2' .•. L} un conjunto completo de conjugados. Reagrupemos los 
conjuntos de conjugados 
a11,a12,aM, $ 	21, ".' 2N2 1 	 aa,.., 
Sea f1 (z) = (z -a11)(z - a12) ...(z - aIML),1 = 1,2, ...L. Entonces J es el 
polinomio mínimo para el conjunto de conjugados fa i, a12, • lM1), luego 
[z]. Por lo tanto, 
fl f, (z) = (z-  al) (z-az) ... (z-aL)EQ[z] 
1=1 
Supongamos ahora que 
f(z) = (z - ai)(z - 	... (z - aL) E Q[z] 
Si algún o algunos al son racionales, estos formarán un conjunto completo de 
conjugados, digamos (a,/K + 1 1:5 L). Entonces, 
(2.6) 	f(z) = 	  
(z) 
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Es claro que g(z) = (z - a1)(z - a2) ... (z - CO € Q[z]. Si y es irreducible, 
entonces es el polinomio mínimo ,para a1, a,( y por ende {a1 , ... , a,j es un 
conjunto completo de conjugados. Luego {a1, • ,aK} U (cr/K +1 :5 	L} es un 
conjunto completo de conjugados. 
Si y es reducible, entonces: 
donde cadap1 E Q[z] es irreducible y 1  i- 1. Por (2.6) 
pj(z) j=  (z - aji)(z - 	... (z - CCJKJ) 
Se tiene que p1  E Q[z] es el polinomio mínimo para «ja, ... ,aiK,, luego 
{aji. ... . aj,) es un conjunto completo de conjugados. 
Como 
/ ii 
U U{ail#...' arjJ 
f=lji=1 
Se tiene que (a1, ... ,ax) es un conjunto completo de conjugados, por ser la unión 
de conjuntos completos de conjugados; y por la misma ratón 
tal,..., a,(} U ta/K + 1:5 1':5L}  es un conjunto completo de conjugadcs.a 
24. Polinomios Simétricos. 
Antes de presentar algunos resultados sobre polinomios simétricos, es necesario 
generalizar la definición 1.1 a varias indeterriinadas. 
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Definición 2.4: Sean L € Z, ti' 
- (4 n, ... ,n) y 
elementos de 	NL. Diremos que ti' <ti , si para la primera 1 tal que n * n , se 
tiene que n <n1. 
Observación 2.2: Para cualesquiera ñ, ti' E NL, se tiene que ti = ti', ti 
W <ti, por lo tanto 0, :5) está totalmente ordenado. También por simple 
inspección se tiene que para ti, ti', ti" E N' ; si 
ti <ñ = ti+ú" <ti, +fifí 
Definición 2.5: Llamaremos anillo de los polinomios sobre Q (Ó Z) en las 
indeterminadas Z1, Z2, ...,ZL ylo denotaremos Q[z.1,z2, ...JZL] (6 Z[z1, z2, .. , zL 1) a 
la colección 
¶IEj 	 '8L 	 fi 	L 
flL=0 ... ZL 
Donde: 
(1) 	z10 = 1,VI=(1,2,...,L) 
(u) 	EL E Z*, VI 	(1,2,..., L) 
(iii) E Q (o Z respectivamente); Y, O :5 n1 5 E1 
(iv) Si f (z,z2. ..., 	= 	Eo C(J,1 ,JZ1 ... z, COfl 	 * O 
.g(z1.z2, ...,ZL) 
= EL, 	 ...z, con 	* O 
Son elementos de Q[z1,z2. ..., ZJ (ÓZ[zj,z2.....ZL]), entoncesf = g, si  
solo si, E1 = Pi VI = fi,..., L); y C(fll '1L) 	 YO 15 fl :5 El , 
YO ~s fl :5 Pi 
SS 
Observación .2.3: En algunos casos simplificaremos p(z1, z2, ..., ZL) por 
simplemente p y 
Ej= 	nl,.LZ' ... 	por p 	donde 
Z=z 1 ... z para ñ=(nj,n2,...,nL). 
Definición 2.6 Sea p(zi, z2, ... ZL) = 	••• Z= C(nt nL)Zi ...zLnL un 
polinomio no nulo en 	..., Zj. Entonces, 
(i) El multigrado de. p, denotado por mgr(p), estádado por 
mgr(p) = max((ni. ... fl) E NL!  C(n1n ) O} 
(ii) El coeficiente principal de p, denotado por C(p), está dado por 
C(p) = Cmgr(p) 
(lii) El monomio principal de p, denotado por M(p), estó.dado por 
M(p) = Zmgr(p) 
(iv) El termino principal de p, denotado por T(p), está dado por 
T(p) = C(p)M(p) 
Definición 2.7: Unpolinomiof(z11z21...,z)  E QLzlz2,...,zLiessimélricosi 
..., Z)) = f(z1, ... 
Para todas las posibles pennutacioneszl(j), ...,zT(L); de las variables 21, ...,ZL. 
Definición 2.8: (Orden monomial en Q [zj, z2, ...,, ZL)) 
Supongamos que .7v! = ,CZ1 .. 	y .7v!' = c'z ...Z.  son dos monomios en 
Z,J,COU la posibilidad de que todos o algunos de los exponentes son 
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iguales. Se dice que el monomio J'(' es menor que el monomio J( (o que J( es 
supe ¡ora .M')ylo denotaremos .M'' <Jf si: (nn....n') < (n,n2,..., nL), 
Definición 2.9; Dadas las variables z1  .. ,ZL. Se definen los polinomios 
E Q[zj z29 ...z]por: 
ci (z1 ... ,ZL) = 111)<..<T(0 Zr(.l) ... 2T(1) 
0L(z1, ,ZL)Z1Z2...ZL 
Observación 2.4: De la definición anterior se desprende que or, es un polinomio 
simétrico para todo 1 = 1...,L; y diremos que {1.••'L)  son los polinomios 
simétricos elementales de Q[z1 ..., z,] 
Ejemplo 2.5: Dado el ordenamiento de monomios, M(u1) = z, .... z; ya que de 
fa definición 2.6. 
mgr(a1) 	1,0,0 ... o, mgr(cr2) = 1,,l, L.  - —.,0),  - - .' 
L-2 
mgr(c) = 
1—veces 	 L—veces ' 
Por lo tanto M(r)z1 ...•z yC()=1. 
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Lema 2.9: Para polinomios no nulos f. g E Q[z1, z2, , 
mgr(fg) = mgr(f) + mgr(g) y 
C(fg) = C(f)C(g) 
Prueba: 
Supongamos que mgr(f) = fi y mgr(g) = ñ' , es decir, 
f = c Zñ + < cZt con cñ * O 
g = c,Z' + 	i cZJ con c1 , * O 
Multiplicando término a término, fg tiene un término no nulo 
Cñ C, i. 
Todos los otros términos tienen multigrado de la forma. 
fi +j,i + ñ' ó i +j 
Como ¿ <ñ y j < fi', todos estos términos tienen multigrado menor que ñ + fi' 
Luego 
mgr(fg) = mgr(f) + mgr(g) y C(f9) = C(f)C(g) 
Lema 2.10: Sea p(z1, z2 	ZL) un polinomio simétrico. Si J( = cz' z es 






) el multigrado de M, como p es simétrico 
= Cz)Z1.) ... 	es un término de p , de donde (%(1), n,(2), ... 	es ci 
multigrado de algún monomio no cero de p. Ya que (nj, n2,.... 'L)  es el máximo de 
Los multigrado de todoslos monomios de p; (ni, n2 , ... . n) es el máximo en N, para 
todas Las permutaciones no triviales, de donde, 
flL:5 flL_l:5 fl2:5 fll 
Lema 2.11: T(c1rbo2 ... 	= z 12 	 ...znL 
Prueba. 
Del ejemplo 2.5 y  el lema 2.9, para enteros no negativos fl1. 
Por Lo tantos 
T(a,  2	°L ) = Z12+ 
fl 	 .. 
Teorema 2.1: Todo polinomio simétrico en Q[z1, z2, ... , z,j, es un poLinomio en 
los polinomios simétricos elementales con coeficientes racionales. Esto es; si 
p(z1, z2, ..., zL ) E Q[z1, z2, ... ZL] es un polinomio simétrico, entonces existe un 
polinomio f con coeficientes racionales tal que: 




La prueba será por inducción., en el multigrado del polinomio. 
Un polinomió en Q[z1, z2, ... ,ZL] con multigrado (0,0, ... ,O)está en Q,y 
Sea l = (n1, n2, ... ,flj) * (0,0, ... ,O) en N' y supongamos que el lema es válido 
para todo polinomio simétrico con multigrado menor que ñ. 
Si p(z1, z2, ... DEL) E Q[z1, z2, ... ,ZL] es un polinomio simétrico tal que 
mgr(p) = ñ, entonces 
p =
Tal 	nL ... Z + 	c,tZ' 
<íI 
Donde Cñ * 0. 
Consideremos 
nj 2 -n3 (2.7) 	 p—cño•i 02 	0YZL-lflL0flL 
nl-Ti2 n 2-n3  Por el lema 2.11, T(c71 	C72 	... 	= 	 el cual se 
simplifica con el término superior de P. 
Si p 	 01L, no hay nada que probar. En caso contarlo (2.7) es 
simétrico, ya que ambos términos en la diferencia son simétricos y 
mgr(p - CJTiL) <ñ. 
Por la hipótesis de inducción 
p - 	i" E Q[i o', ... O'L] 
Luego existe fl(dhls«2, ..-, aj E Q[i1,r, -, aL ], tal que 
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l flZ 	'L p—Ca1 	...aL =9(i1,o2,...,1L) 
P = f( 1l,c72, ... , óL) 
Donde 	 mar(f) ~I mgr(p)o 
Observación 2.5: En vista de que en la prueba del teorema 2.1 no se llegó a dividir 
ente los elementos de Q, el teorema es válido si se reemplaza Q por L 
El siguiente lema generaliza el lema 2.6 
Lema 2.12 Sea G(z) E [z] dado por G(z) = ).f..0a1z y; a1,a2, ...,aL las 
raíces de G(z), Sea P(z) un polinomio con coeficientes enteros. Entonces 
P(a) + P(a2 ) + ... + P(aL) 
es un número racional con denominador igual a 
Prueba 
Sea 
P(xj, x2, ... ,XL) = P(x1) + P(x2) + + ?(XL) 
Es claro que P es simétrico; entonces, por el Teorema 2. 1, podemos escribirlo en 
término de los polinomios simétricos elementales o, er2, 
... 
crL en x1, x2, ...,XL; es 
decir 
P(xj,x2,...,XL) =F(crl,c'Z,...,aL) 
Donde F es un polinomio con coeficientes enteros. Luego P(a1, a2, ... ,aL) es un 
polinomio en 
(2.8) 	al+aZ++aL, ala2+ala+ +aL_laL, ... 
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Ahora 





= aL(z' - (a + a2 + + aL)z 
+(a1a2 + a1a3 + + aL_iaL) zL 2 + 
+(-1)'(a1a2 ... as)) 
De donde (2.8) son los coeficientes de 	, los cuales son racionales. Por lo tanto aL 
P(a11a2, ..., a,) = P(a1) + P(a2) + +P(aL) 
es un número racional. 
Ahora aLal, aLaz, ... ata, son las raíces de 
ar1G (e;) = + aL_lz'1  + aLaL..2z' + + af.a0 
De donde los polinomios simétricos elementales en aLal, aLaz, ... aLaL SOtI 
enteros. 
Si 	p(xi,xz, ... DXL) es un polinomio simétrico homogéneo de grado 
r 	9r(P) = r(P) con coeficientes enteros, entonces: 
ap(al,a24..aL) =p(aLalj aLa2 ..aaL ) 
Así ap(a11 a2......aL) esun entero. 
Expresando P como una suma de polinomios homogéneos se llega a que: 
aL9'' P(a1,a2....,aL) E Z. 
Por lo tanto, P(a1) + P(a2) + + P(a,) se puede escribir como un número 
racional con denominador aL''.o 
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Lema 2.13: Sea (ala2,...,aL) un conjunto completo de conjugados y 
P(xi. ... .-) E  QLx1, ... , x] un polinomio simétrico. Entonces P(a1, ,.,. a) es una 
combinación lineal racional de los coeficientes de P. 
Prueba: 
Por el Teorema 2.1; ̂ x1, ...,XL) es un polinomio sobreQ en o, ...aL. Luego 
... cxi) es un polinomio en 
(2.9) 	al +a2 ++aE.,alaZ+ala3+'.*+aL.4aL,,.,,alaZ ... aL. 
Ahora por el Lema 2.8, f(x) = (x - a1) (x - «2) ... (x — aL) E Q[x] y (2.9) son 
sus coeficientes, los cuales están en Q.  o 
Lema 2.14: Si {y1,y2i ... yj) es un conjunto de números algebraicos arbitrarios y 
f(xj,xz, ...,xj) = a1x1,+ a2 x2 + ...+ a1x r= 74x1,X,...,x1].  Entonces 
(f(r1, T2,,. , rj)/ Tj es conjugado de Ej.  Vi = 1,2....J) 
es un conjunto completo de conjugados. 
Prueba: 
Por el lema 2.8, es suficiente probar que 
FI 
	
( — f(rt.rz --- rj)) E Q[z] 
rjconjugad.o de rl 
J=1z, ... J 




de yj tjCøfl jugado de 
(z - f(r1, r21  ... "TI») 
Se tiene que 
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h(z) = 	FI (z —f(ri,r2, 
TjcOflJuqado de y 
es una función polinomial simétrica en los conjugados de y. En efecto, 
Si los conjugados de y SOn Y11V12, .yin; f(Y1i'Y21 ...,yj) = a1y1g + a2y + + 
ajyj Entonces 
h(z) = (z - 	,ij)) ..(z - f(ri,1,r2, ..., rj)) 
=H?=i(z_azr_ . _aJrJ_aiYlt 
= 	- a1y13 
= y fl - 1yfl-1 + cry' -« + (-1)u 
Donde los or, son polinomios simétricos elementales de los conjugados de Yi y por 
ende todos son racionales, por lo tanto 
h(z) E Qlz, r2, 
Empleando el mismo argumento para cada tj,J = 2,...,J ; se tiene que 
P(Z) Q[z] 
Por el Lema 2.8, 
es conjgado de yj,  Yj = 12, ... 1) 
es un conjunto completo de conjugados.o 
Ejemplo 2.6. 
es un conjunto de números algebraicos. 
Si f(x11 x2) = 2x1 + 3x2 ,entonees 
tf& 	 f& -n3 f(- -)) 
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Viene, dado por {2I + 	—2f2 + 3/ 2/ - 3iJ —2V - 3n3 y 
; es un conjunto de 
conjugados, por ser los ceros del polinomio p(z) = z' — 70z2 + 361, por lo tanto 
es un conjunto completo de conjugados. 
Lema 2.15: El producto de dos sumas exponenciales conjugadas completas es 
una suma exponencial conjugada completa. 
Prueba: 
Sean eal +ea2 +...+eaL y e$1 +e 2 +...+eaM dos sumas exponenciales 
conjugadas completas. Es claro que: 
(2.10) 	(e1  + e42 + + e" )e1  + ePz  + + ePM) = E isa.sL e $m 
15mSM 
Si aplicamos el Lema 2.14 al polinomio f(x1 x2) = x1 + x2, se tiene que 
(a+ Pm: 1:51:5L,1çmsM} 
es un conjunto completo de conjugados; por lo tanto, (2.10) es una suma exponencial 
conjugada completao 
En las tres secciones que siguen se presentan resultados del álgebra y del análisis 
complejo que necesitaremos para pruebas subsiguientes; algunos solo serán 
enunciados, en vista de que la mayoría de la literatura que trata de estos temas, 
presentan las pruebas completas y claras de estos hechos. 
2.5. Algunos resultados del Álgebra Lineal 
Las pruebas de los dos siguientes Lemas pueden encontrase, por ejemplo, en 
Burgos, 2006, páginas 81 y  102. 
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Lema 2.16: Considérese cualquier sistema de ecuaciónes lineales que sea 
homogéneo. 
aijxi + at2x2 + + a1 x, = O 
(2.11). 
Entonces, (2.11) tendrá alguna solución no nula si, y sólo si, det[a j ] = o 
Lema 2.17: (Determinante de Vanderinonde) 
Six11 x21  ...x son números, entonces: 
1 	1 	1... 	1 
X1 X2 X3 ... 
= rl(xj 	- x) 
x1 x2 x3  n-1 n•-1 n-i 	n-1 ¿<1 
Lema 2.18:(Lema de Siegel 1929) 
Sea 
a11x1 + a12x2 + 	= O 
Ç2.12) 
aMlxl + aM2x2 + 	 = 
Mecuaciones enNincógnitas tal que: 
O<M<N. 
a,Z; 15m5M, 1:5n:5N y 
IaI:SA, A€Z 
Entonces existe una solución no trivial (x1, x2,... , XN) r= ZN tal q 
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a11x1 + a12x2, + 	 = 
(2.13) 
aMlxl + aM2X2 + 	= YM 
Así a cada X = (x1,, x2,..., Xx), (2.13) lo envía a Y = (y. Y2' YN) 
Sea q 
Si 	N = 2, entonces en el cuadrado bidimensional de 	vértices 
(—q, q), (q, q), (q,, —q) y(—q, —q).hay 2q + 1 enteros en el eje x y 2q + 1 enteros 
en el eje y; por lo tanto hay (2q +1)2 retículos enteros. 
Si N = 3, hay (2q + 1)3 retículos enteros 
De manera general, para N arbitrario; hay (2q + 1)' retículos enteros en el cubo 
- dimensional ,.para IxI :5 q. Luego los correspondientes valores Ym  satisfacen 
lYmirja,.jjx.j:5NAq 
Así, si las coordenadas delos puntos reticulares X están en elrango de (2q + 1)N; 
las coordenadas correspondientes de los puntos reticulares Y están entre 2NAq + 1 
valores: 0, ±1, ±2,..., ±NÁq. Luego, los puntos reticulares Y tienen a los más 
(2NAq + 1)M  localizaciones; por lo tanto se tiene que 
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(2.14) 	(2q + j)N > (2NAq + j)M 
Para demostrar esta última afirmación escójase un entero q tal que 2q es el único 
entero par en el intervalo de longitud 2 definido por 
(2.15) 	 (NA)ÑM— 15 2q  < (NA)wM+ 1 
La primera parte de la desigualdad (2.15) implica que: 
M 
(NA)7J— 1 s 2 
(NA)a<2q+ 1 
(NA)M il (2q + 1)N-M 
De donde se sígue que; 
(2NAq + j)M = (NA)M (2q + I)M 
<(NA)M(2q + 1)M 
:S (2q + l)N_M(zq  + 1)M 
=(2q+ 1)tr 
Como X recorre los (2q + j)M  puntos reticulares definido por Ixi t1 q, los 
correspondientes puntos reticulares Y no son todos distintos, es decir, que existe por 
lo menos un punto Y correspondiente a 
y 	 X"=(xj,..,x) 
Entonces, 
yor 	(x —x,.....4 —x) da la solución no trivial a(2.12) 
Además 
14 	4+141:5q+q=  2q<(NA)WU+19 
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Ejemplo 1.7: 
Sean DKT,rs EV,s<r 
Para cada kt tal que l:5k:5 KyO:5 t5T-1;consideremos 
	
(2.16) 	El=-01  Re[(m + ni)t]rs ( 1m)(....1)blx = 
(2.17) 	==10 EOj, Im[(m + ni) 9rs -1-m)(_1)knX,,, = o 
Entonces (2.16) y  (1.17) dan lugar a KT ecuaciones respectivamente, con 
coeficientes enteros en D2 variables Xmn desconocidas; es decir, que obtenemos un 
sistema homogéneo en 2KT ecuaciones en D2 incógnitas con coeficientes enteros. 
Para cada m.n tal que O:Sm:SD-1. O<nD-1se tiene que 
¡(m,+ ni)"¡ =I()mt_80 2m 
Como (m + nl)t tiene t + 1 términos, de los cuales no más de son complejos 
IRe(m + ni)tI :5 
Luego 
Re(m + rJ)t T kms_1m)(_1)I r.Ltl-(2mn)tr km  sk( 1_m) 
:5 '(2D2)Trr)_1_) 
! (2D2)TrIrIC 
(2D2 )Tr KD 
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lRe(m + 	 4!j (2D2)TrD 
2(T + 1)(2D2)Trttt)  
:5 (T + 1)(2D)2TTI) 
De manera análoga se tiene que: 
11m(m +nj)trkfltsk(D_l_m)(_1)kfll (T + 1) (2D)2TrKD  E Z 
Si 2K'T <D2 por el Lema de Siegel existe una solución no trivial 
(Xoo, ...- X(j_ X10; ...., 	..., 	-. X(D_j)(D_j)) E Z°2 
Tal que; 
2KT 
(XnrnI <1 + (D2(T + 1)(2D)2TrIW)D2.2Kr 
M. Algunos resultados de La Teoría de Números Algebraicos 
Definición 2.10. Un número algebraico a se dice que es un entero algebraico si 
su polinomio mínimo es mónico. 
Definición 2.11. Sea [Q(0): Q] n y a = J c& r(9) E Q(0) 
Si O, 02 	son los conjugados de O. Entonces los números a1  = r(Oj ), 
1 = 1...•n ; son llamados los conjugados de•aenQ(0). 
Lema 2.19. Sean afi números algebraicos en .Q(0), EQ(0):Q] = h; 
a = al, a2, ...,ah; ? = 	 los conjugados de a y j? en 
respectivamente. EntonceS los conjugados de a + P y af en Q(0) son, 
respectivamente: 
a1  + 01,...,aft + Ph 	y 	 a1 fl1, ...;ahflh 
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p~— COMO 
a fi E Q(8); los podemos exprew como sigue 
a 	'c8 «8) y fi = 	= (8) 
Scanr(x) = Lcjx,s(x) 	1bt X4  E QLxly Oj.O, ...,O, los conjugados 
de O con polinomio mínimo p(x). Por el algoiiüno de la división en 
r(x)s(x)=q(x)p(x)+t(x) con Q:5gr(t)-5h— 1 
En vista dqucp1<—J:5h, p(0)=O;sciicncquo 
r(6j)s(8) = 
Por Io,ajflj son los conjugadosdcafienQ(0)J= 12,...,h 
Por otro lado, 
a + fi = r(8) + s(6) = 	c81 +bO = 	+ b)O 
	
y 
u1  +$ = r(61 ) +.s(Og) = j(c1 + 
La prueba de los siguietv Imm se puede cwmtmr, por ejemplo, en Pollar & 
Dianond, 1998. 
Lema 220. Si a es wi número algcbr*ico, entonces existe un entero positivo  tal 
que nr es un entero algebraico. 
Lvii 2.21: Si a,  u, ,aL E i . cntOOs cx1tc un entero algebraico 
O € Q(a1, aZ,..,aL) tal que (a1. a2,... aL) Q(0). 
DeflcIéR2.12.Si[Q(8);Q] = nya1.a2,•...a una busepnraQ(0). Entonces 
el discriminante del conjunto g1, 	a emá definido poi 
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Alav 	IJt2, 




son lose ugxios de lrj en Q(0). 
Lcm* 2.22. Si (Q(9):Q] = h. Entonces existe nia base pura Q(8) cotnpsta 
por en er 	 Ph taluc todoentero algebraico ola Q(0) se puede 
exprdcforma única eonioa11  +a2fl2 + 	af3; donde a E Z,t = 12,..h. 
Además A[61, P2  .. .flhJ E Z - (0). 
níeié. 213. Si [Q(Ü): Ql = It y a es un núinen) algebraico en Q(0). La 
norma & a en Q(0) denotada por N(a) está definida por Nq(g)(a) - 
a1a2 ... al, : Doodea,(L 1,21t)sou1o3cunjugadosdcaenQ(fl). 
Lca 2.23. Si [Q(8); Ql = It y aj1 n(anems algebraleo en Q(9), cutouçes: 
Ii 	(a) = O si y sólo si a = O 
iii) Siaenilcioalgebraico,eutnnccsNg)(a)lZ 
iv) Si a es rioiivi, entonces NQ(.)(a) = a" 
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apIfl + apz + + 1lpqq = 0 
Donde r1J  son enteros algebralcos en Q(0) tal que HztjI  :5 A; para A >— 1, 
= 1,2...p; j = 1,2,..q 
Ent9nGes existe una constante positiva c que depende de Q(9) e independiente de 
los a jj, p y q tal que (2.1) tiene una solución no trivial 11, .•., 	Cli enterOS 
algebraicos en Q(6); tal que: 
Hk 1 <c+c(cqA)4-P 	 k= 1,2,...q 
Pmcba; 
Sea 	 una base de enteros algebraicos pu Q(9), la cual esta 
garanti7Acbl por el Lcma 2.22. 
Si « c1 un entetu algcbraieo en Q(0), entonces 
a = gfl + g2fl2 + + g,.fl 	, 91 E E t = 1,2,..., h 
Diotemos los conjugados de. « y 8j (1= 1, ..., h) en Q(6), respcclivamenZ 
Por-,  
a1 a . 	2, ... 
0h 
pI-.pj.PI ..... (JI 
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Tomando conjugados en (2.19). por el Lema 219 se tiene que: 
a1 = ifl + gfl + + 
«2 = 9ifi + 92P1 + + 9rfti 
ah = Sifl' +92fl++9j 
Por ci lema 222, IP) 1 * O; por lo tito podemos resolver esta, ecuaciones para 
los gj  como une combüacion lineal de los & cuyos coeficientes dependen 






Donde la consiante positiva c1 depende de Q(6) pew es üxkpendiente de a. 
Si (2.18) time twia solución en enteros algebikos en Q(()), Los podemos escribir 
como sigue: 
(2.21) 	 ihkl XtJFj 	1 = irZi -, q; XU E Z 
Luego (2-18) la podrLinos reducir a 
(2.22) 	 ak (YÍ1.1  XjjPj) = 	 = O 
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El pibIema se reduce en hallar catcro5 Xjj que sa*isfgaa (2.22). Ahora los 
enlems 
 
algc~l «,Pj pueden expiesarc en 14rmino de la bsc de enlercs 
cbraico& es dcçir,  
(223) 	 atflj = ft Er=11 mktjrpr 
Donde k=1,...,p;L=1,...,q;j=L...hymfrEZ. 
Reesrbiendo c2.22. 
O 	k = 
Como 1v.516, son Unc~te md ndknte sobre los núniems raconalcs. 
(2.24) 
	
O k 1,...,p;r 
Seticncn ph ouatoncs enqhincógnitasx11 yenvlstadeque O<p<q, 
O<ph <qh 
A partir de (2.21), obtenemos de (220), 
JMJr <C j flgirj$j S ciilíxii11I9jI 
:5 cAlfijo 
5 CÁ4 
Donde c2 kc1L8jII,Vj = 1,2, .-,h. tal qtc2A E t 
Ahoea podemos aplicar el Lema de Sicgcl a (2.24). es du& que existe una solución 
no trivial de (2.24) tal que: 
IzijI < 1+ (qhc2A)'P" = 1 + (hc2qA)'-P 
Luego de (2,21) 
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IIiII r h(nuixIpjIj) [i + (hc2qA)J 
-E- 
<c -4- c(cqA)ci' 
Doidc c 2: m hc2,h(IpjjJ= 1.2.—.,, h; además, es clain que c dépende del 
cuerpo Q(1?) y es indecndiente de « p y q. 
Como al menos uno de los xj no es nulo, se sigue de (2.2 1) que al mos uno de 
losfias una solución no nula ya que los fij son Q —liuealmcnie úJ~~ D 
Ejcpk 2.8: 
Sean apnúmeiosalgebrnicos, con a 0,1 y,6 Qyconsideremos 
	
(2.25) 	 + pJ)aZ+flu}b(1o9a) 	o 
Dondea=OI1,..,n-1;b=12,...bm, 
Reescribiendo (225). 
7I( + 	 = o 
(2.26) 
	
?= 	I1 (1 + pj)' (,z)iL  (Y) )ibÇ = O 
Donde=c 
Sea Beysupungutnvs que y*alquea,,yQ(8). Además como lfl 
son Iineahncate iúdTadi<MIM lose + 5j Son distintos. Luego de (2.26) se ob4ienen 
mn w~io~ lineales en q 2 inógnitns líj cuyos coeficientes  son números 
a1ebrakos dis*intoscii Q(0), de la forma (1 + ,9j)a(ix)W(y)Jb. 
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Esconios nn q de -W forma que q > 4m' , q2 seam(ftipJode2m,n = 
zin 
q un cuadrado perfecto; eutoiives, es duro que mn <qi. Procedamos a acotar los 
coeficientesde (2.26). 




t 20P)2 + + q Jy» 
En esta últirnaexp(cslón apetecen monomios en z,/, y y con grado a lo sumo 
ib+jb+a:5qm+qm+n-1=n-1+Zmq<n+Zmq 
Por ci Lerna 2.20, e1dste un entero c1 > O tal que c1a. c1P c1y son enteros 
algebraicos; luego, 
(2i7) 	 + jflY]ateyJI 
	
a=0,1..,n-1:b= 
Son enteros algebraicos. 
Por~ lado, ya que fil +fflfi III + I1IIII3I q +qJ/? 	q(1 + ¡#0), Si 
cz = máx{fiafi, MI, 1 + fl}, entonces p&a cada entero algraico en (2.27) ysus 
conjugados se dene la siguiente ceta. 
Icr2u +jfly1aUyJb 	~ Cl 
<.Zm (qc2 )1tCfl 
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Icr(L + jp)a&hyib 
ttn 




Donde c3 = 	 y es Qlaw que c3, c1, c2, m wn indcpcndivutes dc n. 
Ahora podemos aplicar el Lema 224 a (2.25), con A - cnL Luego, existe una 
solución no triviul de cntcros algcbraicos sj  tal que 
IIq4l <c + 
= c + 2c2mncn 
<3c2mn4n 
cnní 
Donde c4 = 12c2c3 y es claro que e ¡r4ependicntc de it. 
DeMnición 2.14. Sea a un núm, algebraico de grado d con polinomio minirno 
p(x)a o cjx'eZfx1. Scdcfiuelaekuradc «denotadapor u(a). como la 
altixa de su polinomio nilnlnio; es decir, 
x(a) = x(p) = max{fr01, 141. IcdI} 
81 
Lenta 2.251Sea a un n(miem alcbaico de grado d con polkiumio mtnimo 
p(r) E14.0 cjx1  E Z[r]. Eaitoncs los numerus 1. a, a2,.,., a' son hneahnente 
independientes sobm Q. Adcmús para cada entero n, n k d, La cantidad a" puede 
exprsarc co uim somb^r6n lineal racional de 1, a, a2, ..., a. Esto es, 
	
existen n(Nntms racionales c0,, c1,,,, ... 	a,,, tal que 
= ç,, + c,,,a + 	+ + c_,,cfr1 	 y 
niax{jcj,,j} :5  (1+ x(a)) 
y además Cada minero racional Cj,  puede exprcsarse eomo una fracción con 
denominador igual a 
Lema 2.26: Sean 461, 02, — ¡ fl Q(8) donde O es un entero algebraico de grado 
d y altura N(0). Si pa cada 1 = 12, .. , L, 
fl 
Con r15 Q, tal que jrijl :5 B,jw 1,2, -- d; pam agacoustite.B1. Entonces 
PtPz...PL=rl+r28 + --- +rd841 	 y 
r1  €Q,satisfacicndo 
nM 	:!r- dB1B 
Más aún, si den(A) denota el mínimo común múltiplo de los denominadores de 
los coe1kientcs racionales r11. TL .....r; entonces cada número racional r1  puede 
expresazc con denominador de la forma 
den(61)den(,62) ,,. den (fiL) 
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27. AIgnos rci.ttados del AaáIMia Complejo. 
Los siguientes resultados del análisis complejo pueden ser consultados en 
ChurctziU & Brown 2004. 
Lema 2.27. Si inia función es ia1ftica en un pwito, admite derivadas de tock 
ordcii en ese punto y las derivadas son funciones analíticas en ese punto. 
Lema 2.28. (Principio del Módulo Máximo) 
Sif(z)esanali(kaenundomiaio DyensuronteraC.donde Ces una curva 
cerrada simple, entonces tf(z)I  alcanza su máximo en la fronteta C. y no en su 
interior, a no ser que f() su constante. 
Lema 2.2. Una función f analítica n zo tiene un ~ deorden m en zo si, y 
sólo si, existe uafunn, ~tica yno nula enz0 tal que f(z) 
Deflajejós 2.15. Sea P irna función y R e R Definimos ci conjunto 
Z(F,R)- (z ECP(z) =O,zj R) 
con la condición de que, si z0 E Z(PR) es un cero de F con multiplicidad m, 
enlonmzo aparece m veces en ci couijwxp Z(F R). El cardinal del conjunto Z(F R) 
lo dcn*aremos por card(Z(F. R)). 
Lema 23L Sea F una función entera y supónguse que existo un número real k tal 
que pa todo númcru real suficienteinetile grande R, 
g(IF(z)l)FIae 
Si existe un E> O y una sucesión erceicate no acotada de números reales 
R1. R2? tal que 
.3 
RTi &te < card (Z(F R)), 
pam todo n = 1,2, ; eutonces.F es id ntwúmcatc nuI. 
CAPITULO N°3 
ALGUNOS RESULTADOS TRASCENDENTES, PREVIOS A LA 
SOLUCIÓN DEL SÉPTIMO PROBLEMA DE HILBERT 
Tal co lo anunciamos en el capítulo n°1 esta sccein et(i dedicada a 
prewntar las pruebas de algunos reaultlos previos a la foruiulackSn de los 23 
problemas de Hilberty ala sokiión del séptimo problema planteado por él. 
3.1. Irraciulldad dcpo*ccias de e y su traacdt*cia. 
Terea 3.1. e' es irrtonal para todo entero a ? 1. 
Pnicbe. 
Supongamos que 0 = c Q, citonces 
r - sea = o 
(31) 
N,p €Z 
Seaf(z) = 	- a)p  = 	I CNZN E Zfr], por lapaite()del Lema 2.3 
Al multiplicar (3.1) poc 1Nl c v, se tieneque 
rE1N!cN 
ç2P1 	I 	''M -i 
¡-Np-t IT
AJ 
 CH L'nN-p+l ;r 
N 
8S 
Por eiLcuiá2.l yla parte (b)deI Le= 23: 
2p—i ¡ 	N—i 
> (N;CM 
Luego, 
sL;1 (?i CM ZM 
Dfmamos: 
	
3'(z) - 	(Ni CM 	, Polinomio de aproxhnació,i 
= 	(Ni CH ,cola de la seiie 
Podemos reescribir (32) como sigue 
r 	Ni CH = s(a) + s3,(a) 
Así; 
Ir5PTNIcN —s(a)F Is(a)I 
Vamos a obtener una cota sicrior para Ç,(a) 
(Ni CNN) 
/ 1  - LINp—i, 	dV ¿..-O 
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aM 1 
(n+N)I) = 	L.n=o 
_•vZP.-I 1 
- Np-1I.N &tnO (n+Ñj) 
- Lff.p( (CNGN » (?t101) 
hN 









= eaa2Pl(1 + a)", por ci Lema 2.4 
= eaa2Pa.l(1 + «)-, 
= e ![a2(1 +a)]" 
—r,fJ,P - 
Donde 	yK2 a2(1+a) 
Conc1uinio pie 
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Ir_iN!cu — sP.(a)l = Is(a)I :5sK1K2 ' 
(33) 	 IrEf-iN!cy—sPp(a)I~sKiK? 
El lado izquierdo de la desigualdad anterior es un entero positivo que tiene como 
factor a (3 - 1)!. En efecto; 
Sabemos que f(z) = SPIL c,jz' E 71[z], por ende CN E Z. 
Asi, 
E 2 
y, evidentemente tiene a (p - 1)! como factor. 
Por otro fado, 
- Npl(NNEfl= ' ) P(a) 
- 
LiN=p (N!cN: ' ) 
= p 	+ (p+ 1)! cp+iE1oa+ (P+ 2)1c,,.2 E0+ni 
+(2p - 1)!c2_1 
Z an 
. 
r 	a21 (3.4) 
L 	 21J 
+(2P1)!c2p_i:[1 +a±+-..+ ' 1] E 2 
P-1 
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y también tiene como factor,a (p-1) 
Por lo tanto, 
r 1 N!cN — sPP(a) 
N=p-1 
es un entero que tiene como factor a (p - 
Al dividir (3.3) entre (p - 1)!, obtenemos la desigualdad 
K2 (3.5) 	1 r ç'2P1  CN - 	 1 ,(a) ~ sK1 
(p-1) 
CUYO lado izquierdo sigue siendo un entero; es más, es distinto de cero. Para ver 
esta afirmación probaremos que: 
(3.6) 	 N CN - 	 O mod p 








Pues en caso contrario, al escoger un primo p tal que p> máx{a, r} se tendrfa 
que si: 
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pl NT Cpj) 
Entonccs coma p> r 
p/[c,,_1  + pc, + (ji + 1)pc +1 + -•• + (2p - 	- 2) ...PC2,,.1] 
Luego, 
Ycnvidc-que 
= Ial * o 
Se tiene que 
Le cual es iinposibk pues p> a. ML eompletawos la pneba de (3) 
	
Como p es arbitratto, al escoger un p reladvaincule grande, es decir p - 	se 




Lo mW es imposible, pues no hay enteros entre O yt; luego uucstra suposlc6n 
es feisay ea  tiene quesCr [rracional.o 
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C~3.1 Pan todo niInetu rional distinto de cero, ew es hneional. 
Supongamos quo 5 € Q no nulo tal que, 
e€Q,esdecir e=; p,qEZ,q*O 
Sin ~da de g~~, soogaznos que a ~ 1. Luego. 
C15 = 
Elevando a la potencia b. 
Lo que contradice el Teorema anterior; por lo tito nmsúu su osición es fu1 y 
ef esirraclonalo 
Teorça 32. 1I número e es txasceudcnte. 
Supongaino que e es algebraico entonces existen enteros r1, rl,... r con 
rd *o tal que 
(3.7) 	 i +ró + re2 + 4. r,e' = O 
Constniyamos tm polinomIo z) tal pie; 
Ap (1) seaproximeae 
P(2) se, aproxime aeZ 
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Y(d) Le apmxiroe.a e  
Para tal efecto, dcflimos: 
f(z) 	- 1)(z - 2) ... (z— 
Rescribndolo (ver obcrvaci6ü 2.1) 
f(z) 
Np-1 
Mu1tipliquinu (3.7) porE 	Ni CN 
NIc=Q 
p-1 





1pri NI 	 W.1 
+ V(14!>P1 (Nl CÑ z) L.Nkp-1 
Por clkma2.1 





atiula. Por lo tamo: 
	
(d+a)p—i f 	N—p 	
(
NI NCN 	 NtrN+ 
	n 
= P(t) + (t) 
Donde 
P(z) = 	(Ni 	
N-pz) 
,Polinomio de aproximación N-p-1 
= " Nrp-1 (NI cl: 	) , Coladelasene mi 
Reescribiendo (3.8) 
r0 	Nlc+ r1(R,,(1) -i-1,(1))+.••+rd(PF(d)+.(d))= O 
(d+1)p-1 
Nrp-1 
(39) 	r E 
(4+1)p-1
p-1 Ni + 	05(0 — Xirt 1 ,() 
Procediendo como lo hicimos en (3.3), se demuestra que el lado izquierdo de 
(3,9) es un cileru que tiene e~ fictor a (p - 1)1, asl quc al dividir entre este 
factor y tomar valor ab6GlutO a amts miembros de la igualdad, (3.9) se rccscr* 
92 
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d  	 Ii(pfl1N=p-1 	- 
Tal como lo hicimos para obtener una cota superior para Ç,(a) en la 
demostración delteorema3.1, para t = 12,3,..., d se tiene que 
(3.10) 	 17 (t) 1 e  t(d+t)p-1 (d+1)p-1 N=p-1 ICNI 
Por definición 
f(z)=zP 1(z— 1)(z-2) ... (z—d)P 
= z' H=i(z - 
- .ç,(d+1)p-1 	N 
- lN=pi CNZ 
Por el Lema 2.5. 
ICNI :5 11(2t)P <— [(2d)z] 
t=1 
Ahora podemos seguir acotando 1 (t)  1 
(d+1)p 	(d+ t)p- 1 Ç,(t)Jett 	1 
- LIN=p-1 ICNI 
:r. etf*)P(dp  + 1)[(2d)"]P 
:r. ett1)P_10[(2d)h1]P 
Así para l :5t:54 
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= 
=K1 K 	 K1 	yIc2=dZ(2d 
13.11) 	k5N=-i NcN  + 	 = 
Parap> mar(r0.L2 	d} 
(3.12) 
Ea e1cto, como p > r0 
Si 
Z07-1  *ION  




Yeflvista do. quc 
= I12 ...dI = ri tp 
Se concluye que 
pItp  
Para algún t=i,2,..d 
p/t 
Lo cual es imçoslble, pues p> t. AsI c4impk4alnos la prueba de (3+12) 









Es rn entelo distinto de cero 
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Comop es W~0..al escoger un  re1ivamente grande, es decir p -. », c 
tendria en 'ita de que K1  y K no dependen dep y de (3.11) que; 
(441 )p-1 	d 
Lo cual es iuiposiblca 
TCQrCa 3.3. Pura todo niinew racional 1 distinto de cero 	es irracional. 
La demostración es análoga a la del Teorema 3. 1, por lo cual no sanos tan 
detallistas en lapruc 
PnwbeL  
scaEQ — toJ yfb - 
Supongainus 	= E Q. Entonces. 
r - 	= O 
MUIÜpliCaIIdO por r - se se tiene que 
(r - 	se) O 
2 + r2 - 	-g- 
(3.13) 	 (s2 + 	 — rse 	O 
Sea 
f(z) = bz'(z— cc)P(z + a)P 
/(z) = z 1[b(.z1  
= 	[b (z2 
- 
(3.14) f(z) = z1Ebz2 - 
= z' [() (bz2) + () (bzZ)l(_a)l + + () (_.a)'] 
= () bz31  + () b 1(—)z33  + ••• + () 
(3,15) f(z)= () (—a)z' + () (—u)bz 41 + () ( a)Pb3zP43 + 
+ 1) bPx 3P-1  
/(z) = E, 1_1  CNZ? € z(zl 
Mu1dplicudo (3.13) por 1:30-11  Ni CN 
(3.16) (s2 +r2)E,l  NI, cN — rseZ'INIcN —rSej.Ea 1NiCN = o 
Para t = a, —a 
xmp-i 
2-I 	*j'-i / 	N 	' 	J-1 	 gg 	' 




Por cl Lcina2.1 
VN-1 	"\ 
LflI.N-p+1) 
Para t a, —a ; por ci Lema 2.2 
= f'(t) + f 2 (c) + f 1 (t) 
aP 
= (p_.- 1)t(b(t _.)] + 2bpzP[b(t2 _.)] 
P-1 
	




(3.18) 	 para 	t=a, -a 
Por lo tAnto, 
+ 	Cj 
N.p-1 	Np-1 	íI / Kp-1 	wN 
=(t)+  (t) 
Rccscnbicndo (3.13) 
(Sa + r2) x'- 	-a +Ir 
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(2 +r) E3'N-P-INI CM _rs((a) +F,(—a)) rs(r,(a) +T(_a)) 
Acotemo3 
Proce4liczdo como lo hicimos para acolar 
I(a) + 	I()l + I(-a)1 
,3P-1 EZ.lI
CN + Z/.11CMI 
= &xa3 Ia + b + ea3 'Ia + biP pot (3.15) 
= «'k + bI(e + e') 
Igual que en el tvoima 3.1,sdemuetraque 
EZ[z] 
Sca N = Ib3Pi(sz+r2)Z!Ti 1NIcN b3Pr.' ,. -  














Por e! Lma2.6, N es un etcro, así que al escoger un  relativamente grande, es 
decirp - co, se un" cn vista deque K1  yK2 nodepcndcndepyde(3.19)que: 
O<N<l 
Lo cual es, nucvamçnle, knposibleo 
CGrularlo 3.2. El número ir es Irracional. 
PrwtgL Supongamos que ir es raçional, es decir ir =. Por vi Teorena 33. 
es lncíonai; pelo, 
e l q- 	e(f- 0 =e 	—1 
Luego nuestra suposición esfalsa y ir es irraviuualQ 
3.2. EJ teorema de LiDdemsn-Weicr3tras. 
Teorema 3.4, (Cuso especial del Teorema de Lindciun-Weierstrass) 
Scan a1 dr2..,aM números algebraicos no nulos y distintos, donde 
es un conjunto completo de conjugados. Supongamos que 




po +.1$e' *0 
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Pnb 
Supoigamos que  
19.4. 
o + pm' 
m=1 
Como {al. a2, . aj( ) es un conjunto comp1to de coiijugados, infroduzcamos 
un cambio de vaúablc,~ agrupar conjuntos de conjugados. 
Ojj. «12. ---, alM1  
Donde 	(;i 	,MI J es un conjmIo de conjugados, 1 = 1,2, ,., L. 
De acuerdo con nu sto reorduamicnio Pi denota los coeficntcs 
PLi=P2 ... =pis,  
Mi se tiene que 




(3.22) 	 f(z) (z —a)(z - a,2 ) (z - 
Ya que firil, 	es un conjunto completo de 'jugks, por el Lema 
(3.23) 	 f,(z) G Qfz} 
Entoncc existe d, e Z tal que: 
(3.24) 	 d,f,(z) e Z[z] 
Definamos el polinoojio uuxilia 
f(z) = (d1d 	 ...ífL(z)]' E Z(z] 
_  22+1)P-1CNZ p 'N=p-  Ver observación 2.1 
Es claro que 
c_i = ±(d1d2 Aa1a ... av)P 	 y 
* O, porque los a soi distintos de ceju, m = 1. 
Por el Licina 21 
(3.2) 	 f(z) - (M+)p-1 N_i n*N-p+1) 
z"\   





Muldplicando (321)(P-151 	ge  d n quc 
Ni L  N 00+ Np-1  
(p—l)! 1 
tflL1 	/ 
(327) Pt I(M+1)P_aNI cN + 	1z(z t1Nc4 p-1 	 (ie) = O - 1 LN 
Abofapera "da a C (j,a2,...,aM}= ta1v.,alM1I...,aLl...,,awj 
0*P1p1 




e 	NI CM 	 1+ 
/ Np-i 	 .p+a 
+N_p_1 N! cNnNr 
Por (3.25) y (3.26) 
NI N '> (NIcol 	j+ 
Mp-1 n 	(N 
= J, (a) + 1(a) 
Donde 
(NiCH 	, Polinomio de apwximaci&i 




(3) Po Mf1)j-1 NN + f 1p (V 	 1TMI 
Tp(ajm)\ 
LNp-1 1p-1) 	= 	Lm=1 (p_1)1) = 	 (p-i)I) 
Para N = p - 1, la suma interior en Pv (z) es vacía y por lo tanto es igual a cero; 
lo que implica que 
-  E(M+1_1  N=p (NcN;)=p!cF+p+1)c,,+l(1+z) 
+(p+2)lc+2(1+z+ 






Como gr() = Mp — 1 y ajj,a2,...,aeM1 son los ceros de f,(z) QtzJ; por 
Lema 2.12 y (3.29) 
M 
L (p_1)Id1MP_1 EQ 
Reescribiendo (3.28) 
El= atPi 
 (3.30) 	PO 1'Np1 (p-1)I 
 








__ 	 yp0pM 	 N!CN (p_l)!+ ttu1L)
Np-1  




(3.31) 	= p0DM LN=p-1 (p-1)r + =1  afld 
(.)MP 
 E Z 
Reescribiendo (3.31) 
p 	_N1CN (3.32) 	N = pof)MPC + (00O N=p 	(p-1)1 + 	aj/?d 
()MP) 
Como p/a j para cada 1 , entonces p divide al entero contenido en el ~tesis 
de (3.32) 
Por hipótesis j% * O luego si escogemos p > máxfIfloI,D, Icp_i1} se tiene que 
fl0 DMPc 1  es un entero distinto de cero y no divisible entre p; por lo tanto p no 








Por la desigualdad triangular y en vista de que N es-distinto de cero. 
iP0' 7i,(aim)I\ (333) 	 0 <Ns 	( M  
106 




ITp(OI ~ elal 	'-N=p-1 frNI 
Para todo a E {a,a2,...,aM 
Modificando, ligeramente, los argumentos de la prueba del Lema 2.5 
p 
max  
Y, en vista de que 
M 	 (M+1)p-1 
f(z) = D"z" ITZ - «,)" = 	CjyZ' 
1=1 	 N=p-1 
Obtenemos 
jpm j 5 D' fl12ajIP <— DP((22)M)P 
1=1 
Donde t=máx(IalI,...,IaM) 
Ahora podemos seguir acotando I1,(a)I, para todo a E (a1, a2, ..., aif ). De 
(3.34). 
I7(a)I ~5 	(M+1)P1(Mp + 1)L$((2).)M )P 
= e&a(M41)P_1MPDP((2Á)M)P 
, Mp + 1 




Donde K1 = 1 y K2 = .MD(22)M 




. (p -1)I )~BMK,_), 
Como BMK1 y DMK2 son constantes independientes de p, concluimos que para 
un p suficientemente grande 
O< ¡NI <1 
Lo cuales imposible, por lo tanto: 
* Oo 
Teorema 3.5. (Lindemaiin-Weierstrass) 
Sean a0, a «. a1 M + 1 números algebraicos distintos. Entonces, 
Son linealmente independientes sobre los números algebraicos, esto es, si 
fl01/31. 




Antes de presentar la prueba, un ejemplo sencillo nos puede ilustrar los detalles 
de la misma. 
Ejemplo3i: 
	
Consideremos los números algebraicos a0 = 	a1 = 	= 	= 
El Teorema de Lindemann-Weiestrass nos garantiza qu 
(3.35) 	 e—v'7e 43- *0  
Vamos a emplear el Teorema 3.4, para verificar (3.5). 
Supongamos que 
(3.36) 	 Ze—ffe'=O 
Multipliquemos (3.36) por expresiones análogas, reemplazando «o  y al por sus 
conjugados en todas las posibles combinaciones. 
(e4 - 7S) (e - eiñ) 	- 	(/e - e) = 
Luego 
144+ 3   5e 	+ 35e2  + 35e2  + 35e2 - 12Ve 




144+ 35(e_2  + e2  + 	+ e2) 
—12,f 3-5(e 	+ 	+ 	+ e) = 0 
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Si no fuese por el coeficiente irracional —12N(3--5- , aplicaríamos el Teorema 3.4 
y la igualdad anterior no podría darse; por ende (3.35) quedaría verificado. 
Observemos que 
+ e2,F2  + e-2 V§ 	 + e' 	+ 	+ e'' 
Son sumas exponenciales conjugadas completas 
Multipliquemos (3.37) por una expresión análoga, reemplazando —12f3-5- por su 
conjugado 12,í3-5- 
1144 + 
35(e_2 + e2 -J2-  e-2 ,r3 e2) 
- 12(e 	+ 	+ 	+ e')] [144  
+ 35(e-2 ,í2- e 2,[2-+ e2 + e2 ) 
+ 12(e 	+ e-4 -̀r3 + 	+ e)] = o 
Luego 
5476 + 1225e 	+ 1225e + 1225e 	+ 1225e 
_2590e 2 _2 - 259Oe2 _2  - 2590e-2v7+243  
259Oe22 = o 
Factorizando 
110 
576 +1225(e' + 	+ e"+ 
_590(e1 2  + 	+ e2  + e2,4+2,13 	o 
Por el Teorema 3.4, la igualdad anterior no puede darse; por lo tanto (3.35) 
queda verificado 
Prueba del Teorema de Lindeinann-Weierstrass. 
Supongamos, queexisten números algebraicos no todos nulos, tales que: 
VM p Dam = o 
Multiplicando (3.38) por expresiones análogas, reemplazando cada a, por sus 
conjugados en todas las posibles combinaciones. 
(fioePo + fi1ePi + + PMe') = O 
Pm conjugado de am 
Si cada «m  tiene grado nm, el producto en (3.38) está compuesto de flonm 
factores. 
En vista de la simetría con respecto a los conjugados, después de multiplicar y 
factorizar los coeficientes comunes se llega a:, 
(3.39) 	 koEo +klEl + --- +kLEL =O 
Donde los kson combinaciones lineales enteras de productos de los firn y E1 SOfl 
sumas exponenciales conjugadas completas; para 0 :5 1 < L y 0 :5 m :5 M. 
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Por el Lema 2.7 No todos los k1 son nulos. Sin pérdida de generalidades, asumamos 
que todos los k1 son distintos de cero. 
Ahora transformamos tos coeficientes en enteros, multiplicando (3.39) por 
expresiones análogas, reemplazando cada k1 por sus conjugados en todas las 
posibles combinaciones. 
1I 
yconjugo4o de k 
L=0.i,...L 
Al expandir este producto y factorizar coeficientes comunes, obtenemos: 
(3.40) 	 504+51É1++61t1 0 
Donde los 6j son polinomios simétricos en los hm )' SUS conjugados, COfl 
coeficientes enteros; además los tk son productos de los E1. Por el Lema 2.13 los &j 
son números racionales y por el Lema 2.7 no todos seanulwi. 
Sin pérdida de generalidades podemos asumir que todos, los 5 son enteros 
distintos de cero, en caso contrario se eliminan los términos nulos y se multiplica 
por el míninto común múltiplo de tos denominadores de los 6j 
Por el Lema 2.15 tj son sumas exponenciales conjugadas completas, de tal 
manera que en los exponentes se puede tomar conjugados dos a dos y llevar (3.40) 
a las condiciones del segundo término del lado izquierdo de (3.20). 
Para que (3.40) reúna todas Las condiciones de (3.20) es necesario que para 
algún k,e=e°=1. Supongamos que E*1.Yk. 
(Yo E0 + y1E1 + + Vi. EL) = O 
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Consideremos eó = eva +e + «+ e!', donde y1, y2, ... 	son números 
algebraicos no nulos y constituyen un conjunto de conjugados. 
Sea 	= e + e + + 	Es claro que a¿ es una suma exponencial 
completa- 
Por el Lema 215, 	también es una suma exponencial conjugada completa. 
Esta suma contiene al menos  veces e0, por ende: 
EEo =J+Eg 
donde e' es alguna suma exponencial conjugada completa. 
Como para cada k1 k2, los exponentes que aparecen en Ek1 son distintos de 
los que aparecen en ek2; se tiene que para k * O, E,Sk no contiene ningún término 
e°. Multiplicando (3.40) por 4, obtenemos 
160 + 64' + 61er + 62 j + ... + &EÇ = O 
Donde los &kson enteros no nulos y cada e es una suma exponencial conjugada 
completa sin término e°, por ende 18 es el único termino libre de factores 
exponenciales. 
Por el Teorema 3.4, (3.41) es distinto de cero y por lo tanto (3.38) tambiéna 
Corolario 33: (Teorema de Hennite-Llndemann) 
El número ea es trascendente para cualquier número algebraico a distinto de 
cero. 
Prueba: 
Sena E Q_fÓ},y supongasque el es  algebraico; -es decir,  
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ea =# 
Para algún número algebraico P, obviamente distinto de cero. 




— +je =0 
poeo+pjea =0 
Lo cual contradice el Teorema 3.5, pues 0, a son números algebraicos distintos y 
Po = -I1P,P1 son no nulos. Luego e" es trascendenteo 
Corolario 3.4: El número ir es trascendente. 
Prueba. 
Supongamos que ir es algebraico. Como el producto de dos números 
algebraicos es.algebraico, se tiene que 
(ir E Q - 0) 
En vista del corolario 3.3 
e&= —1 
es trascendente, lo cual es totalmente falso; por lo tanto ir es trascendente. 
Corolario 3.5: Si a E Q ~ (0,1), entonces toga es trascendente. 
Prueba. 
Supongamos que. Ioga es algebraico. Como. toga *0, pues a *-1; por el 
corolario 3.3 e'°" = a es trascendente; lo que nos lleva a una contradicción. 
Luego nuestra suposici&-es:falsa y loga es trascendente.o 
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El siguiente corolario nos permite generar números trascendentes, tanto como lo 
deseemos. 
Corolario 3.6: Se 	a¡,..., am M+1 números algebraicos distintos y no 
nulos. Entonces paranúmeros algebraicos no nulos P01 Pi ... P ; el núrnem 
es trascendente. 
Prueba: 
Supongamos lo contrarío, es decir, 
Entonces. 
M+1 
Pmeczm = 0 
Donde aM+1  = .0 y por lo tanto, aif, a 	au, aM+i son números algebraicos 
distintos y eao,  ea',...,  erM no son linealmente independientes sobre ; lo que 




33. Irracionalidad de e'T 
Tcorema.3.6: e' es irracional 
Prueba 
Supongamos que 
Como elT> 1, se tiene que .s < r 
Sea 
(341) 	 D=2VffEZ, donde T> r(16 
Consideremos el polinomio no nulo 
D-1 D-1 
p(x,y) = 	axmy e Zlx,y] 
mO m=O 
Donde a,,., son las soluciones enteras no nulas que garantiza el Lema de Siegel 
en del sistema del ejemplo 2.7 del Capitulo N2. 
Para 	 0:5m:5D-1,0:5n-<~Ø-1 
Sabemos que 
2xr 
Iamnl < 1 + (D2(T + 1)(2D)rk)p2 2jcT1. 




Iaj <1 -i-(D(T + 1)(2D)r") 
Corno lamni, (D2(T + 1)(2D)2Tr) E Z; se tiene que 
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4KT(T ± 1)(16KflTr21CT 
1 
3 








T T T T 
Iamnl <TiT re- TWTT 
De dónde 
3.42) 	 máx{IamnIJ <TT 
Sea f(z) = p(ez,e). Entonces 
f(z). = 
(343) 	 f(z) = 1Eg -1 ae(m+h1O1 
Luego, 
(3.44) f t (z) 	Eg;'amn +nL)te(mu)z O~tzIT-1 
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Ahora si evalúamos las derivadas de f en z = lar, k = 1,2,..., K, y en vista de 
que 	
= (r)k y e = 	, obtenemos que 
(3.45) 	f (kir) = 	a,,(m + ni)' 	(-1)kn = PIk 
Para 1:5k:5K, 05t5T-1 
Multiplicando (3.45) por 5k(1),  llegamos a la siguiente igualdad 
(346) 	VD-1 X .im=o?J(m + rd)trkflsk(D_1in)(_l)kfla = Pu 
Para 1:5k5K, OtT—1 
En vista de que en Las KT ecuaciones en (3.46) aparecen involucrados números 
complejos, obtenemos Las siguientes 2KT ecuaciones 
k(D-i) \ Re ,n-O  + nOtr 
km  sk(D_2_m)(_1)a) = Re(s 	Pejc) Y 
Im( o X.-,(m + trsk(11_m) (—i)am,) = !m(s_1)pe,k) 
Lo que equivale a 
Re[(m + rJ)t1rkTns _1m) (...4)kn, = sk(D_1)Re(pt,,) 
ç'D-1 VD-1 Lrn=O 	lmI(m + nØt]rsk( D1 m) (i) 'a 1,, = sk(D_1)lm(ptk) 
Para 1:5k:SK, 0:5t:5T-1 
En virtud del ejemplo 2.7. 
D-1 D-1 




Im[(m l g)t]rknsk(D+m)(_l)cno., 	o 
m=O n0 
Luego f(z) = p(e2, ea ), satisface, la siguiente condición 
ft(J)=O 	k=1Z.... K 
Ya que p(xy) * O, f(z)  :11 0.  Luego la serie de potencia para f(z) centrada en 
z = kr tiene al menos, un coeficiente no nulo, Sea M el entero más pequeño tal que 
fM(k) * O 
	
1:5k0 :5K 
Así, Mdepende del parámetro K y M k T 
De (3.44) 
D-I D-1 
fM(z) = 	a,,(m+ i.j)Me(m+nOz 
mO.n-O 
Al evaluar fM  en k0zr se tiene que 
f M(ko7) = E ,E'n=O amn(m + nI)TM 	j)kon  
Multiplicando la previa identidad por 	se tiene que, 
5k0(D_1)fM (k0ir)0 EIZ.I  am,t(m + ni)M (r)komsko(D_1 m) (_l)kofl 





(3.47) 	 sko(1)fuI(koir) = Ak, + iB 	Z() 
Por el Lema 2.29, podemos considerar la función analítica 
(3.48) 	 G(z) 	  (9_ir)M(z_2,r)M...(z_klr)M 
Como f es analítica, podemos cxpresárta como una serie de potencia centrada en 
z = k,r, es decir, 
f't(k0ir) 
f(z) = 	 (z—k0ir)'t 
n=o 
- Li f"(kox) fl=M JI! (z— k0,r)' -  
= (z - koir)M E-= u 




- - M 	¡..n=M 	(z - kolr)h1_M (z_koIr) fl,  
- fMQ) fM.l() (z 
- kgir)1 + 	
(M+2)! 
fM+2(jg) (z - !
c0ir)2 + - MI + (M+1)J 
Luego p (3.48) 
* , 	M
-  fM(k0n) fTM41  (k0
1 
r) 
 (z - k lr)1  
- Ml (M+1)! 
En particular para z = k0irsetieneque 
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ÇQc0irj (k0ir - kir)TM f




(M + 1) 




	 (k0ir - k0ir)2 + 
Luego 










Es un entero positivo. 
Ahora si 0.1R.> ¡(ir, entonces 0.9R <R - ¡(ir y, por el Principio del Módulo 
Máximo 
tG(koir)I ma (IG(z)I} = maxtG(z)IR :5If(z)tR  
(R - 1CIrflM IZIR 
1kK 
Para seguir acotando el lado derecho de la desigualdad anterior, haremos uso de 
(3.43), el grado del polinomió y elvalor de, R. 
En vista de que 
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je(M+nf)Rj = eMA  <e(1)R e2DR  
Por (3.43) 
lf(z)IR :5 Dzmax[la,,u 1)e21)R 
Por (3.42) 
7' 
<7'i T13Te41KT 	Por La propiedad 2,3 
Ti T - e' <T1.525Te4Jf 
T 1-6Te4RVff  
= 
Así, 
(3.49) 	 ,f(Z)IR < el-6T IOgTe4R'fKT  
Como 14I, Is )1)f M (kair)12 es un entero positivo, pues k0 :5 FC; se tiene 
que: 
10g14I = 1o9IsI((0_1)fM(kolr)12 
= 2logtshc(D 1) fM(kolr)I 
= 2log 151)M! G(k0ir) Hi~sk(ko1r - k*k0 
~ 2 [Iogsl(D-1) + IO9MU + 199Gk0ir) + Ióg fl 1kskl1r(k - k0)IM] 
+ IO9MM +1o,gIG(k)I + Kiog(FCir)M] 
<2[FC(D - 1)logs + MIogM+ log (') + MKIog(Kir)] 
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1og4I <2(K(D - 1)logs + MlogM + 1091f(Z)IR - KMIo9(0.9R) 
+KMLog(Ki)J 
Ahora por (3.49) 
iogIS < 2[K(D - 1)logs + MogM + g(eL6Ti09Te4 I'1 ) 
-KM1og(0.9R) + KMlog(Kir)] 
	
(3.50) 	loglAj <2(K(D - 1)togs + MlogM + 1.6TlogT + 4RiIA? 
-KMIOg(09R) + KMIog(Kw)] 
Si tomamos R = 	K = 24 y  r> ináx fr((16)(24))B, (24)352. (241!)12) 
se tiene que 








(3.51) 	 - 1)logs <2MlogM 
Por otro lado 
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4IWk9 = 4'MT 
~ 4 () (24)LfMfM 




Además, es claro que 
(3.54) 
	
MIogM < 2MlogM 
(335) 
	
1.6TLo9T < 2MlogM 
Ahora por (3.51), (3.52), (3.53), (3.54) y (3.55), 
loglc/LI < 212 MlogM + ZMlogM + 2MIO9M + 2MIo9M 
+2MtogM - 24MLo ((0.9) () -/m—)] 
LogIc/I < 2(2MlogM + 2MlogM + 2MlogM + 2MlogM 
+2MLogM _24M1og(M)] 
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logdl.I < 2[lOMlogM - 12Mlo9M] 
(3.56) 	 109 I4I <-4MlogM 
Así sise cumplen las condiciones impuestasaR,K,T yD=2i/ 	es un 




0< dl< 1 
Lo cual es imposible y; por lo tanto nuestra sposicién es falsa y así 
es irracionáin 
CAPt?IIJLO N°4 
PRUEBAS DEL TEOREMA DE GELFOND-SCIINIEIDER 
El presente capítulo presenta las soluciones 4id, independientemente, por 
Clelfond y Schneider en 1934 del séptimo problema planteado por Hilbert, en el 
Segundo Congreso Internacional de MatemMicos de 1900. Primeramente 
formulémoslo como se conoce en la actualidad. 
41. Teorema de Gelfond-Sehneider. 
Damos dos formulaciones equivalentes al teorema que resuelve el séptimo 
problema de Hilbert 
Teorema 4.1. Si a y fi son números algebraicos con a * O,a * 1, y  si  fi 
entonces algún valor de a# es trascendente. 
Teorema 4.2. Si a y y son números algebraicos no nulos y si a *1, entonces 
logy 
CS racional o irascendente. 
trascendente por, el Teorema 4.1; contradiciendo la hipótesis del Teorema 4.2, 
Loga 
Prueba de la equivalencia. 
El Teorema 4.1 implica el :teorema 4.2. 
Supongamos que fi 
=logy 
 es irracional algebraico, entonces y = a es 
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El Teorema 4.2 unpliçeI Teorema 4.1  
Supongamos que y = ases un número algebraico distinto-de cero, entonces ? es 
racional o trascendente por el Teorema 4.2, contradiciendo la hipótesis del teorema 
4.1.o 
4.2. Prueba de Gelfond 
Sea a,fiE ;cona* 0,1yflQ. 
	
Supongamosque y = aP = eP09a) 	.y O E Q tal que: 
E Q(8) con IQ(8):Q] = h 
Sea m=2h+3.Escojamos q > 4mZde tal forma que q2  sea múltiplo de 2m, 
n = 11  q un cuadrado perfecto. Entonces, es claro que.n > q y mn 	= t. 
Sea 
p(x,y) ='_1=1 jxyi 
Donde Los son enteros algebraicos en el cuerpo Q(0) que se obtienen de la 
solución deLsistema (2.25) del ejemplo 2.8. 
Definamos la función entera, 
(4.1) 	 f()  
= 	j(ezY(eP 
= 
Laa— esfina derivadadefvienedadapor, 
f a(z) = Eq 	+ pj)ae(i+Pi)z 




IIqlI <c + c [c(2mn)cn11m% 
= c + 2c2mn4tn 
<3c2mncn 
<3c24h1cmn 121  
<3n(c2)n4ncn 
= c4,1 ni 
Donde c es la constante del Lema 2.24, y 
(4.4) c4 = 12c2c3, 	c3  (c1c2)2m/,  c2  = max(llall, HylI 1 + 111311) 
(45) 	fa(b(loga)) = 0 	a = 0,1, ....,,n - 1; b = 1,2..... 
Ahora bien, f(1(b(loga)) no se anula para todos los valores de 
a = 0.1, ... ,t —1; b = 1,,2,..., m. Para demostrar esta afirmación podemos, sin 
prdlida de generalidades, fijar b = 1  suponer lo contrario, es decir: 
f Toda)  __o 	a=012...,t-1 
Luego 
q 
(i + pj)ePI)b09a = O 
Como los f t, no son todos mitos y en vista dé que tenemos t ecuaciones en t 
incógnitas, por el lema 2.16. 




1 	(1 +$)e(1+000« (1 + 20)ef2PM091  (q + q fl)e IP)L9a 
+ p)t 1e(10 	1+2p)1e(2$»09a .. (q + 
detl(i + j#)4 1 fl1L.W e(+JP)b090 
lJq 
En vista de, que e(1+1P)b09a * 0, Vil, se tiene que 
detl(i +ip)aI = O 
Pero esta última expresión es el determinante de Vandermonde y por el Lema 
2.17, se anula si 
+1/3 = 
para algunos í,j, IÇj' distintos; lo cual es imposible pues fi sería racional, 
contradiciendo la hipótesis; por lo tanto, existe un entero p k n y B, con 
1.:SB:5m; tal que 
(4.6) 	f(b(toga)) = () 	y 	y = fP(B(togci)) *0 
Para a=0,L...,p—i;b=1,2,3,...,m 
De paso (4.6)reveta que f(z) no es idénticamente nula. 
Por el Lema 2.20, existe un entero c1  tal que 
cia, c1ft, c1y 
son enteros algebraicos en Q(6), y en vista de que los ¿j  también están en 
procediendo como en el ejemplo 2.8, llegamos. a que 
es un entero -algebraico en 
Como.q <n 5,p,setiene que 
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4+2»tq < 2mp - (C+2m)P - P Crcl 		 —cg 
Donde c5 = C2m y c1 , m son independientes de p y n. 
Es claro que 4'IÁ también es un entero algebraico en Q(8), luego por el lema 2.24 
	
1 ~.- INxe(4'P) 1 = 1 (Noo)(cs')) (No)(p)) 1 = 	I%8(y) 1 
De donde 
(4.7) 	 IN8(J1)I 	 y 
es claro que h es independiente de ny p. 
Por (4.6) 
p = fP(B(loga)) = E1_1,(l +jp)PayiB * o 
Luego, de (4.3) y (4.4) 
(4.8) 
	
IItII ~ q2 	fl'ijII Ii +iPfl'. IkrII'8 IIyIIiB} 
1jq 




En vista de que q2 =2mn, 
qP = (/j)P = 	




11h11 <(2c4CJ+2m/) 22 
= (zc4cm.IJf pP 
(4.9) 	 IIitII = c:pP 	 C6 = 2c4c +2m/i 
Por (4.6), la función entera f(z) = p(ez, ePz) tiene ceros de orden al menos p en 
los puntos z = b(Ioga), para b = 1,2, ...^ m; fuego por el lema 2.29, existe una 
función G analítica yno nula en dichos puntos tal que, 
(4.10) 	 G(Z) 
= 	 J(z)  
Ademas, por serf entera 
,a( - ,çi 	l)) (z - Bloga)a f(z) ao al 
f4(8109a) 
a p 	al 	
(z - BIoga)' 




- BIoga)"P (z—Bloga)P - í-a=p 	al 
G(BIoga) 
= 	fP(9f 09g) 
b8 
f'(Btoga) = pl G(Bloga) flim((B - b)Loga)" 
b*B 
Entonces 
(4.11) 	 1= pl G(BIoga) Him((B - b)Ioga)" 
b*B 
Si escogemos R 	1 loga  1 entonces (paran suficientemente grande): 
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Luego, por el Principio del Módulo Máximo, paraR = IlogaI, 
If(z)IR  IG(Bioga)I 	ax(IG(z)I) = IG(z)IR 	










(4.12) IG(z)IR < 	If(Z)IR 
- IIogaII' -mI" 
Por otro lado, 
lexi,( 	+JP))l :S explz(t +Jfl)I. 
exp{EIlogaI(q + qIflI)J 
+ IflI)Ilogai} 
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exp{p(1 + II)I109aI) = eP(1 I0I109aI 
= (e( 1 IPI)1b09'I)' 
—p - c7 
De (4.1) y la desigualdad anterior 
If(z)IR :5 q2c4n JcÇ 
C7 = (1+IpDIogaI 
q2 = 2mn < 2*,n  grande 
p fl 
= c8rt2 





c8 = 2c4c7 





lpl =  p! IG(Boga)I 1111r.b5m«B b)ioga)'I 
b*B 
(fl 	- b i) (fliiioair) HogaJ'!V 	b*B 	 bil 
<p! c'p 
(q\rnP 
 (fim,,.,j& - blP) 
,33 
p 
1i4< (cs2m(2m(ri' iIR _bI)) pl 
mp 








C9y  p 2 
,, p(3-m) 
2 
Donde c9  = c021(2m) (ri=1 IB - bI) y claramente es indepeEiiiente de ny p. 
b*B 
Luego, de la desigualdad anterior y (4.9), 
p(3-m) 
INe(,c)I <c9 p 2 (c6 pP) 
p p(3-m) 
=(c9c6h-1  )p 	pP P 
= cr0pP3 2h3)pPhP 
= cÇ0 pPh+PhP 
(4.13) 	INQcé()I = 
Donde c10 = 	y claramente es independiente de n y p. 
Ahora de (4.7) y (4.13), 
< IMo(J)I <cop 
De donde 
c1oc' > P 
En vista de que c10,c5,h son independientes de n y p, la última desigualdad 
contradice el hecho de que p 2>- n y n lo podemos escoger arbitrariamente grande; 
por lo tarito nuestra suposición es falsa y algún valor de aP debe ser trascendente.c 
4.3. Prueba de Sduieider 
Sea a,# E; con a *O,1y p EQ. 
Supongamos que y = a0 = e 094) E Q y 9 E 4 tal que: 
a,y E Q(0) con [Q(9) OJ = It. 
Escojamos un entero positivo q tal que 
Dj =fiiiq y 
son enteros (basta tomar q = 2hp2 ) 
Sea 
2:,m"-o,  1 ç'Da-1 p(x,y) = =-  Lan=O 	xmyn 
Donde J., E Z 
Definamos la función entera  
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(4.14) 	 f(z) = p(z# e(b09) 
Tal que 
(4i5) 	 f(a+b)=O 	0:5a,b<q 
Veamos que tal función está bien definida y cumple (4.15); lo que se reduce a 
encontrar los enteros apropiados mn  En efecto, 
f(a + bfi) = p(a + b/3, e('09°)( "P)) 
= 	 r 1 mn(ui + 
= 	 + bp)ma 1(aP)' 
Para que se de (4.15), se tendría que: 
(4.16) 	El(a+bp)mayh1b 1. =0 para0:5ab<q 
coeftcentes incógnitas 
Tenemos q2 ecuaciones lineales en D, D2 incógnitas con coeficientes algebraicos. 
En vista de que a, P. y E Q(8) los podemos representarcomo sigue: 
a = p(8) =Ec 9  
p = p(9) Eh-1 b,91 = 
Y = Py(9) = 
donde c1 E Q 
donde b1 E Q 
donde ú>í E Q 
Es claro que para O 5 a. Li < q, f(a + bfl) E Q(8); por lo tanto 
(4.17) 	f(a+bp)=E j +E26:+ ... +Eh8' 1  
Donde E1, E2, .... E, dependen del par' (ó, Li) 
Ahora (4.16) lo podemos reescribir como sigue 
(4.18) 	 _1(a+ bp(8))m  (Pa(8))" (pYc8)Ytb 	= 
Al desarrollar esta última expresión y emplear el Lema 2.25 observamos que 
SISTEMA DE BIBLIOTECAS DE I 
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E = Ej(a. b) wj(m, n, a, b) 
Donde cada coeficiente wj(m,n, ab) es las~ de D1D2 términos racionales de 
la forma rj(m,n,a,b). 
En vista de que 1, 0, 62,..., 611-1 son Q —linealmente independientes; para cada 
par (a,b) tal que O:5a.b <q 
f(a+bfl)=OE=E2= .••=Eh=O 
De donde obtenemos un sistema homogéneo de hq2 ecuaciones lineales en D11)2  
incógnitas tal que D1D2 = 2hq2 > hq2. 
Vamos a encontrar una cota para los coeficientes w1  (m, n, a, b). Para tal efecto 
consideremos los coeficientes en (4.18), es decir, para cada par (a, b) vamos a 
considerar: 
(4.19) 	 (a+bpp(8))m (pa(0))"(Pr(9))nb 
Con 0:5m:5D1-1 0:5n:5D2 -1, 0:5ab<q 
Aplicando el Lema 2.26 a (4.19),. se tiene que si 
Pi_P2_"I3m=a+b(pp(e)) 
Prn+i = Pm+2 = = Pm+n = 
Pm+n+i = I3m+n+2 = " = Pm+n = 
Entonces, para 1= 1,2; 
a+b(pp(0))=a+b>b8t (a+bb0)+bb1O +bbzO2 + --- +bIft_j6h-i 
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Como 
a+bbo <q+qx(pp) <2qx(pp) y bbi <qu(pp).1 
Podemos tomar 	Di 2qx(pp) ¡ = 1,2,,...,m 
Paral=m+1,rn+2...m+n;euvistadeque a=pa(0)=EcjO 
Podemos tomar B = h 	a))"(2x(0))
hq 
 pues IcI 5 X(Pa) 
De manera análoga, para l=m+?L+1,m+n+2,...,rn+2n, podemos tomar 
= hq (u(p)) (2x(0)) hq 
Ahora, en vista de que para cada 
0:5m :5D1 -1,0:5n!5D2 — 1,0 :5 a, b < q; 
(a + bp(0))m (pa(8)) na (pr(°))" = r1 + r28 + ... + rhV'' 
Con r1 = r1(rn;n, a, b). De nuevo por el Lema 2.26 
1a{IrjI} 5 01+20 (2qx(pp))m (h(x(pg))(2x(e)) 
)fl 
(hq ( (,,,)yJ (2(Ø))h )fl ((9))ft(m+2n) 
De donde 
maxtfr,I) :S  isJtt 
Ahora (4.18) puede tomar la forma 




max (1rj II -<; qDt [2hx(p,)(2x(B))]t 
[h2(2 (9))]02 
1jb 
— - P D2 D1 D2q c1 c2 q c3 
Dónde, 
2hx(pp)(2x(0))h, c2. = h2(2x(9))21i , c3 = 
Reescribiendo q como 
max (Ir.(m, n, a, b) J 
:5
cc (e°9')"t4 02 
1JsJi 1 
1ogqD (e09)D1ct c 
— - «ogq)D1 q»2 c4 	c5 
Así, 
C4 - c1e, c5 = c2c3 
	
(4.20) 	 (Irj(m n, a, b) I} ~ 
Dl(Lo9q)+qD2 
ISISh 
Al multiplicar (4.17)por 
6 = M. C. M. .{len (Pfi (0)) M. C. M. {Den(pa (o))'» } M. C. M. {Den (p(o))") 
Donde la abreviatura Den significa denominadores de, obtenemos: 
(4.21) 	 6f(a+bfl)=A1 +Á2O+ --- +A,O' 1 
es un entero algebraico enQ(e) y como en (4.17), al compararlo con (4.18), 
DI-1 D2-1. 




C6, = máx(c4, c5} 
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Donde cada coeficiente tj(m, n, a, b) es un entero que resulta de la suma de DjD2  
términos de la forma 5r1(m,n,a,b) 
Por (4.20), se tiene que 
Itj(m, n, a, b)I :S DI~ D28p6D2C'0,0q)+qN 
<1)11) 5D2 (1oQq)+qD3 Di(kQQ)+D2  
DID- 	D,QoQq)+qD2 2c7 
Ahora, para cada par (a, b), igualamos los.A1, A2, ... ,Ad a cero, es decir. 
Aj(a,b) =hd tj(m,n,a,b)j, = O ,n=O fl=Q 
obtenemos un sistema homogéneo de hq2 ecuaciones lineales con coeficientes 
enteros en D1D2 incógnitas con 
1)11)2 > hq2 	y 	Itj(m,n,a.b)I 
Por el lema de Siegel existe una solución no nulade enteros Ç tal que 
(4.23) 
	1 + [(D1D 2( Opq)+qD3]z 	= 1 + 
Como q es relativamente grande, podemos sin pérdida de generalidades reescribir 
(4.23) como sigue 
I1ÇmnkI <1+ 
= 1 + 4h2q4c 2090c 
3 	 3 
- 1 + 4h2e°9 	 (cf2 
3 







Por lo anterior, tenemos que 
, D2 -1 p(x.y) 	m=o 
-1 Ln= mnXmY y, 
f (z) = p (z, e (Ioga)z) 
Están bien definidos, además: 
f(a+b/3)=O 	I:5a,b<q 
Para seguir trabajando, debemos asegurarnos de que f no es idénticamente nula. 
Para tal efecto, vamos a demostrar que si: p E C - {O}; entonces f(z, e 2 ) Z O para 
todo polinomio no nulo p(r,y) E [x, y]. 
Prueba: Sea 
	
(4.25) 	 p(x, y) = 	'1..x7T Yn E Z[x,y 
no nulo, y supongamos que 
(4.26) 	 f(z, ePz) = 0, Vz E C 
Reescribiendo (4.25) 
p(xy) = iol Pm(Y)Xm donde p(y) = z 1 mnY" E Z[y] 
Así 
p(x,y) = Po(Y) + Pi(Y)'  + + PDI4(y)XD1_l 	 y 
Po(Y) = 100 + 101Y +—+ 021y  D2 _1  
Pi(Y) = lío + 111Y  + + 4iD2-lY°j 
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PD'-1(Y) = (D1-1)0 + 	+ + 
	
Luego hay unnúmero finito de valores yo, (D2 - 	- 1), para los cuales la 
furtciói 
g(x) = p(xy0) O 
Losy0 taIquep(y0)E0; m= 1,2,....D1-1 
Sea Yo  tal que pm(Yo) * O; m = 12,.., D1  —1. Entonces p(x y0) E Z(x]. 
En vista de que p *0, si z0 
G(z) =p(z,ePzO)  p(z,e) 
- VDj-ivD2-1. 	m n 
- L.m0 £'n=O e 
p0(e) + p1(e)z + p2(z)z2 + ... + pDl _i(e)zDu l 
Es no nula, pues de lo contrario,. 
Lo que es imposible, pues e es trascendente; por lo tanto 
(4.27) 	 = p(z, ePZo) E C(zj 
Ahora, para cada entero k; 
1 	2itk\ 	1 	2,rlic Gzo+—) pzo +_,ePb0 
1 	Zirik 
P Zo + -, ePzo2) 
1 Zidk p = p(o+—,e (zo4!)) 
no es nulo. 
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Luego el polinomio G tiene infinitos ceros, lo que contradice (4.27); por lo tanto, 
nuestra suposición es falsa y f(z, ePz) * O. 
Al igual que en la prueba de Gelfond, se necesita un valor no nulo que dependa 
de la función f que nos lleve a una contradicción. Para encontrar tal valor fijemos q 
en (4.15) y apliquemos el lema2.30 a laflinción auxiliar f definida por Schneider 
en (4.14). 
Por el Principio del Módulo Máximo y la desigualdad triangular 
1! IR = 9ax(DiDmaxfI,I)IzIDteD2Ib09aII1) 
s DD2ceqflogq RNeNI1017aiR  
5 
e k  
Donde la desigualdad anterior es válida para k> 1  R suficientemente grande, 
3 
ya que L), Dz, c8qilogq  no dependen de R. 
En vista de que f no es idénticamente nula, el lema 2.30 implica que para una 
escogenciade 6>Oy todo número renlR > qrelativamente grande; f no puede 
tener más que Rlc+E  ceros  enZ(FR).  Más concretamente, si tomamos k=y 
card(Z(F,R)) R 
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Ahora, si f se anula en todos los puntos z = a + b19, donde ab son enteros 
positivos; podemos, en vista de que 1+ IPI> 1 es fijo, tomar un R > q 
relativamente grande-tal que 
R(1 + IPI) R 
Yendonde 
card(Z(f.R))2: R2 	 pues p tt Q 
Lo que contradice (4.28); por lo tanto muestra suposición en falsa y existen 
enteros positivosa' b' tal que f(a' + bj) * O. 
Ahora, si escogemos Q = mtn{a b} se tiene que 
f(a+b)=O 	O<a<Q, 0:5b<Q 
Mientras que existe un par de enteros (a', b'), satisfaciendo O :1 a :5 Q, 
O:5-b' 	donde do bes igual aQ, tal que 
f(a'+b')*O 
Tal como se hizo para llegar a(421), 
(4.29) 	 p = 6'f(a + b') = A' + A'28 +——+ A8' 1 
Es un entero algebraico en Q(0) y; 
'{IA;I} :5 D1D26'ma4I, I}maxtjtj(m, it. a, b*) [1 Isjsh 
:1 0202(5S)Dl lOQQ+DzQc lt09 Dj(1o9Q)+QD2 
a 
~ DD (&..)DtiO9Q+D2QcQtOØQcDi(OQQ)+QD2 
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Procediendo como lo hicimos para llegar a (4.24), obtenemos que 
maxflAI} :5 1jsh 
Sea 01  = 9,O2D ...,O'los conjugados de O; entonces por ellema2.23 
	
(4.31) 	N 9) (p) = fl1(A + A9 + + A0r1 ) E Z - {0} 
Finalmente, vamos a probar que 1 N 0) (si) 1 nos lleva a la contradicción esperada. 
En efecto, 
INQCe(lOI =.¡A  + A9 + + Ao"'I r1.2IA + A8 + + Ae7 1I 
(4.32) 	INQ8ÑL)I = Irf(a + b"0Ifl2A +AO + 
Ahora, para  :S i :5d ; por la desigualdad triangulary(4.30) 
IAl +AO + --- +A 9i''l h max (IAjI}max{1,I8lI...aI0hI}' 
3 
•.QTL09Q 
. d o  
Por lo tanto, 
3 	 3 
(4.33) 	lt2IAi + AO + + AhOL'I <(4)9Q) 	c° 
Para acotar el otro factor de(4.32), definamos la función entera 
G (z) = 	
8f (z) 
Luego, 
I&*f(a  + bfl)I = PG(a +b'p)II1i:r1:I(a' - a) + (b 	b)flI 
C-1 n; - (a + bfl)) 
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Dado que a < Q yb<Q,para R>Q(1+II), la* +b'II<R y; por el 
Principio del Módulo Máximo 
16f(a' + b'?)l :5 IGI, ll 	flI(a' - a) + (b' - bWI 
6 f IR 
	
:5 1 1! 
 ffib-O
z_(a+b$)) 	H:Ka - a) + (b' - b)I 
Ahora, 
16'f IR = 8' E; ; 	, zm(e(toDa)z)fI 
3 
fogq <S'D 2c8 1D QIzIhIe(b09c1 -  
3 
:5 	 ()Re(10a)IR) 
De nuevo, pmcediendo como lo hicimos para llegar a (4.24) y en vista de que 
R > Q > q se llega a 
(4.34) 
Por otro lado, es claro que 
(4.35) 	t-i;[II(a' -a) + (b* - b)I (Q(i + ii»2 
Además, ya que 11> Q(1 +il)y la +bl :5 Q(1 + ¡p l); para  =R, se sigue 
que 
III 	flz —(4 + b»IR 2t Iflflb=O (R - (a + b»I R 
~ (R—Q(1+lD) 2 
Ahora, sí tomamos R = Qi+E + Q(1 + II) se tiene por (4.35) y (4.36) que: 
3 
IR' ¿1 	q1o9R+q!R 1 	¡ IR <C12 
	 < —SQ2I09Q -c13  (437) 
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111(a'-z)+(b-b)PI  < ((1 + IPDQi 2 
= ((1 + loi)e-do&7Q) 
q2 
Luego, para una constante apropiada c13, 
Así, por (4.34) y(4.37) setiene que 
3 
(438) I5*f(a* + b'P)I 	12 	
-sQ'logQ 
Sí escogemos q, e indirectamente Q lo suficientemente grande se tendrá que 
Q1 t> Q(1 + 1PI) lo cual implica que R <ZQ1' y; la desigualdad (4.38) la 
podemos reescribir como sigue, 
3 
IS'f(a .+ b'fl)I < 
q2Wg(2Q11 )+q2(2Q1 ) -EQ2teØQ 
C13 
(I+eQIWgq+QT t_cQ2Wgq c14 
Si fijamos r 	y combinamos (4.33) con la desigualdad previa, se tiene por 
(4.32) que: 
IMQO)(p)I 
<C 1ogQ.tegQ+Q2 i 2tegQ 
14 
En vista de. que podemos tomar c14 lo suficientemente grande, (4.39) lo podemos 
reescribir como sigue: 
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(4.40) 	 INO)(,)I <c 
Q09Q+Q2..iQ 2109Q 
5  
Como escogimos q y Q lo suficientemente grande, el término negativo 
_!Q210,gQ domina el crecimiento lento del término positivo Q1O,gQ + Q2; por lo 
tanto, para una selección de q lo sucientemente grande, 
O < INie(ít)I <1 
Obteniendo la contradicción esperadac 
4.4. Corolarios del Teorema de Gelfond-Schneider. 
Corolario 4.1. (Teorema de (lelfond-1929) e' es trascendente. 
prueba:  
Supongamos que a = el es algebraico, y tomemos 9 =1. Es claro que ? es 
algebraico y además no es racional; luego por el Teorema de Gelfond-Schneider 
(Teorema 4.1) 
gP = (e' 	er = —1 
es trascendente, lo cual es obviamente falso. Por lo tanto nuestra suposición es falsa 
ye esirascendente.o 
Corolario 4.2. (feoremadeKuznun-1930) 247 es trascendente 




es irracional; por el Teorema de Gelfond-Schneider (Teorema 42) 	es 
trascendente, lo cual es falso. Se sigue, por lo tanto, que 	es Irascendente.o 
Por el teorema de Gelfond-Schneider podemos seguir obteniendo más números 
trascendentes como: loor(para cualquier número racional positivo r que no sea una 
10910 
potencia de 10), Vp  
4.5. DIferencias y similitudes en las soluciones del séptimo problema de Hilbert 
Los métodos empleados por Gelfond y Scbneider tienen mucho en común, a saber: 
L Asumen que & es algebraico. 
2. Construyen una función auxiliar, empleando el lema de Siegel, con un gran 
número de ceros en cierto disco. 
3. Prueban que existe un número algebraico no nulo que dependen de la función 
Y; que el mismo nos lleva a una contradicción al emplear, principalmente, el 
principio del módulo máximo. 
La diferencia de las pruebas estriba, en las técnicas empleadas para recorrer los 
pasos descritos en el párrafo anterior. Mientras Oelfond construye la función auxiliar 
f(z) = p(ez,ePZ) , la cual tiene ceros de multiplicidad relativamente grande y 
dependen de un solo parámetro (múltiplos enteros de toga); Schneider construye la 
función f(z) = p(z, e(1°0 ) con ceros de multiplicidad uno y los mismos 
dependen de dos parámetros enteros (a + ¿'(3). En la prueba de Gelfond la función 
auxiliar se garantiza más expeditamente que en la de Schneider. Otra diferencia 
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notable está en la obtención d1 número algebraico bu *0, el cual como apreciamos 
es más complejode deducir enla prueba de Schneider. 
Es importante señalar, que la prueba que presentamos de Gelfond es una síntesis 
de las pruebas presentadas por Niven (1985), Siegel (1949) y  Gelfond (1960); 
mientras que para la prueba de Schneider, decidimos seguir la ofrecida por Burger y 
Tubbs (20101 misma que se deduce de la prueba del Teorema de Michel 
Waldschmidt 
Para terminar, resaltamos que las diferencias, técnicas, de las pruebas que 
presentamos se mantienen en la versión de Fel'dman y Nesterenko (1998), Siegel 
(1949) y Hilberi's Seventh Problem Solutions and extensions; mientras que las dos 
últimas emplean el determinante de Vandermonde, en ambas pruebas, en la técnica 
empleada para encontrar el número algebraico distinto de cero. 
CONCLUSIONES 
Los problemas planteados por Hilbert, en e! segundo Congreso celebrado en 
Paris, motivaron que un sinnúmero de matemáticos dedicarán sus esfuerzos a 
resolverlos; a tal punto que aquel que resolviese uno de estos problemas entraba a lo 
que se denominé; "la clase de honor de la comunidad matemática". La historia de 
cistos problemas y su solución trae consigo el desarrollo de la Matemática del siglo 
XX; ya que su proponente recoge en ellos, prácticamente, la totalidad de la 
matemática de aquel entonces. La mayoría fueron resueltos, pero tal como se lo 
propuso Hulbert el área en los cuales se encuadran sigue lleno de vida y reflejan las 
insospechadas relaciones entre las ramas de la Matemática Así, por ejemplo, vimos 
que la solución del séptimo problema establece la relación entre la teoría de número 
algebraica, el álgebra lineal, la teoría de polinomios, el análisis complejo y claro está 
la teoría de números trascendentes. Podemos decir que se cumplió la profecía de 
Minkowski en su carta a Hilbert. 
La Teoría de Números Trascendentes florece a partir de (tientes diversas y algunas 
de estas de tiempos antiguos; sin embargo, es a partir del Teorema de Liouville 
(1844) que se Logra obtener el primer número trascendente concreto. Posteriormente, 
Hermite (1873) y  Lindeinann (1882) demuestran, respectivamente, la trascendencia 
de e y ir. Seguidamente el teorema de Hermite-Lindemann y su generalización, 
Teorema de Lindemann-Weierstmss (1884), permitió generar más y más números 
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trascendentes. Esta generación de números trascendentes continúo con las soluciones 
M séptimo problema de Hilbert en 1934. 
Las soluciones del séptimo problema de Hilbert tienen mucho en común en sus 
métodos, pero las técnicas empleadas para recorrerlo son diferentes; por ende, 
podemos concluir que este problema fue solucionado, de forma independiente, por 
Gelfond (Rusia) y Schncider (Alemania) y de aquí que se conozca como Teorema de 
Uelfond-Scbneide 
RECOMENDACIONES 
Entre las principales recomendaciones tenemos: 
• Realizar con mayor detenimiento, una investigación de cada uno de los 
problemas planteados por Hilbert ylas soluciones dadas a estos. 
• Presentar y comparar diferentes pruebas de algunos teoremas presentados en 
esta investigación; por ejemplo, del Teorema de Lindemann-Weiestrass. 
• Estudiar a profundidad el desarrollo histórico-matemático de la Teoría de 
Números Trascendentes. 
• Ahondar en el Teorema de Michel Waldschmidt y en el trabajo de Alan Baker 
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