Propensity score methods are a popular tool with which to control for confounding in observational data, but their biasreduction properties-as well as internal validity, generally-are threatened by covariate measurement error. There are few easy-to-implement methods of correcting for such bias. In this paper, we describe and demonstrate how existing sensitivity analyses for unobserved confounding-propensity score calibration, VanderWeele and Arah's bias formulas, and Rosenbaum's sensitivity analysis-can be adapted to address this problem. In a simulation study, we examine the extent to which these sensitivity analyses can correct for several measurement error structures: classical, systematic differential, and heteroscedastic covariate measurement error. We then apply these approaches to address covariate measurement error in estimating the association between depression and weight gain in a cohort of adults in Baltimore, Maryland. We recommend the use of VanderWeele and Arah's bias formulas and propensity score calibration (assuming it is adapted appropriately for the measurement error structure), as both approaches perform well for a variety of propensity score estimators and measurement error structures.
Propensity score methods are a popular tool in the analysis of observational data (1) . However, just as with any parametric analytical approach, the theory justifying their use assumes that the covariates included are measured without error and in the same way across treatment groups. In reality, covariates are often measured with error and may be measured differently (e.g., by different instruments) or with differential measurement error across treatment groups. For example, disability measures from instruments such as the Instrumental Activities of Daily Living scale (2) and the Physical Component Summary of the Medical Outcomes Study 36-Item Short Form Health Survey (SF-36-Phys) (3) are mismeasured versions of the true, latent construct of disability. Such measures may not only be "noisier" versions of the truth but may differ between treatment groups (e.g., Instrumental Activities of Daily Living in the intervention group and SF-36-Phys in the nonintervention group). Ignoring these measurement issues may lead to incorrect effect estimates. In fact, Steiner et al. (4) showed that using covariates measured with error (in which the mismeasured covariates were noisier versions of the true unobserved covariates) attenuated the bias-reducing properties of propensity score methods (including subclassification, weighting, and regression with the propensity score as a covariate).
Although covariate measurement error is likely in propensity score models-particularly in public health and the social sciences-there has been little research into methods that can correct for such error when using propensity score approaches (5) , with a few exceptions (6) (7) (8) (9) . The number of strategies available could be increased by recognizing the link between covariate measurement error and unobserved confounding and adapting methods that assess sensitivity to an unobserved confounder to address covariate measurement error when using a propensity score approach.
In this paper, we aim to: 1) explicate the link between covariate measurement error and unobserved confounding; 2) adapt existing, easy-to-implement sensitivity analyses for unobserved confounding to address covariate measurement error in propensity score methods; 3) describe scenarios under which each approach may be appropriate; 4) evaluate their performance in a limited simulation study; and 5) apply these approaches to address covariate measurement error in estimating the association between depression and weight gain in a cohort of adults in Baltimore, Maryland.
Most discussions of measurement error in the literature have focused on classical measurement error, which is nondifferential and homoscedastic. However, measurement error that is differential by treatment status may be especially pertinent in a propensity score context-for example, when propensity scores are used to match untreated subjects from one study or population to treated subjects in an intervention study (10) . Consequently, we will specify how the approaches considered herein can be applied to classical measurement error as well as to measurement error that is differential by treatment status in terms of both the location and scale parameters.
NOTATION, ESTIMANDS, AND ASSUMPTIONS

Let observed data
, where Z is an observed continuous covariate measured without error; X is an unobserved continuous covariate measured without error; A is an observed binary (0/1) variable indicating treatment, measured without error; W is an observed mismeasured version of X; and Y is an observed continuous outcome measured without error.
Measurement error scenarios
We consider additive, non-Berkson measurement error of the form = + W X U, where 2 2 . We consider 3 measurement error scenarios. First, in classical measurement error, W is an unbiased, noisier version of X: ∼ ( σ ) U N 0, 2 . An example of classical measurement error is blood pressure, where readings from an automatic blood pressure cuff are noisier versions of the true value (11) . Second, we consider measurement error that is differential by treatment status in the location parameter:
, , 2 , subsequently referred to as systematic differential measurement error. An example of this could be blood pressure measured by means of 2 different automatic cuffs, one for each of 2 treatment groups, that are not calibrated to each other. Third, we consider measurement error that is differential by treatment status in the scale parameter:
, subsequently referred to as heteroscedastic measurement error. An example of this could be blood pressure measured using a manual sphygmomanometer in the intervention group but using an automatic blood pressure cuff in the nonintervention group. In such a scenario, we might expect more variability in the nonintervention group than in the intervention group. Figure 1 depicts each of the 3 measurement error scenarios, and Figure 2 compares the naive and true propensity scores under each scenario.
Estimands and assumptions
We consider 2 estimands of interest: the average treatment effect (ATE), E(Y(1) − Y(0)), and the conditional ATE, E(Y(1) − Y(0)|Z,X), where Y(a) is the counterfactual outcome setting A = a and the expectations are taken across all i individuals. If X is observed, identification of both estimands relies on the following assumptions. First, we assume strongly ignorable treatment assignment: For each ∈ { } a 0, 1 , we have ( ) ╨ | Y a A X, Z under positivity: 0 < P(A = 1) < 1. We also assume consistency: For each ∈ { } a 0, 1 , we have Y(a) = Y on the event A = a. Finally, we make the stable unit treatment value assumption: There is one version of each treatment condition, and the treatment assignment of individual i does not influence the potential outcome in another individual.
However, if we only observe a mismeasured version of X, designated W, then the estimands are not identifiable because the strongly ignorable treatment assignment assumption is not met. Below we describe in more detail how using W instead of X in an estimator fails to completely control for confounding.
COVARIATE MEASUREMENT ERROR AND UNOBSERVED CONFOUNDING
In curricula and the literature, measurement error and unobserved confounding (also called omitted variable bias) (12) are usually discussed as threats to valid causal inference, but typically as separate topics without consideration of their intersection in the case of covariate measurement error. There are some notable exceptions (4, (13) (14) (15) (16) .
The equivalency between covariate measurement error and unobserved confounding can be seen through their impact on the assumption of ignorable treatment assignment. Let {X, Z} be the set of confounding variables, consisting of the subset of observed confounding variables, {W, Z}, and unobserved confounding variables, Δ. When there is unobserved confounding (17),
The equivalency can also be seen through directed acyclic graphs, as described in Hernán and Robins (13) . We can rewrite Hernán and Robins' Figure 9 .8 as in Figure 3 . This measurement error directed acyclic graph is easily recast as an unobserved confounding directed acyclic graph, because we see that X is a confounder and it is unobserved.
SENSITIVITY ANALYSES
We now describe several easy-to-implement sensitivity analyses for unobserved confounding and describe how they can be adapted for measurement error. Sample software code is presented in Web Appendices 1 and 2 (available at https:// academic.oup.com/aje).
Propensity score calibration
Propensity score calibration (PSC) has been described previously as a method for reducing bias due to unobserved confounding (18) . It uses a validation data set that contains the treatment variable, A, and all covariates present in the propensity score model, including covariates measured without error, { } X Z , , and the subset of those variables that are also measured with error, W (see Table 1 ). The validation data set does not need to include Y, so it can be cross-sectional. PSC is similar to regression calibration (19) except that instead of modeling the mismeasured and correctly measured covariates, the naive (using mismeasured covariates) and true (using correctly measured covariates) propensity scores are modeled in the validation subset and then extrapolated to calibrate the naive propensity score in the main study data set. The authors of the method, Stürmer et al. (20) , state that the calibrated propensity score can be used in any propensity score approach, including matching, subclassification, and controlling for the propensity score in an outcome regression model. We found empirical support for this statement in our simulations.
However, we found that using this method in an inverse-probability-of-treatment-weighted estimator increased rather than decreased bias due to measurement error (results available upon request). Standard errors should be estimated by bootstrapping to propagate uncertainty from the calibration procedure.
PSC makes the following assumptions: 1) that a validation data set exists that contains A and all covariates, including versions measured with and without error, { } X W Z , , ; 2) that the true propensity score is a linear function of the mismeasured propensity score, treatment, and any other covariates in the validation data set; 3) that the PSC model in the validation data set generalizes to the main data set; and 4) that the naive propensity score, e naive , is a surrogate for the true propensity score, e true . The surrogacy assumption is violated if the naive propensity score contains additional information about the outcome that is not contained in the true propensity score. Perhaps contrary to initial intuition, this is a restrictive assumption, as "surrogacy may not be as natural or credible for the propensity score as it is for measurement error" (21, p. 1295). Moreover, there is no formal test for this assumption in the PSC setting (20) . Assumption 2 may also be problematic. PSC fits the model ( | ) E e A e , true naive using linear regression (18) , an assumption of which is constant variance of the residuals. However, in the differential measurement error scenarios we consider, the residuals' variance varies by A. Consequently, the approach is theoretically only appropriate for classical measurement error (18) (see Table 2 ). However, in simulations (detailed in Web Appendix 3 and Web Table 1 ; results shown in Table 3 ), we find that it has similar performance in the case of heteroscedastic measurement error. To relax the assumption of constant variance of the residuals in the case of systematic differential measurement error, we modify the algorithm to use weighted least squares (WLS), allowing the variance to differ by strata of A (sample code is provided in Web Appendices 1 and 2).
VanderWeele and Arah's sensitivity analysis
The VanderWeele and Arah sensitivity analysis for unobserved confounding has been described previously (22) . Briefly, VanderWeele and Arah (22) provide formulas with which to calculate the bias caused by unobserved confounding in estimating conditional or marginal effects. These bias formulas involve setting values for various sensitivity parameters, the number of which depends on the simplifying assumptions made. Without internal validation data containing complete data, C, we may have little information with which to guess reasonable values for each parameter. However, using available internal and external sources as a guide, one could explore a matrix of reasonable combinations, identifying those which result in a change in inference. The bias formulas are estimandspecific but can be used for any method of estimation. For example, the same bias formula for the ATE can be used regardless of whether propensity score matching or inverseprobability-of-treatment weighting is used. The standard error of the bias-corrected ATE is the same as the standard error of the biased ATE if the parameters in the bias formula do not vary by strata of covariates. Otherwise, standard errors can be estimated by bootstrapping.
This approach can be used to correct for classical measurement error and systematic differential measurement error (see Table 2 ). Although it is not clear how to adapt the bias formulas for heteroscedastic measurement error, we find in simulations that bias formulas that ignore the differential measurement error in the scale parameter perform well (see Table 3 ). For classical measurement error, VanderWeele and Arah's simplified bias formula can be used, setting sensitivity parameters that describe the association between treatment, A, and the portion of X not captured by W, designated U, and between Y and U (22, p. 44). For systematic differential measurement error, the bias equation from VanderWeele and Arah's theorem 1 can be used, setting the following sensitivity parameters: 1) the association between Y and U conditional on W and Z when A = 1 and 2) when A = 0; 3) the difference in the mean value of U conditional on A = 1 and W and Z and the mean value of U conditional on W and Z only; and 4) the difference in mean values detailed in point 3 when A = 0. See Web Appendices 1 and 2 for sample software code.
Rosenbaum's sensitivity analysis
Rosenbaum's approach has been described previously (23) (24) (25) . It assumes that 1) the data are in propensity-score-matched pairs and 2) the intervention and nonintervention groups in the matched data set are balanced on observed confounding variables. There are several versions of this sensitivity analysis: the original version, which assumes-adapted for measurement error-that the portion of the true, unobserved covariate, X, that is not captured in the observed, mismeasured covariate, Wdesignated U-is a near-perfect predictor of the outcome, Y; the dual version, which assumes that U is a near-perfect predictor of treatment, A; and the simultaneous version, which sets sensitivity parameters for the association between U and A and for the association between U and Y, similar to VanderWeele and Arah's bias formulas. Because of the restrictive assumptions of the original and dual versions, we consider the simultaneous version here.
The 2 sensitivity parameters in the simultaneous sensitivity analysis are Γ and Δ. For simplicity, we consider a binary Y. The 2 sensitivity parameters are given by the following equations: Figure 3 . Directed acyclic graph representing measurement error and unobserved confounding. A, treatment; X, unobserved (in the main data) covariate measured without error; W, observed, mismeasured version of X; Z, observed covariate measured without error; Y, outcome. 
Γ is the multiplier by which the portion of X that is not captured by W, U, increases or decreases the odds of treatment assignment. If measurement error does not affect the odds of treatment assignment, then Γ = 1. Similarly, Δ is the multiplier by which U increases or decreases the odds of the outcome, Y.
We perform the sensitivity analysis by varying Γ and Δ simultaneously. If Y is a binary outcome variable, the 2 sensitivity parameters are used to set the upper or lower bound of McNemar's test statistic (24) . The resulting P value from this test is the P value corrected for measurement error. If Y is a continuous outcome, then the 2 sensitivity parameters are used to set the upper or lower bound of the normalized Wilcoxon signed-rank test statistic. When Y is continuous, Δ is interpreted as the conditional odds that the subject with greater U also has a Performance measures included percent bias, variance, 95% confidence interval coverage, and mean squared error. For each measurement error structure, the naive analysis approach was compared with the truth and with the sensitivity analysis approach that attempted to correct the covariate measurement error. Abbreviations: ATE, average treatment effect; PSC, propensity score calibration. a In the case of systematic differential error, "(Yes)" means that the sensitivity analysis can be applied if the weighted least squares adaptation discussed in the text is used. In the case of heteroscedastic measurement error, "(Yes)" means that the sensitivity analysis can be applied with little practical consequences, even though it is not theoretically appropriate.
greater Y for the pair with median rank. This clunky interpretation makes it difficult to choose reasonable values for this sensitivity analysis parameter.
Rosenbaum's approach can be used to correct for classical measurement error and systematic differential measurement error (see Table 2 ). As with the other two approaches we have considered, although it is not clear how to adapt the approach to address heteroscedastic measurement error, we find in simulations that the method performs similarly for the heteroscedastic measurement error scenario as it does for classical measurement error (see Table 3 ). Table 3 presents the simulation results. Details of the simulation setup are provided in Web Appendix 3. For each method and for each measurement error scenario, we present the performance of the naive approach that uses W instead of X, the no-measurementerror approach that uses X, and the approach that corrects for measurement error using one of the 3 sensitivity analyses. We estimate the parameters for the VanderWeele and Arah approach and the Rosenbaum approach using complete data. We fit the PSC model using an internal validation data set. In most data analyses, many of these values would be unknown. As with parametric model misspecification, there is no theoretical basis for how the different methods would perform when using incorrect parameter values. For this reason, we focus on comparing performance using estimates from complete data, representing an optimal bound.
SIMULATION RESULTS
For all 3 measurement error scenarios, the VanderWeele and Arah bias formula approach has the greatest potential for reducing bias due to measurement error, since it can reduce bias by 100% if the correct sensitivity parameters are used. In addition, the VanderWeele and Arah bias-corrected estimates have variances and mean squared errors that are similar to those of the true estimates. Ninety-five percent confidence interval coverage is also high.
We see that the PSC approach reduces but does not eliminate bias due to measurement error under all 3 scenarios. Performance of the unmodified, least-squares PSC is better for the classical and heteroscedastic measurement error scenarios than for the systematic differential measurement error scenario. For both the classical and heteroscedastic measurement error scenarios, using PSC to obtain a corrected estimate reduces bias by nearly 80% as compared with the naive approach and results in 95% confidence interval coverage of more than 70%.
The assumption of constant variance of residuals in the PSC model is violated under both differential measurement error scenarios. However, performance is not affected in the heteroscedastic case, which corroborates previous results that demonstrated little practical impact of heteroscedastic error (26, p. 81). As Table 3 shows, using the WLS modification improved the performance of PSC in the systematic differential measurement error scenario. Using the standard PSC algorithm, the corrected estimates remained 34% biased, on average, while the WLS implementation resulted in 5% bias-similar to the PSC results in the other measurement error scenarios. In addition, the WLS modification increased 95% confidence interval coverage from 14.2% to 96%. However, these gains were made at the expense of increased variance.
The Rosenbaum sensitivity analysis performed least well in terms of its ability to correct for covariate measurement error. This was true regardless of whether or not we performed matching with replacement. In addition, the corrected P values were highly variable and spanned the range from 0 to 1 over the 1,000 simulation iterations.
APPLICATION Overview and setup
We now apply the above approaches to correct for covariate measurement error in estimating the association between baseline depression and subsequent change in body mass index (weight (kg)/height (m) 2 ) among middle-aged-to-older women enrolled in the Baltimore Memory Study. The Baltimore Memory Study has been described previously (27) . Data included in this analysis covered the period May 2001-April 2005. Participants gave informed consent, and the Johns Hopkins University Institutional Review Board approved the study protocol.
Disability status may be an important confounding variable, as it has been shown to be associated with depression (28) and may be also associated with change in body mass index. It is plausible that disability is measured with error, which may differ by depression status-for example, persons with depression could have disability scores that are measured too low and with more noise than those without depression. Persons with depression have more variable SF-36-Phys scores (variance of 0.625 vs. 0.434) and scores that are lower, on average (mean of −1.1 vs. −0.6). We have no gold standard measurement of disability. For the purposes of illustration, we use the SF-36-Phys score as the "alloyed gold standard" (29) and simulate additional measurement error:
, where A is the depression indicator, X is the SF-36-Phys score, and W is the mismeasured version of the SF-36-Phys score. We would expect similar performance regardless of whether X is a perfect gold standard or an "alloyed gold standard" (29) . W exhibits both systematic differential and heteroscedastic measurement error by exposure status, (shown in Figure 4 For this simple example, we include the 597 women with complete data.We take a random one-third sample to create a validation subset (n = 193). We then use this validation data set to create the PSC model and to inform the sensitivity analysis parameters for the VanderWeele and Arah approach (which is possible, since the validation data set includes information on Y). We control for confounding by conditioning on the linear propensity score for PSC and by inverse-probability-of-treatment weighting for the VanderWeele and Arah approach.
Results
We expect the WLS PSC approach and VanderWeele and Arah's bias formula to correct for our simulated systematic differential and heteroscedastic measurement error, as seen in Table 2 . We include results using the original least-squares PSC approach for comparison. Figure 5 shows the estimated effects comparing 1) the "naive" estimate, using the version of the SF-36-Phys with added measurement error, 2) the "true" estimate, using the SF-36-Phys without added error, and 3) the "corrected" estimates for each of the sensitivity analysis approaches.
We find that using the VanderWeele and Arah bias formula reduces bias by 94%, WLS PSC reduces bias by 59%, and the original least-squares PSC slightly increases the bias. Although the bias is reduced using each of the 2 appropriate sensitivity analysis approaches, the confidence intervals widen.
These results should be interpreted with caution, as we have made multiple simplifications. A more comprehensive analysis would account for missing data and informative dropout, timevarying confounding, and potential mediation. In addition, we simulated additional measurement error and used an internal validation data set with complete data to estimate parameters for the VanderWeele and Arah approach and fit the PSC model. In a real-world setting, it is unlikely that we would have such data.
DISCUSSION
Covariate measurement error and unobserved confounding can be thought of as equivalent forms of bias. Consequently, similar methods can be used to address their threats to validity. Few researchers undertake sensitivity analyses to estimate the potential impact of unobserved confounding, and even fewer do so for measurement error. Moreover, when measurement error is considered, it is typically limited to classical measurement error, even though more complex error structures may be present.
In this paper, we have described and demonstrated how several easy-to-implement sensitivity analyses for unobserved confounding can be adapted to address classical, systematic differential, and heteroscedastic covariate measurement error in propensity score methods. In a limited simulation study, we have provided optimal performance bounds for the extent to which these sensitivity analyses can correct for measurement error. We have also applied these approaches to a data example estimating the association between depression and subsequent change in body mass index among women, addressing measurement error in the confounding variable of disability. To further lower barriers to implementation, we provide annotated R (R Foundation for Statistical Computing, Vienna, Austria) and SAS (SAS Institute, Inc., Cary, North Carolina) code in Web Appendices 1 and 2, respectively, that serves as a tutorial. We describe the strengths and limitations of each sensitivity analysis below.
Advantages of PSC (18) include the fact that it can address multiple covariates measured with error simultaneously and does not depend on having information about the outcome in the validation data. It can be used with propensity score matching, subclassification, and regression adjustment of the propensity score, but not with weighting. However, the surrogacy assumption may be restrictive. An adaptation relaxes this assumption by using a parameter representing the association between the unobserved portion of the covariate and the outcome to correct for the remaining bias (21) . This parameter could be estimated from an internal validation study with outcome information or could be treated as a sensitivity analysis. Our adaptation using WLS allows PSC to be used for systematic differential measurement error. This adaptation has the benefit of reducing bias and improving confidence interval coverage, but at the expense of greater variance. Other limitations of PSC include the fact that it tends to overadjust and break down when measurement error is large and/or the association between the naive and true propensity scores is weak (18) . Most importantly, it reduces but may not eliminate bias due to measurement error. For example, in simulation studies in which all assumptions were met, bias reductions varied between 32% and 106% (20) . We found similar results (see Table 3 ) with bias reductions closest to 100% in scenarios where ATE = 0 (results available upon request).
A significant advantage of the VanderWeele and Arah bias formulas (22) is that if the correct sensitivity parameters are used and the assumptions are met, then the bias estimate is itself unbiased in expectation. Thus, this approach can fully correct for bias due to all 3 types of covariate measurement error considered. In addition, the approach can be used for any estimation method. However, without an internal validation data set containing complete data, it is unlikely that the parameters will be correctly specified, and the degree of bias correction is unclear when using incorrect parameter values.
Rosenbaum's sensitivity analysis (23) is perhaps the most familiar of all sensitivity analyses for unobserved confounding. However, it has several disadvantages in our context. The first is that it can only be used with propensity-score-matched data. The second is that it can be used to obtain a corrected test statistic or P value, but it is not clear how it would provide an adjusted estimate for the ATE. Another disadvantage is that the interpretation of Δ is not straightforward when Y is continuous, which makes it difficult to posit sensitivity analysis values. Finally, we find that the method may reduce bias but that this reduction is far from complete (see Table 3 ).
This paper was limited in scope. Our goals were 1) to show the connection between bias caused by unobserved confounding and that caused by covariate measurement error and 2) to demonstrate how several simple approaches for addressing unobserved confounding could also be used to address covariate measurement error. There exist numerous other approaches for addressing covariate measurement error that may perform better and rely on fewer assumptions (6-8, 14-16, 30-37) . However, with few exceptions (14, 15) , many of these approaches are not as easy to implement for nonstatisticians. Comparing performance among these other approaches and lowering barriers to implementation are areas for future work.
In conclusion, we recommend the use of VanderWeele and Arah's bias formulas and PSC (assuming it is adapted appropriately for the measurement error structure) to assess sensitivity of results to covariate measurement error. Both approaches are appropriate for a variety of propensity score estimators and measurement error structures. Real-world data are messy. Concerns about bias due to unobserved confounding and/or measurement error should be addressed rather than ignored. We hope that methods such as the ones examined in this paper will be more widely utilized in addressing such concerns.
