Abstract. This paper deals with generalized pattern search (GPS) algorithms for linearly constrained optimization. At each iteration, the GPS algorithm generates a set of directions that conforms to the geometry of any nearby linear constraints. This set is then used to construct trial points to be evaluated during the iteration. In previous work, Lewis and Torczon developed a scheme for computing the conforming directions, but it assumed no degeneracy near the current iterate. The contribution of this paper is to provide a detailed algorithm for constructing the set of directions whether or not the constraints are degenerate. One difficulty in the degenerate case is in classifying constraints as redundant and nonredundant. We give a short survey of the main definitions and methods for treating redundancy and propose an approach to identify nonredundant ε-active constraints, which may be useful for other active set algorithms. We also introduce a new approach for handling nonredundant linearly dependent constraints, which maintains GPS convergence properties without significantly increasing computational cost. Some simple numerical tests illustrate the effectiveness of the algorithm. We conclude by briefly considering the extension of our ideas to nonlinear constraints with linearly dependent constraint gradients.
1. Introduction. This paper continues the development of generalized pattern search (GPS) algorithms [4, 16] for linearly constrained optimization problems
where f : R n → R ∪ {∞} may be discontinuous, and the feasible region is given by Ω = {x ∈ R n : a
where, for i ∈ I = {1, 2, . . . , |I|}, a i ∈ R n , b i ∈ R, and A ∈ Q n×|I| is a rational matrix. In [4, 16] , the feasible region Ω is defined as Ω = {x ∈ R n : ≤ Ax ≤ u}, where A ∈ Q m×n is a rational matrix, , u ∈ {R ∪ {±∞}} m , and < u. As is evident, (1.2) reduces to the definition in [4, 16] , where the rth row a r of the matrix A is equal to some ith row a T i of the matrix A T with a coefficient of +1 or −1, and b i = u r or b i = − r .
The purpose of this paper is to give detailed consideration to GPS in the degenerate case in a way that is complementary to [4] and [16] . Our main result is a detailed algorithm for constructing the set of generators at a current GPS iterate in both the degenerate and nondegenerate cases. To construct the set of generators in the degenerate case, we identify the redundant and nonredundant active constraints and then use either QR decomposition or a construction proposed in [16] .
Classification of constraints as redundant or nonredundant is one of the main issues here, because it is sufficient to construct the set of generators only for nonredundant constraints. Several methods for classifying constraints exist. For example, there are deterministic algorithms [10, 13] , probabilistic hit-and-run methods [7] , and a probabilistic method based on an equivalence between the constraint classification problem and the problem of finding a feasible solution to a set covering problem [9] . A survey and comparison of strategies for classifying constraints are given in [9, 13] . Any of these approaches can be applied in the GPS framework to identify redundant and nonredundant constraints. However, in the paper, we propose a new projection approach to identify nonredundant constraints that is more suitable for GPS methods.
The projection method is similar to the hit-and-run algorithm [7] , in which nonredundant constraints are searched for along random direction vectors from each point in a sequence of random interior points, but differs in its use of a deterministic direction. The major advantage of the projection method for our application is that the number of direction vectors (in the terminology of the hit-and-run algorithm) is equal to the number of constraints that have to be identified. For us this is generally a small number. In the hitand-run algorithm, this number is determined by a stop criterion and can be large if many of the randomly generated directions do not detect a nonredundant constraint. Moreover, the formulas used in the projection method are simpler than those used for computing the intersection points of a direction vector with the hyperplanes in the hit-and-run algorithm. We should note also that the goal of hit-and-run is to detect all nonredundant constraints in a full system of linear inequalities. We use the projection method to detect the nonredundant constraints among only active constraints in the case when they are linearly dependent. As our numerical tests show, the projection method cheaply detects all, or almost all, nonredundant constraints.
To classify constraints not detected by the projection method, we use another approach outlined in [10] .
As a result, we ensure that every active constraint is detected as either redundant or nonredundant. In the worst case, we may have linearly dependent, nonredundant constraints. We propose a general approach for handling this case with an accompanying convergence theorem, along with two specific instances that can be used effectively in practice.
In the end, we briefly discuss the extension of our ideas to optimization problems with general nonlinear constraints that are linearly dependent at a solution. We do so by applying the projection method to a linearization of the constraints, and we argue that it is less costly than applying the approach of [10] .
The organization of the paper is as follows. In the next section, we give a brief description of GPS as well as the convergence result for linearly constrained minimization following papers by Audet and Dennis [4] , and by Lewis and Torczon [16] . Section 3 is devoted to the topic of redundancy. In the first part of the section, we introduce a definition of the ε-active constraints and discuss some scaling issues. The second part of Section 3 contains essential definitions and results on redundancy [10, 13, 19, 25] that are required for our analysis. Then we propose our projection method to determine nonredundant constraints, and we briefly describe a more expensive follow-up approach to be applied if some constraints are not identified by the projection method. In Section 4, we give an algorithm for constructing the set of generators and discuss implementation details, including a new approach for handling nonredundant linearly dependent constraints in a rigorous way without significantly increasing computational cost. In Section 5, we consider the extension of our ideas to nonlinearly constrained problems. Section 6 is devoted to some concluding remarks.
Notation. R, Z, and N denote the set of real numbers, integers, and nonnegative integers, respectively. For any finite set S, we may refer to the matrix S as the one whose columns are the elements of S. Similarly, for any matrix A, the notation a ∈ A means that a is a column of A.
2. Generalized pattern search algorithms. In this section, we briefly describe the class of GPS algorithms for linearly constrained minimization, along with the main convergence result. We follow papers by Audet and Dennis [4] and by Lewis and Torczon [16] , and we refer the reader there for details of managing the mesh size ∆ k . Throughout, we will always use the 2 norm.
GPS algorithms can be applied either to the objective function f or to the barrier function f Ω = f + ψ Ω : R n → R ∪ {+∞}, where ψ Ω is the indicator function for Ω, which is zero on Ω and ∞ elsewhere. The value of f Ω is +∞ on all points that are either infeasible or at which f is declared to be +∞. This barrier approach is probably as old as direct search methods themselves.
A GPS algorithm for linearly constrained optimization generates a sequence of iterates {x k } in Ω. The current iterate x k ∈ R n is chosen from a finite number of points on a mesh, which is a discrete subset of R n . At iteration k, the mesh is centered around the current mesh point (current iterate) x k and its fineness is parameterized through the mesh size parameter ∆ k > 0 as
where D is a finite matrix whose columns form a set of positive spanning directions in R n , n D is the number of columns of the matrix D. At each iteration, some positive spanning matrix D k composed of columns of D is used to construct the poll set,
A two-dimensional mesh and poll set are illustrated in Figure 2 .1.
If x k ∈ Ω is not near the boundary, then D k is a positive spanning set for R n [16] . If x k ∈ Ω is near the boundary, the matrix D k is constructed so its columns d j also span the cone of feasible directions at x k and conform to the geometry of the boundary of Ω. Hence, the set D must be rich enough to contain generators for the tangent cone T Ω (x) = cl{µ(ω − x) : µ ≥ 0, ω ∈ Ω} for every x ∈ Ω. More formally, the sets D k must satisfy the following definition.
Definition 2.1. A rule for selecting the positive spanning sets D k ⊆ D conforms to Ω for some ε > 0, if at each iteration k and for each y in the boundary of Ω for which y − x k < ε, T Ω (y) is generated by a nonnegative linear combination of columns of D k .
Each GPS iteration is divided into two phases: an optional search and a local poll. In each step, the barrier objective function is evaluated at a finite number of mesh points in an attempt to find one that yields a lower objective function value than the incumbent. We refer to such a point as an improved mesh point. If an improved mesh point is found, it becomes the incumbent, so that f (x k+1 ) < f (x k ). The mesh size parameter is then either held constant or increased.
In the search step, there is complete flexibility. Any strategy may be used (including none), and the user's knowledge of the domain may be incorporated. If the search step fails to yield an improved mesh point, the poll step is invoked. In this second step, the barrier objective function is evaluated at points in the poll set P k (i.e., neighboring mesh points) until an improved mesh point is found or until all the points in P k have been evaluated. If both the search and poll steps fail to find an improved mesh point, then the incumbent is declared to be a mesh local optimizer and is retained as the incumbent, so that x k+1 = x k . The mesh size parameter is then decreased. Figure 2 .2 gives a description of a basic GPS algorithm.
We remind the reader that the normal cone N Ω (x) to Ω at x is the nonnegative span of all the outwardly pointing constraint normals at x and can be written as the polar of the tangent cone:
Assumptions. We make the following standard assumptions [4] :
A1 A function f Ω and x 0 ∈ R n (with f Ω (x 0 ) < ∞) are available. A2 The constraint matrix A is rational. A3 All iterates {x k } produced by the GPS algorithm lie in a compact set.
Under these assumptions, Torczon [22] showed that lim inf ∆ k = 0, and Audet and Dennis [4] identified the following subsequences, for which the limit of ∆ k is zero. Definition 2.2. A subsequence of mesh local optimizers {x k } k∈K (for some subset of indices K) is said to be a refining subsequence if {∆ k } k∈K converges to zero. [4] proved the following convergence results for GPS in the linearly constrained case
Audet and Dennis
Let x 0 be such that f Ω (x 0 ) is finite. Let D be a positive spanning set, and let M 0 be the mesh on R n defined by ∆ 0 > 0, and D 0 . Set the iteration counter k = 0.
• Search and poll step:
Perform the search and possibly the poll steps (or only part of them) until an improved mesh point x k+1 with the lowest f Ω value so far is found on the mesh M k defined by equation (2.1).
-Optional search: Evaluate f Ω on a finite subset of trial points on the mesh M k defined by (2.1) (the strategy that gives the set of points is usually provided by the user; it must be finite and the set can be empty). -Local poll: Evaluate f Ω on the poll set defined in (2.2).
• Parameter update:
If the search or the poll step produced an improved mesh point, i.e., a feasible iterate
Increase k ← k + 1 and go back to the search and poll step. using only these assumptions.
Lemma 2.3. Under assumptions A1-A3, ifx is any limit of a refining subsequence, if d is any direction in D for which f at a poll step was evaluated for infinitely many iterates in the subsequence, and if f is Lipschitz nearx, then the generalized directional derivative of f atx in the direction d is nonnegative, i.e., f
Theorem 2.4 (Convergence to a Karush-Kuhn-Tucker point). [4] Under assumptions A1-A3, if f is strictly differentiable at a limit pointx of a refining subsequence, and if the rule for selecting positive spanning sets D k ⊆ D conforms to Ω for some ε > 0, then ∇f (x)
T ω ≥ 0 for all ω ∈ T Ω (x), and so −∇f (x) ∈ N Ω (x). Thus,x is a Karush-Kuhn-Tucker point.
The purpose of this paper is to provide an algorithm for constructing sets D k that conform to the boundary of Ω. If the active constraints are linearly dependent, we apply strategies for the identification of redundant and nonredundant constraints, which are described in the next section, and then construct sets D k taking into account only nonredundant constraints. We now pause to outline the main results concerning redundancy from mathematical programming, and then in Section 4, we continue consideration of GPS and strategies for constructing the sets D k .
3. Redundancy. We now present some essential definitions and results concerning redundancy [7, 10, 13, 19, 25] that are required for our analysis. Then we propose our approach, the projection method, to determining the nonredundant constraints and briefly describe another approach that is applied if some constraints are not identified by the projection method.
We consider the feasible region Ω defined by (1.2), and refer to the inequality a T j x ≤ b j as the j-th constraint. The region represented by all but the jth constraint is given by
where I\{j} is the set I with the element j removed.
The following definition is consistent with definitions given in [10, 13] . 3.1. ε-active constraints. We next compare two definitions of ε-active constraints and discuss some associated scaling issues. They are replicated from [16] and [21] , respectively. Definition 3.2. (e.g., [21] ). Let some scalar ε > 0 be given and x k ∈ Ω. The jth constraint is ε-active at
(e.g., [16] ). Let some scalar ε > 0 be given and x k ∈ Ω. The jth constraint is ε-active
where
y −x k is the distance from x k to the hyperplane
Clearly, the jth constraint can be made ε-active at x k in the sense of Definition 3.2 by multiplying the inequality b j − a T j x k ≥ 0 by a sufficiently small number. On the other hand, this multiplication does not change the distance between the point x k and any H j defined in Definition 3.3. In the paper, we prefer to use Definition 3.2, since it is easier to check than Definition 3.3. However, Definition 3.2 is proper, if we assume preliminary scaling of the constraints so that the following lemma applies.
Lemma 3.4. Let some scalar ε > 0 be given, x k ∈ Ω, and a j = 1 for all j ∈ I in (1.2). Then, for any j ∈ I, Definition 3.2 of the ε-active constraint is equivalent to Definition 3.3, and the projection P j (x k ) of the point x k onto the hyperplane H j = {x ∈ R n : a
Proof. For any j ∈ I, the distance from x k to the hyperplane H j is given by
Hence, if a j = 1 and x k ∈ Ω, (3.1) is equivalent to (3.2) .
By definition of the projection of x k onto H j ,
Since x k ∈ Ω and a j = 1, it follows from (3.
Hence, (3.3) holds.
To satisfy the conditions of Lemma 3.4, we introduce the matrixĀ and vectorb that are additional scaled copies of A and b, respectively from (1.2), such that
Consequently, ā i = 1 for all i ∈ I and Ω = {x ∈ R n :
We then useĀ andb to define the set of indices of the ε-active constraints as
and we apply the projection method for detection of the nonredundant constraints (see Section 3.3.1 for more details.) We refer to the set I(x k , ε) as the working index set at the current iterate x k .
This paper also makes use of the regions given by
and
, it is also redundant in the description of Ω. 
1. An illustration of ε-active and redundant constraints. Constraints 1, 2, and 3 are ε-active at the current iterate x and constraint 2 is redundant.
3.2. Redundancy in mathematical programming. We now give definitions and theorems consistent with the mathematical programming literature [7, 10, 13, 19, 25] . We begin with the following definitions, which can be found in [19, 25] . In the discussion that follows, we use notation consistent with that of Section 1 (see (1.2) and the discussion that follows it).
Definition 3.5 (Polyhedron).
A subset of R n described by a finite set of linear constraints P = {x ∈
Obviously, Ω given by (1.2) and Ω(x k , ε) given by (3.7) are polyhedra.
We will assume that Ω is full-dimensional, as defined below.
Definition 3.7. The dimension of P , denoted dim(P ), is one less than the maximum number of affinely independent points in P . Then P ⊆ R n is full-dimensional if and only if dim(P ) = n.
Note that, if Ω were not full-dimensional, then a barrier GPS approach would not be a reasonable way to handle linear constraints because it would be difficult to find any trial in Ω. Since we assume Ω is full-dimensional, this implies that its supersets Ω(x k , ε) and Ω j (x k , ε) are full-dimensional.
Definition 3.8 (Valid inequality). An inequality
Definition 3.9 (Face and Facet). (i) F defines a face of the polyhedron P if F = {x ∈ P : c
(ii) F is a facet of P if F is a face of P and dim(F ) = dim(P ) − 1.
Definition 3.10 (Interior point).
A point x ∈ P is called an interior point of P if C T x < d.
We also need the following results from integer programming [25, 
. . , m}, where each inequality is unique to within a positive multiple. Corollary 3.13 means that the following concepts are equivalent for Ω(x k , ε) defined in (3.7).
• The jth inequality a
(3.8)
Our approach for identifying nonredundant constraints is based primarily on the following proposition.
Proposition 3.14. Let a working index set I(x k , ε) be given. An inequality a
, is nonredundant in the description of Ω(x k , ε) if and only if either I(x k , ε) = {j} or there existsx ∈ R n such that a T jx = b j and a T ix < b i for all i ∈ I(x k , ε)\{j}. Proof. Since the case I(x k , ε) = {j} is trivial, we give the proof for the case when I(x k , ε)\{j} = ∅. (3.8) holds, and by Definition 3.1, the jth constraint is nonredundant. Proposition 3.14 means that if the jth constraint, j ∈ I(x k , ε), is nonredundant, then there exists a feasible pointx ∈ Ω(x k , ε) such that only this constraint holds with equality atx.
Necessity. Since the inequality a
Our approach for identifying redundant constraints is based primarily on the following theorem [10] . has an optimal solution x * such that a
3.3. Approaches for identifying redundant and nonredundant constraints. We now outline two approaches for identifying redundancy in the constraint set: a projection method for identifying nonredundant constraints and a linear programming (LP) approach for identifying redundant ones. The LP approach, which is based on Theorem 3.15, is described in [10] . In Section 4, we will explain in more detail how these ideas are implemented in the class of GPS algorithm for linearly constrained problems, even in the presence of degeneracy.
3.3.1. A projection method. The main idea of the projection method we propose is the construction, if possible, of a pointx such that a T jx = b j and a T ix < b i for all i ∈ I(x k , ε)\{j}. If such a pointx exists, then by Proposition 3.14, the jth constraint is nonredundant.
Recall that we defined in (3.5) a scaled copyĀ of the matrix A and a scaled vectorb. We denote by P j (x k ), the projection of x k ∈ R n onto the hyperplane
Assume that x k ∈ Ω. Then by (3.3) and by ā j = 1,
The following proposition is the main one for the projection method.
Proposition 3.16. Let x k ∈ Ω and let a working index set I(x k , ε) be given. An inequality a
Proof. The proof follows from Proposition 3.14.
Proposition 3.16 allows us to very quickly classify the jth constraint as nonredundant if (3.11) holds for all i ∈ I(x k , ε)\{j}, where P j (x k ) in (3.11) is obtained from (3.10). The only drawback is that it identifies nonredundant constraints and not redundant ones.
3.3.2.
The linear programming approach. If some constraints have not been identified by the projection method, we can apply another approach based on Theorem 3.15 to identify redundant and nonredundant constraints. It follows from Theorem 3.15 that all redundant and nonredundant constraints could be conclusively identified by solving n LP problems of the form given in (3.9). While doing so is clearly more expensive than the projection method given in Section 3.3.1, it could be accomplished during the initialization step of GPS (i.e., before the GPS iteration sequence begins), at a cost of solving n LP problems. This is possible because redundancy of linear constraints is independent of the location of the current iterate. However, the projection method could be advantageous when many linear constraints are present (which is often the case with redundant constraints), or when dealing with linear constraints formed by linearizing nonlinear ones. In the latter case, redundancy would depend upon location in the domain, since the linear constraints would change based on location.
The book [13] describes different methods in the context of the LP approach. They include some very special propositions involving slack variables that simplify and reduce the computational cost of the numerical solution of the LP problem (3.9). We refer the reader to [13] for a more detailed discussion of these issues.
4. Construction of the set of generators. The purpose of this section is to provide a detailed algorithm for constructing the set of directions D k introduced in Section 2, even in the presence of degenerate constraints.
Let some scalar ε > 0 be given, and letā T i be the ith row of the matrixĀ T in (3.5). At the current iterate x k , we construct the working index set I(x k , ε) such that
The last inequality means that every constraint that is active at x k or at some point near x k appears in I(x k , ε). In [4] , the authors suggest not setting ε so small that ∆ k is made small by approaching the boundary too closely before including conforming directions that allow the iterates to move along the boundary of Ω. A good discussion of how to choose ε can be found in [14] .
Without loss of generality, we assume that I(x k , ε) = {1, . . . , m}, for m ≥ 2. This avoids more cumbersome notation, like I(x k , ε) = {i 1 (x k , ε), . . . , i m (x k , ε)}. Furthermore, we denote by B k , the matrix whose columns are the columns of A corresponding to the indices I(x k , ε) = {1, . . . , m}; i.e.,
(4.1)
4.1. Classification of degeneracy at the current iterate. Let the matrix B k be defined by (4.1). At the current iterate x k , the matrix B k satisfies one of the following conditions:
• nondegenerate case: B k has full rank;
• degenerate redundant case: B k does not have full rank and the nonredundant constraints are linearly independent; • degenerate nonredundant case: B k does not have full rank and the nonredundant constraints are linearly dependent.
The last condition is illustrated by following example provided to us by Charles Audet.
Example 2. Suppose that the feasible region Ω (see (1.2)), shown in Figure 4 .1, is defined by the following system of inequalities:
If x k ∈ R 3 is near the origin, all six constraints are active, linearly dependent, and nonredundant. The matrix B k is given as 
Set of generators.
Following [16] , we define the cone K(x k , ε) as the cone generated by the normals to the ε-active constraints, and K
• (x k , ε) as its polar:
This cone can also be expressed as a finitely generated cone [24] . To see this, first consider the following definition. Thus, given Definition 4.1, we can express K
• (x k , ε) as
where the V = {v 1 , . . . , v r } is the set of generators for
The key idea, which was first suggested by May in [18] and applied to GPS in [16] , is to include in D k the generators of the cone K
• (x k , ε). Hence, the problem of construction of the set D k reduces to the problem of constructing generators {v 1 , . . . , v r } of the cone K
• (x k , ε) and then completing them to a positive spanning set for R n .
The following proposition means that it is sufficient to construct the set of generators only for nonredundant constraints.
Proposition 4.2. Let I(x k , ε) be the set of indices of ε-active constraints at x k ∈ R n . Let I N (x k , ε) ⊆ I(x k , ε) be the subset of indices of the nonredundant constraints that define Ω(x k , ε). Let the cone K
• (x k , ε) be defined by (4.3) and let the cone K
If {v 1 , . . . , v p } is a set of generators for K
• N (x k , ε), then it is also a set of generators for K • (x k , ε).
Proof. The proof of this proposition follows from Corollary 3.13.
Pattern search methods require that iterates lie on a rational lattice [16] . To ensure this, Lewis and Torczon [16] placed an additional requirement that the matrix of constraints A T in (1.2) is rational. Under this requirement, Lewis and Torczon [16] showed, in the following theorem, that it is always possible to find rational generators for the cones K
• (x k , ε), which, with the rational mesh size parameter ∆ k , ensures that GPS iterates lie on a rational lattice. Moreover, for the case of linearly independent active constraints, Lewis and Torczon [16] proposed constructing the set of generators for all the cones K
• (x k , ε), 0 ≤ ε ≤ δ, as follows:
Theorem 4.4. Suppose that for some δ, K(x, δ) has a linearly independent set of rational generators V . Let N be a rational positive basis for the null space of V T . Then, for any ε, 0 ≤ ε ≤ δ, a set of rational generators for K
• (x, ε) can be found among the columns of N ,
The matrix N can be constructed by taking columns of the matrices ±(I − V (V T V ) −1 V T ) [16] .
Recall that we use the scaled matrixĀ defined in (3.5) to determine ε-active, redundant, and nonredundant constraints. Then we use the result stated in Theorem 4.4 together with rational columns of A, which correspond to the nonredundant and ε-active constraints, to obtain a set of rational generators.
A set of generators, which may be irrational in exact arithmetic, can also be found by using the QR factorization of the matrix V . The following corollary shows how to use the QR factorization of V to construct the generators for all the cones K
• (x k , ε), 0 ≤ ε ≤ δ. Recall that the full QR factorization of V can be represented as
where R 1 is upper triangular and rank(R 1 ) = rank(V ), and the columns of Q 1 form an orthonormal basis for the space spanned by the columns of V , while the columns of Q 2 constitute an orthonormal basis for null space of V T .
Corollary 4.5. Suppose that for some δ, K(x, δ) has a linearly independent set of rational generators V . Then, for any ε, 0 ≤ ε ≤ δ, a set of generators for K
• (x, ε) can be found among the columns of Q 2 ,
Proof. By substituting V = QR and using the properties of the matrices in the QR factorization, we obtain
By applying Theorem 4.4 and by taking into account that columns of Q 2 span the null space of V T , we obtain the statement of the corollary.
From the theoretical point of view, a set of generators obtained by using Corollary 4.5 may be irrational since an implementation of the QR decomposition involves calculation of square roots. This would violate theoretical assumptions required for convergence of pattern search. However, since V is rational, both sides of (4.6) must also be rational. Therefore, by Corollary 4.5, any generators with irrational elements would be found in the matrix Q 2 . But in the degenerate case, Q 2 will often be empty, since it represents a positive spanning set for the null space of V T , and most examples of degeneracy occur when the number of ε-active constraints exceeds the number of variables. Furthermore, since we use floating point arithmetic in practice, irrational generators would be represented as rational approximations. This has the effect of generating a slightly different cone. Thus, it would be enough to ensure convergence, but to a stationary point of a slightly different problem. However, the error experienced in representing an irrational number as rational is probably smaller than the typical roundoff error associated with LU factorization.
The nonredundant degenerate case.
Perhaps the most difficult case to handle is the one in which the ε-active constraints at x k are nonredundant, but linearly dependent. This can happen, in particular, when there are more ε-active constraints than variables, as is the case in Example 4.2. The difficulty of this case lies in the fact that the number of directions required to generate the tangent cone can become large.
Let S k = {a 1 , a 2 , . . . , a p } denote the set of vectors corresponding to the -active nonredundant constraints at x k . Price and Coope [21] showed that, in order to construct D k , it is sufficient to identify the tangent cone generators of all maximally linearly independent subsets of S k . For S k with r = rank(S k ), we can estimate the number s of these subsets, by
Thus, in order to identify the entire set of tangent cone generators, we would have to consider s different sets of positive spanning directions, where s could become quite large. While there are some vertex enumeration techniques [5] (mentioned in [16] ) that could be useful, we now present a more practical approach -first in general, and then followed by some specific instances that can be implemented in practice.
Partially conforming generator sets.
In our approach, we choose a subset of r linearly independent elements of S k and store them as columns of B k . Based on the methods described in Section 3.3.1, we can construct a set of generators for the cone defined only by a subset of the constraints represented in S k . Furthermore, we require B k to change at each iteration so that, in the limit, each constraint that is active at the limit pointx has been used infinitely often in constructing directions. Since the set of tangent cone generators is finite, the ordering scheme for ensuring this is straightforward.
This approach is essentially equivalent to using all the tangent cone generators, except that it is spread out over more than one iteration. The advantage is that it keeps the size of the poll set no larger than it would be in the nondegenerate case. However, the drawback is that we no longer have a full set of directions that conform to the geometry of Ω, which is an important hypothesis in the statement of Theorem 2.4.
The proof of Theorem 2.4, given in [4] , relies on two crucial ideas; namely, Lemma 2.3 and the use of conforming directions. Under the proposed method of handling degenerate nonredundant constraints, Lemma 2.3 still applies, but Theorem 2.4 cannot be applied, since not all the tangent cone generators are used at each iteration. We introduce the following theorem, which establishes the same result as Theorem 2.4, but with a different hypothesis and a proof that is essentially identical (see [4] ).
Theorem 4.6. Letx ∈ Ω be the limit point of a refining subsequence {x k } k∈K . Under Assumptions A1-A3, if f is strictly differentiable atx and all generators of the tangent cone T Ω (x) are used infinitely often in K, then ∇f (x)
Proof. Lemma 2.3 and the strict differentiability of f atx ensure that ∇f (x)
. Since D includes all the tangent cone generators, and each is used infinitely often in K, it follows that every ω ∈ T Ω (x) can be represented as a nonnegative linear combination of D ∩ T Ω (x); thus, ∇f (x)
T ω ≥ 0 for all ω ∈ T Ω (x). To complete the proof, we multiply both sides by −1 and conclude that −∇f (x) ∈ N Ω (x).
Generating directions.
While the new hypothesis of Theorem 4.6 is weaker and makes the result more general than Theorem 2.4, it is more difficult to enforce. The enumeration scheme mentioned above will ensure that the tangent cone generators get used infinitely often, but it cannot ensure that they get used infinitely often in the refining subsequence. Thus we make the following additional assumption.
A4: Any direction used infinitely often is also used infinitely often in any refining subsequence.
This assumption is actually quite mild, since a direction that does not satisfy A4 would always be successful (infinitely often) after a finite number of iterations.
The following result establishes an important connection between the constraints and tangent cone generators.
Lemma 4.7. Letx be the limit of a subsequence of GPS iterates, and letŜ andD be the sets of active constraints and tangent cone generators, respectively, atx. If every constraint inŜ is used to form tangent cone generators infinitely often in the subsequence, then every tangent cone generator inD is also used infinitely often in the same subsequence.
Proof. LetŜ j , j = 1, . . . , s be maximally linearly independent subsets ofŜ, such thatŜ = s j=1Ŝ j .
Furthermore, let D(Ŝ j ) denote the set of tangent cone generators produced by only the constraints inŜ j .
Price and Coope [21] show thatD ⊂ s j=1 D(Ŝ j ). Thus, ifŜ j is used infinitely often, then D(Ŝ j ) is used infinitely often, and if everyŜ j , j = 1, . . . , s, is used infinitely often, then every direction inD is used infinitely often.
We now give two examples of approaches that generate directions satisfying the hypotheses of Theorem 4.6, followed by convergence theorems for each.
Random Selection: Randomly select (with uniform probability) r linearly independent ε-active constraints to form tangent cone generators.
Sequential Selection: Order the s subsets of r linearly independent elements of S k as S i , i = 1, . . . , s, and use subset S j , j = 1 + k mod s, at iteration k.
Theorem 4.8. Letx be the limit of a refining subsequence {x k } k∈K , in which the set of nonredundant binding constraints atx is linearly dependent. If search directions are obtained by Random Selection whenever the elements of S k are linearly dependent, then with probability 1, all tangent cone generators atx will be used infinitely often in K.
Proof. For any nonredundant active constraint atx, let P k denote the probability that the constraint is randomly selected at iteration k. Then for sufficiently large k, the set S k is fixed with p elements (corresponding to the active constraints atx), and P k = r p . Then the probability that the constraint is selected infinitely often in any infinite subsequence M of iterates (with sufficiently large k) is equal to
The result then follows from Lemma 4.7.
Theorem 4.9. Letx be the limit of a refining subsequence {x k } k∈K , in which the set of nonredundant binding constraints atx is linearly dependent. Under assumption A4, if search directions are obtained by Sequential Selection whenever the elements of S k are linearly dependent, then all tangent cone generators at x will be used infinitely often in K.
Proof. Since subset S j , j = 1 + k mod s is used at iteration k, S j is used infinitely often in the iteration sequence. Furthermore S j ⊂Ŝ for all sufficiently large k, whereŜ is the set of active constraints atx. The result follows from Assumption A4 and Lemma 4.7.
In each of these two instances, something is sacrificed for the sake of implementation -either a weaker convergence result (Random Selection) or the additional assumption A4 (Sequential Selection). However, if function evaluations are expensive, the alternative of identifying all the tangent cone generators at each iteration will become intractable.
Furthermore, this by no means exhausts the possibilities for choosing tangent cone generators when nonredundant constraints are linearly dependent. Considering that the projection method measures distance to each constraint boundary, one promising alternative is to select the closest n − 1 constraints (with ties broken arbitrarily), plus one more constraint obtained by either random or sequential selection. The latter constraint allows the theory in the previous two theorems to hold, while offering an intelligent heuristic in selecting those constraints that are closer to the current iterate. Choosing the closest constraints is equivalent to reducing ε at each iteration so that fewer constraints are flagged as ε-active.
4.
4. An algorithm for constructing the set of generators. In this section, we present an algorithm for constructing a set of generators for the cone K
• (x k , ε) at the current iterate x k for a given parameter ε.
4.4.1. Comments on the algorithm. The algorithm consists of two main parts. In the first part, we determine the set of indices of the nonredundant ε-active constraints I N (x k , ε) ⊆ I(x k , ε) and form the matrix B N whose columns are the columns of A corresponding to the indices in I N (x k , ε). We use information about the set I N (x k , ε) from the previous iterations of the GPS algorithm. Namely, we put into the set I N (x k , ε) all indices that correspond to the ε-active constraints at the current iterate and that were detected as indices of the nonredundant constraints at the previous iterations of the algorithm. In the second part of the algorithm, we construct the set of generators D k required by GPS and by Theorem 2.4.
First, we try to identify the nonredundant active constraints. If the matrix B k defined by (4.1) has full rank, then all ε-active constraints are nonredundant, I N (x k , ε) = I(x k , ε), and B N = B k . If the matrix B k does not have full rank and we have indices that have not been classified at the previous iterations of the algorithm, we propose using two steps in succession.
The first strategy is intended to determine nonredundant constraints cheaply by applying the projection method described in section 3.3.1. By Proposition 3.16, if the projection P j (x k ) of the current iterate x k onto the hyperplane H j = {x ∈ R n :ā T j x =b j } is feasible, and only the jth constraint holds with equality at P j (x k ), then the jth constraint is nonredundant, and we can put index j into the set I N (x k , ε). If some constraints have not been identified by the projection method, we can either apply the projection method with some other pointx = x k or apply the second strategy.
The second strategy is intended to classify redundant and nonredundant constraints among those that have not already been determined as nonredundant by the projection method. To identify each constraint, the approach outlined in [10] and in Section 3.15 is applied. If the number of constraints to be identified is too large, we can skip an application of this strategy and construct a set of generators using the set I N (x k , ε) obtained from the first strategy. Then, while performing the poll step, if we find some pointx = x k + ∆d, whered is some column of D k , such that a T jx > b j and a T ix ≤ b i for all i ∈ I(x k , ε)\{j}, we can conclude that Ω(x k , ε) Ω j (x k , ε). Hence, by Corollary 3.13, the jth constraint is nonredundant, and we add j to the set I N (x k , ε).
Once we have specified all redundant and nonredundant constraints, we compose the matrix B N of those columns of A that correspond to nonredundant constraints. The rank of B N can be determined by QR factorization. If B N has full rank, then we construct the set of generators using QR or LU factorization. If B N does not have full rank, we construct the set of generators from a set of linearly independent columns of B N , and as the iteration sequence progresses, we invoke one of the methods described in Section 4.3 to ensure that all maximally linearly independent subsets get used infinitely often.
Algorithm.
We denote the set of indices of the nonredundant ε-active constraints by I N (x k , ε). Thus, for j ∈ I(x k , ε),
We use I N ⊆ I to denote the set of indices that are detected as nonredundant at some iteration of the algorithm. Thus I N = ∅ in the beginning of the algorithm.
We denote the rational matrix in (1.2) by A T and the scaled matrix defined in (3.5) byĀ T . The matrix B k is defined by (4.1) and is composed of columns a j of A, where j ∈ I(x k , ε), while the matrix B N is composed of those columns of A whose indices are in the set I N (x k , ε). Thus, the columns of B N are those vectors normal to the nonredundant constraints.
Algorithm for constructing the set of generators D k .
Let the current iterate x k ∈ R n and a parameter ε > 0 be given.
% Part I: Constructing the set I N (x k , ε)
% Construct the working index set I(x k , ε)
% the case where all constraints are nonredundant
else % using information from the previous iterations of the algorithm
% Identification of the nonredundant and redundant constraints for each j in {I(x k , ε)\I N (x k , ε)} % the first strategy 
As discussed in Section 4.2, the construction of the directions in D, in practice, can be done making use of either LU decomposition, as suggested by Lewis and Torczon [16] , or by the more efficient QR factorization approach presented in Section 4.2. In the latter case, D 1 and D 2 are computed according to Corollary 4.5.
We should point out that, in practice, the choice of ε can have a significant affect on numerical performance. If the value is set too low, then the mesh size may become very small before appropriate conforming directions are generated. If this happens, the algorithm may then progress along a new conforming direction, but with the significantly reduced mesh size, resulting in a lot more function evaluations. On the other hand, too large a value may mark too many constraints as active. This could result in otherwise good directions being replaced by worse ones, and even a false detection of degeneracy, resulting in additional unnecessary function evaluations.
Numerical Tests.
To test the algorithm, we formed five test problems with varying numbers of variables and redundant linear constraints to test the ability of our approach to accurately construct the set I N (x k , ε) of nonredundant constraints. In doing so, we chose a trial point x k close to several of the constraints and tested the ability of our algorithm to identify the nonredundant ones. The test problems are described as follows: 
Test Problem 3:
The following problem with a test value of x k = (0.01, 0.01, 0.01, 0.01, 0.01)
T : We report results in Table 4 .1, where each row corresponds to one of the five test problems (in the order presented), and where the number of variables is given in the first column. Columns 2 and 3 show the number of nonredundant and redundant constraints, respectively, with their sum representing the total number of constraints for each problem. The last two columns indicate how many of the constraints were identified as nonredundant, first by the projection method, and then by the LP approach if projection failed to identify all the nonredundant ones. As is shown in the table, the projection method identifies most of the nonredundant constraints, and with the LP method as a backup, all the constraints are correctly identified.
With this approach in place, the number of GPS iterations required for a problem with no redundant constraints will be no different than for a modified version of the same problem, in which any number of additional redundant constraints are added, since the algorithm detects and removes the redundant constraints at each iteration.
Finally, we coded up the random selection and sequential selection approaches for handling linearly dependent, nonredundant ε-active constraints (see Section 4.3), added this code to the NOMADm software [1] ), and tested the approaches on the following test problem:
Test problem 6: 
Test Problem 6 has a degenerate global maximizer at the origin, which is not the local solution. We start the algorithm there, and in order to avoid stalling there, a set of n = 3 constraints must be chosen that will generate a feasible descent direction. Since the algorithm does not evaluate the objective at infeasible points, and the cones of feasible directions and of descent directions coincide at this point, moving off the degenerate point will always occur at the second function evaluation. Thus our measure of performance becomes the number of iterations, rather than function evaluations, required to move off the degenerate point. The number of iterations gives a measure of how many unsuccessful attempts the algorithm made at including a feasible descent direction in its set of poll directions.
For sequential selection, we paired the constraints in consecutive order; i.e., constraints 1 and 2, 1 and 3, 1 and 4, etc. The algorithm required 9 iterations to move off of the degenerate point. For random selection, we performed 10 replications and achieved the following number of iterations to move off the degenerate point: {4, 3, 4, 2, 2, 2, 5, 7, 2, 6}.
We tested both approaches with default settings of ∆ 0 = 1, a mesh refinement strategy of ∆ k+1 = 1 2 ∆ k , and empty search step. The variable ε was set to 10 −4 (although this had no bearing on performance, since we started at the degenerate point), and the QR factorization was used in constructing tangent cone generators. Both direction selection approaches successfully moved off the degenerate point. A comparison between the two approaches is not particularly relevant, since the result for sequential selection is highly dependent on the order in which constraints are expressed or chosen. In the worst-case, since each iteration required 2n = 6 directions, consideration of between 12 and 54 directions were required to move off the degenerate point. However, had we attempted to compute all the directions during the first iteration, we might have had to consider, by (4.7), a worst-case 84 subsets of constraints, or 504 directions.
As an aside, we also let the algorithm run to completion (termination tolerance of ∆ k < 10 −8 ), and all 11 runs successfully converged to one of two local minimizers (at approximately (3.67, 0.221, 4.11)
T and (0.471, 3.76, 3.76) T ). Sequential selection required a total of 67 iterations and 78 function evaluations, while random selection required 55-91 iterations and 84-144 function evaluations.
We should point out that, for this problem, there is no real cost savings in terms of function evaluations because the infeasible points were not evaluated. Had we chosen a problem in which the initial point was degenerate, but neither a minimizer or maximizer, then the number of function evaluations would become a factor. In this case, the selection of certain combinations of constraints would generate feasible non-descent directions, which would result in additional function evaluations at points with worse function values. But even without the cost savings, we still avoid the potentially intractable task of specifically identifying all the tangent cone generators at each iteration via some vertex enumeration scheme.
5. Nonlinearly constrained minimization. The goal of this section is to illustrate how the projection approach proposed in this paper can also be effective for handling degeneracy in nonlinearly constrained optimization problems. In doing so, we should point out that our approach is different than that of [20] and [26] (and others cited in these papers). Both approaches use local information about the (twice continuously differentiable) objective and constraint functions to identify active constraints. Moreover, the focus in [26] is on distinguishing between strongly and weakly active constraints -the latter having Lagrange multiplier values of zero. In our case, we do not have multiplier values available, and even if we did, most direct search methods we might consider using, such as [12] and [17] , can handle weakly active constraints transparently if constraint gradients are linearly independent.
We consider the nonlinearly constrained optimization problem
All constraint functions c i , i = 1, 2, . . . , q, are assumed to be continuously differentiable, but their gradients may not be available. The algorithm in [17] uses constraint gradients, while the one in [12] uses only approximations. Our intent is to be as general as possible, so that the ideas presented here might be extendable to both algorithms, as well as other direct search methods.
Similar to Section 3, the region defined by all but the j-th constraint is given by
where I = {1, 2, . . . , q}. Additionally, for δ > 0, we define U δ (x) = {y ∈ R n : y − x ≤ δ}, and offer a definition of local redundancy (nonredundancy), in the sense that the constraints are locally nonredundant if they define the shape of the feasible region in some neighborhood of a point x ∈ R n . This is illustrated in Figure 5 Definition 5.1 (Locally redundant constraint). The jth constraint c j (x) ≤ 0 is locally redundant at x in the description of Ω if, for some δ > 0, Ω ∩ U δ (x) = Ω j ∩ U δ (x), and is locally nonredundant otherwise.
Our main interest is in the problem of constructing search directions that conform to the boundary of Ω. First, we define constraint j as ε-active if −ε ≤ c j (x) ≤ 0. For the iterate x k at iteration k, we denote by I(x k , ε) the set of indices of the ε-active constraints at x k ; namely, I(x k , ε) = {j = 1, 2, . . . , q : −ε ≤ c j (x k ) ≤ 0}, and extend the following from similar definitions given in Section 3:
Ω(x k , ε) = {x ∈ R n : c i (x) ≤ 0, i ∈ I(x k , ε)}, Ω j (x k , ε) = {x ∈ R n : c i (x) ≤ 0, i ∈ I(x k , ε)\{j}}, j ∈ I(x k , ε).
If x k is close to the boundary of Ω, then the set of directions should contain generators for the tangent cone T Ω (x k ) for boundary points near x k .
We assume that estimates a (k) i of the gradients ∇c i (x k ), i = 1, 2, . . . , q, are available. Thus, an estimate C (k) (I(x k , ε)) of the tangent cone T Ω (x k ) is given by
≤ 0 ∀i ∈ I(x k , ε)}. One of the main assumptions in [12] is that at each point x on the boundary of Ω, the gradients of the constraints active at x are linearly independent. By extending our ideas from previous subsections to the nonlinear case, this assumption can be relaxed.
The next proposition is simply an application of Proposition 4.2 to the cone defined by the linearized constraints, except that the index sets apply to nonlinear constraints. As a consequence, it is sufficient to construct the set of generators for only the locally nonredundant constraints.
Proposition 5.2. Let I N (x k , ε) ⊆ I(x k , ε) be the subset of indices of the locally nonredundant constraints that define Ω(x k , ε). Let the cone C (k) (I(x k , ε)) be defined by (5.2) and let the cone C N , then it is also a set of generators for C (k) (I(x k , ε)).
Proof. This follows directly from Corollary 3.13.
To extend the projection approach described in Section 3.3.1 for detecting locally nonredundant nonlinear constraints, we simply project onto a linearization of the constraint boundary, based on approximations to the constraint gradients at the current iterate; i.e., we project onto the hyperplane H j = {v ∈ R n : v T a (k) j = 0}. Scaling the constraints similar to (3.5) and applying Lemma 3.4 yields a projection equation similar to (3.10); namely,
, j = 1, 2, . . . , q. N at iteration k are linearly independent, then they would all be included in the set of search directions for that iteration. Otherwise, the set of search directions would include a maximal linearly independent subset of the generators, selected in exactly the same manner as discussed in Section 4.3.
We omit a formal discussion of convergence, since any results would be dependent on the algorithm being used and on the details of its implementation. However, it appears safe to assume that any convergence results will require a certain degree of accuracy by the vectors a (k) j as approximations to the constraint gradients ∇c j (x k ).
We view these ideas as a natural extension of those of Section 3.3.1, and one that can achieve a significant cost savings over the LP approach. Recall from Section 3.3.2 that the expense of the LP approach for linear constrained problems can be circumvented by performing it before the algorithm commences, since the redundancy of each constraint is independent of the location of the current iterate. However, this is not true for nonlinear constraints, in which case, the LP approach would have to be performed at every iteration, which is considerably more expensive than projection.
6. Concluding remarks. This paper fills an important gap in the pattern search literature, complementing the previous work of Lewis and Torczon [16] by rigorously treating the case of degenerate linear constraints. We have introduced an inexpensive projection method for identifying nonredundant constraints, which, when used in conjunction with a linear programming approach as a backup, can cheaply assess the redundancy of each constraint, and thus aid pattern search in computing directions that conform to the boundary of the feasible region. For the case in which nonredundant ε-active constraints are linearly dependent, we avoid complete enumeration of tangent cone generators by including only a subset of them, and then changing them at each iteration, such that all are used infinitely often over the entire iteration sequence. We prove first-order convergence in this case, under an additional mild assumption. Finally, we have shown how our ideas can be extended to nonlinearly constrained optimization problems under similar degenerate conditions.
