Abstract. We consider the Rayleigh-Bénard problem for a combustible gaseous mixture in a two-dimensional channel formed by upper and lower horizontal plates, with periodic boundary conditions employed in the horizontal direction. Fresh unburned fluid is injected through the upper plate and burned products removed through the lower plate. The lower plate is heated to the burning temperature of the mixture so that, for appropriate injection rates, a flame forms within the channel. Using the Boussinesq model we describe the results of numerical computations to illustrate fluidflame interactions. The model we consider is motivated by recent experiments on flames in the thin annular region between two closely spaced, finite, coaxial cylinders, formed by upper and lower horizontal plates. Here, the angular direction in the annulus corresponds to the horizontal direction in the channel. Our model results if the curvature of the cylinders is ignored, as is reasonable for relatively large cylindrical radii. Instabilities can ensue even if thermal expansion is ignored, as in the diffusional thermal model where density variations are not accounted for. Moreover, fluid instabilities, e.g., convection cells, can ensue even for nonreactive mixtures. We consider parameter regimes in which the instabilities and resulting patterns that we observe are due to fluid-flame interactions.
1. Introduction. Two of the paradigms describing the transition to increasingly complex spatiotemporal behavior are the Rayleigh-Bénard problem, driven by an adverse temperature gradient, and the Couette-Taylor problem, driven by an adverse angular momentum gradient. In each case, a fluid is confined between two surfaces. In the Rayleigh-Bénard problem the surfaces are horizontal plates, with the lower plate heated to a temperature above that of the upper plate. As the Rayleigh number, which is a nondimensional measure of the temperature gradient, exceeds various critical values, transitions to increasingly complex spatiotemporal behavior occur. For example, the first critical value corresponds to the transition from purely conductive heat transfer to convective heat transfer in which convection rolls are formed. In the Couette-Taylor problem the surfaces are two coaxial cylinders, with one or both cylinders rotating. As the Taylor number, which is a nondimensional measure of the angular momentum gradient, exceeds various critical values, transitions to increasingly complex spatiotemporal behavior occur.
Recently, Vaezi and Aldredge [31] carried out experiments involving combustion in a Couette-Taylor apparatus. In their experiments, reactive fluid was contained in a thin annular region between two closely spaced, coaxial cylinders, cut off at the top and bottom by horizontal plates. Upon ignition from above, a flame was established and propagated down the annulus. The flame front separates the burned from the unburned gas. Vaezi and Aldredge considered both rotating and nonrotating cylinders. In addition to flat (circular) flames, they also observed cellular flames in the case of nonrotating cylinders. Although these particular cellular flames were attributed to an acoustic instability, the experiment motivates us to consider a variant of this problem, in which cellular flames arise by the interaction of fluid and flame instabilities, and not by either one separately. Rather than considering a flame propagating through a fixed fluid, as in [31] , we continually inject fresh fluid from above and exhaust the product gases through the bottom. In addition, we ignite from below, so that an upward propagating flame would be observed in a quiescent fluid. In our configuration, a steady state flame can be achieved. Indeed, for certain parameter ranges, the flame can be made stationary (time independent) in the presence of the downward flowing fluid, by appropriately adjusting the inflow rate. In the case of nonrotating cylinders, the driving mechanism for the instability is the adverse temperature gradient, rather than an angular momentum gradient, so that it is properly described as a Rayleigh-Bénard-type problem.
We note that there are, in fact, two driving mechanisms for instability of a flat flame. In addition to the adverse temperature gradient, leading to instability of the flow even in the absence of chemical reactions, there are flame instabilities, e.g., due to preferential diffusion, which also lead to increasingly complex spatiotemporal behavior, e.g., cellular flames. Indeed, the latter can occur even if the underlying fluid flow is uniform. Our purpose is to describe the interaction of the two instability mechanisms, i.e., the fluid-flame interaction.
Since the annulus is thin, we ignore the radial variation and model the domain occupied by the fluid by a cylindrical surface, which is periodic in the angular direction, with upper and lower horizontal plates, through which fluid is injected and removed, respectively. Moreover, since the radius of this surface is relatively large, we ignore the curvature of the surface and consider the problem in the channel in (x,ỹ): −L <x < L, −d <ỹ < 0, and periodic boundary conditions inx. Fresh unburned fluid is fed in through the upper surfaceỹ = 0 and combustion products are exhausted through the lower surfaceỹ = −d. Heating the lower surface to the burning temperature leads to a flame inside the domain. To describe the fluid-flame interaction, we employ a Boussinesq model [20] , in which thermal expansion is solely due to the gravitational force. The model precludes acoustic instabilities. We are particularly interested in the steady state response of the system. We describe various types of cellular flames. Our predictions await experimental observation.
In the nonreactive Rayleigh-Bénard problem (see, e.g., [16] ) fluid instabilities arise from convection due to buoyancy in a horizontal fluid layer heated uniformly from below, resulting in a linear temperature profile across the plates. A variant of the problem, a fluid layer with a nonlinear (exponential) temperature profile across it and throughflow of fluid due to injection through the upper plate and suction through the lower plate, has been investigated both analytically and numerically [11, 17, 22, 25, 26, 28] . In particular, the effect of fluid dynamical parameters such as the Rayleigh number, the Prandtl number, and the imposed vertical throughflow velocity on the formation and evolution of convection rolls for a nonreacting gas was investigated numerically in [28] .
Much less is known about transitions in reactive flows. The behavior of a reacting gas confined between two horizontal plates, heated from below and without throughflow, may also be considered. However, since there is no continuing supply of fresh reactive gas, combustion terminates when the deficient component of the initial gaseous mixture is completely consumed. Thus, steady state conditions cannot be achieved.
In this paper we consider the reactive Rayleigh-Bénard problem with throughflow so that steady state combustion within the channel can be maintained for a range of injection velocities. Specifically, we consider a horizontal channel confined by two parallel plates. We assume periodic boundary conditions in the horizontal direction. A premixed combustible mixture with one deficient component is injected uniformly from the top plate (ỹ = 0) into the channel. Combustion products are removed through the bottom plate (ỹ = −d) by suction with the same velocity as the injection velocity. If the injection velocity lies within a certain range, combustion will occur within the channel, causing a negative temperature gradient and resulting in buoyant convection. Due to the large activation energies typical of combustion, the chemical reaction is significant only in a narrow region termed the reaction zone. Above the reaction zone the temperature is too low to sustain the reaction, while below the reaction zone the deficient component is completely consumed so that no reaction can occur. In the limit of infinite activation energy the reaction zone shrinks to a surface referred to as the flame front, across which the normal derivatives of temperature and concentration of the deficient reactive component are discontinuous. We consider the finite activation energy problem so that the chemical reaction is significant in a reaction zone of small but nonzero thickness. However, we will use the descriptive term flame front to describe the reaction zone.
It is known that the nature of the temperature profile determines the nature of the convection rolls for the Rayleigh-Bénard problem. For the nonreacting case without throughflow the temperature profile is linear [16] , while for the nonreacting case with throughflow there is an exponential temperature profile [25, 26] . For the reactive Rayleigh-Bénard problem with throughflow considered here, the temperature profile is characteristic of combustion with an exponential rise from the top plate to the flame front followed by a flat profile from the flame front to the bottom plate, since we assume that the temperature at the lower wall is the combustion temperature. We consider parameter values such that the profile actually rises in a zone immediately above the front, termed the preheat region, with the profile remaining flat between the upper plate and the preheat zone. That is, we consider parameter values for which the preheat zone is separated from the upper wall. A schematic of the temperature profile for the nonreactive Rayleigh-Bénard problem with and without throughflow, as well as for the reactive Rayleigh-Bénard problem with throughflow, is shown in Figure 1 .
The injection velocity must be adjusted in order to maintain the flame front within the channel. If the injection velocity is too small the flame front will lie at the upper plate, invalidating the assumed boundary conditions there. Similarly, for sufficiently large injection velocities the flame front will be pushed out of the channel. Thus, we consider only injection velocities in a range where at least some portion of the flame front lies within the channel. This range can be computed analytically for the flame sheet model, corresponding to the infinite activation energy limit. For our problem, with finite activation energy, it can be computed numerically. Note that we do not require there to be a single continuous flame over the entire length of the channel for all time. We also describe perforated flames consisting of localized flamelets in the channel.
We employ the Boussinesq model, which partially accounts for the coupling between the fluid flow and the chemical reactions. We compute the evolution of temperature and mass fraction of the deficient component of the gaseous mixture as well as of the fluid variables, e.g., velocity and pressure.
The effect of convection, corresponding to a fixed, unchanging fluid field on flames in a channel, was considered in [14] , using a diffusional thermal model. In this study, the effect of the flame on the underlying fluid field was not accounted for. In contrast, we consider the effect of the flame on the fluid field, as well as the effect of the fluid field on the flame; i.e., we study the coupled problem describing the fluid-flame interaction.
Instabilities associated with this problem exhibit characteristics of both convection rolls, i.e., a spatially periodic upwelling and sinking of the fluid, and of cellular flames, i.e., ripples along the flame front. We compute instabilities which are due to the interaction of combustion with convection. Thus, the computed patterns involve both convection rolls and cells along the flame front. We also describe a physical mechanism for the fluid-flame instability, involving the interaction of wrinkled flames and convection rolls. A particular feature of the patterns that we find is that of successive cell merging and splitting, i.e., cell annihilation and creation, accompanied by annihilation and creation of the associated convection rolls.
In section 2 we describe the model and the numerical method. In section 3 we discuss the structure of the flat flame solution and investigate its linear stability. In section 4 we describe results when there is a single continuous flame in the channel. In section 5 we describe perforated flames in which there are localized flame regions in the channel. These flames occur only when the cells along the flame front, whose tips point toward the lower plate, are sufficiently deep. A summary of our results is presented in section 6.
Model.
The Boussinesq approximation to the Rayleigh-Bénard problem relies on the assumption that the density variation is primarily due to thermal effects and the density may be treated as constant except when it is coupled to gravitational acceleration in the buoyancy term of the momentum equation [11, 29] . The governing equations are those of conservation of mass, momentum, and energy, and conservation of species mass fraction of a deficient component of the combustible mixture.
The governing equations are as follows. 
The domain is We specify periodic boundary conditions with period 2L in the horizontal (x) direction. We assume a downward vertical throughflow with velocity −ṽ 0 (cm/s). The temperature at the top plate is assumed to be the same as that of the exterior environment. We assume adiabatic conditions on temperature at the lower wall, so that the heating of the fluid is solely due to the heat generated in the reaction. Results for more general boundary conditions on temperature are presented in [18] . The mass fraction of the deficient component of the mixture is specified on the upper plate. At the lower plate, we either set the mass fraction to 0 (i.e., we assume complete consumption of the deficient component in the reaction) or we impose Yỹ(t,x, −d) = 0, allowing for the possibility of perforated flames. For the results presented in section 4, both boundary conditions yield the same result, as the deficient component is completely consumed in the reaction zone, which is completely contained within the channel. For the results in section 5, where we compute perforated flames, we employ a Neumann condition for Y . We thus have the following boundary conditions:
Note that, since we assumed no heat losses, the boundary conditionT y = 0 on the lower wall implies thatT =T a , whereT a (
• K) is the adiabatic burned temperature for the free space flame, defined byT
Equations (2.1)-(2.7) are nondimensionalized by introducing
where variables without tildes denote nondimensional quantities. Employing (2.8)-(2.9) to nondimensionalize (2.1)-(2.7) yields
Finally, we note that temperature profiles associated with combustion exhibit a behavior quite different from those for the nonreacting problem. The temperature changes negligibly with y except in the preheat zone and the reaction zone where the chemical reaction term becomes significant. For adiabatic conditions on the lower plate the temperature will be essentially constant below the reaction zone. It follows that, in contrast to the nonreacting problem, the Rayleigh number defined in (2.9) using the channel depthd should be considered a nominal Rayleigh number. The effective Rayleigh number, i.e., the depth across which there is a significant variation in the temperature, involves only the width of the preheat and reaction zones and is much smaller than the nominal Rayleigh number. In particular, the nominal Rayleigh number is not as illuminating an indicator of fluid dynamical instabilities as it is for the nonreacting problem.
We next discuss instabilities associated with this problem. The Rayleigh-Bénard problem with throughflow exhibits high Rayleigh number instabilities similar to those for the nonreacting problem, i.e., convection rolls. However, throughflow is stabilizing and therefore the critical Rayleigh number increases with P T [22, 25, 26] . For the values of P T and R considered in this paper the nonreacting problem is stable; i.e., there are no convection rolls without combustion.
Similarly, if buoyancy is neglected the model reduces to the diffusional thermal model for combustion in the channel [20] in which the fluid velocity is prescribed and is assumed to be unaffected by the chemical reactions. It is known that the diffusional thermal model exhibits instabilities associated with preferential diffusion of mass with respect to heat and conversely, i.e., low and high Lewis number instabilities; see e.g., [10, 27] . For Le < Le c1 , this instability first leads to stationary cellular flames which can undergo additional transitions to nonstationary behavior, e.g., traveling and modulated traveling waves along the front [2] . For Le > Le c2 this instability leads to pulsating flames which can exhibit either a uniform or cellular spatial structure.
In this paper we examine parameter regimes which lead to instabilities, which are due to the interaction of combustion with buoyancy. These instabilities lead to cellular flames with a velocity field exhibiting convection rolls. In order to describe the physical mechanism leading to this instability, consider a flat flame located at y = y * . Flame stabilization occurs due to a balance between the flame velocity and the fluid velocity. Suppose that there is a small disturbance in the flame front leading to a minimum in the flame location at x = x min and a maximum at x = x max . At x min there is now a larger column of cold gas above the flame front. Due to buoyancy, this leads to an increased downward gas velocity; i.e., the downward velocity is increased from the imposed throughflow velocity, thus further depressing the flame front at x min . Similarly, at x max there is a larger column of hot gas below the flame front, leading to a decrease in the net downward velocity; i.e., the downward velocity is decreased from the imposed throughflow velocity. This pushes the flame front upward, thus increasing the maximum at x max .
This process is self-reinforcing. As the size of the flame front disturbance is increased, the resulting convection roll becomes stronger, thus reinforcing the instability of the flame. The process will eventually stabilize due to the changes in the flame speed brought about by the presence of the walls. Since the flame speed decreases as the flame approaches the cold upper wall [18] , the flame will eventually stabilize at y * + δ for some δ > 0 where the reduced vertical velocity balances the reduced flame speed. Conversely, since the flame speed increases as the lower wall is approached, a new balance between flame velocity and fluid velocity may eventually be established at y * − δ for some δ > 0. For some parameters a balance cannot be attained over the entire length of the channel and the flame will be perforated. While this qualitative argument does not explain the complex dynamics of cellular flames for the reactive Rayleigh-Bénard problem described below, it does describe an instability mechanism due to the interaction of combustion and buoyancy.
The numerical method is described in detail in [18] . We describe the method here briefly. Equations (2.10)-(2.15) are solved by using the Fourier pseudospectral method in the x-direction and a second-order finite difference method in the y-direction. The Fourier method in x is appropriate due to the periodic boundary conditions, whereas the finite difference method is appropriate to treat the matrix problems in y which occur in computing the pressure. Similar methods have been employed for the nonreactive Rayleigh-Bénard problem [3, 9] . We employed the influence matrix method to compute the pressure, e.g., [5, 15, 23] . The Crank-Nicolson/Adams-Bashforth scheme was employed for the time integration with the forward/backward Euler scheme used for the first timestep. We used a nonuniform space grid in the y-direction, obtained by mapping the y-coordinate from the physical domain to a computational domain. The mapping is chosen so as to increase resolution of the reaction zone. The primary computational effort is in solving the system of tridiagonal matrices associated with the influence matrix method. We employ a code which allows vectorization in the xdirection so as to improve efficiency on the Cray C90. The results have been verified by grid refinement. Details on these aspects of the numerics can be found in [18] . The computational results presented here were obtained at the San Diego Supercomputer Center.
The flat flame and its stability.
Employing the reaction sheet approximation, valid for large activation energy, i.e., large Zeldovich number (Z 1), we determine a stationary (time-independent) solution corresponding to a flat flame. The solution is given by
with φ 0 determined from Figure 3 we plot the absolute value of the flame location |φ 0 | as a function of the Peclet number P T , for selected values of the Lewis number (Le = 1.0, 0.8, 0.6). Here, we have employed the parameter value Z = 6. We see that multiple solution branches exist for certain Le. A stability analysis of this solution to one-dimensional perturbations determines which of the branches are stable. Stable branches are indicated by solid lines, and unstable branches by dashed lines. We observe that flat flames are stable to one-dimensional perturbations only if they lie sufficiently close to the upper wall.
We next consider the stability of this solution to two-dimensional perturbations, which leads to the dispersion relation σ = σ(k), which we determine numerically. Our code was validated by checking the case when the model reduces to the diffusional thermal model, in which case σ(k) is determined by 
where
for the growth rate σ of a perturbation with wavenumber k = nπ L , (n = 0, 1, 2, . . .). Here,
(e) TIME=0.648 (f) TIME=0.882 
Instabilities that describe the evolution to cellular flames are promoted as Le is either decreased or increased in the appropriate region of parameter space (see Figures 4(d) , 4(e)), in which case we expect the resulting flames to exhibit increasingly complex spatiotemporal behavior.
In Figure 4 we plot the regions of stability and instability to perturbations of wavenumber k, in the (k, P T ), (k, R), (k, Da), and (k, Le) planes, for fixed values of the remaining parameters. If those parameters are varied, the neutral stability curves shift their position and may become more steep or more shallow. However, the basic structure is maintained, modulo the regions of nonexistence, as in, e.g., Figure 4 (e). We see that instability is enhanced as R, P T are increased, as Da is decreased, and as Le is decreased or increased in the appropriate parameter regions. We next describe the results of numerical computations of solution behavior as these parameters are varied well into the instability region.
Solutions far from the instability threshold.
In this section we present the results of numerical computations of solutions far from the instability threshold. These will be seen to exhibit increasingly complex spatiotemporal behavior. We first describe the parameters that are held fixed and those that are varied. We assume that the kinematic viscosity (ν), thermal diffusivity (k), thermal expansion coefficient (α), and specific heat at constant pressure of the mixture (C p ) are given constants, as are the mass diffusivity of the deficient reactant (D), heat release per unit mass of the deficient reactant (Q), activation energy of reaction (Ẽ), and preexponential factor (Ã). We further assume that both the initial mass fraction of the deficient component injected through the top plate (Y 0 ) and the temperature at the top plate (T 0 = room temperature) are given constants, which implies that the adiabatic burned temperature (T a ), defined in (2.8), is constant. These assumptions allow us to specify the values of the parameters that are defined in (2.9). Specifically, we take P r = 0.71 and Z = 6 for all the computations presented here. Finally, for many gaseous fuelair mixtures, the adiabatic combustion temperatures are in the range 2, 000
• K to 2, 600
• K [30] . Therefore, it seems reasonable to choose σ = 0.1 if room temperature is assumed to be around 300
• K. Most computations were performed with 141 points in y and 128 points in x. Grid refinement studies were described in [18] .
We consider variations in four parameters, R, Da, Le, and P T . Our approach is to fix the first three parameters at selected values, and then follow solution branches by varying P T . We concentrate on describing the different types of solutions that occur rather than on determining the precise values of P T at which there is a transition from a given solution branch. We present a selection of the different solution types that we have found. Additional solutions were described in [18] .
We first present results for Le = 1. We considered three values for R: R = 5, 000, 18, 000, and 30, 000. We consider the case in which changes in R are due to changes ind, the depth of the channel. From (2.9) it follows that increasingd increases Da. Thus, as R increases, Da increases, to correspond to changes in the channel depth. For each value of R and Da we follow solution branches as P T is varied.
We first consider solutions with R = 5, 000 and Da = 11, 604. For this set of parameters we have computed the following types of solutions: stationary flat flames (SFF); stationary cellular flames (SCF); traveling wave flames (TW); periodic cell splitting/merging flames, where cell splitting and merging events, i.e., creation and annihilation, occur at four distinct sites with the order in which each site is activated (accounting for periodicity) fixed in time (SM4); and reverse-order cell splitting/merging (RSM) flames where the order in which the sites are activated reverses periodically. An indication of the P T range for each solution can be inferred from Table 1 , although, as stated above, we did not attempt to ascertain precise limits in P T for each branch.
Once one solution is obtained, additional solutions are obtained by continuation, i.e., by using the preceding solution as an initial condition and integrating until steady state is achieved. For this set of parameters, combustion cannot be sustained within the channel for P T < 22, since the flame hits the top plate and the computation aborts. Similarly, for 23.6875 < P T the flame hits the lower wall and the computation either aborts or leads to a low temperature solution without ignition. Solutions in which the flame is perforated are described in section 5.
In the limit of infinite activation energy the reaction zone shrinks to a surface called the flame front across which normal derivatives of the temperature and mass fraction are discontinuous. In our computations the reaction zone has a small, though nonzero, thickness so that, strictly speaking, there is no front. In order to represent the solution as a flame front we compute the curve corresponding to Y = 0.5; i.e., for each x, we compute by interpolation the value of y where half the deficient component has been consumed, and we use this as an approximation to the shape of the flame front. We refer to this curve as the flame front.
The SFF, SCF, and TW solutions are standard and are therefore not described here. They were described in detail in [18] . Here we describe the SM4 and RSM solutions which involve periodic cell splittings and mergings and represent phenomena generally not found for higher order diffusional thermal instabilities.
For 22.75 ≤ P T < 23.6875 we find a family of solutions characterized by a periodic splitting and merging of cells. A cell splitting can, of course, also be thought of as a creation event, while a cell merging can be thought of as an annihilation event. Thus, there are intervals of time for which the solution is a one-cell and other intervals where the solution is a two-cell. While described in detail for a specific set of parameters, this phenomenon occurs for many of the parameter regimes that we have investigated and appears to be a property of higher order convection/combustion instabilities [18] . The splittings and mergings occur in a periodic fashion at four distinct uniformly spaced sites which we denote by A, B, C, D. The problem is translation invariant, so the particular location of one of the sites, say A, depends on initial conditions. However, since the sites are uniformly spaced, once one site has been determined all other sites are determined. We refer to this class of solutions as SM4 solutions.
The dynamics of this solution can be seen from both Figure 5 , where we plot the flame front as a function of x for successive values of time, and from Figures 6(a)-(q), where we plot the flame front together with the velocity field at selected times (t a -t q ) during the cycle, for a solution with P T = 23.5625. The fundamental feature of this solution is a periodic splitting and merging of the cells at the four preferred sites. In Figures 6(a)-(q) , as in all other similar figures, the vertical velocity is plotted after subtracting the imposed injection velocity. The four sites, A, B, C, and D, are indicated in the figure. Splitting and merging events can be seen from Figure 5 . For this solution, creation and annihilation occur at the same four sites; however, after a cell merging the subsequent cell splitting occurs at a location two sites removed. For example, after a cell merging at site A, cell splitting occurs at site C. We note that since there are periodic boundary conditions in x, splittings and mergings occur simultaneously at all the periodic translates of the points A, B, C, and D. From Figure 5 the peri- odic cell splitting and merging events can be thought of as a discrete traveling wave propagating over the sites A, B, C, and D together with their periodic translates.
The details of a particular creation and annihilation event, together with the associated convection rolls can be seen from the snapshots shown in Figures 6(a)-(q) . solution consists of one cell. Finally, there is another cell splitting and the flame at time t q is the same as at time t a . The process repeats periodically with the order of cell annihilation events of
We observe that within one period there are times when the flame front is a two-cell and other times when the flame front is a one-cell, suggesting an n : 2n interaction with n = 1. Examination of the solution at any fixed point in space shows periodicity in time with the period corresponding to the merging and splitting events at all four sites [18] .
Figures 6(a)-(q) also show the velocity field associated with the SM4 solution and illustrate the convection/combustion instability mechanism described above. There are rolls associated with each cell, with an enhanced downward motion at the point where the flame location exhibits a minimum, i.e., where the flame is closest to the lower plate. At this spatial location there is a large vertical column of cold gas above the flame front leading to a net downward motion of the gas into the low-density burned region. Similarly, near maxima of the flame front there is a large column of hot air below the flame leading to an upwelling of the fluid (in terms of the deviation of the vertical velocity from the downward throughflow velocity). Since the flame front is broader near its maxima, the upwelling is spread over a larger range in x and is thus weaker (indicated by smaller arrows) than the more narrowly confined downward motion. This effect is particularly apparent when there is only one cell; see e.g., Figure 6 The SM4 branch is bistable with the TW branch for P T = 22.75. SM4 solutions can be computed up to P T = 23.625. We note that for this range of Peclet numbers conduction solutions exist only if there is no reaction. Furthermore, only flat flame fronts exist for the corresponding diffusional thermal model. Thus, the instability leading to the SM4 solution is due solely to the fluid-flame interaction between buoyancy and reaction, i.e., the convection/combustion instability described above.
At any fixed instant of time the SM4 solution does not exhibit any recognizable symmetry. However, since cell creation and annihilation occur only at the four distinct sites A, B, C, and D, there is a fourfold symmetry for the solution when averaged in time over one period (i.e., over four splitting and merging events, one at each site  A, B, C, D) . A plot of the time-averaged flame front is shown in Figure 7 . The time-averaged flame front exhibits four cells with minima at the four preferred sites (note that both cell creation and annihilation are characterized by a depression in the flame front). We observe that though the flame front does not exhibit the fourfold symmetry at any fixed instant of the cycle, the symmetry is exhibited by the time average. A similar phenomenon has been observed experimentally for the nonreactive Rayleigh-Bénard problem [4] in the chaotic regime and in the analysis of numerical results for chaotic attractors in [7] . Symmetries for periodic attractors were discussed in [13] . Moreover, in [8] it was shown that certain symmetries of a periodic attractor manifest themselves only in the time average of the solution.
A cell splitting/merging solution exhibiting somewhat different dynamics exists in a narrow window in parameter space. This solution is similar to the SM4 solution in that there are cell splittings and mergings occurring at four distinct sites. However, the order of the sites at which they occur reverses in a periodic fashion. The order of cell mergings for the SM4 is A → B → C → D. Clearly, if we make the transformation x → −x, an SM4 solution can be found in which the mergings proceed in the opposite direction, D → C → B → A. Thus, if we define an order of mergings as positive if the order goes from A to D and negative if the order goes from D to A, then SM4 solutions with both positive and negative order exist. However, for any particular SM4 solution there is only one order for all time, depending on the initial conditions. We have also computed a solution in which the order reverses periodically in time.
We call this mode the RSM mode. It was shown in [18] that splittings and mergings occur seven times in the positive order, then seven times in the negative order, then seven times in the positive order, etc., for a period of eleven reversals. The splittings and mergings then occur six times in the negative order, followed by splittings and mergings which occur seven times in the positive order as the pattern repeats. The periodic pattern of reversals is shown in Figure 8 , where we plot the number of cell splittings before reversal. We next describe results for R = 18, 000. A listing of the solutions that were found is given in Table 2 .
For values of P T beyond the range indicated in Table 2 we did not obtain solutions with a single continuous flame lying entirely within the channel.
The only solution exhibiting qualitatively different behavior from those found for R = 5, 000 is the SM2 solution. This solution is similar to SM4, but the cell splittings and mergings now occur at two distinct sites rather than four. The SM2 branch is stable in the narrow window 41.125 ≤ P T ≤ 41.140625. While there are still four distinct sites at which cell creation and annihilation occur, only two of the sites correspond to creation sites while the other two sites correspond to annihilation sites. A global view of the dynamics of the SM2 solution can be seen from Figure 9 , where we plot the flame front as a function of t and x, and from Figures 10(a)-(i), where the flame location and velocity field are plotted for times t a to t i . As for the SM4 solutions, splittings and mergings occur at four sites, which we denote by A, B, C, D and label in Figure 10 (a). However, as seen from Figure 9 only two of these sites (A and D-adjacent sites when periodicity is taken into account) serve as cell annihilation sites, while cell creation occurs only at the adjacent sites B and C. In Figure 10 For the SM4 solution, within each period each of the sites corresponds to both creation and annihilation. Thus, on average each site is the same as the other sites and there is a fourfold symmetry for the time average. In contrast, for the SM2 solution each site is different for the time average. For example, site A has an annihilation site to its left (site D when periodicity is taken into account) and a creation site to its right (site B), while site D has an annihilation site to its right (site A when periodicity is taken into account) and a creation site to its left (site C).
In terms of the symmetry of the attractor, this suggests that on average there should be symmetry between points at a distance x to the right of site A and points at the same distance x to the left of site D (accounting for periodicity). This is in fact the case, as can be seen from Figure 11 , where the time average of the flame front is plotted over one period (two creation and two annihilation events). The time average exhibits a four-cell structure with two relatively large amplitude depressions at the annihilation sites (A and D) and two relatively smaller amplitude depressions at the creation sites (B and C). As in the SM4 case, the flame front does not have four cells for any fixed instance of t. If f denotes the location of the flame front, then the symmetry
can be seen from Figure 11 , consistent with the above discussion.
Finally, we list the solutions found for R = 30, 000 in Table 3 . Note that we were unable to find any SFF solutions for this value of R; i.e., for all Peclet numbers considered, the flat flame was unstable. For values of P T outside the indicated range, solutions describing a single continuous flame contained entirely within the channel did not exist. The SCF and SM4 solutions were analogous to those described above. The RSM solutions found here differ from the RSM solutions found for R = 5, 000 in that the reversals no longer occur periodically. The splittings and mergings occur at the sites A, B, C, and D as in the R = 5, 000 solution. However, the reversals appear to be aperiodic.
We next describe results for Le = 1. For these computations we took R = 30, 000 and Da = 38, 320. For each new value of Le investigated, an initial solution was computed by continuation, using a solution at the prior value of Le as initial data. Once one solution was found at the new value of Le, additional solutions were determined by varying P T . We computed solutions for Lewis numbers in the ranges 0.4 ≤ Le ≤ 0.8 and 1.2 ≤ Le ≤ 2.5. For Le > 1, we found solutions similar to those described above, including SCF and SM4 solutions [18] . Therefore, these solutions are not described here. We note that the existence of stationary cellular solutions for Le > 1 is a phenomenon that is not predicted from the diffusional thermal model for adiabatic conditions; see e.g., [10, 19] . For Le < 1, we investigated in detail the cases Le = 0.4, 0.6, 0.8.
For Le = 0.8, we found SCF solutions, heteroclinic cycle (HC) solutions, and breathing cellular flames (BCF) solutions. The HC and BCF solutions are qualitatively different from solutions found for Le = 1. In Table 4 we list the solutions found by varying P T .
We note that in this case the least complex patterns, i.e., SCF solutions, occur when the flame is near one of the plates, i.e., for the smallest and largest possible Peclet numbers. More complex spatiotemporal patterns occur for intermediate Peclet numbers. We also note that a modal transition from stationary three-cell flames to stationary two-cell flames occurs as P T increases from a small to a large value, i.e., as the flame location descends from the upper plate to the lower plate. The HC and BCF states occur for values of P T between these values. The HC solutions arise via an instability of the two-cell SCF solutions as P T is decreased. These solutions are characterized by a long period of near-stationary two-cell behavior, interrupted by events involving cell merging and subsequent splitting. The two-cell is then reestablished and shifted by one-quarter of the spatial period (2L/4) for another relatively long quiescent period. This solution represents a heteroclinic cycle involving a family of stationary two-cell solutions. We illustrate the dynamics of these solutions in Figures 12(a)-(d) , where we plot the flame front as a function of t and x, and in Figures 13(a)-(p) , where the flame front and the velocity field are shown for a sequence of values of t (not uniformly spaced) for P T = 49.0.
In order to describe the dynamics, it is convenient to focus on minima of the flame front. During the quiescent two-cell phase there are only four different x-locations at which such minima can occur. We label these sites A, B, C, D. Since each quiescent phase involves only two cells (hence two minima), only two of these sites can serve as minima at any instance of time. We refer to a site as active when a minimum of the flame front occurs at that site and as inactive otherwise.
In Figure 12 (a) the solution is a nearly stationary two-cell with sites A and C active and sites B and C inactive. Figure 12 (b) illustrates an event (also shown in Figures 13(b)-(g) ) in which there is cell merging followed by cell splitting, leading to the reestablishment of the nearly stationary two-cell with sites B and D now active and sites A and C inactive (also shown in Figure 13(h) ). In particular, Figure 12(b) shows the vibration of the cells and the subsequent cell merging followed by splitting, i.e., two-cell → one-cell → two-cell with a shift of one-quarter of a period. Note that the time duration for Figure 12 (b) is significantly shorter than that for Figure  12 (a). Figure 12 (c) illustrates the persistence of the two-cell over approximately one unit of nondimensional time. Figure 12(d) illustrates the event involving cell merging followed by splitting, leading to the reestablishment of the nearly stationary two-cell with sites A and C now active and sites B and D inactive (i.e., the event shown in Figures 13(i)-(o) and the two-cell in Figure 13(p) ).
We next refer first to Figures 13(a) -(p) to describe in detail the nature of an event. At time t a (Figure 13(a) ) the solution is a clear two-cell with rolls associated with the depression in the flame, similar to the SM4 and SM2 solutions described above. This state persists for roughly one unit of nondimensional time, and then the Figures 13(j)-(o) illustrate a second event interrupting the two-cell in Figure  13 (h). There is first a vibration and then one cell expands at the expense of its neighbor, leading to annihilation of the leftmost cell via a merging at site A ( Figure  13(o) ). Unlike the previous event a new cell has been created at site C (Figures 13(l) , (m)) prior to the cell annihilation at site A. Thus, for a small interval of time there are three cells rather than one or two. The merging at site A completes the event and the two-cell pattern, with sites A and C active, recurs ( Figure 13(p) ).
After each event the two-cell has been shifted in space by one-quarter of the horizontal period 2L (compare Figure 13 (a) with Figure 13(h) ). Note that shifting a two-cell by one-half of a period (2L/2) returns the cell to its original position, assuming that both cells are identical, which appears to be the case here. Thus, after two events the two-cell returns to its original state (compare Figure 13 (a) with Figure  13(p) ).
In summary, to within the limits of our computations we find that this pattern is steady state. There are long periods of a nearly stationary two-cell. The two-cell state persists for roughly one unit of nondimensional time and is interrupted by a short event involving first cell vibration and then a merging at one of the inactive sites and creation at the other inactive site. We find no particular pattern for the inactive sites being a creation or annihilation site.
For this solution, with P T = 49.0, for some events the new cell is born prior to cell annihilation, so that for a period of time there are three cells. As P T is increased toward the transition point from the HC branch to the two-cell SCF, the average duration of the three-cell decreases, so that very close to or exactly at the transition point cell creation never occurs prior to cell annihilation and the solution is always either a one-cell or a two-cell. For example, for P T = 49.0 the average lifetime of the three-cell phase is 0.03 (units of nondimensional time), while for P T = 50 the average lifetime is 0.022, for P T = 50.9 it is 0.009, and for some events no three-cell exists at all. In addition, as the transition point is approached, the duration between events becomes progressively longer. For example, for P T = 49.0, away from the transition point, the average lifetime of the nearly stationary two-cell is approximately one unit of nondimensional time, while for P T = 50.9, close to the transition point, the average lifetime is approximately 13 units.
We have not computed closer to the transition point because of the expense of computing the long-duration two-cells. However, the trend indicates that at the transition point there can only be either one or two cells. A time interval in which three cells exist develops away from the transition point. This solution is a heteroclinic cycle among a group of stationary two-cell solutions exhibiting saddle-type behavior. At the transition point the events are categorized as an interaction between mode n and mode 2n cellular solutions with n = 1. We note that even away from the bifurcation point the large-scale structure of the HC solution shows only one or two cells. Further away from the bifurcation point, cell birth can occur prior to annihilation, leading to a three cell solution for a brief period of time. However, the resulting third-cell is typically very small and is visible only by a detailed examination of the flame front. The HC branch emanates from the two-cell SCF solution via a global bifurcation. Analyses and discussions of the n : 2n interaction can be found in [1, 21, 24] .
The last solution branch for Le = 0.8, the BCF branch, can be thought of as a stage in the stabilization of the two-cell branch as P T is increased. This branch is characterized by a persistent two-cell flame whose mean location is fixed in space but undergoes a periodic low-level vibration; i.e., the cell appears to breathe as it expands and contracts. An example of such a solution is shown in Figure 14 , where we plot the location of the flame front as a function of x and t for P T = 51.
We next consider solutions for Le = 0.6. For this value of Le we were unable to find stationary cellular flames as we varied P T . We were able to compute HC solutions similar to those described above. New solution types found for this Lewis number involved modulated traveling waves along the front. We note that for low values of the Lewis number, modulated traveling waves also exist as higher order bifurcations of the diffusional thermal cellular instability. The solutions presented here are likely due to the interaction between the convective/combustion instability and higher order diffusional thermal instabilities. One branch of these waves involved an alternating expansion and contraction of the cell similar to the mode observed in [2] for the diffusional thermal model. We refer to this family as breathing modulated traveling waves (BMTW). The other family involved a traveling array of cells with periodic cell merging/splitting events which alternate between the two halves of the spatial domain when viewed in a coordinate system that moves with the array. The amplitudes of the events oscillate in time, with the oscillations in each of the two halves out of phase with one another; this pattern of events moves as a TW. We refer to this family as TB (traveling blinking) for reasons described below. The third branch involves an intermittent reversal in the direction of propagation. The reversals appear to occur aperiodically. We term this branch the chaotic cell splitting merging (CSM) branch. A listing of the computed solutions is given in Table 5 . The HC solutions are similar to those found for Le = 0.8 and will not be described further. For 45.25 ≤ P T ≤ 47, we found BMTW solutions. These solutions are twocell solutions which exhibit a periodic expansion and contraction as they propagate. Similar solutions were found in [2] for the diffusional thermal model at low Lewis numbers. An example of a BMTW solution is shown in Figure 15 for P T = 46. For 47.1 ≤ P T ≤ 48, we found a family of solutions characterized by cell splitting and merging events, similar to those observed for the SM4 and SM2 solutions, superimposed on a traveling pattern in the x-direction. Thus, the sites (x-locations) at which cell splitting and merging occur are not fixed in space, but propagate as a discrete traveling wave. We refer to these solutions as TB solutions, since they are similar to TB states observed in [12] , though the latter are more localized.
An example of such a solution is shown in Figure 16 , where we plot the flame front as a function of x for a range of times for P T = 48.0. As in Figures 5 and 9 , the long dark ridges correspond to a cell merging, while the shorter dark ridges correspond to a cell splitting. As can be seen from the figure, the splitting and merging events propagate as a traveling wave, thus imparting an additional frequency to the solution which exhibits periodic merging/splitting events. We have not determined whether the two frequencies are rationally related. The time interval between a cell splitting and a subsequent merging is small compared to the time interval between a merging and a subsequent splitting.
We note that the merging/splitting events alternate in space. That is, in a coordinate system moving with the traveling wave, the merging/splitting events alternate between the right and left halves of the spatial domain. Thus, in the moving coordinate system this mode appears as a two-cell structure which is modulated in a blinking fashion: first, one of the cells experiences a merging/splitting event and then after a time delay the other cell experiences an event. The amplitude of each cell is periodically modulated, with the modulations of the two cells out of phase. In the moving coordinate system this solution resembles the blinking states described in [6, 12] , though the latter are more localized. For the TB mode a traveling motion is superposed on the blinking behavior. TB states have previously been observed in coupled complex Ginzburg-Landau/Kuramoto-Sivashinsky systems [12] and in low Lewis number gaseous combustion, where they were referred to as half period modulated traveling wave (HPMTW) modes [2] .
CSM solutions were found only in a small Peclet number interval, 46.75 ≤ P T ≤ 47.07. The dynamics of this solution regarding cell splitting and merging are similar to those of the TB solutions described above. The distinguishing feature of these solutions is an intermittent reversal in the direction of propagation of the events. Such a reversal is shown in Figure 17 . The pattern of reversals appears to be aperiodic. Finally, we note that BMTW solutions exist for 45.25 ≤ P T ≤ 47, while CSM solutions exist in the interval 46.75 ≤ P T ≤ 47.07, thus there is bistability in the interval 46.75 ≤ P T ≤ 47.0 .
Finally, we discuss solutions found for Le = 0.4. For this value of Le we found SCF, HC, and TB solutions as above. The one new family of solutions that we found is that of a cellular flame exhibiting apparently chaotic dynamics. However, unlike the CSM there is no discernible pattern of events. We refer to this flame as a chaotic flame (CF). The computed solutions are tabulated in Table 6 . The CF mode is illustrated in Figure 18 . We note that in this case there is an interval of Peclet numbers around P T = 53.0 for which we were unable to find a solution; i.e., for all choices of initial data the flame eventually hit the lower wall where we employed boundary conditions corresponding to adiabatic conditions and complete consumption of the deficient component (θ y = Y = 0). Thus, our computations show that there may be intervals of injection velocities for which there is not a single continuous flame lying within the channel.
Perforated flames.
For sufficiently large Peclet numbers complete consumption does not occur totally within the channel. When this occurs there are two possibilities: (i) no combustion within the channel or (ii) local regions in space (and possibly in time) in which there is incomplete consumption. Neither solution can be captured with the boundary condition Y (t, x, −1) = 0. However, such solutions can be computed if we assume Y y (t, x, −1) = 0. In all cases we employ continuation, using a solution at a slightly different parameter value for which we have obtained a solution describing combustion as the initial condition. In the first case the entire reaction zone appears to pass through the lower plate during the transient period, describing a steady state solution with no consumption of the reactant Y , no rise in temperature, and no buoyancy effect.
The second case occurs when very deep cells extend (locally in x) beyond the lower plate. This typically occurs when two cells merge, leading to a narrow flame finger which is extended toward the lower plate (see Figure 13(f) ). In this case combustion still occurs, but for a certain time interval consumption is incomplete at the lower plate. We call such solutions perforated flames. As an example of a perforated flame for an HC solution we refer to Figures 19(a)-(n) , illustrating a cell splitting/merging event with incomplete consumption. Similar to the HC solution described in Figure  13 , there is a nearly quiescent two-cell structure which can be seen in Figures 19(a)  and 19(b) . Subsequently, there is an oscillation of the cells and in this case a new cell is born prior to the cell merging (Figure 19(f) ). The cells merge and a finger of incomplete consumption can be seen in Figures 19(i) and 19(j) . Finally, splitting occurs and the two-cell is reestablished with a shift in location. In this case incomplete consumption is local in both space and time.
6. Summary. We have computed solutions of the reactive Rayleigh-Bénard problem with throughflow. We identified an instability for this problem which is not simply the preferential diffusion combustion instability analyzed with the diffusional thermal model and is also not simply the purely convective instability associated with the nonreactive Rayleigh-Bénard problem, but rather associated with the positive feedback between buoyancy and rippling of the flame front. This instability saturates due to changes in the flame speed as the flame approaches one of the walls. For example, the local flame speed increases for a ripple pointing toward the lower wall. The growth of the ripple terminates when this increase in flame speed is balanced by an increase in the fluid velocity due to the convection rolls.
We have computed both primary and higher order transitions associated with this instability. Primary transitions include stationary cellular flames and traveling waves along the flame front, instabilities which are similar to those observed for diffusional thermal instabilities. Secondary instabilities are associated with cell splitting and merging solutions, exhibiting phenomena not previously observed for higher order diffusional thermal instabilities. The higher order instabilities which have been described are
• SM4 solutions in which cell merging and splitting occur in a periodic fashion at four uniformly spaced x-locations. • SM2 solutions in which cell splitting and merging occur in a periodic fashion at four sites, two of which serve exclusively as splitting (creation) sites while the other two serve exclusively as merging (annihilation) sites.
• RSM solutions where the direction of x points at which cell splitting and merging events occur reverses in time.
• HC solutions, which are heteroclinic group orbits. These solutions are characterized by long periods of quiescent, i.e., nearly stationary cellular behavior, interrupted by cell splitting and merging events and then the reestablishment of a shifted quiescent cellular behavior. The instability is caused by an interaction between modes one and two near the bifurcation point with an interval of mode three behavior occurring away from the bifurcation point.
• BCF solutions in which cells along the flame front expand and contract about a fixed x location.
• BMTW solutions in which modulated traveling waves, consisting of expanding and contracting (breathing) cells, propagate along the channel.
• TB modes in which cell merging/splitting events propagate as traveling waves, alternating between both halves of the spatial domain when viewed in a moving coordinate system. • CSM modes that are analogous to TB modes except that the direction of propagation reverses in a chaotic manner.
• CF modes, in which there is a disordered cellular pattern exhibiting no clear pattern of propagation dynamics.
