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Introduction
Instrumental variables (IV) estimation with w eak instruments in nite samples has recently recaptured the a t t ention of econometricians. There are two problems associated with t h e inference on structural parameters when instrumental variables estimation is used with w eakly correlated instruments. First, Nelson and S t artz (1990a) , Nelson and S t artz (1990b) , Maddala and Jeong (1992) , and S t aiger and S t ock (1994) show t h a t in nite samples the IV estimates are strongly biased in the same direction as OLS estimates and may lead to incorrect inference when the instruments used are weakly correlated with t h e e n dogenous explanatory variables. Although exact small sample distributions have been developed in this context, 2 they usually involve expansion methods and are very hard to a p p ly. Second, Dufour (1994) shows that in limited information simultaneous equations and instrumental variables regression models, the s t andard asymptotically justied \estimate 2 asymptotic standard error" condence intervals for a locally almost unidentied (LAU) structural parameter have zero coverage probability, a n d e v en expansion methods and bootstrap techniques cannot handle this problem. To u n d erstand t h e rst problem, Staiger and S t ock (1994) , hereinafter SS, suggest some a l t ernative asymptotic distributions for TSLS (two-stage-leastsquares) and LIML (limited-information-maximum-likelihood) estimators of a structural parameter, using a local-to-zero assumption for the coecients of the instruments i n t h e r e d u ced form equation. If the coecients o n t h e instruments i n t h e rst stage equation are modeled as nonzero and xed, then the rst stage F statistic for testing t h e quality o f t h e instruments t ends to innity asymptotically. In contrast, a local-to-zero assumption yields a rst stage F statistic which converges to a random variable. SS's Monte Carlo experiments s h o w t h a t t h e n ew asymptotic distributions work w ell with just 20 observations per instrument. However, their asymptotic distributions of tstatistics from TSLS and LIML depend o n u nknown nuisance parameters in a complicatedway, which m akeshypothesis testing o n t h e structural parameter very dicult. Also, since the t-statistics are always bounded, they can have zero coverage probability for a LAU structural parameter.
Adopting a local-to-zero assumption as in SS, in this paper we d erive t h e asymptotic distributions of likelihood ratio (LR), Lagrange multiplier (LM) and W ald statistics for testing h ypothesis on a structural parameter in a 2 See Phillips (1983) for a review.
limited information framework, using e i t h er generalized method of moments (GMM) or maximum likelihood estimation. Whereas Wald type test statistics are asymptotically nonpivotal, we s h o w t h a t likelihood type test statistics are asymptotically pivotal when the m o d el is just-identied. When the m o d el is over-identied, the asymptotic distributions of the likelihood type test statistics are bounded from above b y a 2 distribution, which does not depend o n u nknown nuisance parameters, with d egree of freedom equal to t h e n u m ber of instruments. Similar results h o ld for the GMM statistics if the v ariance of the structural equation is estimated under the n ull model considered.
Based on the asymptotic (bounding) distributions of the likelihood type test statistics, we f o llow Dufour (1994) and consider the construction of valid (1 ) 100% condence sets for a structural parameter. Dufour (1994) proves that u n d er general regularity conditions, any v alid condence set with coverage probability ( 1 ) f o r a L A U parameter should be unbounded with probability close to ( 1 ). We note t h a t v alid condence intervals can be obtained by i n v erting t est statistics whose distributions or bounding distributions do not depend o n n uisance parameters. We v erify Dufour's results about v alid condence sets being u n bounded with probability ( 1 ) i n n early non-identied models using t h e goodness-of-t statistics from the rst-stage regression. When the m o d el is over-identied, our Monte Carlo experiments show t h a t t h e condence intervals obtained by u s i n g t h e 2 bounding distribution are too conservative i f t h e rst stage F statistic is somewhat large. Thus, as in Nelson, Startz, and Zivot (1996) , we suggest a switching condence interval when the m o d el is over-identied, based on the goodness-of-t statistics from the rst-stage regression. The condence intervals obtained by using t h e 2 bounding distribution and t h e switching condence intervals are compared with t h e condence intervals obtained by i n v erting t h e likelihood ratio statistic and u s i n g another bounding distribution suggested by Dufour (1994) , a transformation of the Wilks statistic in the context of multivariate regression models. Monte Carlo experiments s h o w t h a t t h e switching condence intervals and t h e condence intervals based on the 2 bounding distribution are tighter. This paper is organized as follows. Section 2 lays down the Limited Information Simultaneous Equations System (LISEM), and i n troduces the local-to-zero assumptions made b y SS. In section 3 we d erive t h e asymptotic distributions of GMM type statistics for testing h ypothesis on the structural parameter. In section 4 we d erive t h e asymptotic distributions of the t r i o o f t est statistics in the LIML framework. The relationship between GMM and LIML test statistics are also analyzed. In secti o n 5 w e d erive t h e b o u n ding distributions of the L R a n d L M t est statistics and consider the construction of valid condence intervals using t h ese test statistics. In section 6 we e v aluate t h e nite sample performance of the v arious test statistics and d erived condence sets u s i n g t h e Monte Carlo design from SS. Section 7 concludes the paper. All the proofs in the paper are relegated to t h e a p pendix.
2 The Local-to-Zero LISEM Framework
The LISEM model we consider is:
where y is the T 1 v ector of observations on the v ariable we are interested in explaining, x is the T 1 v ector of observations on the s i n gle included endogenous variable, Z 1 is the T k 1 matrix of k 1 included exogenous variables, and Z 2 is the T k 2 matrix of k 2 excluded exogenous variables, which are usually called the instruments. Let k = k 1 + k 2 . Z 1 and Z 2 are assumed to b e u ncorrelated with u and v. Although we a s s u m e t h a t t h ere is only one v ariable in x, t h e asymptotic distributions of the t est statistics conside r e d i n t his paper can be easily generalized for multivariate x. It is now widely known that w h en the instruments Z 2 are weakly correlated with t h e e n dogenous variables x (e.g., 0), the TSLS estimator of and the inference based on it might be misleading; for example, see Nelson and Startz (1990a) , Nelson and S t artz (1990b) . As SS point o u t, if is modeled as xed, as in the s t andard asymptotic analysis in this context, the rst-stage F statistic testing = 0 in (2) goes to innity a s T increases. Therefore, the s t andard xed-asymptotics are inappropriate i n t h e w eak instrument case and could lead to incorrect inference. To circumvent t his problem, SS suggest using a local-to-zero assumption on so that t h e rst-stage F statistic is O p (1). Using t his local-to-zero assumption, they are able to d erive a n ew asymptotic distribution theory which w orks well even in very small samples. For completeness, we r e s t a t e S t aiger and S t ock's assumptions here. Let \)" denote convergence in distribution.
Assumption 1 = T = T For justication of these assumptions, see SS. Since we are usually interested in making inference only on the parameter , i t i s c o n v enient t o transform the LISEM in (1) and (2) using t h e F risch-Waugh-Lovell theorem 3 as follows:
where A ? = M z 1 A for any conformable matrix A, a n d M z 1 = I Z 1 ( Z 1 0 Z 1 ) 1 Z 1 0 is the m a trix that projects o n t o t h e space orthogonal to t h a t spanned by Z 1 .
As a preparation for the asymptotics of the e s t imators and t est statistics, it is necessary to i n troduce a lemma. We will oer some i n t uitive explanations, but for the proof the r e a d er is referred to SS. Before we i n troduce the lemma, let's dene some notations used by SS: = uv = vv , = uv =( uu vv ) 1 2 , 3 For example, see Davidson and MacKinnon (1993 Since we a s s u m e t h a t Z 1 and Z 2 are uncorrelated with u and v, t h e projection of u o Z 1 will be just itself, which gives us the result in (a). x is given by (2), so if we project x o Z 1 , b y t h e local-to-zero assumption on , the projection will be just v, from which (b) and (c) follow n a t urally. I f w e project Z 2 o Z 1 , t h e v ariance of the projection will be equal to t h e dierence between the v ariance of Z 2 and t h e v ariance of the projection of Z 2 on Z 1 , which i s w h a t (d) implies. To u n d erstand (e) and (f), it suces to note t h a t T 
=T, which i s a c o n s i s t ent e s t imator
of uu under the n ull hypothesis regardless of the v alue of , w e will refer to t h e t est statistic as GMM 0 . Instead, when uu is chosen to b e ( y ? x ? GMM ) 0 (y ? x ? GMM )=T , w e will refer to t h e s t a t istic as GMM 1 .
Theorem 2 GMM 1 always follows a nonstandard asymptotic distribution, because the asymptotic distribution of uu is a mixed one d ependent o n t h e n uisance 4 The likelihood ratio type statistic in the context of GMM is equal to t h e dierence in the GMM objective f u nction, and is often referred to a s t h e \D" statistic. parameters and 0 =k 2 . Consequently the w eight m a trix, W T , converges to a random variable and not a constant. Also, the asymptotic distribution is the same a s t h e asymptotic distribution of the square of t T S L S , which i s d erived in SS. However, GMM 0 follows a 2 (1) distribution asymptotically when the m o d el is just-identied, and l a t er we will show t h a t e v en when the m o d el is over-identied the asymptotical distribution of GMM 0 can be bounded by a 2 ( k 2 ) distribution. This result d epends crucially on the fact that uu p ! uu and s o t h e w eight m a trix, W T , converges to a constant. Therefore, Theorem 2 suggests t h a t GMM 0 should be preferred to GMM 1 for testing t h e h ypothesis H 0 : = 0 .
Asymptotic Distributions of LIML-Type Test Statistics
If we e s t imate t h e parameter using LIML, the h ypothesis H 0 : = 0 vs.
H 1 : 6 = 0 can tested using t h e t r i o o f t est statistics | Wald, Likelihood
Ratio, Lagrange Multiplier. The LIML estimator of can be derived by minimizing t h e concentrated log likelihood function: 
It's obvious that minimizing t h e concentrated log likelihood function is equivalent t o minimizing k(), and it can be shown that t h e minimizedk is the s m allest eigenvalue of (x 0 M z x) In the just-identied case, the asymptotic distributions of LR LIML and LM LIML are 2 (1) and t h us free of nuisance parameters. In the n ext section we will show t h a t e v en in the o v er-identied case, they are bounded from above b y a 2 ( k 2 ) distribution. Interestingly, t h e asymptotic distribution for LM LIML is identical to t h a t for GMM 0 . The L R s t a t istic, due to i t s invariance to nonlinear transformations, can be used to t est hypothesis about nonlinear functions of . Also note t h a t t h e distribution of W a l d LIML is just the square of the distribution of LIML t-ratio given by SS, and i n t h e justidentied case, is the same a s W a l d GMM (GMM 1 ).
Construction of Valid Condence Intervals
The last two sections of this paper describe the asymptotic distributions of various test statistics based on SS's local-to-zero asymptotics. In principle we can invert the t est statistics to obtain condence intervals for 0 . Generically, given a test statistic ( 0 ) for testing t h e h ypothesis H 0 : = 0 at signicance level , t h e ( 1 ) 100% (conservative) condence set for 0 is the set: C ( 0 ; 1 ) = f 0 : ( 0 ) F 1 g ; where F 1 is the ( 1 ) quantile from the asymptotic (bounding) distribution F of the t est statistic. However, as we can see from Theorem 2 and Theorem 4, the asymptotic distributions of Wald type statistics depend o n n uisance parameters, so those test statistics are not asymptotically pivotal. For a nonpivotal test statistic, Dufour (1994) shows that t h e corresponding condence interval for 0 has zero coverage probability w h en the m o d el is locally non-identied.
Obtaining v alid condence intervals for 0 in the presence of weak instruments requires nding a t est statistic that is asymptotically pivotal. show t h a t k 2 AR ) 2 (k 2 ), which does not depend o n n uisance parameters either. Therefore, in a more general set-up the AR statistic is asymptotically pivotal, and v alid condence intervals for 0 can be obtained by i n v erting t h e AR statistic, as suggested by Dufour (1994) .
We further note t h a t from Theorem 2 and T h eorem 4, when the m o d el is Theorem 5 Suppose that Assumption 1 and Assumption 2 hold. When the model given in (1) and (2) is over-identied, the asymptotic distributions of LR LIML , LM LIML and GMM 0 are b ounded f r om above by z u 0 z u , which follows a 2 (k 2 ) distribution. Therefore, in over-identied models valid condence intervals for 0 can also be constructed by i n v erting t h e LR LIML , LM LIML or GMM 0 statistics, though they will be \conservative", i.e., have c o v erage probability a t least (1 ), using Dufour (1990) 's terminology. Dufour (1994) shows that v alid (1 ) 100% condence sets f o r a L A U parameter must be unbounded with probability ( 1 ). We n o w d emonstrate this result for condence sets formed by i n v erting t h e AR, LR LIML , LM LIML and GMM 0 statistics for testing H 0 : = 0 . A s s h o wn in Nelson, Startz, and Zivot (1996) , inverting t h e AR, LR LIML , LM LIML , a n d GMM 0 statistics requires solving a quadratic inequality o f t h e form a 2 0 + b 0 + c 0;
from which i t f o llows that t h e condence sets will be unbounded when the coecient a isnegative, cover the e n t ire real line w h en b 2 4ac < 0 a s w ell, and they can even be empty w h en a > 0 a n d b 2 4 ac < 0. Following t his line o f argument, we give t h e conditions under which t h e condence intervals inverted from the AR, LR LIML , LM LIML and GMM 0 statistics will be unbounded:
Proposition 2 In the LISEM model given by (1) and (2), 5 (a) The (1 ) 100% condence interval C AR ( 0 ; 1 )obtained b y inverting the AR statistic will be unbounded when the rst stage F statistic for testing H 0 : = 0 is insignicant at level , i.e., F =0 F 1 (k 2 ; T k ) .
(b) When the model is nearly non-identied, the (1 )100% condence interval C AR ( 0 ; 1 )will be unbounded with probability (1 ).
(c) The (1 ) 100% (conservative) condence interval C LR ( 0 ; 1 ) obtained by inverting the LR LIML statistic will be unbounded when the rst stage F statistic for testing H 0 : = 0 is insignicant at level , i.e., F =0 F 1 (k 2 ; T k ) .
(d) The (1 ) 100% (conservative) condence interval C LM ( 0 ; 1 ) obtained by inverting the LM LIML and GMM 0 statistics will be unbounded when the rst stage LM statistic for testing H 0 : = 0 is insignicant at level , i.e., LM =0 2 1 (k 2 ).
(e) When the model is nearly non-identied, the (1 )100% (conservative) condence intervals C LR ( 0 ; 1 )and C LM ( 0 ; 1 )will aymptotically be unbounded with probability close to (1 ).
Result (a) is consistent with t h e common wisdom that t h e rst stage F statistic provides a pretest for the relevance of the instruments. Results (b) and (e) conrm Dufour (1994)'s statement t h a t v alid condence sets for 0 must be unbounded with probability close to ( 1 ) i n n early non-identied models. Results (c) and (d) show t h a t e i t h er the rst stage F statistic or the rst stage LM statistic (the T R 2 statistic) can be used as a pretest when LR or LM type test statistics are used to t est the h ypothesis = 0 . I f t h ese rst stage test statistics are insignicant, which implies that t h e instruments are \weak", the condence intervals for 0 will typically be unbounded. Results from Monte Carlo experiments v erifying t h ese statements can be found i n Nelson, Startz, and Zivot (1996) .
As pointed out b y Dufour (1994) , in the presence of normality, t h e likelihood ratio criterion 6 for testing = 0 is bounded by t h e Wilks statistic, a s t a t istic commonly used in the a n alysis of the m ultivariate linear model. T is the Wilks statistic, whose distribution is the distribution of the product Q p i=1 b i , w h ere p is the n u m ber of endogenous variabl e s i n t h e m ultivariate m o d el, and b i 's are independent with Beta distributions (see Rao (1973) , or chapter 8 in Anderson (1984) This suggests t h a t asymptotically valid condence sets can be constructed based on LR LIML , u s i n g 2 (2k) a s a b o u n ding distribution. However, this obviously yields \wider" condence sets t h an those based on the 2 (k 2 ) b o u n ding distribution.
Monte Carlo Results
Monte Carlo experiments are conducted to e v aluate t h e asymptotic approximations to t h e distributions of LR LIML , W a l d LIML , GMM 0 and GMM 1 , 8 See section 8.5 in Anderson (1984) . and t h e c o v erage probabilities of various condence sets based on them. 9 The Monte Carlo experiments are set up according t o SS's design I. That is, the data are generated from (1) and (2) ). The asymptotic distributions of LR LIML , W a l d LIML , GMM 0 and GMM 1 are computed using 2 0 ; 000 draws of the random variables appearing i n t h e limiting representations in Theorems 2 and 4 . T h e nite sample distributions are computed from 20; 000 replications. Results are reported for k 2 = 1 ; 4; = 0 : 5 ; 0 : 99; 0 =k 2 = 0 ; 0 : 25; 1; 10, and s u mmarized in tabl e s 1 { 5 . In tables 1 { 5, the nite sample CDFs of the v e s t a t istics are evaluated at t h e 90%, 95% and 99% quantiles of various asymptotic distributions. The entries in the t a b les can also be interpreted as the actual (nite sample) coverage probabilities of 90%, 95% and 99% condence sets based on nominal levels from the corresponding asymptotic critical values.
For the just-identied models, the asymptotic distributions of LR LIML , The LR LIML and GMM 0 condence sets based on 2 (k 2 ) c r i t ical values may be large if k 2 is large, so the p o w er of the LR LIML and GMM 0 tests m ay be poor if 0 =k 2 is reasonably large. To a v oid such a possibility, Nelson, Startz, and Zivot (1996) suggest constructing LR LIML and GMM 0 condence sets based on the signicance of the rst stage regression. In particular, if F =0 < F ( k 2 ; T k ) (or LM =0 < 2 ( k 2 )), use the 2 (k 2 ) critical values to construct the condence sets a n d i f F =0 > F ( k 2 ; T k ) (or LM =0 > 2 ( k 2 )), the c r i t ical values from the 2 (1) are used. The results for this approximation are given in tables 1 and 2 u n d er the c o lumn labeled \switching". The c o v erage probabilities for LR LIML are almost exact and t h e coverage probabilities for GMM 0 are only slightly too low w h en 0 =k 2 = 1 .
Conclusion
For nearly non-identied models, Dufour (1994) argues that condence sets based on the familiar \estimate 2 asymptotic standard error" may be highly misleading. The paper by S S d emonstrates this phenomenon in instrumental variables regression with w eak instruments. The asymptotic results in SS for t-statistics based on TSLS and LIML, while highly informative, are not straightforward to a p p ly in practice since they involve u nknown values of nuisance parameters. In this paper, we h a v e s h o wn how v alid condence intervals for a single structural parameter can be easily constructed by i n v erting LR LIML , LM LIML or GMM 0 statistics. In contrast to SS, our methods do not involve e s t imating n uisance parameters, and t h e condence intervals are valid in the sense of Dufour (1994) , e.g., (1 ) 100% condence sets are unbounded with probability ( 1 ) asymptotically. Our 2 (k 2 ) b o u n ding distribution is tighter than Dufour's suggested bounding distribution. Hopefully our results will motivate o t h ers to consider constructing condence sets by i n v erting LR LIML , LM LIML or GMM 0 statistics in other contexts. where the convergence follows from Lemma 1(e) and T h eorem 1(b). where the a p proximation on the fourth line f o llows from a Taylor series expansion, and t h e convergence follows from Lemma 1(a) and 1(e). If the m o d el is just-identied, the second t erm will be equal to zero, so LR LIML ) z 2 u ; i f t h e m o d el is over-identied, then the second t erm can be rewritten as:
where the a p proximation on the second line f o llows from a Taylor series expansion, and t h e convergence follows from Theorem 4(a); hence, LR LIML ) z u 0 z u . The a bove condition can be rewritten as
This condition is equivalent t o t h e s t a t ement t h a t t h e rst stage F statistic is insignicant a t level , with t h e rst stage regression given in equation (4) This implies that t h e condence interval for 0 is unbounded with probability (1 ) a t signicance level , u s i n g t h e result in (a).
(c) Using t h e expression for LR LIML given in section (5) and T h eorem 5, we know t h a t t h e ( 1 ) 100% (conservative) condence interval for 0 is the set of values of 0 that s a t isfy the f o llowing i n equality:
T 
Note t h a t k isapproximately equal to 1 , a n d expf 2 1 (k 2 )=T g 1+ 2 1 (k 2 )=T , so the right-hand-side o f t h e i n equality i s a p proximately equal to 2 1 (k 2 )=k 2 . From part (a) of this proof, the left-hand-side o f t h e i n equality i s t h e rst stage F statistic. We know t h a t asymptotically the F statistic converges to 2 1 (k 2 )=k 2 , t h us, the ( 1 ) 100% condence interval obtained by i n v erting LR LIML will be unbounded when the rst stage F statistic is insignicant a t level , u s i n g t h e asymptotic distribution. Note t h a t t h e left-hand-side o f t h e i n equality i s T t imes the u ncentered R 2 from the rst stage regression, i.e., the rst stage LM statistic for testing H 0 : = 0, which f o llows a 2 (k 2 ) distribution asymptotically. T h erefore, the ( 1 ) 100% condence interval obtained by i n v erting GMM 0 (LM LIML ) will be unbounded if the rst stage LM statistic is insignicant a t level .
(e) The proof is similar to t h e proof in (b), if we u s e t h e asymptotic (bounding) distribution for LR LIML and LM LIML . Notes for Tables: • The blanked rows in the tables correspond to the results in the rows under the "χ 2 (1)" heading.
• The results under the column labeled "Switching" are based on the switching confidence intervals as explained in section 6.
• For GMM 1 , the results under the heading "χ 2 (1)" correspond to the results in SS table 5 on the coverage probabilities for t TSLS . The results under "Asymptotic" correspond to the results in SS Table 2 under the column "95%".
• For Wald LIML , the results under the heading "χ 2 (1)" correspond to the results in SS table 5 on the coverage probabilities for t LIML . The results under "Asymptotic" correspond to the results in SS Table 4 under the column "95%".
