Abstract-Simultaneous estimation of range and angle of close emitters usually requires a multidimensional search. This paper offers an algorithm to improve the position of an element of any array designed on the basis of some certain or random rules. In the proposed method one element moves on its original direction, i.e., keeping the vertical distance to each source, to reach the constellation with less CRB. The performance of this method has been demonstrated through simulation and a comparison of the CRB with receptive signals covariance matrix determinant has been made before and after the use of this method.
I. INTRODUCTION Direction of arrival (DOA) estimation usually is found under the assumption that signal sources are in the far field of the array, and hence the wavefront is plannar across the array aperture. Suppose that far field range is defined as 0 R , so that the range at which the largest departure of the wavefront from a plane wave, across the array, is  l , where  is the wavelength. Then it is straightforward to show
, where D is the array aperture measured in wavelengths [1] . For arrays with small aperture, R o is rather small and the far field assumption holds very well. However, for arrays with large aperture, e.g., those used in sonar systems, sources are usually located in the near field [2] .
Bearing estimation for near-field sources requires simultaneous estimation of the bearing and range, that is because the curvature of wavefront cannot be ignored. This estimation usually requires a multidimensional search.
Previous works on this estimation can be seen in [1] [2] [3] [4] [5] [6] . Starer and Nehorai [5] developed an algorithm based on path-following. This algorithm is limited to uniform linear arrays and to sources that are located in the Fresnel region. This region is taken to be between near-field case (having spherical wavefronts) and far-field case (where wavefronts can be estimated in plane form). Collins et al. [6] offer an analytic simulated algorithm to solve the problem of estimating the range and bearing. Their algorithm is also limited to uniform linear arrays.
The works in [7] [8] [9] [10] have also focused on transforming the problem of single dimensional search into polynomial rooting in different cases. The aim of this paper is not to offer a constellation, but to change the position of an element of any array designed on the basis of some certain or random rules to reach the constellation with less Cramer-Rao bound (CRB). In section II, received signal is modeled as a deterministic signal in AWGN. Section III, briefly states previously obtained results on CRB. Section IV, describes changing the position of an element to obtain less CRB. Section V evaluates theory results using computer simulation. In section VI, optimization procedure has been summarized and results have been presented.
II. SYSTEM MODEL
Let us take N sources of emitters that are observed by arbitrary array of M sensors. The signal at the output of the mth sensor can be described by: 
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To simplicity, we assume that sensors and sources are located on the same common plane, so [10] : Before we obtain CRB, defining the following covariance matrices is necessary:
We also apply the following sample covariance matrix as an estimation of
III. CRAMER RAO BOUND
In this section, we briefly explain CRB for the estimation of the DOA of the N observed sources with M elements. An array with M elements can at most separate
CRB gives a lower bound on the covariance matrix of any unbiased estimator. Let's assume that we have s N independent samples of zero mean Gaussian process x which statistically depend on an arbitrary parameter vector P , and then the Fisher Information Matrix (FIM) is as follows [11] :
CRB is equal to the main diagonal elements of F inverse, [11] . The following relation can be obtained from (8) :
We assume that the signals and the Gaussian noise are uncorrelated. However, signals might be correlated or even coherent.
We define our parameter vector as follows: 
where  and  can be either one of the  and r parameter vectors. We used 
IV. FINDING THE OPTIMAL CONSTELLATION TO MINIMIZE CRB
This section deals with an element position. In fact, this element is which element with the strongest receptive signal. The aim of this section is not to offer a constellation, but to modify the position of an element in a pre-designed arbitrary array, in a way that one element moves in the same direction, i.e., keeps a vertical distance to each source, to reach a constellation with the less CRB.
We know that [8] :
So using the above formula, without loss of generality, we can take the largest entry of x R as the same kth element. In other words, it is possible to assign the number of k to an element with the strongest receptive signal. We have:
To reduce determinant of 
The above equation should be reduced.
We know that the minimum of a phrase contains the summation of cross-product of sinusoidal phrase and cosine phrase for the even number of angles occurs when the angles are equally 0 and 2  , and for odd number of angles occurs when the angles are alternatively 0 and 2  .
What the above paragraph means is that where m represents a number which, whenever it gets bigger, the estimation and determination of the position of arrays gets more accurate. In fact, since the i T ;
, cannot be zero, we can take it as a small number like m  .
V. NUMERICAL RESULTS

A. Simulation based on three sources
In this section, we evaluate theory results using computer simulation. 
B. Simulation based on two sources
Simulations in this section deal with two sources, and results have been evaluated based on 2 sources and 4 elements. We consider transmit signals as 2 2 ) (
, and also frequency and propagation velocity are as Hz f DOAs and vertical ranges according to table 3 and table 4 values. So we compute the 
APPENDIX
CRB equations details:
In this appendix we can see more details of equations (13) 
