Summary: This paper presents a method for the assessment of expression cluster validity. Keywords: genome expression, clustering, cluster validity, genomic data mining. ABSTRACT Availability: Executable programs are available on request from the author. It has been shown that determining the "right" number of clusters in experimental data is a complex and time-consuming process. An effective strategy may be to first decide a good estimate of the correct number of clusters. Our system predicts the optimal number of expression clusters, which may represent the best results to consider for interpretation purposes.
number of clustering algorithms have been proposed (such as hierarchical clustering and neural networks), but fewer solutions to systematically evaluate the quality of the clusters obtained have been presented.
Once a clustering process is performed researchers may deal with some of the following questions: Is this a relevant partition? Should we analyse these clusters? Is there a better partition? The framework presented here aims to help researchers address these questions.
It has been shown that determining the "right" number of clusters in experimental data is a complex and time-consuming process. An effective strategy may be to first decide a good estimate of the correct number of clusters. Our system predicts the optimal number of expression clusters, which may represent the best results to consider for interpretation purposes.
This system implements the Dunn's validity index, which has been suggested as an effective estimator for different types of clustering applications (Bezdek and Pal, 1998 ). This index is based on the idea of identifying sets of clusters that are compact and well separated. For any partition U ↔ X: X 1 ∪... X i ∪.. X c , where X i represents the i th cluster of such partition, the Dunn's validation index, V, is defined as:
defines the distance between clusters X i and X j (intercluster distance); ∆(X k ) represents the intracluster distance of cluster X k , and c is the number of clusters defined by the partition U. The main goal of this measure is to maximise intercluster distances whilst minimising intracluster distances. Thus large values of V correspond to good clusters. Therefore, the number of clusters that maximises V is taken as the optimal number of clusters, c.
Eighteen validity indexes based on the Dunn's measure were compared. These indexes consist of different combinations of intercluster and intracluster distance techniques found in the literature. Six intercluster distances, δ i , 1 ≤ i ≤ 6; and 3 intracluster distances, ∆ j , 1 ≤ j ≤ 3 were implemented. Thus for example, V 13 , represents a validity index based on an intercluster distance, δ 1 , and an intracluster distance ∆ 3 . The mathematical definitions of these intercluster and intracluster distances are included in the supplementary information section.
By way of example, this validation process is tested on expression data from a study on the molecular classification of leukemias (Golub et al., 1999) . Clustering is performed using the GeneCluster tool, which implements a self-organising map It seems that there is no universal validity paradigm to predict consistent results across different data and clustering techniques. However, one robust approach to deal with this problem may be to implement several validation indexes, perform a voting strategy or calculate the average prediction value as illustrated here. This study indicates that the application of a cluster validity framework may support both the generation and evaluation of biologically relevant results. Finally, this framework should be tested on different clustering algorithms and problems in order to assess its potential as a robust tool for the selection and comparison of clustering models.
Lander, E.S (1998) Molecular classification of cancer: class discovery and class prediction by gene expression monitoring. Science, 286, 531-537.
Supplementary Information

Cluster validity indexes
The Dunn's index
Six intercluster distances, δ p , 1 ≤ p ≤ 6, were implemented:
Where S and T are clusters from partition U; d(x,y) defines the distance between any two samples, x and y, belonging to S and T respectively; S and Tprovide the number of samples included in clusters S and T respectively.
where
also known as the Hausdorff metric, where
Three intracluster distances, ∆ l , 1 ≤ l ≤ 3, were implemented: 
Expression Data
Leukemia data
The data consisted of 38 samples (27 ALL and 11 AML) described by the expression levels of 50 genes with suspected roles in this type of cancer. These data were obtained from a study published by Golub and co-workers (1998 
Lymphoma data
The expression levels from a number of genes with suspected roles in processes relevant in DLBCL were used as features for the automatic clustering of a number of 
Computing methods
The distance measure, d, used in all these experiments is the well-known Euclidean distance. Validity index values are rounded to only two significant digits. Programs described here were implemented using Java.
GeneCluster 1.0 was used to cluster the data. This tool may be downloaded from http://www.genome.wi.mit.edu/MPR/ Each row across experiments was normalised so that the mean and variance are set to 0 and 1 respectively, which is the traditional pre-processing method used in genome expression analysis. This normalization focuses attention on the 'shape' of expression patterns rather than on absolute levels of expression.
The Kohonen maps were trained with 100 learning epochs in the leukaemia data experiments, and 200 learning epochs in the lymphoma data experiments. The initial value of the learning parameter Alpha was equal to 0.1 in all the clustering experiments. Additional clustering information is available from the author. Table 11 shows the validity indexes for expression clusters originating from lymphoma patients. The entries represent the Dunn's values using 3 types of intracluster measures and 6 types of intercluster measures. Shaded entries represent the optimal number of clusters, c, predicted by each index. 
Clustering results
Leukemia data
