Abstract-In the article an application of the fuzzy testing of hypothesis to the stochastic-signal detection problem is considered when the signal-to-noise ratio approaches zero. We first obtain the general re-
egies in the battlefield, and the more abstract problem of routing packets through a computer network when failures cause a packet to be routed to the nearest "host."
We have presented a model for a hazardous environment and demonstrated its use in evaluating alternate strategies for navigation using a rule for evading danger by rerouting to the nearest shelter. While the model is simple, it serves to provide insights into the influence of the probabilistic parameters of the dynamic environment on path planning. It may be considered as a step toward treating more general and realistic environments in which all static components (e.g., the obstacles and the shelters) are known while the dynamic components that also influence the path are unknown and can only be detected on-line. lationship between the test statistic of the locally optimum fuzzy detector and that of the locall! optimum detector. Based on this result, the test statistic and structures of the locally optimum fuzzy detector for stochastic signals are obtained. Several aspect5 of the locally optimum fuzzy nonlinearity for stochastic signals are also described. Finally, performance characterihcs of the locall) optimum fuzzy detector are brieflj diwussed. I . INTRODUCTlOh Signal detection schemes based on fuzzy set theory have recently been investigated in the literature 151. [9] . 1111, [12] . These detection schemes seem to be from a practical standpoint, appealing since the noise distribution is often not precisely known. Previously, we discussed [ 111, 1121. the weak known-signal detection problem with fuzzy information based on the techniques of fuzzy testing of statistical hypothesis (e.&.. [3] ) and found the detector structure. The performance characteristics of the detector were also compared to those of the combined system of the quantizer and locally optimum (LO) detector (i.e,, the LOQ detector). The rationale to consider fuzzy information in the quantizer-detector structure may be explained as follows. In parametric signal detection. we normally assume that the characteristic of the noise is completely known. The self-noise of the physical detection processor however, is in general. neglected although it does not seem to be a reasonable assumption in some cases. If we take the effect of the self-noise into account, a confidence in the output value of the quantizer would be diminished. Obviously. we may partially alleviate this situation by estimating the statistical characteristics of the self-noise. However, it seems that to employ fuzzy testing of a statistical hypothesis is a more convenient and practical method for signal detection problems since the exact analysis of the quantization error is, in practice. cumbersome and time consuming. The assumption of known signals in [ I I ] . [ 121 is a realistic one since it is not difficult to find many examples that can be modeled as the known-signal detection problem in modern communication systems.
It is assumed in this work that the inputs to both the LOQ and LOF detection processors are Q, = Q ( Y , ) . where e(.) is the quantizer characteristic. The LOQ detector makes a decision based on Q,, while the LOF detector makes a decision viewing Q, as fuzzy information. The optimum design of nonuniform quantizers in the context of data quantization for the weak stochastic-signal detection problem was already discussed in [ I ] . In Fig. l(a) , a typical input-output characteristic of the m-level quantizer for stochastic signal detection is shown in which we assume that the quantizer characteristic is even-symmetric. The parameters { k b , }: =-, ' and { l , } := I in Fig. l(a) are called the breakpoints and quantization levels of the quantizer, respectively. It should be noted that a considerable amount of study (e.g., [7] , [8] , [lo] , [ 141) has been devoted to detection of stochastic (or random) signals under various noise circumstances. This is because it is convenient and reasonable to assume less about the signal than is required for known or parametric assumptions when the representation of the desired signal is difficult. For example, in acoustical applications, random dispersion due to turbulence and inhomogeneities in propagation media and insufficient understanding of the signal generating mechanism may lead us to adopt the stochastic-signal model [ 7 ] .
In this work an application of the fuzzy testing of the hypothesis for detection of stochastic signals when signal-to-noise ratio approaches zero is considered as a natural extension of our previous studies 1111, [12] . In Section 11. the observation model and some w h e r e y = ( y l , j z , . . . , y n ) , S = ( s I . s 2 , . . . , s , ) , a n d X " i s t h e Euclidean n-dimensional space.
B. Assumptions
In order to handle the observation Y, as fuzzy information, let us introduce some definitions. Let (X", Bx", F ) be a probability space where X" is the Euclidean n-dimensional space, B p is the Bore1 ufield, and F is a probability measure over X " . Afizzy information system r is a fuzzy partition of the real line X by means of fuzzy E: r , i = 1, 2 , . . + , n , is called the sample fuzzy information of size n based on which a decision shall be made. The set consisting of all possible sample fuzzy information is called the fizzy random sample of size n and is denoted by 7 ( n ) .
The probability distribution of 7 ' " ) is given by events [3] . An n-tuple of elements in r , 2 = ( K~, K~, . * * I K " ) , K , (4) where A; ( 7 ) is called the membershipfunction of X. In this work, we will assume as in 131, [ 1 I]-[ 131 that which means that the membership function at each sample of fuzzy information is a function of the membership functions of the fuzzy information K , , i = 1, 2 , . . . , n . From (4) we see that the conditional probability of K assuming 0 can be expressed as More details on these descriptions can be found in the literature 131, [131.
Based on the above construction we can now consider specific fuzzy information. For example, fuzzy information 7 , obtained from the quantizer means that the observed value lies approximately in [b,, b2] [3] . In this paper, we assume that there is a self-noise whose variance (or the range of possibility of the quantizer level) is considerably small compared to the variance of the PAN. In this case, we see from the discussions in [ 2 ] that one of the convenient and reasonable membership functions for the fuzzy information from the quantizer is the trapezoidal membership function, which is illustrated in Fig. l(b) . The parameter A in Fig. l(b) is called the incredibility. Since we can easily show that the value of the incredibility is the same as that of other measures of fuzziness (e.g., the entropy and the index of fuzziness [4] ) when the membership function is trapezoidal, we can consider the incredibility as another measure of fuzziness in the observed fuzzy information.
DETECTOR TEST STATISTICS
Based on the fuzzy set theoretic extension of the generalized Neyman-Pearson lemma, it was shown in [I31 that the test statistic of the LOF detector can be expressed as where u is the first nonzero derivative of P(Xl 0) at 0 = 0. Using (6) and ( 7 ) , it can be shown as in Appendix I that the following relationship holds between the LOF detector test statistic TLoF ( K ) and the LO detector test statistic TLo ( 7):
In this section, we derive the LOF detector test statistic for stochastic signals using (8), and obtain the corresponding detector structure. As we shall see, it is interesting that there is more than one LOF detector test statistic for stochastic signals depending on the statistics of the stochastic signals, whereas that for known signals was shown to be unique [12]. More specifically, we will show that there are three different LOF detector test statistics for stochastic signals in the following subsections.
A . The Case of Nonzero Mean Stochastic Signals
Let us first assume that at least one of pi, i = 1 , 2, . . . . n , is not zero. Then it is shown in Appendix I that the LOF detector test
where is an LOF nonlinearity for stochastic signals. It is interesting to note that this nonlinearity is exactly the same as the LOF nonlinearity for known signals [12] . In (lo), E { . } denotes the statistical expectation with respect to fw From (9) , we see that the test statistic is in the form of the generalized correlator detectors [6] . We also see that in this case the LOF detector test statistic depends only on the mean values of the stochastic signals. This implies that if a stochastic-signal component has a nonzero mean, no other statistical characteristic of the stochastic-signal components than the mean is necessary in constructing the LOF detector, and that the test statistic is exactly the same as that for known-signal detection with pi replaced with known-signal components. Note that a similar observation can also be made in the LO detection of stochastic signals for the case of nonzero mean [6] .
B. The Case of Zero-Mean Stochastic Signals
Now let us assume that p l , i = 1, 2, . . . , , n , are all zero. If we assume that the stochastic signals are correlated, then it can be shown as in Appendix I that the LOF detector test statistic is n n 
, = I
From (1 1) and (13), we see that when the stochastic-signal components are all zero-mean, only the second-order statistics of the stochastic-signal components are crucial in making a decision. Again, we see that this observation is also valid in the LO detection of stochastic signals with zero-mean [6] , [8].
C. Detector Structures
In Figs. 2-4 , we show schematic diagrams of the structures of the LOF stochastic-signal detectors for the three cases considered in the two subsections above.
The LOF detector structure in Fig. 3 is the signal power spectral density. In the same way as in [6] , we see that (1 1 ) can now be expressed as
where the corresponding block diagram of the structure is shown in Fig. 3 . Comparing the structures shown in Figs. 2-4 with the LO detector structures, we can conclude that the detector structures of the LOF detectors are identical to those of the LO detectors [6] except for the detector nonlinearities.
IV. LOCALLY OPTIMUM FUZZY NONLINEARITY FOR STOCHASTIC SIGNALS
One of the important factors that characterize the detector structure is the detector nonlinearity. Hence more details on the characteristics of the LOF nonlinearities would be helpful and important in describing and analyzing LOF detectors. Since the characteristics of the nonlinearity &OF was already discussed in [12], we will discuss several characteristics of the nonlinearity hLOF in this section.
Let us first consider an alternative expressions of (12). If we apply integration by parts to (12) We see that when the membership function is trapezoidal the expressions (16) and (17) are more convenient to handle than (12) since we can calculate the numerator of (16) and (17) Table 111 show that hLoF (.) is a decreasing function of A, which is natural and physically reasonable since the detector nonlinearity can be considered as a weighting function for an observation containing noise and a large value of A implies that the LOF detector puts low confidence in the observed information.
Let us now consider the relative deviation (RD) between hLOF( .) and the optimum quantization level (OQL) [l] , RD = OQL -h~~~ ( 7 ' ) x 100 (percent) Now let us consider a consequential property from (20) and (21): the proof will not be given in this paper since it is obvious from the discussions in Appendix 111.
Property 2:
If we assume that the continuous noise pdf fw is even, zero-mean, and unimodal with fW(0) being the only maximum value, then h~o~( 7 0 ) < 0 and hLOF(7m-I ) > 0. 
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The LO nonlinearity is an even function of y when fw is even. It is noteworthy that the same observation can be found for hLoF.
Properfy3:
If X,(y) = X -, ( -y ) and fw(y) is even, the nonlinearity hLoF( .) is an even function of T,.
The proof of Property 3 can also be found in Appendix 11. Properties 2 and 3 imply that the LO and LOF nonlinearities are of similar characteristic.
V. PERFORMANCE CHARACTERISTIC
In this section we examine some performance characteristics of the LOF detector for stochastic signals obtained in Section 111 and compare them with those of the LOQ detector. Specifically, we performed three computer simulations, letting n = 50, m = 4, and the false-alarm probability (Pfa) equal Each simulation to obtain the detection probabilities ( P d ) of the LOQ and LOF detectors was accomplished by lo5 Monte Carlo runs on a Trigem SPARCstation SDT-200 at the Korea Advanced Institute of Science and Technology, so that the relative error is about 0.1 percent. For simplicity, we assumed that the stochastic-signal components are i.i.d. with the standard normal pdf. We also assumed that the pdf of the PAN components is standard normal. To generate the stochastic signal and PAN components we used the GGNML subroutine of the IMSL.
In the first simulation, we assumed the ideal situation; that is, it was assumed that we had the perfect statistical information on the stochastic signal and PAN components and no self-noise is present.
For the LOF detectors, we considered two values of A, 0.1 and 0.4. The detector thresholds and Pd were obtained through Monte Carlo simulations. Note that Monte Carlo simulation is one of the conventional and reasonable methods, although there is no doubt that the method is based on a heuristic approach. Fig. 5 shows the plots of the detection probabilities of the LOQ and LOF detectors as functions of the stochastic-signal strength parameter 8. From Fig. 5 we can see that there is no difference among the performance characteristics of the detectors. This seems to be due to the fact that the order of the ordered fuzzy information space is preserved, as pointed out in [ I 11 . However, we will not verify whether the order is really preserved or not since the verification for this case is indeed tedious and time-consuming work. We see that the LOF detector can replace the LOQ detector in the ideal situation although the LOF detector regards the output of the quantizer as fuzzy information.
In the second simulation, we again assumed that we have the perfect statistical information on the stochastic-signal and PAN components. We assumed, however, that some self-noise is present in the second simulation. We let the self-noise be normal with mean zero and variance (or power) 0.01. (Note that the variance of the PAN is assumed to be 1). Now let us denote the LOQ detector for noise with variance y by LOQ (7). In the second simulation we also used Monte Carlo simulations to find the detection probabilities and thresholds for the detectors. Table IV shows the detection probabilities of the LOQ and LOF detectors as functions of 8. From   Table IV we see that when we actually have self-noise of variance 0.01 in addition to the PAN of variance 1, LOQ(I.01) slightly outperforms LOQ (1) since it takes the effect of the self-noise into account. The performance of the three LOF detectors is also slightly inferior to that of LOQ(l.O1). It is noteworthy that there is no difference among the performance characteristics of LOQ (1) and LOF detectors as in the first simulation.
In the third simulation, we assumed the same environment as in the second simulation. However, we used an approximate approach to find the thresholds in the third simulation, since finding the exact thresholds through the Monte Carlo simulations is too time consuming and thus physically cumbersome to implement. To find the thresholds of the LOF detectors, we used the approximate value where Z, is the 100(1 -a)th percentile of the standard normal distribution. Equation (24) can be obtained with the central limit theorem. The detector threshold of LOQ (1) was also obtained based on the asymptotic approximation. It should be noted that some errors can be made by this asymptotic approximation.
In Fig. 6 we show the plots of the detection probabilities of the LOQ and LOF detectors as functions of 19. From Fig. 6 we first see that the power function of LOQ (1) is larger than that of LOQ (1 . O l ) for all values of I9 5 0, since LOQ (1) does not take the effect of the self-noise into account. We also see that the LOF detectors have intermediate performance Characteristics between LOQ (1) and LOQ (1.01) . and that as A becomes large the performance of the LOF detector approaches that of LOQ(1.01). These results are primarily due to the fact that we calculated the thresholds based on the Zadeh's definition of probability (4) and that the probability mass function (pmf) of the quantizer output level for the LOF detector is more similar to the pmf of the quantizer output level for LOQ (1.01) than to that for LOQ (1).
It should be noted here that one may attempt to overcome this self-noise problem by estimating the overall noise variance. Even if an almost exact value of the noise variance is estimated, one should adjust all the values of the breakpoints and output levels of the quantizer: On the other hand we could just adjust the values of the output levels based on the incredibility when the fuzzy set theoretic approach is used.
VI. CONCLUSION
In this work we obtained the locally optimum fuzzy detector test statistics and detector structures for stochastic signals. Several aspects of the locally optimum fuzzy nonlinearity for stochastic signals were discussed. We also examined the performance characteristics of the locally optimum fuzzy detector and showed that the locally optimum fuzzy detector has a property of robustness.
The assumption of the self-noise can be considered in a different point of view. That is, the same procedure as those in the second and third computer simulations in Section V can be applied to a situation in which the actual noise variance is slightly larger than the estimated noise variance.
APPENDIX I D t K I V A T I O \ O F THE LOF TEST STATISTIC
Differentiating v times (6) 
+ C oZhL,(y,)
where and hLo( y) is defined in (23), we have
+ E . ? "
Let us first discuss the possible range of A. Since in our fuzzy detection problem it is reasonable to set A equal for all fuzzy information, it is not difficult to see that A can take on a value in the interval [0, Amax], where 
which is the same as (1 1). VOI. 23, pp. 191-203, Aug. 1987 . pp. 183-194, Aug. 1992 .
Planning Near-Minimum-Length Collision-Free Paths for Robots
Mohamed B. Trabia Abstract-This paper describes an algorithm for the automatic generation of near-minimum-length collision-free paths for robots. Obstacles are assumed to have polygonal cross sections. This algorithm requires very small data storage. Expansion of obstacles and shrinkage of robots to a point are used to simplify the analysis of the robot collision detection problem. The robot path is considered to be composed of straight line segments. Collision detection criteria between the robot path and the obstacles are discussed. A scheme to search for near-minimum length collision-free paths is presented. This scheme has the benefit of being concise and suitable for real-time implementation, especially for robots working in cluttered environments. Examples to show the above ideas are included. 
I. INTRODUCTION
Robots are increasingly used in many applications such as assembly, material handling, welding, and in areas such as nuclear plants, seabeds, and hazardous waste sites. One of the most important areas for robotic applications is the implementation of flexible manufacturing systems. Robots can be mobile or stationary. If a mobile robot is used in rugged terrains, it is usually a legged robot. If the terrain is relatively smooth, wheeled robots are more suitable since they require relatively simpler control schemes. One of the problems faced by mobile robots is the path planning problem. The path planning problem is defined in this paper as ' tfind the robot path between given starting and target points such that the robot does not collide with any obstacle located within the robot workspace."
We deal with this problem from a purely kinematic point of view. This means that we do not consider the effects of robot dynamics Manuscript received December 9, 1991; revised February 11, 1993 . The author is with the Department of Mechanical Engineering, Univer-IEEE Log Number 9209688. sity of Nevada, Las Vegas, NV 89154.
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