Abstract. The 2D inverse conductivity problem requires one to determine the unknown electrical conductivity distribution inside a bounded domain ⊂ R 2 from knowledge of the Dirichletto-Neumann map. The problem has geophysical, industrial, and medical imaging (electrical impedance tomography) applications.
Introduction
Let ⊂ R 2 be a bounded, simply connected C ∞ domain and γ : → R a C 2 ( ) function with a strictly positive lower bound: 0 < c γ (x). Furthermore, assume that γ ≡ 1 in a neighbourhood of ∂ .
Define the Dirichlet-to-Neumann map corresponding to γ by
where v is any H 1 ( ) function with trace g on the boundary and u ∈ H 1 ( ) solves the Dirichlet problem ∇ · γ ∇u = 0 in ,
Equation (2) is a model for the electric potential u in a 2D bounded domain with conductivity γ (x) given the voltage f on the boundary. The quantity γ ∂u ∂ν | ∂ represents the current density on the boundary. The Dirichlet-to-Neumann map is often referred to as the voltage-to-current map for the conductivity equation since, informally, γ : f → γ ∂u ∂ν ∂ .
The inverse conductivity problem is to determine γ (x) from knowledge of the Dirichlet-toNeumann map γ . The physical interpretation of γ is knowledge of the resulting current distributions on the boundary of corresponding to all possible voltage distributions on the boundary. See, for example, [27] for further discussion of the Dirichlet-to-Neumann map and results on the inverse conductivity problem in R 3 . One application of the inverse conductivity problem is a medical imaging technique known as electrical impedance tomography (EIT). In EIT the domain is often a cross section of the body, such as a patient's chest. The tissues and organs in the body have different conductivities, a fact which enables one to form an image from the conductivity distribution γ (x). By applying a basis of current patterns on electrodes attached around the patient's chest and measuring the resulting voltages on the electrodes, the solution to the inverse conductivity problem yields a 2D image of a cross section of the chest. See [9] for further information and images made by EIT techniques and [2] or [21] for 3D images.
Motivated by geophysical applications, in 1980 Calderón [7] showed how to determine nearly constant conductivities from the Dirichlet-to-Neumann map. He posed the fundamental question: does knowledge of the Dirichlet-to-Neumann map uniquely determine the conductivity γ , and if so, is it possible to reconstruct γ ? In 1985 Kohn and Vogelius [17] proved that if ∂ is C ∞ and γ is piecewise analytic, then γ determines γ uniquely in dimensions n 2. In [26] Sylvester and Uhlmann showed that if ∂ is C ∞ , then γ uniquely determines γ in C ∞ (¯ ) in dimensions n 3. Nachman gave a reconstruction method in [22] in dimensions n 3 for γ ∈ C 1,1 with ∂ ∈ C 1,1 . The global uniqueness question in two-dimensions remained open until 1995, when it was resolved for ∂ Lipschitz and γ ∈ W 2,p ( ), p > 1, by Nachman [23] . This result was sharpened in 1997 to W 1,p ( ), p > 2, conductivities by Brown and Uhlmann [6] . For generalizations of the above results to more general spaces and other related work see the references given in [15, 23, 27] .
We recall the main result in [23] in a form suitable for us. Let be a bounded, simply connected C ∞ domain in R 2 ; let γ 1 and γ 2 be in C 2 ( ) and have positive lower bounds. Then γ 1 = γ 2 implies γ 1 = γ 2 . It is an important feature of Nachman's proof that it gives a constructive procedure for recovering γ from knowledge of γ . It is the purpose of this paper to provide the first implementation of that procedure. The algorithm is a direct method based on the techniques of inverse scattering. It does not rely on the minimization of a cost functional or on iteration. For a survey of other reconstruction algorithms, see [8] or [28] ; note also [4, 5, 16] and the references in [9] . Due to the nature of the algorithm, which requires a number of definitions, a description of Nachman's algorithm is reserved for section 2.
The paper is organized as follows. In section 2 we describe the reconstruction algorithm outlined in Nachman's proof. Section 3 contains new theoretical results relevant to the numerical implementation. In section 4 we describe our method of implementation of the solution to various aspects of the forward problem. We provide a method for numerically computing the Faddeev Green function. For given γ , we describe a method of constructing the Dirichlet-to-Neumann map, Faddeev exponential solutions and an intermediate object known as the non-physical scattering transform t(k). The results are used to check our intermediate computations. Section 5 contains the implementation of steps in the algorithm related to the solution of the inverse problem. Here we describe how the numerical approximation to t(k) is obtained from the Dirichlet-to-Neumann map γ and describe a method for the solution to thē ∂-equation containing t(k). Section 6 contains examples of the complete method applied to the reconstruction of two infinitely smooth rotationally symmetric conductivity distributions of small and large contrast. This class of examples was chosen because it permits a very accurate representation for γ (see section 4.1) and simplifies the computation of t(k) (see section 5.1).
Throughout the paper we identify planar points x = (x 1 , x 2 ) with the corresponding complex number x = x 1 + ix 2 ; the product kx always denotes complex multiplication.
Outline of the method
The unknown coefficient can be removed from the higher-order terms in the conductivity equation by transforming (1) to the Schrödinger equation as follows. Let q ∈ C 0 0 ( ) be given by
Our assumption that γ be one near ∂ allows us to smoothly extend γ = 1 and q = 0 to the whole plane. We may therefore study equation (3) in all of R 2 . The exponentially behaving solutions of (3) introduced by Faddeev [11] are the key to the reconstruction. By theorem 1.1 of [23] for any k ∈ C \ 0 there is a unique solution ψ(x, k) of
for an arbitrary domain E ⊂ R n and 1 ρ ∞, m 0. Denote
and note that the condition µ − 1 ∈ W 1,p and the Sobolev imbedding theorem yield that µ is continuous and tends to one asymptotically when |x| → ∞.
The reconstruction of γ is based on the use of an intermediate object called the nonphysical scattering transform t, which is not directly measurable in experiments:
where e k (x) := exp(i(kx +kx)). Note that since µ is asymptotically close to one, t(k) is approximately the Fourier transform of q(x) evaluated at the point (−2k 1 , 2k 2 ) ∈ R 2 . We explain the two main steps of the method, namely finding t from γ and determining γ from the knowledge of t.
Define a single-layer operator S k for k ∈ C \ 0 by
where
where∂ = (∂/∂x 1 +i∂/∂x 2 )/2 and x · ξ = x 1 ξ 1 + x 2 ξ 2 ; in the denominator we have ξ = ξ 1 +iξ 2 and complex multiplication. Denote the Dirichlet-to-Neumann map of the homogeneous conductivity 1 by 1 and note that since γ ≡ 1 near ∂ the maps γ and the Dirichlet-to-Neumann map q of the Schrödinger problem are the same. By theorem 5 of [23] the trace on ∂ of the function ψ(·, k) satisfies the integral equation
for any k ∈ C \ 0. The operator
, so we can solve (10) . Furthermore, if ψ(·, k)| ∂ has been determined, then t(k) can be recovered from the formula
The non-physical scattering transform contains enough information to recover γ . Namely, theorem 2.1 of [23] implies that the∂ equation
holds and theorem 4.1 of [23] shows that (12) is uniquely solvable. The solution satisfies
for all k ∈ C \ 0, x ∈ R 2 . Note that the integral is taken over the k-plane, so to solve (13), µ(x, k) is needed for all values of k ∈ C \ 0. The functions µ(x, k) can be used to recover γ [23, section 3]:
Note that in the solution of the∂ equation x is kept fixed, so the computations can be carried out only in the region of interest. In summary, the main steps of the algorithm of A Nachman are:
(1) Compute the trace on ∂ of the function ψ(·, k) from the boundary data using equation (10) . (2) Compute the scattering transform t(k) using equation (11) . (3) Compute µ(x, k) by using (13) to solve the∂ equation (12) . (4) Reconstruct γ (x) using equation (14) .
We remark that in [23] the first step in Nachman's scheme is finding γ | ∂ and ∂γ /∂ν| ∂ and continuing γ artificially to be one outside a neighbourhood of . We omit that step in this implementation and consider only conductivities that are one in a neighbourhood of ∂ .
Theoretical results
In the numerical solution of the∂ equation (12) it is crucial to understand the large and small |k| behaviour of the continuous function t(k); we give an analysis in theorems 3.1 and 3.2. Moreover, any concrete knowledge on relations between properties of γ and t(k) helps in the reconstruction; it is also useful in producing test examples and testing numerical procedures. Theorem 3.3 describes equivalent properties of γ and t(k).
We start by presenting facts about the Faddeev Green functions. Let G k and g k be given by (8) and set G 0 := −(2π) −1 log |x|. Denote
Now, H k = −δ + δ = 0 and by Weyl's lemma H k (x) is smooth and harmonic in R 2 . Changes of variables in the integral in (9) 
Furthermore, (16) 
Lp for all 1 <p < 2 we know from the Riesz-Thorin interpolation theorem that the inverse Fourier transform
Thus by (16) for all k ∈ C \ 0 we have
We now move on to prove numerically significant properties of t and µ.
) have a positive lower bound and assume γ ≡ 1 near ∂ . With t(k) given by (6) and k close to zero we have
Proof. We have
The same obviously holds for 1 . Let us analyse the operator
this eliminates the log |k| term in (17) . We will show that A γ is invertible in
and that
Denote by R γ :
spaces consist of H s functions with mean value zero. By jump relations R 1 = S 0 , see [10] . Setting P φ := |∂ | −1 ∂ φ we find P γ = 0 and R γ γ = I − P ; this is true also with γ replaced by 1. It follows that A
To show (23), note thatH 1 is smooth and vanishes at the origin. (10) and (21) 
Thus H k L(H s (∂ )) C|k|
For k near zero we have
C and e ikx − 1 H 1/2 (∂ ) C|k| for small |k|. Now, using (23) we get
Since γ −1/2 ψ solves the conductivity equation in , from the generalized maximum principle [12] combined with regularity and imbedding theorems we get the estimate (20) follows. To show (19) , write
where C is the operator norm of γ
, have a positive lower bound and assume γ ≡ 1 near ∂ . Define q = γ −1/2 γ 1/2 and let t(k) be given by (6) . Then
Proof. Fix 1 < p < 2 and note that γ ∈ W 2,p ( ). For all k ∈ C \ 0 let µ(x, k) be the unique solution of (− − 4ik∂ + q)µ(x, k) = 0 with µ − 1 ∈ W 1,p and 1/p := 1/p − 1 2
; this is equivalent to (4) . Recall from [23, p 82 ] the formula (18) gives
Substituting (30) and (31) into (27) yields (28) . To prove (26) it is enough to show that |k
) for j = 1, 2 and |k| large enough. Write qµ = q(µ − 1) + q in (6) and integrate by parts to get
We can bound the first term of (32) by
have a positive lower bound and assume that γ i −1 is compactly
and denote by t i the non-physical scattering transforms corresponding to q i .
Let ϕ ∈ R, λ > 0 and x ∈ R 2 ; denote z ϕ := e iϕ (z 1 + iz 2 ) for any z ∈ R 2 . Then each of the following four equivalences holds:
Proof. Assume that γ 1 (x −ϕ ) = γ 2 (x) and note that this implies
and we can compute
where ρ ϕ is the operator defined by ρ ϕ ψ(x) := ψ(x ϕ ). Similarly,
Noting that ρ
Now, (6) yields t 1 (k ϕ ) = t 2 (k), and sufficiency for (i) is proved. For necessity assume
and denote by t 3 (k) the scattering transform of γ 3 . As a consequence of the above we know that t 3 (k) = t 1 (k ϕ ) = t 2 (k) and by the uniqueness of Nachman's method
The cases (ii), (iii) and (iv) can be proved similarly to case (i).
The forward problem
To better understand the problem at hand and obtain numerical examples for comparison with our reconstruction, we present numerical algorithms for the forward problem of finding µ(x, k), t(k) and γ for given test conductivities.
The Dirichlet-to-Neumann map
We will take to be the unit disc in our examples and express functions defined on the boundary ∂ in the trigonometric basis
We present a numerical method for finding a representation for γ in the above basis for radial conductivities.
If γ (x) = γ (|x|) we know from [25] that the functions φ n are eigenfunctions for the Dirichlet-to-Neumann maps:
where the latter identity follows from z n = 0, z n | ∂ = √ 2πφ n . Below we compute numerical eigenvalues for Dirichlet-to Neumann maps of piecewise constant radial
n for the corresponding eigenvalues [13] . Approximating a continuous conductivity γ from above and below yields numerical upper and lower bounds for the eigenvalues of γ . Then, the eigenvalues of γ are
where the numbers C j are given recursively by
Proof. It is immediate that λ 0 = 0, so fix n = 0. We will construct a H 1 function u n that solves ∇ · γ ∇u n = 0 in , u n | r=1 = φ n .
Write u n = v n (r)e inθ and v n (r) = a j r |n| + b j r −|n| for r j −1 r < r j , j = 1, . . . , N. Set b 1 = 0, so u n is harmonic in the innermost disc. Matching the limits v n (r Note that in practice it is difficult to compute the eigenvalues of the Dirichlet-to-Neumann map accurately enough: since γ ≡ 1 near ∂ , the eigenvalues are of the form λ n = |n| + ε with ε exponentially small. This problem becomes even more pronounced in the case of non-radially symmetric conductivities.
Computation of the Green function g k
We describe a numerical algorithm for g k (x) with fixed k ∈ C \ 0 and x ranging in R 2 \ 0. Formula (16) implies that it is enough to compute g 1 and, moreover, that g 1 (x) = g 1 (−x). Thus knowing the values g 1 (x) for x = 0, x 1 0 gives g k .
Since g 1 is singular at x = 0 we have to be careful near the origin. Provided we have an algorithm for g 1 with x on the unit circle, we can first compute H 1 (x) = e ix g 1 (x), where H 1 is the harmonic function given by (15) . Then we can use the Poisson kernel to evaluate H 1 (x) inside the disc and write
where the singularity is explicit since H 1 is smooth. To find a numerically feasible formula for g 1 (x) with x 1 > 0, write ξ(ξ + 2) = (ξ 1 + 1) 2 + (ξ 2 + i) 2 and use residue calculus to get
Compare with [3, formula (3.10)]. If needed, integration by parts gives a more rapidly decaying integrand. The integral appearing in formula (37) can be easily modified to give better convergence properties for small x 1 , too. Namely, a residue trick (different one for the cases x 2 > 0 and x 2 < 0) can be used to interchange the roles of x 1 and x 2 in (37); the resulting integral is also absolutely convergent for x 2 = 0, x 1 0. Finally, to compute g 1 (x) we divide the plane into suitable pieces and use the best formula in each piece [24] .
Numerical solution of the Lippmann-Schwinger equation
In this section we describe a projection method for finding µ(·, k) on an open square D satisfying supp(q) ⊂ D. The computed values of µ can then be used to check the computations of µ from the∂ equation (section 5.2) and to compute t(k) from the scattering transform (6) to check the computations of t(k) from the Dirichlet-to-Neumann map (section 5.1).
The projection method relies on the following theorem. 
is invertible. Moreover,
Proof. Use lemma 1.3 of [23] 
Extend u to R 2 by u = −g k * (qu) ∈ W 1,p . Clearly, u satisfies (− − 4ik∂)u = −qu, and by [23, lemma 1.5] we see that u ≡ 0 in R 2 . Finally, note the difference of the functions in (39) satisfies (40), so they must coincide and the theorem is proved.
Here we will describe a projection method for solving µ as generally described in [18] and [19] . A detailed convergence proof is given in [24] .
Given q as in the assumptions of theorem 4.2, let d > 0 be so large that supp(q) Since W 1,p (D) functions are continuous and bounded on D by Sobolev imbedding, we are able to define a continuous projection
With k ∈ C \ 0 fixed, the projection method is as follows.
( 
The inverse problem
The inverse conductivity problem is known to be ill-posed. However, we note that the work of Nachman and Liu [20, 23] yield a conditional stability result valid for conductivities satisfying an a priori estimate 1/M γ W 2,p ( ) M. The inversion step from t(k) to γ has linear stability whereas the step from γ to t(k) only has a logarithmic stability estimate.
In the following, let be the unit disc.
From γ to t(k)
Instead of solving equation (10) 
Substituting this series into formula (11) gives
Note that the numerical method of section 4.1 gives the difference λ n − |n| explicitly. We do not discuss the validity of this approximation. By theorem 4.1 of [23] we know that any function t(k) that satisfies t(k)/k ∈ L r for 2 − ε < r < 2 + ε is the scattering transform of a conductivity-type function. The application of this approximation gives reasonable results in our examples even when q is not small.
The solution of the∂ equation
To obtain the solution of the∂ equation (12), we solve the weakly singular Fredholm equation of the second kind
for a suitable collection of x ∈ and s (j ) ∈ C \ 0, such that s (j ) → 0 as j → ∞. This will yield gamma as
By [20] the∂ inversion t → γ is well-posed and even contributes some smoothing. To solve the∂ equation numerically, we essentially apply the method of product integrals [1] , which is an adaptation of the Nystrom method for second-order Fredholm integral equations. The idea is to factor the integrand into its smooth and singular parts, and approximate the smooth part with a simple function, such as an interpolatory polynomial. The new integrand is then computed analytically where possible. Here we adapt the 1D method presented in [1] to two dimensions.
For s ∈ C \ 0 write equation (42) as
where k = k 1 + ik 2 and
Note from theorem 3.1 that |t(k)| C|k| 2 and hence t(k)/k is bounded at k = 0. By theorem 3.2, we see that the integrand in (42) approaches zero as |k| → ∞. Hence for numerical purposes we choose A, C > 0 sufficiently large, and instead solve
, N − 1}} of outer mesh elements we set µ ≡ 1. Then we wish to solve
We then approximate the function
by an interpolatory polynomial. Here, we use bilinear interpolation and introduce the notation
where f j,i := f (x, u j , v i ), t :=
, and w :=
To obtain a linear system, we choose s to be the nodes of the inner mesh elements {s = (u j , v i )} N j,i=1 . Then to form g(x, s) and κ N µ(x, s) the following integrals must be evaluated for j, i = 0, . . . , N and s = (u m , v n ), m, n = 1, . . . , N:
Note that when s lies on a corner of the mesh element over which we are integrating, an integrable singularity will be present in the integrand. When s does not coincide with a corner of the mesh element over which we are integrating, the above integrals are not singular, and they can be computed using a numerical quadrature method such as 2D Gauss-Legendre quadrature. The integrals over mesh elements on which s is a corner can be evaluated analytically.
The other 12 cases in which s lies on one of the other three corners of the mesh element are very similar, and the case of a nonuniform mesh is omitted for brevity.
. By regrouping terms, the numerical integration operator in (46) can now be written as
where 
where I is the N 2 × N 2 identity matrix. This system can be solved by equating the real and imaginary parts to obtain two linear systems in real variables with two vectors of unknowns. Namely,
where µ = a + ib. Solving the linear system gives {µ(x, (u j , v i ))} N j,i=1 . Note that this procedure must be repeated for each x in the region of interest. However, the factors J ji α (s) in the matrix A need only be computed once, which saves computation time.
Numerical examples
In this section we present reconstructions of high-contrast and low-contrast C ∞ conductivities from numerically simulated Dirichlet-to-Neumann data. We include two radially symmetric conductivities. By theorem 3.3 we know that for a radial conductivity, the scattering transform t(k) is rotationally invariant and real-valued. Thus it is enough to find t(k) for a collection of positive real numbers instead of a 2D grid of k-values.
The method of section 4.3 was used with
] 2 and N = 29 to solve the forward problem of computing µ(x, k) from knowledge of γ . This enabled us to compute t(k) directly from (6) using Gauss-Legendre quadrature for purposes of comparison with the t(k) computed from the Dirichlet-to-Neumann data. The Dirichlet-to-Neumann data was obtained by the method described in section 4.1, using roughly N = 9000. The scattering transform t(k) was computed from the data using the method described in section 5.1. The functions µ were reconstructed from t(k) by the method described in section 5.2.
We start by constructing a building block for smooth conductivities. Let 0 < d < 1 and define a non-negative
where α > − exp(2/d 2 ) is a real constant. Note that supp(γ − 1) = B(0, d) and that γ is bounded away from zero. The Schrödinger potential q, corresponding to γ , is now
and this expression is possible to compute in closed form.
Example 1
We begin by studying a radially symmetric, low-contrast conductivity in which a linearized reconstruction algorithm might also be expected to yield a good reconstruction. Let γ be given by (60) with d = The Dirichlet-to-Neumann data λ n − |n|, where λ n are eigenvalues of γ , were computed for n = 1, . . . , 32 by the method given in section 4.1, with N = 9000. Figure 4 contains logarithmic plots of the upper and lower bounds for {λ n − |n|} 32 n=1 . The scattering transform t dat (k) was computed from the lower-bound data {λ n − |n|} 32 n=1 using the series (41). In figure 3 we compare the reconstructed scattering transform t dat (k) with t LS (k) obtained from the solution of the Lippmann-Schwinger equation as described above and to the Fourier transformq evaluated at 2|k|. It is seen that the series (41) begins to diverge around k = 50. However, in this example, t dat (k) is in close agreement with t LS (k), with a relative error of were found to be 1% for both the reconstruction from t LS (k) and the reconstruction from t dat (k).
Example 2
In this example we consider a radially symmetric high-contrast conductivity in which we would not expect a linearized reconstruction algorithm to give accurate conductivity values. We let γ be given by (60) with d = 1 2 and α = e 8 . The conductivity is plotted in figure 1 and has amplitude 4 and is very near one for |x| > 0.2. Again the scattering transform t dat (k) was computed from the lower-bound data. Plots of t dat (k), t LS (k), andq(2|k|) are found in figure 3 . In this example t dat (k) and t LS (k) differ more significantly fromq(2|k|), and the relative error between t dat (k) and t LS (k) is 15% for k ∈ [1, 35] . Note that t dat (k) fails to approach zero for large |k|. Despite this fact, t dat (k) gave very good reconstructions of γ . The∂ equation was solved with the same k mesh and x values as in example 1. Again, the values of γ 1/2 (x) were simply approximated by γ 1/2 (x) := Re (µ(x, (0.9, 0.9))). The reconstructions of γ are found in figures 7 and 8. The relative errors in γ were found to be 6.8% for the reconstruction from t LS (k) and 7.2% for the reconstruction from t dat (k).
Conclusion
The purpose of this paper was to demonstrate the feasibility of implementing the direct reconstruction algorithm outlined by Nachman in [23] . We described our implementation and several relevant theoretical results. We do not give a thorough study of the error and computational complexity specific to our implementation. The method was found to effectively restore conductivity values for both high-and low-contrast radially symmetric C ∞ conductivities.
The method applies to more general conductivities and, in particular, the solution of thē ∂ equation took no advantage of the rotational symmetry.
