This paper is concerned with the bifurcation structure of positive stationary solutions for a generalized Lotka-Volterra competition model with diffusion. To establish the structure, the bifurcation theory and the interval arithmetic are employed.
Introduction
This paper is concerned with the bifurcation structure of positive solutions for the stationary problem 0 = Du + f(u), x ∈ (0, ), 
After simple calculations, we can easily check that for each n ∈ R + and d
, the linearized operator of (1.1) around u =û has the only eigenvalue (respectively, at least two eigenvalues) with positive real part for any > 1 (respectively, 0 < < 1), where
In brief, D(n, ) consists of d ∈ R 2 + such that the linearized operator with = 1 has the eigenvalue 0 with the corresponding eigenfunction v cos x, where v is a nontrivial solution of (−D + f u (û))v = 0. The bifurcation theory gives us the fact that positive nonconstant solutions of (1.1), which are represented as
with auxiliary parameter ∈ R, bifurcate from u =û at = 1/k 2 for any fixed n ∈ R + , d ∈ D(n, ) and k ∈ N. As the multiple existence of positive nonconstant solutions is suggested, one important problem is to seek all positive solutions of (1.1). In this paper, as a first step to answer the problem, we shall establish the local bifurcation structure of positive solutions of (1.1) with respect to for suitably fixed = (n, , d).
We define the relation ≺ by
and set
For each ∈ N, we denote by E( ) the set of ( , u(.)) ∈ R + × X such that u(x) is a positive solution of (1.1) for , and by E k ( ) (k ∈ N) the set of ( , u(.)) ∈ E( ) such that there exists ∈ {0, 1} such that (−1) j + u (x) 0 holds on ( j/k, (j + 1)/k) for any integer 0 j < k. By definition, we have k 0 E k ( ) ⊂ E( ) for any ∈ N, and see that ( , u(.)) ∈ E k ( ) is equivalent to (k 2 , u(./k)) ∈ E 1 ( ) for each ∈ N and k ∈ N.
The above lemma says that for each ∈ N, we can understand the complete structure of E( ) by using the information on the structure of E 1 ( ). In consideration of results in [1, 2] , we may have the following conjecture: Conjecture 2. Let ∈ N be fixed. Then there exist continuous functions u − (., , ) and u + (., , ) such that
Fig . 1 shows the bifurcation structure of positive solutions for (1.1) which is suggested by the above conjecture. In this paper, to discuss the validity of the above conjecture, we shall establish the following result by employing the numerical verification method:
The above theorem means that the bifurcation structure shown in Fig. 1 is valid in a neighborhood of the bifurcation point ( , u) = (1,û) for each ∈ N 2 . Fig. 2 shows numerical bifurcation diagrams for the case where n = 1.1 and d u = d v are satisfied. The horizontal and vertical axes mean the value of and u(0)/û, respectively. This figure suggests that there exists a subregion of N such that Conjecture 2 is not valid.
In this paper, to determine the geometrical position on the curve of positive nonconstant solutions for (1.1) bifurcating from u =û at = 1, we employ the numerical verification method such as the interval arithmetic built into Mathematica.
with positive constants b, c and n j , we have not succeeded in establishing the geometrical position, so that the bifurcation structure for (1.1) with more general nonlinearity f 0 (u) is still open.
In the next section, we shall only discuss the numerical method to verify the fact of Theorem 3, because we employ Theorem 3 and the argument in [2] and then we can prove that Conjecture 2 is valid for each ∈ N 2 (see [3] ).
Numerical verification of local bifurcation structure
Let ∈ N 2 be arbitrarily fixed. Settinĝ
and then we obtain (y,ŵ) ∈ J for any ∈ N 2 . We should note here that although N 2 is an unbounded domain in R 5 , J is a bounded domain in R 3 . We can represent (1.1) as
by the change of variables u =û U and v =v V , and check that the linearized operator of (2.1) around (U, V ) = (1, 1) for = 1 has the simple eigenvalue 0 with the corresponding eigenfunction
into (2.1), we havẽ
(y,ŵ)
, where r (1) (n, y,ŵ) = 6r
It is easy to check r (2) 1 (n, y,ŵ) > 0 for any n 2 and (y,ŵ) ∈ J. From r (2)
we obtain r (2) 2 (y,ŵ) > 0 for any (y,ŵ) ∈ J, which implies that the denominator of˜ 2 (0, ) is positive for any ∈ N 2 . Hereafter, we shall discuss the numerical method to verify r (1) k (y,ŵ) < 0 for any (y,ŵ) ∈ J and k ∈ K ≡ {0, 1, 2}. Without loss of generality, we may assumeŵ ẑ by the change of the role between u and v if necessary. From r (1) 
we have r (1) k (y,ŵ) < 0 for any y in a neighborhood of y = 0 and 1 for eachŵ ∈Ĵ and k ∈ K. Let k ∈ K be arbitrarily fixed.
First of all, let us consider the case whereŵ is close to the origin. By
2 (y,ŵ) = −y 4 (y − 1)(4y − 7) + o (1) asŵ → 0, we should remark here that r (1) 
we have p (2) k (1,ŵ) < p (1) k (1,ŵ) for anyŵ ∈Ĵ because of r (1) k (y,ŵ) = y 2 (p (2) k (y,ŵ) − p (1) k (y,ŵ) ).
1,2 = −10,r
2,2 = −7, r (1) k,3 (ŵ) =r (1) k,3ẑ (1 + o (1) (2) k (1,ŵ) = 2r (1) k,4 + 3r
Since p (1) k (y,ŵ) is positive and decreasing in y ∈ R + for eachŵ ∈Ĵ − k,1 , we have p (2) k (y,ŵ) < p (1) k (y,ŵ) for anŷ w ∈Ĵ − k,2 and y ∈ [ẑ, 1), wherê
k (1,ŵ) .
k (y,ŵ)) < 0 .
Hence, we obtain r (1) k (y,ŵ) < 0 for any y ∈ (0, 1) andŵ ∈Ĵ 
To do this, we divide J + into rectangular regions such that the length of sides for each region is less than 4 −7 , examine the sign ofr + k (y,ẑ, q) for each region by using the interval arithmetic built into Mathematica, and then we can verifyr [ReplaceAll[ep2, First[Solve[p3tbl[[3] [Collect[Coefficient[ph2, y, 4] , z, Factor], {w → iv, z → iv}]; tmp2 = ReplaceAll [Collect[ReplaceAll[D[ph2, y] , y → 1], z, Factor], {w → iv, z → iv}]; tmp3 = ReplaceAll [Collect[Cancel[ReplaceAll[ph2, y → z] /z ∧ 2], z, Factor], {w → iv, z → iv}]; tmp4 = ReplaceAll [Collect[Cancel[ReplaceAll[D[ph2, y] 
