In this work, linearized multivariate skew polynomials with coefficients over division rings are introduced, which generalize univariate linearized polynomials. It is shown that they are right linear over a division subring called centralizer, and their evaluation is connected to the arithmetic evaluation of free multivariate skew polynomials. It is shown that P-independence corresponds to right linear independence over centralizers of pair-wise disjoint conjugacy classes. Hence it is deduced that finitely generated P-closed sets correspond to lists of finite-dimensional right vector spaces according to the partition of the P-closed set into conjugacy classes. Similarly, it is shown that products of free multivariate skew polynomials translate into coordinate-wise compositions of linearized multivariate skew polynomials, and compositions over a single conjugacy class translates into matrix products over the corresponding centralizers.
Introduction
The concept of univariate skew polynomial was introduced by Ore in [35] . They are defined as elements of the most general polynomial ring where the commutativity axiom is dropped, that is, a (commutative or non-commutative) algebra over a division ring with a basis of monomials 1, x, x 2 , . . . whose product satisfies that x i + x j = x i+j , for all non-negative integers i, j, and such that the degree of the product of two skew polynomials is the sum of their degrees.
A natural definition of evaluation of univariate skew polynomials, via Euclidean division, was introduced by Lam and Leroy in the works [20, 22] . Thanks to this concept of evaluation, Lam and Leroy introduced the concept of P-independence of evaluation points in [20, 21] , which in turn gives rise to the concept of P-closed set (Definition 16), and P-basis (Definition 19) of a P-closed set. Intuitively, a finite set of evaluation points is P-independent if we may perform Lagrange interpolation over them, i.e., any set of values (of the right size) can be attained by evaluating some skew polynomial over such evaluation points (see Theorem 2) .
In [20, Theorem 23] , it was shown that a set of evaluation points is P-independent if, and only if, the subsets in its partition into conjugacy classes (Definition 14) are each P-independent. Later in [22, Theorem 4.5] , it is shown that a set of evaluation points, all from the same conjugacy class, is P-independent if, and only if, the exponents in the conjugacy relation are right linearly independent over the corresponding centralizer (Definition 10).
With these two results, Lam and Leroy gave a simple explicit method to find the rank of matrices obtained by evaluating (univariate) skew polynomials, which generalize Vandermonde matrices [40] and are related to Moore matrices [30] and Wronskian matrices [13] . Later on, such method for finding the rank of such general Vandermonde matrices that use evaluations of skew polynomials was used in [26] to show that linearized Reed-Solomon codes (introduced in [26, Definition 31] ) have maximum sum-rank distance. Linearized Reed-Solomon codes are defined by evaluating certain operator polynomials that generalize classical univariate linearized polynomials over finite fields [25, Chapter 3] . Evaluations of such polynomials are tightly connected to Lam and Leroy's concept of evaluation for skew polynomials via a particular case of a result by Leroy [24, Theorem 2.8 ]. Since such operator polynomials are right linear over the corresponding centralizer, they can be seen as a linearization of skew polynomials. The generator matrices of linearized Reed-Solomon codes [26, page 604] are a linearized version of the skew Vandermonde matrices defined in [20, 22] and actually recover as particular cases Vandermonde, Moore and Wronskian matrices. For this reason, linearized Reed-Solomon codes also recover as particular cases Reed-Solomon codes [37] , which are MDS (maximum distance separable) and Gabidulin codes [8] , which are MRD (maximum rank distance). These codes have numerous applications in error correction in telecommunications, repair in data storage or information-theoretical security, among others. Most notably, Reed-Solomon codes been extensively used in practice, including CDs, DVDs, QR codes, satellite communications and the storage system RAID 6.
In [28] , free multivariate skew polynomials were introduced, following Ore's definition: They are the most general polynomial ring in several free variables (variables are not allowed to commute either) such that the product of two monomials consists in appending them and the degree of a product of two skew polynomials is the sum of their degrees. Thanks to the lack of relations between the variables, the concept of evaluation was extended in [28, Definition 9] due to the uniqueness of remainders in the Euclidean division [28, Lemma 5] , which cannot be guaranteed for iterated skew polynomial rings (see [28, Remark 8] and [10, Example 3.7] ) or if the variables are allowed to commute (see [28, Remark 7] ). The concepts of conjugacy, P-independence and skew Vandermonde matrices were then extended to such a multivariate case in [28] , leading to a skew Lagrange interpolation theorem [28, Theorem 4] and equating the rank of a skew Vandermonde matrix to the rank of the P-closed set generated by the corresponding evaluation points [28, Proposition 41] .
In this work, we introduce a concept of multivariate polynomials on certain operators, as done in [26] , which we will call linearized multivariate skew polynomials (Subsection 2.2), and we show that their natural evaluation is also tightly connected to the arithmetic evaluation of free multivariate skew polynomials (Subsection 2.3).
We will use this connection and skew Lagrange interpolation [28, Theorem 4] to extend the results [20, Theorem 23] and [22, Theorem 4 .5] to find an explicit representation of P-closed sets as a disjoint union or a list of right vector spaces over the corresponding centralizers (Theorems 4 and 5 in Section 3), and similarly for its P-bases.
We will then show that compositions of linearized multivariate skew polynomials, seen as right linear maps, coincide with matrix products, and products of free multivariate skew polynomials can be mapped onto coordinate-wise compositions of linearized multivariate skew polynomials over pair-wise disjoint conjugacy classes (Section 4), which is hence equivalent to products of block-diagonal matrices. The final two sections of this work constitute applications of the theory developed up to this point.
In Subsection 5.2, we will define linearized multivariate Vandermonde matrices, connect them to skew multivariate Vandermonde matrices [28] , and provide a simple explicit criterion to determine its rank (Theorem 11 in Subsection 5.2) similar to that obtained by combining [20, Theorem 23] and [22, Theorem 4.5] . In Subsection 5.3, we introduce skew and linearized Reed-Muller codes, calculate their dimension and show a connection between their minimum skew and sum-rank distances (respectively) and their minimum Hamming distance.
Finally, in Section 6 we introduce the concept of P-Galois extensions of division rings, which generalize Galois extensions of fields. We then generalize to these P-Galois extensions of division rings three classical results in Galois theory [3] . In Subsection 6.2, we generalize Artin's Theorem [3, Theorem 14] , which calculates the dimension of the larger field over its subfield. In Subsection 6.3, we generalize the Galois correspondence [3, Theorem 16] . Finally, in Subsection 6.4, we generalize Hilbert's Theorem 90 [3, Theorem 21] .
Notation
For a set A and positive integers m and n, A m×n will denote the set of m × n matrices over A, and A n will denote the set of column vectors of length n over A. That is, A n = A n×1 . Given another set B, we denote by B A the set of all maps A −→ B.
Unless otherwise stated, F will denote a division ring, that is, a commutative or noncommutative ring with identity such that every non-zero element has another non-zero element that is both its left and right inverse. A field is a commutative division ring. On a ring R, we will denote by (A) ⊆ R the left ideal generated by a set A ⊆ R, and on a left vector space V over F, we will denote by B L ⊆ V the F-linear left vector space generated by a set B ⊆ V. We use the simplified notations (F 1 , F 2 , . . . , F n ) = ({F 1 , F 2 , . . . , F n }), for F 1 , F 2 , . . . , F n ∈ R, and G 1 , G 2 , . . . , G n L = {G 1 , G 2 , . . . , G n } L , for G 1 , G 2 , . . . , G n ∈ V. Similarly for right vector spaces, where we denote B R . We denote by dim L F and dim R F left and right dimensions over F. Rings are not assumed to be commutative, but all of them will be assumed to have multiplicative identity, and all ring morphisms map multiplicative identities to multiplicative identities.
Main definitions and the natural evaluation maps
In this section, we define linearized multivariate skew polynomials. We extend the notion of centralizers, defined in [22, Equation ( 3.1)] for the univariate case (which was in turn an extension of the classical notion of centralizers of non-commutative division rings), and we show that linearized multivariate skew polynomials are right linear over the corresponding centralizer. Finally, we show that the natural evaluation on linearized multivariate skew polynomials corresponds to evaluation as proposed in [28, Definition 9 ].
Skew polynomials and skew evaluation
We start by revisiting the concepts of free multivariate skew polynomials from [28, Section 2] . These are the building blocks for defining skew polynomial rings with relations [28, Section 6] , which are simply quotient rings of the free ring. For brevity, we will usually drop the term multivariate.
Definition 1 (Free multivariate skew polynomial rings [28] ). Given a ring morphism σ : F −→ F n×n , we say that δ : F −→ F n is a σ-derivation if it is additive and
for all a, b ∈ F. Let x 1 , x 2 , . . . , x n be n pair-wise distinct letters, which we will call variables, and denote by M the free (non-commutative) monoid on such letters, whose elements are called monomials and where 1 denotes the empty string. The free (multivariate) skew polynomial ring over F in the variables x 1 , x 2 , . . . , x n with morphism σ and derivation δ is the left vector space F[x; σ, δ] with left basis M and product given by appending monomials and the rule
for a ∈ F, which are called constants. Here, we denote
Observe also that (1) is a short form of the equations
for i = 1, 2, . . . , n, where σ i,j and δ i denote the component functions of σ and δ, respectively. Each element F ∈ F[x; σ, δ] is called a free multivariate skew polynomial, or simply skew polynomial, and can be uniquely written as
where F m ∈ F, for m ∈ M, are called the coefficients of F , which are all zero except for a finite number of them. Define the degree of a monomial m ∈ M as its length as a string, and define the degree of a non-zero skew polynomial F ∈ F[x; σ, δ], denoted by deg(F ), as the maximum degree of a monomial m ∈ M such that F m = 0. We also define deg(0) = ∞.
Following Ore's line of thought [35] , it was shown in [28, Theorem 1] that pairs (σ, δ) as in the previous definition correspond bijectively, via the rule (1), with products in the left vector space R with basis M that turn R into a ring with unit 1, where products of monomials consists in appending them and where
for all F, G ∈ R. The notation R = F[x; σ, δ] emphasizes the ring structure on R given by the pair (σ, δ) via (1). It was claimed in the proof of [28, Theorem 1] that equality in (4) holds trivially in all cases. However, the only properties used throughout [28] and this work are (4) and deg(F m) = deg(F ) + deg(m), for F ∈ F[x; σ, δ] and m ∈ M, which are indeed trivial from the definitions. Note that it follows immediately that equality holds in (4) whenever there is only one monomial in G of maximal degree among monomials in G (for instance G = x i − a i , where a i ∈ F, or any product of such linear skew polynomials). Furthermore, equality always holds in (4) if σ(a) ∈ F n×n is triangular, for all a ∈ F. This is the case in which iterated skew polynomial rings that do not violate (4) are quotients of F[x; σ, δ] (see [28, Remark 21] ). Moreover, any skew polynomial ring over a finite field is ring ismorphic, via an isomorphism that preserves degrees, to a skew polynomial ring where σ is diagonal, see Examples 3 and 4 below and [27] . Thus (4) is always an equality in such cases.
If we denote by Id : F −→ F n×n the ring morphism given by Id(a) = aI, for a ∈ F, where I ∈ F n×n is the n × n identity matrix, then F[x; Id, 0] is the free conventional polynomial ring in the variables x 1 , x 2 , . . . , x n , and is the only skew polynomial ring where constants and variables commute. In other words, free multivariate skew polynomial rings are nothing but free multivariate polynomial rings where the commutativity axiom is dropped.
As mentioned in [28, Section 2] , the free multivariate skew polynomial ring F[x; σ, δ] can also be characterized by a universal property using the rule (1) . We now state this property, leaving the proof to the reader. Lemma 2. Let R be a left F-algebra such that there exist elements y 1 , y 2 , . . . , y n ∈ R satisfying
for i = 1, 2, . . . , n, for all a ∈ F. Then there exists a unique left F-algebra morphism ϕ :
We conclude the subsection by giving a few examples of ring morphisms and derivations to show how we recover classical objects but also less classical ones.
Example 3 (Diagonal and triangular morphisms). A ring morphism σ : F −→ F n×n satisfies that σ i,j (a) = 0, for all a ∈ F and all i = j if, and only if, there exist ring endomorphisms σ i : F −→ F, for i = 1, 2, . . . , n, such that
for all a ∈ F. It is trivial to check that the σ-derivations in this case are precisely those such that δ i is a σ i -derivation, for i = 1, 2, . . . , n. In this case, we say that σ is a diagonal morphism and we denote it by σ = diag(σ 1 , σ 2 , . . . , σ n ). Similarly for triangular morphisms.
Example 4 (Similar morphisms and derivations). It is easy to see that, given an invertible matrix A ∈ F n×n and a ring morphism σ : F −→ F n×n , the similar or conjugate map τ = AσA −1 : F −→ F n×n , given by τ (a) = Aσ(a)A −1 for a ∈ F, is also a ring morphism. Furthermore, its derivations are of the form Aδ : F −→ F n , for a σ-derivation δ : F −→ F n . We say that a ring morphism σ : F −→ F n×n is diagonalizable (resp. triangulable) if it is similar to a diagonal (resp. triangular) ring morphim.
It was shown in [27, Theorem 2] that all ring morphisms σ : F −→ F n×n are diagonalizable if F is a finite field. However, this is far from the case in general, as we will next show.
Example 5 (Wild example I). Let p be a prime number and let F = F p (z) be the field of rational functions over F p . The ring morphism σ :
for f (z) ∈ F p (z), where δ = d/dz is the usual standard derivation in F p (z), is upper triangular but is not diagonalizable: Simply note that the subfield of F p (z) fixed by σ is F p (z p ), but there is no field endomorphism of F p (z), other than the identity, leaving the elements in F p (z p ) fixed.
Example 6 (Wild example II). Let F = F 4 (z) and let γ ∈ F 4 be a primitive element (F * 4 = {1, γ, γ 2 } and γ 3 = 1). Define the matrix
has a matrix inverse (that is, its inverse lies inside the ring F 4 (z) 2×2 ). Hence there exists a unique ring morphism σ Z :
In general, it is given by
and ∂(f (z)) ∈ F 4 [z] are formed by the even and odd terms in
, and extended uniquely to F 4 (z). The subfield of elements in F 4 (z) fixed by σ Z is F 4 (z 6 ). Therefore, σ Z is neither diagonalizable nor triangulable, since there is no field endomorphism or derivation of F 4 (z), or a combination of both, whose subfield of fixed and/or annihilated elements is F 4 (z 6 ). To see this, note that any derivation δ of F 4 (z) is of the form δ = δ(z)d/dz, where δ(z) ∈ F 4 and d/dz is the usual standard derivation. For δ(z) = 0, the subfield of F 4 (z) of elements annihilated by δ is F 4 (z 2 ), but again, no field endomorphism of F 4 (z 2 ), other than the identity, leaves the elements in F 4 (z 6 ) fixed.
Finally, it is worth showing how multiplication in F[x 1 , x 2 ; σ Z , 0] works. Letting k be a positive integer and setting a = z 2k−1 and a = z 2k in (2) we have, respectively, that
Although Examples 5 and 6 may seem pathological, the field F q (z), where q is a power of a prime number (typically a power of 2), appear naturally in Engineering applications, such as convolutional error-correcting codes [7] . Similarly, algebraic extensions of F q (z) form the basis of algebraic-geometry codes [11] .
The idea behind free skew polynomials as in Definition 1 is that they admit a natural arithmetic evaluation map, which we will call skew evaluation and which is guaranteed by unique remainder Euclidean division. The following definition is [28, Definition 9] and is consistent due to [28, Lemma 5] .
Definition 7 (Skew evaluation [28] ). For a = (a 1 , a 2 , . . . , a n ) ∈ F n and a skew polynomial F ∈ F[x; σ, δ], we define its evaluation, denoted by F (a) = E S a (F ), as the unique element
Given a set Ω ⊆ F n , we define the skew evaluation map over Ω as the left linear map
Note that the skew evaluation map depends on the pair (σ, δ). This will be the case with most of the objects defined from now on. However, we will not write such a dependency for brevity, unless it is necessary to avoid confusions.
The main motivation behind free multivariate skew polynomials is that Definition 7 is consistent. In contrast, if variables are allowed to commute (as considered, for instance, in [2] ), then such a definition is not consistent unless F is a field, σ = Id and δ = 0 (see [28, Remark 7] ). Definition 7 would not always be consistent either for iterated skew polynomials (see [28, Remark 8] and [10, Example 3.7]).
Linearized polynomials and linearized evaluation
We now turn to linearized (multivariate) skew polynomials. The idea is to turn skew polynomials into linear maps by giving an alternative evaluation map. Remarkably, both evaluation maps are related by a simple formula involving the conjugacy relation (Theorem 1), which was proven in [24, Theorem 2.8] for the univariate case (see also [26, Lemma 24] ). However, one major difference arises in the multivariate case. On the one hand, skew polynomials are evaluated on an n-dimensional affine point over F. On the other hand, for each representative of a conjugacy class (see Definition 14) , linearized skew polynomials are evaluated on an element of the division ring F. Definition 8 (Linearized multivariate skew polynomials). Given a ring morphism σ : F −→ F n×n , a σ-derivation δ : F −→ F n , a point a ∈ F n and a monomial m ∈ M, we define the operator D m a : F −→ F recursively as follows. We start by defining D 1 a = Id. Next, if D m a is defined for m ∈ M, then we define
for all β ∈ F. For convenience, we denote by D a : F −→ F n the operator given by
for all β ∈ F. Hence, by definition, we have that
for all m ∈ M and all a ∈ F. We then define the left vector space of linearized (multivariate skew) polynomials F[D a ] over F, with variables x 1 , x 2 , . . . , x n , morphism σ, derivation δ and conjugacy representative a, as the left vector space generated by the set of operators D M a = {D m a | m ∈ M}, which need not be a basis nor be in a one-to-one correspondence with M. We define the left linear (surjective) map
and we denote F D = φ a (F ), for all F ∈ F[x; σ, δ], omitting the dependency on a for brevity.
Observe that classical (univariate) linearized polynomials over finite fields [25, Chapter 3] as considered originally by Moore [30] and Ore [34] are the elements in the ring F[D a ] from Definition 8 whenever F = F q is a finite field, n = 1, δ = 0 and a = 1.
From the definition itself, linearized polynomials admit a natural evaluation, which we will call linearized evaluation.
Definition 9 (Linearized evaluation). Given a ∈ F n , for a linearized polynomial
Given a set Ω ⊆ F, we define the linearized evaluation map over Ω as the left linear map Definition 10 (Centralizers). Given a ∈ F n , we define its centralizer as
The proof of the following lemma is straightforward.
That is, for all β, γ ∈ F and all λ ∈ K a , it holds that
Thus, we have provided a type of evaluation that turns skew polynomials into linear maps over certain division subring. Interestingly, centralizers are the largest division subrings over which linearized polynomials are right linear. We will use this result later, for instance to establish P-Galois correspondences (see Subsection 6.3), since it allows to recover K a from F[D a ].
Proposition 12. For all a ∈ F n , it holds that
In other words, K a is the largest division subring K of F such that every linearized polynomial in F[D a ] is right linear over K.
Proof. The inclusion ⊆ is Lemma 11. For the reversed inclusion, choose β = 1 and F Da = D xi a , for some i = 1, 2, . . . , n. Then D xi a (λ) = D xi a (1)λ = a i λ. Thus D a (λ) = aλ and hence λ ∈ K a by definition.
In the next subsection, we connect both types of evaluation.
Connecting both evaluations
We now give the main connection between skew evaluation and linearized evaluation. This result extends the last part of [24, Theorem 2.8] from the univariate to the multivariate case. See also [26, Lemma 24] . It is worth giving a meaningful proof of the connection between both evaluations, which requires the concepts of norm and conjugacy, which we will use again later in the paper.
The following formula for the skew evaluation of monomials was given in [28, Theorem 2] and motivates the definition of multivariate norms.
Lemma 13 (Multivariate norms [28] ). Given a monomial m ∈ M and a point a ∈ F n , denote by N m (a) = E S a (m) ∈ F the evaluation of the skew monomial m at a. It holds that
or in other words, it holds that N xm (a) = D a (N m (a)).
By choosing n = 1 and δ = 0, the previous maps N m recover the concept of norm (or "truncated norm"). For this reason, we will call N m (a) the mth (multivariate) norm of a.
We next revisit the concept of conjugacy. The following definition is [28, Definition 11] .
Definition 14 (Conjugacy [28] ). Given a ∈ F n and β ∈ F * , we define the conjugate of a with respect to β, which is called exponent, as
We give the exponential notation a β for simplicity and for consistency with previous notation (see [20, 21, 22, 23, 28] ). Recall from [28, Lemma 12] that conjugacy defines an equivalence relation in F n , thus a partition of F n into conjugacy classes, which will be denoted by
for a ∈ F n . Linearized polynomials and centralizers over conjugate points can be connected easily as follows. The proof is straightforward.
Lemma 15. Let a, b ∈ F n and γ ∈ F * be such that b = a γ . Then it holds that
We may now prove the connection between linearized and skew evaluations. This result can be seen as an explicit linearization of the map β → N m (a β ) that maps an exponent β to the mth norm of the conjugate a β of a. Theorem 1. Given a ∈ F n , β ∈ F * and F ∈ F[x; σ, δ], and denoting D = D a , it holds that
In particular, for all monomials m ∈ M, we have that
Proof. By linearity, we only need to prove (11) , for all m ∈ M. The case m = 1 is trivial. Assume now that it is true for a given m ∈ M. Combining Equations (5) and (8) with Lemma 15, and denoting b = a β = D a (β)β −1 , we have that
and we are done.
Linearizing sets of roots and Lagrange interpolation
The structure of sets of roots play a central role in the study of conventional polynomials. In particular, Lagrange interpolation behaves well when the evaluation points form a "basis" of some set of roots, meaning that they can be differentiated by taking "independent" values on different polynomials. This is also true for skew polynomials [28, Theorem 4] and leads to the concepts of P-closed sets, P-independence and P-bases, where "P" stands for "polynomial". Such concepts were introduced by Lam and Leroy in [20, 21, 22] for n = 1, and in [28] for the multivariate case. By looking at Theorem 1, we see that after fixing a conjugacy representative, the set of roots of a skew polynomial in that conjugacy class corresponds to certain right vector subspace of F. Furthermore, by Lemma 15, there is a simple way of changing the conjugacy representative. This suggests a linear structure of sets of roots on each conjugacy class separately.
In this section, we will give such a linearized structure of the sets of roots of skew polynomials and linearized polynomials. In Section 3.1, we revisit the concepts of P-closed sets, P-independence, P-bases and skew Lagrange interpolation from [28] . In Section 3.2, we show that P-independence in one conjugacy class corresponds to right linear independence over the corresponding centralizer. In Section 3.3, we show that, in general, P-independent sets correspond simply to disjoint unions of right linearly independent elements over the different centralizers. We will also give descriptions in terms of lattices.
The results in Subsections 3. 
P-closed sets and skew Lagrange interpolation
We revisit the concepts of P-closedness and skew Lagrange interpolation from [28] , all of which were previously introduced in [20, 21, 22] for n = 1. As in classical algebraic geometry, given a set A ⊆ F[x; σ, δ], we define its set of roots, or zero set for brevity, as
Conversely, given a set Ω ⊆ F n , we define its associated ideal as
which is a left ideal of F[x; σ, δ] by Definition 7. The following definition is [28, Definition 16] .
Definition 16 (P-closed sets [28] ). Given a subset Ω ⊆ F n , we define its P-closure as Ω = Z(I(Ω)), and we say that Ω is P-closed if Ω = Ω. P-closed sets form all sets of roots of skew polynomials [28, Proposition 15, Item 8] . Furthermore, the P-closure of a set Ω ⊆ F n is the smallest P-closed set in F n containing Ω [28, Lemma 17] . This naturally leads to the following concepts, given in [28, Definitions 22, 23 & 24] , respectively.
Definition 17 (P-generators [28] ). Given a P-closed set Ω ⊆ F n , we say that G ⊆ Ω generates Ω if G = Ω, and it is then called a set of P-generators for Ω. We say that Ω is finitely generated if it has a finite set of P-generators.
Definition 18 (P-independence [28] ). We say that a ∈ F n is P-independent from Ω ⊆ F n if it does not belong to Ω. A set Ω ⊆ F n is called P-independent if every a ∈ Ω is P-independent from Ω \ {a}. P-dependent means not P-independent.
Definition 19 (P-bases [28] ). Given a P-closed set Ω ⊆ F n , we say that a subset B ⊆ Ω is a P-basis of Ω if it is P-independent and a set of P-generators of Ω. P-bases are minimal sets of P-generators of a P-closed set [28, Proposition 25] and, for a finitely generated P-closed set, they also correspond to its maximal P-independent subsets [28, Lemma 36] . Another important result is the following, which combines [28, Corollary 26] and [28, Corollary 32] . Lemma 20 ([28] ). If a P-closed set is finitely generated, then it admits a finite P-basis, and any two of its P-bases are finite and have the same number of elements.
Thus the following definition is consistent. It was given in [28, Definition 33] .
Definition 21 (Ranks [28] ). Given a finitely generated P-closed set Ω ⊆ F n , we define its rank, denoted by Rk(Ω), as the size of any of its P-bases.
Moreover, P-closed subsets of finitely generated P-closed sets are in turn finitely generated [28, Corollary 37] .
If Ω is finitely generated, then so is Ψ.
The main feature of P-bases of finitely generated P-closed sets is the following result on the existence and uniqueness of skew Lagrange interpolating polynomials, which is [28, Theorem 4] .
Theorem 2 (Skew Lagrange interpolation [28] ). Let Ω ⊆ F n be a finitely generated P-closed set with finite P-basis B = {b 1 , b 2 , . . . , b M }, where M = Rk(Ω). The following hold: 30] . This is the concept that will allow us to extend the crucial results [22, Theorem 4.5] and [20, Theorem 23] to multivariate skew polynomials. Notice that the technique of minimal skew polynomial of a left ideal, used in [20, 22] , cannot be used in the multivariate case, since multivariate skew polynomial rings are not principal (left) ideal domains. In our view, the concept of dual bases was the main contribution of Lagrange [19] and Waring [41] in classical polynomial interpolation (since uniqueness and existence of polynomial interpolators was completely solved earlier by Newton [29, Section III-B]).
For every
a 1 , a 2 , . . . , a M ∈ F, there exists F ∈ F[x; σ, δ] such that deg(F ) < M and F (b i ) = a i , for i = 1, 2, . . . , M .
Skew Lagrange interpolation leads to the concept of dual P-bases, introduced in [28, Definition
Definition 23 (Dual P-bases [28] ). Given a finite P-basis B = {b 1 , b 2 , . . . , b M } of a P-closed set Ω ⊆ F n , we say that a set of skew polynomials
Thus the following is an immediate consequence of skew Lagrange interpolation, and was given in [28, Corollary 31] .
Corollary 24 ([28]
). Any finite P-basis, with M = Rk(Ω) elements, of a P-closed set Ω admits a dual P-basis consisting of M skew polynomials of degree less than M . Moreover, any two dual P-bases of the same P-basis define the same skew polynomial functions over Ω.
Another important consequence that we will use throughout the paper is the following left vector space isomorphism.
Corollary 25 ([28]
). If {F 1 , F 2 , . . . , F M } is a dual P-basis of a finitely generated P-closed set Ω ⊆ F n , then the natural projection map restricts to a left vector space isomorphism
Finally, a powerful tool to relate conjugate points will be the so-called product rule, given first in [22, Theorem 2.7] in the univariate case, and in [28, Theorem 3] in general.
Theorem 3 (Product rule [28] ). Given skew polynomials F, G ∈ F[x; σ, δ] and a ∈ F n , if G(a) = 0, then (F G)(a) = 0, and if β = G(a) = 0, then
Linearizing P-closed sets in one conjugacy class
In this subsection, we will give a linearized description of finitely generated P-closed sets that are generated by a subset of a single conjugacy class. As we will see, such finitely generated P-closed sets correspond to right linear subspaces of F over the corresponding centralizer. The results in this section extend [22, Theorem 4.5] from the univariate to the multivariate case.
The first important ingredient is the following equivalence between P-independence and right linear independence over a single conjugacy class.
Proof. We first prove the direct implication, which is significantly easier. Assume that B is P-
be a dual P-basis of B (Definition 23), which exists by Corollary 24. We may assume without loss of generality that there exist λ 1 , λ 2 , . . . , λ M−1 ∈ K a such that
Therefore by Lemma 11 and Theorem 1, denoting D = D a , it holds that
which is absurd since β M ∈ F * by hypothesis. Conversely, assume that B D is right linearly independent over K a . We will prove by induction on M that B is P-independent. The case M = 1 is obvious since singleton sets are always P-independent. Assume then that
by Theorem 3. By Lemma 15, we deduce that
Using the notation in Definition 14, a straightforward calculation (see [28, Lemma 12 , Item 1]) shows that (12) is equivalent to
which means that
The second important ingredient is to ensure that P-closed sets generated by a finite set inside a single conjugacy class remain contained in such a conjugacy class.
a P-basis of G, which exists by [28, Proposition 25] , and let {F 1 , F 2 , . . . , F M } be a dual P-basis of B (Corollary 24). There exists i = 1, 2, . . . , M such that F i (b) = 0, since otherwise we deduce from Corollary 25 that F (b) = 0, for all
. . , M , by Theorem 3. Since b ∈ B, we deduce from Theorem 2 and Theorem 3 that
Therefore b is conjugate to b i ∈ G and we are done.
We may now give the main result of this section, which gives a linearized description of P-closed sets generated by a finite subset of a single conjugacy class.
Theorem 4. Let a ∈ F n . The following hold:
for a finite-dimensional right vector space
given as in (13) is a finitely generated P-closed set.
Moreover if Item 1 or 2 holds, then B is a P-basis of Ω if, and only if,
In particular, we have that
Thus we deduce that the map Ω → Ω D is a bijection between finitely generated P-closed subsets of C(a) and finite-dimensional righ vector subspaces of F over K a .
Proof. Assume first the hypotheses in Item 1, and let B = {b 1 , b 2 , . . . , b M } ⊆ G be a minimal set of P-generators of Ω, hence a P-basis of Ω by [28, Proposition 25] . Let β i ∈ F * be such that b i = a βi , for i = 1, 2, . . . , M , which exist since G ⊆ C(a), and define
First, we have that Ω ⊆ C(a) by Lemma 27. Now, the equality in (13) follows directly from the equivalence between P-independence and right linear independence inside the conjugacy class C(a) by Lemma 26 (analogously to the paragraph below), and Item 1 is proven. Assume now the hypotheses in Item 2. Let B D = {β 1 , β 2 , . . . , β M } be a right basis of Ω D over K a , and define b i = a βi ∈ Ω, for i = 1, 2, . . . , M . We will prove that Ω = B, Lemma 36] we have that b ∈ B, and we conclude that Ω ⊆ B. Conversely, by Lemma 27, if b ∈ B, then b = a β , for some β ∈ F * . Again by Lemma 26, we have that β ∈ Ω D , and we conclude that B ⊆ Ω, and Item 2 is proven.
Finally, the claim on P-bases and right bases follows from Lemma 26 (analogously to the rest of this proof, see also [26, Corollary 27] ), and we are done.
We may deduce the following important consequence. As we will show in Subsection 6.4, this consequence is a generalization of Hilbert's Theorem 90.
Corollary 28. Let a ∈ F. The conjugacy class C(a) ⊆ F n is P-closed and finitely generated if, and only if, F is a finite-dimensional right vector space over K a . In such a case, we have that Rk(C(a)) = dim R Ka (F). Proof. Assume that C(a) ⊆ F n is a finitely generated P-closed set, and let Ω D be as in Item 1 in Theorem 4, for Ω = C(a). Let B D be a finite right basis of Ω D . If β ∈ F, we have that a β ∈ Ω, thus β is right linearly dependent from B D by Lemma 26. Hence F = Ω D , and F has finite right dimension over K a . The converse is trivial from Item 2 in Theorem 4. The last equality in the corollary follows directly from (14) .
We may also deduce the following important consequence. As we will show in Subsection 6.2, this consequence is a generalization of Artin's Theorem to prove Galois' Theorem. We will extend it to arbitrary finitely generated P-closed sets in Theorems 7 and 9, where we also consider the ring arithmetic of linearized polynomials.
Corollary 29. For all a ∈ F n , it holds that the map in (6) restricts to a left vector space
In particular, F[D a ] is a finite-dimensional left vector space over F if, and only if, F is a finitedimensional right vector space over K a , and in such a case, we conclude that
The fact that φ a restricts to a left vector space isomorphism as in (15) (15).
Conversely, assume that F has inifinite right dimension over K a . Assume also that the left dimension of F[x; σ, δ]/I(C(a)) over F is finite. We will now reach a contradiction. By Theorem 4, there exists a finitely generated P-closed set Ω ⊆ C(a) such that Rk(Ω) is strictly larger than the left dimension of F[x; σ, δ]/I(C(a)) over F. However, this contradicts the fact that the natural left linear projection map We may also deduce that the set of P-closed subsets of a conjugacy class forms a lattice that is naturally isomorphic to the lattice of right projective subspaces of P Ka (F) over K a .
Corollary 30. Let a ∈ F, and define the sum of two finitely generated P-closed sets Ω 1 , Ω 2 ⊆ C(a) as Ω 1 + Ω 2 = Ω 1 ∪ Ω 2 ⊆ C(a). The collection of finitely generated P-closed subsets of C(a) forms a lattice with sums and intersections isomorphic to the lattice of right projective subspaces of P R Ka (F) over K a via the bijection
For any finitely generated P-closed subset Ω ⊆ C(a) and the finite-dimensional right vector space Ω D ⊆ F over K a as in Theorem 4, the bijection π a restricts to a bijection π Ω :
that induces a lattice isomorphism with respect to the same operations.
Linearizing P-closed sets over several conjugacy classes
From the previous section (Theorem 4) and Lemma 22, we know that if a ∈ F and Ω ⊆ F n is a finitely generated P-closed set, then Ω ∩ C(a) is a finitely generated P-closed set corresponding to a finite-dimensional right vector space over K a . In this section, we show that any P-basis of Ω has the same partition into conjugacy classes, thus Rk(Ω) is the sum of Rk(Ω ∩ C(a)), running over disjoint conjugacy classes. This extends the result [20, Theorem 23] from the univariate to the multivariate case. In particular, we will show in Corollary 32 that the lattice of finitely generated P-closed subsets of a finite union of conjugacy classes is isomorphic to the Cartesian product of the lattices of projective spaces over the corresponding centralizers.
We start with the following lemma.
We will prove the result by induction on k = M + N . The case k = 2 (M = N = 1) is trivial, since any set of two elements is P-independent. Assume that the lemma holds for certain k = M + N and we prove it for k + 1 = M + N + 1, where we may assume without loss of generality that N + 1 = #B 2 . If the result does not hold for k + 1, we may assume that
Since B is P-independent by induction hypothesis, we may take one of its dual P-bases
Also by hypothesis, we may take a dual P-basis
hence c N +1 and b i are conjugate, which is a contradiction. Next define
It holds that F (b i ) = F (c j ) = 0, for all i = 1, 2, . . . , M and all j = 1, 2, . . . , N . That is, F ∈ I(B), and since c N +1 ∈ B, we have that F (c N +1 ) = 0. In other words,
which is absurd, and we are done.
We may now state and prove the main result of this section:
If Ω ⊆ F n is P-closed and finitely generated, then so is Ω ∩ C(a) for all a ∈ F n . Conversely, if the sets Ω i ⊆ C(a i ) are P-closed and finitely generated, for i = 1, 2, . . . , ℓ, where a 1 , a 2 , . . . , a ℓ ∈ F n are pair-wise non-conjugate, then Ω = Ω 1 ∪ Ω 2 ∪ . . . ∪ Ω ℓ is P-closed and finitely generated.
In addition, if B i is a P-basis of Ω i , for i = 1, 2, . . . , ℓ, then B = B 1 ∪ B 2 ∪ . . . ∪ B ℓ is a P-basis of Ω, and in particular we have that Rk(Ω) = Rk(Ω 1 ) + Rk(Ω 2 ) + · · · + Rk(Ω ℓ ).
Proof. The first sentence follows from Theorem 4 and Lemma 22. Now let Ω i ⊆ C(a i ) be P-closed sets with finite P-bases B i , for i = 1, 2, . . . , ℓ, as in the theorem, and define Ω = Ω 1 ∪Ω 2 ∪. . . ∪Ω ℓ . First B = B 1 ∪ B 2 ∪ . . . ∪ B ℓ is P-independent by Lemma 31, hence we are done if we prove that Ω = B. Since the inclusion Ω ⊆ B is obvious, we only need to prove the reversed one.
Let b ∈ B. By Lemma 27, there exists j = 1, 2, . . . , ℓ such that b is conjugate to an element
It holds that F i (c) = 0, for all c ∈ B j , and therefore G ∈ I(B). Thus G(b) = 0. However, since b is not conjugate to any element in B ′ , it must hold that F i (b) = 0, for all i = 1, 2, . . . , M , by the proof of Lemma 27. Hence F (b) = 0 and b ∈ B j = Ω j ⊆ Ω.
We conclude by giving a lattice represenation of finitely generated P-closed sets over several conjugacy classes, which follows directly from Theorem 5.
Corollary 32. Let a 1 , a 2 , . . . , a ℓ ∈ F n . Then the lattice of finitely generated P-closed subsets of
is isomorphic to the Cartesian-product lattice
Linearizing Lagrange interpolation
In this short subsection, we rewrite Theorem 2 using linearized polynomials.
Theorem 6 (Linearized Lagrange interpolation). Let Ω ⊆ F n be a finitely generated Pclosed set, define Ω i = Ω ∩ C(a i ) and let
Mi } be a right basis of Ω D i (with notation as in Theorem 4), for i = 1, 2, . . . , ℓ. Then, for all a (j) j ∈ F, for j = 1, 2, . . . , M i and for i = 1, 2, . . . , ℓ, there exists F ∈ F[x; σ, δ] such that deg(F ) < M = M 1 + M 2 + · · · + M ℓ and satisfying that
for j = 1, 2, . . . , M i and for i = 1, 2, . . . , ℓ.
Proof. It follows by combining Theorems 1, 4 and 5.
Remark 33. It was proven by Amitsur in [1, Theorem 2] that, if δ : F −→ F is a standard derivation over the division ring F, and K 0 is the corresponding subring of constants, then for any right vector subspace Ω D of F over K 0 of right dimension M , there exists a differential equation of order at most M whose space of solution is precisely Ω D . This result is recovered from Theorem 6 by setting n = 1, σ = Id, ℓ = 1 and a 1 = 0.
Skew and linearized polynomial arithmetic
In this section, we show that the natural product of skew polynomials, given either by the rule (1) or by the universal property in Lemma 2, corresponds with composition of linearized polynomials and conventional products of matrices, when considered over a single conjugacy class. These results are obtained in Subsection 4.1 and extend the well-known particular cases obtained when n = 1. In Subsection 4.2, we show that, when considering several conjugacy classes, the natural product of skew polynomials decomposes into coordinate-wise products over each conjugacy class. Apart from its own interest, we will use these tools to give a Galois correspondence in Subsection 6.3.
A single conjugacy class: Map composition and matrix multiplication
We start by showing that skew polynomial multiplication over a single conjugacy class corresponds with composition of right K a -linear maps in F[D a ], which we will denote from now on by •. From now on, we will implicitly consider F[D a ] as a left F-algebra with product •.
Theorem 7. Given F, G ∈ F[x; σ, δ] and a ∈ F n , it holds that
In particular, the map given in (15) ,
is a left F-algebra isomorphism.
Proof. For any β ∈ F, the reader may check the rule
where the map δ(β)Id : F −→ F n is defined by γ → δ(β)γ. After untangling the definitions, (17) is only the short form of the equations
for i = 1, 2, . . . , n. Since these equations are the defining property of the product of the free skew polynomial ring F[x; σ, δ], the theorem follows from its universal property (Lemma 2).
This map restricts to left F[x; σ, δ]-linear module isomorphism between F[x; σ, δ]/I(Ω) and certain quotients of F[D a ], for finitely generated P-closed subsets Ω ⊆ C(a). To this end, we introduced left ideals of linearized polynomials vanishing in right K a -linear subspaces of F. Definition 34. Let a ∈ F n , and let Ω D ⊆ F be a finite-dimensional right K a -linear vector space. We define the ideal associated to Ω D as
The following result is straightforward. More interestingly, we have the following anticipated isomorphism. The proof is straightforward from Theorems 4 and 7.
Corollary 36. Let a ∈ F n . Let Ω ⊆ C(a) be a finitely generated P-closed set and let Ω D ⊆ F be the corresponding right K a -linear subspace, as in Theorem 4. The map φ a in Theorem 7 restricts to a natural left F[x; σ, δ]/I(C(a))-linear module isomorphism
In particular, we conclude that 
Observe that µ β is a right K a -linear vector space isomorphism, and it is the identity map if M = 1 and β 1 = 1.
Definition 39. Given x, y ∈ V M , we define their matrix product with respect to the basis β as
The product ⋆ depends on the centralizer K a ⊆ F (i.e., it depends on a) and the ordered basis β, but we will not denote this dependence for simplicity.
From the definitions, we note also that, if
We may now prove the following result.
Theorem 8. Let M be a positive integer with M ≤ dim R Ka (F), where dim R Ka (F) need not be finite, and let β 1 , β 2 , . . . , β M ∈ F be right linearly independent over K a . If the matrix product ⋆ is defined from the ordered basis β = (β 1 , β 2 , . . . , β M ) ∈ F M as in (20) , then it holds that
In particular, if F has finite right dimension over K a and β 1 , β 2 , . . . , β M form one of its right bases, then (22) 
where the first equality follows from Lemma 11, and the second equality is (21) , and we are done.
We conclude with the following consequence.
is a ring isomorphism. In conclusion, we have the following chain of natural left F-algebra and ring isomorphisms, where we indicate the considered products in case of ambiguity, 
Product decompositions over several conjugacy classes
In this short subsection, we observe that, when a P-closed set contains elements of more than one conjugacy class, the skew polynomial product over the corresponding ideal decomposes as a coordinate-wise product over each conjugacy class.
Theorem 9.
Let Ω ⊆ F n be a finitely generated P-closed set and let Ω i = Ω ∩ C(a i ) = ∅, for i = 1, 2, . . . , ℓ, where a 1 , a 2 , . . . , a ℓ ∈ F n are pair-wise non-conjugate and Ω = Ω 1 ∪ Ω 2 ∪ · · · ∪ Ω ℓ (see Theorem 5). With notation as in Definition 34, the maps
are left F-algebra isomorphisms. In particular, we have that
Rk(Ω i ) = dim L F (F[x; σ, δ]/I(Ω)) = Rk(Ω).
Proof. It follows from Corollary 36 and the fact that Similarly, we deduce the following result on coordinate-wise matrix multiplications by combining Corollary 40 and Theorem 9. Corollary 41. With notation as in Corollary 40 and Theorem 9, for Ω = C(a 1 ) ∪ C(a 2 ) ∪ . . . ∪ C(a ℓ ), we have the following chain of natural left F-algebra and ring isomorphisms,
Generalizations of Vandermonde, Moore and Wronskian matrices
One of the main objectives behind the results on evaluations of univariate skew polynomials in [20, 22] was to generalize the concept of and results on classical Vandermonde [40] , Moore [30, 34] and Wronskian [13, 31] matrices. A general method for calculating the rank of such matrices was obtained by combining [22, Theorem 4 .5] and [20, Theorem 23] , which amount to linearizing the concept of P-independence in the case n = 1, as done in Section 3 for the general case. Multivariate skew Vandermonde matrices were defined in [28] using the skew evaluation of multivariate skew polynomials as in Definition 7. In this section, we give an analogous definition using linearized evaluations as in Definition 9. In Subsection 5.1, we revisit the results on multivariate skew Vandermonde matrices from [28] , and in Subsection 5.2, we provide a linearization of such matrices and calculate their ranks as done in [22] .
Skew Vandermonde matrices
In this subsection, we revisit the concept of skew Vandermonde matrix, which was introduced in [20] for n = 1 and δ = 0, and in [22, Eq. (4.1)] in general for n = 1. The multivariate case was introduced in full generality in [28, Definition 40] .
Definition 42 (Skew Vandermonde matrices [20, 22, 28] ). Let N ⊆ M be a finite set of skew monomials and let B = {b 1 , b 2 , . . . , b M } ⊆ F n . We define the corresponding skew Vandermonde matrix, denoted by V N (B), as the |N | × M matrix over F whose rows are given by
for all m ∈ N (given certain ordering in N or, more generally, in M). If d is a positive integer, we define M d as the set of monomials of degree less than d, and we denote
The following result is [28, Prop. 41] , and connects the rank of a skew Vandermonde matrix with the underlying P-closed set.
Proposition 43 ( [28] ). Given a finite set G ⊆ F n with M elements, and Ω = G, it holds that
Moreover, a subset B ⊆ G is a P-basis of Ω if, and only if, |B| = Rk(Ω) = Rk(V |B| (B)).
Remark 44. The last statement implies that, applying Gaussian elimination to the matrix V M (G), we may find the rank of Ω and at least one of its P-bases. This is an alternative method to partitioning G into conjugacy classes and finding a right basis on each conjugacy class, as implied by Theorems 4 and 5.
Skew Lagrange interpolation (Theorem 2) can be reinterpreted as the left invertibility of a skew Vandermonde matrix defined over a P-basis. The following result is [28, Corollary 42] .
Corollary 45 ( [28] ). Let Ω ⊆ F n be a finitely generated P-closed set with P-basis B = {b 1 , b 2 , . . . , b M }. There exists a solution to the linear system
for any a 1 , a 2 , . . . , a M ∈ F (that is, V M (B) is left invertible). For any solution, the skew polynomial F = m∈MM F m m satisfies that F (b i ) = a i , for i = 1, 2, . . . , M , and deg(F ) < M .
Among different classical types of matrices, many of which we recover in the next subsection, Vandermonde's original matrices [40] can be easily recovered as follows.
Example 46 (Conventional Vandermonde matrices). Conventional Vandermonde matrices are obtained by choosing conventional polynomial rings, that is, σ = Id and δ = 0. If F is a field, we may assume that variables commute and drop redundant rows from V d (B), ending up with an n+d−1 n × M matrix over F. In general, we may also drop rows, but taking into account the commutativity rules of F. Further assuming that n = 1, we obtain conventional univariate d × M Vandermonde matrices as considered by Vandermonde [40] :
In such a case, Proposition 43 is the well-known fact that the rank of a conventional univariate Vandermonde matrix (26) is the number of pair-wise distinct evaluation points, that is,
whenever d ≥ |B|. This is because Rk(B) = |B| when F is a field, σ = Id and δ = 0. The exact same result holds if n > 1. For instance, let n = 2, M = 3 and d = 3, and denote b
Then the corresponding multivariate conventional Vandermonde matrix is given by
In this case, it could happen that a i = a j for some i = j, but if b 1 , b 2 and b 3 are pair-wise distinct, then V d (B) has rank 3, which coincides with |B|. However, if say a 1 = a 2 = a 3 and b 1 = b 2 , then the rank of V d (B) is 2, which also coincides with |B|. Finally, observe that, if F is non-commutative, then we need to add the extra row (b 1 a 1 , b 2 a 2 , b 3 a 3 ).
Example 47 ("Normed" Vandermonde matrices). A bit more generally, when n = 1, δ = 0 but σ : F −→ F is arbitrary, we obtain a form of Vandermonde matrices where, instead of powers, the entries are given by truncated norms using the morphism σ. That is, if B = {b 1 , b 2 , . . . , b M } ⊆ F, then such matrices are of the form
for some positive integer d, where N 0 (b) = 1 and N i (b) = σ i−1 (b) · · · σ(b)b is the ith truncated norm of b with respect to σ, for b ∈ F and for i = 1, 2, . . . , d − 1. These matrices are the ones originally introduced by Lam in [20] , and extended to the case δ = 0 in [22] . The general case is a natural generalization of these matrices based on multivariate norms as in Lemma 13. For instance, the "normed" version of (28), when δ = 0, would be
Observe how, in this case, we need to include both the rows (σ(a 1 )b 1 , σ(a 2 )b 2 , σ(a 3 )b 3 ) and (σ(b 1 )a 1 , σ(b 2 )a 2 , σ(b 3 )a 3 ) even if F is a field, when σ = Id.
Linearized Vandermonde matrices
The efforts that led to [20, Theorem 23] and [22, Theorem 4.5] successfully aimed at finding a simple way to find the rank of skew Vandermonde matrices as in (29) , analogous to Vandermonde's original criterion [40] (see Example 46). Thanks to our extensions of such fundamental results in Theorems 4 and 5, we will give analogous ways to finding the rank of general skew Vandermonde matrices as in (24 N (a, B D ) , as the |N | × M matrix over F, where M = M 1 + M 2 + · · · + M ℓ , whose rows are given by
for all m ∈ N (given certain ordering in N or, more generally, in M), where we define
where M d is as in Definition 42.
As it was the case for skew polynomials and linearized polynomials, the point of linearized Vandermonde matrices is that they are indeed a linearized version of skew Vandermonde matrices. This is a rewriting of Theorem 1.
Theorem 10. Let the notation be as in Definition 48, and define
where b
(i) j = b r and r = M 1 + M 2 + · · · + M i−1 + j, for j = 1, 2, . . . , M i and i = 1, 2, . . . , ℓ. Then, for any finite set of skew monomials N ⊆ M, it holds that
assuming that we use the same ordering of N to order the rows in V N (B) and V D  N (a, B D ) .
The following is the main result of this section. It combines Proposition 43 and Theorems 4 and 5 in the same way that [20, Theorem 23] and [22, Theorem 4.5] can be combined in the case n = 1 to determine the rank of skew and linearized Vandermonde matrices.
Theorem 11. Let the notation be as in Definition 8 and Theorem 10. Assume moreover that β (i) j ∈ F * , for j = 1, 2, . . . , M i and for i = 1, 2, . . . , ℓ. Then it holds that N (B) ).
If the points a 1 , a 2 , . . . , a ℓ ∈ F n are pair-wise non-conjugate, then this rank is
Remark 49. Note that, using Theorems 10 and 11, we may rewrite linearized Lagrange interpolation (Theorem 6) as the left invertibility of the corresponding linearized Vandermonde matrix, as in Corollary 45.
We next show how to recover and generalize Moore and Wronskian matrices, which are particular cases of linearized Vandermonde matrices.
Example 50 (Moore matrices). Moore matrices were first considered by Moore in [30] , and then by Ore in [34, Eq. (15) ] when he studied classical (univariate) linearized polynomials over finite fields. They are recovered from linearized Vandermonde matrices (31) by setting n = 1, δ = 0, a = 1 and letting σ : F −→ F be arbitrary. For any B D = {β 1 , β 2 , . . . , β M } ⊆ F, the corresponding Moore matrix is given by the linearized Vandermonde matrix
Theorem 10 establishes the connection between Moore matrices and Normed Vandermonde matrices (29) over the conjugacy class C(1) through the simple formula
which the reader can easily check by computing telescopic products. This identity was first obtained by Lam and Leroy in [22, Eq. (4.12) ]. It is worth observing how this identity can be trivially extended to any conjugacy class, not only the conjugacy class C(1). For any a ∈ F, it holds that D i a (β j ) = σ i (β j )N i (a) and
In both cases (a = 1 or not), Theorem 11 states that the rank of a Moore matrix is
whenever d ≥ |B D |, where we note that K 1 = {β ∈ F | σ(β) = β}. This can be seen as a linearized form of (27) . It may seem that choosing a = 1 does not provide any essential novelty when F is a field, since K a = K 1 , for all a ∈ F * , and K 0 = F. However, the elements a ∈ F * play an essential role when being chosen pair-wise non-conjugate, as highlighted by Theorem 11. Let a 1 , a 2 , . . . , a ℓ ∈ F * be pair-wise non-conjugate and denote a = (a 1 , a 2 , . . . , a ℓ ) ∈ (F * ) ℓ . Then the linearized Vandermonde matrix V d (a, B D ) is given by
where, for i = 1, 2, . . . , ℓ,
Then Theorem 11 says that
To the best of our knowledge, the matrix in (37), where ℓ > 1, has been considered for the first time in [26, p. 604] , where the case δ = 0 is also considered. The result (38) was implicitly used in [26, Theorem 3] and [26, Theorem 4] to prove that linearized Reed-Solomon codes are maximum sum-rank distance codes. See Subsection 5.3 for more details on codes.
We now illustrate the multivariate case, which is the main novelty of Theorem 11. Let n = 2 and set σ = diag(σ 1 , σ 2 ) and δ = 0, for two ring morphisms σ 1 , σ 2 : F −→ F. Let M = 3 and d = 3, and let a = (a 1 , a 2 
In this case, if a and b are non-conjugate, we also have that
Example 51 (Wronskian matrices). Wronskian matrices were first considered by Muir [31] (see [31, Bullet 194] ), who attributed them to Hoene-Wroński due to a letter aimed at refuting Lagrange's use of infinite series [13] . Let n = 1, σ = Id, a = 0 and let δ : F −→ F be an arbitrary standard derivation of F. For any B D = {β 1 , β 2 , . . . , β M } ⊆ F, the corresponding Wronskian matrix is given by the linearized Vandermonde matrix
In this case, we may still find a "normed" form of the corresponding Vandermonde matrix. For b ∈ F, define N 0 (b) = 1 and then define the ith differential truncated norm of b as
for i = 1, 2, . . . , d. Differential truncated norms, defined exactly as in (41) , were first considered by Jacobson in [14, Eq. (29) ], and they coincide with the norms defined in Lemma 13 for the particular univariate case considered here. Now, Theorem 10 reads
This identity was first obtained by Lam and Leroy in [22, Eq. (4.8) ]. Exactly as in (50), we may extend the identity (51) to any conjugacy class, not only C(0). Again, we may paste together Wronskian matrices defined over pair-wise distinct conjugacy classes as done in (37) for the Moore case. Again, to the best of our knowledge, the first time such a pasting has been considered was in [26, p. 604 ]. Theorem 11 states that the rank of the Wronskian matrix (40) is . We note that [1, 22] further considered the case where σ = Id and δ is a σ-derivation. Finally, by Theorem 11, the identity (43) can be extended to several pair-wise distinct conjugacy classes as done in (38) for the Moore case.
In contrast with Example 50, the multivariate case of Wronskian matrices has been considered and applied before. It was used by Roth to prove his theorem on rational approximations to irrational algebraic numbers [38] , solving a problem started by Liouville more than a century earlier and earning Roth a Fields Medal. We illustrate [38, Lemma 1] as stated by Roth.
Let n > 1, a = 0 ∈ F n and σ = Id, and let δ : F −→ F n be arbitrary. Note that its ith component δ i : F −→ F is a standard derivation, for i = 1, 2, . . . , n. If m = x i1 x i2 · · · x is ∈ M is a skew monomial in F[x; Id, δ], for some non-negative integer s (set m = 1 if s = 0), then we call 
Thus such a result is recovered from Theorem 11 in the particular case considered by Roth. Observe that, in Roth's case (i.e., F = Q(z 1 , z 2 , . . . , z n ) for algebraically independent variables z 1 , z 2 , . . . , z n ), it holds that δ i •δ j = δ j •δ i , for all i, j = 1, 2, . . . , n, whereas Theorem 11 works even if this is not the case and even if F is non-commutative.
Even further and more interestingly, we may extend Roth's result to the case of several pairwise distinct conjugacy classes. For illustration purposes, we conclude with such an example, which is the differential version of (39). Let n = 2 and set σ = Id and δ = (δ 1 , δ 2 ) T , for two standard derivations δ 1 , δ 2 : F −→ F. Let M = 3 and d = 3, and let a = (a 1 , a 2 
where, for instance,
In this case, if a and b are non-conjugate (i.e., there is no β ∈ F * such that b i − a i = δ i (β)β −1 , for i = 1, 2), then we have that
Linear codes and their generator matrices
In Coding Theory, a full-rank matrix in F d×M , with d ≤ M , over a finite field F defines, via its row space, a linear code of dimension d and length M . Rectangular Vandermonde matrices using conventional univariate polynomials, i.e., as in (26) with d ≤ M , define the linear codes known as Reed-Solomon codes [37] . Such codes have numerous applications in telecommunications, data storage and cryptography, among others, since they are MDS (their minimum Hamming distance attains the Singleton bound). The extensions of such codes obtained by using multivariate conventional Vandermonde matrices (28), univariate normed Vandermonde matrices (29) and univariate Moore matrices (34) form, respectively, Reed-Muller codes [32, 36] , skew Reed-Solomon codes [4] and Gabidulin codes [8] . The latter of these codes is well-known for being MRD (its minimum rank distance attains the Singleton bound).
Skew Reed-Solomon codes [4] are the most general linear codes obtainable via skew evaluation (Definition 7) of univariate skew polynomials. Similarly, the most general linear codes obtainable via linearized evaluation (Definition 9) of univariate linearized polynomials are linearized Reed-Solomon codes [26] . These latter codes simultanously extend Reed-Solomon codes [37] and Gabidulin codes [8] , and more importantly, they are MSRD (their minimum sum-rank distance attains the Singleton bound).
In this subsection, we will define the most general linear codes obtainable via skew evaluation (Definition 7) and linearized evaluation (Definition 9) of multivariate skew and linearized polynomials. We will show the relation between them (Proposition 54), similar to the relation between skew and linearized Reed-Solomon codes [26, Proposition 33] . We will define skew metrics (Definition 55), extending the definition given in [26, Definition 9] . We will show the relations between skew metrics, sum-rank metrics and the Hamming metric (Proposition 56 and Theorem 12), and we will conclude that giving a lower bound on the minimum Hamming distance of all skew Reed-Muller codes (resp. linearized Reed-Muller codes) over the same skew polynomial ring, same P-closed set and of equal degree, is also a lower bound on their minimum skew distance (resp. minimum sum-rank distance).
We note that an alternative definition of skew Reed-Muller codes was recently given in [10] using iterated skew polynomial rings. However, linearized Reed-Muller codes, skew metrics and their connections to the Hamming metric and sum-rank metrics were not provided in [10] .
We start with the main definitions. We will fix a skew polynomial ring F[x; σ, δ] on n variables, and for a positive integer d, we will denote
which is a left vector space over F of dimension |M d |, where M d is as in Definition 42.
Definition 52 (Skew Reed-Muller Codes). Given a P-independent set B = {b 1 , b 2 , . . . , b M } ⊆ F n of size M , and given d ≥ 1, we define the skew Reed-Muller code of degree d over B as the linear code
And now we define their linearized version.
Definition 53 (Linearized Reed-Muller Codes). Let a 1 , a 2 , . . . , a ℓ ∈ F n be pair-wise nonconjugate elements, and let
Mi } ⊆ F be right K ai -linearly independent sets, for i = 1, 2, . . . , ℓ. We define the linearized Reed-Muller code of degree d over a = (a 1 , a 2 , . . . , a ℓ ) and
Obviously, skew Reed-Solomon codes [4, Definition 7] and linearized Reed-Solomon codes [26, Definition 31] are the particular cases of skew and linearized Reed-Muller codes obtained by setting n = 1 in Definitions 52 and 53, respectively.
The following result follows from the previous two definitions and Theorems 10 and 11.
Proposition 54. With notation as in Definitions 52 and 53 and as in Theorems 10 and 11, we have that V d (B) ∈ F d×M is a generator matrix of C σ,δ d (B) ⊆ F M , and V d (a, B D ) ∈ F d×M is a generator matrix of C σ,δ d (a, B D ) ⊆ F M (possibly not full-rank in both cases). In particular, if the relation (32) holds, then we also have that
We observe that classical Reed-Muller codes [32, 36] are recovered from both skew and linearized Reed-Muller codes by letting F be a finite field, and setting σ = Id, δ = 0, thus M 1 = M 2 = . . . = M ℓ = 1, ℓ = M , and further setting β Finding the exact dimension and minimum distance of such codes is left as an open problem. We anticipate that the right metric for skew and linearized Reed-Muller are the corresponding skew and sum-rank metrics, defined exactly as in [26, Definition 11] and [26, Definition 25] , respectively, but using multivariate skew polynomials. We now develop these ideas briefly, starting with a definition of skew metrics that trivially extends [26, Definition 9] .
Definition 55 (Skew metrics). For F ∈ F[x; σ, δ] M , we define its (σ, δ)-skew polynomial weight, or just skew weight for simplicity, over the P-closed set Ω ⊆ F n generated by B as Observe that the previous definition is consistent,
. We will not prove that skew metrics actually satisfy the axioms of a metric, since we will show in Theorem 12 that they are a particular case of sum-rank metrics (Definition 57).
We have defined skew metrics in the vector space F B . However, they can be trivially translated into metrics in for all f ∈ F B , then we have the following result, which extends [26, Proposition 13] and [26, Proposition 14] . The proof follows exactly the same lines.
Proposition 56. Given another P-basis A of the P-closed set Ω ⊆ F n generated by B, we define the corresponding change-of-P-basis map as π B,A :
, which is well defined by Theorem 2. Then it holds that
,
That is, π B,A is a left linear isometry. Finally, it holds that
Observe that, given a positive integer d, we have the following relation between skew Reed-Muller codes:
where A is any other P-basis of the P-closed set generated by B. Together with Proposition 56, we deduce that a number that is a lower bound on the minimum Hamming distance of all skew Reed-Muller codes, for a fixed skew polynomial ring F[x; σ, δ], P-closed set Ω and positive integer d, is also a lower bound on their minimum skew distances. Finally, we may deduce the same on the minimum sum-rank distance of linearized Reed-Muller codes. We now revisit the general definition of the sum-rank metric from [26, Definition 25] .
Definition 57 (Sum-rank metrics [26] ). Let K 1 , K 2 , . . . , K ℓ be division subrings of F. Given positive integers M 1 , M 2 , . . . , M ℓ and M = M 1 + M 2 + · · · + M ℓ , we define the sum-rank weight in F M with lengths (M 1 , M 2 , . . . , M ℓ ) and division subrings (K 1 , K 2 , . . . , K ℓ ) as wt SR (c) = wt R (c (1) ) + wt R (c (2) ) + · · · + wt R (c (ℓ) ), where c = (c (1) , c (2) , . . . , c (ℓ) ) ∈ F M and c (i) ∈ F Mi , and where
for i = 1, 2, . . . , ℓ. We define the associated metric d SR :
Then the following theorem holds, which is a generalization of [26, Theorem 3] . The proof follows exactly the same lines (see also [26, Theorem 2] ).
Theorem 12. If the relation (32) holds, and we denote by wt SR the sum-rank weight with lengths (M 1 , M 2 , . . . , M ℓ ) and division subrings (K a1 , K a2 , . . . , K a ℓ ), then we have that wt SR (c) = wt σ,δ B (f ), where c = (c (1) , c (2) , . . . , c (ℓ) ) ∈ F M and c (i) ∈ F Mi , and where f ∈ F B is given by
for i = 1, 2, . . . , M j , and for j = 1, 2, . . . , ℓ.
Observe that the map that transforms skew metrics into sum-rank metrics (49) in the previous theorem is the same map that transforms skew Reed-Muller codes into linearized Reed-Muller codes (Proposition 54).
Similarly to the case of skew Reed-Muller codes (48), for a positive integer d, we have the following relation between linearized Reed-Muller codes:
where
and where A i ∈ K Mi×Mi ai is the unique invertible matrix over K ai such that (α
In conclusion, we have established a dictionary that translates skew metrics and skew Reed-Muller codes into sum-rank metrics and linearized Reed-Muller codes. As it was the case for skew Reed-Muller codes, we deduce that a number that is a lower bound on the minimum Hamming distance of all linearized Reed-Muller codes, for a fixed skew polynomial ring F[x; σ, δ], P-closed set Ω and positive integer d, is also a lower bound on their minimum sum-rank distances.
Remark 58. To alleviate the study of skew and linearized Reed-Muller codes over a finite field F q , the results in [27] may be useful. As [27, Theorem 5] shows, all free multivariate skew polynomial rings over a finite field F are isomorphic by a left F-algebra isomorphism that preserves degrees and skew evaluations, to a free multivariate skew polynomial ring F[x; σ, δ] such that σ = diag(σ 1 , σ 2 , . . . , σ n ) (as in Example 3) and δ = 0. Due to (47), such simplification carries over to both skew and linearized Reed-Muller codes.
Generalizations of Galois-theoretic results
In this section, we will define P-Galois extensions of division rings (Subsection 6.1), which recover classical Galois extensions of fields. We will rephrase and extend Corollaries 29, 40 and 28 so that we are able to recover and generalize, respectively, three important results in (finite) Galois theory: Artin's Theorem (Subsection 6.2), the Galois correspondence (Subsection 6.3) and Hilbert's Theorem 90 (Subsection 6.4).
Galois' original presentation of his results [9] lacked the modern formality found in most textbooks. In his lecture notes [3] , Artin provided what is nowadays one of the main formal approaches to stating and proving Galois' results. One of his main results is usually known as Artin's Theorem [3, Theorem 14] (Corollary 66 below), which we will show is a particular case of Corollary 29 (see Subsection 6.2). Similarly, we will show that Corollary 40 recovers the classical Galois correspondence [3, Theorem 16 ]. Furthermore, Corollary 28 (see Subsection 6.4) extends Hilbert's Theorem 90 [12, 18] , recovering also Noether's version [33] , which is valid over any (finite) Galois extension of fields (not only cyclic) and was also collected by Artin in [3, Theorem 21] . We also note that our general version of Hilbert's Theorem 90 works over any finite extension of division rings that we define as P-Galois, which covers more cases than the alternative version for division rings obtained in [23] .
The classical Galois-theoretic results concerning (finite or infinite) groups of field automorphisms could be stated in terms of Homological Algebra, see [39] . However, the skew polynomial language will provide explicit formulations (in the finite case) that are self-contained given the results in this paper.
P-Galois extensions
In [17, Section VII-5], Jacobson defines Galois extensions of division rings as those where the division subring is the set of fixed elements of a finite group of automorphisms of the larger division ring. We use the same idea to further generalize this concept using centralizers given by skew polynomial rings (Definition 10).
Definition 59 (P-Galois extensions). Given a division ring F and one of its division subrings K ⊆ F, we say that the pair K ⊆ F is a P-Galois extension if there exists a positive integer n, a ring morphism σ : F −→ F n×n , a σ-derivation δ : F −→ F n and a point a ∈ F n , such that K = K a is a centralizer with respect to the skew polynomial ring F[x; σ, δ] as in Definition 10. Unless otherwise stated, we will assume that the skew polynomial rings F[x; σ, δ] is known from the context and it will not be specified explicitly.
We say that a P-Galois extension K ⊆ F as in the previous paragraph is finite if the right dimension of F over K is finite.
The term P-Galois stands for polynomially Galois and is chosen to be in accordance with the terms in Subsection 3.1. The rest of the subsection is devoted to showing some examples.
Example 60 (Classical Galois extensions). Assume that G is a finite group (commutative or not) of ring automorphisms of F generated by σ 1 , σ 2 , . . . , σ n . Then we recover the concept of (finite) Galois extension K ⊆ F by choosing σ = diag(σ 1 , σ 2 , . . . , σ n ), δ = 0 and a = 1 in Definition 59.
To see this, note that all elements in G are of the form D m 1 = m(σ), where m ∈ M and m(σ) denotes the symbolic evaluation of m in (σ 1 , σ 2 , . . . , σ n ). This is due to the fact that, since G is finite, there exists a positive integer m i such that σ mi i = Id (as the set
is the group algebra of G over F.
Note also that here F could be commutative, as in classical Galois theory [3] , or not, as considered by Jacobson in [17, .
Example 61 (The case of derivations). Assume that δ 1 , δ 2 , . . . , δ n : F −→ F are standard derivations (i.e. Id-derivations) such that ∇ = {m(δ) | m ∈ M} is a finite set, where m(δ) is a symbolic evaluation as in the previous example. Choosing also σ = Id and a = 0 in Definition 59, the P-Galois extension K ⊆ F recovers as particular cases those considered in [14] based on standard derivations. Similarly to the previous example, it holds that
Example 62 (The case of σ i -derivations). The previous example could be trivially extended to consider δ i as a σ i -derivation, for i = 1, 2, . . . , n.
Example 63 (Mixed cases). Let σ 1 , σ 2 , . . . , σ n1 : F −→ F be ring endomorphisms, let δ 1 , δ 2 , . . . , δ n2 : F −→ F be standard derivations, and let n = n 1 + n 2 . Choosing a ∈ F n such that a i = 1, for i = 1, 2, . . . , n 1 , and a i = 0, for i = n 1 + 1, n 1 + 2, . . . , n, we have that K ⊆ F is the division subring of elements of F that are both fixed by σ 1 , σ 2 , . . . , σ n1 and annihilated by the derivations δ 1 , δ 2 , . . . , δ n2 . In other words,
However, note that this case can be recovered by the previous example, by considering σ iderivations, for i = 1, 2, . . . , n 1 , and setting a = 0.
Example 64 (Wild example II). Let the definitions and notations be as in Example 6. The field extension F 4 (z 6 ) F 4 (z), where z is trascendental over F 4 , is a finite P-Galois extension of fields since F 4 (z 6 ) = K 1 for the bivariate skew polynomial ring F[x 1 , x 2 ; σ Z , 0], and the dimension of F 4 (z) over F 4 (z 6 ) is 6. The latter fact is simply because x 6 + z 6 ∈ (F 4 (z 6 ))[x] is the minimal polynomial of z in F 4 (z 6 ) and has degree 6. However, as shown in Example 6, the extension F 4 (z 6 ) F 4 (z) is not of the form of Examples 60, 61, 62 or 63 (we already knew that F 4 (z 6 ) F 4 (z) is not a classical Galois extension because it is not separable, since d/dx(x 6 + z 6 ) = 0).
Generalizing Artin's Theorem
The following result follows from Corollary 29 and gives a sufficient criterion for finiteness and an upper bound on the right dimension of a P-Galois extension.
Theorem 13. A P-Galois extension K ⊆ F as in Definition 59 is finite if, and only if, F[D a ] has finite left dimension over F, in which case the latter dimension coincides with dim R Ka (F). In particular, K ⊆ F is finite if the set of right K-linear maps
is finite, and in such a case, we have that
We now show that Artin's Theorem [3, Theorem 14 ] is a particular case of Theorem 13, when choosing fields and parameters as in Example 60. Furthermore, in this case equality holds in (52), which is due to the following straightforward result (see [3, Theorem 12] ), commonly known as Dedekind's lemma.
Lemma 65 (Dedekind [3] ). Let F be a field and let σ 1 , σ 2 , . . . , σ n : F −→ F be n pair-wise dinstinct automorphisms of F. Then σ 1 , σ 2 , . . . , σ n are linearly independent over F.
This previous lemma implies that dim F (F[G]) = |G|, where G is a finite group generated by pair-wise distinct field automorphisms σ 1 , σ 2 , . . . , σ n : F −→ F. With this fact, the original Artin's Theorem [3, Theorem 14] follows immediately from Theorem 13, by choosing fields and parameters as in Example 60.
Corollary 66 (Artin's Theorem [3] ). If F is a field and G is a finite group of automorphisms of F, then dim K (F) = |G|,
where K is the subfield of elements fixed by G. In particular, the extension K ⊆ F is finite.
In the case when F is non-commutative in Example 60, the equality (53) does not hold in general. In such a case, it still holds that dim R K (F) = dim L K (F) ≤ |G| < ∞, as implied by (52), but this dimension equals what is known as the reduced order of G, which can be strictly smaller than |G| (the order of G) if F is non-commutative. See [17, for more details.
We may similarly give a result for the case of derivations by choosing parameters as in Examples 61 and 62.
Corollary 67. Let σ i : F −→ F be a ring endomorphism and let δ i : F −→ F be a σ i -derivation, for i = 1, 2, . . . , n. If ∇ = {m(δ) | m ∈ M}, defined as in Examples 61 and 62, is a finite set and K ⊆ F is the division subring of constants of ∇, that is, K = {β ∈ F | D(β) = 0, ∀D ∈ ∇}, then
In particular, the extension K ⊆ F is finite.
The true dimension dim R K (F) in the setting of Corollary 67 was found by Jacobson in a special case in [14] (see also [5, Theorem 2, p. A.V.103]), where equality in (54) is also attained.
We leave as open problem to explicitly find the true dimension dim R K (F) for general finite P-Galois extensions of division rings.
A P-Galois correspondence
We now turn to P-Galois correspondences. Given a finite Galois extension of fields K ⊆ F, the Fundamental Theorem of Galois' Theory establishes a correspondence between Galois extensions K ′ ⊆ F such that K ⊆ K ′ and the subgroups of the Galois group of K ⊆ F. Artin was one of the first to formally write this result in [3, Theorem 16] . We next extend this theorem to general finite P-Galois extensions in terms of linearized polynomials. We note that, a general Galois correspondence (known as the Jacobson-Bourbaki Theorem) between finite extensions of division rings and certain algebras was established in [6, 15, 16] , but without obtaining the explicit structure of skew and linearized polynomials.
], then K a = K b by Proposition 12. We now prove the reversed implication, under the assumption that m = dim R Ka (F) < ∞. Denote K = K a = K b and let β = (β 1 , β 2 , . . . , β m ) ∈ F m be an ordered right basis of F over K. By Corollary 40, the maps
are ring isomorphisms. Thus we have a ring isomorphism
This map is obviously ψ That is, K a and F[D a ] are, respectively, the subfield of elements fixed by H I and the group algebra of H I over F. We know that the group algebras of the subgroups of G are in bijective correspondence with the subgroups themselves, as implied, for instance, by Dedekind's lemma (Lemma 65). Hence Theorem 14 recovers Galois' original correspondence [3, Theorem 16] . For a full correspondence with all subgroups of G, we may choose G = {σ 1 , σ 2 , . . . , σ n }.
It is important to note that this example shows how to recover Galois' original correspondence [3, Theorem 16] if we define a finite Galois extension K ⊆ F as an extension where K is the subfield of fixed elements of a finite group of automorphisms of F. However, as is well-known, an alternative useful way of seeing finite Galois extensions is as finite, normal and separable extensions, as stated by Artin in [3, Theorem 16] . Our results do not imply the normal and/or separable properties.
Example 70 (The case of derivations). Let the setting be as in Example 61. If we choose σ = Id, then for any a ∈ F n , we have that K a = F δ = {β ∈ F | δ i (β) = 0, ∀i = 1, 2, . . . , n}, and Then, D xi a = δ i , while D xi b = δ i + 1, for i = 1, 2, . . . , n. We see that in both cases we obtain the polynomial ring in the operators δ 1 , δ 2 , . . . , δ n , but where D b corresponds to the left basis δ 1 + 1, δ 2 + 1, . . . , δ n + 1.
Generalizing Hilbert's Theorem 90
A general version of Hilbert's Theorem 90 can be obtained immediately from Corollary 28. Note that it holds for arbitrary division rings, and not only for fields.
Theorem 15. Let a ∈ F n and assume that F is a finite-dimensional right vector space over K a . For b = (b 1 , b 2 , . . . , b n ) ∈ F n , there exists β ∈ F * such that b = D a (β)β −1 , if and only if, b 1 , b 2 , . . . , b n ∈ F satisfy the following Noether equations: F (b) = 0, for all F ∈ I(C(a)).
Proof. If F is a finite-dimensional right vector space over K a , then C(a) is P-closed and finitely generated by Corollary 28. Thus the result follows from the definition of P-closed sets and conjugacy.
In order to make Theorem 15 more manageable in concrete examples, it is preferable to pick certain particular set of generators of I(C(a)). Fortunately, we may actually take a finite set of such generators from a finite set of monomials, thanks to the following lemma.
Lemma 71. Let a ∈ F n and assume that F is a finite-dimensional right vector space over K a . Let N ⊆ M be a minimal finite set such that D N a is a left basis of F[D a ]. The set N exists by Corollary 29. Then the set N c = {x i n ∈ M | 1 ≤ i ≤ n, n ∈ N ∪ {1}, x i n / ∈ N } is the smallest subset N ′ ⊆ M \ N such that, if m ∈ M \ N , then there exist m ′ ∈ M and n ′ ∈ N ′ with m = m ′ n ′ . Furthermore, there exist F n ′ n ∈ F, for n ∈ N and n ′ ∈ N c , such that
and it holds that |N c | ≤ n(|N | + 1), where equality may be attained.
Proof. The minimality of N c and the upper bound on its size are easy to see. Since D N a is a left basis of F[D a ], there exist F m n ∈ F such that Hilbert's theorem 90 was originally due to Kummer [18] , and its name comes from the fact that it appears as "Theorem 90" in Hilbert's notes on algebraic number theory [12] . The original theorem (i.e. [12, Theorem 90]), which we revisit below in Corollary 73, is only valid for cyclic Galois field extensions. A version of Hilbert's theorem 90 for general Galois field extensions is due to Noether [33] . The terms "Noether equations" were used by Artin in his lectures on Galois theory [3] , and his rewriting of Noether's result [3, Theorem 21] is the closest to our notation. It can be essentially written in terms of skew binomials as follows. Note that, in order to guarantee the finite-dimensionality hypothesis in Theorem 15, we use Corollary 66.
Corollary 72 (Noether's Hilbert 90 [33] ). Let K ⊆ F be a finite Galois field extension with Galois group G. Assume that σ 1 , σ 2 , . . . , σ n are generators of G as a group. For a list b = (b 1 , b 2 , . . . , b n ) ∈ (F * ) n , there exists β ∈ F * such that b i = σ i (β)β −1 , for all i = 1, 2, . . . , n, if and only if, b 1 , b 2 , . . . , b n ∈ F satisfy the following Noether equations: N m (b) = N n (b), whenever m(σ) = n(σ), which hold if, and only if, b 1 , b 2 , . . . , b n ∈ F satisfy the following Noether equations:
where N R ⊆ {m − n | m(σ) = n(σ)} is some finite set of relations of σ 1 , σ 2 , . . . , σ n defining the group G. Here, for a (free) monomial m ∈ M, m(σ) denotes the symbolic evaluation of m at (σ 1 , σ 2 , . . . , σ n ).
Proof. Let σ = diag(σ 1 , σ 2 , . . . , σ n ) : F −→ F n×n and consider the skew polynomial ring F[x; σ, 0]. It is trivial to see that K = K 1 , since K is the subfield of F fixed by the automorphisms in G. Therefore, the result follows immediately from Theorem 16, since N R contains a set N as in Lemma 71, which holds because the relations in N R define the group G.
We conclude with the original Hilbert 90, due to Kummer [18] , which is simply the case of cyclic Galois field extensions.
Corollary 73 (Classical Hilbert 90 [12, 18] ). Let K ⊆ F be a cyclic finite Galois field extension with Galois group G generated by the automorphism σ : F −→ F. For b ∈ F * , there exists β ∈ F * such that b = σ(β)β −1 , if and only if, b ∈ F is in the kernel of the norm of F over K, that is,
where m = dim K (F).
Proof. It follows directly from Corollary 72 by choosing σ 1 = σ as generator of G and N R = {x m 1 −1} ⊆ F[x 1 ; σ 1 , 0] as the set of relations on σ 1 defining G. Here, we denoted N F/K = N x m 1 . Remark 74. Setting n = 1 and σ = Id in Theorems 15 and 16, we obtain criteria for two elements a, b ∈ F to be conjugate in the sense that there exists β ∈ F * such that b = a + δ(β)β −1 , where δ : F −→ F is a standard derivation. A criterion for conjugacy in this sense was given by Jacobson [14, Theorem 15] when F is a D-field. We leave as open problem proving Jacobson's criterion from Theorems 15 and 16.
