In this article, we have considered two families of predictors for the simultaneous prediction of actual and average values of study variable in a linear regression model when a set of stochastic linear constraints binding the regression coe cients is available. These families arise from the method of mixed regression estimation. Performance properties of these families are analyzed when the objective is to predict values outside the sample and within the sample.
Introduction
Quite often we come across situations demanding simultaneous prediction of the actual and average values of study variable. As an illustration, consider a new drug for increasing the duration of sleep in patients su ering from high blood pressure. When a medical practitioner is told to prescribe some new drug, he/she would like to enquire, \What will be the increase, on the average, in the duration of sleep when a speci c dose of this drug is administered?" On the other strand, a patient would like to know, \What will be the actual increase in the duration of my sleep if I take the prescribed dose of this drug?". Thus the medical practitioner is more interested in the prediction of average value in comparison to the prediction of actual value. The opposite is true in case of the patient who is more concerned with the prediction of actual value. It is therefore imperative to consider the simultaneous prediction of actual and average values in such a manner that actual and average values are assigned possibly unequal weightage. Such situations occur not only in medical sciences but in other disciplines too like Economics (see Shalabh, 1995; Zellner, 1994) . Toutenburg and Shalabh (1996) have considered the problem of simultaneous prediction of actual and average values of study variable in a linear regression model assuming the availability of some prior information in the form of few linear constraints binding the regression coe cients. When these constraints are stochastic in nature, they have studied the performance properties of predictors arising from pure and mixed regression methods of estimation for the coe cients. For forecasting values (actual or average or a combination of both) of study variable outside the sample such as future values, their investigations have revealed that the predictions based on mixed regression estimation are superior, at least asymptotically with respect to the criterion of predictive dispersion matrix, to the predictions based on pure regression estimation provided that the degrees of freedom, i.e., excess of the numbers of observations over the numbers of unknown coe cients, are three or more. This is, however, not true when the aim is to predict values within the sample. Here, mixed regression based predictions are superior only when the predictions of average values is assigned a higher weight in comparison to the prediction of actual values provided that the degrees of freedom are at least three.
In view of the above ndings reported by Toutenburg and Shalabh (1996) , a natural question is as follows. Can we further improve the performance of mixed regression based predictions? In other words, is it possible to construct predictors having superior performance properties at least in these situations where mixed regression based predictions are known to be better than the pure regression based predictions? This article presents a simple e ort in this direction.
Our presentation is as follows. In Section 2, we describe the model and present estimators of regression coe cients. Section 3 considers the prediction of values outside the sample and analyzes the properties of some predictors. Similarly, Section 4 deals with the prediction of values within the sample. Some remarks are then placed in Section 5. Finally, the Appendix presents derivation of results.
Model Speci cation and the Estimators
Consider the following linear regression model:
where y is a n 1 vector of observations on the study variable, X is n k full column rank matrix of n observations on k explanatory variables, is the vector of regression coe cient, is a scalar and u is a vector of disturbances following a multivariate normal distribution with mean vector 0 and variance covariance matrix I. In addition to (2.1), let us be given some prior information in the form of a set of g stochastic linear constraints binding the regression coe cients as follows:
where r is g 1 vector with known elements, R is a g k matrix with known elements and v is a g 1 random vector with mean vector 0 and variance covariance matrix assumed to be known and positive de nite. It is assumed that u and v are stochastically independent and (n?k) exceeds 2.
The pure regression estimator of is the least squares estimator of in (2.1):
If we apply Stein-rule method to (2.1), we obtain the following family of estimators for :
where Q = (y ? Xb) 0 (y ? Xb) is the residual sum of squares and a is the nonstochastic positive scalar characterizing the estimator; see, e.g., Judge and Bock (1978) for an interesting exposition.
The mixed regression estimator proposed by Theil and Goldberger (1961) .5) see, e.g., Rao and Toutenburg (1995) for an interesting account of its properties.
Synthesizing the mixed regression and Stein-rule estimation procedures, Srivastava and Srivastava (1983) 
Prediction Outside The Sample
When the aim is to predict the values of study variable outside the sample such as future values, we assume the validity of model for such values also. Thus we can write y f = X f + u f (3.1) where y f is a n f 1 vector of values of study variable, X f is a n f k matrix of given values of explanatory variables and u f is the vector of disturbances following a normal distribution with mean vector 0 and variance covariance matrix I. We further assume that the elements of u f are stochastically independent of the elements of u and v.
For predicting the n f values of study variable, let us consider the following predictors:T f = X f b T fm = X f b m T fms = X f b mŝ T fsm = X f b sm which can be used for predicting the actual values y f as well as the average values E(y f ) = X f .
For the simultaneous prediction of actual and average values, we de ne the target function as
where 0 1 is a nonstochastic scalar re ecting the weightage to be given to actual values in relation to average values for the purpose of prediction (see Shalabh, 1995; Toutenburg and Shalabh, 1996) . Toutenburg and Shalabh (1996) have derived an asymptotic approximation for the predictive dispersion matrix ofT fm employing the small disturbance asymptotic theory and have compared the performance ofT f andT fm . It is seen that both are weakly unbiased in the sense that E(T f ?T f ) and E(T fm ?T f ) are null vectors. Further, with respect to the criterion of predictive dispersion matrix to order O( 4 ),T fm is better thanT f whether the aim is to predict actual values or average values or both together (see Toutenburg and Shalabh, 1996, Sec. 4.2) . Notice that we have assumed (n ? k) to be three or more. Now let us examine whether the predictorsT fms andT fsm have better performance thanT fm . For this purpose, we consider the small disturbance asymptotic approximations. It is thus seen from (3.3) thatT fms is not weakly unbiased likeT m at least to the order of our approximation. Next, we observe from (3.5) that the di erence matrix is inde nite so that nothing de nite can be said about the superiority of one predictor over the other. However, if we take the trace of the di erence matrix, we nd thatT fms is better thanT m when
provided that the quantity on the extreme right is positive. The condition (3.7) is not attractive owing to involvement of . A su cient version of it is
where c 1 c 2 : : : denote the characteristic roots of the matrix (X 0 X) ?1 X 0 f X f . Next, we observe from (3.4) and (3.6) thatT fsm is weakly unbiased likeT fm at least to order O( 2 ). Further, its predictive dispersion matrix is same as that ofT fm to the order of our approximation. Thus we need to consider higher order approximations. These are derived in Appendix and are presented below: These results indicate thatT fsm is not only weakly biased but also not e cient in comparison toT fm .
We thus nd thatT fms emerges out to be the best predictor amongT f , T fm ,T fms andT fsm under a mild constraint (3.8) on the characterizing scalar a if the criterion is asymptotic predictive dispersion. This is of course weakly biased. Next best is the weakly unbiased predictorT fm . The predictorT fsm seems to have no merit.
Prediction Within The Sample
When the aim is to predict the values of study variable within the sample, we formulate our target function as follows:
with a nonstochastic scalar between 0 and 1. Now consider the following predictorŝ T = Xb T m = Xb m T ms = Xb mŝ T sm = Xb sm : Toutenburg and Shalabh (1996) provided that (n ? k) exceeds two. An interesting implication of it is that it is worthwhile to use mixed regression estimation procedure in preference to the pure regression estimation procedure when prediction of average values is given more weightage in comparison to prediction of actual values. Let us now examine the performance properties of the predictorsT ms and T sm using small disturbance asymptotic theory. The derivation of these results is presented in Appendix. From (4.3), we observe that the predictorT ms is weakly biased whileT m is unbiased. Comparing them with respect to the criterion of predictive dispersion matrix to order O( 4 ), we notice that neither dominates the other. However, if we take the trace so that the criterion is total predictive dispersion, we nd thatT ms is superior toT m when 0 < a < 2(1 ? )(k ? 2); k > 2:
This is an interesting condition as it is easy to use in any given application for nding improved predictions.
So far as the predictorT sm is concerned it follows from (4.4) and (4.6) that it is asymptotically equivalent toT m in the sense that both are weakly unbiased to order O( 4 ). The di erence, however, precipitates when higher order approximations are considered. From (4.8), we observe thatT sm is not, whileT m is always, weakly unbiased to order O( 6 ). From (4.9), it is di cult to determine the nature of matrix and consequently superiority condition of one prediction over the other cannot be found. Even if we consider the trace and obtain a condition on the characterizing scalar a, it is found to depend upon unknown regression coe cients and thus may not serve any useful purpose in practice.
Some Remarks
The present investigations have been motivated by the nding reported by Toutenburg and Shalabh (1996) regarding the superiority of mixed regression estimation procedure over the pure regression estimation for the purpose of prediction of values of study variable. When the aim is to predict the values outside the sample, mixed regression based predictions are found to be superior than the pure regression based predictions. Observing that mixed regression based predictions are weakly unbiased for the simultaneous prediction of actual and average values of study variable, we have considered two families of weakly biased predictions stemming from the method of mixed regression estimation. One of them turns out to be useless as it may yield predictions that are inferior to the conventional weakly unbiased predictions. The other, however, provides superior predictions under a mild constraint on the scalar characterizing the family. In other words, one can construct predictors which are biased but more e cient than the predictions arising from the conventional pure and mixed regression methods.
Next, suppose that we wish to predict the values of study variable within the sample, for example, to asses the success of underlying estimation procedure for the unknown parameters of the model. When the prediction of average values is assigned higher weightage in comparison to the prediction of actual values, it is found that mixed regression based predictions are better than the pure regression based predictions provided that the number of observations exceeds the number of unknown coe cients by two. As these predictions are weakly unbiased, we have considered two families of weakly biased predictors arising from mixed regression estimation. One family is found to give predictors that are asymptotically as good as the conventional weakly unbiased predictor. The other family yields predictors that are superior to the weakly unbiased predictor with respect to the criterion of total predictive dispersion to the order of our approximation.
Appendix
From Toutenburg and Shalabh (1996, p. 957 
