Graphical Abstract Highlights d Mathematical models can be over-interpreted because biological knowledge is limited d Covariance relations can be derived to categorize entire classes of models d Large classes of models can be rigorously rejected when such relations are violated d Most gene expression models are inconsistent with reported mRNA-protein covariability SUMMARY
In Brief
Hilfinger et al. present a mathematical approach that analyzes specified, local dynamics embedded within unspecified networks. They provide formal criteria for testing mathematical models based on derived relations between experimentally measured quantities. These relations must be satisfied if a model can plausibly explain the data. Their approach allows broad classes of models to be rigorously rejected in a largely parameter-and assumption-independent way.
INTRODUCTION
Many biological networks involve large numbers of connected components and the dynamics of each part can then depend on the whole. This presents a great challenge when modeling such systems mathematically, whether using small models to intuitively capture basic system properties or larger and more realistic models to reproduce experimental observations with detailed simulations. Specifically, small models rely on the often false assumption that the components of interest act in isolation from other components. Predictions from large models are in turn less intuitive and typically rely on so many assumptions about unknown parameters and interactions that models can be mistakenly rejected even when most assumptions are correct or supported when multiple inconsistencies cancel each other out. The latter problem has been particularly challenging, and many apparent modeling successes may have simply over-interpreted observed fits between theory and data. The prospects for understanding the dynamics of biological networks using current approaches thus seem limited (Mellis and Raj, 2015) .
In recent years it also has become clear that stochastic effects play an important role in biology. This presents both an opportu-nity and a challenge: natural fluctuations contain a great deal of information about the underlying processes, but stochastic models also require many more features to be specified, e.g., the distributions of waiting times between events and the influences of all connected components that may be constant on average but that still can transmit fluctuations to the process of interest. Unless these features create unique and reliable signatures in the data, interpretations can become ambiguous. Indeed we and others previously showed (Paulsson, 2004; Pedraza and Paulsson, 2008; Ingram et al., 2008, Huh and Paulsson, 2011) that the properties analyzed in most experimental studies of stochastic gene expression, whether the shapes of distributions, the patterns of variances and averages across genes, or the response in noise levels to perturbations in parameters, can be consistent not only with the stochastic models used to explain the data but also with a wide range of entirely different models. Other methods are thus needed that allow researchers to test kinetic assumptions for components of interest without worrying that the fits are caused by indirect influences from rest of the reaction system.
Here, we address this challenge by identifying relations between simple properties of stochastic reaction systems that only reflect a few specified interactions but are invariant to the complex and sparsely characterized networks in which those interactions are embedded, even when feedback loops connect the components of interest to the rest of the network. This does not rely on reducing realistic models to simpler ones, but on deriving exact projections of complex multivariate stochastic processes onto a few variables, much like considering the marginal probability distribution corresponding to a joint distribution. In stark contrast to toy models, where the more intuitive answers often come at the expense of increasingly unrealistic simplifications, this approach specifies as little as possible about the systems but still allows the unspecified parts to indirectly affect the components of interest in any way. Technically, the relations follow from considering the moment equations for stochastic reaction systems element by element for a small subset of specified components (Box 1; Hilfinger et al., 2016) . While these equations are underdetermined and cannot be solved, we here combine them with experimentally measured correlations between components to close the problem locally without specifying the rest of the network. This allows us to collectively reject large classes of models that share some parts but differ arbitrarily in any other parts. We demonstrate the utility of the approach by considering genome-wide, single-cell measurements of mRNA and protein abundances in Escherichia coli Box 1. Stochastic Kinetics in Sparsely Characterized Networks Consider two components of interest embedded within a large complex network. For notational simplicity, we denote them as X 1 and X 2 but allow for a sea of other variables (X 3 , X 4 , X 5 ,.) whose dynamics can affect and be affected by X 1 and X 2 in arbitrary ways. We then list all chemical reactions that change the number of X 1 or X 2 molecules, leaving all other reactions in the system unspecified
Here, each specified reaction adds or subtracts integer numbers of molecules of X 1 or X 2 according to the jump sizes d 1k and d 2k . The rate functions r k (x 1 , x 2 , x 3 , x 4 ,.) can depend in arbitrary ways on any of the components, and they quantify the probability per unit time with which reaction k occurs when the system is in state X 1 = x 1 , X 2 = x 2 , X 3 = x 3 , X 4 = x 4 ,. To avoid overly cumbersome notation, we use uppercase X i to refer to components as well as the random variable denoting their abundance. Lowercase x i is used to refer to the realization of the random variables X i . While only the reactions of two components are considered explicitly, the above systems can be arbitrarily large and complex, since the dynamics of X 3 , X 4 , X 5 ,. are completely unspecified (allowing, e.g., for complex feedback loops, explicit history-dependent timers, and deterministic oscillations). While this allows for an unbounded number of interacting components and potentially non-Markovian dynamics, the instantaneous dynamics of X 1 , X 2 at any point in time obey a marginal master equation with conditional rates (see Supplemental Results and Hilfinger et al., 2016) . Although it is impossible to determine the values of the conditional rates from just specifying the reactions involving X 1 , X 2 , we can derive universal moment balance equations (Hilfinger et al., 2016) for stationary systems or long enough time series of time-averaged nonstationary systems (Supplemental Results). Specifically, for any two components of interest, the following covariance relation must hold (i = 1, 2)
Here, R + i ; R À i are the birth and death fluxes of component X i (i.e., R ± i = P k r k jd ik j for d ik > 0 and d ik < 0, respectively) and t 1 is the average lifetime of component X i (allowing for components with complex, non-linear degradation). The event sizes hs ij i denote the average change in the number of X j molecules as an X i molecule is made or degraded. They can typically be exactly identified from the stoichiometry of reactions changing X i levels (Hilfinger et al., 2016) . For example, if X i is made in bursts of a and eliminated in bursts of b then hs ij i = ða + bÞ=2. While the individual terms in Equation 1 cannot be computed a priori for incompletely specified systems, the average lifetimes, step sizes, and lifetimes of components are experimental observables that can either be measured or deduced without having to specify the entire system. Equation 1 thus translates hypotheses about how specific components are made and degraded into invariant relations that are rigorously independent of all unspecified parts, as illustrated in Figure 1 . (Taniguchi et al., 2010) , and we show that statistical relationships observed between mRNAs and proteins cannot be explained by any type of purely transcriptional or translational random process, but only by a special combination of counteracting fluctuations where transcription and translation rates are anticorrelated.
RESULTS

Translating Kinetic Assumptions into Statistical Invariants
Stochastic chemistry at the level of individual reaction events is often described by master equations, describing how the probability of having certain numbers of molecules per cell of each component changes as a function of time. The first challenge when using such equations to describe biological processes is to choose the mathematical variables appropriately. For example, many reaction rates that can be modeled as constant in deterministic models must be represented as fluctuating variables in this approach, because they depend on components that on average may be constant over time but that fluctuate in individual cells at any given time point. Components that can interconvert between distinct and long-lived states also must be represented by one variable per state. For example, if an mRNA slowly converts between an active and inactive form, or there are many slow steps in the degradation path, it cannot be properly represented by a single effective variable.
Because it is rarely known which components contribute the most fluctuations or how many long-lived, functionally distinct states each component can occupy, it can be challenging to formulate a model that is both broad enough and fine-grained enough to well approximate a biological process in single cells. However, it is also possible to include any number of variables in the full model but still only analyze the mechanisms for a subset of them, by summing over all other variables, and thus consider the marginal distribution rather than making simplifying assumptions. This approach allows for arbitrary complexity in the other parts of the system, including nonlinear effects and bifurcations, feedback loops connecting the specified components of interest to the unspecified environment, and even spatial or non-Markovian effects (Hilfinger et al., 2016) . In general the resulting equations are not solvable for the variances and covariances of interest unless the network is entirely linear and completely specified. Even then the variances and covariances depend in algebraically complicated ways on system parameters, making the results non-intuitive and hard to compare to experiments since many parameters may be unknown. However, we recently showed that, even for partially specified nonlinear systems, the local covariance equations can be exactly reformulated in terms of a few physical properties of the components-average abundances, lifetimes, and reaction burst sizes (these ideas are summarized in Box 1)-and that these often can be experimentally estimated and interpreted without knowing all system details (Hilfinger et al., 2016) . Here, we exploit these results to derive relations that characterize small reaction modules while explicitly allowing them to dynamically affect and be affected by the complex networks in which they are embedded. This allows us to test specific hypotheses about the process of gene expres-sion without having to specify the essentially unknown details of the cellular milieu.
Examples of Invariant Relations between Statistical Properties of Stochastic Models
From toy models to detailed simulations, most attempts to model biological systems specify the interactions presumed to significantly affect the dynamics of the components of interest. Here, we instead consider all systems that share some reactions or components of interest but vary arbitrarily in others parts. Specifically, we use Equation 1 to derive invariant relations constraining models of all possible such systems. To illustrate this approach, we apply Equation 1 to some component X i within an arbitrarily large network (i.e., we consider the i = j case of the equation in Box 1), which implies
where hs ii i denotes the average event size of reactions that change X i levels (Hilfinger et al., 2016) . In Figure 1 we illustrate how Equation 2 translates specific hypotheses about the functional form of R + i and R À i into invariant relations that only reflect local aspects of the stochastic processes in which X i molecules are made or degraded. Environmental fluctuations, feedback loops, or other indirect network influences will greatly affect each term in these invariants but cannot change the relations between terms. For example, in many models it is assumed that a component of interest X i is only eliminated in first-order reactions, in which case the left-hand side of Equation 2 turns into the square of the coefficient of variation CV i : = s i /hx i i. Similarly, if the production rate of one component is proportional to the abundance of another component, the last term in Equation 2 turns into the normalized covariance between the two components, as illustrated in Figures 1B-1D . This simple example demonstrates how Equation 2 can be used to derive relations that characterize the dynamics of only a few components within a large and incompletely specified network. Equations 1 and 2 apply not only to fluctuating systems that reach a stationary state in the averages and variances, including most autonomous systems such as oscillations and multi-stability, but also to non-stationary systems that are driven by an external oscillation as long as the system is appropriately sampled over many cycles. Describing the transient dynamics as a population progresses from one distribution of states to another and in turn adds corrective terms that depend on the system properties at the beginning and the end of the time course (Supplemental Results). The formalism can thus account for many complications common in experimental systems.
It is not surprising that individual equations describing a part of a connected whole can be singled out for experimental tests. However, given that fluctuations in the components of interest can depend on the rest of the potentially complicated network, which is not specified, and we only compare the models against snapshot experimental data, without the need to measure dynamics, it may seem that the approach would not have substantial power to refute models, i.e., that too little is ruled out for the approach to be practically useful. Indeed the equivalent approach at the level of averages or deterministic rate equations would be quite ineffective in terms of identifying mechanisms. Specifically, the equivalent of Equation 2 for averages is hR À i i = hR + i i and each term then depends on the exact value of the rate constants or the fluorescence per molecule when assays report abundances in arbitrary units. Full models then must be used to predict dynamic system features that can be A B E F G C D Figure 1 . Invariant Relations that Characterize Entire Classes of Stochastic Networks (A) Consider all possible stochastic processes that have in common that some component X 2 within a large network is made at a rate proportional to X 1 levels. Stochastic processes in this class do not just involve the two components X 1 and X 2 but can involve an arbitrarily large number of other interacting components (X 3 , X 4 , X 5 ,., as indicated by the cloud). Such systems can then, for example, realize arbitrary control networks or extrinsic noise influences, which typical modeling approaches must consider individually as specific realizations.
(B) The reactions that are conserved across this class of systems are defined. (C) Simulation data for specific realization of such systems with different parameters and global network topologies (navy dots, systems with negative feedback; red, positive feedback; green, extrinsic noise). Depending on the chosen details, systems exhibit vastly different averages and variances.
(D) Regardless of the details, Equation 2 immediately shows that all such systems must satisfy the simple invariant relation CV 2 2 = 1=hx 2 i + Covðx 1 ; x 2 Þ=ðhx 1 ihx 2 iÞ, illustrating how a small set of specified molecular interactions produce testable predictions between variances and covariances that are rigorously independent of global network influences. The data correspond to the same simulations depicted in (C). (E) As an additional example, we consider a different class of systems in which the specified X 2 production rate is proportional to the cube of X 1 levels and X 2 molecules degrade through an irreversible dimerization reaction. All other details remain arbitrary. (F) Depending on the details, averaged abundances and noise levels vary enormously. (G) Nevertheless, Equation 2 immediately shows that all possible processes of this type must satisfy Covðx 2 ; x 2 2 À x 2 Þ=½hx 2 iðhx 2 2 i À hx 2 iÞ = 1:5=hx 2 i + Covðx 2 ; x 3 1 Þ=ðhx 2 ihx 3 1 iÞ, as illustrated by simulation data for various systems of this type. (Because each degradation reaction removes two X 2 molecules, we have hs 22 i = ð1 + 2Þ=2 = 1:5 for all systems of this type.) Note that systems in this class do not satisfy the invariant relation of (D) (see the Supplemental Results). more robustly tested. By contrast, the dimensionless (co)variance equations above involve rate and concentration variables normalized by their averages, and therefore they capture a characteristic signature of the type of rate functions involved. To illustrate how this approach can be used to gain insights from realworld biological data, we consider a specific example below.
Applications to Gene Expression Data
The power of the above approach lies in using experimental data to rigorously reject hypotheses that provably cannot account for observed behavior even when the biological system in question is sparsely characterized. To illustrate this, we revisit a particularly influential tour de force study of stochastic gene expression by Taniguchi et al. (2010) . This study reported protein fluctuations for over 1,000 genes in E. coli and mRNA-protein correlations for 137 highly expressed genes as cells were kept in constant growth conditions. The observed protein distributions fit almost perfectly to one of the simplest and most commonly used stochastic models of gene expression where individual transcripts are made with constant rate, proteins are made with constant rate per transcript, and both mRNAs and proteins decay in first-order reactions. The model therefore was used in Taniguchi et al. (2010) to infer the kinetic parameters from the precise shape of each observed distribution. The authors also reported that, for most genes, the correlation between protein levels and cognate mRNA was negligible. The authors argued that this observation could be by explained by the fact that mRNAs are short lived compared to proteins and thus fluctuate up and down many times on the timescale of changes in protein levels, most of which are stable in E. coli. However, by the same argument, most mRNA fluctuations should not be transmitted to proteins, since the latter effectively perform a time average, and as a result protein levels should not fluctuate much. Here, we consider which models of gene expression could reconcile these two observations, by exploring relationships between correlations and the magnitude of the noise for broad classes of systems.
We first consider all possible processes that include the above assumptions about protein production and degradation, i.e., 2 4 arbitrary dynamics of X 1 ; X 3 ; X 4 ; . including feedback loops 
with X 1 as the mRNA and X 2 as the corresponding protein. This can be trivially extended to protein production with arbitrary (and distributed) event sizes, but typical translation bursts are already implicitly included in the above dynamics, since mRNAs are represented as explicit variables rather than condensing transcription and translation events into effective protein production bursts. Equation 1 then shows that all possible systems that satisfy the above assumptions about how proteins are made and degraded must satisfy the simple invariant relation (see Figures 1A-1D )
where r 12 denotes the correlation coefficient between mRNA and protein and the second term is negligible for the dataset considered here (Taniguchi et al., 2010) , because the normalized protein variances were much greater than the averages. For this dataset, the extent to which mRNAs transmit fluctuations to their cognate proteins is thus determined by the extent to which they co-vary, and it is not possible to explain the low mRNA-protein correlations while also assuming that mRNA fluctuations substantially cause protein fluctuations. The observed behavior of most mRNAs and proteins is radically different from this prediction, as shown in Figure 2 . This shows that no property of mRNA dynamics-varying transcriptional inputs, non-exponential aging, feedback control, or fluctuating RNase levels-could explain the observations within this broad class of models. One possible explanation for this discrepancy could be that the translation rate is not proportional to the mRNA level. From a mathematical point of view, such putative non-linear dependencies can be considered analogously (see, for example, the exact invariant relationship for the class of systems with R 2 $ x 3 1 in Figures 2E and 2F) . However, such relationships seem exceedingly unlikely to have any significant effect here, since they would require biologically implausible mechanisms by which specific mRNA molecules affect each other's translation rate despite exceedingly low abundances. In fact, to explain the data such effects would have to be prevalent across the genome. A related but more plausible possibility is that the translation rates per transcript fluctuate. Indeed it was suggested in Taniguchi et al. (2010) that such fluctuations could help explain the observed lack of correlations. However, adding mRNA-independent fluctuations to the protein production rate would not only 
. Comparing Published Gene Expression Data against a Broad Class of Models
Comparing gene expression data (Taniguchi et al., 2010) from E. coli to the invariant relation derived for the class of systems in which translation is proportional to mRNA levels and proteins undergo first-order degradation. Regardless of molecular lifetimes, feedback control, and upstream randomization effects, all such systems must fall on the red line defined by Equation 4 (for protein abundances as high as those of the data). Only very few genes are consistent with this prediction. Bars indicate reported error estimates (Taniguchi et al., 2010) . The blue part of the line identifies the range predicted by the specific case of the model considered by Taniguchi et al. (2010) , with an effective protein lifetime of 180 min and mRNA lifetimes between 2 and 10 min, as reported in Taniguchi et al. (2010) . The distance of individual genes from the prediction is quantified in the Supplemental Results. reduce mRNA-protein correlations, but typically also increase the protein noise for a given mRNA noise, which is inconsistent with the many data points with low correlation and low CV 2 /CV 1 .
To address this conundrum from a broader perspective, we used Equation 1 to derive relationships between correlation coefficients and CVs, allowing for any dynamically fluctuating translation rates in the stochastic mRNA-protein model proposed in Taniguchi et al. (2010) .
where X 1 denotes mRNA, X 2 protein, and f = f(u) is an unspecified function that depends on some set of extrinsic components u = x 3 , x 4 , x 5 ,., allowing for rate fluctuations of arbitrary magnitude and dynamics, as indicated by the cloud in Figure 3 . For any system in which the translation rate fluctuations per mRNA are independent of mRNA levels, Equation 1 implies
Unlike Equation 4 this invariant relation depends on the ratio between protein and mRNA lifetimes, t 2 /t 1 . Thus, we asked whether Equation 6 is satisfied by the subset of data for which mRNA lifetimes was explicitly reported in Taniguchi et al. (2010) . Comparing the experimental data against Equation 6 (red line in Figure 3 ) for the respective mRNA lifetimes t 1 and assuming that t 2 = 180 min shows that, for the great majority of genes, the observed correlations between mRNAs and proteins are not consistent with the time-averaged ratio of noises for any model in this broad class of systems (Figure 3 ). We considered t 2 = 180 min because it corresponds to the observed cell generation time, which sets an upper limit on the effective protein lifetime. However, for the few proteins in E. coli that are actively degraded, the data are only harder to fit (pushing the data points to the right in Figure 3) . Thus, the data effectively refute two broad classes of systems that include the overwhelming majority of models on stochastic gene expression published as special cases, such models where the noise comes purely from transcriptional or translational processes. Accounting for Systematic Experimental Artifacts Before trying to characterize what kind of biological process could explain the data, we next confirm that the discrepancy be-tween data and the above classes of models is not easily explained by known experimental artifacts. The approach above can be used even if the data were significantly affected by certain systematic experimental errors associated with the molecular methods used to infer mRNA and protein levels in single cells. For example, it has been suggested that the low correlations between mRNA and protein levels simply reflect slow fluorophore maturation of the yellow fluorescent protein (YFP) used to tag the proteins in question (Gedeon and Bokes, 2012) . That analysis used the same simple mRNA-protein model as in Taniguchi et al. (2010) , except for an added sharp delay between the production of a protein and the maturation of the fluorophore, and showed that much lower mRNA-protein correlations indeed can be explained within that model. However, by extending that analysis to account for the fact that maturation delays for YFP are exponentially distributed (Khmelinskii et al., 2012) and deriving relations between correlations and observed CVs (Supplemental Results), we find that maturation does not substantially help to explain the data (see blue line in Figure 4A ). In fact, even if the maturation delays were much longer than expected for the fast-maturing Venus YFP used, all data would have to collapse on a simple curve connecting the origin and the point r 12 = CV 2 /CV 1 = 1 (Supplemental Results), in stark contrast to the actual data. We next consider the effects such distributed maturation delays would have for the broad classes of models considered in the previous section. For the class of systems with arbitrary mRNA dynamics, defined in Equation 3, this leads to three coupled equations whose solutions are constrained by the Cauchy-Schwarz inequality (Supplemental Results). Simple algebraic manipulation then allows us to constrain the range of all possible correlations
where t mat is the maturation time. In Figure 4A , we plot the accessible region defined by Equation 7 for the experimentally reported mRNA lifetimes and the experimental estimate of t mat = 7.5 min for the fast-maturing YFP-variant Venus (Xiao et al., 2008) used in Taniguchi et al. (2010) . While accounting for fluorophore maturation makes more genes consistent with this class of models, we found that the data for many genes remained inconsistent with any such model (see the genes that lie (Taniguchi et al., 2010) shows that most genes are inconsistent with such models. The data here is the subset of genes for which the mRNA lifetime t 1 was explicitly reported. To plot the data, we assumed an effective protein lifetime t 2 of 180 min set by the reported cell-generation times. Active degradation of proteins on a faster timescale would move the data to the right.
outside the red-shaded region in Figure 4A ). Changing the values of the measured t mat and t 2 affects the conclusions only marginally (Supplemental Results). Furthermore, the permissible region derived above is very generous in the sense that only very special types of mRNA dynamics with extreme feedback would be capable of spanning the whole region. For example, if mRNA noise came from transcriptional bursting, the permissible region would collapse onto the same simple curve as above (blue line in Figure 4A ; see Supplemental Results). Similarly, we can use this approach to quantify the effect of fluorophore maturation on the class of translational noise models defined in Equation 5. Applying Equation 1 to this class of systems leads to
As illustrated in Figure 4B the data are not consistent with this invariant relation either. Another potential explanation for the low correlations between mRNA and protein levels is random undercounting of mRNAs or even proteins by imperfections in the experimental procedures (Sanchez et al., 2013) . Indeed, no fluorescent hybridization probes could detect every transcript, and it is difficult to experimentally determine the incidence of false negatives. We can account for random undercounting by introducing a stochastic detection step, where each mRNA molecule is detected with some probability q. Analyzing the class of transcriptional noise systems in Equation 3 (with arbitrary mRNA dynamics and arbitrary feedback) shows that Equation 4 still holds exactly for any system in this class for any value of q (Supplemental Results). Specifically, though estimates for the CVs and correlations will strongly depend on q, the relation between these statistical properties is independent of undercounting. Similarly, we can analyze the effect of mRNA undercounting for the class of translation noise models defined in Equation 5. The invariant relation Equation 6 then becomes
which is simply the straight line prediction of Equation 6 with the slope reduced by the probability q. However, the data in Figure 3 do not fall on a straight line for any slope, rejecting the hypothesis that the observations could be explained by undercounting of mRNA molecules. It also has been suggested that the proteins may have been greatly undercounted. However, it should be noted that the experiments were performed under very slow growth conditions with cell generation times of 3 hr, which is very different from typical lab conditions for E. coli, though likely as relevant biologically. Under slow growth, E. coli cells are generally smaller and contain less protein. Regardless, a similarly binomial protein undercounting has no effect on the above conclusions, because even the data under consideration correspond to the high copy number proteins for which random undercounting of individual molecules will not significantly affect the normalized fluctuation metrics used above (Supplemental Results).
The gene expression data reported in Taniguchi et al. (2010) is thus inconsistent with a wide and open-ended range of gene expression mechanisms, even when accounting for the potentially confounding effects of delayed fluorophore maturation or undercounting of molecules. More complicated experimental artifacts are certainly possible, e.g., if maturation delays were much longer than expected and varied greatly between fusions . The colored area corresponds to the accessible region with a protein lifetime t 2 = 180 min (set by the cell-cycle time) and the estimated fluorescent protein maturation time t mat = 7.5 min (Xiao et al., 2008) . Many of the genes remain inconsistent with the theoretical prediction. Only genes that fall within the colored region can be consistent with the simple assumption that translation rates are proportional to mRNA levels, even when accounting for a finite fluorescent maturation time. The tested class of systems is very broad (see cloud), allowing for extreme feedback scenarios in which the protein levels effectively control mRNA levels rather than the other way around. In contrast, without allowing for feedback, the blue line indicates the accessible range of the original model subject to maturation with the above parameters and mRNA lifetimes between 2 and 10 min. (B) Explicitly accounting for delayed fluorophore maturation turns the invariant relation of Equation 6 into the prediction Equation 8. Comparing the data against this invariant relation (for t mat = 7.5 min, t 2 = 180 min, and t 1 as reported individually for each gene) shows that many of the genes remained inconsistent with the class of models defined by Equation 5, even when accounting for a finite fluorescent maturation time.
or if the mRNA counting was systematically flawed in ways that varied greatly between genes or cells (i.e., if the fluorescence in situ hybridization [FISH] assay did not work properly). Mathematical approaches of course cannot extract much useful information if the datasets are substantially flawed in unknown ways; but, by revealing how surprising the results would be if taken at face value, the approach above can at least prompt a reexamination of the experimental methods used. Furthermore, it is also very possible that the data are not flawed at all: just as one can always invoke complex experimental artifacts to dismiss data, it is also always possible to identify classes of mechanisms that can fit, depending on what model assumptions are relaxed. In fact, by refuting large classes of models, the mathematical approach above can steer the search toward such explanations, as we consider next.
Identifying Biological Mechanisms that Can Explain the Data
The above analyses show that the observed weak correlations between mRNA and protein levels, together with the observed relationship between the magnitude of the noise, place strong constraints on the classes of models that could be consistent with the data. Specifically, our results show that noise in the rate of protein synthesis per mRNA copy is necessary to explain the weak correlations observed between mRNAs and proteins but that, if this noise is independent of mRNA numbers, it also must increase the protein-to-mRNA noise ratio beyond observed values. However, if the rate of translation per mRNA is negatively correlated with the mRNA abundance, it is possible for translation noise to reduce correlations between mRNAs and proteins without increasing the level of protein noise for a given level of mRNA noise. Indeed we find that it is possible to find such models that are consistent with data (see Figure 5 ). In fact, without any additional fine-tuning those models also produce near-perfect fits with the observed protein distributions (histograms in Figure 5 and Supplemental Results). Such negatively correlated transcription and translation noise could, for example, be the result of mRNA half-lives decreasing with increased translation, either due to structural changes of transcripts during heavy translation or upregulation of RNAases in periods of increased ribosome availability. Alternatively, if cells went through periods with increased transcription across the genome, each transcript would face more competition for ribosomes.
Concluding that the data must be explained by noise cancellation mechanisms because nothing else fits may smack of the logically correct but practically misleading Sherlock Holmes principle that, after eliminating the impossible, whatever remains must be true. In reality there are, of course, always other biological mechanisms or other experimental artifacts that could explain the data, and there is never a substitute for scrutiny. However, by refuting open-ended classes of systems, the approach above rules out large chunks from the space of possible explanations, as opposed to conventional approaches where the disagreement between data and a specific model only eliminates a singular point in this space.
DISCUSSION
Network models of systems for which many components have been coarsely characterized often fail to predict the overall system dynamics because the details of the kinetic interactions can have qualitative effects. Kinetic models of systems in which only a few components have been characterized in detail in turn cannot predict the dynamics of the well-studied components, because their dynamics are sensitive to the rest of the network. Here, we show that these challenges can be overcome to some extent by considering invariant relations for families of reaction networks that share some details and vary arbitrarily in others. This helps test hypotheses about specific components regardless of how these affect and are affected by the rest of the network. Reliably knowing a few interactions in a complex network still does not make it possible to predict the actual system dynamics. However, we recently showed (Lestas et al., 2010; Hilfinger et al., 2016) that, for stochastic processes in single cells, it can at least make it possible to derive hard limits on possible behaviors regardless of the complexity of the unknown parts. Combined with the explosion of new single-cell experimental methods-from multiplexed probes (Zenklusen et al., 2008; Lubeck and Cai, 2012; Lee et al., 2014; Chen et al., 2015) and microfluidic cell handling ( Systems in which mRNA levels and the fluctuations in the protein synthesis rate per mRNA are correlated are not constrained by the invariants Equations 4 or 6. Indeed, numerical simulation data (blue dots) indicate that systems in which the effects of transcription and translational noise partly cancel out can exhibit fluctuations similar to that of the experimental data. Representative histograms of protein distributions for such systems show a near perfect fit to negative binomials (black lines) despite the significant noise cancellation. Systems with noise cancellation thus exhibit fluctuations that are consistent with both experimental observations reported in Taniguchi et al. (2010 Taniguchi et al. ( ). et al., 2015 to single-molecule microscopy (Raj and van Oudenaarden, 2009; Li and Xie, 2011; So et al., 2011 )-such generalized stochastic approaches can help to establish a more quantitative understanding of complex and incompletely characterized biological systems.
EXPERIMENTAL PROCEDURES
No experimental data were generated for this paper; the data analyzed have been published previously in Taniguchi et al. (2010) . For the mathematical derivations of Equations 1, 2, 3, 4, 5, 6, 7, 8, and 9 of the main text, please refer to the Supplemental Results.
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