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Abstract
We elucidate the tensile failure mechanism of amorphous silica and the effects of water on
the process, combining: (a) atomic force microscope (AFM) bending tests, (b) molecular
dynamics (MD) simulation and (c) molecular orbital (MO) simulation. Bending tests of
silica nanowires provide validation for the predictions of the simulations, in which we
study the failure of dry silica using MD and define a representative system to be studied
with the more chemically accurate MO method.
We used the AFM to perform bending tests on silica nanowires of diameter D < 1 Pim,
which have very high surface-to-volume ratio and no microscopic flaws. No size effects
on elastic modulus were observed down to 130 nm. For 500 nm wires, water reduces the
strength from 10.5 GPa in air to 6.5 GPa in water, results comparable to those reported for
micrometer-scale fibers. By probing the strength of silica at this scale, we bring experi-
ments to the length scales accessible to atomistic simulation.
Using classical MD, we found that crystalline silica fails globally by crack nucleation,
but amorphous silica displays plastic deformation due to the formation of local defects,
which cascade into larger compound defects. We extend to amorphous systems the insta-
bility criterion for material failure and use the Lanczos iteration method to isolate unstable
modes. Failure of these modes create local defects, which are used to define a simpler
representative system.
We studied the water effect on these defects using a semi-empirical MO method, show-
ing first that a water dimer is sufficient to lower the strength of a single Si-O-Si bond.
Next, we use a representative system to describe the failure mechanism near instability. We
found that water reduces the tensile strength by both reducing the athermal failure strain
and the energy barrier for failure.
In summary, we demonstrate experimentally that the tensile strength of amorphous sil-
ica is governed by the nanoscale crack initiation event, after which the system fails in a
brittle manner. Using a multiscale approach, we describe the nanoscale mechanism through
MD simulation and the effect of water through MO simulation, bridging the gap between
breaking a single bond and breaking a macroscopic body in tension.
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Chapter 1
Introduction
1.1 Background and Motivation
Silica is a naturally occurring material, comprising silicon and oxygen. Each silicon atom is
bonded covalently to four oxygen atoms, forming a tetrahedron, and each oxygen is bonded
to two silicon atoms, connecting adjacent tetrahedra. This corner-sharing tetrahedral net-
work is naturally found in multiple crystalline forms, such as quartz and cristobalite, as
well as amorphous forms such as opal. The silicate tetrahedron [SiO4] is found in silicate
minerals, the most abundant materials in the crust, as well as in artificial materials such as
glasses and concrete.
It is well-known that water reduces the strength of silica through several mechanisms,
including hydrolytic weakening of quartz due to interstitial water [7, 37, 38] and stress
corrosion cracking of amorphous silica due to surface water [54, 112]. This interaction is
representative of a broader class of chemomechanical effects on the strength of materials,
which include important phenomena such as hydrogen embrittlement in metals, steel cor-
rosion and biomolecular reactions. There is wide interest in the hydrolysis of silica, and the
problem has been studied using a variety of experimental techniques, as well as theoretical
modeling and simulation tools [94].
Although crystalline SiO 2 contains crystalline defects including dislocations, the par-
tially covalent bonding of this material conventionally results in brittle, catastrophic failure
at the macroscopic scale, without significant plastic deformation prior to fracture. Hy-
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drolytic weakening of quartz was observed when synthetic quartz specimens at 300 C
have a compressive strength of 2 GPa and at elevated temperatures of 400-600'C the
strength dropped rapidly as the specimens plastically deformed significantly without frac-
ture [7, 37, 38]. Differential compression commonly is employed to induce dislocation
nucleation and observe the hydrolytic weakening in wet quartz [28]. The current interpre-
tation of such experiments is that the synthetic crystals contained water which hydrolyzed
the silicon-oxygen bonds, forming SiOH groups which became mobile under stress to pro-
mote dislocation mobility [38]. This problem has been investigated actively in the en-
suing years [65, 77], with work including molecular calculations at the empirical poten-
tial [40, 42] and ab initio [41, 50, 64] levels. It is fair to say that, at present, the issue of
the dominant mechanism for the observed plasticity is still indeterminate. The controversy,
stated in an admittedly highly simplified manner, seems to lie in deciding which of the two
competing candidates, dislocation nucleation versus dislocation mobility, is responsible for
the increased dislocation activity observed at elevated temperatures.
In this work, we focus on the specific problem of water-assisted cracking initiation
in amorphous silica, leading to tensile brittle failure by water-assisted crack extension, or
stress corrosion cracking. In a recent review, Kurkjian et al. [54] argues that the reduction
in tensile strength of silica has been well characterized, but that the origin of strength and
the mechanism of strength reduction has not been elucidated to date. While the funda-
mental hydrolysis mechanism has been studied at the atomistic level using classical, semi-
empirical molecular orbital and ab-initio models, in this work we address the remaining
gap between this scale of study and macroscopic observations.
The theoretical strength of crystalline materials is well understood as the stress where
global lattice instability arises and defects such as cracks and dislocations can nucleate. In
contrast, the strength of amorphous materials is not similarly defined because there is no
clear failure event and there are no clearly defined defects that localize the strain and relieve
the stress after instability. Recent work identifies the failure mechanism of amorphous
silicon with the failure of localized defects, resulting on a cascade of local failure events
that culminate on the nucleation of a macroscopic defect, suggesting that this description
applies to a broader class of amorphous materials. The concept of unstable crystal phonons
14
was generalized to the instability of any vibration mode, which was observed to be localized
in the specific amorphous system in study.
At the instability point, failure occurs in a catastrophic manner. In order to study the de-
tailed failure mechanism, recent studies have used transition state theory (TST) and meth-
ods for finding the minimum energy path (MEP), such as the nudged elastic band. In the
TST framework, failure is thermodynamically possible when the free energy of the final
(failed) state is lower than the free energy of the initial (intact) state. However, if there is an
energy barrier between the states, the rate at which the failure process occurs is determined
by (a) the temperature, (b) the height of the barrier and (c) the "atomistic attempt rate" of
the transition state at the top of the energy barrier. Each transition point uniquely defines
a MEP connecting the initial and final state, and the MEP for the lowest transition point is
the most probable transition mechanism. The failure mechanism of crystalline systems and
molecular clusters has been studied within this framework.
The objective of this work is to bridge the gap between the mechanism of chemical
bond breaking and macroscopic observations, through the use of a representative failure
mechanism at the atomistic scale. The main approach of this work is to apply the concept
of theoretical strength of amorphous systems to a classical molecular dynamics model of
amorphous silica, showing first that the simulated material fails through the instability of
a localized mode, and then using transition state theory to study the effect of water on a
semi-empirical molecular orbital model of the water-silica system. Employing experimen-
tal techniques to probe the strength of silica structures at the nanoscale, we measure the
intrinsic strength of amorphous silica, which is governed by this atomic scale mechanism
rather than by the presence of microscopic defects.
1.2 Problem Statement
Chemical reaction rates in solids are known to be sensitive to the stress level in the sys-
tem [e.g., 34, 47, 56]. This effect can be characterized by the variation with stress of the
activation barrier for the reaction. A typical example is stress corrosion of silica glass in the
presence of water; the strength of glass placed under a static load in an aqueous environ-
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ment decreases [113]. The phenomenon, known as delayed failure or static fatigue, refers
to the slow growth of preexisting surface flaws as a result of corrosion by exposure to water.
From the microscopic standpoint it is believed that water molecules will attack the strained
siloxane (Si-O-Si) bonds at the crack tip, causing bond rupture and formation of terminal
silanol (Si-OH) groups which then repel each other [68, 69]. This is the molecular-level
mechanism that governs intrinsically the macroscopic kinetics of quasi-static crack motion.
A full understanding of stress corrosion in silica glass also must consider quantify-
ing reaction kinetics by mapping out the reaction pathways and determining explicitly the
activation energies. In the case of amorphous silica, the chemical reaction between the in-
trusive water molecule and strained siloxane bonds is envisaged to proceed in three steps,
adsorption, reaction, and separation [68, 69]. Further, it was suggested by Michalske and
Bunker [67] that bond-angle distortions are very effective in enhancing chemical reactiv-
ity. In particular, stress-induced pinching of the O-Si-O bond angle can form a chemically
active kink site. Besides direct deformation of a siloxane ring, the calculated reactivity
of various cyclosiloxane rings has been compared to deduce reaction pathways for three-
and four-fold silica rings and a five-fold ring-chain structure [111]. Such information also
is useful in understanding the kinetics of hydrolyzing the silica surface, in which various
types of ring structures can exist as a result of surface reconstruction [29, 106].
The problem addressed in this work is the mechanism of stress corrosion cracking in
amorphous silica due to the stress-enhanced weakening of the siloxane bond by the pres-
ence of water, according to the equation
Si - O - Si+ H2 0 - Si - OH + HO - Si.
While the atomic-scale mechanism has been studied using several different techniques,
the gap between this scale and the macroscale still remains. For crystalline silica, the
nanorod [124] serves as a representative system for which a stress and a strain can be
defined, and the strength may be compared with experimental results. For amorphous sys-
tems, no single representative system exists, so studies have been performed with ad-hoc
systems which are not transferable to the macroscale [29]. This transferability is a chal-
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lenge due chiefly to the complexities of identifying the location and extent of instabilities
in an amorphous material.
This thesis represents a combined effort to bridge the macroscopically observable re-
duction in strength to the atomic-scale mechanism of failure, by demonstrating that failure
is governed by a nanoscale mechanism. The chief contribution of this work is a method
to identify and isolate the unit event of failure, and to demonstrate the cooperative effect
of water on this event. The unit event of failure is identified by extending the concepts
of theoretical strength of materials to amorphous systems and using numerical methods to
isolate candidate events from the failure cascades that characterize amorphous failure. The
effect of water is studied using transition state theory to determine the rate of the failure
event and the minimum energy path between intact and failed states. The minimum energy
path is found using the nudged elastic band method, providing a means to study the molec-
ular mechanisms at the point of chemical bond failure and the participation of water in this
reaction.
1.3 Thesis Organization
This thesis is divided in five chapters, including this introduction. In the second chapter, we
explain the experimental testing methodology and experimental results for bending strength
tests of silica nanowires and the effects of size and water on the mechanical properties
of these nanostructures. In the third chapter, we use classical molecular dynamics with
an empirical potential to study the deformation and strength of dry silica, the theoretical
basis for its strength and the mechanisms of failure, concluding by isolating the unit defect
that initiates tensile failure. In the fourth chapter, we address the effect of water on the
failure of a representative cluster that mimics the unit defect, using molecular orbital semi-
empirical simulation and the nudged elastic band method. The fifth chapter summarizes
the conclusions of the work and outlines possible extensions.
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Chapter 2
Bending Strength of Silica Nanowires
2.1 Introduction
The first step in our work is to determine at what scale we should determine the strength
of silica. It would be misguided to perform simulations at a very small scale when the
phenomenon is not observable at that scale. The therefore seek the smallest scale accessible
via direct experimentation, and consequently the smallest samples that still represent the
properties of amorphous silica. To that end, we determined the elastoplastic properties of
silica fibers of diameters decreasing to the nanoscale, as a function of both physical size
and presence of water.
2.1.1 Silica nanowires
Silica nanowires have promising applications in optoelectronic nanodevices, due to the op-
tical waveguide properties of this material structure [62] and the capacity of these wires
to exhibit small radii of curvature without fracture [93]. Application of this material will
require improved understanding of the mechanical properties of such covalently bonded
nanostructures. In general, material fibers or wires of nanometer-scale diameter exhibit
much higher strength than the corresponding bulk materials [116]. However, indirect mea-
surements of elastic moduli have suggested that amorphous silica nanowires can be much
more compliant than the corresponding bulk material [27, 109], while fibers of micrometer-
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scale diameter exhibit the stiffness of bulk silica [21]. This work aims to elucidate the
transition between bulk and nanoscale behavior and to observe possible water and size ef-
fects on stiffness and strength in such covalent network solids. Silica-based nanowires are
a natural choice for this task, because of material compatibility and very good optical prop-
erties. Recent work by Tong et al. [93] has shown that nanoscale fibers can be obtained
through high-temperature drawing, a microscopic analogue of the process used to fabricate
commercial optical fibers. These nanowires are very uniform in diameter and composition,
as well as practically flawless.
In addition to suitability for emerging technologies, silica structures of such small phys-
ical dimensions provide an opportunity to understand chemical/mechanical interactions in
materials, owing to inherently high ratios of surface area to volume and nearly defect-free
microstructures. An important example of such interactions is stress corrosion, in which
water dramatically reduces the tensile strength of silica [54]. Moreover, nanowires repre-
sent material structures that can bridge experimental and simulation length scales, since
the estimation of the theoretical strength through molecular dynamics simulation is usually
restricted to systems that are too small to investigate by conventional experimental means.
2.1.2 Mechanical testing at the nanoscale
Mechanical properties of conventional silica fibers can be determined via conventional ex-
periments such as two-point bending [33, 63]. Wires of smaller diameter, however, present
significant experimental challenges, due to difficulties in simultaneously imaging, grip-
ping, applying, and measuring the nanoscale forces and displacements. For silica wires of
diameter < 1 gm, only indirect measurements of elastic moduli E via resonant frequency
measurements have been reported [27, 109].
At the nanoscale, several methods have been proposed to measure mechanical prop-
erties. Among these, direct measurement of force during controlled displacement of a
compliant cantilevered probe within an atomic force microscope (AFM) has been imple-
mented to measure the stiffness and strength of carbon nanotubes and nanorods, as well
as nanowires made of silicon carbide [114], gold [116], silver [59] and manganese oxide
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[52], among others. The force-displacement behavior is interpreted according to continuum
beam theory in order to obtain the stiffness and strength of the material.
The usual test for optical fibers is the two-point bending test [53], in which the fiber is
positioned between parallel plates, bending the fiber at decreasing radii until failure. It is
also feasible to perform direct tension tests using appropriate testing apparatuses. By virtue
of the fabrication method, the defect density is very low, and test results for silica fibers are
usually assumed to be representative of the intrinsic strength of the material [54].
None of these experimental techniques scales well down to the nanoscale. At that level,
sample positioning, mounting and even visualizing the wires become important issues, even
before testing itself. A whole new set of techniques is used for testing at that scale, among
which we highlight microscopic testing apparatuses based on microelectromechanical sys-
tems (MEMS) and force testing [16, 19] with the AFM [6]). While the former mirrors
more closely macroscopic testing machines, it is a custom solution with significant chal-
lenges and costs. In contrast, commercially available AFMs can be used without changes,
provided that suitable sample geometries are available, so we chose the latter for our study.
In the most common AFM approach (Figure 2-4), the deflection of a cantilever (usually
tens of micrometers long) is measured using the optical lever technique [66]: a laser beam
is reflected by the bent cantilever into a position-sensitive detector (PSD). The usual PSD
is a split or quadrant photodiode, which records the difference between the light intensity
received by the top section (A) and the bottom section (B) and converts this signal to a
voltage output VPD. This scheme is very sensitive to small changes in the beam incident
angle, detecting cantilever deflections of 0.1 A or less, and the measurement precision is
usually limited by the thermal noise.
We developed and tested techniques based on this principle. An important challenge is
to prepare the sample geometry appropriately for testing. Another significant challenge is
to choose an AFM cantilever to match the conflicting requirements of (a) low stiffness and
high sensitivity for imaging the samples prior to testing, (b) matched stiffness for testing
elastic properties and (c) high stiffness for strength testing.
In section 2.2, we address those two issues and outline a general procedure to perform
mechanical tests at the micro/nanoscale. In section 2.3, we present the results obtained by
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applying these techniques to bend silica nanowires in dry and wet conditions, observing the
effects on elastic properties and tensile strength. In section 2.4, we summarize and discuss
the implications of these results on the problem of stress corrosion cracking.
2.2 Methods
2.2.1 Sample configurations
Silica nanowire samples of diameters ranging from 100 nm to 2 pm were mounted on
flat silicon wafer pieces. The wires are electrostatically attracted to the surface, but larger
wires (D > 400 nm) can be manipulated manually for alignment and repositioning. The
diameter of the larger wires (D > 400 nm) was measured by imaging with a scanning elec-
tron microscope and performing image analysis on the images. The result was consistent
with the height of profiles obtained with the AFM, so the smaller samples were measured
exclusively with the AFM, as shown in Figure 2-1.
All amorphous silica wires used in this work were obtained from larger silica fibers via
the two step drawing process developed by Tong et al. [93]. This technique reduces the
diameters to the sub-Lm scale. In contrast, conventional high temperature drawing [12]
typically produces wires larger than 10 pm. Nanometer scale diameters also have been
produced through various vapor-liquid-solid (VLS) techniques [75, 117]. Both techniques
produce reasonably straight and amorphous silica wires, but drawn wires exhibit lower
surface roughness and more uniform diameters - assumptions implicit in the continuum
analysis employed to extract mechanical properties.
The wires were mounted as clamped cantilevers via placement on steel supports and
fixed at one of the extremities, leaving the rest of the wire free. The length and diameter
of each wire was measured over at least ten points along the wire length via a scanning
electron microscope (JEOL JSM-59 10) or the AFM (Asylum Research MFP-3D). The di-
ameters of the wires used in this work are summarized on Table 2.1, indicating < 1%
variation in wire diameter for all silica wires considered.
Two main sample configurations were used in this study: (a) cantilever (Figure 2-2)
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Figure 2-1: Nanowire diameter of 356 nm, as inferred from AFM height images. Dimen-
sions in meters.
and (b) fixed-fixed (Figure 2-3). For the determination of elastic properties, the cantilever
configuration is much simpler to analyze and avoids nonlinear effects such as stretching
during bending. As such, it was used to calibrate and validate the approach for larger
(D > 400gm) fibers. On the other hand, for wires of diameter lower than 400 nm, the
fixed-fixed configuration allowed for better control of sample positioning and reduced the
total deflection of the sample. For strength measurements, the cantilever configuration is
inadequate because the samples can easily deflect more than the range of the instrument
before reaching the stress levels needed to fracture.
In the cantilever configuration, one extremity of the wire is glued to the surface using
cyanoacrylate (super glue) and the other extremity is left loose and hanging from the side
of the surface. The AFM cantilever is positioned manually, since it is not practical to image
an unsupported sample in order to use the piezo scanners for positioning. Using the optical
microscopes attached to the instrument, we approach the nanowire, ensuring that contact is
not made until the test, to avoid introducing prestress on the nanowire. This method scales
well to larger samples (tens to hundreds of micrometers).
The fixed-fixed configuration was attained by chemically etching the silicon substrate
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Figure 2-2: Force application scheme for vertical loading (P,) and in-plane loading (Pi)
at the position x +x'. The triangular AFM cantilever is inclined by e with respect to the
horizontal plane. Dimensions are approximate.
in order to form trenches, across which the wires were mounted (see Figure 2-3). Both
extremities of the wire were fixed to the substrate using cyanoacrylate. The properties of
this glue have a significant role in the experiment, as further discussed below. For smaller
samples, it is not feasible to approach the wire manually, first because they are near or
below the resolution limit of the optical microscope and second because it is very easy to
break the sample during the approach. Therefore, the AFM is used to first acquire an image
of the sample, then to position the tip precisely along the longitudinal axis of the wire for
testing.
2.2.2 Beam bending with the AFM
A commercial atomic force microscope with x - y and z displacement capabilities (3D-
Molecular Force Probe, Asylum Research, Santa Barbara, CA) was used to acquire the
force-displacement response of the silica wires. We used silicon nitride cantilevers (Veeco
Microlevers) of nominal spring constants k between 0.01 and 0.50 N m 1- and silicon can-
tilevers (Olympus AC160 and AC240) of k = 40 N m- 1 and k = 1.3 N m- 1, respectively.
The optical lever sensitivity (nm V-1) was calibrated by deflecting the AFM cantilever
against a glass surface and the cantilever spring constant k was then calculated from the
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Figure 2-3: A single trench of width L. The objective of the trench is to serve as the support
to test a nanowire in 3-point bending. The width of the trench is the span of the beam. Both
ends are shown before fixing with cyanoacrylate glue.
thermal vibration spectrum [15, 23, 49].
Continuum beam theory predicts that the displacement 3 = (Z - Z,) of a cantilever
beam subject to a force P is given by:
3EI
P= 3d (2.1)
x
where E is the Young's elastic modulus of the material, I is the moment of inertia (for a
cylinder of diameter D, I = irD4/64) and x is the distance from the application point to the
support. Measuring the bending stiffness P/3 at different points x, it is possible to estimate
the effective elastic modulus E with higher accuracy. For a fixed-fixed beam of length L,
the corresponding equation is
EIL3
P =8
X3 (L -X)3
When manually positioning the probe, the position x was obtained from a simultane-
ously acquired high-magnification optical image (Pulnix CCD camera on Nikon TE200
inverted optical microscope). The real support point is not visible due to the inverted op-
tics used to image the wire, therefore a reference point, such as the wire tip (if visible),
was used to measure x. An additional distance x' corresponds to the invisible part of the
wire and needs to be determined indirectly (see Figure 2-2). We use a non-linear fitting
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procedure to determine E and x' simultaneously from:
P _3E1
3 - x) (2.2)5 (X +x X)3
For smaller samples, the AFM probe tip was positioned using the x - y piezo scanner..
The x-y piezo scanner was set to move to a large number of points along the long axis of
the wire, and the controller was programmed to acquire force-displacement curves at each
point.
The accuracy of the calculated elastic stiffness P/ or modulus E will depend on the
quality of several independent measurements. For the experiments presented herein, the
main source of error was the range in experimentally measured P/3 values (5 to 20%).
Other relevant sources of error are the AFM system calibration (optical lever sensitivity and
cantilever stiffness each contribute ~ 3% standard error), the wire diameter measurement
(1 to 2.5% standard error) and the determination of testing position along the wire length x
when manually positioning the point of vertical force application (- 1 % standard error).
To obtain reliable values for the sample bending stiffness k, = P/3, it is necessary
to choose an AFM cantilever of comparable stiffness (k, ~ ks). The actual measurement
acquired by the instrument is the combined stiffness
P _ k
Zp kc + ks
from which ks must be isolated. It can be readily seen that if ks > kc, the combined stiffness
is approximately ke, and the test becomes a calibration test for the AFM cantilever. On the
other extreme, if ks < kc, we have k ~ ks, but large displacements Z, are required to obtain
a force P that is easily distinguished from the background noise. In our experience, a rule
of thumb is that the stiffness ks of a good cantilever for a sample of stiffness ks should range
from kc = 10ks to kc = 0.01ks.
Because of the cubic term in (2.1), a single wire may exhibit values that are too high or
too low for a given AFM cantilever, so a relatively narrow range of distances x is accessible
in each case. In the cantilevered nanowire configuration, this is not an issue because this
is the single criterion to be satisfied and commercial cantilevers are readily available from
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k, = 0.001 N/m to 40 N/m (up to 100 N/m for special tips), which are sufficient for most
purposes. If more than 40 N/m are required, probably a nanoindenter would be a better
choice of testing machine. Conversely, it would be very unusual to expect a sample stiffness
lower than k, = 10- 5 N/m.
However, for the fixed-fixed nanowire configuration there are additional requirements,
which are to be able to acquire images and subsequently perform bending tests with the
same AFM cantilever. Image acquisition is beyond the scope of this work, but it suffices
to say that low-stiffness cantilevers are preferable, to avoid damaging the sample. In the
case of wires, it is undesirable to move or bend them during imaging, especially because
they can break very easily if the vertical piezocrystal feedback loop (which allows the
AFM cantilever to follow the topography of the sample) fails to raise the AFM cantilever
fast enough to avoid breaking the cantilever or the nanowire. Scanning in tapping (AC)
mode alleviates this problem, but it is still possible to break small (D < 200nm) wires
while tapping with a stiff (k, > 1 N/m) cantilever. Therefore, a low stiffness is a strict
requirement.
On the other hand, the stiffness of the AFM cantilever places an upper limit on the
force, roughly Pmax = (0.5 ypm) k, or Pmax = 0.5 pN for a k= 1 N/m cantilever and the
MFP-3D used in this work, due to the range of the optical position sensitive device (PSD).
Since most of the measured displacement is the cantilever displacement Z, due to stiffness
mismatch, the actual sample displacement 3 may be lost in signal noise.
The final conflicting requirement is to be able to bend the nanowire to the point of
fracture using the same cantilever. If it was already challenging to use the AFM cantilever
to bend the sample, it is not realistic to expect that the imaging cantilever can bend the
sample to failure. When this was attempted, the force was well outside the force detection
range when failure occurred.
2.2.3 Linearization of AFM-applied forces
We solved this problem and effectively increased the force application range of our instru-
ment by performing a detailed calibration of the PSD and characterizing the nonlinearities
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that dominate the response at large loads [87]. The principle is simply to extend the usual
calibration procedure to the case where the detector voltage versus cantilever deflection
sensitivity (SPD = dVPD/dZc) is nonlinear, and apply the nonlinear correction to the raw
voltage/Z-piezo displacement data before calculating the force P and the sample displace-
ment 3.
The photodiode signal VPD = A - B, usually normalized to the total intensity A + B, is a
function of the beam position. Unfortunately, the linear range of this laser-PSD configura-
tion that is typically utilized in commercial AFMs is limited, reducing the useful range of
the PSD signal1 . This limits the range of pN- to pN-scale forces accessible to the exper-
imentalist, especially when compliant cantilevers (spring constant less than 0.1 N/m) are
used. Most of this nonlinearity is due to the shape of the laser spot [82], with small con-
tributions (systematic error) from the geometry of the optical path [3]. While commercial
AFM instrumentation is usually tuned to maximize the linear range, further extension of
this range can be obtained by replacing the split photodiode with a linear PSD [14, 76] or
with an array detector [81].
In this section, we demonstrate a method that determines and compensates for the non-
linearity of an existing PSD, and provide a protocol that allows the use of the full detection
range of existing instrumentation based on a quadrant photodiode. This approach obviates
the need for hardware replacements such as linear PSDs in order to take advantage of the
full nominal range of forces that can be applied and measured accurately. In the next sec-
tions, we briefly review the usual calibration procedure and we present a novel correction
for this nonlinearity. Finally, we propose a protocol for the optimal use of an AFM for
force-displacement acquisition.
A simplified representation of the AFM force-displacement acquisition is shown in
figure 2-4. The cantilever base displacement Zp is controlled by the Z-piezoactuator, which
displaces the probe toward the sample surface. When contact is made and the Z-piezo
continues to travel toward the sample surface, the cantilever free-end deflects by Ze. This
'For the sensor analyzed in section 2.2.3, the sensitivity is within 5% of the minimum value for a pho-
todiode signal range of 7.5 V, which represents 38% of the total range of 20 V. For the specific cantilever
employed, the measurements are reliable up to a load of 14.5 gN in ideal conditions, rather than the nominal
maximum of 38.8 pN.
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Figure 2-4: AFM force-displacement acquisition scheme during indentation of an infinite
half-space. A displacement Zp is applied to the base of the cantilever, causing the AFM
probe tip apply an indenting force F to the half-space and to deflect by Z. The indentation
depth is 8 = Zp - Z.
bending mode of the cantilever deflects a laser beam focused near the free-end, causing
a differential voltage signal (termed the raw deflection VPD) between the upper and lower
segments of the quadrant photodiode into which this reflected laser beam is directed. This
deflection of the cantilever also exerts a force F on the sample surface, calculated as:
F = kcZe (2.3)
where kc is the cantilever spring constant. This force displaces the sample surface by a
distance 8. When the probe tip is in contact with the sample, this deformation must be
equal to the difference between the cantilever base displacement after contact - Z0 andp
the cantilever free-end deflection Ze:
= Z-Z0 - Z (2.4)
where Z0 is the base displacement at the contact point.
In such a force-displacement experiment, the only quantities directly measured are the
vertical displacement of the Z-piezoactuator Zp, acquired for example via a calibrated lin-
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ear variable differential transformer (LVDT) in tandem, and the deflection angle of the
cantilever probe, acquired indirectly as the differential voltage VPD in the photodiode.
In order to obtain a force-displacement (F, 3) response from the experimentally mea-
sured quantities, an accurate calibration of the relationship between the cantilever free-end
deflection Ze and the photodiode voltage VPD is required.
Assuming that this relationship is linear, we can define a sensitivity SPD as the slope of
the VPD vS- Ze curve (Figure 2-6). Thus, the voltage output is proportional to the cantilever
deflection, and the signal VPD (in [V]) corresponds directly to the cantilever deflection Ze:
Ze = (VPD - VPD)SPD (2.5)
where the constant S-1 is the inverse optical lever sensitivity (in [m/V]) and V,D is the
resting signal, or the photodiode voltage when the cantilever is not in contact with the
sample surface. VI9D can be adjusted manually to any desired value within the sensor range
(typically to 0 V) by adjusting the mirror that deflects the laser beam toward the photodiode
(see figure 2-4). From (2.3) to (2.5), it is clear that one can trivially obtain the force-
displacement response (F = kcZc, 3) from the experimental quantities Zp and VPD, if both
S- and kc are known.
The inverse sensitivity Sp is obtained by performing an uncalibrated force-displacement
test where the sample surface is much stiffer than the cantilever, such that the sample deflec-
tion 3 is negligible and the cantilever free-end upward deflection Ze is equal in magnitude
to the Z-piezo downward displacement Zp since the contact point Z:
0P
3 ~0 -- >Z =Z - Zoo. (2.6)
Comparing (2.5) and (2.6), we obtain the inverse sensitivity as the slope of the calibra-
tion curve, shown in figure 2-5 as the expected linear curve:
PD p
4 -VPD - VO AVPD (2.7)
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Figure 2-5: (a) Force calibration curve (VPD vs. Z) showing the expected linear response
(- --), the observed behavior (solid line) and the proposed fit (--, offset for clarity). The
rest signal is VpD = -9.5 V, as seen in the approach region. (b) The same curves expressed
as S- vs. VPD, obtained by calculating the slope dZp/dVPD of the corresponding response
in (a). The experimental response was smoothed before calculating the slope S-1 using a
finite difference formula. V*D - -4.8 V is the minimum of this curve, and variation in S-
is minimized about this photodiode voltage.
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Figure 2-6: Effect of the laser spot shape on the response of a split photodiode. The area
of the spot over the split line (hatched on the left figure) is proportional to the slope S-1
of the optical sensitivity curve (VPD versus Zc, right). If the spot is centered () or nearly
centered (o), the response is almost linear. As the spot moves away from the center (o),
nonlinearity becomes more pronounced. The inflection point Vp*D (o) and the resting signal
V,D are marked in the graph.
Nonlinear calibration of the sensitivity
Actual force-displacement responses acquired to calibrate the inverse sensitivity S- devi-
ate from the ideal case described above, as shown in figure 2-5. Notably, the photodiode
voltage VPD vS. Z-piezo displacement Zp response, and thus the cantilever deflection Ze
vs. VPD relation, is nonlinear. The assumption that the inverse sensitivity S- is a constant
leads to increasing errors in the calculation of Zc if VPD is outside the linear range. In
fact, figure 2-5 indicates up to 50% variation in Sjp as a function of the range and initial
value of the photodiode voltage for the cantilever considered (nominal spring constant kc =
42 N/in [24]).
Among the several factors that introduce nonlinearities, the most important is the shape
and intensity profile of the laser spot [16], as illustrated by figure 2-6. The sensitivity is
proportional to the amount of light over the split line. If the spot is at the center of the split
photodiode, or nearly centered, the response is almost linear. As the spot moves away from
the center, nonlinearity becomes more pronounced due to the faster change in the cross
section and to the exponential decay of the light intensity.
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If the spot shape is symmetric, the nonlinear response will be well approximated by a
third degree polynomial on VPD, centered at the inflection point V*D (see figure 2-6). The
error is on the order 0(A5), where A = VPD - VpD. If the shape is not symmetric, the error
will be on the order O(A 4 ). We chose to fit a third order polynomial to the (Zc, VPD)
response of such loading calibration experiments:
Ze = Zp - Z = a3(VPD - Vp*D)3 + aI(VPD - VP*D) + ao (2.8)
where at are fitting parameters. In our experience, this produces an excellent fit to the ex-
perimental response of cantilever deflection against a rigid surface, which is not improved
by additional terms ai>3.
If required, the inverse sensitivity can be obtained as the derivative of this polynomial
fit, a parabolic function of VPD:
-= 3a3(VPD -VD al. (2.9)
dVPD
Thus, the inverse sensitivity S- is represented as a continuous function of the photodiode
voltage VPD, rather than as a single value. If the photodiode response were linear with
VPD, this function would be a horizontal line and there would be a single, constant S-
independent of VPD-
Experimental verification
The experiments were carried out using a 3D-Molecular Force Probe (MFP-3D, Asylum
Research, Santa Barbara, CA). We used a silicon cantilever (Olympus AC 160 [24]) of nom-
inal spring constant kc = 42 N/m. We performed several calibration experiments (deflection
against a flat silicon surface), each time manually adjusting the resting photodiode voltage
VOD to a series of values from -9.5 to 9.0 V in increments of 0.5 V. This calibration series
was obtained in order to distinguish the effect of the inflection point Vp*D, hypothesized to
be a property solely of the photodiode, from other nonlinearities in the system (e.g., in the
value of the Z-piezo displacement Zp reported by the displacement transducer).
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Figure 2-7: Inverse sensitivity Si calculated via (2.9) as a function of the photodiode
voltage VPD. The resting point for each acquired response (VpOD) is marked with an asterisk.
This demonstrates that most (but not all) of the nonlinearity in S- is due to the photodiode
nonlinearity. The remaining systematic error is indicated by the spread of values at any
given VPD-
Figure 2-7 shows the resulting variation of the inverse sensitivity Sij as a function of
the photodiode voltage VPD for a subset of the curves acquired over a range of resting volt-
ages VD. This figure illustrates that the S- depends strongly on the absolute voltage VPD-
We note that the value of the inflection point V*D varies depending on the resting voltage
VI9D, suggesting that the quantities are not totally independent. However, V*D= -4.4 V
represents the approximate photodiode voltage at which the minimum S-1 is obtained for
this photodiode and this cantilever.
In order to further isolate the effect of the photodiode signal from any nonlinearities
induced by the actual cantilever bending deflection upon contact with the rigid surface
(Z,, represented by VPD - V,9D), we evaluated the inverse sensitivity S- exactly at the
contact point of the acquired loading response (i.e., in the absence of cantilever bending).
Specifically, to each acquired VPD vS- Zp response, equation (2.8) was fit to determine
the fitting constants at and the inflection point Vp*D; and then equation (2.9) was evaluated
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Figure 2-8: Inverse sensitivity S- (V9D) evaluated at the contact point, as a function of the
deflection VPD = VOD, and the corresponding global fit. Each experimental point represents
a deflection response acquired at a different resting voltage VoD; asterisks in figure 2-7 are
in fact a subset of the larger set of experiments shown in this figure.
for the resting point VPD = VpD. Fitting a parabola to these points, we obtained an overall
nonlinear behavior that can be attributed solely to the nonlinearity of the photodiode output,
as shown in figure 2-8.
We must note that an additional factor must be considered near the contact point. Since
the cantilevered probe tip is sharp (nominal radius R = 7 nm [24]), there is a small region
of the force-displacement where the sample is indented and the approximation that sample
deflection ~ 0 is not valid. Nevertheless, fitting to the rest of the curve and extrapolating
the gradient of this fit to VPD = VPD gives the correct slope in the absence of physical
indentation of the sample surface, whereas using the experimental slope at VPD = V1/D would
introduce a significant error. This effect can be seen in figure 2-5(b), for VPD < -8 V.
Using this global parabolic function Sp (VPD), we recalculated the cantilever deflection
Ze from all acquired loading responses. That is, constants a3, a, and VP*D were determined
by fitting this parabolic function against (2.9), then Ze was calculated from (2.8) (rather
than from (2.5), which assumes a single value of the S-1). This approach compensated for
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Figure 2-9: Apparent inverse sensitivity SP after correcting for the nonlinearity using the
fit shown in figure 2-8 and smoothing to reduce the experimental noise. Data correspond to
the uncorrected lines displayed in figure 2-7. The residual or systematic error is related to
the physical deflection (VPD - Vp'D), rather than the absolute position VPD of the laser spot
on the photodiode.
all of the nonlinearity in the photodiode output, and the remaining systematic error resulted
in a variation of about 5% in the slope of the calibration curve (Zp vs. Z,), versus up to 50%
before the compensation. This residual error is plotted in figure 2-9, as a function of the
physical deflection signal (VPD - VpD). For easier comparison with the preceding figures,
the slope dZp/dZe was multiplied by the inverse sensitivity S- (V*D), giving an apparent
inverse sensitivity. Upon correction of the PSD nonlinearity in this manner, the maximum
calibrated force range increased from 14.5 MN (-8.15 to +0.65 V) to 38.8 pN (-10 to
10 V).
Although the cantilever stiffness k can be measured experimentally by several means,
most MFP-3D users use the thermal power spectral density approach, which requires InvOLS
as input to fit a simple harmonic oscillator approximation to the primary resonance mode:
8 x 1021k -= Q A2
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Figure 2- 10: Cantilever spring constant k calculated by the MFP software, when the thermal
PSD is obtained at different values of the resting deflection signal DeflVo.
where f is the resonant frequency, Q is the quality factor and A is the DC amplitude of
the vibration. The amplitude is measured through the photodiode voltage signal, and is
expressed in units of length by multiplying by the Inv0LS. If there is a relative error A in
the determination of the Inv0LS, then we obtain:
1~1
45 I
k+A = k ~k(I -2A)( -1+A ) 2
leading to a larger relative error in the spring constant A = 2A.
We verified this error propagation by acquiring thermal PSD curves at different values
of DeflVo, while keeping the software set to the value of InvoLS obtained at DeflV*. The
results are shown in Fig. 2-10. The curve is similar to Figure 2-8, and the maximum error
in the determination of k is about 75% (versus 50% error in InvLS). Thus, experimentally
we find that the elative error in I bxteeds the rinextent predicted
analytically.
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Proposed calibration protocol
Based on this study, we propose a calibration protocol that (a) identifies the linear range of
the PSD and (b) corrects for the nonlinearity when processing the data. Working within the
linear range identified in (a) allows the user to employ the linear assumption and neglect
the nonlinear processing if the results are considered adequate.
1. Set the resting photodiode signal V,D near the lower range (e.g., -9.5 V if the range
is -10 to 10 V) by adjusting the mirror position;
2. Obtain an uncalibrated force-displacement response on a rigid substrate (calibration
experiment) that approaches the upper range of the PSD output (e.g., to 9.5 V, to
avoid saturation of the photodiode);
3. Fit a third order polynomial to the cantilever deflection Z, (VPD) response (2.8), and
obtain the inflection point V*D;
4. Calculate the inverse sensitivity Sp (Vp*D) of the linear range using (2.9);
5. If the calibration of the cantilever spring constant kc depends on the optical sensitivity
(for example, if the Hutter and Bechhoefer method [13, 15, 49] is used), set the
resting signal to V, D VD and obtain the cantilever spring constant at this point;
6. Calculate an optimal work range (minimum to maximum VPD, centered in Vp*D), ac-
cording to the maximum force desired and the nominal stiffness of the cantilever.
For example, if the goal is to apply 500 nN, S- is 50 nm/V and k= 1 N/m, the VPD
range should be:
500 nN 1
x =10 V
I N/m 50 nm/V
and taking V*D = -4.5 V, the optimal working range is -9.5 V to +0.5 V.
7. Optionally recalibrate (steps 1 to 4) within the working range, to compensate for the
systematic error shown in figure 2-9;
8. Acquire the experimental VPD vs- Zp response;
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9. Calculate the cantilever deflection, by using either:
(a) the conventional formula Ze = (VPD - VpOD )S, where S-- was obtained in step
(4); or
(b) the nonlinear calibration curve Ze (VPD) obtained in step (3) or (7);
10. Calculate the force using (2.3) and the sample displacement using (2.4).
Discussion
It is well-known that the split photodiode position-sensitive device is intrinsically nonlin-
ear except for very small deflections. While commercial AFM instrumentation is usually
optimized such that the linear region is well centered and covers most of the sensor range,
such nonlinearity still poses problems and limitations for applications where large forces
(nN- to gN-scale) and/or very soft (kc < 0.1 N/m) cantilevers are employed.
The nonlinear calibration procedure presented here allows AFM users to benefit from
the full range of their photodiode sensors without hardware modifications such as truly lin-
ear PSDs and photodiode arrays. It also improves the determination of the cantilever spring
constant kc, for calibration methods that depend inherently on the optical lever sensitivity
SPD. This is the case for the Hutter and Bechhoefer method [13, 15, 49], which requires an
accurate estimation of the thermal noise amplitude.
An analogous procedure can be employed to calibrate the lateral sensitivity of the PSD
in conjunction with a lateral calibration method (e.g. [1, 18]). We expect that the strongly
nonlinear behavior of the lateral sensor characterized by Cannara et al. [18] could be cor-
rected using the procedure outline herein.
2.2.4 Force application modes
There are three possible force application modes when using an instrument with 3D (X - Y
and Z) piezoelectric scanners. The mode discussed in the previous sections is the vertical
(Z) mode, which is the mode used for imaging and the most common force application
mode. Calibration is well understood and the procedure is standard.
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In the first set of experiments, vertical loading, the AFM cantilever was positioned
manually over different points along the length of the cantilevered silica wire (hereafter,
wire) and the z-piezo was actuated to apply a vertical displacement Zp (see Figure 2-2).
The wire was perpendicular to the cantilever to minimize the effect of longitudinal forces.
The deflection Ze of the AFM cantilever was recorded, giving the force through P, = kcZe-
The second mode is the lateral (Y) mode, where Y is the axis perpendicular to the
AFM cantilever. In this mode, the torsion of the cantilever is detected by the same position
sensitive device, using the lateral quadrants of the laser sensor rather than the usual vertical
quadrants. Calibration of this mode presents three challenges: first, the optical sensitivity of
the photodiode must be calibrated using a step or an inclined surface perpendicular to the X
direction [1, 18], which is not available in all cases (in our case, there are trenches but they
would be aligned with the Y direction, so the sample must be repositioned after calibration);
second, the spring constant is not as easily determined from the thermal spectrum as in the
vertical case and third, the sensitivity is even more non-linear than in the vertical case.
Nevertheless, this mode has been successfully used to break gold nanowires [116], which
have similar stiffness and strength to silica. In our experience, our cantilevers were not
sufficiently stiff to break the silica nanowires while still in the lateral force range.
The final mode, which we will name "horizontal" (X) mode, is not commonly used (and
therefore does not have a common name), probably because the deflection signal becomes
a mixture of vertical (Z) and horizontal (X) forces, since the horizontal load creates a point
moment at the tip and bends the AFM cantilever in the same direction as the vertical force.
In addition, this mode has the same calibration issues as the lateral (Y) mode. However, the
unique and useful characteristic of this mode is that the (estimated) horizontal cantilever
stiffness is one order of magnitude larger than the vertical stiffness. Therefore, it is possible
to bend the sample to failure and still acquire a useful signal to quantify the force. Even
before calibration, the raw signal marks the instant where the sample failed and allows
us to distinguish brittle from plastic failure. Calibrating for deflection (X,), it is possible
to determine the sample deflection at failure. An example of the calibration procedure is
shown in Figure 2-11. The ratio between real (X,) deflection and apparent (Ze) deflection
is determined.
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Figure 2-11: (a) Slopes of deflection curves during X-axis force application, for calibration
of the sensitivity. The average slope, 0.40 nm/nm, is the ratio between the sensitivity of the
X direction to the vertical (Z direction) sensitivity. Crosses right after contact, circles for
the second contact, (b) examples of deflection-position curves.
2.2.5 Strength calculation
Regardless of the testing mode, strength calculation depends directly on nanowire deflec-
tion at failure. Using the deflection and approximating the loading position as the center of
the wire, we can use elastic beam theory to calculate the maximum moment of the fixed-
fixed beam, M = PL/8, knowing that P = 192EI3/L:
24EI1
L2
where E is assumed to be known and I = 7'rD4 /64 is obtained from the measured diameter.
The maximum tensile stress at failure is:
MD 12ED
Gt = - -3.21 L2
For a few samples, failure occurred during imaging or positioning of the AFM can-
tilever. In those cases, the displacement at failure was not accessible from any recorded
signal. However, the glue used to support the samples has a relatively low shear strength
(< 1 GPa), allowing the wire to deform near the supports, where the glue is not thick
enough to hold it fixed. The imprint of the wire on the glue (Figure ??) marks the deflec-
tion and angle at the supports, which can be used to calculate the deflection of the beam
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Figure 2-12: Silica nanowire (D = 600 nm) (a) before and (b) after failure in three-point
bending using the AFM. In the final position, it is possible to observe that the glue recorded
the deflection and angle of the wire after failure.
by replacing the boundary conditions in the beam bending equation (wo = 0, 00 = 0 and
wL = 0, 6L = 0, see Appendix A. 1.2) with the corresponding values from the image. The
results compare very well with those obtained from the deflection of the AFM cantilever.
The imprint also allows us to correct the length of the end-supported wire, which was up to
50% larger than the trench width.
2.3 Results
2.3.1 Bending stiffness
The bending stiffness of silica nanowires of different diameters was determined using the
cantilever and fixed-fixed sample configurations, yielding the values summarized in Ta-
ble 2.1 and displayed in Figure 2-13. We did not observe any size or water effects, suggest-
ing that the properties of bulk amorphous silica were preserved in our samples and that our
tests are representative of macroscopic silica samples. Results in water are grouped with
results in air due to absence of statistically significant difference.
A comparison with simulation results was published in [89]. In summary, simulated
wires of diameter D < l0nm display higher elasticity due to surface elasticity effects, but
these effects are not expected at larger diameters, as the surface-to-volume ratio decreases.
Table 2.1 and Figure 2-13 summarize the stiffness results of the nanowires tested, as
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Table 2.1: Stiffness of silica nanowires as a function of diameter.
Diameter [nm] E [GPa)] Configuration
134±15 70±10 fixed-fixed
281±10 76 ±45 cantilever
356±5 72±4 fixed-fixed
426±4 68 ± 5 cantilever
920±10 70±6 cantilever
1948±25 72 ±23 cantilever
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Figure 2-13: Young's modulus of silica nanowires from bending stiffness measurements
(D > 100 nm) and molecular dynamics simulations (D < 10 nm), as a function of wire
diameter [89], for different sample configurations: (m) cantilever configuration, (o) fixed-
fixed configuration, (A) MD simulations of nanowires and thin films, (A) MD simulation
of bulk silica.
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Figure 2-14: Bending stiffness in vertical mode loading of a cantilever beam as a function
of force application position [89]. Dashed lines are best fits according to beam theory.
a function of diameter. For larger wires (D > 400 nm), the cantilever configuration was
preferred, while for smaller wires the measurements were taken using the fixed-fixed con-
figuration. The errors represent the fitting errors plus estimated errors in calibration and
measurement. Examples of data acquired are shown in Figures 2-14 and 2-15. No size
effect was observed in the range investigated.
Figures 2-14 and 2-15 show the effective bending stiffness of the silica wires P/d cal-
culated from vertical force experiments. For the cantilever sample configuration, points
are irregularly spaced due to the manual positioning of the AFM cantilever. For the fixed-
fixed configuration, the regular spacing of acquired force-displacement responses in x was
provided by the x-y piezoelectric scanner. Fitting of both sets of experimental results via
Eq. (2.2) identifies the corresponding elastic modulus E for each wire, as summarized in
Table 2.1.
Figure 2-13 also includes results for small (D < 10 nm) wires obtained from MD simu-
lations, which are discussed fully in Section 3.2. Our molecular dynamics simulations pre-
dict an elastic modulus E in the range 89 GPa to 101 GPa for nanowires with D = 3.7 nm
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Figure 2-15: Bending stiffness in vertical mode loading (x) and unloading (o) of a fixed-
fixed beam as a function of force application position, and fit (-) according to Euler-
Bernoulli beam theory.
to 6.0 nm and for a thin film of thickness 3.8 nm, while simulations of the bulk sample
prepared with the same procedure exhibited an E of 75 GPa, consistent with experimental
measurements on bulk amorphous silica [85]. Note that the simulated bulk silica result
in Figure 2-13 is represented as a point (of dimensions 3 nm x 3 nm x 3 nm) to reflect
the fact that "bulk" in molecular dynamics simulations still comprises much less than I
mole of atoms. The standard deviation of E for multiple simulations attempted for wires
of the same average diameter was about 5%, indicating that the increase in E predicted for
nanowires in this range of diameters is statistically significant.
2.3.2 Size and water effects on the bending strength
The strength of silica nanowires was determined using the fixed-fixed sample configuration,
loaded in the X direction (along the length of the cantilever). When sufficient data were
available, the deformations were calculated from AFM measurements, otherwise AFM im-
ages of glue imprints were used to determine the maximum deformation. In all cases, the
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Table 2.2: Tensile strength of silica nanowires by three-point bending of samples in fixed-
fixed configuration.
Fluid
Air
D [nm]
133
260
530
530
550
550
550
550
580
600
600
620
[GPa]
2.6
7.7
6.7
11.7
8.8
9.7
11.2
10.9
10.9
9.5
11.5
11.1
Fluid D [nm] at [GPa]
Water 124 1.1
129 2.5
132 3.1
138 2.3
170 2.2
550 5.2
570 7.3
stress was calculated from the deformation, assuming the Young's modulus E of bulk silica.
The results are listed in Table 2.2 and shown in Figure 2-16. There is a significant water
effect at the 550 nm scale, which reduced the average tensile strength in bending from 10.5
to 6.5 GPa. We also observed a significant but yet unexplained size effect, which affected
both dry and water-immersed results, when going to the 100 nm scale. Force-displacement
curves display elastic deflection up to brittle failure, as exemplified in Figure ??. Elastic
return curves (not shown) were obtained by loading the wire below the failure load. After
breaking, there is some residual force due to friction between the broken wire sections
(Figure ??).
2.4 Summary and discussion
Our results suggest that there are no size or water effects on the stiffness of silica nanowires
down to D = 120 nm. This is consistent with results for bulk specimens and microscale
fibers of diameter > 5 pm [33, 63], where no size effect has been observed. However,
recent indirect mechanical characterization of vapor deposited silica nanowires suggested
a substantial and unexplained decrease in the Young's elastic modulus E for diameters
below 100 nm. The modulus, measured indirectly through the vibrational properties of
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Figure 2-16: Tensile strength of silica nanowires as a function of diameter, for two environ-
ments: (m) air at 40% relative humidity and (o) immersed in water. Large diameter results
in (o) vacuum and in (o) water were taken from [54].
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Figure 2-17: Force-displacement curve for a strength test on the 600 nm wire. Deflection s
elastic until brittle failure. The residual force is due to friction between the broken pieces.
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the wires [21], was as low as E = 27 GPa [27, 109], compared to macroscopic fibers
(E = 70 ± 2 GPa, [53]) or bulk silica (E = 72 GPa, [85]). Our samples were prepared
using high-temperature drawing, a process analogous to the manufacturing of commercial
fibers, and tested through direct force application. Therefore, the origin of reduced stiff-
ness may reside either in the intrinsic properties of silica produced by vapor deposition, or
in inadequacies in the indirect test for nanoscale fibers. Results from molecular dynamics
simulations predict an increase in stiffness for diameters up to 6 nm due to surface elastic-
ity [17, 26]. Together, these results suggest that the elastic weakening of silica nanowires
of intermediate diameters (43 to 98 nm) cannot be explained solely by recourse to the in-
trinsic properties of amorphous silica as captured either by direct measurements on drawn
nanowires of smaller surface area to volume ratios, or by classical molecular dynamics
simulations of silica nanowires of larger surface area to volume ratios. The absence of size
effects for our own wires allows us to calculate the bending stiffness EI of the wire, where
E is the Young's modulus and I is the area moment of inertia, which gives an indirect but
reliable measurement of the strength of the wire from the deflection of the sample and the
final length.
Experimental investigation at the nanoscale (D > 500 nm) reveals a 40% water-induced
reduction of tensile strength from 10.2 GPa to 6.3 GPa and a brittle failure mechanism, con-
sistent with water-assisted local failure events that immediately precipitate global structural
failure. A very similar reduction of tensile strength due to water, from 10-12 GPa to 5.5-
6 GPa, had been observed previously for microscale (D > 5 pm) fibers [53, 54, 63]. For
these fibers, the higher strength values were measured in dry conditions (in vacuum or
immersed oil), while the lower values were measured in wet conditions (either 100% rel-
ative humidity or immersed in water). Our own results were obtained at lab conditions
(about 40% RH) for the higher strength values and immersed in water for the lower val-
ues, therefore the dry results are not directly comparable. Nevertheless, the magnitude of
the water effect is encouragingly similar, suggesting that this is an intrinsic phenomenon
at the nanoscale. In contrast, the macroscopic strength of silica (- 10 kPa) is an extrinsic
property that depends on the stress concentration due to the presence of preexisting flaws.
Our results strongly suggest a significant size effect on strength when going from
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500 nm to 130 nm. In general, yield and fracture strengths increase as the characteris-
tic length scale of the material decreases [83, 84, 100, 101]. Weibull statistical analysis of
brittle solids also predicts increased failure strength due to a lower concentration of crit-
ically sized defects. In this context, the size effect observed here presents a significant
challenge to be investigated using simulation techniques at the same scale.
Force-displacement curves for our nanowire specimens display failure in a brittle man-
ner, suggesting that crack propagation occurs immediately after crack nucleation, to the
time resolution limit of our AFM instrument. Nanoscale failure in carefully controlled
experiments [20] and atomistic simulations allows for some rate-dependent plasticity due
to nanovoid formation. In such experimental observations, it was necessary to maintain a
constant load below the failure load, in order to induce slow crack nucleation and prop-
agation. In atomistic simulation, these processes are observed due to the unrealistically
short time scale of simulation. Neither condition is feasible using state-of-the-art AFM
instrumentation, preventing investigation past the failure initiation event.
In summary, we quantified the effect of water of elasticity and strength of amorphous
silica by developing novel techniques to test nanoscale structures using the atomic force
microscope (AFM). We extended by 60% the range of forces that can be applied using
these instruments, enabling both imaging of fragile samples (D ~ 150 nm) and bending
tests using a compliant AFM cantilever. We also demonstrated the feasibility of an in-
plane force application scheme for strength tests. By virtue of applying the forces parallel
to the cantilever, we activate its stiffest deformation mode and significantly extend its force
application range. We also demonstrated the feasibility of using manually mounted spec-
imens fixed with cyanoacrylate glue, leveraging the low shear strength of this adhesive to
obtain a second measurement of the maximum deformation of the specimen. The method-
ology described here has since applied to other fiber-based materials such as collagen-GAG
beams [39] and virus-based fibers [22].
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Chapter 3
Atomistic Simulation of Dry Silica
3.1 Introduction
We determined in Chapter 2 that nanoscale processes determine tensile strength of amor-
phous silica. Atomistic techniques such as classical interaction potential molecular dynam-
ics (MD) have long been used to probe physical properties at this scale, such as elasticity
and strength, for a wide range of materials. The predictive capabilities of these methods is
very dependent on the form and properties of the potential, so one needs to be aware of its
capabilities of limitations of the potential.
In this chapter, we introduce the potential employed to explore the mechanical prop-
erties of silica, and we compare the deformation behavior of amorphous and crystalline
silica in tension. We use the framework of instability theory of material strength to analyze
when and how amorphous silica fails. The aim is to identify and isolate the unit event that
characterizes the failure mechanism.
3.1.1 Empirical potential (BKS)
The use of MD in glasses dates from the 70s, when Buckingham style potentials were fitted
to a few oxide glasses. We chose the two-body BKS potential developed by van Beest et al.
[99] because it is well tested and gives satisfactory results at a relatively low computational
cost, and because we planned to use a more sophisticated technique to probe the chemical
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Table 3.1: Parameters for the BKS potential (Eq. 3.1).
i - j aij (eV) bij A cij (A-1) Charges
Si - 0 18003.7572 4.87318 133.5381 qsi = 2.4
0-0 1388.7730 2.76000 175.0000 qo = -1. 2
Note: For Si - Si pairs, only Coulombic interactions are considered.
phenomenon. Thus, a high level of accuracy at this scale is not critical for our purposes.
The BKS potential is a Buckingham style potential. For atoms i, j separated by rij, this
potential reads
Vi= + aijexp(-bij rij) - 6, (3.1)
rij rij
where both the atomic charges qj, qj and the coefficients aij, bij, and cij are given in Table
3.1.
The Coulombic term ensures that long-range interactions are accounted for, at addi-
tional computational cost. Short-range (1/r 6) and medium range (exp -r) interactions en-
sure the correct tetrahedral structure of silica. A notable characteristic of the BKS potential
is that there is no Si-Si interaction (apart from Coulombic repulsion), mainly because such
bond does not occur in tetrahedral silica.
This two-body interaction description has been used to study crystalline silica, includ-
ing a-quartz [79], as well as amorphous silica [31]. The same set of parameters was able
to reproduce the experimental unit cells and elastic constants of four other silica forms,
a-cristobalite, coesite, stishovite and silicalite [99]. Both tetrahedral and octahedral forms
of crystalline silica are represented in this set. Amorphous silica also is described reason-
ably in terms of density, radial distribution function, and distribution of bond angles and
bond lengths [115]. On the other hand, the potential does not allow the atomic charges to
vary, and polarizability and three-body effects are ignored. Several alternatives to the BKS
have been proposed, including core-shell polarizable models [25, 80], variable charge po-
tentials [71], along with three-body interactions [32, 103]. For a recent review of the silica
potentials used in the simulation of glass fracture, see [71].
Multiple studies [73, 95, 96, 98] have shown that the BKS potential is able to account
for structural phenomena in Si0 2 such as the pressure-induced amorphization and elastic
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instability observed in quartz [4, 5, 95], the properties of the evolved amorphous struc-
ture [96], the intermediate crystal-crystal transitions that exist before amorphization [98],
the mechanism of this amorphization [110], other new stable structures [2, 91, 97], and
the structure and phase transformations of other silica polymorphs [73, 97]. This gives us
confidence that the BKS potential is adequate for this level of study.
The most important limitations of the BKS potential for the current application is
the absence of fitting to broken bonds and intermediate states, which are therefore not
well approximated. The potential is also unreliable for incomplete tetrahedra with under-
coordinated atoms (such as those formed after failure). We therefore limit our study to the
points before and exactly at the instability point, and after post-failure stabilization. No at-
tempt is made to use the BKS potential to describe the detailed failure mechanism beyond
a qualitative analysis.
3.1.2 Deformation and failure of simulated silica
Tensile tests in simulated silica, using different potentials, display size and rate dependent
plastic deformation [71]. The permanent deformation has been qualitatively described as
two distinct phases, a void formation phase and a void coalescence phase [60]. Void coales-
cence leads to catastrophic brittle failure by crack propagation. As the sample size increases
and the strain rate decreases, these steps happen earlier and faster, characterizing in a more
brittle failure. The presence of plasticity is very different not only from usual brittle failure
in crystals, which happens by sudden formation and propagation of a crack, but also from
plastic shear deformation by dislocation nucleation in crystals. In the latter, strain localizes
in discrete units (dislocations) which are well defined, theoretically understood and observ-
able in both experiments and simulation. In contrast, plastic failure in amorphous silica has
only recently been observed experimentally [20], displaying a mechanism very similar to
that seen in simulation.
Several attempts to define the unit of strain localization in amorphous materials have
been published. We highlight the spot model, which postulates the existence of the spot as
a localized group of particles that may move independently of their surroundings. How-
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ever, there is no widely recognized unit defect, the amorphous analog of a dislocation.
This is partially because of the disordered character of amorphous materials, where there is
no reference structure to which the defect can be compared, and partially because a failure
event often triggers a cascade that masks the individual steps when conventional simulation
methods are used. This issue also happens in homogeneous dislocation nucleation stud-
ies, where multiple dislocations nucleate simultaneously when the yield strain is reached.
The important distinction is that an artificial dislocation can be assembled and introduced,
whereas there is no a priori knowledge of the failed configuration in the amorphous case.
Knowledge of the initial and failed states is crucial for the application of reaction path-
way methods, which determine the mechanism and energy barrier for a phenomenon (see
Section 4.2.2). Problems such as crack extension [123], homogeneous dislocation nucle-
ation and dislocation loop emission at a crack tip [122] have been successfully studied with
such methods. The common characteristic of those studies is that an approximate form of
the unit failure event and the final state were already known. Methods that do not require
a final state require instead a few proposed initial mechanisms (e.g. the dimer method [43]
and eigen-following methods) or are prohibitively expensive for large systems (true global
pathway sampling methods such as the "throwing ropes" method [8, 9]).
Our objective in this chapter is to fill this gap by presenting a computationally feasible
approach to the isolation of unit failure events in amorphous atomistic systems and applying
this method to find the representative unit failure event of amorphous silica.
3.1.3 Instability theory of material strength
The theoretical basis for describing the mechanical stability of a crystal lattice lies in the
formulation of stability conditions which specify the critical level of external stress that the
system can withstand. Lattice stability is one of the most central issues in elasticity; it is
fundamental to understanding structural transformations in solids, such as polymorphism,
amorphization, fracture or melting. Born [10, 11] has shown that by expanding the internal
energy of a crystal in a power series in the strain and requiring positivity of the strain
energy, one obtains a set of conditions on the elastic constants of the crystals that must be
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satisfied to maintain structural stability. Born's original derivation considered the case of
no external stress, the results could be applied to thermoelastic behavior such as melting
at zero pressure. To discuss stress-driven instability one would need to consider the elastic
stiffness coefficients [105]
Bijkl = Cijkl + Aijkl (3.2)
where Cijkl is the elastic constant tensor, and
1
Aijkl = SI (iT + -jktril + 8 il rjk + 3 jl'kii - 2 3k1Tij) (3.3)
with 8ij being the Kronecker delta symbol and rij being the applied stress tensor. The
general condition for the loss of stability is [107]
det AI = 0 (3.4)
where Aijkl = (Bijkl + Bklij). In the absence of an external stress the elastic constants,
which are intrinsic properties of the material, are sufficient to determine lattice stability,
as Eq.(3.4) then becomes the Born criteria. Conversely, one can say that at finite stress
material strength is no longer an intrinsic property of a material. The origin of the second
term in Eq.(3.2) is seen to be the work done on the system by the external stress. In the
case of a cubic crystal under hydrostatic loading, the stability conditions are particularly
simple,
C 11+2C 12 +P>0, C11 -C 12 -2P>0, C44-P>0 (3.5)
where P < 0 (> 0) denotes compression (tension). The first condition in (3.5) defines
stability in cohesion (non-vanishing bulk modulus), while the second and third inequalities
imply positive tetragonal and rhombohedral shear moduli respectively (shear instability).
These rather simple criteria have been helpful in elucidating simulation results on structural
phase stability [58, 107]. Further discussions of the stability criteria may be found in the
literature [70, 107, 108, 118].
The elastic stability criteria (3.5) apply to a perfect crystal under homogeneous defor-
mation. For inhomogeneous deformation of a perfect crystal, such as the case of nano-
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indentation, one expects local defects to be nucleated at certain sites in the system (the
weak spots) when the system is driven to a saddle point. A continuum-level description
of homogeneous nucleation was first explored by Hill [46] in the concept of discontinu-
ity of "acceleration waves". Later Rice [78] treated shear localization in much the same
spirit and derived a formal criterion characterized by a tensor L playing the same role as
the stiffness tensor B. This formalism can be taken to the discrete-particle level to obtain
a spatially-dependent nucleation criterion for practical implementation, as discussed by Li
et al. [57], Van Vliet et al. [102], Zhu et al. [121]. Consider a representative volume element
(RVE) undergoing homogeneous deformation at finite strain to a current configuration x.
Expanding the free energy F to second order in incremental displacement u(x), one obtains
AF I I- Dijklui,J(x)uk,l(x) dV (3.6)
2 V(x)
where Dijkl = Cijkl + Tldik, rij being the internal (Cauchy) stress, and uj = dui(x)/x}.
Applying a plane wave perturbation, ui(x) = wieikx, one arrives at the stability condition
for the RVE,
A(w, k) = (Cijklwiwk + Tvl)kjkl > 0 (3.7)
In contrast to the stiffness tensor B, A is site-dependent, while just as before the sign of A
reflects the concavity of F. If a pair of w, k exists such that A is negative, then homogeneity
of this RVE cannot be maintained and defect singularities will form internally. In other
words, the elastic stability of the RVE can be determined by minimizing A with respect
to the polarization vector w and the wave vector k. The minimum value of A, Amin, is
therefore a measure of the local micro-stiffness; an instability is predicted at the spatial
position where Amin vanishes. We regard Eq. (3.7) to be an energy-based criterion, and
minimization of A at a material point clearly reflects the local environment. Notice that
the Helmholtz form of the free energy has been used rather than the Gibbs form. This is
because we are applying the plane wave perturbation in a system with periodic boundary
condition, so no external work is involved [58].
A further extension for crystalline systems requires that every phonon frequency of the
stressed system be real, allowing for failure through a phonon vibration mode, which is
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periodic but not necessarily long wavelength as assumed above. It is possible to demon-
strate that this is the most general criterion for a crystal, since every perturbation can be
expressed as a combination of the harmonic modes, and any combination will be at least as
stable as the lowest frequency mode.
The natural extension to amorphous systems is to specify that the vibration frequency
of every harmonic vibrational mode must be real. The mathematical argument is com-
pletely analogous to the crystalline case, with the exception that amorphous vibration
modes (quasi-phonons) are not necessarily global wavelike modes.
3.2 Methods
3.2.1 Molecular dynamics simulations
For the first part of the study, we performed molecular dynamics simulations using the
BKS potential (section 3.1.1) and used the Nos6-Hoover thermostat [48, 74] to maintain
the temperature at 300 K. Strain was applied by changing the cell size in the x direction (for
quartz, this is the a crystalline direction) and keeping the other two directions unstrained.
The strain rate was 5 x 1010 s-1, going from 0 to 0.4 strain. The quartz sample was gener-
ated according to the know crystal structure of quartz and equilibrated at zero pressure for
10 ps at 300 K. The simulation cell contains 5184 atoms. Each unit vector of the simulation
cell was about 4 nm, corresponding to a total of 576 unit cells of a-quartz.
Amorphous simulation samples were produced by heating cristobalite samples to 6000
K through velocity scaling, equilibrating for 7.5 ps, and cooling to 300 K at a rate of
2 x 1010 K/s, while keeping the volume at the density of cristobalite (2.16 g/cm 3), and
relaxing at the end to zero pressure. Cristobalite is a crystalline form of silica, which has
a density similar to amorphous silica. This process yields final densities between 2.30
and 2.32 g/cm3 , which compares well with the experimentally measured density of about
2.20 g/cm 3 [85]. The resulting structure is tetra-coordinated with few defects. The radial
distribution function of both final structures was determined after relaxing to 0 K using the
conjugate gradient method, with good correlation with experimental observations.
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Figure 3-1: Example of simulated silica nanowire (d 3.7 nm).
Thin film amorphous samples (thickness 3.8 nm) were obtained using the same process,
except that periodic boundary conditions in the z direction were disabled. Amorphous silica
nanowires (diameters from 3.7 to 6 nm, Figure 3-1) were obtained using the same protocol,
starting with crystalline (quartz) wires of the same approximate diameter. Periodic bound-
ary conditions were enforced in the longitudinal direction only. These amorphous systems
were strained in the longitudinal direction at a rate of 1010 s-1, under a constant simulation
temperature (300 K) enforced via a Nos6-Hoover thermostat. The stress on the wires was
calculated by normalizing the force by the initial cross-sectional area of the nanowire or
thin film.
3.2.2 Quasi-static deformation and instability
For instability analysis, we performed a 0 K (quasi-static) deformation of a selected bulk
amorphous sample and a thin film sample. Strain was applied in 0.001 steps from 0 to
0.4 strain, relaxing at every step using a modified conjugate gradient procedure. The main
modifications are a shift to the steepest descent direction when the last line search directions
are not conjugate, and a trust radius line search, which follows unstable directions using
an approximation to the steepest descent path. These two modifications are very important
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when relaxing near instability points, where the classical conjugate gradient procedure fails.
A sub-interval around a failure point (characterized by a sudden pressure drop) was
selected for modal analysis using the Implicitly Restarted Lanczos Iteration method with
an implicit Hessian (the dynamical matrix of the system) to obtain the 10 lowest frequency
modes of the system. The Hessian-vector products were calculated calculated by 5-point
finite difference from the gradients (costing four energy and force evaluations), to overcome
anharmonicity at instability points, which reduces the accuracy of the 3-point formula. A
combination of the modes obtained at each step is used as a starting vector for the Lanczos
iteration of the remaining steps, to accelerate convergence. The frequency of the lowest
mode, after translations are removed, is used as the A instability criterion.
The generalized approach for determining the harmonic modes and their frequencies
is to assemble and diagonalize (obtain the eigenvalues and eigenvectors of) the dynamical
matrix of the system, which is the Hessian of the potential energy when expressed in mass-
scaled' coordinates:
d 2U
Dij = ,' (3.8)
where Dij is the 3 x 3 matrix block corresponding to atoms i and j, U(41, 42, 4.., 4 N) is
the potential energy of the N atoms in the system and 4i are the mass-scaled coordinates
(4i = V/Mixi, where xiare the Cartesian coordinates of atom i).
Diagonalizing this matrix yields 3N eigenvalues A,, which correspond to the vibrational
frequencies a) = v2 and 3N associated eigenvectors, which are the vibrational modes
uJ, which are the maximum amplitudes of the displacements of each atom in the system,
4= 4 + uj exp(-iot), in which 4 and u, are vectors of dimension 3N.
For crystals, the matrix Dij is defined for a single unit cell, and the procedure above
yields the K-point spectrum corresponding to a wavevector k = 0. The procedure can be
repeated for all desired wavevectors by modifying Dij [105].
There are two major obstacles to the full diagonalization of the Dij matrix: (1) the
memory cost of assembling and storing the matrix and (2) the computational cost of the
diagonalization procedure. The first grows with the number of atoms in the system with
'Alternatively, one can use Cartesian coordinates and scale the 3 x 3 matrix block Dij by (MMj)-1/ 2,
where Mi and Mj are the masses of atoms i and j. See also Appendix B.1.
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order O(N), since each atom has a constant number of nearest neighbors. However, if
long range Coulombic interactions are to be taken into account, the prefactor can be very
large, limiting the size of systems that can be studied, compared to methods that do not
require the explicit matrix. The second cost grows with order O(N 3), and quickly becomes
prohibitive for large samples. We avoid both obstacles by using the Lanczos iteration, since
the matrix is not required in explicit form, only through its product with a direction vector.
This product can be calculated applying finite differences, in just twice the space already
required for forces. The cost of diagonalization is avoided by using the iteration procedure
to obtain only the first few vibration modes.
3.3 Results
3.3.1 Deformation and failure of silica
Figure 3-2 shows the stress-strain behavior of BKS quartz under uniaxial tension in the
a direction (analogous behavior is observed in the c direction). The kink at low strains
corresponds to the a-to-P transition of quartz [60]. Deformation is elastic and uniform
until the system becomes structurally unstable. In this case, failure occurs by a sudden
opening of an atomic-sized crack perpendicular to the loading direction.
As discussed by Silva et al. [88], the behavior of crystalline silica reflects its ordered
structure. The crystal deforms elastically and uniformly until a global instability point is
reached. At that point, the structure seeks a lower energy state, which can be an alternative
crystalline form or a disordered state. The instability mode will depend on the loading type.
In compression, we would observe a progressive polymorphic transformation, whereas in
tension we find the nucleation of a single crack.
Figure 3-3 shows the stress-strain behavior of amorphous silica under strain-controlled
uniaxial tension. It can be seen that the strength of amorphous silica is much lower than
that of a-quartz, and that the amorphous system displays some plastic deformation before
failure.
Our results indicate that amorphous silica deforms and fails in a very different manner
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Figure 3-2: Stress-strain curve for uniaxial tension of a-quartz along the
flawless single crystal; (- -) a single crystal with a penny-shaped crack.
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Figure 3-3: Stress-strain curve for uniaxial tensile deformation of amorphous silica in (-) a
flawless amorphous system and in (- -) an amorphous system with a penny-shaped crack.
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than does crystalline silica. Any representative sample will have a wide distribution of bond
lengths and bond angles, therefore the local state of strain will be very different at various
points. This distribution is reflected in the deformation and failure modes, which occur
through several small local events. Each local domain relieves its own stress through local
rearrangement and densification (under compression) or bond breaking and void formation
(in tension), while the system as a whole is still able to resist the global stress.
The behavior of a simulated amorphous sample will be sensitive to these local events,
a factor that increases in importance as the sample becomes smaller. Therefore, choosing a
representative sample and extrapolating its behavior to the bulk is less straightforward than
in the crystalline case.
In each case, we compared the behavior of intact samples with flawed samples contain-
ing penny-shaped cracks of similar sizes. The results show that crystalline silica is much
more sensitive to the presence of flaws at this scale. This is expected and can be explained
by noting that the crack both concentrates the stress and provides a nucleation site for crack
propagation. In contrast, the strength of amorphous silica is not similarly affected, because
nanoscale imperfections are able to form before the main crack starts to propagate. This
reinforces the idea that the initiation of tensile failure of amorphous silica is governed by
its intrinsic strength at the atomic level, not by fracture mechanics considerations such as
the presence of critical flaws.
A comparison between the behavior of crystalline and amorphous silica is shown in
Figure 3-4, where the stress-strain behavior of bulk crystalline and bulk amorphous silica
is displayed. Initial and failed states for both systems are shown in Figure 3-5, showing the
difference between the clear crack in the crystalline silica system and the diffuse crack in
the amorphous silica. These results are a subset of a more comprehensive study published
by Silva et al. [88].
Different samples of amorphous silica, including a thin film and nanowires, are com-
pared in Figure (3-6). It can be seen that the glass behavior is very reproducible and that
surface effects are not significant at this scale when the BKS potential is employed.
The inter- and intra-tetrahedral angle distributions are shown in Figures (3-8) and 3-7.
The bond length distribution is shown in Figure (3-9). We observe that elastic deforma-
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Figure 3-4: Stress-strain behavior of amorphous silica (glass) and crystalline silica (quartz)
in tension.
tion is carried by the stretching of the Si-O bonds, mainly those aligned with the strain
application direction, as well as the widening of the inter-tetrahedra bond. This observa-
tion will be important when we study the detailed mechanism of failure in Chapter 4. We
also observe that the intra-tetrahedron angle is not significantly altered, suggesting that
deformation happens mainly by rotation and stretching of the tetrahedral units. After local-
ization of the strain, the angular and bond length distributions return almost completely to
their unstrained forms.
3.3.2 Failure cascades and unstable modes in a-SiO 2
We perform the same deformation in bulk and thin film silica, this time quasi-statically at
0 K. The stress-strain curves are shown in Figure (3-10). It is immediately seen that the
systems fail at a lower stress and in a more markedly brittle manner, since the relaxation
procedure is able to explore and follow more unstable modes than is possible in a short
molecular dynamics simulation. Reducing the strain rate in MD has a very similar effect.
Around the stress drops marked with (*), we performed a detailed modal analysis and
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Figure 3-5: Atomistic configurations of intact and failed silica. (a) Intact crystalline silica,(b) intact amorphous silica, (c) failed crystalline silica and (d) failed amorphous silica.
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Figure 3-6: Stress-strain curves for amorphous samples: nanowires of indicated diameter
d, thin film (slab) of thickness t and a bulk sample.
obtained the first few vibrational frequencies. This analysis shows that immediately before
the large failure event, several modes become unstable. Using the frequency of the lowest
mode as the A for the whole system, we see that, as expected, the system fails when A
is null or imaginary. The mode that becomes most unstable is illustrated in Figure 3-11,
and involves only 100-200 atoms, compared to the 5200 in the whole sample. The exact
number of atoms depends on the cutoff of the vibration amplitude used to identify the atoms
in the vibration mode.
The vibration direction in all of these modes is roughly parallel to the strain application
direction, and the atoms tend to move in unison, creating potential microcracks between
these atoms and the neighboring fixed region. In a few modes, the atoms are divided in two
regions moving in opposite directions, creating a potential microcrack in the middle.
The stress drops are not isolated failure events, as shown by the energy history in Fig-
ure 3-12. In this figure, we display the energy during conjugate gradient equilibration of
the system for three quasi-static strain application steps (0.105, 0.106 and 0.107). The three
sharp energy increases are the external work applied to the system, at the points of strain
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application. In a stable system, the energy relaxes asymptotically toward a constant value
and the forces relax to zero. When an instability point is reached, the CG procedure fol-
lows the unstable mode, causing a sharper drop in energy and a peak in the force. At 0.105
strain, there are two major failure events (more easily visualized by the force peaks) and
possibly more secondary events. The intermediate plateaus represent nearly stable states,
which are activated by the cascade.
The regions activated in each step of the cascade can be visualized by calculating the
mean square displacement of the atoms during minimization and selecting the most dis-
placed atoms (Figure 3-13). It is notable that the cascade did not start at one of the nearly
unstable modes at that strain. This happens because the modified CG procedure follows
the first unstable direction that is found during iteration, which is in general a mixed mode,
rather than the most unstable direction. This reinforces the concept that instability analysis
should be used to determine which mode should be excited to induce failure, rather than
letting a direct simulation technique (either MD or CG) find a mode.
3.4 Summary and Discussion
Swiler et al. [92] observed that fracture of amorphous silica occurs through growth and
coalescence of voids. Liao [60] divided the failure process in four stages: (I) elastic, where
voids grow reversibly, (II) void nucleation, (III) void growth and coalescence and (IV) void
extension as a crack, a pattern also observed by others [71]. We found that this behavior
is common to other deformation modes such as compression and shear [88] and that in ev-
ery case the failure processes happen in a disordered and gradual manner via accumulation
of small localized permanent deformation events, after a comparatively short elastic inter-
val. Crystalline silica, when subject to the same deformation modes, abruptly localizes the
strain in a failure region. The difference in behavior reflects the nature of failure in both
kinds of materials. Crystalline silica deforms elastically until the vibration frequency of a
long-wavelength phonon reaches zero and the corresponding delocalized vibration mode
becomes unstable. This is a global event where the whole system cooperates to nucleate
either a crack (in tension), a dislocation (in shear) or an amorphized layer (in compression).
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In amorphous silica, localized vibration modes become unstable before the full system and
strain localizes as those modes fail and create nanovoids and other ill-defined defects.
In direct simulation, either molecular dynamics or quasi-static deformation by energy
minimization, no information is available a priori to determine how far from stability the
system is located and what failure mechanism will be activated. The system must be driven
beyond the instability point and then allowed to explore the energy landscape in order
to find a lower energy failed configuration. In the amorphous case, there are numerous
instability points and a matching number of failed configurations. Therefore, the failure
behavior will be highly dependent on the time available to explore the energy landscape
(in molecular dynamics) or on the number of search directions attempted during minimiza-
tion. At any given time step or iteration, we observed the presence of multiple unexplored
unstable modes in the system. We also observed that each individual stress drop in the
stress-strain curve is composed of one or more failure events, and that these events may
not be spatially correlated. We interpret these results as the formation of failure cascades,
where each individual failure event modifies the local configuration in such a way that pre-
cipitates the failure of neighboring regions. These cascades become increasingly longer
and more complex as the macroscopic strain increases, until most of the simulation cell is
involved.
However, we found that the minimal failure initiation event is the instability of a sin-
gle localized vibration mode, characterized by a zero or imaginary vibrational frequency.
Even for a configuration with multiple unstable modes, the modal analysis procedure or-
thogonalizes any mixed unstable modes that may be present, isolating independent regions
that would fail simultaneously in direct simulation. We can therefore identify the elusive
unit event of tensile failure in amorphous silica, and develop a reliable method to do the
same for other amorphous materials. This unit event consists of a group of atoms that can
move in unison but approximately independently of the surroundings, which behave as a
cage for these atoms. The innermost atoms that form the failure kernel can be identified
by the relative amplitude of their atomic vibration. The general form of the vibration mode
creates a small void that, when unstable, becomes permanent and localizes the strain at that
physical location. As the system becomes locally stable, another failure kernel may then
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deform and possibly fail, characterizing a failure cascade.
The size of the failure kernel depends on the cutoff chosen for the vibrational amplitude.
It is possible to isolate a failure kernel involving about 200 atoms, which is large enough to
discourage the use of ab-initio techniques such as density functional theory (DFT), but still
small enough to study with intermediate techniques such as reactive classical potentials and
semi-empirical molecular orbital methods.
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ration. At the first captured instant, at least two failure modes were already activated. Later,
additional neighboring modes were also activated.
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I
Chapter 4
Semi-Empirical MO Simulation of Silica
and Water
4.1 Introduction
We have demonstrated that the tensile failure of amorphous silica occurs at the nanoscale
(Chapter 2) and we have identified the unit event as the instability of a failure kernel com-
posed of atoms that can vibrate independently of the remaining system (Chapter 3). We
also suggested that the failure kernel has a size amenable to simulation with more accu-
rate methods, such as semi-empirical molecular orbital. These methods have predictive
capabilities even for chemical reactions such as hydrolysis.
Du and De Leeuw [30] used first-principles calculations based on density functional
theory (DFT) to study the adsorption of a few water molecules on quartz surfaces. The
results show that the choice between simple physisorption of water and dissociation fol-
lowed by hydration of the surface depends strongly on the reactivity of the given surface.
For relaxed quartz surfaces with under-coordinated atoms, water forms a very stable hy-
drated surface. When all surface atoms are correctly coordinated, water adsorbs but does
not dissociate or react. A complex water-silica empirical potential is shown to reproduce
these two behaviors and to reproduce within reasonable limits the absorption and hydration
energies from the DFT calculations. Empirical potentials that approximate these results
have been developed [25].
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In summary, the challenges for the simulation of water at reactive surfaces reside in the
need for simultaneous description of the bulk structure far from the surface, the ordered
structured near the surface, the hydration shell of dissolved ions and the dissociation near
reactive sites on the surface. It is unlikely that any given empirical potential model for water
will satisfy all conditions simultaneously. Therefore careful calibration and comparison
with first principles calculations is required. Moreover, even those calculations need to
be further calibrated with experiments, since accurate calculation of water properties (e.g.
freezing temperature) presents challenges for DFT calculations.
The state of the art is the use of DFT to study the water-silica reaction in bulk and
in clusters. The limitation is always the trade-off between the number of atoms and the
simulation size, so it is necessary to use small configurations that are statistically repre-
sentative of the average bulk or surface structure, for example starting from configurations
generated with the BKS potential and relaxing using DFT [35, 36]. However, these simu-
lations are unlikely to be representative of the critical location for crack nucleation. To our
knowledge, until now reference configurations from modal analysis have not been used as
reference configurations.
The present study of deformation-driven failure of nanostructures in the form of a free-
standing rod and an amorphous cluster, and the reaction with water of such a structure is
motivated by a simple notion, namely, both chemical and mechanical behavior of materials
at the atomic level are fundamentally controlled by the action of the inter-atomic bond.
In other words, bond strain not only determines mechanical deformation, but also affects
chemical reaction. To quantify this notion we turn to an appropriate structure which is
small enough for atomistic simulation but scalable to bulk matter in terms of meaningful
measures of stress and strain, drawing direct analogy to our experimentally studied silica
nanowires.
As discussed in the work by Zhu et al. [120] the 108-atom silica nanorod (Figure 4-1)
is formed by a stack of four rings of corner-sharing silica tetrahedra, capped by two rings
of edge-sharing tetrahedra. The resulting structure has the SiO 2 stoichiometry and is free
of dangling bonds without artificial saturation. The size and geometry of the nanorod are
similar to the channels in a-quartz, and its outer wall resembles the (0001) surface of this
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Si
Figure 4-1: Nanorod structure. (a) Full 108-atom nanorod and a water molecule, (b) corner-
sharing internal rings, (c) edge-sharing end ring. Larger atoms are silicon and smaller atoms
are oxygen [124].
mineral, where all Si and 0 atoms are fully coordinated. We note that the diameter of the
nanorod is less than 0.5 nm, much smaller than the MD wires studied in Chapter 3.
The nanorod has been studied in detail by Zhu [119], Zhu et al. [124]. Silva et al. [88]
performed quasi-static deformation of this structure in the presence of water and concluded
that once hydrolysis occurs the resulting structure is mechanically similar to a defective
nanorod in which one oxygen atom was removed.
Here the energy and force calculations were carried out using the BKS potential as
well as the semi-empirical QM method PM3. Even with those methods there is a need
for small but representative structures, which may be treated with QM methods. Work
on very small clusters [61] and rings [111] provided information about the silica-water
reaction, but correlation with bulk material behavior was not attempted. The nanorod [120]
may be the simplest small structure for which a meaningful stress state can be defined.
Its deformation behavior in tension is analogous to that of crystalline silica, serving as a
model for stress-induced water reaction in these materials. Similarly, small periodic cells
containing amorphous silica have been used as models for DFT simulation of amorphous
systems [35, 36].
We studied the effect of a single water molecule and of the water dimer, which is com-
posed of two water molecules linked by a single hydrogen bond, roughly
H20-- HOH,
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where the dashed line represents the hydrogen bond. Liquid water has a roughly tetrahedral
structure where each oxygen is covalently bonded to two hydrogens and hydrogen bonded
to additional two. The dimer is the smallest hydrogen-bonded unit.
In this chapter, we first test the simulation procedure by simulating the failure of a single
siloxane bond in a pyrosilicic acid (H8Si 2O8) molecule, which is composed of two silica
tetrahedra where dangling bonds are capped with hydrogens. We later extend the study to
the nanorod introduced in as a minimal model system for hydrolysis. Based on this study,
we use a water dimer to assist the failure of single bonds of a small cluster, the amorphous
analog of the nanorod. This cluster is based on the failure kernel found in Chapter 3.
4.2 Methods
4.2.1 Semi-empirical molecular orbital simulation
Semi-empirical QM methods are electronic structure methods, typically based on Hartree-
Fock theory. The virtue of such methods is computational simplicity. This simplicity is
achieved by treating the core electrons together with the nuclei and using a minimal ba-
sis set of valence orbitals. Computational efficiency is gained thereby at the cost of lower
accuracy relative to true ab-initio methods. In the neglect of diatomic differential over-
lap (NDDO) approximation, the Hartree-Fock energy expression is simplified by omitting
integrals involving diatomic differential overlap. The remaining integrals, as well as the
interaction between cores, are calculated using approximate expressions involving empiri-
cal parameters. The result of the calculation is a set of molecular orbitals, given as a linear
combination of a basis set of valence shells. From these orbitals, the electronic energy
of the system can be calculated and added to the core interaction energy, giving the total
energy of the system. Ionic charges also can be calculated, and charge transfer can occur.
In this work, we used the NDDO semi-empirical methods known as PM3, which is
available in the commercial code MOPAC2002 [90]. This method is parametrized for
most major elements and elemental pairs using experimental data. The accuracy of semi-
empirical calculations is largely governed by the approximations mentioned above. Since
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fitting is performed based on equilibrium energies, there is less information on the accu-
racy in determining transition states and activation barriers. In the problem of hydrolysis
of silica, PM3 and DFT results were found to be qualitatively similar [55].
A pyrosilicic acid molecule, H8 Si2O8 or [(HO)4 Si-O-Si(OH)4], was generated by as-
sembling two corner-sharing silicon tetrahedra and capping the oxygen bonds with hydro-
gen molecules. The configurations were relaxed by energy minimization using a modified
conjugate gradient (CG) procedure and water molecules were added in a few possible initial
configurations. The lowest energy configuration was chosen, where the water hydrogens
form hydrogen bonds to the oxygen shared between tetrahedra and to one of the other oxy-
gens in the system. The final configuration is two isolated silicic acid (H4 SiO 4) tetrahedra,
was based on results available in the literature. The intermediate configurations were ini-
tially obtained using linear interpolation. The nudged elastic band was then used to obtain
the reaction mechanism.
Nanorods were assembled following [120] and relaxed using CG. Water molecules were
artificially placed based on the results of the siloxane bond, where each molecule was
attached to a different Si-O bond. The rods were stretched quasi-statically to failure by
applying strain to the atoms in the outermost rings. Briefly, the center of mass of each ring
was fixed at a distance f(1 + e), where f was the initial distance between the rings. Rotation
and changes in ring structure were allowed.
In the last chapter, we concluded that a failure kernel isolated from an unstable vibra-
tion mode represents a failure initiation event in bulk amorphous silica. Using appropriate
cutoffs for the vibration amplitude, a failure kernel can be made as small as required, down
to the 100-200 atom size suitable for semi-empirical molecular orbital (MO) simulation.
Amorphous configurations were obtained by isolating the silicon atoms that participate
in a selected unstable vibration mode, along with enough oxygens to complete all tetrahedra
centered in those atoms. The dangling bonds in the outermost oxygen atoms were capped
with hydrogen. A more advanced boundary condition, not employed in this work, would be
to use terminating pseudo-atoms [72] instead of OH groups. Water molecules were added
to the siloxane bonds observed to fail in the dry case in the physisorbed configuration and
allowed to relax by energy minimization.
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The nanorods were stretched quasi-statically by constraining a shell of silicon atoms to
the desired strain e,
x= (1+ E)x,
where xi and x9 are respectively the initial and final x coordinate of atom i. To avoid
translationi, the center of mass of the constrained atoms is moved to the origin. Finally, to
avoid shocks, the remaining atoms are also strained using the same expression, but are then
allowed to relax by minimizing the energy. In this specific example, the shell was composed
of the 30% outermost silicon atoms. Oxygens are excluded to allow the bond angle to widen
in a more natural way. This approximates the effect of the uniformly strained bulk in which
the original failure kernel was embedded, an approximation that becomes better as system
becomes larger.
4.2.2 Transition state theory of chemical reactions
In the framework Transition State Theory (TST) [e.g. 104], we seek to identify the reac-
tion mechanism and finding the free energy barrier. Within classical TST, it is sufficient to
find the Minimum Energy Path (MEP) on the (electronic) adiabatic potential energy sur-
face (PES). The MEP is defined as a continuous path in a 3N dimensional configuration
space, where N is the number of atoms, such that the atomic forces at each point are zero
in the 3N - 1 dimensional hyperplane perpendicular to the path (for a more precise def-
inition, see Appendix B). The maximum energy along that path defines the saddle-point
and the activation barrier. We used a reaction pathway sampling [9] procedure, the Nudged
Elastic Band (NEB) method [44, 51], to determine the MEP, and consequently the reaction
mechanism and activation barrier. The evolution of the PES with stress manifests itself as
a stress-dependent activation barrier.
Under quasi-static loading at 0 K, failure occurs at the critical (or athermal) load, when
the activation barrier for the failure process vanishes. The structure will deform continu-
ously until this load is reached, at which point failure occurs by a sudden transition to a
N _-- , xi is the center of mass of the N constrained atoms, the constrained system will translate
to .= (1 + e)x0 . If P = 0, the system stays centered at the origin.
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lower-energy, stable final state. However, since the energies of the initial and final states
are stress-dependent, it is possible that the transition to the final state becomes thermo-
dynamically favorable before the critical load is reached. In that case, only an activation
barrier prevents the system from instability. Depending on the temperature and time scale
of the simulation, it may be very difficult to observe the transition without overdriving the
system. An alternative method that can lead the system gradually up the activation barrier
through the saddle point and toward the final configuration would be quite desirable.
TST concerns the behavior of a dynamical system in contact with a temperature reser-
voir. At low temperatures, the system will dynamically explore the region of the configu-
ration space (for example A) around the nearest equilibrium configuration (in this example,
4A). If there is a nearby equilibrium state 4B, the system may move from the region A to the
neighborhood B around 4B by going through a transition state 'AB. The state 4AB is located
at a transition surface, defined as the set of states from which the system is equally likely
to move to either direction (A or B). The kinetics of the movement is determined by the
probability that the system reaches this transition surface and by the momentum that it has
when crossing. Starting from two simplifying assumptions, (1) that the minimum energy
point at the transition surface (which is also the most probable point) is the state AB and
(2) that crossing events are rare, we can write the rate of the reaction A -+ B as
k= vo exp ,
where k is the rate, vo is the rate of crossing at the transition point, Ea is the activation
energy U(4AB) - U(4A) and kT is the Boltzmann constant times the temperature. From
this equation, the maximum rate occurs when Ea = 0 and knowledge of Ea is sufficient
to determine the reaction rate at any temperature. When there is a large energy difference
between A and B, the reaction rate in the reverse direction becomes negligible and we
can consider the transition to be irreversible in the direction of the lowest energy state.
Since the rate vo can be approximated by harmonic mode analysis at the transition state
4AB, knowledge of the transition state is the key piece of information from which we can
calculate the reaction rate.
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We are also interested in the mechanism of the reaction, in other words the path in con-
figuration space linking A to B. The most probable path, which goes through the transition
state 'AB, is the minimum energy path (MEP). This path can be mathematically described
as the sequence of configurations for which the forces are parallel to the path. Using this
definition, it can be shown (Appendix B.2) that the activated state 'AB uniquely defines a
path between two configurations A and B, and the demonstration outlines the algorithm to
find this path. In summary, a steepest descent path starting from 4AB and following the
unstable vibration mode (in both directions) will yield the MEP. On the other hand, the
inverse problem, finding 'AB given 4A and 'B, is non-trivial, since the algorithm cannot be
reversed (the "steepest ascent" differential equation is unstable).
Several approximation methods were developed to refine an initial guess for the reaction
path (see [45] for a review and Appendix B.4). In the most common approach, the path is
discretized as a chain of states or images, linking 4A to 4B. If these images are moved
in configuration space following the steepest descent direction (i.e., in the direction of the
applied forces), they will eventually converge to the path and then to either A or 4B. The
challenge, therefore, is to let the images drift toward the path without "falling" into the
equilibrium configurations. The most widely used method is currently the nudged elastic
band (NEB) method [44, 51] and its variants. This method allows the images to move only
in directions perpendicular to the path, and provides artificial spring forces that maintain
the images equally spaced in the configuration space and prevent them from falling into
energy minima.
We recall the two most important strengths according to transition state theory. The
athermal failure strain is the strain at which failure occurs spontaneously even at 0 K,
because the barrier disappears. We observe this in the quasi-static simulation (e.g., Fig-
ure 4-5). Experimentally, observing this strength requires performing the test at near zero
temperature (e.g. in liquid helium) or at very high rate (such that there is no time to over-
come any barrier). A second important value is the fatigue strain, at which failure becomes
thermodynamically favorable but there is a non-zero energy barrier. This not usually ac-
cessible in direct simulation, but can be determined by performing a quasi-static unloading
of the failed configuration until its energy becomes equal to that of the intact configura-
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tion. Experimentally, this is the strain below which the sample will not fail even after an
arbitrarily long time at nonzero temperature.
In practice, failure will always occur in between those two values, in a temperature-
dependent manner as predicted by transition state theory (see Section (4.2.2)). Empirically,
it is observed that the time to failure of macroscopic silica obeys the relation
tf = f exp (Ea() I - 1o())
where tf is the time to failure, rf is the time at the athermal strain, Ea is the activation
energy, a is the macroscopic stress, ao is the fatigue strength and kT is Boltzmann constant
times the temperature [54]. Since in the macroscopic case healing is not significant due to
entropic effects, we can ignore the reverse process (healing) and define the fatigue strength
as the stress at which the time to failure is larger than a preset value.
Therefore, by calculating the function Ea(U), where a = EE is the macroscopic stress,
we would be able to explain both the temperature dependence and time dependence of the
strength.
4.3 Results
This study of water attack on silica builds on previous results for the crystalline silica
nanorod, which show that a single water molecule changes the rupture mechanism for a
single siloxane (Si-O-Si) bond from the dry mechanism
Si- 0- Si - Si0-O + Si+,
where highly energetic and reactive dangling bonds are formed, to the wet mechanism
Si- 0- Si+H 20 - Si- OH+HO- Si,
where the bonds are capped by the water molecule, resulting in a more stable and less
energetic hydrolyzed configuration.
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(a) (b) (c)
Figure 4-2: Water reaction with the crystalline nanorod: (a) initial chemisorbed state, (b)
intermediate (metastable) chemisorbed state and (c) final hydrolyzed state. The reaction
occurs naturally when the nanorod is deformed quasi-statically.
Among the reaction mechanisms studied [124], the most favorable at strains consistent
with the empirical failure of crystalline silica starts with a physisorbed state where the water
oxygen forms hydrogen bonds with two oxygens in a silicon tetrahedron. The molecule
then goes through an energy barrier by rotating towards an intermediate metastable step
(Figure 4-2), where the water oxygen chemisorbs to one of the silicon atoms, weakening
the existing Si- 0 bond due to the pentacoordination of the silicon atom. A second energy
barrier, which corresponds to the transfer of a water hydrogen atom to the oxygen in the
siloxane bond, completes the reaction and forms the hydrolyzed state, as shown in Figure 4-
3. The reaction with a water dimer is equivalent but for the reduction in the activation
energies. In summary,
Si- 0- Si+ H20- Si- 0- Si-OH2 ,- Si- OH+HO- Si.
In the absence of strains, this final state is less favorable than the initial state, so the
original molecule (and, by extension, an unstrained silica surface) is stable in the presence
of water. As shown by the nanorod simulations discussed below, straining the bond widens
the Si-O-Si angle and changes the energy balance, lowering the barriers for both steps.
The mechanism is little affected by the presence of a third and fourth water molecules,
because those physisorb to other siloxane bonds and do not interfere with the first bond
rupture, as shown in Figure 4-4.
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(b) chemisorbed
(c) proton transfer (d) hydrolyzed
Figure 4-3: Water dimer reaction with a single siloxane bond in pyrosilicic acid: (a) initial
chemisorbed state, (b) intermediate (metastable) chemisorbed state, (c) unstable state right
after proton transfer and (d) final hydrolyzed state. This reaction does not occur naturally
when the nanorod is deformed quasi-statically.
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(a) physisorbed
(a) (b)
Figure 4-4: Initial and final states of water attack on the nanorod. (a) A single water dimer
and two isolated water molecules are present. (b) The first stress-activated bond rupture is
assisted by the water dimer. Subsequent bond ruptures are assisted by the additional water
molecules.
While this mechanism is clear for the pyrosilicic acid, the nanorod presents additional
features. The qualitative reaction is the same, and the steps above are reproduced as strain
is applied, showing that the first barrier lowers and disappears first, soon followed by the
second barrier. The resulting stress-strain curve is shown in Figure 4-5. An important ad-
vantage of the crystalline nanorod over the single molecule is that the structure mirrors that
of crystalline silica. Therefore, the strain at failure mirrors that of microscopic SiO2 . Dry
failure occurs by rupture of a siloxane Si-O-Si bond, opening a tetrahedron and leaving
both an under-coordinated oxygen and a silicon. Adding a water molecule facilitates the
reaction and caps the broken bond as shown before.
A representative amorphous system (Figure 4-6) was generated using the protocol de-
scribed in Section 4.3.1. The amorphous system should have the same advantage over
single molecule studies as the crystalline nanorod, i.e., the strain should be comparable to
the macroscopic strain in amorphous silica. In the force-strain curve shown in Figure 4-7, it
can be seen that the behavior is linear elastic to failure. The stress correlates with the local
stress rather than macroscopic stress, therefore the graph is presented as the normalized
reaction force applied to the constrained atoms.
The reaction paths for failure, shown in Figure 4-8, are qualitatively similar in all cases.
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Figure 4-5: Stress-strain behavior of a silica nanorod in
sion, in the presence of none to four water molecules.
0.15 0.2 0.25 0.3
quasi-static tension and compres-
Figure 4-6: Representative amorphous system used to study the effects of water on amor-
phous silica. Starting from a failure kernel obtained from modal analysis of a bulk configu-
ration, silica tetrahedra are completed with oxygens to preserve the basic structure of silica
and dangling oxygen bonds are capped with hydrogen.
86
H20
H20H20
20 -C-
Cl)
CD)
cI)
10
0
-10
-20
-30 L
-0.
0.9-
0.8-
0.7-
0.6-
"0
.~0.5
0 0.4
0.3-
0.2-
0.1 -
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
Strain E
Figure 4-7: Force-strain behavior of a representative amorphous system used to study the
effects of water on amorphous silica. Normalized forces are plotted because only the strains
correlate with the macroscopic strain. (o) Dry amorphous system, (*) amorphous system
with a water dimer.
The strain at failure is lower than that of the crystalline nanorod, because the amorphous
cluster has overstrained bonds compared to the crystalline system, and the representative
system is characterized by an even higher propensity to failure due to the artificial con-
straints used to deform it. The energies of reaction paths near the failure strain were ob-
tained using the nudged elastic band method. Comparing the dry and wet cases, we see
that dry failure occurs in one step with a higher energy barrier, while wet failure occurs in
two steps with lower barriers. In addition, the energy of the hydrolyzed state is much lower
than that of the dry failed state.
4.4 Summary and Discussion
We extended the existing study on the nanorod [124] by adding additional water molecules
to the configuration, verifying that the water dimer accounts for most of the reduction in
athermal failure strain. Compared to the single water molecule, the dimer does not modify
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Figure 4-8: Minimum energy path for dry and wet failure of a representative amorphous
system at different strains. (-) Strain E = 0.075, (- -) strain E = 0.100. (o) Dry amorphous
system, (*) amorphous system with a water dimer.
the intermediate steps observed during quasi-static deformation, implying that the same
metastable configuration is present, with the addition of the second water molecule. We
also observed that additional water molecules physisorb to neighboring bonds and assist
their failure, without a noticeable synergistic effect on the failure of the first bond, which
is attacked by the dimer. There was very little reduction in the stiffness of the nanorod,
implying that the presence of physisorbed water does not change this mechanical property
until failure. With these qualitative results, we conclude that studying the effect of a single
water dimer on a bond is a reasonable first approximation to explore the effect of a water
film on a silica surface. Quantitatively, a water dimer reduces the athermal failure strain of
the nanorod by 20%.
The minimum energy path (MEP) for water-assisted rupture of an unstrained siloxane
bond in pyrosilicic acid [(HO)4Si -0- Si(OH) 4] exhibits the basic mechanism discussed
in section 4.3. This suggests that the mechanism and the effect of stress is common to
every strained siloxane bond. The effects of water are (a) reduction in the energy of the
hydrolyzed configuration, which also lowers the strain at which failure becomes thermody-
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namically favorable; (b) reduction of the activation energies for both steps in the reaction,
increasing the reaction rate and (c) reduction of the athermal failure strain, where the ac-
tivation barrier disappears. The task for larger atomic configurations is thus to establish
explicitly or implicitly the correlation between the bond strain (i.e., bond angle and bond
lengths) and the macroscopic strain. As discussed in section 3.3.1, this correlation is clearer
in the crystalline case. In the amorphous case, it is more convenient to correlate the MEP
directly to the macroscopic strain, without reference to the underlying bond strain. The
same approach has been used for the crystalline nanorod. Due to the difference in bond
strain distribution between amorphous and crystalline configurations, there is no clear cor-
relation between the effect of water on those configurations even at the same macroscopic
strain. More importantly, the effects of water on the amorphous system are highly depen-
dent on the details of the atomic configuration, underlining the need to carefully choose
representative systems with macroscopic meaning.
The amorphous cluster used in this work exhibits linear elastic behavior up to failure
when deformed quasi-statically, similarly to the behavior of bulk silica but unlike the non-
linear elastic behavior of the crystalline nanorod and bulk crystalline quartz. At the first
failure event, the cluster becomes unstable and fails catastrophically. The failure event hap-
pens at a low strain compared to bulk amorphous silica, probably due to boundary effects
and to the constraints used to apply strain to the configuration. Similar caveats apply to the
nudged elastic band results, which display qualitatively the same effects of water observed
in the nanorod and the siloxane bond, but which can not be translated quantitatively to
macroscopic results in the specific case of the small system studied here. These results are
promising but there is much room for improvement, for example by increasing the system
size or by averaging the results of multiple simulations.
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Chapter 5
Conclusions and Extensions
The scenario constructed in this thesis consists of water assisted single-bond failure events,
which initiate failure cascades at the atomistic level and lead to the macroscopic failure
observed experimentally. We can now explain the mechanism for the tensile strength re-
duction of amorphous silica in the presence of water, based on the information gathered
at the three different length scales investigated in this thesis. The effect of water is most
clearly seen at the molecular scale, where the failure of a strained siloxane (Si-O-Si) bond
is assisted by the presence of a water dimer. The effect is threefold: water reduces the
athermal failure strain by 20%, lowers the activation barrier for the breaking event by as
much as 70% and provides a lower energy state after failure, compared to the dry failed
state. We found that these effects are stronger for the water dimer than for a single wa-
ter molecule and that additional water molecules do not cause a significant reduction in
strength. We translated the effect on a single bond to the atomistic scale by using modal
analysis to isolate a representative system and by studying the effect of water on the most
strained bond of this system. We found that tensile failure of simulated dry amorphous
silica occurs through localized failure events that initiate failure cascades leading to crack
nucleation. This allows us to extrapolate the effect of water on a single bond in the rep-
resentative system to the initiation of failure cascades and ultimately to the macroscopic
failure of amorphous silica. We do not observe experimentally an effect of water on elas-
ticity at the nanoscale, a result consistent with simulations. In contrast, for 500 nm wires
we observe a 40% water-induced reduction in average tensile strength with respect to the
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strength in air. Failure in both cases is brittle, suggesting that water-assisted local failure
immediately precipitates structural failure. Additional results strongly suggest a significant
size effect on strength from 500 nm to 130 nm, presenting a new challenge to be explained
through simulation.
One cannot overstate the importance of experimental validation and verification of sim-
ulation results. Close collaboration between experimental and computational groups is
common for work at the macroscale, where methods in both modes of investigation overlap
in length and time scale. However, at the nanoscale, experimental investigation becomes
increasingly difficult as the length scales approach those accessible through atomistic sim-
ulation. It is therefore imperative to improve existing techniques, enabling direct compari-
son between results from both experiments and simulation. We extended the range of direct
force measurement using the AFM down toward the upper limit of typical atomistic sim-
ulation techniques. We also developed an inexpensive and reliable procedure to measure
elasticity and strength of nanoscale structures, applying these to silica nanowires and bio-
logical fibers. The power of the AFM relies on the capability to apply small displacements
to a region less than 50 nm wide, positioning the probe tip with 1 nm accuracy or better,
while simultaneously measuring the forces involved with 1 pN accuracy or less, depending
on the properties of the cantilever probe. The challenges reside in preparing the structural
system and interpreting the interaction between the AFM cantilever and the sample. Our
experiments show that it is possible to prepare satisfactory samples using relatively inex-
pensive equipment. Using this approach, we found that the elastic properties of nanoscale
(130 < D < 2000 m) wires are representative of those of bulk amorphous silica, contrary to
results available in the literature, and that the well-known hydrolytic effects of water can be
observed at the nanoscale. This validates the use of atomistic level simulation techniques
to study these phenomena.
Using direct atomistic simulation, we compared the failure behavior of crystalline and
amorphous silica. We found that amorphous silica fails through an accumulation of small
failure events, in contrast with crystalline silica, which fails through a single, well defined
crack nucleation event. At the strain rates and time scales accessible to atomistic simula-
tion, failure of amorphous silica displays plasticity. Experimentally, the same was observed
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by applying stresses below the failure stress and allowing slow crack propagation through
delayed fracture (fatigue). In quasi-static strain-controlled simulation, we observed more
closely the failure events. When driven after the instability point, the system seeks a new
equilibrium point. In the process, additional failure modes are activated, creating a failure
cascade that obscures the failure mechanism. Applying the most general form of instabil-
ity theory to the amorphous system and numerical methods for isolation of deformation
modes, we found that the failure modes of amorphous silica are localized at strains com-
parable to experimental failure strains. By isolating the unstable vibration mode, we were
able to locate a failure kernel and determine how failure will initiate. Following the path
of system on the energy landscape using a steepest descent method, we observed that the
failure mechanism after instability is the successive activation of similarly sized failure
kernels, which are not necessarily spatially correlated. At this point, we can focus on the
initiation event in order to determine how water affects the failure process.
The effect of water on a single bond has been studied in a variety of systems, ranging
from a single siloxane bond to clusters, the nanorod and very small bulk systems. The first
correlation with macroscale properties was attempted with the nanorod, which mimics the
structure of crystalline silica and allows the definition of a stress. Multiple mechanisms of
water attack on the siloxane bond were shown to be at play for this nanorod, from which
we selected the most important at experimentally observed failure strains. This mechanism
can be summarized as a two step attack, where a physisorbed water molecule first becomes
chemisorbed by forming a bond with one silicon atom, then donates a hydrogen atom to the
oxygen atom forming a Si-OH HO-Si hydrolyzed bond. The nanorod provided the first
way to correlate the bond strain (extension of bond length and widening of the bond an-
gle), which determines the two activation energies of this two-step process, with the overall
structural strain. The analog for amorphous silica is less clearly defined, due to the wide
bond length and bond angle distributions, which present challenges for correlating molec-
ular level bond strain and macroscopic strain. It is intuitively expected that water effects
are most pronounced in locally strained regions. However, randomly selected regions, even
when statistically representative of bulk silica, are unlikely to correspond to void nucleation
areas and to the critical failure event that precipitates macroscopic failure. Therefore, the
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effect of water on these randomly selected regions may well be irrelevant for comparison
with macroscopic results, and a failure event isolation method must be employed.
We thus demonstrated that for very complex amorphous material systems, just as sim-
pler systems such as crystals, structural and dynamical behaviors of interest are controlled
by the underlying energy landscape. Direct simulation of amorphous systems presents
significant challenges related to the roughness of underlying energy landscape, which in-
cludes multiple local minima and unstable deformation modes. These details are much
more complicated than those for an elemental substance, such as Cu or Si, especially in
their crystalline forms. Nonetheless, the essential methodology for probing mechanical
deformation and chemical reactivity is applicable to systems of arbitrary structural com-
plexity. This is true of the stress-strain curve and instability criterion showing the onset
and development of failure modes, and of the minimum-energy path, which delineates the
activation barrier along with corresponding atomic configurations just prior to instability.
The sequential multi-scale approach to chemo-mechanics of materials discussed by Silva
et al. [86] is a hybrid formulation, an attempt toward understanding stress-assisted chem-
ical reactions by focusing on the role of the inter-atomic bond in mechanical deformation
as well as chemical bond rupture and formation. The power of this approach lies in the
ability to capture bond distortion, breaking and charge transfer using electronic structure
atomistic simulation, using either ab initio methods such as those based on the density func-
tional theory (DFT), semi-empirical empirical methods such as molecular orbital (MO) or
reactive empirical potentials, where electrons are implicitly considered, depending on the
level of accuracy required and the computational power available. Atomistic simulations
are well-known to be limited in the length and time scales that one can simulate, leading
to artificially high strain and reaction rates that one is able to observe. Both limitations are
diminishing in severity as computational power becomes increasingly less expensive and
as novel computational techniques enhance the efficiency of energy landscape sampling.
Based on the scientific results and methodologies developed in this work, we can pro-
pose several extensions and avenues of research. The immediate application is quantify-
ing the water interaction with pure silica, using the activation energy and failure mecha-
nism (minimum energy path) to study delayed fracture, fatigue and effects of temperature.
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Atomistic and molecular simulation can now provide first principles-based parameters for
an empirical formula that can be applied to macroscopic systems, either experimental or
simulated using continuum theory and the finite element method. The results and methods
can be extended toward more industrially important silicate glasses, rock-forming minerals
and artificial silicate-based materials such as calcium silicate hydrate (C-S-H) in hardened
cement. Our defect isolation technique can be used to study other disordered systems such
as grain boundaries and foams. Finally, the experimental bending method is already being
used with success on different micro and nanoscale fibers [22, 39]. Extension of the force
range of the atomic force microscope (AFM) enabled nanoindentation using AFM probes
at scales comparable to the lower limit of dedicated nanoindenter instrumentation.
In summary, we used experimental and simulation methods most suited to the three
length scales studied in this work: molecular, atomistic and nanoscale. We contributed
at every point to the state of the art in methodology. The synergy between atomic force
microscopy at the nanoscale, classical molecular dynamics at the atomistic scale and semi-
empirical molecular orbital at the molecular scale allowed us to attain an overall under-
standing of the molecular phenomenon hydrolysis of silica and how it translates to the re-
duction of tensile strength at the macroscale. For the first time it is possible to justify every
step of the multiscale approach, by demonstrating that each smaller system is a representa-
tive sample of the larger system and that the largest system in our study (the nanowire) is
representative of macroscopic silica.
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Appendix A
Beam Theory Formulas
A.1 Linear beam theory
For small deformations and small height-to-span ratio, the deformation of a beam is linear
and the simplified Euler-Bernoulli beam equation holds:
d2M
dx2 =x
where M is the internal moment at the distance x from the support, and q is the distributed
load. Point loads can be represented as q = -P8(x - a), where P is the concentrated load
at position x = a and 3(x) is Dirac's delta.
Given the load q(x), one can obtain the deformed shape of the beam by solving the
ODE:
d wEIx4 = q(x) (A.1)
where EI is the beam bending stiffness, E is the Young's modulus of the material, I is the
moment of inertia of the section and w(x) is the vertical displacement of the beam. Four
boundary conditions are required.
From the moment M, the maximum stress can be calculated using:
Mz
I'
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where z is the distance from the neutral axis to the most distant point in the section (for a
circular section, z = D/2).
A.1.1 Cantilever beam with a point load
For the cantilever beam with a point load P applied at x = a, the conditions are:
w(0) = 0
w'(0) = 0
W" (L) = 0 (no shear force at the free end)
w"' (L) = 0 (no moment at the free end)
and the deflected shape can be obtained by simply integrating (A. 1) with q(x) P3 (x - a):
w(x) =
w(a)=
w(x) =
2(3a 
-x)
Pa(3
3EI
a 2(3x -a)
x < a
x =a
x > a
so the apparent stiffness of the beam is kB = 3EI/a3
A.1.2 Fixed-fixed beam with a point load
For the fixed-fixed beam, the boundary conditions are no vertical or angular displacements
at the supports,
w(0) = 0
w'(0)=O
w(L)=0
w'(L) = 0
where L is the length of the beam.
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For a load P at the point x = a, we have q(x) = P3 (x - a). The solution of the differen-
tial equation is:
w(x) = - 6 ' (xL3 - 3xa2L + 2xa 3 - 3a3 L + 6a2 L 2 - 3aL3 ) x < a
w(a) = 3V 1 (L-a)3 , x - a
w(xW) = - I (aL3 - 3xL3 - 3x3 + 2x3a - 3ax2L + 6x2 L2 ) x > a
So the apparent stiffness kB of the beam is:
P 3L 3EI
kB = - ----- L
w(a) a3(I a)3)
with the special case at a = L/2:
192EI
kB* L3
The moment M(x) = EIw"(x) is:
M(0) = a (L - a) 2  , x = 0
M(x) = - (-a 3L +2a 2L2 - aL3 +x(L 3 - 3a 2L +2a 3 )) , x < a
M(a) = - 2 (L - a)2 ,- a
The most stressed section is the support nearest the load application point, or M(0) if
a < L/2. For the special case a = L/2, the moment at both supports and at the center of the
beam is
M(0) = -M(L/2) = M(L) = PL
8
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Appendix B
Mathematical Properties of the
Minimum Energy Path
B.1 Generalized coordinates and mass-scaled coordinates
Consider a system described by the Hamiltonian
1 1
'Ir(q, p) = I- L p? + V (q)
2 i Mi
where q are generalized coordinates, p = mq are the generalized momenta and V(q) is the
potential energy of the configuration q, such that the force F = dp/dt = -VV(q).
The equation becomes simpler after transforming into mass-scaled coordinates
x = vM5q,
where M is the diagonal matrix where the diagonal elements are the masses mi. The gener-
alized momenta are simply x and the Hamiltonian is:
T r (x, t s=l r+Vn(x)
There are several reasons to adopt mass-scaled coordinates:
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1. All units are uniform, so the Euclidean norm of the coordinate vector x can be calcu-
lated as Ixi I= lxxii.
2. Starting from a point xo with initial momentum .o = 0, the direction tangent to dy-
namical trajectory at xo is parallel to dV/dx.
3. The dynamical matrix of the system is simply d2 V/dx2.
In atomistic calculations, a third set of coordinates is usually employed, dimensionless
reduced coordinates s. If we use Cartesian coordinates for q, we have these three sets:
1. Cartesian coordinates q, Cartesian momenta p = mq
2. Reduced coordinates s = H-q, reduced momenta
3. Mass-scaled coordinates x = vl/Xq, mass-scaled momenta - MvI' p
In the following, we always use mass-scaled coordinates.
B.2 The Minimum Energy Path
The Minimum Energy Path (MEP) is a parametric sequence of configurations x(r), where
r is a scalar reaction coordinate, linking an initial configuration xA = x(rA) to a final con-
figuration XB = x(rB), such that the total energy of the path I, defined below, is a minimum
I[x(r)] = V (x(r)) T- dr.
sa d r
Applying the Euler-Lagrange formula, we obtain the condition to make I[x(r)] station-
ary:
dV 
_ dV X 
_ 0x d
-t +=0
dx \x |ti| dr
where t = dx/dr is the tangent to the path and F = t/iiti is the unit vector in that direction.
The last term includes the quantity di/dr, which is the curvature of the path. This term
represents the tendency of the path to reduce its total length (and therefore the integral
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I) by straightening itself. Since this effect is not physically relevant, we can change the
parametrization x(r) and make |tfl -* oo, obtaining simply
dv (dVA =
dx t) tz=, (B.1)
which is often written as
VIV = 0, (B.2)
where the operator V1 is the component of the gradient V that is perpendicular to the path t.
This is a first order condition, ensuring that the integral I[x] is stationary. The corresponding
second order condition is
5T.VIVTIV. > 0 (B.3)
for virtual changes 3(r) in every configuration x(r) on the path, or explicitly,
d2V
x1 3 - (3. -)ti (3 - (3 -) > 0dxidx j
where we used
V 1 V -5 =VV -(3 - (3 -4)),
which means that the potential energy of each configuration on the path is a minimum for
all variations perpendicular to the path.
Based on those equations, it is possible to identify some important properties of the
minimum energy path. There are two ways to satisfy (B.1) at a point xc = x(rc). Either
dV
-=0
dx
or
I -dV1 d= (B.4)||dV/dxl| dx'
that is, either xc is a stationary point of V(x), or the gradient is parallel to the path. Taking
a stationary point xc, in principle (B.3) is satisfied for any tangent vector F. However, the
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gradient at a neighboring point xc + 31' in the path is, for small 3,
dV d2 V
9xi xC+ dx dxj
which, from condition (B.4), must be parallel to the path, therefore
d2V
dxidxj
meaning that F must be an eigenvector of the Hessian Hij = d2V/dxidxj of the potential1 .
Moreover, if xc is a transition point, the Hessian has a single eigenvector vtp with a negative
eigenvalue. In order to satisfy (B.3) at xc + 31f, the path tangent must be parallel to this
eigenvector,
t(sC) =Vtp,
otherwise the potential is not a minimum in the direction vtp, and the path is not a minimum
energy path. For a similar reason, if the Hessian at xc has more than one eigenvector with a
negative eigenvalue, no minimum path may cross this point, since for every tangent there is
always another direction along which the energy is not a minimum. Since the curvature of
the energy as a function of the reaction coordinate (d2V/dr 2) is negative, transition points
are energy maxima as expected.
When xc is a minimum of the potential energy, no condition prevents the path from
having a discontinuity in its tangent. So we may have F(sc - 8) $ F(sc + 3), with the
condition that both tangents are eigenvectors of the Hessian H(xc). On all non-stationary
points of the path, f = VV, so the path is continuous for any smooth potential energy
function, except at minima.
In summary, the MEP is a continuous, piecewise smooth path between two configura-
tions xA and XB, which is parallel to the gradient of the potential energy where it is non-null
and parallel to an eigenvector of the Hessian at stationary points of the potential. The path
is smooth between minima, and crosses transition points through the direction of the single
eigenvector with a negative eigenvalue.
1Notice that, since we are using mass-scaled coordinates, the Hessian is also the Dynamical Matrix of the
system.
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B.3 Direct integration of the MEP
From the properties above, it can be seen that given a point xo on the path, it would appear
to be possible to follow the gradient up and down, tracing the path until two minima, where
the gradient becomes null and the continuation of the path is ambiguous.
This can be done by direct integration of the ordinary differential equations
dx+ 
_ dV (B.5)
ds dx
and
dx_ dV (B.6)
ds dx
with initial conditions x+ (0) x- (0) = x0. These equations trace the steepest descent and
the steepest ascent path from xo.
Unfortunately, (B.5) is unstable. The Jacobian of the equation is the Hessian of the
potential, which is positive for all directions perpendicular to the path, according to (B.3).
Therefore, numerical methods will be very sensitive to perturbations that make the inte-
grated path diverge from the actual path. In summary, going uphill is not feasible.
However, (B.6) is stable, since its Jacobian is -H, which is positive definite for all
directions, except for the direction of the path itself. This means that small perturbations
will not be cause the path to diverge from the MEP.
For atomistic problems, H may have very distinct eigenvalues (corresponding to very
high frequency and very low frequency vibration modes), so this ordinary differential equa-
tion is stiff. In molecular dynamics, simulation of high frequency modes is desired and the
stiffness is overcome by choosing small time steps. It can be shown that a MEP is contained
in low-dimensional subspace of the configuration space, where high frequency modes are
not active (for example, by showing that those modes decay very fast on integration), so a
stiff ODE solver with a variable step is recommended, rather than a usual MD solver.
Since it is not possible to integrate uphill, to obtain the full path it is necessary to start
at a maximum. As shown before, these maxima are transition points. Therefore, given a
transition point, it is possible to calculate the single negative eigenvector of the Hessian and
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to integrate downhill in both directions until a minimum is found.
B.4 The Nudged Elastic Band
Chain of states methods are based on a discrete chain of configurations or images xi, i =
1 ... N, rather than a continuous path x(s). A thorough review of existing chain of states
methods is presented in [45]. In this section, we examine variations of the nudged elastic
band (NEB) only.
Ideally, one would like to satisfy (B.2), so the basic idea is to solve a discretized version
VLV(xi)=0, i1...N,
where it is immediately apparent from the expanded equation (B.1) that an estimate of the
path tangent Fi is needed at each image.
Once a path tangent is estimated, an update mechanism can be used to move the chain
of images toward the MEP. For example, based on (B.6), one can directly integrate the
ODEs
dxi dV dV -
- = * ti ti.ds dxv. dx J
The main issue with this method is that the images tend to fall into minima, decreasing
the density and the resolution of the path around transition points, which are the most
important points of the path.
In order to overcome this problem, the nudged elastic band method adds springs be-
tween the images, which produce forces that tend to keep the images equally spaced. The
total force is then
dx= 
-V 1 V (xi) +Fli
ds
where the spring force is parallel to the path, so it should not move the image away from
a converged path. The projection of the potential force VV into the plane perpendicular to
the path and the projection of the spring force into the path tangent are the "nudging" steps
that give the method its name.
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