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Abstract
We study the class of completely splittable representations of the symmetric group and its associated
degenerate affine Hecke algebra in positive characteristic, using techniques developed by Okounkov and
Vershik for the symmetric group over the complex numbers. The representations are classified and con-
structed, and we provide a character formula in the symmetric group case.
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1. Introduction
This paper is concerned with the study of a certain class of simple modules over the symmetric
group and the degenerate affine Hecke algebra. We call them completely splittable modules,
which is a definition going back to [K1]; however, similar objects have arisen in many other
contexts and might just as well be called calibrated or tame ([Ra], see also [C,W]).
We begin by working over the degenerate affine Hecke algebra: we classify the completely
splittable modules, study their branching properties, and write down Young-type formulas for the
action. Our methods are elementary and in the spirit of [OV] and [BK]. Our eventual combinator-
ial classification is in terms of certain aperiodic multisegments, which allows for the identification
of the branching graph with a subgraph of the crystal graph of U−(ŝlp) as described in [LTV].
We then specialize to the symmetric group and recover the results of [K1].
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completely splittable modules for the symmetric group in terms of Specht modules. This gives a
way of computing the Brauer characters for these modules.
The most helpful references for the degenerate affine Hecke algebra is [K3], and for the sym-
metric group [J2,JK].
2. Degenerate affine Hecke algebras
Throughout, let k be an algebraically closed field of characteristic p > 0, and let I = Z · 1 ∼=
Zp be the set of “integers” in k.
Definition 2.1. The degenerate affine Hecke algebra Hn is the associative algebra on Coxeter
generators s1, . . . , sn−1 and polynomial generators x1, . . . , xn, subject to the following relations:
polynomial generators commute with one another, Coxeter generators satisfy the relations of the
symmetric group, and generators of different types interact as follows:
sixj = xj si,
sixi = xi+1si − 1 (2.2)
for all 1 i < n and 1 j  n with |i − j | > 1.
Note that Hn possesses an automorphism σn, defined on generators as sending si to −sn−i
and xi to xn+1−i for all admissible i. We consider the category RepI Hn of integral represen-
tations of Hn, whose objects are those finite-dimensional modules upon which the polynomial
generators have eigenvalues lying in I .
Definition 2.3. For M ∈ RepI Hn and α = (a1, . . . , an) ∈ In, the α-weight space of M is the
space
Mα =
{
m ∈ M | (xi − ai)Nm = 0 for all 1 i  n and N  0
}
.
If Mα = 0, we say that α is a weight of M .
Remark 2.4. Since the polynomial generators commute, we have M ∼=⊕α∈In Mα for all M ∈
RepI Hn.
Definition 2.5. For M ∈ RepI Hn, the formal character chM is defined as follows:
chM =
∑
α∈In
(dimMα)eα
viewed as an element of a free Z-module on basis indexed by elements of In.
Definition 2.6. For μ = (μ1, . . . ,μr) a composition of n, the parabolic subalgebraHμ ofHn is
the subalgebra generated by x1, . . . , xn and the Young subalgebra Sμ. We have
Hμ =Hμ1 ⊗ · · · ⊗Hμr .
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need two restriction functors from RepI Hn to RepI Hr , for 1  r < n, corresponding to two
different embeddings of Hr in Hn. Write Lresnr for the restriction corresponding to embedding
on the left (under which si goes to si and xi goes to xi ) and Rresnr for the restriction corresponding
to embedding on the right (under which si goes to sn−r+i and xi goes to xn−r+i ).
Definition 2.7. For i ∈ I , we define the i-restriction functor
ei : RepI Hn → RepI Hn−1
as follows. For M ∈ RepI Hn, eiM is the generalized i-eigenspace of xn in M .
Remark 2.8. eiM is anHn−1-submodule of M because xn commutes with the subalgebraHn−1
(embedded in Hn on the left). Moreover, ch eiM can be read off easily from chM by taking all
the tuples occurring in chM whose last entry is i, and truncating them after n − 1 entries.
Lemma 2.9. For M ∈ RepI Hn, Lresnn−1 M ∼=
⊕
i∈I eiM .
The following lemma is very useful indeed. It was first proved for the Hecke algebra in [GV],
following its establishment in [K2] for the symmetric group, and the degenerate case is also
covered in [K3, Chapter 5]. (See also [G, Section 9].)
Lemma 2.10. For i ∈ I and simple M ∈ RepI Hn, eiM is either zero or an indecomposable
self-dual module with simple socle and head isomorphic to one another.
In order to make best use of these functors, we make the following key definition:
Definition 2.11. A simple module M ∈ RepI Hn is completely splittable if the xi act semisimply
on it.
As we will now show, this notion can be reformulated in many ways.
Lemma 2.12. Let A and B be k-algebras, and let V be a finite-dimensional A ⊗ B-module that
is semisimple upon restriction to A ⊗ 1 and 1 ⊗ B . Then V is semisimple.
Proof. Standard, as in the proof of [K1, Lemma 1.6]. 
Theorem 2.13. Let M ∈ RepI Hn be simple. The following conditions are equivalent:
(i) M is completely splittable.
(ii) For all weights α = (a1, . . . , an) of M and all 1 i < n, we have ai = ai+1.
(iii) Lresnr M is semisimple for all 1 r < n.
(iv) Rresnr M is semisimple for all 1 r < n.
(v) resnμ M is semisimple for all compositions μ of M .
(vi) The weight spaces of M are one-dimensional.
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Lemma 2.9, in order to show that Lresnn−1 M is semisimple it suffices to show that eiM is zero or
simple for each i ∈ I . If eiM = 0, in [G, Theorem 9.13] (or, since we are in the degenerate case,
in [K3, Theorem 5.5.1]) tells us that the maximal size of a Jordan block for xn acting on eiM
is equal to dim EndHn−1(eiM)—but since M is completely splittable, this equals 1. In view of
Lemma 2.10, this tells us that eiM is simple (and completely splittable) and so that Lresnn−1 M
is semisimple. Repeating this argument with xn−1, . . . , xn−r+1 gives (iii).
Conversely, suppose (iii) holds, so by Lemma 2.10 eiM = soc eiM is simple for each i ∈ I .
So, by Theorem 9.13 in [G], the size of a maximal Jordan block for xn acting on eiM is 1, and
xn acts semisimply on
⊕
i∈I eiM = M . Statement (i) follows by induction.
By Theorem 9.13 in [G], the maximal size of a Jordan block for xn on M is also equal to the
maximal r such that M has a weight (a1, . . . , an) with an−r+1 = · · · = an. So xn acts semisimply
on M if and only if an−1 = an for all weights (a1, . . . , an) of M . We have seen that, if M is
completely splittable, the eiM are completely splittable (although Lresnn−1 M is not, since it
need not be simple) so we can repeat this argument with xn−1 acting on the eiM and so on to
show that (i) and (ii) are equivalent.
To see that (iv) is equivalent to (i)–(iii), it suffices to note that RresHnHn−r M =
Lresnn−r (Mσn)σn−r , and that twisting by these automorphisms does not affect condition (i).
Condition (v) clearly implies (i). Given a composition μ = (μ1, . . . ,μr) of n, (iii) and
(iv) together imply that M is semisimple upon restriction to each Hμ1, . . . ,Hμr , whereupon
Lemma 2.12 gives the result.
If M is completely splittable, so is each eiM , so we may assume inductively that the eiM
have one-dimensional weight spaces. But if, for some i = j ∈ I , identical weights occurred in
eiM and ejM , they would be distinguished in chM by their last entries. So (i) implies (vi). On
the other hand, suppose (iii) is violated (without loss of generality) for r = n − 1, so some eiM
is not simple. Then it has simple socle and head by Lemma 2.10, and they’re isomorphic to one
another—so some weights in chM occur with multiplicity. 
The following useful fact comes as an immediate consequence.
Corollary 2.14. Let M ∈ RepI Hn be completely splittable. Then for each 1 i < n, M is semi-
simple upon restriction to the subalgebra generated by si , xi , and xi+1, which is isomorphic
to H2.
Proposition 2.15. Let M ∈ RepI Hn be completely splittable. Let α = (a1, . . . , an) be a weight
of M , and let vα be a nonzero weight vector of weight α. Then for all 1 i < n
(i) ai = ai+1.
(ii) If ai = ai+1 ± 1, then sivα = ±vα .
(iii) If ai = ai+1 ± 1, then
vsiα :=
(
si − 1
ai+1 − ai
)
vα = 0
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in the basis {vα , vsiα} as follows:
xi =
(
ai 0
0 ai+1
)
, xi+1 =
(
ai+1 0
0 ai
)
, si =
(
(ai+1 − ai)−1 1 − (ai+1 − ai)−2
1 (ai − ai+1)−1
)
.
Proof. (i) is Theorem 2.13(ii). Let H2 be the subalgebra of Hn generated by si , xi , and xi+1
Suppose that sivα is proportional to vα . In this case sivα = ±vα and the relation (2.2) implies
that ai+1 = ai ± 1.
On the other hand, suppose that the vectors vα, sivα span a two-dimensional subspace. In this
case that same relation implies that the generators of our subalgebraH2 act in the basis {vα, sivα}
as follows:
xi =
(
ai −1
0 ai+1
)
, xi+1 =
(
ai+1 1
0 ai
)
, si =
(
0 1
1 0
)
.
Provided that ai = ai+1 ± 1, this is an irreducible H2-module, and we can diagonalize the
action of xi and xi+1 to obtain the required formulas in (iii). On the other hand, if ai = ai+1 ± 1,
then the module is not semisimple, so by Corollary 2.14 this case cannot arise. 
Remark 2.16. We take a moment here to deal with the case p = 2, where it is clear that the only
possible weights are (0,1,0,1, . . .) and (1,0,1,0, . . .). By Proposition 2.15, these weights occur
in one-dimensional modules upon which the Coxeter generators act trivially. Consequently, we
can assume that p > 2 in what follows.
Definition 2.17. We say a simple transposition si is admissible with respect to the weight α =
(a1, . . . , an) if ai = ai+1 ± 1.
Definition 2.18. We write Specp(Hn) ⊂ In for the set of all weights occurring in completely
splittable modules of Hn.
Proposition 2.19. Let α = (a1, . . . , an) ∈ Specp(Hn), and suppose that ai = aj for some 1 
i < j  n. Then {ai + 1, ai − 1} ⊆ {ai+1, . . . , aj−1}.
Proof. In view of Remark 2.16, we have p > 2. Suppose that ai = aj = a for some i < j with
j − i minimal, and assume for a contradiction that a − 1 /∈ {ai+1, . . . , aj−1}. By minimality of
j − i, we may assume inductively that a + 1 appears in the set {ai+1, . . . , aj−1} at most once.
If it does not appear at all, we can use Proposition 2.15(iii) to apply a sequence of admissible
transpositions to α resulting in another element of Specp(Hn) with two adjacent entries equal
to each other, which is impossible. If it appears once, we can apply admissible transpositions to
α to obtain an element of Specp(Hn) that contains a triple (. . . , a, a + 1, a, . . .). However, by
Proposition 2.15(ii), this means that sj sj+1sj acts by −1 on the corresponding weight vector
(where j is the position of the first a in the triple) and sj+1sj sj+1 acts by 1, which contradicts
the Coxeter relation since p > 2. An identical argument shows that a+1 ∈ {ai+1, . . . , aj−1}. 
Definition 2.20. If α = (a1, . . . , an) ∈ In is such that, whenever ai = aj for i < j , we have
{ai + 1, ai − 1} ⊆ {ai+1, . . . , aj−1}, then call α a content vector of length n. Write Contp(Hn)
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α ∼ β if α can be obtained from β by a sequence of admissible transpositions.
Theorem 2.21. Let λ ∈ Contp(Hn)/∼ be an equivalence class. Then there exists a completely
splittable module Dλ whose weights are exactly the elements of λ. Dλ has a weight basis {wα |
α = (a1, . . . , an) ∈ λ}, with Hn-action given by
xiwα = aiwα,
siwα = ri,i+1wα +
√
1 − r2i,i+1 wsiα,
where we define
ri,j = 1
aj − ai
for all 1 i = j  n (relative to a fixed α) and we make some fixed choice of square roots in k
throughout. These exhaust the completely splittable Hn-modules.
Proof. Fix an equivalence class λ. We first observe that, while the symbol wsiα may not make
sense, we can only have siα /∈ Contp(Hn) if ai+1 = ai ± 1. In this case, r2i,i+1 = 1, so the term
wsiα appears with coefficient zero in siwα and the formula still works. Otherwise, si is admissible
with respect to α and so siα ∈ λ. Also, ri,i+1 always makes sense since ai = ai+1 in view of
Definition 2.20.
All the relations are straightforward to check; we present the braid relation here. For 1 i =
j  n, write
qi,j =
√
1 − r2i,j .
Then for 1 i  n − 2 we have
sisi+1siwα = sisi+1(ri,i+1wα + qi,i+1wsiα)
= si(ri,i+1ri+1,i+2wα + ri,i+1qi+1,i+2wsi+1α + ri,i+2qi,i+1wsiα + qi,i+2wsi+1siα)
= r2i,i+1ri+1,i+2wα + ri,i+1ri+1,i+2qi,i+1wsiα
+ ri,i+1ri,i+2qi+1,i+2wsi+1α + ri,i+1qi+1,i+2qi,i+2wsisi+1α
− ri,i+1ri,i+2qi,i+1wsiα + ri,i+2q2i,i+1wα
+ ri+1,i+2qi,i+1qi,i+2wsi+1siα + qi,i+1qi+1,i+2qi,i+2wsisi+1siα
whereas
si+1sisi+1wα = r2i+1,i+2ri,i+1wα + ri+1,i+2ri,i+1qi+1,i+2wsi+1α
+ ri+1,i+2ri,i+2qi,i+1wsiα + ri+1,i+2qi,i+1qi,i+2wsi+1siα
− ri,i+2ri+1,i+2qi+1,i+2wsi+1α + ri,i+2q2i+1,i+2wα
+ ri,i+1qi+1,i+2qi,i+2wsisi+1α + qi,i+1qi,i+2qi+1,i+2wsi+1si si+1α
by similar methods, and the two expressions are equal.
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weight vector generates the module. Moreover, if M is a completely splittable module containing
α as a weight, and λ is the equivalence class of α then, by Proposition 2.15, M contains Dλ as a
submodule and hence M ∼= Dλ. This completes the proof. 
Corollary 2.22. Specp(Hn) = Contp(Hn).
3. Combinatorics
In this section we give another description of the set Specp(Hn).
Definition 3.1. For a ∈ I and m ∈ N, a segment of length m beginning at a is a row of m boxes.
The boxes have contents, which are elements of I . The first box has content a, the second a + 1,
and so on. A multisegment is an unordered collection of segments. A labeling of a multisegment
with n total boxes is an assignment of the numbers 1, . . . , n to its boxes.
Let A and B be boxes of a multisegment. If A is the kth box in its segment and B is the lth
box in its segment, we say that A is further along than B if k > l.
Given an element α = (a1, . . . , an) of Specp(Hn), we can produce a labeled multisegment
ϕ(α) with n boxes as follows. Assume inductively that we have the labeled multisegment corre-
sponding to (a1, . . . , an−1). If there is no box with content an − 1 at the end of a segment, add
a new segment of length 1 beginning at an. Otherwise, let A be the box with content an − 1 and
largest possible label. Since α ∈ Specp(Hn), A lies at the end of a segment and we can add a
box of content an to this segment. Either way, we label the new box with n. On the other hand,
given a labeled multisegment L with n boxes, we obtain an element ψ(L) of In by reading their
contents in order of their labels.
Definition 3.2. Call a multisegment splittable if it has the following properties:
(i) No two of its segments begin at the same element of I , and no p segments have the same
length.
(ii) If a box with content a occurs at the end of any segment, no box of content a occurs further
along any other segment.
Definition 3.3. Call a labeling of a multisegment standard if it satisfies the following conditions:
(i) The labels increase along each segment.
(ii) Any time a box with content a − 1 occurs at least as far along its segment as any box with
content a in any segment, the label on the box with content a − 1 is higher.
Our ultimate goal is the following
Theorem 3.4. The maps ϕ and ψ establish a one-to-one correspondence between weights of
completely splittable modules and standard labelings of splittable multisegments. Weights occur-
ring in the same module correspond to labelings of the same multisegment, so that the splittable
multisegments index the completely splittable modules.
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multisegment.
Proof. Proceed by induction. First we consider splittability of the multisegment. If the last box
to be added is the beginning of a new segment, it must be the first instance of an in α, so neither
condition for splittability will be violated. Otherwise, our box is being added to a segment ending
at the last box A of content an −1 to be added. Suppose there is a box of content an further along
some other segment. So, the box to its left is of content an − 1 and is further along than A,
contradicting splittability of the multisegment obtained from (a1, . . . , an−1). Finally, since α ∈
Specp(Hn), there are no boxes of content an at the ends of any other segments.
Now we consider standardness. The first condition is automatic. If the box to be added is the
first box of content an, then either there are no boxes of content an − 1, or there is exactly one
and it lies to the left of the box we are adding, and so there is no problem. Otherwise, our box
A is being added at the end of a segment next to some box B . Suppose there is a box of content
an − 1 at least as far along some other segment as A. Then its label must be lower than that of B ,
and the label on the box of content an − 2 immediately to its left is lower still. However, this
contradicts standardness of the labeling obtained from (a1, . . . , an). 
Lemma 3.6. Im(ψ) ⊂ Specp(Hn).
Proof. Take α = (a1, . . . , an) ∈ Im(ψ), and 1 i < j  n with ai = aj and ai+1, . . . , aj−1 = ai .
We need to check that {ai + 1, ai − 1} ⊆ {ai+1, . . . , aj−1} =: S. By standardness, aj is further
along its segment than ai . By splittability, ai cannot be at the end of its segment, so we have
ai + 1 ∈ S. The box to the left of aj has content ai − 1, and by standardness its label is higher
than i, so ai − 1 ∈ S and we are done. 
Lemma 3.7. ϕ and ψ are mutually inverse.
Proof. It’s obvious that ψ ◦ ϕ = id. For the other direction, let L be a standard labeling of some
splittable multisegment, let a be the content of the box labeled n in L, and consider (ϕ ◦ ψ)(L).
We may assume inductively that its first n−1 labels are in the same places they are in L; however,
in order for the multisegment consisting of the first n − 1 boxes to be splittable it can only have
one segment ending in a − 1. So (ϕ ◦ ψ)(L) = L. 
Lemma 3.8. Any two weights occurring in the same module produce labelings of the same split-
table multisegment.
Proof. It suffices to check the following case: take α = (a1, . . . , an) ∈ Specp(Hn) and si ad-
missible with respect to α, and observe that it makes no difference which order the boxes
corresponding to ai and ai+1 are added in, since the positioning of the box corresponding to
ai only depends on the ai ’s and (ai − 1)’s that precede it. 
Lemma 3.9. Any two standard labelings of the same splittable multisegment produce weights
occurring in the same completely splittable module.
Proof. To prove this, we first associate a particular standard labeling L to each splittable multi-
segmentM.
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length in some way so that, for each a ∈ I , a segment ending in a always comes before a segment
ending in a − 1. The labeling L is then obtained by labeling all the first boxes of the segments in
order, then all the second boxes, and so on. By our choice of order, L is standard. Now let L′ be
any other standard labeling ofM. It suffices to prove that ψ(L) can be obtained from ψ(L′) by
a sequence of admissible transpositions.
The last entry a of ψ(L) corresponds to the box B that is labeled n in L. This box is at the
end of the ‘last’ of the longest segments. Let i be the label on B in L′. Inductively, it suffices to
prove that we can apply sn−1 · · · si to ψ(L′) to get this a into the nth place.
Let us show that si is admissible with respect to ψ(L′); that is, that the content of the box C
with label i +1 in L′ is not a ±1. We may as well assume thatM has segments of length greater
than 1 (otherwise the result is obvious) so B has a box B− of content a − 1 immediately to its
left. Now, C clearly cannot have content a + 1, otherwise C would be added to the right of B
and B would not be at the end of a segment. So suppose that C has content a − 1. C cannot be at
the end of a segment; if it were at the end of one of the longest segments, this would contradict
standardness of L and if it were at the end of a shorter segment, this would contradict splittability
ofM. So there is a box of content a to the right of C, and its label in L′ is higher than that of B−.
This contradicts standardness of L′.
Now we apply this argument repeatedly with i + 1, . . . , n − 1 in place of i, and we are
done. 
4. Consequences for the symmetric group
The results obtained so far immediately apply to the modular representation theory of the
symmetric group Sn.
We regard kSn in the usual way as the quotient of Hn obtained by setting x1 to 0. For i > 1,
the relation 2.2 implies that xi is sent to the ith Jucys–Murphy element or JM-element, defined
as:
j=i−1∑
j=1
(j i) ∈ kSn
so in this section we will abuse notation and write xi for this element as well.
We can consider any kSn-module as an Hn-module by inflation along this map, and inherit
notions of weight, character, and so on accordingly. (See for instance [K3].) In particular, our
main Definition 2.11 becomes
Definition 4.1. A simple kSn-module M is called completely splittable if the JM-elements act
semisimply on it.
Proposition 4.2. For a simple kSn-module M , the following are equivalent:
(i) M is completely splittable.
(ii) infHn M is a completely splittable Hn-module.kSn
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(iv) For any 1 r < n, reskSnkSr M is semisimple.
Proof. The equivalence of (iii) and (iv) is shown in [K1]. The result follows immediately from
Theorem 2.13. 
Remark 4.3. The original definition of complete splittability for the symmetric group in [K1]
was statement (iii) above.
We can now see which weights occur in such modules:
Definition 4.4. The set Specp(Sn) ⊂ Specp(Hn) is defined to consist of weights α = (a1, . . . ,
an) ∈ Specp(Hn) satisfying the following additional conditions:
(i) a1 = 0.
(ii) For each i = 2, . . . , n, {ai + 1, ai − 1} ∩ {a1, . . . , ai−1} = ∅.
Lemma 4.5. Specp(Sn) is the set of weights occurring in completely splittable kSn-modules.
Proof. Let α = (a1, . . . , an) be a weight in such a module. The first condition is immediate. We
show the second condition by induction on n. If n = 2, since the image of x2 is s1, it has no choice
but to act by ±1. Let n > 2 and suppose that an + 1, an − 1 /∈ {a1, . . . , an−1}. Then certainly
sn−1 is admissible with respect to α, so sn−1α ∈ Specp(Sn). But sn−1α = (a1, . . . , an, an−1),
which is a contradiction. On the other hand, these new conditions are invariant under admissible
transpositions, and any module featuring such weights certainly factors through the natural map
from Hn to kSn. 
All our other results apply to these modules. For instance, two weights occur in the same
module if and only if they differ by a sequence of admissible transpositions. We can also tell
which multisegments arise.
Lemma 4.6. LetM be the multisegment corresponding to (the inflation of ) a completely split-
table kSn-module M . Then we can order the segments ofM from longest to shortest in such a
way that the ith segment begins at 1 − i.
Proof. Let L be the labeling of M defined in Lemma 3.9, and consider ψ(L) ∈ Specp(Sn).
Condition (i) in Definition 4.4 ensures that the longest segment begins at 0, and condition (ii)
together with the standardness of L implies immediately that the second segment begins at p−1,
the third at p − 2, and so on. 
This means that the multisegments corresponding to (inflations of) completely splittable kSn-
modules can be regarded naturally as Young diagrams, and the notion of content is the same
as the usual notion of residue content for Young diagrams—a box in row R and column C has
content C − R. Labelings of these multisegments, viewed in this light, become tableaux of the
relevant shapes.
In terms of the contents that can occur in them, Young diagrams are much more rigid than
multisegments. Boxes of the same content in a Young diagram can only occur a multiple of
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need some notation: if λ = (λ1  · · · λr > 0) is a Young diagram, we write χ(λ) = λ1 −λr +r .
(See [K1].) When speaking of a p-hook in a Young diagram, we will call the box furthest south
and west its base and the box furthest north and east its tip. Then the definitions become
Definition 4.7. Say a p-regular Young diagram λ is a splittable shape if χ(λ) p.
Definition 4.8. Say a tableau T of splittable shape λ is p-standard if the base of every p-hook
in λ is has a lower label than the tip.
We now recover the following
Theorem 4.9. The completely splittable kSn-modules are indexed by splittable shapes. The mod-
ule Dλ corresponding to such a λ has a weight basis indexed by p-standard tableaux T of shape
λ. For any nonzero weight vector wT and simple transposition si , we have
siwT = 1
ai+1 − ai wT +
√
1 −
(
1
ai+1 − ai
)2
wsiT ,
where ai is the content of the box labeled with i in T . The branching rule for completely splittable
modules is
res
kSn
kSn−1 D
λ =
⊕
i∈I
Dλi ,
where λi is obtained from λ by removing a box of content i from somewhere other than the base
of a p-hook.
5. Abaci and characters for the symmetric group
To prove our final result about characters of completely splittable modules over Sn, we recall
the combinatorial notion of abacus, due to James [J1], [JK, 2.7]. An abacus is an arrangement
of p semiinfinite vertical runners with a finite number of beads placed upon them. Abaci encode
Young diagrams as follows. We consider a Young diagram in the usual way as an arrangement of
boxes between a north wall and a west wall, with gravity working northwest. Given an abacus,
we construct a Young diagram by reading off the beads of the abacus row by row, from left to
right. Every time we encounter a space, we move one step east, and every time we encounter a
bead we move one step north. If we require that this process begin on the west wall and end on
the north wall, it then specifies the boundary of a Young diagram. Beads that occur at the very
beginning of the reading are superfluous, but if we stipulate that abaci are not to have a bead at
the top of the first runner, we obtain a unique abacus A(λ) for each Young diagram λ. Moreover,
each bead in A(λ) corresponds to a box on the rim of λ.
Some things can be clearly seen from either formulation:
• The height of λ equals the number of beads in A(λ).
• The number of positions between the first bead read off from A(λ) and the last bead (count-
ing both beads) equals χ(λ).
1208 O. Ruff / Journal of Algebra 305 (2006) 1197–1211• The splittable shapes are precisely those whose first and last beads occur within p positions
of one another.
However, abaci make it much easier to perform hook removal operations. Moving a bead one
space up corresponds to removing a rim p-hook from λ, starting from the box corresponding to
that bead and going down. In the same way, moving beads downwards corresponds to adding
rim p-hooks. Also, given an abacus A(λ) corresponding to a shape λ, beads on the same runner
correspond to boxes of λ having the same residue content, so we can meaningfully label the
runners of A(λ) with elements of I .
The Specht module Sλ corresponding to a Young diagram λ is defined in [JK, 7.1], and the
branching rule is well understood. It follows from [J2, 9.3, 21.11] that
ch eiSλ =
∑
μ
chSμ (5.1)
for all i ∈ I , where the partitions μ occurring in the summation are those obtained from λ by
removing one box of residue content i.
Remark 5.2. Using the branching rule, we could write a similar inductive definition of the chDλ
for splittable shapes λ. The only difference would be that the partitions μ occurring in the sum-
mation in (5.1) would have to be obtained from λ by removing a box of residue content i that
was not at the base of a p-hook.
Remark 5.3. We also record the effect of the ei on a completely splittable Dλ in terms of abaci.
If A(λ) has a bead on runner i with a space immediately to its left, then eiDλ ∼= Dμ, where A(μ)
is the abacus obtained from A(λ) by moving the bead on runner i one space left, unless this is
the first bead on the abacus and the last bead is on runner i − 1, in which case eiDλ = 0. If A(λ)
does not have such a bead, then eiDλ = 0.
We can now prove the following
Theorem 5.4. Let λ be a splittable shape, whose abacus A(λ) has beads b1, . . . , br appearing
in order on runners labeled c1, . . . , cr . Then
chDλ =
∑
A(μ)∈Δ
sgn(σμ) chSμ (5.5)
where we determine abaci A(μ) ∈ Δ from A(λ) as follows: A(μ) ∈ Δ iff A(μ) can be obtained
from A(λ) by moving beads up and down in such a way that the total number of moves up
equals the total number of moves down. Any such rearrangement of beads will shuffle b1, . . . , br
into some new order bσμ(1), . . . , bσμ(r), for some permutation σμ ∈ Sr , and this permutation
determines the sign.
Proof. Write S for the right-hand side of (5.5), and define
eiS :=
∑
sgn(σμ) ch eiSμ.
A(μ)∈Δ
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that ch eiDλ = eiS for all i ∈ I . We fix a choice of i and consider the ensuing cases.
First of all, if A(λ) does not have a bead on runner i (that is, that there is no 1 j  r with
cj = i), then neither does any A(μ), μ ∈ Δ. This means that eiDλ = eiS = 0, which is fine.
Now suppose that A(λ) does have a bead on runner i (so there is some j satisfying cj = i), and
that eiDλ = 0. For this to happen, certain things must be true: if j = 1 we must have cr = i − 1,
and if j > 1 we must have cj−1 = i − 1. The upshot of this is that we can define a new abacus
A(λ′) by moving the bead bj one space to the left, and this abacus will correspond to another
splittable shape λ′. (The only way λ′ could fail to be splittable would be if we moved b1 to the
left and that put it immediately above br , but this would mean cr = i − 1.)
We can assume inductively that
chDλ
′ =
∑
A(μ′)∈Δ′
sgn(σμ′) chSμ
′ := S′,
where Δ′ is the set of abaci obtained from A(λ′) by moving beads up and down as in the statement
of the theorem. We want to show that eiS = S′.
Consider a term Sμ′ in S′. The abacus A(μ′) ∈ Δ′ determines an abacus A(μ) ∈ Δ, which is
obtained from A(λ) by raising and lowering beads in exactly the same way as we did to obtain
A(μ′) from A(λ′). Moreover, moving a bead one space to the left does not alter the order of the
beads, so σμ = σ ′μ and all such Sμ′ appear in eiS with the appropriate signs. This completes the
case in which eiDλ = 0.
It remains to suppose that A(λ) has a bead bj on runner i and that eiDλ = 0. There are two
ways in which this could happen. The first is that there could be a bead immediately to the left
of bj : so j > 1 and cj−1 = i − 1. We need to show that eiS = 0 in this case.
Consider an abacus A(μ) ∈ Δ. Let mj and mj−1 denote the number of spaces the beads bj
and bj−1 move upwards to obtain A(μ) from A(λ). (So if the beads move downwards, these
will be negative.) If mj = mj−1, then eiSμ = 0. If mj = mj−1, then eiSμ = 0; however, we can
also define A(ν) ∈ Δ by taking A(λ), moving bj and bj−1 up mj−1 and mj spaces respectively,
and moving all other beads in the same way as we did to produce A(μ). Then eiSν = eiSμ, and
their characters appear in eiS with opposite signs, since σν = σμ ◦ sj−1. Consequently, we have
eiS = eiDλ = 0.
The second and final possibility is that j = 1 and cr = i − 1: in this case we have eiDλ =
0 = eiSλ. Consider an abacus A(μ) ∈ Δ, and let m1 and mr be as in the previous paragraph.
This time eiSμ will cancel with eiSν , where A(ν) is determined by moving the bead b1 (mr − 1)
spaces, moving bead br (m1 + 1) spaces, and moving all the other beads the same way we did to
produce A(μ). Since σν = σμ ◦ (1r), they occur with opposite signs in eiS.
This establishes that ch eiDλ = ch eiS for all i ∈ I , and hence we have chDλ = chS as de-
sired. 
Example 5.6. When writing abaci, we use x to denote a bead and o to denote a space. Let p = 7,
and consider the abacus
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with positive sign, and
with negative sign. Then (5.5) tells us:
chD(9,9,8) = chS(9,9,8) + chS(13,10,2) + chS(16,8,1) + chS(14,7,4) + chS(23,1,1)
+ chS(20,3,2) − chS(14,10,1) − chS(13,8,4) − chS(16,7,2) − chS(21,3,1).
Remark 5.7. The formula (5.5) generalizes a result on the Fibonacci representations studied by
Ryba in [Ry]. Among other things, they are 5-modular completely splittable modules, and their
characters are given in [Ry].
Remark 5.8. In view of the linear independence of characters of simple modules (as proved
in [K3] for instance) we have an identity similar to (5.5) at the level of Grothendieck groups. This
means that the inverse decomposition numbers for completely splittable modules are known, and
also the Brauer characters: (5.5) gives the Brauer character as a sum of Brauer characters of
Specht modules, which are themselves well known.
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