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a b s t r a c t
We consider the problem of determining the rational numberwhich best approximates the
real number a and such that its denominator belongs to an interval [b, b′]. There is a related
geometric problem consisting in finding the integer point lying in the vertical domain D of
the form {(x, y) ∈ R2 | b ≤ x ≤ b′} such that the straight line passing through the origin
and through this point best approximates the straight line L of slope a passing through the
origin. The computation of this point is interlinkedwith the computation of both the convex
hulls of the integer points located above and below the straight line L respectively and lying
in the vertical domainD. In the literature, many general convex hull algorithms exist, as the
gift wrapping algorithm for example. However, we focus on two interesting approaches to
compute these convex hulls which are especially appropriated in our special configuration.
The first one mainly uses number theory and runs in O(log(b′)) time. The other is in line
with computational geometry as the method proposed in 1999 by Balza-Gomez et al.
[H. Balza-Gomez, J.-M. Moreau, D. Michelucci, Convex hull of grid points below a line or
a convex curve, in: DGCI ’99: Proceedings of the 8th International Conference on Discrete
Geometry for Computer Imagery, Springer, Marne-la-Vallée, France, 1999, pp. 361–374]
which runs in O(log(b′− b)) time. We propose a newmethod for the computation of these
convex hulls which combines number theory and computational geometry. Our method
preserves the optimal time complexity and is the first being output sensitive. Indeed, we
compute the convex hulls in time linear in their vertex number. Moreover, the resulting
algorithm is very simple and so is suitable for implementation.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We consider the problem of finding the best rational approximation with bounded denominator of a real number a. It
consists in determining the rational number p/qwhich best approximates the real number a and such that its denominator
q belongs to the integer interval [b, b′]. There is a related geometric problem consisting in finding the point with integer
coordinates lying in the vertical domain D of the form {(x, y) ∈ R2|b ≤ x ≤ b′} such that the straight line passing through
the origin and through this point best approximates the straight line L of slope a passing through the origin. This ‘‘best
approximation point’’ corresponds to a vertex of the two convex hulls of the points with integer coordinates located above
and below the straight line L and lying in the vertical domain D. As a result, once we know the vertices of these two convex
hulls, we can easily determine the best approximation point we are looking for. In the literature, many general convex hull
algorithms exist. Let h denote the number of vertices of the convex hulls we want to compute. One of the most famous
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Fig. 1. The two convex hulls.
convex hull algorithm is called the gift wrapping algorithm and it runs in O((b′− b)h) time whereas Chan proposed in 1996
an optimal time complexity algorithm running in O((b′ − b) log h) time (see [9,2]). However, in our special configuration,
other algorithms achieve a better time complexity. We focus on two interesting approaches to compute these convex hulls.
The first approach deals with number theory as it uses the geometric interpretation of the continued fraction decomposition
of a (Klein’s sails), as proposed in [8]. This method runs in O(log(b′)) time. However, this time complexity can be improved.
The second approach is in line with computational geometry as the method proposed by Balza-Gomez et al. in [1] which
achieves an O(log(b′ − b)) time complexity. In this paper, we propose a new method to compute these two convex hulls
which combines number theory and computational geometry. Our algorithm preserves the optimal time complexity of
Balza-Gomez’s method as it runs in O(log(b′ − b)) time and it is the first also being output sensitive. This means that its
running time also depends on the size of the output. Indeed, our method computes a vertex of the convex hull at each
constant time iteration and so it achieves an O(h) time complexity. Moreover, the resulting algorithm is simpler than the
other methods and so it is more suitable for implementation.
We first briefly describe in Section 2 why the approximation problem in the Euclidean plane can be solved by computing
convex hulls. Then, we introduce the first approach based on continued fraction decomposition. We first focus on a
subproblem which consists in determining the best rational approximation of a real number such that its denominator
admits an upper bound. We show in Section 3 how to solve it numerically and geometrically by using continued fraction
decomposition. Then, we deal with the more constrained approximation problem which consists in determining the best
rational approximation of a real number such that the denominator admits an upper and a lower bound. We focus on the
geometric interpretation of this problem and we show in Section 4 how Harvey solves it still using continued fraction
decomposition (see [8]). We introduce in Section 5 the second approach based on computational geometry to solve the
geometric approximation problem and we describe the Balza-Gomez’s algorithm (see [1]). We describe in Section 6 our
new algorithm for the computation of the convex hulls and we prove its time complexity. Finally, we highlight in Section 7
an application for which our method can be useful.
2. Best approximation point and integer convex hulls
In this paper, let a denote a positive real number and let L denote the straight line of the form y = ax. We suppose w.l.o.g.
that a is smaller than 1. Let b and b′ denote two positive integer numbers such that b is smaller than b′. Let D denote the
vertical domain of the form {(x, y) ∈ R2|b ≤ x ≤ b′}. In the geometric part of the paper, we often consider the points in
the Euclidean plane with integer coordinates. As a result, for convenience of presentation, we use the term ‘‘integer point’’
instead of point with integer coordinates. In the same way, we use the term ‘‘integer convex hull’’ to describe the convex
hull of a set of integer points.
We deal with the problem of determining the rational number p/q which best approximates a real number a and such
that its denominator q belongs to the bounded interval [b, b′].
We can establish a correspondence between the rational number p/q and the integer point of coordinates (q, p) in the
Euclidean plane. As a result, the rational approximation problem is equivalent, in the Euclidean plane, to finding the integer
point P = (q, p) lying in the domain D such that the straight line passing through the origin and passing through P best
approximates the straight line L of the form y = ax. We say that the integer point (q, p) is one of the best approximation
points of the straight line L relative to the domain D when (q, p) lies in the domain D and when the absolute value of the
angle between the two straight lines of the form y = ax and y = (p/q)x is minimal. This implies that no integer point of D
strictly lies between these two straight lines.
The approximation problem in the Euclidean plane is interlinked with the computation of integer convex hulls. Let CHU
and CHL denote the convex hulls of the integer points of the vertical domain D located above and below the straight line L
respectively (see Fig. 1). Obviously, the best approximation point P we are looking for corresponds to a vertex of CHU or CHL.
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Indeed, for any integer point (r, s) of the domain D not lying on one of the two convex hulls there exists a vertex of CHU or
CHL which is located between the two straight lines of the form y = ax and y = (s/r)x. Let h denote the number of vertices
of the convex hulls CHU and CHL. From [15], we know that h is linear in the width of the domain D, i.e. CHU and CHL contain
O(log(b′−b)) vertices. As a consequence, ifwehavedetermined these two convexhulls,we solve the approximationproblem
in O(h) time. In order to compute these convex hulls, a brute force approach would consist in considering the (b′ − b)+ 1
integer points located just above L and the (b′ − b) + 1 integer points located just below L (the digital straight lines of L).
Then, we would compute their convex hulls by using one of the general convex hull algorithms which already exist (see
[6] and [13]). One of the most famous is called the gift wrapping algorithm and it runs in O((b′ − b)h) time whereas Chan
proposed in 1996 anO((b′−b) log h) time complexity algorithmwhich is optimal in the general case, i.e. considering a cloud
of points (see [9,2]). However, as we deal with integer points on a regular grid located just above or below a straight line
segment, we can apply more specific algorithms to compute the convex hulls. We first introduce two existing approaches,
one based on number theory and another based on computational geometry. These algorithms run in O(log b) time and in
O(log(b′ − b)) time respectively which is significantly better than the time complexity of the general algorithms.
3. Solving a subproblem with continued fractions
In this section, we first consider the subproblem of determining the rational number p/q which best approximates the
real number a such that q does not exceed the integer value b′. We show how to solve it numerically and geometrically using
continued fraction decomposition.
3.1. Numerical interpretation
We present the definition of continued fractions and some of their properties (see [4] or [5] for a more detailed
introduction).
Definition 1. The simple continued fraction decomposition of a real number x corresponds to:
x = a0 + 1
a1 + 1a2+ 1
a3+ 1···
where a0 denotes an integer value and where ai denotes a strictly positive integer value for all i ≥ 1. We usually use the
notation x = [a0, a1, a2, . . .].
Definition 2. The principal convergents of a real number x correspond to its rational approximations pk/qk. They are obtained
by truncating the continued fraction decomposition after the kth partial quotient. The numerator and the denominator of
the principal convergents are computed as follows:{
p0 = a0 p1 = a0a1 + 1 pk+2 = pk + ak+2pk+1
q0 = 1 q1 = a1 qk+2 = qk + ak+2qk+1.
Each convergent of even order is smaller than thewhole continued fraction and each convergent of odd order is greater than
the whole continued fraction. Each convergent is closer in value to the whole continued fraction than the preceding one.
We define the intermediate convergents between two principal convergents pk/qk and pk+2/qk+2 as:
pk + ipk+1
qk + iqk+1 , i = 1 · · · ak − 1.
Let SE and SO denote the series defined by all the principal convergents of even and odd orders respectively, intercalated
with their corresponding intermediate convergents. We add the fractions 0/1 and 1/0 at the beginning of the series SE and
SO respectively if they do not already start off with these fractions. When x is a rational number then only one of the two
series does not end with x. So, the rational number x is added to the end of this series. We use the notations [SE1 , SE2 , . . .] for
the series SE and [SO1 , SO2 , . . .] for the series SO. We notice that the series SE (resp. SO) is strictly increasing (resp. decreasing)
and that the series of the denominators of SE and SO are increasing. Let us enunciate a useful proposition (see [4] for the
proof).
Proposition 3. Let r denote the rational number which is smaller (resp. greater) than a real number a, which most closely
approximates a and such that its denominator does not exceed an integer value d. The rational number r is the term of the series
SE (resp. SO) of a with the greatest denominator which does not exceed d.
Therefore, the subproblem of this section can easily be solved by computing the two series SE and SO relative to the real
number a. From Proposition 3, we know that the last term of the series SE (resp. SO) whose denominator does not exceed b′
corresponds to the best rational approximation of awhich is smaller (resp. greater) than a (see Example 4).
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Fig. 2. Example of Klein’s sails for a = 4/11 and d = 6.
Example 4. We want to find the rational number whose denominator does not exceed 80 and which is the best
approximation of 779/207. We have 779/207 = [3, 1, 3, 4, 2, 5]. The two series follow:
SE = 01 ,
1
1
,
2
1
,
3
1
,
7
2
,
11
3
,
15
4
,
79
21
,
143
38
,
779
207
SO = 10 ,
4
1
,
19
5
,
34
9
,
49
13
,
64
17
,
207
55
,
350
93
,
493
131
,
636
169
,
779
207
.
We deduce that the rational number 143/38 in SE (resp. 207/55 in SO) corresponds to the best approximation of 779/207,
which is smaller (resp. greater) than 779/207 and whose denominator does not exceed 80. From these two selected ratios,
we deduce that the rational number 143/38 corresponds to the best approximation of 779/207 such that its denominator
does not exceed 80.
3.2. Geometric interpretation
In the Euclidean plane, this subproblem is equivalent to finding the integer point (q, p) which best approximates the
straight line of the form y = ax such that its abscissa does not exceed b′. We can interpret the continued fraction
decomposition of a real number a in the Euclidean plane. By matching rational numbers on integer points, as the principal
convergents of even order and their intermediate convergents are smaller than a, they correspond to integer points located
below the straight line L of the form y = ax. In the same way, as the principal convergents of odd order and their
intermediate convergents are greater than a, they correspond to integer points located above the straight line L.We establish
a correspondence between the series SE = [SE1 , SE2 , . . .] (resp. SO = [SO1 , SO2 , . . .]) approximating the real number a and
the series of integer points KL = [KL1 , KL2 , . . .] (resp. KU = [KU1 , KU2 , . . .]) in the Euclidean plane approximating the straight
line L. The series of integer points KL and KU form the convex hulls of the integer points located below and above the straight
line L respectively. They are called the lower and the upper Klein’s sails respectively (see [10]). The integer points deduced
from the principal convergents correspond to the vertices of the convex hulls and the integer points deduced from the
intermediate convergents correspond to integer points lying on the edges of the convex hulls.
We can interpret Proposition 3 in the Euclidean plane. The best approximation point we are looking for corresponds to
the last term of the series KL or of the series KU whose abscissa does not exceed b′. Fig. 2 shows an example of the series
of integer points KL and KU when a = 4/11 and d = 6. In this example, the integer points P = (5, 2) and Q = (3, 1)
correspond to the best approximation points of the straight line of slope 4/11 such that their abscissae do not exceed 6.
4. Solving the approximation problem with continued fractions
From now on, we focus on the more constrained problem of determining the rational number p/q which best
approximates a real number a and such that its denominator q belongs to the interval [b, b′]. We focus on the geometric
interpretation of this approximation problem, that is: determining the integer point (q, p) of the domain D which best
approximates the straight line L of the form y = ax.
4.1. Describing the algorithm
To solve this more constrained problem, we can still use continued fractions and the geometric interpretation of
Proposition 3. For this, we compute the lower and the upper Klein’s sails of the straight line L, we select the integer pointwith
the greatest abscissa belonging to the domain D on each Klein’s sail and we compare them. Unfortunately, it is possible that
none of the integer points lying on each convex hull has an abscissa belonging to the interval [b, b′] and so we need another
approach to solve the approximation problem in this case. In [8], Harvey proposes amethod based onKlein’s sails to compute
the convex hull of integer points satisfying two linear constraints. His method can be used to solve the approximation
problem in O(log(b′)) time in the worst case. We describe his algorithm to determine the best approximation point lying in
the domain D and located below the straight line L.
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(a) First iteration. (b) Second iteration.
Fig. 3. Example of Harvey’s algorithm.
Harvey’s method consists in iteratively computing Klein’s sails until at least one integer point of a sail lies in the domain
D. Let t denote the index of the last integer point of the series KL such that its abscissa is smaller than b′, denoted by KLt . If the
pointKLt or a point of the formαKLt withα ∈ N lies in the domainD, it obviously corresponds to the best approximation point
we are looking for (see Proposition 3), and the algorithm stops. Otherwise, we iterate the algorithm. For this, we translate
the origin of the coordinate system to the integer point βKLt where β is a positive integer value such that βKLt is the closest
point to the line x = b, on the left of the domain D. We iterate with the straight line L′ of direction KLt and a new domain D′
of the form {(x, y) ∈ R2|b− βxLt ≤ x ≤ b′ − βxLt }where xLt denotes the abscissa of the point KLt .
Notice that when we iterate, no integer point of the domain D lies between the straight lines L and L′ (see Proposition 3).
As a result, no integer point is missed during the computation of the best approximation point. Moreover, determining the
Klein’s sail of the new straight line is done in constant time. Indeed, the integer points lying on this sail exactly correspond
to the tth first terms of the previous iteration of Klein’s sail.
Remark 5. The solution point we find corresponds to one of the vertices of the convex hull CHL and there is no need to
compute the other vertices of CHL.
4.2. Example of running and discussion on the algorithm
A short example of the running of the algorithm is shown in Fig. 3. In this example, the straight line L is of the form
y = (11/14)x and the domain D is defined by {(x, y) ∈ R2|10 ≤ x ≤ 13}. The lower Klein’s sail of L corresponds to
the series of integer points [(1, 0), (2, 1), (3, 2), (4, 3), (9, 7), (14, 11)] (see Fig. 3(a)). As no term of this series solves the
problem, we iterate. We translate the origin to the integer point KL5 = (9, 7). We consider a new domain D′ defined by
{(x, y) ∈ R2|1 ≤ x ≤ 4} and the straight line L′ of direction vector (9, 7) in the new coordinate system (see Fig. 3(b)). The
lower Klein’s sail relative to the new straight line corresponds to the series [(1, 0), (2, 1), (3, 2), (4, 3), (9, 7)]. The four first
points of this series lie in the domain D so the point P = KL4 = (4, 3) corresponds to the solution of the approximation
problem. As a result, in the initial coordinate system, the best approximation of (14, 11)whose abscissa is both greater than
10 and smaller than 13 corresponds to the point (13, 10).
Harvey’s method computes in the worst case O(log(b′)) convergents of the slope of the straight line L. Moreover, the
value b′ can be much greater than the value (b′ − b) which corresponds to the width of the vertical domain. In this case,
the time complexity of the computation of the best approximation point should be improved. Indeed, we want to solve the
approximation problem in O(log(b′ − b)) time in the worst case. That is the reason why we introduce the second approach
based on computational geometry.
5. A second approach using computational geometry
The notation bxc and dxe denote the floor value and the ceiling value of the real number x respectively. We remind that
the floor value of x corresponds to the greatest integer value which is smaller than x. In the same way, the ceiling value of x
corresponds to the smallest integer value which is greater than x.
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In 1999, Balza-Gomez et al. proposed in [1] amethod to compute the integer convexhullCHU orCHL described in Section 2.
We focus w.l.o.g. on the computation of CHL. Their method achieves an O(log(b′ − b)) time complexity and it runs in two
steps. Let AB denote the straight line segment corresponding to the intersection of the straight line L and the vertical domain
D such that the point A lies on the left of the point B. The first step consists in computing a prehull relative to the straight
line segment ABwhich includes not only the vertices of the final convex hull but also extra integer points. Then, the second
step consists in scanning the prehull to remove these extra points.
A unimodular transformation U : (x, y) → (x′, y′) of Z2 is a transformation associated to a matrix of determinant 1 or
−1 with integer entries. Such a transformation is an affine bijection of Z2 which preserves the convexity of the hulls. This
means that we can apply such a transformation on an initial closed subset of Z2, compute the convex hull of this subset and
finally apply the reciprocal transformation to recover the convex hull of the initial subset.
We first describe the computation of the prehull relative to the straight line segment AB. This prehull begins from the
integer point located just below A and it ends at the integer point located just below the point B. We iteratively compute
this prehull. At each iteration, the algorithm finds two integer points and it concatenates them to the current prehull. Then,
we compute a smaller straight line segment A′B′ lying on AB which corresponds to the straight line segment of the next
iteration. The algorithm stops when the size of the current straight line segment is equal to zero.
At each iteration, we add to the prehull the two integer points (xA, byAc) and (xB, byBc). Then, we consider the two
horizontal straight lines of the form y = dyAe and y = byBc and their intersections B′ and A′ with the straight line segment
AB respectively. We apply a rotation of angle−pi/2 radians and a vertical symmetry. As the slope of the straight line passing
through the points A′ and B′ is now strictly greater than 1, we apply a unimodular transformation U : (x, y)→ (x′, y′) of Z2
to make the absolute value of the straight line slope smaller than 1. The set of equations defining the transformation and its
corresponding matrix follows:{
x′ = x
y′ = y− ba′cx⇔
(
x′
y′
)
=
(
1 0
−ba′c 1
)(
x
y
)
where a′ denotes the slope of the straight line passing through A′ and B′. This transformation corresponds to a reduction
step because it reduces the length of the segment A′B′.
Fig. 4 shows an example of one iteration of the first step. We first add to the prehull the two integer points P and Q and
we determine the straight line segment A′B′ (see Fig. 4(a)). Then, we apply a rotation of angle−pi/2 radians (see Fig. 4(b))
and a vertical symmetry (see Fig. 4(c)). Finally, we run the reduction step in order to iterate with A′B′ (see Fig. 4(d)).
Finally, in order to remove the extra points added to the prehull during the first step, we run the second step of the
method. We apply the Graham scan algorithm (see [7]) on the prehull to construct the final integer convex hull.
The authors prove that the first step operates O(log(b′ − b)) iterations, each iteration adding two integer points to the
prehull. Moreover, as the set of the integer points of the prehull is ordered by increasing abscissae, the second step of the
Graham scan is sufficient to compute the final convex hull in time linear in the number of points of the prehull. So, the
method runs in O(log(b′ − b)) time but it is not output sensitive. Indeed, the number of extra points generated during the
first step of the Balza-Gomez algorithm (and so the number of iterations) cannot be stated relative to the number of vertices
of the final convex hull. This algorithm does not run in time linear in the number of vertices of the final convex hull.
6. Our newmethod for the computation of the convex hulls
The method using number theory introduced in Section 4 achieves an O(log(b′)) time complexity whereas the method
based on computational geometry described in Section 5 runs in O(log(b′ − b)) time which is the optimal time complexity.
However, none of these methods are output sensitive. We propose a new approach to compute the convex hulls CHU and
CHL which combines number theory and computational geometry. Our method is the first which preserves the optimal
time complexity of the method based on computational geometry and which is output sensitive. Indeed, our algorithm
simultaneously computes the two convex hulls in time linear in the number of their vertices.
6.1. Preliminaries
In number theory, Bezout’s identity is a linear Diophantine equation. It states that if a and b are two non-zero integer
values, then there exist two integer values x and y such that ax + by = gcd(a, b), where gcd(a, b) denotes the greatest
commondivisor of a and b. More generally, the linear Diophantine equation ax+by = c has infinitelymany integer solutions
iff the gcd of a and b divides c . The set of solutions is given by:{(
x0 + kbgcd(a, b) , y0 −
ka
gcd(a, b)
)
| k ∈ Z
}
(1)
where (x0, y0) denotes a particular solution. A particular solution of a Diophantine equation can be obtained by running the
extended Euclidean algorithm with a and b (see [11]). You can consult [12] for more details on Bezout’s identity.
An integer vector u = (u1, u2) is irreducible if gcd(u1, u2) is equal to 1. Let u = (u1, u2) and v = (v1, v2) denote two
vectors, the value u ∧ v is equal to u1v2 − u2v1. It corresponds to the z-component of the cross-product of u and v and it is
equal to the signed area of a parallelogram generated by u and v.
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(a) Selection of the subsegment A′B′ . (b) After the rotation. (c) After the symmetry.
(d) After the reduction step.
Fig. 4. Example of an iteration.
Definition 6. Let u denote an irreducible integer vector. A Bezout vector of u is an integer vector v such that u∧ v = 1. This
means that the parallelogram (0, u, u+ v, v) contains no integer points in its interior.
Given an irreducible integer vector u = (u1, u2), finding the set of the Bezout vectors of the form (v1, v2) of u is equivalent to
solving the linear Diophantine equation u1v2−u2v1 = 1. This equation has infinitely many integer solutions. Let v denote a
particular solution of this equation, we can deduce that the set of the other Bezout vectors of u is of the form {v+ ku|k ∈ Z}.
Indeed, we verify that: u ∧ (v + ku) = u ∧ v = 1.
Remark 7. If the vector v is a Bezout vector of u then no integer point strictly lies in the interior of the parallelogram of the
form (O, v, v + ku, ku), where k denotes a positive integer value.
6.2. Overview of our approximation algorithm
The algorithm we propose simultaneously computes the convex hulls CHU and CHL relative to the straight line L and
relative to the domain D. Each convex hull can be separated into a left part and a right part. Let N denote the normal vector
of the straight line L such that N is oriented towards the area where CHU lies. The left part of CHU lies from its leftest vertex
to its vertex which is extreme in the direction −N with the smallest abscissa. In the same way, the right part of CHU lies
from its rightest vertex to its vertex which is extreme in the direction −N with the greatest abscissa. Notice that the left
part and the right part can share one vertex. We can describe the left part and the right part of CHL in a similar way. Let Lleft
and Lright denote the vertical straight lines of the form x = b and x = b′ respectively, bounding the vertical domain D. Fig. 5
illustrates the different parts of the convex hulls.
The algorithm we propose simultaneously computes the convex hulls CHU and CHL relative to the straight line L and
relative to the domain D, in two steps. The first step consists in iteratively determining the vertices of the left parts of CHU
and of CHL from Lleft to right. Then the second step consists in computing the vertices of the right parts of CHU and of CHL
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Fig. 5. The parts of the convex hulls.
from Lright to left using the same algorithm. Each new vertex determined during the first or the second step is closer to the
straight line than the preceding one. As a result, the best approximation point we are looking for corresponds to one of the
extreme points of the four parts of the convex hulls.
Let CHLU and CH
L
L denote the left parts of CHU and of CHL respectively. Let us introduce our method by describing the first
step of the computation, that is the computation of CHLU and CH
L
L . The second part of the computation is similar. Let A1 and
B1 denote the first two vertices of CHLU and of CH
L
L respectively. They correspond to the two integer points of the vertical
straight line Lleft located just above and below the intersection of L and Lleft respectively. Suppose we have determined the
vertices Ai and Bj of CHLU and CH
L
L respectively. Our method computes in constant time the vertex Ai+1 of CH
L
U or the vertex
Bj+1 of CHLL . For this, we look for the integer point K lying in D such that the angle between Ai−1Ai and AiK when K lies above
L or between Bj−1Bj and BjK when K lies below L is minimal. In the next section, we explain how to determine this next
vertex.
6.3. Running of the method
We determine the next vertex Ai+1 or Bj+1 by using the location of the two last computed vertices Ai and Bj and by
using two vectors uij and vij. At each iteration, the vector uij corresponds to the vector AiBj and the vector vij corresponds
to a particular Bezout vector of uij such that the integer point Ai + vij is located above L and such that the integer point
Bj + vij is located below L. This vector vij is called the valid Bezout vector of uij relative to L. At each iteration, we distinguish
three different configurations depending on the sign of the dot product vij · N . We present an overview of our method in
Algorithm 1. Indeed, we show only the main steps and we consider that the straight line L does not pass through integer
points. The Intersection function with parameters of the form (P, w, L) computes the intersection point of the straight line
passing through the point P with direction vector w and the straight line L. This intersection point is of the form P + αw
where α denotes a real number and the function returns the integer value bαc.
We detail the three possible configurations of our algorithm at each iteration of the while loop. The first configuration
occurs when the dot product vij · N is strictly negative. Consider the two intersection points of the straight line of direction
vij passing through Ai with the straight line L and the straight line Lright respectively. Let Iij denote the leftmost of these two
intersection points. The point Iij is of the form Ai+αvijwithα ∈ R+. By the definition of the Bezout vector, the parallelogram
Ai, Ai+αvij, Bj+αvij, Bj strictly contains no integer point. As the triangle AiIijBj is included in this parallelogram, it contains
no integer point in its interior too. As a consequence, the integer point Ai + bαcvij is an extreme point of CHLU and so, if α
is greater than 1, it corresponds to the new vertex Ai+1 of CHLU (see Fig. 6.a). If α is strictly smaller than 1, Ai corresponds to
the last vertex of CHLU , and the first step stops (see Fig. 6.d). The second configuration occurs when the dot product vij · N is
strictly positive. Consider the two intersection points of the straight line of direction vij passing through Bj with the straight
line L and the straight line Lright respectively. Let Jij denote the leftmost of these two intersection points. The point Jij is of the
form Bj+βvij with β ∈ R+. For the same reason as before, the integer point Bj+bβcvij is an extreme point of CHLL and so, if
β is greater than 1, it corresponds to the new vertex Bj+1 of CHLL (see Fig. 6.b). If β is strictly smaller than 1, Bj corresponds to
the last vertex of CHLL , and the first step stops. Eventually, the third configuration occurs when the dot product vij ·N is equal
to zero. In this case, the last computed vertex of CHLU and the last computed vertex of CH
L
L correspond to the last vertices of
CHLU and CH
L
L respectively and so the first step stops (see Fig. 6.c).
Let PLU and P
L
L denote the vertices of CHU and of CHL which are extreme in the direction −N and in the direction N
respectively, with the smallest abscissa. They correspond to the last vertices of CHLU and of CH
L
L respectively. We prove
that the first step ends when the last computed vertex of CHLU and the last computed vertex of CH
L
L correspond to the two
extreme points PLU and P
L
L respectively. Let An and Bm denote the last computed vertices of CH
L
U and of CH
L
L respectively, at
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Algorithm 1 Overview of our convex hull algorithm: One step
1 Init(A1,B1,u11,v11)
2 i← 1 j← 1
3 CONTINUE←TRUE
4 WHILE (CONTINUE)
5 IF(vij · N < 0)
6 bβc ←min(Intersection(Ai, vij, L),Intersection(Ai, vij, Lright ))
7 IF(bβc ≥ 1)
8 Ai+1 ← Ai + bβcvij
9 i← i+ 1
10 Update(uij, vij)
11 ELSE
12 CONTINUE← FALSE
13 IF(vij · N > 0)
14 bβc ←min(Intersection(Bj, vij, L),Intersection(Bj, vij, Lright ))
15 IF(bβc ≥ 1)
16 Bj+1 ← Bj + bβcvij
17 j← j+ 1
18 Update(uij, vij)
19 ELSE
20 CONTINUE← FALSE
21 ELSE
22 CONTINUE← FALSE
(a) When vij · N < 0. (b) When vij · N > 0. (c) When vij · N = 0.
(d) Example of ending in the first configuration.
Fig. 6. The three configurations of our algorithm and an example of ending.
the end of the first step. Let L′ and L′′ denote the straight lines passing through An and Bm respectively which are parallel to
L. To prove that An and Bm correspond to the extreme points PLU and P
L
L respectively, we show that no integer point lying in
D strictly lies between L′ and L′′. Suppose w.l.o.g. that when the first step ends the dot product vnm · N is strictly negative as
in Fig. 7. This implies that An An+ vnm intersects Lright . We know that the points A1, A2, . . . , An and the points B1, B2, . . . , Bm
represent a part of the vertices of CHU and of CHL respectively. So, no integer point lies in D, between L′ and L′′ and on the left
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Fig. 7. Example of ending.
Fig. 8. The first step of the computation.
of AnBm. Moreover, by the definition of the Bezout vector, we know that no integer point strictly lies in the parallelogram of
the form (An, An + γ vnm, Bm + γ vnm, Bm) for any γ ∈ N. As a result, let T denote the triangle bounded by L′, Lright and the
straight line of direction vnm passing through An, it only remains to prove that T strictly contains no integer point. For this,
we first notice that the straight line L intersects the open straight line segments (An, Bm) and (An+vnm, Bm+vnm). Moreover,
as the dot product vnm ·N is strictly negative, this implies that the straight line L′′ passing through Bm also intersects the open
straight line segment (An + vnm, Bm + vnm). By translation, we deduce that the straight line L′ passing through An intersects
the open straight line segment (An + vnm − unm, Bm + vnm − unm). As a result, the triangle T strictly lies in the strip defined
by the two straight lines of direction vnm − unm passing through An and Bm respectively. As this strip strictly contains no
integer point, the triangle T strictly contains no integer point too. In the same way, we can prove that the second step ends
when all the vertices of the right parts of CHU and of CHL are determined.
6.4. Time complexity analysis
In this section, we focus on the time complexity analysis of the first step, i.e. the computation of CHLU and CH
L
L . The second
step runs in a similar way. The first two vertices A1 and B1 correspond to the integer points lying on Lleft which are closest to
L above and below L respectively. We compute them by determining the intersection of the straight line Lleft and the straight
line L in O(1) time.
At each iteration, to determine a new vertex of CHLU or CH
L
L , we first update the two vectors uij and vij. Then, we compute
a new vertex of CHLU or of CH
L
L by using the Intersection function either with the straight line defined by Ai and vij or with
the straight line defined by Bj and vij, and with the straight line L. The intersection function runs in constant time and so we
compute each new vertex in O(1) time. As each convex hull border has at most d1+ log((b′ − b)+ 1)e vertices (see [15]),
our algorithm processes log(b′ − b)+ O(1) iterations and so it runs in O(log(b′ − b)) time. Moreover, our method is output
sensitive because we compute a new vertex at each iteration in constant time and so the time complexity of the method is
linear in the number of vertices of the convex hulls. Fig. 8 shows an example of the first step computation.
Remark 8. At each iteration, the update of the vectors uij and vij is done in constant time. Indeed, suppose w.l.o.g. that we
have determined the vertex Ai+1 of the CHLU . We begin the next iteration and the vector ui+1 j corresponds to the vector
Ai+1Bj of the form uij + γ vij, where γ denotes an integer value. We have to determine the valid Bezout vector vi+1 j of
ui+1 j. By the definition of the Bezout vector (see Section 6.1), knowing a particular Bezout vector of ui+1 j we can deduce
all its other Bezout vectors. However, the vector vij always corresponds to a Bezout vector of the vector ui+1 j because
(uij + γ vij) ∧ vij = uij ∧ vij = 1. As a result, we can determine the valid Bezout vector vi+1 j of ui+1 j in constant time
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Fig. 9. The updating of vi+1 j .
Fig. 10. The reduction of a straight line.
by calling the Intersection function with the parameters Ai+1 + vij, ui+1 j and L. Let bαc denote the returned value of the
Intersection function, we deduce that vi+1 j corresponds to the vector vij+bαcui+1 j (see Fig. 9). As a result, the updating step
runs in constant time.
7. An application
Notice that the method we propose in Section 6.2 to compute the two convex hulls CHU and CHL works even if the
straight line L does not pass through the origin. As a result, we can highlight the general applications of our algorithm, for
example in data compression. Indeed, consider a straight line L of the form αx+βy = γ with irrational coefficients, or more
generally with floating coefficients of high precision. If we restrict our work space to a bounded rectangular domain of the
form {(x, y)|b ≤ x ≤ b′ and c ≤ y ≤ c ′}, for instance the screen of our computer, there is no need to work with coefficients
much bigger than the size of the screen. Let us introduce two simple definitions.
Definition 9. The straight line L′ with real coefficients of the form α′x + β ′y = γ ′ is equivalent to the straight line L of the
form αx+ βy = γ relative to the domain D iff any integer point (x, y) in Dwe have:
αx+ βy ≤ γ ⇔ α′x+ β ′y ≤ γ ′.
Definition 10. The straight line L′ corresponds to a reduction of the straight line L relative to the domain D iff L′ is equivalent
to L relative to D and max{|α′|, |β ′|} does not exceed (b′ − b)with α′ and β ′ ∈ Z.
Suppose w.l.o.g. that the absolute value of the slope of the straight line L is smaller than 1, this compression data problem
boils down to reduce the straight line L to an equivalent straight line L′ passing through two integer points of the vertical
domainD of the form {(x, y)|b ≤ x ≤ b′}. So, the transformation of the straight line can be done by first computing the upper
and the lower integer convex hulls relative to the straight line L and relative to the domain D as described in Section 6.2.
Then the reduced straight line corresponds to one of the two critical supporting lines between these two convex hulls (see
Fig. 10).
Definition 11. The critical supporting lines of two convex polygons correspond to both the straight lines which are tangent
to the two polygons, such that the polygons lie on opposite sides of the lines.
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From [14], the computation of one of the two critical supporting lines runs in time linear in the number of vertices of the
two convex hulls. As each convex hull has O(log(b′ − b)) vertices (see [15]), this computation takes O(log(b′ − b)) time.
Example 12. Let us consider that we work on a 800 × 600 screen size with a coordinate system whose origin is located
on the left bottom corner of the screen. Consider a straight line L of the form (
√
2 − 1)x − y = −(5√5)/2. Computing
the two integer convex hulls relative to the straight line L and relative to the screen, we obtain: CHU = [(0, 6), (3, 7),
(13, 11), (71, 35), (479, 204), (718, 303), (788, 332), (800, 337)] and CHL = [(0, 5), (1, 6), (240, 105), (648, 274),
(747, 315), (776, 327), (793, 334), (798, 336), (800, 336)]. One of the critical supporting lines of these two convex hulls
passes through the vertex (718, 303) of CHU and through the vertex (240, 105) of CHL. We can transform the straight line L
into this equivalent critical supporting line, that is a straight line of the form 99x− 239y = −1335.
8. Conclusion
We propose a method to efficiently solve the problem of finding the rational number which best approximates a real
number, such that its denominator belongs to a bounded interval [b, b′]. In the Euclidean plane, it is equivalent to finding
the integer point lying in a bounded vertical domain D of the form {(x, y) ∈ R2|b ≤ x ≤ b′} such that the straight line
passing through the origin and through this point best approximates the straight line L of the form y = ax. We show that
the computation of this best approximation point is interlinkedwith the computation of two particular integer convex hulls.
We describe two different existing approaches to compute these convex hulls. The first one is based on continued fractions
([8]) and it runs in O(log(b′)). However, this time complexity is not satisfactory considering that the value b′ can be much
greater than the width of the vertical domain D. The second approach is based on computational geometry. The algorithm
introduced by Balza-Gomez et al. in [1] to compute these convex hulls runs in O(log(b′ − b)) in the general case but it is
not output sensitive. Finally, we propose our newmethod which simultaneously computes the upper and the lower integer
convex hull in O(log(b′ − b)) time in the worst case. Furthermore, at each iteration, it computes a new vertex of CHU or
of CHL. As each iteration runs in constant time, our method is the first algorithm which is also output sensitive. Indeed, it
runs in time linear in the number of vertices of the final convex hull. Moreover, the resulting algorithm is simple to code
and so it is suitable for implementation. Our method can be seen as a generalization of Klein sails. In the last section, we
highlight an application for our method. Indeed, considering a straight line with irrational coefficients, or more generally
with high precision coefficients, our method can be used to reduce the coefficients of the straight line relative to a bounded
rectangular domain, for example the screen of the computer. This last application is interesting for data compression.
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