Abstract. By studying the existing algorithms for background value in GM(1,1), a nonlinear optimization model of GM(1,1) based on multi-parameter background value is given. The paper uses the invertible matrix of the parameter to optimize and estimate the parameters â ; in addition, the parameter estimate â obtained from the multi-parameter background value has higher prediction accuracy, thus overcoming the restriction on the prediction based on the fixed average background value in other literatures. the simulated values obtained by the optimized model (NOGM(1,1) ) are more precise, and the maximum error is reduced by 15%. The nonlinear optimization model of GM(1,1) based on multi-parameter background value provides algorithms for further study of GM(1,1) model.
Introduction
The grey model GM(1,1) is a forecast model in grey system. It is important to the application of grey system theory. Successful examples of using GM(1,1) for prediction can be found in many fields [1] [2] . Much research has been done on this model, and a number of methods have been proposed to improve it [3] [4] [5] [6] [7] [8] [9] . Fundamentally, the effect of the change of the background value on the fitted value has been analyzed. However, when solving GM(1,1), the area is partitioned and the background value is obtained through approximate iteration, or the solution can be obtained through a parameter expression derived from a special background value model.
As for the background value, the ) : 1 ( δ δ − ratio established between the background value and the two endpoint prototype values restricts the expression and estimation of grey differential equation, which causes the estimated parameters to produce a greater prediction error. The model solution is probably imprecise. This paper discusses the GM(1,1) model of the background value with two or more parameters obtained through the extension of the background value, the nonlinear optimization of the analog value with parameters called the nonlinear optimization model of GM(1,1) based on the background value with multi-parameters (NOGM (1,1) ). 
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The Nonlinear Optimization Model of GM(1,1) for the Multi-parameter Background Value
In order to achieve parameter estimation based on the multi-parameter background value, inverse matrix must be directly expressed by easy other matrix. The following is the process to get the parameter estimate through invertible matrix. 
Because matrix B and estimation parameter â include parameters k r and k s , parameters a and b cannot be directly calculated by (3), but will be calculated by the nonlinear optimization model as follows:
Step 1: Get a and b with parameters k r and k s and the expression of the fitted value.
Get the fitted value
X
Step 2: Get and solve the expression of the minimum object function:
Use MATLAB to program and calculate k r and k s .
Step 3: Substitute r and s in (3) NOGM(1,1 ) is more precise, and the maximum error is reduced by 15%. However, because the simulated value is expressed by an exponential function, the simulating error is bigger at some points. Then, how to reduce the overall error will be a concern of the future study.
