Federated Classification using Parsimonious Functions in Reproducing
  Kernel Hilbert Spaces by Peifer, Maria & Ribeiro, Alejandro
1Federated Classification using Parsimonious
Functions in Reproducing Kernel Hilbert Spaces
Maria Peifer and Alejandro Ribeiro
Abstract—Federated learning forms a global model using data
collected from a federation agent. This type of learning has two
main challenges: the agents generally don’t collect data over the
same distribution, and the agents have limited capabilities of
storing and transmitting data. Therefore, it is impractical for
each agent to send the entire data over the network. Instead,
each agent must form a local model and decide what information
is fundamental to the learning problem, which will be sent to a
central unit. The central unit can then form the global model
using only the information received from the agents. We propose
a method that tackles these challenges. First each agent forms a
local model using a low complexity reproducing kernel Hilbert
space representation. From the model the agents identify the
fundamental samples which are sent to the central unit. The
fundamental samples are obtained by solving the dual problem.
The central unit then forms the global model. We show that
the solution of the federated learner converges to that of the
centralized learner asymptotically as the sample size increases.
The performance of the proposed algorithm is evaluated using
experiments with both simulated data and real data sets from
an activity recognition task, for which the data is collected from
a wearable device. The experimentation results show that the
accuracy of our method converges to that of a centralized learner
with increasing sample size.
Index Terms—federated learning, reproducing kernel Hilbert
space (RKHS)
I. INTRODUCTION
In federated learning a global model is trained by a central
server from a federation of agents [1]–[4]. Different from
traditional learning, in which the learner has access to the
entire data set, in federated learning each agent collects its
own data. A naive method for solving this problem involves
having all agents send their data over the network to the
central server. The serve then computes a global model using
traditional machine learning methods. This is a feasible method
when the number of agents and the size of the data collected
is small. However, it becomes increasingly prohibitive as the
agents collect more data and it does not take advantage of the
computational capabilities of the agents.
The need for federated learning algorithms naturally arose
from distributed networks generating a vast amount of data
such as mobile phones, wearable devices, and autonomous
vehicles [5], [6]. These devices are not only capable of col-
lecting large amounts of data but also have great computational
capabilities which makes them an essential part of the learning
process. Applications of federated learning include learning
sentiment, semantic location, or activities of mobile phone
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users; predicting health events like low blood sugar or heart
attack risk from wearable devices; or detecting burglaries
within smart homes [5]–[9].
Federated learning presents two major challenges: statistical
challenge and system challenge [2], [5], [10]. The statistical
challenge arises from the fact that an agent is tied generally
tied to a user, e.g. mobile device user, and while there exists
similarities between users, each individual is different and
therefore the distribution of the data collected by the agents
is different. Indeed, the data collected by the agents is non
i.i.d., although in some cases the organization of the agents
can provide information about the relationship between the
distributions [11]. The system challenge is dictated by the
capabilities of the system to store data and to transmit data
over the network efficiently [2], [5], [12]. Devices collect vast
amounts of data and therefore transmitting the data over the
network is prohibitive. Consequently, a traditional learning
approach with a central unit learning the global model is
often impossible, and it is imperative for agents to transmit
information about the problem without sending their entire
data.
The task of learning from a federation of agents has been ap-
proached several ways. The algorithm FederatedAveraging (Fe-
dAvg) was proposed in [13], [14] which computed a weighted
average of the models from each agent based on the number of
training samples at each update step. An equivalent algorithm
for FedAvg was proposed in [4] which used a weighted average
of the gradient to update the global parameters. The FedAvg
was shown to converge in non i.i.d. settings when used with
a diminishing learning rate for strongly convex and smooth
problems [15]. A modified FedAvg algorithm was later pro-
posed which only performs global updates at a set interval [16],
[17], which was shown to converge near the global optimum.
An adaptation to federated learning of the stochastic variance
reduced gradient descent was used in [1] in order to compute
the global gradient. In an effort to reduce the communication
load even further and increase privacy a stochastic gradient
descent variation was used in [18], which only transmits a
subset of the gradient to the server. The methods presented
so far attempt to address the communication challenge and are
mostly tested on independent identically distributed (i.i.d.) data
sets. Zhao et.al [11] attempts to tackle the statistical challenge
of non i.i.d data by sharing a small subset of data over the
network.
In this work we address the challenges of federated learning
with an algorithm using low complexity reproducing kernel
Hilbert space (RKHS) representations. Each agent locally learn
a low complexity model and sends only the critical sam-
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2ples to the learning problem over the network to the central
server. RKHS methods are non-parametric techniques used in
signal processing, statistics and machine learning [19]–[24].
Their success is due to the richness of these spaces, which
allows them to model a large class of functions. Moreover,
the functions found in RKHS methods can be represented
as a possibly infinite linear combination of functions called
reproducing kernels [20], [22], [25]. The integral representation
of RKHS methods presented in [25] is used for this federated
classification because it both learns a low complexity represen-
tation and detects the critical samples to the learning problem.
Indeed, the integral representation allows for a modified L0-
norm for functions which measures the support of the function.
This L0-norm allows the method to find a low complexity
representation of a function in RKHS. Additionally, solving
the problem in the dual domain, provides insight about the
critical samples to the problem through the dual variable. Our
federated classification model requires each agent to train a
local model and find the optimal dual variable. The samples
for which the dual variable is greater than zero are considered
critical to the classification problem and are sent to the central
server along with the optimal dual variable. The central server
then computes a global model using the samples provided by
the agents.
The paper is structured as follows. In section II we present a
method for learning low complexity representations in RKHSs.
Section III introduces the problem of federated learning and
defines the relationship between the agents. In section IV we
describe the algorithm for the federated classification problem.
In section V we show that the solution of the federated learner
converges to that of the centralized learner as the sample size
grows. Lastly, in section VI we evaluate our method on both
simulated data and a classification task using data obtained
from wearable devices.
II. LEARNING LOW COMPLEXITY RKHS
REPRESENTATIONS
We study classification problems in which we are given a
training set made up of N feature-class pairs of the form
(xn, yn) ∈ T . Features xn ∈ X ⊂ Rp are real valued p-
dimensional vectors and classes yn ∈ {−1,+1} are binary. We
want to learn a function approximation f(x) such that f(xn)
coincides with yn to the extent possible. We formulate this
mathematically by introducing the loss function `(f(x), y) =
1 −  − yf(x), a class function C and a function complexity
measure ρ(f) to define the optimization problem
P = min
f∈C
ρ(f)
s.t.
1
N
`
(
f(xn), yn
)
≤ 0, (xn, yn) ∈ T .
(PI)
The constraints in (PI) force the function f to satisfy f(xn) ≥
1− when yn = +1 and f(xn) ≤ −(1−) when yn = −1. The
class function C and the complexity measure ρ(f) constrain the
variability of f and dictate how it generalizes to unobserved
samples x. In this paper we adopt the use of low complexity
kernel representations as introduced in [25].
To formalize low complexity RKHS representations, let
k(x, s;w) be a family of kernel functions in which x ∈ Rp
is a variable, s ∈ Rp is a kernel center and w ∈ R is a kernel
parameter. Further consider a compact set of possible kernel
parameters W ⊂ R, and a compact set of possible kernel
centers S ⊆ Rp. The function class C is defined as
C =
{
f : f(x) =
∫
S×W
α(s, w)k(x, s ; w) dsdw
}
, (1)
where α : S ×W → R is a coefficient function in L2(S ×W).
Observe that in (1) the kernel family k(x, s ; w) is given and
the coefficient function α(s, w) is a variable we want to find.
We leverage this observation to measure the complexity of the
function f ∈ C through the complexity of α. We begin by
defining the sparsity of the coefficient function as its support,
which is given by
‖α‖L0 =
∫
S×W
I [α(s, w) 6= 0] dsdw. (2)
Further consider the L2 norm ‖α‖L2 =
∫
S×W α
2(s, w)dsdw
of the coefficient function so as to measure the complexity of
f according to the elastic net measure
ρ(f) =
1
2
‖α‖L2 + γ‖α‖L0 (3)
=
∫
S×W
1
2
α2(s, w) + γ I [α(s, w) 6= 0] dsdw.
The variable γ represents the regularizing parameter between
the two norms. In principal, we want γ as large as possible
to favor sparsity. In practice, however, we want to reduce the
value to benefit from the regularizing effect (see Remark 3).
The low complexity RKHS classification problem is defined
as (PI) with the class function C given by (1) and the function
complexity measure given by (3). This is a problem that we
can rewrite as an optimization over the coefficient function,
P = min
α
∫
S×W
1
2
α2(s, w) + γ I [α(s, w) 6= 0] dsdw
s.t.
1
N
`
(
f(xn), yn
)
≤ 0, (xn, yn) ∈ T
f(x) =
∫
S×W
α(s, w)k(x, s ; w) dsdw,
(PC)
The problem (PC) differs from (PI) in that it replaces the
search for the function f by a search for the coefficient α. The
problems are otherwise equivalent – with function class C as
per (1) and complexity measure ρ as per (3) – in the sense that
both attain the same optimal objective P and we can recover
the optimal function f∗ from the the optimal coefficient α∗ by
evaluating f(x) according to (1).
The constraints in (PC) specify the form of the function f
in terms of the coefficient function α and force the constraints
`(f(xn), yn) ≤ 0 to be satisfied for all entries of the training
set. Out of all the coefficient functions that satisfy these
constraints we search for the α∗ with the lowest elastic net
cost. This is expected to be a sparse coefficient function. We
are therefore searching for a function f that can be specified
by as few kernels as possible while still passing within  of all
the elements of the training set. When we search for kernels
to add to the representation, the search is over kernel centers
3s ∈ S and kernel parameters w ∈ W . The latter allows, e.g.,
a search over kernel widths – see [25] for details.
The problem (PC) is infinite dimensional and non-convex,
however, it can be solved in the dual domain by leveraging the
fact that it has zero duality gap [25], [26].
Theorem 1. The problem (PC) has strong duality if the
following conditions are met: (i) the kernel k(·, s;w) has no
point masses and (ii) Slater’s condition is met.
A formal proof for this theorem can be found in [25].
Remark 1. Problem (PC) fits the classification function by
using constraints as opposed to a regularized minimization
problem. The advantage of using a constraint problem is two-
fold: it allows for the problem to be solved in the dual
domain and the solution of the dual gives us information about
the critical samples to our learning problem. This concept is
explained in more detail in sections IV and V.
Remark 2. The function class C is not an RKHS but is closely
related. For a fixed kernel parameter w in (1) the expression
f(x) =
∫
S α(s, w)k(x, s;w)ds is an integral representation of
the RKHS generated by the kernel k(x, s;w) [25], [27], [28].
The use of this integral representation as opposed to the more
traditional series representation f(x) =
∑J
j=1 ajk(x, sj ;w)
may seem an unnecessary complication but it is actually a
crucial simplification. The search for a sparse set of kernels
is intractable with a series representation. But the problem in
(PC) is tractable in the dual domain. As a byproduct of this
more tractable formulation, we can also incorporate the kernel
parameter w to the search space and still guarantee tractability.
This results in a problem that not only optimizes kernel
placement but also kernel width and can even accommodate
representations in unions of RKHS, i.e., representations having
a mix of kernels of different widths [25].
III. FEDERATED LEARNING
In the previous section, we have presented learning in a
centralized setting. In this section, we illustrate learning in a
federated setting in which a centralized method for obtaining
low complexity reproducing kernel Hilbert space data is col-
lected by a group of agents over the space X . The federation
of agents must work together to find a global model over X .
To this end, the federation adopts the strategy of each agent
learning a local model using the data it collects. From that
model, the agent detects the critical samples to the classification
problem. The agent sends only the critical samples to the
central server which learns the global model. Particularly, given
a set of Ni feature-class pairs of the form (xn, yn) ∈ Ti, agent
Ai solves the following problem
Pi = min
α∈L2
∫
S×W
1
2
α2(s, w) + γ I [α(s, w) 6= 0] dsdw
s.t.
1
Ni
`(f(xn), yn) ≤ 0, (xn, yn) ∈ Ti
f(x) =
∫
S×W
α(s, w)k(x, s ; w) dsdw.
(Pi)
In order to find the set of critical feature-class pairs T˜i ⊂ Ti
and a model parameter to send to the central server. The central
Algorithm 1 Federated classification algorithm
for i
agent i samples the subspace Xi
agent i solves (Pi) and calculate optimal λ∗i
agent i sends critical samples for which λ∗i,n > 0
end
central unit solves (PF)
unit learns the problem using T˜ = ∪iT˜i such that |T |  |T˜ |,
where T = ∪iTi. Typically, each agent Ai is not able to sample
X entirely, but rather observes a subspace Xi, however, the
subspaces, observed by the agents, cover the space X , such
that ∪iXi = X .
Notice, problems (PC) and (Pi) are minimizing the same
objective function, however, (PC) has additional constraints
due to a larger sample set. Problem (Pi) is limited to only
samples from a specific subspace. Although this might seem
like an initial disadvantage, solving a smaller problem can
improve computational speed, whereas, solving (PC) requires a
lot of information sharing from each agent which can become
impractical. Moreover, by solving the dual problem of (Pi), we
can obtain the critical samples of the classification problem.
The central server uses the critical samples from the agents to
find the global model. Formally, the central server solves the
problem
PF = min
α
∫
S×W
1
2
α2(s, w) + γ I [α(s, w) 6= 0] dsdw
s.t.
1
NF
`(f(xn), yn) ≤ 0, (xn, yn) ∈ T˜
f(x) =
∫
S×W
α(s, w)k(x, s ; w) dsdw,
(PF)
where NF is the number of critical samples in T˜ . Notice,
problems (PC) and (PF) solve the same problem, however
(PF) solves it for a restricted data set. The goal is to find a
subset X˜ such that the solution of (PF) is close to that of
(PC). The simplest solution is to make T˜ = T , by pooling the
data collected from all the agents and have the central server
compute the global model. However, this solution involves
a large amount of data to be sent which could surpass the
capabilities of the network. In the next section, we present the
algorithm for obtaining the solution to our federated learning
problem.
IV. ALGORITHM
The federated classification problem requires the agents
to solve their local problem (Pi) in order to find a local
model and detect the critical samples. The critical samples to
the classification problem are sent to the server. The server
then forms the global model by solving (PF). The federated
classification algorithm is summarized in Algorithm 1. The next
section describes the algorithm for solving the agent problem.
A. The Agent Problem
The agent solves problem (Pi) in the dual domain. In order to
derive the dual problem, agent i defines the Lagrange multiplier
4λi ∈ RNi+ , associated with the inequality constraints. Formally,
the Lagrangian is characterized as
Li(α,λi) =
∫
S×W
1
2
α2(s, w) + γ I [α(s, w) 6= 0] dsdw
+
1
Ni
Ni∑
n
λi,n`(f(xi,n), yi,n).
(4)
Each element of the Lagrangian multiplier is associated with
the loss over a single sample point. The Lagrangian is less than
or equal to the primal function for any feasible α. Therefore, by
minimizing the Lagrangian over α each agent obtains a lower
bound for the primal problem. This is called the dual function
gi(λi) = min
α∈L2
Li(α,λi). (5)
The dual function is the minimum over a set of affine functions
of λ and is therefore concave [29]. Additionally, it is a lower
bound to the primal problem for any feasible function α
which meets the constraints. Indeed, the dual function is the
sum of the primal function and the constraints weighted by
the Lagrangian multiplier. In order for a function α to be
feasible, the constraints must be non-positive and therefore
the dual function can be at most equal to the primal function.
Maximizing the dual function results in the best lower bound.
Moreover, when strong duality holds the maximum value of the
dual function is equal to the solution of the primal problem.
This leads to the formulation of the dual problem
maximize
λi≥0
gi(λi). (Di)
Solving the dual problem provides a solution for the primal
problem [25]. Because the dual function is concave, the dual
problem can be solved using gradient descent [29]. The gradi-
ents can be obtained by evaluating the constraints at αd, which
minimizes the Lagrangian
α?i (s, w,λi) = argmin
α∈L2
Li(α,λi). (6)
In order to find α?i we must minimize the function Lα, the
term of the Lagrangian which depends on α
Lα(α,λi) =
∫ [
1
2
α2(s, w) + γ I[α(s, w) 6= 0]
− 1
Ni
Ni∑
n
λi,nynα(s, w)k(xn, s;w)
]
dsdw.
(7)
The function in (7) can be minimized with respect to α for each
variable s and w separately [25]. Therefore, the minimization
of Lα reduces to the minimization of a quadratic function with
a discontinuity at α = 0 and hence, we obtain a closed-form
thresholding solution of αd(s, w)
α?i (s, w;λ) =
{
α¯i(s, w;λ) (α¯i(s, w;λ))
2 > 2γ
0 otherwise,
(8)
for which
α¯i(s, w;λ) =
1
Ni
∑
n
λi,nynk(s,xn, w). (9)
The gradient has the following expression
dλi,n = ∇λi,ngi(λi) =
1
Ni
`(fd(xn), yn), (10)
where f?i is given by:
f?i =
∫
X×W
α?i (s, w)k(x, s;w) dsdw. (11)
Each agent starts by initializing the dual variable λi ∈ RNi+
to a positive random value. The gradient of the dual function
provides the direction of descent, however, it does not provide
any information on how close we are to the maximum, nor
does it provide any information about how long to move along
that direction. Therefore, a small step size η to move along
the gradient such that the direction of descent is evaluated
often. The variable is updated in the direction of the gradient
as follows
λi(t+ 1) = [λi(t) + η d(λi)]+ , (12)
where [m]+ = max(0,m). The dual problem is constrained to
only have non-negative values for λi and therefore the updates
are restricted.
Once the gradient descent algorithm has converged, the
critical samples are identified by examining the optimal dual
variable λ∗i . Notice that the Lagrangian is the primal function
to which the constraints are added weighted by the Lagrange
multiplier λi. For feasible α the constraints are always non-
positive. Moreover, at the optimal dual variable, the constraints
multiplied by the optimal dual variable have to be zero for
strong duality to hold which means that either the constraints
or the dual variable are equal to zero. This is known as
complementary slackness [29]. Hence the dual variable is an
indicator that certain constraints are difficult to satisfy:{
1− − ynyˆn = 0, λ > 0
1− − ynyˆn < 0, λ = 0.
(13)
The solution to the primal problem (Pi), α∗i (s, w), can be
found according to the following proposition
Proposition 1. Let λ∗i be the solution of (Di), then the solution
to problem (Pi) is given by α?i (·, ·,λ∗i ) from (8).
A formal proof can be found in [25]. Proposition 1 suggests
that the solution to problem (Pi), α∗i (s, w) is a weighted sum
of kernels centered at the sample points. Samples, for which
the dual variable λ∗i,n = 0, do not contribute to the function
α∗i and therefore are not considered critical to the problem.
B. The Server Problem
The server receives the critical sample pairs T˜i from each
agent along with the optimal dual variables λ˜∗i and forms the
training its set T˜ = ∪iT˜i which is used to solve problem (PF)
in the dual domain. The Lagrange multiplier λF ∈ RNF+ is
defined in order to formulate the Lagrangian of (PF)
LF (α,λF ) =
∫
S×W
1
2
α2(s, w) + I [α(s, w) 6= 0] dsdw
+
1
NF
NF∑
n
λF,n`(f(xn), yn).
(14)
5Algorithm 2 Agent algorithm
Collects data over subspace Xi
Initialize λi(0) > 0 randomly
for t = 0, . . . , T
Compute αi(s, w,λi)
α?i (s, w,λi) =
{
α¯i(s, w,λi), |α¯i(s, w,λi)| >
√
2γ
0, otherwise
for α¯i(s, w;λi) = 1Ni
∑
n λi,nynk(s,xn, w)
evaluate the gradient
dλn(t) =
1
Ni
`(fd(xn), yn)
for which
fd(xn) =
∫
X×W
αd(s, w)k(xn, s;w)dsdw
Update local parameter
λi,n(t+ 1) = [λi,n(t) + η dλn(t)]+
end
Let the local optimal dual variable be λ?i = λi(t+ 1)
Determine critical sample pairs: T˜i = {(xn, yn) | λ∗n > 0}
Send T˜i and λ˜∗i = {λ∗n | λ∗n > 0} to the server
In a similar manner to (5) and (Di) the dual function gF (λF )
and the corresponding dual problem are established. The server
solves its dual problem using gradient descent. The gradients
are computed by evaluating the constraints of (PF) at α?F =
argminα LF (α,λF )
dλF ,n = ∇λngF (λF ) =
1
NF
`(f?(xn), yn), (15)
where f? is given by:
f? =
∫
X×W
α?F (s, w)k(x, s;w) dsdw. (16)
At the beginning of the algorithm, the server initializes the
dual variable λF (0) =
[
λ˜∗1, . . . λ˜K
]
. Then for each iteration
t, α?F (s, w,λF (t)) is computed and used to find the gradient
according to (15). A small step size ηF is chosen to move
along the gradient and update the variables
λF (t+ 1) = [λF (t) + ηF dλF (t)]+ , (17)
where [m]+ = max(0,m).
V. CONVERGENCE OF FEDERATED PROBLEM
In the previous section, we have presented a federated
learning problem and proposed a method for each agent to
solve a local problem and transmit a set of critical samples
to a central server which in turn produces a global model. In
this section, we argue that solving (PF) becomes equivalent
to solving (PC) as the training sample size grows. First, let’s
examine the solution to the centralized problem (PC).
Algorithm 3 Server algorithm
Receive T˜i from all agents i = 1, . . . ,K
Initialize λF (0) = [λ˜1, . . . , λ˜K ]
for t = 0, . . . , TF
Compute α?F (s, w)
α?F (s, w,λF ) =
{
α¯F (s, w,λF ), |α¯F (s, w,λF )| >
√
2γ
0, otherwise
for α¯F (s, w;λF ) = 1NF
∑
n λF,nynk(s,xn, w)
evaluate the gradient
dλF,n(t) =
1
NF
`(f?(xn), yn)
for which
f?(xn) =
∫
X×W
α?F (s, w)k(xn, s;w)dsdw
Update local parameter
λF,n(t+ 1) = [λF,n(t) + η dλF ,n(t)]+
end
Compute global α∗(s, w) = α?(s, w,λF (TF + 1))
Send global model to the agents
A. Learning the Centralized Problem
Similarly to the agent problem (Pi) and the server problem
(PF), the centralized problem (PC) is solved in the dual domain.
In order to derive the dual problem, we first start by introducing
the Lagrange multiplier λ ∈ RN+ , associated with the inequality
constraints. Formally, we introduce the Lagrangian
L(α,λ) = 1
2
‖α‖2L2 + γ‖α‖L0
+
1
N
N∑
n=1
λn`(f(xn), yn).
(18)
In a similar manner to the federated problem, the central
learner obtains the dual function and the dual problem. The
dual function is concave and therefore the dual problem is
solved using gradient descent. The gradients are computed by
evaluating the constraints at the variable αd, which minimises
the Lagrangian αd(s, w) = argmin
α∈L2
L(α,λ). The variable
αd which minimizes the Lagrangian (18) has the following
expression
αd(s, w;λ) =
{
α¯d(s, w;λ) (α¯d(s, w;λ))
2 > 2γ
0 otherwise,
(19)
for which
α¯d(s, w;λ) =
1
N
∑
n
λi,nynk(s,xn, w). (20)
Using (19), we can form a closed form expression for the
dual function as the quadratic function, given the measure
m(X ,W) = ∫ I[αl(s, w) 6= 0]ds dw
g(λ) =− 0.5λ>Qλ + 1
N
λ>(1− ) +m(X ,W), (21)
6with Q being a positive definite matrix for which
Qnm =
∫
C
1
N2
ynymk(xn, s;w)k(xm, s;w)dsdw, (22)
where C = {(s, w) | αd(s, w) 6= 0}.
B. Critical Samples
In section IV, we have claimed that the critical samples
are determined by the values of the optimal dual variable.
Particularly, given a set of samples, only the sample points
which contribute to the classification model are considered
critical. The following proposition shows that these critical
points are not just particular to this training set but to the
classification problem in general.
Proposition 2. Let α∗ be the optimal variable of (PC) trained
on data set X, α′∗ be the optimal variable of (PC) trained on
data set X′ = X\{xn} and yˆn =
∫
α′∗(s, w)k(xn, s, w)dsdw.
The dual optimal variable associated with the nth sample, λ∗n =
0 if and only if 1− − ynyˆn < 0 and the solutions to the data
X and the data X′ are equal.
Proof. See Appendix A 
This proposition implies that if the federated learner (PF)
and the centralized learner (PC) agree on the critical samples
then solving the two problems is equivalent. Furthermore, it is
sufficient for the agent learner (Pi) to agree with the centralized
learner despite only sampling from a subspace of X . Next we
will argue that this is in fact the case as the sample size grows.
We consider the case in which the subspaces sampled by
the agents are not distinct, i.e., there exists at least one pair
i, j such that Xi ∩ Xj 6= ∅. If all subspaces are disjoint the
problem becomes trivial. In this case, there is no need to form a
global model because the agents do not gain useful information
from other agents. Given a new sample, its classification can
be done by simply finding the space to which it belongs and
using the model of the respective agent. It should be noted
that the problem of identifying the subspace is not trivial, yet
in a federated learning setting a new sample generally, belongs
to the subspace of the agent that has collected it. Similarly,
in the case in which agents sample over the same space, i.e.,
Xi = Xj , for all i, j the need for sharing data across agents
disappears. As the agents collect more data their models will
converge. We are therefore, interested in the case for which
there exist at least one pair of agents Ai, Aj such that Xi ∩
Xj 6= ∅ and Xi 6= Xj . We make the following hypothesis
about the kernels centered at points belonging exclusively to
one subspace
Hypothesis 1. The overlap between any two partitions is large
enough such that there exists a small ξ > 0 such that for all
xi ∈ {Xi \ Xj} and s ∈ {Xj \ Xi} and w ∈ W
k(xi, s;w) ≤ ξ. (23)
This hypothesis implies that samples which uniquely belong
to a subspace do not affect the models of other subspaces in
the non-overlapping regions. Indeed, recall that the function
α(s, w) is a weighted sum of the kernels centered at the sample
points, therefore a point located in a non overlapping part of a
subspace the weighted sum of the kernels outside that partition
will be small and not contribute significantly to the value of
α. Additionally, we make the following assumption about the
choice of γ
Hypothesis 2. Let C = {(s, w) | α∗(s, w) 6= 0} be the
support of the optimal value α∗(s, w) of (Pi). We choose the
variable γ that leads to C being rich enough such that there
exists a µ > 0 for which
Q =
∫
C
q(s, w)q>(s, w)ds dw  µI (24)
where the variable µ represents the smallest eigenvalue of the
matrix Q, and qn(s, w) = (1/N)ynk(xn, s;w).
Notice that this hypothesis relies on the choice of γ. In
theory, the choice of γ does not cause the measure of C to go to
zero. In practice, however, the choice of γ becomes more im-
portant (see Remark 3). Furthermore, the hypothesis suggests
that the matrix Q is positive definite. As a consequence, the
dual function is strongly concave near the optimal λ∗ and we
can formulate the following lemma.
Lemma 1. The dual function g(λ) for the problem in (Pi)
is strongly concave near the optimal value, λ∗. The strong
concavity parameter µ as defined in Hypothesis 2 such that
− g(λ) ≥ −g(λ∗)−∇g(λ∗)T (λ−λ∗) + µ
2
‖λ−λ∗‖2 (25)
and µ corresponds to the smallest eigenvalue of Q.
Proof. First recall the definition of the dual function:
g(λ) = −1
2
λ>Qλ + λ>(1− ) +m(X ,W) (26)
There must exist a variable δ > 0 such that
gi(λ
∗ + δ) < gi(λ∗) (27)
with δ close to zero. We will show that there exists a µ > 0
such that
g(λ∗)− g(λ∗ + δ) +∇g(λ∗)>(δ) ≥ µ
2
‖δ‖2 (28)
We can calculate the value on the right side of the inequality
we assume that the support of the matrix Q is approximately
equal for λ∗ and λ∗ + δ.
g(λ∗)− g(λ∗ + δ) + g(λ∗)>(δ) =
− 1
2
∑
i
∑
j
λ∗i λ
∗
jQij +
∑
i
λ∗i (1− i) +m(S,W)
+
1
2
∑
i
∑
j
λ∗i λ
∗
jQij +
∑
i
∑
j
λ∗i δjQij +
1
2
∑
i
∑
j
δiδjQij
−
∑
i
λ∗i (1− i)−
∑
i
δi(1− i)−m(S,W)
−
∑
i
∑
j
λ∗i δjQij +
∑
i
δi(1− i) =
1
2
δ>
∫
C
q(s, w)q>(s, w)dsdw δ ≥ µ
2
‖δ‖2
(29)
This proves that the dual function is strongly concave near the
optimal value. 
7Notice that as Hypothesis 2 and Lemma 1 apply not only
to problem (Pi), they also apply to problems (PC) and (PF).
Given two hypothesis, we can state that the solutions of (PF)
and (PC) converge to each other.
Theorem 2. Let α∗C and α∗F be the solution to the problem
(PC) and (PF) respectively. Given that hypotheses 1 and 2 hold,
the two solutions converge, as the sample size grows
lim
N→∞
|α∗F (s, w)− α∗C(s, w)| → 0. (30)
Proof. See Appendix B. 
In order to understand the proof of this theorem it is
necessary to examine the two cases: the case of agents sampling
the same space and the case of agents sampling disjoint spaces.
Consider the case in which the two agents are observing
completely separate spaces. We assume the two spaces are far
apart such that the kernel value for two points in the separate
spaces takes on a small value.
Hypothesis 3. Let Xi and Xj be two supspaces of X which
do not overlap (Xi ∩ Xj = ∅) and w ∈ W . Then for ξ from
Hypothesis 1 the following holds
k(xi,xj ;w) < ξ, for allw ∈ W,xi ∈ Xi,xj ∈ Xj . (31)
Notice that this hypothesis is similar to Hypothesis 1 and
implies that samples from one subspace do not affect the
solution of another subspace. From this assumption we can
formulate the following lemma about the global dual function
with respect to the local dual functions.
Lemma 2. Given a group of agents which sample separate
spaces as dictated by hypothesis 3, let g be the global dual
function and gi be the agent dual function for agent i. Then
|g(λ)−
∑
i
gi(λi)| ≤ 2ξmL
N2
, (32)
for any λ = N [λ>1 /N1, . . . ,λ
>
K/NK ]
>, where L =
N2
N1,N2
∑
i
∑
j 6=i λ
T
i Jλj and m is the measure of the support
of the function αd. J is an all-ones matrix.
Proof. See Appendix C 
Notice that the values of the dual variables are weighted
by the number of samples which means λ/N =
[λ>1 /N1, . . . ,λ
>
K/NK ]
>. This causes the primal variables to
be at the same scale despite being a sum of kernels weighted
by the number of samples. Therefore, we can establish the
following theorem
Theorem 3. Let α∗C and α∗i be the solution to the problem (PC)
and (Pi) respectively. Given that hypotheses 3 and 2 hold, the
two solutions converge, as the sample size grows
|α∗C(s, w)−
∑
i
α∗i (s, w)| ≤
2
√
2ξmL
N
√
µN
. (33)
Proof. See Appendix D 
This theorem establishes the relationship between the primal
variables of (Pi) and (PC) over non-overlapping areas. In the
case in which agents observe the same space we formulate the
following theorem.
Theorem 4. Let α∗i and α∗j be the optimal variables to problem
(Pi) solved by agent i and j respectively. The agents observe
samples independently over the same distribution. Further, let
M ≥ ‖f‖2, c be the Berry-Essen theorem constant, ρ =
Ex
[
|λ(x)yxk(x, s;w)|3
]
and σ2 = Ex
[
|λ(x)yxk(x, s;w)|2
]
.
Let µ = min(µi, µj) for which µi and µj are the minimum
eigenvalue of Qi and Qj respectively. Then the difference
between the solutions computed by the two agents has the
following bound
|αi(s, w)− αj(s, w)| ≤ 2
(
2
√
M
µN1.5
+
cρ
σ3
√
N
)
, (34)
where N = min(Ni, Nj) is the minimum of the two samples
sizes.
Proof. See Appendix E 
Because agents sample the same space, as the sample size
grows the solutions from two agents converge. In fact, if the
solutions of two agents are reciprocally feasible, then they are
equal (Lemma 3). The centralized learner can be viewed in
this case as an agent which collects more samples therefore
the solution of an agent converges to that of the centralized
learner as well.
Lemma 3. Given two problems as in (Pi) with different sample
sets, let P1 and P2 be the solutions to these problems If the
two solutions P1 and P2 are reciprocally feasible, that is if the
optimal variable α∗1 is feasible to the second problem and vice
versa then the two solutions are equal:
P1 = P2. (35)
Proof. Let us first notice that the objective function is indepen-
dent of sample size and is therefore equal for both problems
let us denote it as
f0(α) =
∫
1
2
α2(s, w) + γI (α(s, w) 6= 0) ds dw. (36)
Suppose now that P2 > P1 this implies that there exists
an α1 which is feasible in the second problem such that
f0(α1) = P1 < P2, however since P2 = min
α
f0(α) by
definition, it follows that P2 ≤ P1. This implies that there
exists an α2 which is feasible in the first problem such that
f0(α2) = P2 < P1. However, P1 is by definition optimal and
therefore it must be that P1 = P2.

Remark 3. In Hypothesis 2 we make an assumption about the
parameter γ being chosen such that the space C is rich enough
to assure strong concavity of the dual problem in Lemma 3. The
strong concavity is guaranteed by the optimal α∗ having a non-
zero support measure. In theory, as long as the zero function,
f(x) = 0 is not feasible because of the constraints, alpha is
guaranteed to have non-zero support. Increasing parameter γ
shrinks the support of α and consequently reduces the value of
the strong concavity parameter µ. Although, the dual problem
still has strong concavity, the lower value of µ makes it more
difficult to solve and therefore the dual problem algorithm
requires more iterations to converge.
8VI. EXPERIMENTAL RESULTS
In the previous section, we have proposed a federated
learning model which (i) reduces the necessary communication
complexity and (ii) converges to the omniscient unit solution as
the sample size grows. In this section, we first show through a
simulated signal that the solution of our (PF) converges to that
of (PC) with as the sample size grows. Then using an activity
identification task, we demonstrate that our algorithm can
significantly reduce the communication cost to the central unit
without compromising the performance of the classification.
For the classification task, we use the family of RKHSs with
Gaussian kernels
k(x,x′) = exp
{−‖x− x′‖2
2w2
}
. (37)
The width of the kernel is directly proportional to the hyper-
parameter w.
To start, the effect of sample size on the generalization
accuracy is examined on a simulated data set. To this end,
we simulate a uniformly distributed signal and define the class
membership for each sample as
y =
{
1, (x′ − ci)>A(x′ − ci) ≤ ri for any i
−1 otherwise, (38)
for which r1 = 9, r2 = 30, c1 = [3, 0]>, c2 = [−10, 6]> and
A = [1, 0; 0, 0.25]. The space X was divided into 9 overlapping
subspaces. Each agent collects data from only one subspace and
forms its local model. There were 9 subspaces from which the
agents collect the data. The setup of subspaces and class labels
can be seen in Figure 1. After samples are assigned to a class,
Gaussian noise is added to the samples x = x′ + ξ, where
ξ ∈ N (0, 0.2) in order to create noisy samples. A separate
testing set of 1000 samples is created for the evaluation of the
learner.
The performance of the federated learner (PF) is compared
to that of the centralized learner (PC). Both methods used
γ = 25,  = 10−2 and a learning rate of η = 0.1. Figure 2
compares the generalization accuracy of the two learners over
training sample sizes ranging from 90 to 900. The average
generalization accuracy was calculated over 100 repetitions.
When the sample size is below 400 the federated classification
learner has a better generalization accuracy. This is most likely
due to the agents being able to learn a simpler problem despite
having a small training set. As the sample size grows the
two solutions converge which is reflected by the generalization
accuracy converging.
A. Task Classification
We further evaluate our methods using biometric data [30]
containing measurements from the accelerometer sensor from
a smartphone. The study contained measurements from partici-
pants while performing various tasks, such as jogging, walking,
writing, and typing.
The smartphone of each participant is considered an agent
collecting data over its distribution. The agents collect data over
different spaces since people don’t perform the same activity
the same way, e.g. some people walk faster, some people type
Figure 1. The simulated space X . The subspaces sampled by each
agent are colored either purple or green with the gray spaces being
sampled by multiple agents. The class membership is determined by
the brightness: the bright areas belong to class +1, and the darker
areas belong to class -1.
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Figure 2. The average accuracy taken over 100 repetitions of random-
ized sampling of the federated learner (PF) and that of the centralized
learner (PC) as a function of sample size.
slower, some write cursive, etc. Similarly, since all participants
perform the same task the spaces from which the agents are
collecting the data should not be distinct.
We examine the effect of the number of agents on the
performance of our federated learner for the classification of
running versus jogging. Agents are selected randomly from
our training set and the data from each agent is randomly
split into a training and a testing set. The time series from the
phone’s accelerometer is divided into 5 second intervals, with
each interval considered a sample. The average value is taken
such that each sample contains three features. Then we train
our federated learner and the centralized learner and compare
the accuracy on the test set. Both learners use the following
parameters: γ = 100, η = 0.1, T = 1000 and  = 0.5. This
procedure was repeated 100 times in order to obtain average
performance. The federated learner (PF) and the centralized
learner (PC) have comparable average accuracy. When the
number of agents is increased to 51 agents the average accuracy
of the federated learner is 77.35% and the average accuracy of
the centralized learner is 75.29%.
The effect of the number of agents is evaluated on a
second task: typing and writing. The learners use the following
parameters : γ = 150, η = 0.1, T = 500 and  = 0.5. In this
case, the average accuracy decreases as the number of agents
increases for both the federated learner and the centralized
learner. The performance of the learners could potentially be
improved by increasing the parameter  for a larger number of
agents.
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Figure 3. The performance of the the federated learner and the
centralized learner as a function of the number of agents.
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Figure 4. The performance of the the federated learner and the
centralized learner as a function of the number of agents.
Next, we examine the effect of the sparsity parameter γ
on the performance of the learners. Data from 10 participants
is used to distinguish between the activities of walking and
jogging. The regularizing parameter γ which controls the
complexity of the representation was varied to observe the
effects on three metrics: accuracy of classification, the cost
of communication, and the cost of the representation. The
accuracy is measured as the percentage of correctly classified
tasks. The communication cost is measured as the average
number of samples that need to be transmitted over the channel.
The representation cost is determined by the number of kernels
used in the resulting global model.
The features were extracted from averaging over 5 second
intervals. The data is randomly split to create a training set
and a test set. The accuracy is evaluated on the test set. The
parameters used by both agents are: η = 0.1, T = 500 and
 = 0.5. The federated learner and the centralized learner
are trained over 100 random splits and the resulting accu-
racy, representation cost, and communication cost is averaged
over those repetitions. The average accuracy does not change
for either learner with respect to the sparsity parameter and
both learners have similar performance Figure 5 (a). This
is expected since the algorithm can produce representations
of varying complexity without sacrificing performance. The
average representation cost of the global model is inversely
proportional to the sparsity parameter. Both learners achieve
similar representation costs as can be seen in Figure 5 (b). The
communication cost of the federated learner is directly pro-
portional to the sparsity parameter. This is expected since low
complexity representations for α(s, w) require more intricate
kernel functions and therefore more samples. Therefore, there
exists a trade-off between the complexity of the representation
of the global model and the communication cost of sending
data over the network. If sparsity of the global model is not
a concern the federated learner can achieve a communication
cost that is 40% of the communication cost of the centralized
learner (Figure 5 (c)).
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Figure 5. Classification of walking versus running using the federated
learner and the centralized learner. (a) The accuracy of the federated
classification learner and the centralized learner as a function of the
sparsity parameter. (b) The representation cost of both learners as a
function of the sparsity parameter. (c) The communication cost of
transmitting data to the central unit for the federated learner and the
centralized learner as a function of the sparsity parameter.
We further validated our method by examining the problem
of classification of writing and typing with data acquired from
the phone accelerometer [30]. The features are obtained by
averaging over a 5 second time window. The performance of
our federated learner was compared to that of the centralized
learner on the three metrics: accuracy, communication cost,
and representation cost. The data from the agents was split
randomly using 100 repetitions. The parameters used by both
agents are: η = 0.1, T = 500 and  = 0.5. The sparsity
parameter γ was varied between 0 and 240.
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The federated learner (PF) and the centralized learner (PC)
have similar accuracy and their performance is not affected by
the sparsity parameter. This implies that the functions needed
to represent the class difference are sufficiently sparse. The
sparsity parameter controls the complexity of the represen-
tation which can be seen in the representation cost (Figure
6, (b)). Both learners achieve similar representation costs.
The advantage of the federated learner comes from reducing
the communication cost Figure 6 (c). When sparsity is not
required the federated learner achieves a reduction of 64% in
communication cost.
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Figure 6. Classification of writing versus typing using the federated
learner and the centralized learner. (a) The accuracy of the federated
classification learner and the centralized learner as a function of the
sparsity parameter. (b) The representation cost of both learners as a
function of the sparsity parameter. (c) The communication cost of
transmitting data to the central unit for the federated learner and the
centralized learner as a function of the sparsity parameter.
VII. CONCLUSION
This paper introduced a method for federated classifica-
tion using low complexity RKHS representations. This was
achieved by first introducing a method for traditional learning,
which obtains both a sparse representation and identifies the
critical samples for the classification problem. By leveraging
the ability to detect the critical samples to the classification
problem our federated learner is able to reduce traffic over the
network and send less information. The federated classification
method was shown to converge to a traditional learning method
in which the learner has access to the entire data set as the
sample size grows. The federated learner was used in a task
recognition problem for which the data was collected from
users’ phones. In our numerical experiments, our method sig-
nificantly reduced the communication cost while maintaining
a similar accuracy and complexity of representation to the
centralized learner.
APPENDIX A
PROOF OF LEMMA 2
Proof. For this proof we will establish the following notation
in order to make the proof easier to read:
kn = k(xn, s;w); (39)
The first term of dual function can be rewritten as:
λ>Qλ =
1
N2
∫ ∑
n
∑
m
λnλmknkmynymds dw
=
1
N2
∫ λnynkn + ∑
m 6=n
λmymkm
2 ds dw
= λ′>Q′λ′ +
1
N2
2λnynkn ∑
m 6=n
λmymkm + λ
2
nk
2
n

(40)
where λ′ and Q′ are the variables λ without the nth element
and Q without the nth row and column respectively. Using
(40) we can rewrite the dual function:
g(λ) = −0.5λ′>Q′λ′ + 1
N
λ′>(1− ) + γm(X ,W)
+
1
N
λn
1− − yn 1
N
∫ ∑
m6=n
λmymkmknds dw

− 0.5
N2
∫
λ2nk
2
nds dw
(41)
Notice that (1/N)
∫ ∑
i 6=n λikikndsdw evaluated at the opti-
mal λ′ is precisely yˆn considering λ′m = λm(N − 1)/N) for
all m and g(λ|λn = 0) = g((N/(N − 1)λ′). Since, λn = 0 it
follows from complementary slackness that 1− − ynyˆn < 0.
Therefore, it follows that the optimal values for the two dual
functions are equal if λ∗n = 0. Moreover, the optimal primal
variables are equal, i.e., α∗(s, w) = α′∗(s, w). This concludes
the first part of the proof.
Next, we will show that if a model that is optimal for X ′
and that has the property 1− − ynyˆn < 0 for a new sample
xn, the optimal dual variable corresponding to that point for
the model trained on the set X = X ′∪{xn} has value λ∗n = 0.
Equation (41) implies that optimizing for the variable λn, given
the solution to the model using X ′ results in λn = 0. This value
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maximizes the dual function g(λ). It is necessary to prove
that there is not a value for λ different from λ′∗ for which
g(λ′∗) < g(λ∗). Since 1 −  − ynyˆn < 0, the optimal α′∗ is
feasible for the model which uses xn as a sample as well and
it has not been proven yet to be optimal for the full set we can
say P ′∗ ≥ P ∗. However, since we have strong duality it is also
true that
g(λ′∗) = P ′∗ ≥ P ∗ = g(λ∗) (42)
Since g(λ∗) is the maximum over λ it follows that g(λ′∗) =
g(λ∗), which implies that λn = 0. This concludes the proof.

APPENDIX B
PROOF OF THEOREM 2
Proof. Given two data sets Xi and Xj drawn over partitions
of the space X = Xi ∪ Xj , let α∗(s, w) be the solution to the
problem (PC) given [Xi,Xj ] as a training set and, α∗(i)(s, w)
and α∗(j)(s, w) be the solution to the problem (Pi) trained on
Xi and Xj respectively. Additionally, let the overlap be large
enough that Hypothesis 3 holds for the non-overlapping spaces.
Let Xo = Xi ∩ Xj be the overlapping space and X ′i = Xi \
Xo, X ′j = Xj \ Xo. Then we can write the α(s, w) as a sum
of functions which are nonzero only over one space where
αi(s, w) = 0 for all s /∈ X ′i , αj(s, w) = 0 for all s /∈ X ′j and
αo(s, w) = 0 for all s /∈ Xo
α(s, w) = αi(s, w) + αj(s, w) + αo(s, w) (43)
it follows from Theorem 4 that the each α(j),o(s, w) and α(i)o
converge to each other as the number of samples grows
|α∗(j)o − α∗(i)o| ≤ 2
(
2
√
M
µN1.5
+
cρ
σ3
√
N
)
(44)
As the sample size grows the functions fi and fj over the
overlapping space Xo converge and therefore if for a point
x ∈ Xo, if 1 − x − yfi(x) < 0 then it must also hold that
1 − x − yfj(x) < 0. Because the agents sample over the
overlapping area, as the sample size grows and the agents agree
on the critical samples, they will also agree with the centralized
learner on the critical samples. Then according to Lemma 2 the
solution of (PF) and (PC) will converge over Xo. Although this
was illustrated for two agents, the proof holds for any number
of agents.
Over the spaces which do not overlap, consider (Pi) trained
on Xi and (PC) trained on X and let α∗i and α
∗
(i)i be their
respective optimal values. Then for s ∈ X ′i we can establish
the following
|αi(s, w)∗ − α∗(i)i(s, w)| ≤∣∣∣∣∣α∗(s, w)−∑
i
α∗(i)(s, w)
∣∣∣∣∣+ |∑
j 6=i
α(j)(s, w)|
≤ 2
√
2ξmL
N
√
µN
+
∑
j 6=i
|α(j)(s, w)|
≤ 2
√
2ξmL
N
√
µN
+ ξ
∑
j 6=i
‖λj‖1
Nj
.
(45)
Notice that αj(s, w) has little effect on the value of f(x) for
x ∈ Xi. As the sample size grows, if 1 − xyfi(x) < 0
then it must also hold that 1 − xyf(x) < 0, where fi
and f are the solutions found by agent i and the centralized
learner respectively. Then according to Lemma 2 as the sample
size grows the agents and the centralized learner agree on
the critical samples and the federated learner (PF) and the
centralized learner (PC) solve more similar problems. 
APPENDIX C
PROOF OF LEMMA 2
Proof. We first show that it is true for two agents and then
expand it for multiple agents. Let λ1 be the dual Recall the
dual function (21) is a quadratic function
g(λ) = −0.5λ>Qλ + 1
N
λ>(1− ) +m(X ,W), (46)
with
Qnm =
ynym
N2
∫
X×W
k(xn, s;w)k(xm, s;w)ds dw (47)
The matrix Q can be divided into sub-matrices based on the
agents, to which the kernels centers belong:
Q =
[
Q11 Q12
Q21 Q22
]
, (48)
for which
Qij(nm) =
1
N2
∫
X×W
k(x(i)n , s;w)k(x
(j)
m , s;w)ds dw,
x(i)n ∈ Xi.
(49)
Then notice that
λ>Qλ =
(
N
N1
λ>1
)
Q11
(
N
N1
λ1
)
+
(
N
N2
λ>2
)
Q22
(
N
N2
λ2
)
+ 2
(
N
N1
λ>1
)
Q12
(
N
N2
λ2
)
= λ>1 Q1λ1 + λ
>
2 Q2λ2
+ 2
(
N
N1
λ>1
)
Q12
(
N
N2
λ2
)
(50)
Additionally, the measure of the support of the dual function
is equal to the sum of the measures of the individual agents
m(X ,W) = m(X1,W) +m(X2,W). (51)
Then we can conclude the following
|g(λ)− (g1(λ1) + g2(λ2))|
=
∣∣∣∣2( NN1λ>1
)
Q12
(
N
N2
λ2
)∣∣∣∣
=
2
N1N2
λ>1
∫
k(X1, s;w)k(X2, s;w)dsdwλ2
≤ 2ξm(X ,W)
N1N2
λ>1 Jλ2
(52)
The last inequality stems from (31) and the fact that a value of
a kernel is at most 1. This result can be extended to multiple
agents by considering all pairs of Qij in the difference between
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the global dual function and the local dual functions. Therefore
we obtain: ∣∣∣∣∣g(λ)−∑
i
gi(λi)
∣∣∣∣∣ ≤ 2ξmLN2 (53)
for L = (N2/(NiNj))λ>i Jλj . 
APPENDIX D
PROOF OF THEOREM 3
Proof. Recall the relationship between the dual functions of the
two problems (32). The relationship between the dual functions
optimal values can be obtained through triangle inequality
|g(λ∗)−
∑
i
gi(λ
∗
i )| ≤
4ξmL
N2
, (54)
The dual function is strongly concave near the optimal value
such that we can establish the relationship between the dual
optimal variables
‖λ∗ − λa‖2 ≤ 2
µ
|g(λ∗)− g(λ∗a)| −
2
µ
∇g(λ∗)(λ∗ − λ∗a),
(55)
where λ∗a = [(N1/N)λ
>
1 , . . . , (NK/N)λ
∗
K ]. The gradient at
the optimal value ∇g(λ∗) = 0 or λ∗ = 0. Therefore, the
equation can be reduced to
‖λ∗ − λa‖2 ≤ 2
µ
|g(λ∗)− g(λ∗a)| ≤
8ξmL
µN2
, (56)
The optimal primal value can be obtained from the dual value
and therefore we can establish the following inequality∣∣∣∣∣α∗(s, w)−∑
i
α∗i (s, w)
∣∣∣∣∣ =∣∣∣∣∣ 1N
N∑
n=1
λ∗nynk(xn, s;w)−
∑
i
1
Ni
∑
xn∈Xi
λ∗a,nynk(x, s;w)
∣∣∣∣∣
≤
N∑
n=1
∣∣∣∣ynk(x, s;w)( 1N λ∗n − 1Niλ∗a,n
)∣∣∣∣
≤
N∑
n=1
∣∣∣∣ 1N λ∗n − 1Niλ∗a,n
∣∣∣∣
≤ 1√
N
‖λ∗ − λ∗a‖
≤ 2
√
2ξmL
N
√
µN
(57)
where α∗(s, w) represents the optimal variable learned by the
centralized learner (PC) and α∗i (s, w) represents the optimal
variable learned by the agent (Pi). 
APPENDIX E
PROOF OF THEOREM 4
Proof. In order to prove the theorem we first formulate the
Lagrangian.
Li(α,λ) = ρ(α) + 1
Ni
∑
x∈Xi
λ(x) [`(f(x), y)− (x)] (58)
Similarly, we can construct a function L(f, λ) which is not
associated with any primal function
L(α,λ) = ρ(α)+
∫
x∈X
λ(x) [`(f(x), y)− (x)] p(x)dx (59)
Notice that the integral is precisely the expected value:
Ex (λ(x) [`(f(x), y)− (x)])
Therefore the minimization of (58) can be viewed as an
empirical risk minimization problem which approximates the
statistical loss minimization problem in (59). From [31] and
[32] it follows that:
|L(α, λ)− Li(α,λ)| ≤ M√
Ni
(60)
where M is a constant, such that ‖f‖2 ≤ M and Ni is the
sample size. We can construct the dual function and a function
based on L(α, λ)
gi(λ) = min
α
L(α,λ) (61)
g(λ) = min
α
L(α, λ) (62)
For which we can compute the optimal λ
λ∗i = argmax
λ≥0
gi(λ) (63)
λ∗ = argmax
λ≥0
g(λ). (64)
Since the difference between Li(α,λ) and L(α, λ) is bounded,
so is there minimums,
|g(λ)− gi(λ)| ≤ M√
Ni
(65)
Because the inequality holds for any λ, it must hold for the
optimal values. Let λ∗s be the optimal function λ(x) evaluated
at the sample points and λ∗i be the optimal dual variable of
(Pi), then by the triangle inequality it follows that:
|g(λ∗s)− gi(λ∗i )| ≤
2M√
Ni
(66)
Furthermore, the dual function is strongly convex near the
optimal value:
gi(λ
∗
i )− gi(λ∗s) ≥
µ
2
‖λ∗i −λ∗s‖2 +∇gi(λ∗i )(λ∗i −λ∗s), (67)
where λ∗s is a vector for which λ
∗
s,n = λ
∗
s(xn). Notice that
the term ∇gi(λ∗i )(λ∗i − λ∗s) ≥ 0. Most of the terms of the
gradient are zero since λi maximizes the dual function. For
the other terms, ∇g(λ∗i )n < 0 only if λ∗i,n = 0. In the latter
case (λ∗i,n − λ∗s,n) ≤ 0. Then we can conclude
‖λ∗i − λ∗s‖2 ≤
4M
µ
√
Ni
. (68)
Next a bound on the functions α can be established which are
defined as
α∗i (s, w) =
{
1
Ni
∑
j λ
∗
jyjk(xj , s;w), |αi(s, w)| >
√
2γ
0 otherwise.
(69)
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Similarly, a function α(s, w) = argmin
α∈L2
L(α, λ∗) can be be
computes as:
α(s, w) =
{∫
λ(x)y(x)k(x, s;w)p(x) dx, α2(s, w) > 2γ
0 otherwise.
(70)
The difference between α and αi is bounded as follows
|α(s, w)− αi(s, w)| =∣∣∣∣∣∣
∫
λ(x)yxk(x, s;w)p(x) dx− 1
Ni
∑
j
λ∗jyjk(xj , s;w)
∣∣∣∣∣∣ ≤
1
Ni
∣∣∣∣∣∣
∑
j
(λ∗i,j − λs,j)yjk(xj , s;w)
∣∣∣∣∣∣+∣∣∣∣∣∣
∫
λ(x)yxk(x, s;w)p(x) dx− 1
Ni
∑
j
λ∗s,jyjk(xj , s;w)
∣∣∣∣∣∣ ≤
1
Ni
∑
j
|λ∗i,j − λs,j |+
cρ
σ3
√
Ni
≤ 1√
Ni
‖λ∗i − λ∗s‖2 +
cρ
σ3
√
Ni
≤ 2
√
M√
N1.5i µ
+
cρ
σ3
√
Ni
,
(71)
for which c > 0 is a constant, ρ = Ex
[
|λ(x)yxk(x, s;w)|3
]
and σ2 = Ex
[
|λ(x)yxk(x, s;w)|2
]
Given two models trained
on independently drawn data sets, with optimal variables α1
and α2 respectively, then the absolute difference between the
two variables is
|α1(s, w)− α2(s, w)|
≤ 2
√
M√
N1.51 µ1
+
cρ
σ3
√
N1
+
2
√
M√
N1.52 µ2
+
cρ
σ3
√
N2
≤ 2
(
2
√
M
µN1.5
+
cρ
σ3
√
N
)
,
(72)
where N = min(Ni, Nj). 
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