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A Jacobi theta series and its transformation laws
Matthew Krauel
Abstract
We consider a generalization of Jacobi theta series and show that every such function
is a quasi-Jacobi form. Under certain conditions we establish transformation laws for
these functions with respect to the Jacobi group and prove such functions are Jacobi
forms. In establishing these results we construct other functions which are also Jacobi
forms. These results are motivated by applications in the theory of vertex operator
algebras.
1 Introduction
Let Q be a positive definite integral quadratic form, and B be the associated bilinear
form so that 2Q(x) = B(x, x). Fix h ∈ Zf and let A be the matrix of Q with even
rank f = 2r. It is well known (page 81 of [4], for example) that the Jacobi theta series∑
m∈Zf q
Q(m)ζB(m,h) is a Jacobi form of weight r and index Q(h) on the full Jacobi
group J1 = SL2(Z)⋉ (Z× Z). Here, ζ = e
2πiz with z ∈ C, and q = e2πiτ with τ in the
complex upper half-plane H.
Fix an element v ∈ Cf . Let z = (z1, . . . , zn) ∈ C
n, and set h = (h1, . . . , hn) for
linearly independent elements h1, . . . , hn ∈ Z
f . In this paper we consider functions of
the form
θh(Q, v, k, τ, z) :=
∑
m∈Zf
B(v,m)kqQ(m)ζ
B(m,h1)
1 · · · ζ
B(m,hn)
n , (1)
for any natural number k. We show such functions are quasi-Jacobi forms of weight
k + r for all v ∈ Cf . In the case v is restricted to Rf and satisfies Q(v) = 0, the posi-
tive definiteness of Q implies v = 0. However, there may be nonzero v ∈ Cf such that
Q(v) = 0. For v ∈ Cf such that Q(v) = 0 and B(v, hj) = 0 for all j, we develop trans-
formation laws with respect to a subgroup of the Jacobi group Jn = SL2(Z)⋉(Z
n×Zn)
and show these functions are Jacobi forms on this subgroup. Precise definitions of Ja-
cobi forms and quasi-Jacobi forms are given in Section 2.
In the special case z = 0, such functions are considered in [2] and transformation
1
laws with respect to SL2(Z) are developed which expands on work of [5, 8, 10, 11] for
similar functions. Many of the techniques used in the proofs below are attributed to
these authors. We will reference them often, and attempt to maintain the notation
developed in these works (especially [2]). Other techniques have been developed to
establish transformation laws for theta series of higher degree [1].
Holomorphic Jacobi forms of higher degree have been considered by Ziegler in [12],
where Jacobi theta series consisting of two complex matrix variables are shown to be
examples. Richter generalizes some of this work in [9]. However, the literature lacks
such results for Jacobi theta series as defined in (1). This paper fills this gap and
is motivated by the occurrence of functions of the form (1) and (6) in the theory of
vertex operator algebras in work similar to those of [3] and [7]. This work will appear
elsewhere.
Let Γ := SL2(Z) and Γ0(N) be the subgroup of Γ defined by
Γ0(N) =
{(
a b
c d
)
∈ Γ | c ≡ 0 mod N
}
.
We denote the subgroup Γ0(N)⋉ (Z
n × Zn) of Jn by Jn0 (N) and the spaces of Jacobi
forms and quasi-Jacobi forms of weight k and index F on the group Jn0 (N) by J
n,k,F
0 (N)
and Qn,k,F0 (N), respectively. Let G be the n× n matrix whose (i, j)-th entry is given
by B(hi, hj). In the case n = f , h1, . . . , hn is a basis of Z
f and G is the Gram matrix
associated to this set of elements.
For a column vector α = (α1, . . . , αn), set G[α] := α
TGα where xT denotes the
transpose of x. We define ǫ(d) for d > 0 by ǫ(d) =
(
(−1)r det(A)
d
)
, and ǫ(−d) =
(−1)rǫ(d). The function ǫ is a Dirichlet character (see page 216 in [11] for example).
For a matrix γ =
(
a b
c d
)
, we often write γτ and γz to denote aτ+bcτ+d and
z
cτ+d , respectively.
We are now in position to state our first result.
Theorem 1.1 For any v, h, and k as defined above, we have
θh(Q, v, k, τ, z) ∈ Q
n,k+r,F
0 (N) (2)
and θh has a Fourier expansion of the form
θh(Q, v, k, τ, z) =
∑
ν∈Zn,ℓ∈Q,
4ℓ−(G/2)−1[ν]≥0
c(ℓ, ν)qℓ exp
(
2πi(zT ν)
)
, (3)
where ℓ ≥ 0 and c(ℓ, ν) are scalars. In particular, ℓ = Q(m) ∈ Z and ν = (B(m,h1), . . . , B(m,hn)).
If in addition Q(v) = 0 and B(v, hj) = 0 for all 1 ≤ j ≤ n, then for any
2
γ =
(
a b
c d
)
∈ Γ0(N) and (λ, µ) ∈ Z
n × Zn we have
θh (Q, v, k, γτ, γz) = ǫ(d) exp
(
πicG[z]
cτ + d
)
(cτ + d)k+rθh(Q, v, k, τ, z), (4)
and
θh(Q, v, k, τ, z + λτ + µ) = exp
(
−πi(G[λ]τ + 2ztTλ)
)
θh(Q, v, k, τ, z). (5)
The expansion (3) along with the transformation laws (4) and (5) imply that if
Q(v) = 0 and B(v, hj) = 0 for all 1 ≤ j ≤ n, then (1) is a Jacobi form of weight k+ r,
index G/2, and character ǫ. Theorem 1.1 is proved in Section 3.
In proving Theorem 1.1 we consider functions of the form
Ψh(Q, v, k, τ, z) :=
⌊k/2⌋∑
t=0
δ(t, k)(2Q(v)E2(τ))
tθh(Q, v, k − 2t, τ, z), (6)
where E2(τ) is the usual modular Eisenstein series of weight 2, ⌊k/2⌋ denotes the
greatest integer less than or equal to k/2, and δ(t, k) is defined by
δ(t, k) =
k!
2tt!(k − 2t)!
. (7)
We establish the following theorem in Section 3.
Theorem 1.2 Suppose B(v, hj) = 0 for all 1 ≤ j ≤ n. Then for any γ =
(
a b
c d
)
∈
Γ0(N) and [λ, µ] ∈ (Z
n × Zn) we have
Ψh (Q, v, k, γτ, γz) = ǫ(d)(cτ + d)
k+r exp
(
πicG[z]
cτ + d
)
Ψh(Q, v, k, τ, z) (8)
and
Ψh(Q, v, k, τ, z + λτ + µ) = exp
(
−πi(G[λ]τ + 2zTGλ)
)
Ψh(Q, v, k, τ, z). (9)
In particular, Ψh(Q, v, k, τ, z) is a Jacobi form of weight k+r, index G/2, and character
ǫ on the subgroup Jn0 (N).
To obtain proofs for the previous theorems we consider functions of the form
Θh(Q, v, τ, z,X) :=
∑
t≥0
2t/2θh(Q, v, t, τ, z)
t!
(2πiX)t, (10)
which are similar to Jacobi-like forms. The above theorems follow from manipulation
of the following result, which is proved in Section 4.
3
Theorem 1.3 Suppose B(v, hj) = 0 for all 1 ≤ j ≤ n. Then for any γ =
(
a b
c d
)
∈
Γ0(N) we have
Θh
(
Q, v, γτ, γz,
X
cτ + d
)
= ǫ(d)e
piicG[z]
cτ+d (cτ + d)r exp
(
2πi[2Q(v)]cX2
cτ + d
)
Θh (Q, v, τ, z,X) . (11)
The author would like to thank Geoffrey Mason and Olav Richter for many valuable
discussions. In particular, Richter pointed out that there are other possible approaches
to some of the results proved here. The author would also like to thank the referee for
their excellent suggestions and remarks.
2 Preliminaries
Let HolH×Cn denote the space of holomorphic functions from H × C
n to C, and F be
a real symmetric positive definite n × n matrix. We say a function φ ∈ HolH×Cn is a
(holomorphic) Jacobi form of weight k, index F , and character χ (χ : Γ′ → C∗) on a
subgroup Γ′ of Γ if φ has an expansion of the form
φ(τ, z) =
∑
ν∈Zn,ℓ∈Q,
4ℓ−F−1[ν]≥0
c(ℓ, ν)qℓ exp
(
2πi(zT ν)
)
, (12)
where ℓ ≥ 0, c(ℓ, ν) are scalars, and for all γ =
(
a b
c d
)
∈ Γ′ and (λ, µ) ∈ Zn × Zn we
have
φ(γτ, γz) = χ(γ)(cτ + d)k exp
(
2πi
cF [z]
cτ + d
)
φ(τ, z), (13)
and
φ(τ, z + λτ + µ) = exp
(
−2πi(τF [λ] + 2zTFλ)
)
φ(τ, z). (14)
A function φ ∈ HolH×Cn is a quasi-Jacobi form of weight k and index F on Γ
′ if for
each (τ, z) ∈ H× Cn and all γ =
(
a b
c d
)
∈ Γ′ and (λ, µ) ∈ Zn × Zn, we have
1. (cτ + d)−k exp
(
−2πicF [z]cτ+d
)
φ(γτ, γz) ∈ HolH×Cn
[
cz1
cτ+d , . . . ,
czn
cτ+d ,
c
cτ+d
]
with coef-
ficients dependent only on φ, and
2. exp
(
2πi(τF [λ] + 2zTFλ)
)
φ(τ, z+λτ+µ) ∈ HolH×Cn [λ1, . . . , λn] with coefficients
dependent only on φ.
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In other words, there are natural numbers s1, . . . , sn, t, and holomorphic functions
Si1,...,in,j(φ) and Ti1,...,in(φ) on H× C
n determined only by φ such that
(cτ + d)−k exp
(
−
2πicF [z]
cτ + d
)
φ (γτ, γz)
=
∑
i1≤s1,...,in≤sn
j≤t
Si1,...,in,j(φ)(τ, z)
(
cz1
cτ + d
)i1
· · ·
(
czn
cτ + d
)in ( c
cτ + d
)j
, (15)
and
exp
(
2πi(τF [λ] + 2zTFλ)
)
φ(τ, z + λτ + µ)
=
∑
i1≤s1,...,in≤sn
Ti1,...,in(φ)(τ, z)λ
i1
1 · · ·λ
in
n . (16)
If φ 6= 0, we may take Ss1,...,sn,t(φ) 6= 0 and Ts1,...,sn(φ) 6= 0 and say that φ is a quasi-
Jacobi form of depth (s1, . . . , sn, t).
Direct calculation shows the space of quasi-Jacobi forms is invariant under appli-
cations of ddzj ,
d
dτ , and E2(τ). In particular,
d
dzj
and E2(τ) applied to a quasi-Jacobi
form of weight k increases the weight to k + 1 and k + 2, respectively.
3 Proofs of Theorems 1.1 and 1.2
In this section we assume Theorem 1.3 and use this to prove Theorems 1.1 and 1.2. We
begin by proving the Γ0(N) transformations (4) and (8). Take Q(v) 6= 0 and consider
the function
Ê2 (Q, v, τ,X) := exp
(
2Q(v)E2(τ)(2πiX)
2
)
.
Using the transformation (cτ + d)−2E2(γτ) = E2(τ)−
c
2πi(cτ+d) , we note
Ê2
(
Q, v, γτ,
X
cτ + d
)
= Ê2 (Q, v, τ,X) exp
(
−
2πic[2Q(v)]X2
cτ + d
)
. (17)
Combining (17) and Theorem 1.3 gives
Ê2
(
Q, v, γτ,
X
cτ + d
)
Θh
(
Q, v, γτ, γz,
X
cτ + d
)
= Ê2 (Q, v, τ,X) ǫ(d)e
piicG[z]
cτ+d (cτ + d)rΘh (Q, v, τ, z,X) . (18)
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Expanding the left hand side of (18), we find
Ê2
(
Q, v, γτ,
X
cτ + d
)
Θh
(
Q, v, γτ, γz,
X
cτ + d
)
=
∑
ℓ≥0
1
ℓ!
(2Q(v)E2(γτ))
ℓ
(
2πiX
cτ + d
)2ℓ∑
t≥0
2t/2
t!
θh(Q, v, t, γτ, γz)
(
2πiX
cτ + d
)t
=
∑
ℓ≥0
∑
t≥0
2t/2
ℓ!t!
(2Q(v)E2(γτ))
ℓ θh(Q, v, t, γτ, γz)(cτ + d)
−(2ℓ+t)(2πiX)2ℓ+t
=
∑
k≥0
⌊k/2⌋∑
ℓ=0
2k/2
k!
δ(ℓ, k) (2Q(v)E2(γτ))
ℓ θh(Q, v, k − 2ℓ, γτ, γz)(cτ + d)
−k(2πiX)k ,
(19)
where we set k = 2ℓ+t and use the fact 2
1
2
(k−2ℓ)/ℓ!(k−2ℓ)! = 2k/2δ(ℓ, k)/k!. Expanding
the right hand side of (18) shows
Ê2 (Q, v, τ,X) ǫ(d)e
piicG[z]
cτ+d (cτ + d)rΘh (Q, v, τ, z,X)
= ǫ(d)(cτ + d)re
piicG[z]
cτ+d
∑
ℓ≥0
∑
t≥0
2t/2
ℓ!t!
(2Q(v)E2(τ))
ℓ θh(Q, v, t, τ, z)(2πiX)
2ℓ+t
= ǫ(d)(cτ + d)re
piicG[z]
cτ+d
∑
k≥0
⌊k/2⌋∑
ℓ=0
2k/2
k!
δ(ℓ, k) (2Q(v)E2(τ))
ℓ
· θh(Q, v, k − 2ℓ, τ, z)(2πiX)
k , (20)
where we again set k = 2ℓ+t. Using (18) to combine (19) and (20) and then comparing
the coefficients of Xk, we obtain
2k/2
k!
⌊k/2⌋∑
ℓ=0
δ(ℓ, k) (2Q(v)E2(γτ))
ℓ θh(Q, v, k − 2ℓ, γτ, γz)
= ǫ(d)(cτ + d)r+ke
piicG[z]
cτ+d
2k/2
k!
⌊k/2⌋∑
ℓ=0
δ(ℓ, k) (2Q(v)E2(τ))
ℓ θh(Q, v, k − 2ℓ, τ, z).
That is,
Ψh(Q, v, k, γτ, γz) = ǫ(d)(cτ + d)
r+ke
piicG[z]
cτ+d Ψh(Q, v, k, τ, z),
as desired. This establishes (8). Taking Q(v) = 0 gives (4).
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We will now prove the Zn × Zn transformations (5) and (9). Since µjB(m,hj) ∈ Z
for each j, we have θh(Q, v, k, τ, z + λτ + µ) = θh(Q, v, k, τ, z + λτ). Using that
Q(m+ λ1h1 + · · · + λnhn) = Q(m) +
n∑
j=1
λjB(m,hj) +
1
2
G[λ],
we find
θh(Q, v, k, τ, z + λτ + µ)
= e−πiτG[λ]
∑
m∈Zf
B(v,m)ke2πiτQ(m+
∑n
j=1 λjhj)e2πi
∑n
j=1 zjB(m,hj)
= e−πi(G[λ]τ−2z
TGh)
∑
m∈Zf
B
v,m− n∑
j=1
λjhj
k e2πiQ(m)e2πi∑nj=1 zjB(m,hj),
where we replaced m with m−
∑n
j=1 λjhj in the last equality. Using the assumption
B(v, hj) = 0 for 1 ≤ j ≤ n establishes (5). Equation (9) follows immediately from (5).
The proof of Theorem 1.2 is complete.
We now turn our attention to proving (2) and (3), and therefore no longer assume
B(v, hj) = 0 for all j. First we establish the following lemma.
Lemma 3.1 For any v ∈ Cf there exists an element u ∈ Cf satisfying B(u, hj) = 0
for 1 ≤ j ≤ n such that
θh(Q, v, k, τ, z) =
 ∑
p1+···+pn+k1=k
(
k
p1, . . . , pn, k1
) n∏
i=1
αpii ∂
pi
zi
 θh (Q,u, k1, τ, z) .
Here
∑
p1+···+pn+k1=k
denotes summing over the positive integers p1, . . . , pn, and k1 which
sum to k, αi are scalars, ∂zi =
1
2πi
d
dzi
, and
( k
p1,...,pn,k1
)
are are the multinomial coeffi-
cients
( k
p1,...,pn,k1
)
= k!p1!···pn!k1! .
Proof Extend the set {h1, . . . , hn} into a basis {h1, . . . , hn, un+1, . . . , uf} of C
f such
that B(hi, uj) = 0 for all i, j. Then there are scalars αi, βj ∈ C such that v =∑
i αihi +
∑
j βjuj. Set u =
∑
j βjuj . We have
θh(Q, v, k, τ, z) =
∑
m∈Zf
B
(∑
i
αihi + u,m
)k
qQ(m)ζ
B(m,h1)
1 · · · ζ
B(m,hn)
n .
The lemma follows by use of the multinomial theorem and replacing each B(hi,m)
7
with ∂zi . 
We now establish the convergence of the functions θh(Q, v, k, τ, z). If we again
extend the set {h1, . . . , hn} into a basis {h1, . . . , hn, un+1, . . . , uf} for C
f and write
v =
∑
i αihi +
∑
j αjuj , we may consider functions of the form
θh,u(Q, v, k, τ, z) =
∑
m∈Zf
B(v,m)kqQ(m)ζ
B(m,h1)
1 · · · ζ
B(m,hn)
n ζ
B(m,un+1)
n+1 · · · ζ
B(m,uf )
f .
By the previous lemma we have
θh,u(Q, v, k, τ, z) =
 ∑
p1+···+pf=k
(
k
p1, . . . , pf
) f∏
i=1
αpii ∂
pi
zi
 θh,u (Q, 0, τ, z) ,
where θh,u (Q, 0, τ, z) =
∑
m∈Zf q
Q(m)ζ
B(m,h1)
1 · · · ζ
B(m,hn)
n ζ
B(m,un+1)
n+1 · · · ζ
B(m,uf )
f con-
verges for τ ∈ H and each zi ∈ C when we fix the remaining zj , j 6= i. This last
statement is dependent on the fact Q is positive definite, so that |qQ(m)| < 1 for
all nonzero m ∈ Zf . Therefore, by Hartogs’ Theorem the function converges for all
(τ, z) on H × Cf , and it follows that θh,u(Q, v, k, τ, z) converges on H × C
f . Setting
zn+1 = · · · = zf = 0 shows that θh(Q, v, k, τ, z) is convergent on H× C
n.
We turn to proving the inequality
4Q(m)− (B(m,h1), . . . , B(m,hn))(G/2)
−1(B(m,h1), . . . , B(m,hn))
T ≥ 0.
Setting β = (B(m,h1), . . . , B(m,hn)), we rewrite this expression as
βG−1βT ≤ B(m,m). (21)
Since G is a real symmetric matrix it has the decomposition G = QDQ−1 = QDQT ,
where D is a diagonal matrix and Q = (qij) is orthogonal. Therefore, G
−1 = QD−1QT
and we rewrite (21) as (βQ)D−1(βQ)T ≤ B(m,m). Setting vi =
∑
j qjihj , this becomes
(B(m, v1), . . . , B(m, vn))D
−1(B(m, v1), . . . , B(m, vn))
T ≤ B(m,m). (22)
So long as D = (B(vi, vj)), establishing (21) is equivalent to proving (22). However,
this is the case since
B(vi, vj) = B(vj , vi) =
(∑
r
qrjhr,
∑
s
qsihs
)
=
∑
r,s
qrjB(hr, hs)qsi
is the (i, j)-th component of the matrix D = QTGQ. It is therefore sufficient to verify
(22).
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First we assume that h1, . . . , hn span Z
f . Then m =
∑
j λjvj for some λj . In this
case we have
(B(m, v1), . . . , B(m, vn))D
−1(B(m, v1), . . . , B(m, vn))
T
=
∑
i,j
λ2jB(vj , vi)
2B(vi, vi)
−1 =
∑
i
λ2iB(vi, vi) = B(m,m)
since B(vj, vi) = 0 for i 6= j, being the off-diagonal components of the diagonal matrix
D. This establishes (22) when h1, . . . , hn span Z
f .
Suppose next that h1, . . . , hn do not span Z
f . Since they are linear independent
they form an R-basis for Rn. We consider the orthogonal semi-direct product Rf =
Rn ⊥ Rf−n. Let hn+1, . . . , hf be a basis for R
f−n and write m = m′ + m′′, where
m′ ∈ Rn and m′′ ∈ Rf−n. Note that B(m, vi) = B(m
′ + m′′, vi) = B(m
′, vi) and
B(m′,m′′) = 0, so that establishing (22) is equivalent to proving
(B(m′, v1), . . . , B(m
′, vn))D
−1(B(m′, v1), . . . , B(m
′, vn))
T
≤ B(m′,m′) +B(m′′,m′′).
However, we find
(B(m′, v1), . . . , B(m
′, vn))D
−1(B(m′, v1), . . . , B(m
′, vn))
T = B(m′,m′)
by our arguments above and the fact B(m′′,m′′) ≥ 0. This proves (21) for all linearly
independent h1, . . . , hn.
Note that it is the expansion (3) which allows us to claim the functions Ψh(Q, v, k, τ, z)
in Theorem 1.2 are Jacobi forms. In particular, since E2(τ) has a Fourier expansion
with positive powers of q and the Fourier expansion of θh(Q, v, k − 2t, τ, z) satisfies
(21), it must be that Ψh(Q, v, k, τ, z) satisfies (12).
It remains to prove (2). As mentioned before, ∂zi maps quasi-Jacobi forms of
weight k to weight k + 1. In the case Q(v) = 0, (3), (4), and (5), along with Lemma
3.1, establish that θh(Q, v, k, τ, z) is a quasi-Jacobi form of weight k+r and index G/2.
Assume now that Q(v) 6= 0. Recalling Lemma 3.1 (and its notation) we have
θh(Q, v, k, τ, z) (23)
=
 ∑
p1+···+pn+k1=k
(
k
p1, . . . , pn, k1
) f∏
i=1
αpii ∂
pi
zi
 θh(Q,u, k1, τ, z).
We will prove by induction on k1 that θh(Q,u, k1, τ, z) is a quasi-Jacobi form of
weight k1 + r and index G/2. Clearly θh(Q,u, 0, τ, z) is a Jacobi form of weight r and
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index G/2. Suppose that for each ℓ < k1, θh(Q,u, ℓ, τ, z) is a quasi-Jacobi form of
weight ℓ+ r and index G/2. Since δ(0, k1) = 1 and B(u, hj) = 0 for each j, Theorem
1.2 gives
Ψh(Q,u, k1, τ, z)
= θh(Q,u, k1, τ, z) +
⌊k1/2⌋∑
t=1
δ(t, k1)(2Q(u)E2(τ))
tθh(Q,u, k1 − 2t, τ, z)
is a Jacobi form of weight k1+r. Using our induction hypothesis we find θh(Q,u, k1, τ, z)
is a quasi-Jacobi form of weight k1 + r and index G/2. Combining this with (23)
completes the proof of (2).
4 Proof of Theorem 1.3
Let A be a matrix of level N such that 2Q(x) = xTAx and B(x, y) = xTAy. Take p
so that Ap ≡ 0 mod N . For ℓT = (ℓ1, . . . , ℓf ) ∈ C
f we set
θ(A, p, ℓ, k, τ, z) (24)
=
1
Nk
∑
m∈Zf
m≡p(N)
(ℓTAm)ke2πi(τQ(m)/N
2+z1B(m,h1)/N+···+znB(m,hn)/N).
The following theorem is analogous to Theorem 3.4 in [2] but includes the complex
variables z and vectors h1, . . . , hn. It is important for the proof of Theorem 1.3.
Theorem 4.1 Let the notation be as before and assume ℓTAhj = 0 for all 1 ≤ j ≤ n
(that is, B(ℓ, hj) = 0). If γ =
(
a b
c d
)
∈ Γ0(N) and d > 0, then
e
−piicG[z]
cτ+d (cτ + d)−(r+k)θ (A, p, ℓ, k, γτ, γz)
= ǫ(d) exp(2πiQ(p)ab/N2)
⌊k/2⌋∑
j=0
(
Q(ℓ)c
πi(cτ + d)
)j
δ(j, k)θ(A, bp, ℓ, k − 2j, τ, z). (25)
In particular, if we take p = 0, then
e
−piicG[z]
cτ+d (cτ + d)−(r+k)θ (A, ℓ, k, γτ, γz)
= ǫ(d)
⌊k/2⌋∑
j=0
(
Q(ℓ)c
πi(cτ + d)
)j
δ(j, k)θ(A, ℓ, k − 2j, τ, z). (26)
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Proof The ideas and techniques parallel those in [2], which in turn are based on
[11]. We begin with a function of the form Θh(Q,x) :=
∑
m∈Zf e
−2Q(m+x)e−2B(m+x,h)
and consider its Fourier coefficients. The analysis is similar to that of [2] and [11] with
occasional changes and we omit the details. One key difference, however, is that we
must replace h with z1h1 + · · · + znhn during the proof. The reader may also consult
[6] for a detailed proof of this theorem. 
Define the functions
Θevenh (Q, v, τ, z,X) :=
∑
t≥0
2tθh(Q, v, 2t, τ, z)
(2t)!
(2πiX)2t,
and
Θoddh (Q, v, τ, z,X) :=
∑
t≥0
2(t+1/2)θh(Q, v, 2t + 1, τ, z)
(2t+ 1)!
(2πiX)2t+1.
Note that Θh(Q, v, τ, z,X) = Θ
even
h (Q, v, τ, z,X)+Θ
odd
h (Q, v, τ, z,X) and θh(Q, v, k, τ, z) =
θ(Q, 0, v, k, τ, z). Using Theorem 4.1, we find for functions of the form (10) that
Θh
(
Q, v, γτ, γz,
X
cτ + d
)
=
∑
t≥0
2t/2θh(Q, v, t, γτ, γz)
t!
(
2πiX
cτ + d
)t
= ǫ(d)e
piicG[z]
cτ+d (cτ + d)r
∑
t≥0
⌊t/2⌋∑
j=0
2t/2
t!
(
2Q(v)c
2πi(cτ + d)
)j
· δ(j, t)(cτ + d)tθh(Q, v, t − 2j, τ, z)
(
2πiX
cτ + d
)t
= ǫ(d)e
piicG[z]
cτ+d (cτ + d)r
∑
t≥0
⌊t/2⌋∑
j=0
2
1
2
(t−2j)
(t− 2j)!
· θh(Q, v, t− 2j, τ, z) (2πiX)
t−2j
(
2Q(v)c
2πi(cτ + d)
)j 1
j!
(2πiX)2j
= ǫ(d)e
piicG[z]
cτ+d (cτ + d)r
∑
t≥0
⌊t/2⌋∑
j=0
2
1
2
(t−2j)
(t− 2j)!
θh(Q, v, t− 2j, τ, z)
· (2πiX)t−2j
1
j!
(
2πi[2Q(v)]cX2
cτ + d
)j
,
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where we used 2
t/2
t! δ(j, t) =
2(t−2j)/2
(t−2j)!
1
j! . Continuing the calculation we find
Θh
(
Q, v, γτ, γz,
X
cτ + d
)
= ǫ(d)e
piicG[z]
cτ+d (cτ + d)r
[∑
t≥0
⌊t/2⌋∑
j=0
2
1
2
(2t−2j)
(2t− 2j)!
· θh(Q, v, 2t − 2j, τ, z)(2πiX)
2t−2j 1
j!
(
2πi[2Q(v)]cX2
cτ + d
)j
+
∑
t≥0
⌊t/2⌋∑
j=0
2
1
2
(2t−2j+1)
(2t− 2j + 1)!
θh(Q, v, 2t− 2j + 1, τ, z)
· (2πiX)2t−2j+1
1
j!
(
2πi[2Q(v)]cX2
cτ + d
)j ]
= ǫ(d)e
piicG[z]
cτ+d (cτ + d)r exp
(
2πi[2Q(v)]cX2
cτ + d
)
·
[
Θevenh (Q, v, τ, z,X) + Θ
odd
h (Q, v, τ, z,X)
]
= ǫ(d)e
piicG[z]
cτ+d (cτ + d)r exp
(
2πi[2Q(v)]cX2
cτ + d
)
Θh (Q, v, τ, z,X) .
We have now proved Theorem 1.3 for matrices γ1 =
(
a b
c d
)
∈ Γ0(N) with d > 0. Let
γ2 = −γ1. Note γ2τ = γ1τ and γ2z = −γ1z, so that we have
θh(Q, v, k, γ2τ, γ2z) = θh(Q, v, k, γ1τ,−γ1z) = (−1)
kθh(Q, v, k, γ1τ, γ1z).
It follows that
Θh
(
Q, v, γ2τ, γ2z,
X
−cτ − d
)
= Θh
(
Q, v, γ1τ, γ1z,
X
cτ + d
)
.
Using (11) which we have already established for d > 0, we find
Θh
(
Q, v, γ2τ, γ2z,
X
−cτ − d
)
= ǫ(−d)e
piicG[z]
cτ+d (−cτ − d)r exp
(
2πi[2Q(v)]cX2
cτ + d
)
Θh (Q, v, τ, z,X) . (27)
However, (27) is also obtained if we replace c and d on the right hand side of (11) with
−c and −d, respectively. It follows that (11) also holds for γ2, and so for all γ ∈ Γ0(N).
The proof of Theorem 1.3 is now complete. 
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