We consider a wide class of error bounds developed in the context of statistical learning theory which are expressed in terms of functionals of the regression function, for instance its norm in a reproducing kernel Hilbert space or other functional space. These bounds are unstable in the sense that a small perturbation of the regression function can induce an arbitrary large increase of the relevant functional and make the error bound useless. Using a known result involving Fano inequality, we show how stability can be recovered.
Introduction
In the context of Statistical Learning Theory a large number of results available in the literature express probabilistic bounds on the regression error of an estimator, in terms of suitable functionals of the regression function. In the typical setting the training data z = (x i , y i ) m i=1 is drawn i.i.d. from an unknown probability measure ρ on the sample space Z = X × R, whose Email addresses: liming04@gmail.com (Ming Li), caponnet@cityu.edu.hk (Andrea Caponnetto) marginal on the input space X is denoted ρ X . The distance between the estimator f z and the regression function f ρ is bound by an inequality of the following type
Here the relevant norm to measure the error is the mean squared difference
dρ X , and the function (·) depends on the number of training samples m, on the confidence level δ and on a functional of the regression function V (ρ) = V (f ρ ). Instances of results of the type above can be easily found in the Statistical Learning Theory literature, where the role of the functional V (ρ) is often played by smoothness measures like Sobolev norms, or more generally by norms in reproducing kernel Hilbert spaces (e.g. [4] , [7] , [2] , [1] , [3] ). An unpleasant aspect of the above mentioned results is that, assuming V (ρ) small, it is possible to perturb the measure ρ to a new measure ρ with f ρ − f ρ ρ X arbitrarily small and still V (ρ ) arbitrarily large. This phenomenon implies that the error bounds described above suffer of a form of instability with respect of small perturbations of the regression function f ρ . The main result of the paper (Section 2) stated by Theorem 1 and Corollary 1, and based on a general result published in [5] , shows that it is possible to replace in the error bound, the functional V (ρ) with the new functional
where K KL (ρ, ρ ) is Kullback-Leibler divergence between the two probability measures ρ and ρ . The purpose of the second part of this note (Section 3) is to show that, under suitable assumptions, it is possible to get rid of the Kullback-Leibler divergence in the definition of V R,K (ρ), obtaining in this way a error bound which is stable under perturbations of f ρ in the norm · ρ X . In Subsection 3.1, Theorem 2 shows that this is possible assuming that the output samples are binary-valued, that is when ρ has support over X × {−1, 1}. The last result (Theorem 3 in Subsection 3.2) proves that also in the case of realvalued outputs, the Kullback-Leibler divergence can be removed from the error bound if the learning map f z depends linearly on the outputs samples: f (x,αy+βy ) = αf (x,y) + βf (x,y ) . Although this is a strong condition on the learning map, it is fulfilled by the linear regularization filters, a large class of algorithms widely used in the context of Inverse Problems and Learning Theory [6] , [3] , [1] .
Main result
In this section we always consider probability measures over the sample space Z = X × R. We consider a learning map which sends training sets z ∈ Z m to estimators f z . In the following m and N are positive integers, K, R and are positive real numbers. ρ 1 and ρ 2 are two probability measures on the sample space Z. In what follows, we assume that ρ 1 and ρ 2 are absolutely continuous with respect to each other. Furthermore, their marginals ρ 1X and ρ 2X are also absolutely continuous with respect to each other. By Radon-Nikodym theorem, there exists a measurable function g such that dρ 1X = gdρ 2X . Furthermore, we will denote by f i the regression function associated to ρ i , i = 1, 2.
To describe how two measures ρ 1 and ρ 2 are close to each other, we use the Kullback-Leibler divergence which is defined by
From [5] ,(equation (3.7), page 28) , we know that
In the next section we will show a relation between f 1 − f 2 ρ 2X and the
The proof of Lemma 3 will use Lemma 3.3 in [5] , which we restate below in the case n = 1.
In the following Lemma and Theorem we will set
, and denote by r the largest integer which is less than or equal to r. Moreover we will use the notation z
will mean that the z k 's are drawn independently from ρ. 
Proof: First of all, we state that
It is obvious that if ρ 1X = ρ 2X , K = 1. By using the above Lemmas, the following result can be obtained.
1 2
and the lemma is proved, or
where we used the fact min t∈ [0, 1] 
and we get that either p > 1 2 or p ≥ e
. We are now ready to state and prove the main result of this section. δ. Then if
it holds
Proof: First, we link the probabilities
, by induction, we obtain
By the independence of the z j 's, we get
Letting N := 1 4δ
, we obtain
Hence, noting that mN R
, by Lemma 3, we get
From (9) and (10), it follows (1 − π 2 ) N ≥ N δ, and hence, by (10),
Finally, recalling that t ≤ − ln(1 − t) for t ∈ [0, 1], and using (9), we get
For any ρ 1 , by applying Theorem 1 for every ρ 2 satisfying the conditions
, and f 1 − f 2 ρ 2X ≤ R, we can obtain the following Corollary. 
then for every ρ and every K ≥ 1, R > 0,
where
Get rid of KL-information
In the following part of this section, we want to get rid of the KLdivergence in the definition of V R,K (ρ) given in Corollary 1.
3.1.
First of all, we will show a result in the special class of probability distributions ρ over X × {−1, 1}, by using Lemma 3.2 in [5] , which we restate below.
Lemma 4. For any probability measure ρ i over X × {−1, 1}, it holds
Proof: For any probability measure ρ i over X×{−1, 1} satisfying sup
, we can write ρ i as follow form
Then, we have dρ 1 (x, y) = g(x, y)dρ 2 (x, y), where
Thus,
(20) Using the inequality ln(1 + u) ≤ u, we obtain
Putting this in (19), we deduce (16).
Applying this lemma to Corollary 1, we can get rid of the KL-divergence in the definition of V R (ρ) and obtain the following theorem. 
then for every ρ over X × {−1, 1} and every K ≥ 1, R > 0,
For simplicity, we only discuss the case K = 1 in this subsection. We always assume that all the consider probability measures on Z (ρ 1 , ρ 2 , etc) have a common marginal over X which we denote ρ X (i.e. ρ 1X = ρ 2X = ρ X ). Moreover, define a probability measure ] with the marginal distribution law ρ 0 (·|x) and σ(P ) is a random variable σ(P ) = 1 with probability P and σ(P ) = −1 with probability 1 − P . We also assume that the random values σ(P ) are independent with all the other random variables.
We now want to extend the result to the class P defined, in terms of the class P of Borel probability measures over X × [− ], by
where y is a random variable with distribution ρ(·|x).
The following Lemma can be proved by a reasoning similar to that in the proof of Lemma 3.2 in [5] .
Then it holds
Proof: In fact on one hand it is obvious that V R (ρ) ≥V R (ρ), on the other hand for every ρ fulfilling the conditions in the definition of V R (ρ) there is a ρ with the equal regression function (and therefore equal V (·)) and with
. This fact can be verified as follows. For any ρ, ρ ∈ P satisfying f ρ − f ρ ρ X ≤ R, we have random variables
where y(x), y (x) are random variables with distribution ρ(·|x), ρ (·|x) respectively. Let
Since ρ ∈ P and ρ 0 ∈ P, it follows that
]. Therefore
, 5 8 ] which means that we can construct the a distribution law ρ ∈ P from y .
It's obvious that
Then, we prove that dρ is absolutely continuous with respect to dρ . Because of the independence of the two random variables y 0 (x) and σ(h(x)), we have
] and δ is Dirac function. Hence, we know
Due to dρ(x, y) = dρ(y|x)dρ X (x) and the fact that ρ and ρ have the same marginal ρ X , we obtain
Therefore,
, and
Plugging this in (38), we deduce
which means that ρ fulfills the conditions in the definition of V R (ρ), and we haveV (ρ ) =V (ρ ), which proves that
By this Lemma we immediately prove the following result which is analogous to Corollary 1.
δ and (m, δ, V (ρ)) is an increasing function of V (ρ). If for every probability measure ρ ∈ P , it holds
then for every ρ ∈ P ,
So far we have extended the result of Corollary 1 to the class of distributions P . Our target is the class P. At this aim we focus on a learning map f z depending linearly on the output samples, as for example the linear regularization filters [6] , [3] . Let z = (x, y) be a datum in the sample space
We define the space L of Learning maps such that
, when it holds f (x,αy+βy ) = αf (x,y) +βf (x,y ) . ], it holds
then it also holds that ∀ρ ∈ P, ) and y, and y σ independently distributed. Define z µ := (x, y + y σ ) ∼ µ and let µ m be the distribution law of z µ . From defination of P , we known that µ ∈ P . Hence, applying Corollary 2, we can obtain 
Using f µ = f ρ , we know thatV R (µ) =V R (ρ), Then, we have 
we have C ⊂ A ∪ B. Therefore,
Then, we obtain our result
