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Ker so viri, čas in denar v resničnem svetu vedno omejeni, moramo najti rešitve za optimalno porabo 
teh pomembnih virov. Za reševanje večine optimizacijskih problemov resničnega sveta potrebujemo 
mnogokrat zapleteno optimizacijsko orodje. Na naravi osnovani meta-hevristični algoritmi so eni 
izmed najpogosteje uporabljenih algoritmov za optimizacijo. Algoritem kresničk je eden od teh 
algoritmov. 
V tem delu so analizirani optimizacijski algoritmi od tradicionalnih metod do modernih meta-
hevrističnih algoritmov, s poudarkom na algoritmih osnovanih na naravi. To delo poskuša predstaviti 
zgodovino in aplikacijo teh algoritmov. 
Prvo poglavje predstavi algoritme  in analizira bistvo algoritma. Potem se razpravlja osnovno 
oblikovanje optimizacijskega problema in moderne pristope s pogleda inteligence rojev. Pregledana je 
kratka zgodovina na naravi osnovanih algoritmov. Drugo poglavje analizira ključne komponente na 
naravi osnovanih algoritmov s pogleda njihovih evolucijskih operatorjev in funkcionalnosti. Glavni 
cilj je podati pregled teh algoritmov. V tretjem poglavju se predstavi standardni algoritem kresničk in 
potem so na kratko predstavljene različice. Analizirane so tudi karakteristike algoritma kresničk. 
Četrto poglavje predstavi implementacijo algoritma kresničk pri reševanju problema optimalne 
razporeditve obratovanja elektrarn z minimiziranjem stroškov goriva in upošteva omejitve 
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Because resources, time and money are always limited in real world applications, we have to find 
solutions to optimally use these valuable resources. To solve most real world 
optimization problems we need sophisticated optimization tools. Nature inspired meta-heuristic 
algorithms are among the most widely used algorithms for optimization. Firefly algorithm is one of 
these algorithms. 
In this work optimization algorithms are analyzed from traditional methods to modern meta-heuristic 
algorithms, with an emphasis on nature inspired algorithms. This work is attempts to present the 
history and applications of these algorithms.  
The first chapter introduces algorithms and analyzes the essence of the algorithm. Then the general 
formulation of an optimization problem is discussed and modern approaches in terms of swarm 
intelligence. A brief history of nature inspired algorithms is reviewed. The second chapter analyzes the 
key components nature inspired algorithms in terms of their evolutionary operators and functionalities. 
The main aim is to provide an overview of these algorithms. In the third chapter the standard firefly 
algorithm is introduced and then the variants are briefly reviewed. The characteristics of firefly 
algorithm are also analyzed. The forth chapter presents the implementation of firefly algorithm in 
solving the economic dispatch problem by minimizing the fuel cost and considering the generator 
limits and transmission losses. This is followed by a short review of applications nature inspired 
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Na naravi osnovani optimizacijski algoritmi (angl. Nature Inspired Algorithms) postajajo v zadnjih 
letih vedno bolj popularni. Večina teh meta-hevrističnih algoritmov, kot so optimizacija z jato delcev 
(angl. Particle Swarm Optimization - PSO) in algoritem kresničk (Firefly Algorithm - FA), je 
osnovana na inteligenci rojev (angl. Swarm Intelligence - SI). Algoritmi osnovani na inteligenci rojev, 
kot sta iskanje kukavice (angl. Cuckoo Search - CS) in algoritem kresničk, so se izkazali kot zelo 
učinkoviti. 
Narava se je razvijala skozi milijarde let in s tem postala bogat vir inspiracije. Raziskovalci so s 
črpanjem te inspiracije razvili veliko število algoritmov z različno uspešnostjo. To delo stremi k temu, 
da na kratko predstavi nekaj teh algoritmov. Primerni so za spopadanje z zapletenimi optimizacijskimi 
problemi, vendar je število algoritmov veliko in niso vsi enako primerni za vse probleme. 
V tem delu je želja na osnovi literature predstaviti pojem algoritma, teorem nič ni zastonj (angl. No 
Free Lunch - NFL) in kratko zgodovino meta-hevristike. Predstavljeni so tudi nekateri na naravi 
osnovani optimizacijski algoritmi in analizirani s pogleda evolucijskih operatorjev. Izpostavljen in 
podrobneje opisan je algoritem kresničk in primer njegove uporabe pri problemu optimalne 
razporeditve obratovanja (angl. Economic Dispatch) elektrarn v elektroenergetskem sistemu. V veliko 









2  UVOD V ALGORITME 
Optimizacija je pomemben cilj na večih področjih, kot so elektrotehnika, računalništvo, poslovna 
aktivnost in industrijsko oblikovanje. Cilj optimizacije je lahko kar koli, od minimizacije stroškov in 
porabe energije, do maksimizacije dobička, izkoristka in učinkovitosti. 
Za vsako računalniško simulacijo in računsko metodo delujejo algoritmi. To poglavje je primarno 
povzeto po [1, str. 1-20]. 
2.1 Kaj je algoritem?  
Algoritem je koračni postopek izvajanja izračunov ali dajanja navodil. Veliko algoritmov je 
iterativnih. Sami koraki in procesi so odvisni od uporabljenega algoritma in konteksta interesa. 
Preprost algoritem za iskanje kvadratnega korena   katerega koli pozitivnega števila  , kjer je    , 
lahko napišemo kot: 
 
     
 
 
    
 
  
  (2.1) 
pri uganjeni rešitvi     , recimo     . Tu je   števni indikator ali indeks, imenovan tudi števec 
generacij. 







      
 
 
   
 
 
  (2.2) 
Na primer, za     in      dobimo: 
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(2.6) 
 
                (2.7) 
Vidimo, da je    že po samo petih iteracijah (ali generacijah) zelo blizu prave vrednosti    
                 , kar nam pove, da je ta iterativna metoda zelo učinkovita. 
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Razlog, da ta iterativni proces deluje, je, da serija              konvergira k pravi vrednosti   , zaradi 
sledečega izraza: 
 





   
 
  
                  (2.8) 
ko gre    . Dobra izbira začetnega    bo pospešila konvergenco. Neprimerna izbira    lahko 
povzroči, da iteracija divergira. Na primer, za začetni    ne smemo uporabiti     .      tudi ne 
smemo uporabiti, ker     , v tem primeru se iteracije približujejo nekemu drugemu korenu   . 
Izbira začetnega    mora biti premišljena. V začetnem koraku, ko je   
   , je    spodnja meja in 
     zgornja meja, ko je   
    je    zgornja meja in      spodnja meja. Za nadaljnje iteracije bodo 
nove meje    in      in novi približek      bo vedno povprečje obeh meja. To zagotovi, da serija 
konvergira k pravi vrednosti   . Ta metoda je podobna splošno znani metodi bisekcije. 
Treba je poudariti, da je končni rezultat lahko odvisen od začetne izbrane rešitve, čeprav je v našem 
primeru postopek uspešno konvergiral. To je zelo pogosta značilnost in slabost algoritmov. 
Vprašamo se lahko, zakaj smo      pretvorili v enačbo     in zakaj nismo preprosto napisali 
iterativne kot sledi: 
 




Pri začetnem      in     imamo: 
 
   
 
  
      
 
  
                    (2.10) 
Kot je razvidno iz (2.10) nas tak način vodi do izmeničnega ponavljanja dveh točk, in sicer   in  . To 
ni napaka izbranega začetnega   , ampak bi se podobno zgodilo za kateri koli      (dve točki bi bili 
enaki    in  ). To nam pove kako pomembno je, da uporabimo dobro iteracijsko formulo. 
Iz matematične perspektive algoritem   generira novo in boljšo rešitev      za dan problem s sedanje 
rešitve    pri času ali iteraciji  . 
 
           (2.11) 
kjer je   matematična funkcija   .   je lahko serija matematičnih enačb. 
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2.2 Newtonova metoda 
Newtonova metoda je pogosto uporabljena klasična metoda za iskanje ničel nelinearnih funkcij z eno 
spremenljivko      na intervalu      . Leta 1669 jo je iznašel Newton, kasneje, leta 1690, je Raphson 
idejo prenesel na polinome. Za to metodo se uporablja tudi ime Newton-Raphsonova metoda. 
Pri kateremkoli    lahko razvijemo funkcijo v Taylorjevo vrsto za            okoli   , 
 
                                (2.12) 
čemur sledi 
 
           
             




        
             
      
 (2.14) 
Ker iščemo približek za        z        , lahko uporabimo           v predhodnem izrazu in s 
tem dobimo standardno Newtonovo iterativno formulo: 
 
        
     
      
 (2.15) 
Iterativni proces se začne z začetno naključno vrednostjo in se nadaljuje dokler niso zadoščeni 
določeni kriteriji.  
Pri dobri začetni vrednosti bo korakov iteracije manj. Vendar, če ni očitne dobre začetne točke, se za 
začetno vrednost lahko uporabi katerokoli točko na intervalu      . Ampak, če se začetna vrednost 
preveč razlikuje od prave ničle, lahko postopek iteracije divergira. Zato je smiselno število iteracij 
omejiti. 
Newtonova metoda je zelo učinkovita in zato pogosto uporabljena. Pri nelinearnih enačbah se pogosto 
zgodi, da je ničel veliko. Izbira začetne vrednosti lahko vpliva na to, h kateri ničli iterativni proces 
konvergira. Pri nekaterih začetnih vrednostih pa postopek iteracija sploh ne uspe. To se vidi na 
sledečem primeru. 
Vemo, da ima naslednja nelinearna enačba: 
 
              (2.16) 
dve ničli   
    in   
                  . Poskusimo jo rešiti z uporabo Newtonove metode. 




                 (2.17) 
Če začnemo pri     , imamo        
            in 
 
     
     
            
           
(2.18) 
              (2.19) 
              (2.20) 
    
              (2.21) 
    
               (2.22) 
Rešitev     je zelo blizu pravi vrednosti  . Vendar, če začnemo pri začetni vrednosti       , bi 
potrebovali 25 iteracij, da bi dobili              . Konvergenca je torej zelo počasna. 
Po drugi stani, če začnemo pri      in uporabimo iterativno formulo: 
 
        
  
      
  




     
     
            
   (2.24) 
Kar je točna rešitev druge ničle   
   . 
Če začnemo pri začetni vrednosti      ali     , ta formula ne deluje, ker pride do nepravilnosti v 
logaritmih. Formula ne deluje tudi za katerikoli    med 0,01 in 0,99 in za začetno vrednost     . To 
poudari pomembnost izbire pravilne začetne vrednosti. 
Newton-Raphsonovo metodo se lahko razširi, da poišče maksimum ali minimum     , kar je 
ekvivalentno iskanju kritičnih točk in ničel          v   dimenzijskem prostoru. 
 
          
       
        
        (2.25) 
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Tu je                
  vektor z   spremenljivkami in operator   pomeni transponiranje vrstičnega 
vektorja v stolpčni vektor. Ta zapis olajša razširitev iz funkcij z eno spremenljivko v funkcije z več 
spremenljivkami, saj je oblika enačbe identična in edina razlika je, da se skalar   spremeni v vektor   . 
Hitrost konvergence se lahko precej upočasni blizu optimalne točke, kjer         .  
Način, kako se lahko v tem primeru izboljša konvergenco, je, da se modificira prejšnjo formulo z 
dodanim faktorjem  . 
 
           
       
        
  (2.26) 




         
 (2.27) 
Prejšnjo iterativno enačbo lahko zapišemo kot: 
 
               (2.28) 
Vredno je poudariti, da optimalna konvergenca Newton-Raphsonove metode pelje k optimalnemu 
parametru  , ki je odvisen od iterativne formule in optimalnih nastavitev parametra     od      , ki jo 
želimo optimizirati. 
2.3 Optimizacija 
Matematično gledano, je mogoče zapisati večino optimizacijskih problemov v splošni obliki: 
 
minimiziraj 
      
                   (2.29) 
 
omeji z                      (2.30) 
 
                      (2.31) 
kjer so       ,        in        funkcije sledečega oblikovnega vektorja. 
 
               
  (2.32) 
Tu se komponente    od    imenujejo oblikovne ali odločitvene spremenljivke. Lahko so realno 
zvezne, diskretne ali mešanica obeh vrst. 
Funkcije        kjer je           se imenujejo kriterijske funkcije, v primeru, ko je     , je en 
sam kriterij. Prostor, ki je razpet med odločitvenimi spremenljivkami, se imenuje oblikovni prostor ali 
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iskalni prostor   , medtem ko se prostor, ki ga oblikujejo vrednosti kriterijske funkcije, imenuje 
rešitveni prostor ali odzivni prostor. Enakosti pri    in neenakosti pri    se imenujejo omejitve. 
Vredno je poudariti, da se neenakosti lahko piše obratno in da lahko formuliramo kriterije kot 
maksimizacijski problem. 
V redkem vendar ekstremnem primeru, ko ni nobenih kriterijev, so samo omejitve. Taki problemi se 
imenujejo mogočnostni problemi, ker je katerakoli mogoča rešitev optimalna rešitev. 
Če poskusimo klasificirati optimizacijske probleme glede na število kriterijev, potem imamo dve 
kategoriji: eno-kriterijske      in več-kriterijske    . Pri problemih realnega sveta je večina 
optimizacijskih nalog več-kriterijskih.  
Podobno lahko klasificiramo optimizacijo glede na število omejitev     . Če sploh ni omejitev, 
     , potem se temu reče neomejen optimizacjiski problem. Če je     in    , se imenuje 
enakostno omejen problem, medtem ko se     in     imenuje neenakostno omejen problem. 
Lahko uporabimo tudi obliko funkcije za klasificiranje. Kriterijske funkcije so lahko ali linearne ali 
nelinearne. Če so vse omejitve    in    linearne, postane linearno omejen problem. Če so omejitve in 
kriterijske funkcije vse linearne, potem to postane linearen programerski problem. Tu “programerski” 
ne pomeni računalniško programiranje, ampak pomeni planiranje in/ali optimiziranje. Vendar, če so, 
splošno povedano, vsi   ,    in    nelinearni, imamo opravka z nelinearnim optimizacijskim 
problemom. 
2.3.1 Gradientni algoritmi 
Newtonova metoda je primerna za reševanje funkcij z eno spremenljivko. Razširimo jo na funkcije z 
več spremenljivkami. 
Da lahko zvezno odvedljivo funkcijo       optimiziramo, imamo Taylorjevo razširitev okoli znane 
točke        in           : 
 
                      
 
    
 
 
                  (2.33) 
Izraz je zapisan v kvadratni obliki.       je minimiziran blizu kritične točke, ko je     rešitev sledeče 
linearne enačbe: 
 
         
             (2.34) 
To vodi k: 
 
        
          (2.35) 








   
   
  
   
      
   
   
      
 
   





Ta matrika je simetrična, ker 
 
   
      
 
   
      
 (2.37) 
Če se iterativni proces začne pri začetnem vektorju      , običajno je to naključna točka v mogoči regiji 
odločitvenih spremenljivk , se lahko Newtonovo formulo za  -to iteracijo napiše s sledečim izrazom: 
 
                                 (2.38) 
kjer je            inverzna Hessejeva matrika. Vredno je poudariti, da če je       kvadratna, se rešitev 
lahko poišče v enem samem koraku. Vendar je ta metoda neučinkovita za nekvadratne funkcije. 
Da pospešimo konvergenco, lahko uporabimo manjšo velikost koraka        . S tem imamo 
modificirano Newtonovo metodo: 
 
                                  (2.39) 
Včasih je lahko preveč časovno potratno računati Hessejevo matriko za druge odvode. Dobra 
alternativa je uporaba enotske matrike, s tem je     in tudi      . S tem dobimo kvazi-
Newtonovo metodo: 
 
                         (2.40) 
ki je v bistvu metoda najstrmejšega sestopa (angl. Steepest Descent Method). 
Bistvo metode najstrmejšega sestopa  je najti najnižjo možno kriterijkso funkcijo       iz trenutne 
točke      . Iz Taylorjeve razširitve       okoli       dobimo: 
 
                                          
 
    (2.41) 
kjer je                  stopenjski vektor. Ker poskušamo najti boljši približek kriterijske funkcije, 
je potrebno, da je drugi izraz na desni strani negativen: 
 
                               (2.42) 
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Iz vektorske analize je poznano, da je notranji produkt       obeh vektorjev,    in   , največji, ko sta 
vzporedna, vendar usmerjena v nasprotni smeri, to pa zato, da je njun skalarni produkt negativen. 
Torej imamo: 
 
               (2.43) 
kjer je     velikost koraka. To se zgodi, ko je smer    enaka smeri najstrmejšega sestopa v smeri 
negativnega gradienta. V primeru iskanja maksimuma, se tej metodi pogosto reče metoda 
najstrmejšega vzpona (angl. Hill Climbing Method). 
Izbira velikosti koraka   je zelo pomembna. Zelo majhna velikost koraka pomeni počasno premikanje 
proti lokalnemu minimumu, medtem ko velika velikost koraka lahko preskoči lokalni minimum in se 
posledično lahko pomakne stran od njega. To pomeni, da mora biti velikost koraka        drugačna 
pri vsaki iteraciji in bi morala biti izbrana tako, da minimizira kriterijsko funkcijo            
              . To pomeni, da se metodo najstrmejšega sestopa lahko zapiše kot: 
 
                                   
 
          (2.44) 
Pri vsaki iteraciji je treba gradient in velikost koraka izračunati. Ponovno, dobra začetna vrednost 
začetne točke in velikost koraka je pomembna. Poglejmo na konkretnem primeru. 
Minimizirajmo funkcijo: 
 
             
                
  (2.45) 
kjer je                          . Uporabimo metodo najstrmejšega sestopa, za začetno 
vrednost si izberemo robno točko,               . Gradient je: 
 
                         
  (2.46) 
Kar pomeni, da je                     . V prvi iteraciji imamo: 
 
                
   
   
   (2.47) 
Velikost koraka    mora biti izbran tako, da je     
     na minimumu, kar pomeni, da bi morali 
 
                  
                                    
  (2.48) 
minimizirati. To postane optimizacijski problem za eno neodvisno spremenljivko   . Za iskanje    
lahko uporabimo katerokoli tehniko za optimizacijske probleme z eno spremenljivko, kot je 





   
                     (2.49) 
 
           (2.50) 
V drugem koraku imamo: 
 
                          (2.51) 
 
                
      
     
   (2.52) 
Minimizacija       da         , nova lokacija je s tem: 
 
                      (2.53) 
Pri tretji iteraciji imamo: 
 
                         (2.54) 
 
                
     
     
   (2.55) 
Minimizacija       da          in s tem: 
 
                           (2.56) 
Po tem se iteracije nadaljujejo dokler niso izpolnjene določene tolerance. 
Osnovno računanje nam pove, da so prvi parcialni odvodi enaki nič: 
 
  
   
            (2.57) 
 
  
   
               (2.58) 
Vemo, da je minimum točno pri: 
 








             (2.59) 
Vidimo, da nam metoda najstrmejšega sestopa da skoraj točno rešitev že po samo treh iteracijah. 
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Pri iskanju velikosti koraka    pri prejšnjem postopku metode najstrmejšega sestopa smo uporabili 
            . Lahko se vprašamo, če smo lahko uporabili ta stacionarni pogoj za      , zakaj ne 
bi uporabili te iste metode, da bi dobili minimalno točko      . Obstajata dva razloga. Prvi je, da je to 
le preprost primer, ki demonstrira, kako funkcionira metoda najstrmejšega sestopa. Drugi razlog je, da 
je tudi za zapletene funkcije z več spremenljivkami,            (recimo,      ),      , pri 
kateremkoli koraku   še vedno funkcija z eno spremenljivko. Optimizacija take       je precej bolj 
preprosta v primerjavi z originalno funkcijo z več spremenljivkami. Poleg tega lahko optimalno 
velikost koraka dobimo z uporabo preprostega in učinkovitega optimizacijskega algoritma. 
Vredno je poudariti, da je v našem primeru konvergenca iz druge iteracije v tretjo iteracijo počasna. 
Pri  metodi najstrmejšega sestopa je običajno počasna, ko je lokalni minimum blizu. To je zato, ker je 
blizu lokalnega  minimuma gradient skoraj nič in zato je hitrost padanja tudi počasna. Če je potrebna 
visoka natančnost blizu lokalnega minimuma, je bolje uporabiti drugo lokalno iskalno metodo. 
2.3.2 Najstrmejši vzpon z večkratnim naključnim ponovnim začetkom 
Problemi iz prejšnjih odsekov so relativno preprosti. Včasih je celo na videz preproste probleme težko 
rešiti. 
Na primer funkcija: 
 
                         (2.60) 
ima dva globalna maksimuma pri              in              z 
                    . 
Če uporabimo metode osnovane na gradientih, kot je najstrmejši vzpon, je končni rezultat lahko 
odvisen od začetnega ugiba            . Ta maksimizacijski problem je ekvivalenten vzpenjanju na 
dva enaka vrhova, kjer lahko dosežeš le en vrh naenkrat. Drugače povedano: vrh ki ga dosežeš, bo 
večinoma odvisen od tega, kje začneš. V končnih rezultatih je nekaj sreče ali naključnosti. Da 
dosežemo enako verjetnost doseganja obeh vrhov, morajo biti začetne točke naključno porazdeljene 
po iskalnem območju.  
Pogosta strategija pri zagotavljanju, da so vsi vrhovi dosegljivi, je izvajanje najstrmejšega vzpono z 
večkratnim naključnim ponovnim začetkom. To pelje k tako imenovani metodi najstrmejšega vzpona 
z večkratnim naključnim ponovnim začetkom (angl. Hill Climbing With Random Restart). Ta 
strategija je preprosta, a zelo učinkovita. 
Funkcija z več vrhovi in dolinami je multimodalna funkcija. Z metodo najstrmejšega vzpona z 
večkratnim naključnim ponovnim začetkom se zdi, da je problem rešen. Predpostavimo, da ima 
funkcija   vrhov in da uporabimo metodo nahitrejšega vzpona z večkratnim naključnim ponovnim 
začetkom  -krat. Če je     in so vzorci vzeti iz različnih iskalnih regij, je verjetno, da doseže vse 
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vrhove te multimodalne funkcije. Vendar stvari v resnici niso tako preproste. Prvič: ne vemo, koliko 
vrhov in dolin ima funkcija in pogosto ni zagotovljeno, da so vsi vrhovi vzorčeni. Drugič: večina 
problemov iz realnega sveta sploh nima analitičnih ali eksplicitnih funkcijskih oblik. Tretjič: mnogo 
problemov lahko zavzame zvezne in diskretne vrednosti, njihovi odvodi pa morda ne obstajajo. 
Na primer: celo za zvezne spremenljivke ima funkcija: 
 
                             (2.61) 
globalni minimum        pri      . Vendar odvod pri       ne obstaja (zaradi absolutnih funkcij). 
V tem primeru nobena metoda osnovana na gradientih ne bo delovala. 
Lahko se vprašamo, kaj bi se zgodilo, če bi zgladili lokalno regijo okoli      . Približanje kvadratni 
funkciji lahko reši problem. Tako imenovane »Trust-region« metode so osnovane na lokalni gladkosti 
in aproksimaciji v primerni regiji (trust regiji). Te metode dobro delujejo v praksi. 
V resnici so optimizacijski problemi veliko bolj zapleteni, pod raznolikimi kompleksnimi omejitvami, 
računanje odvodov je lahko ali skoraj nemogoče ali računsko preveč potratno. Zato so metode brez 
gradientov bolj zaželene. Moderni algoritmi, osnovani na naravi, so skoraj vsi optimizacijske metode 
brez gradientov. 
2.4 Iskanje optimalnosti 
Potem, ko je optimizacijski problem pravilno formuliran, je glavna naloga poiskati optimalno rešitev z 
uporabo primernih matematičnih tehnik. 
Iskanje optimalne rešitve je podobno iskanju zaklada. Predstavljajte si, da iščemo skrit zaklad v 
hriboviti pokrajini z omejenim časom. V enem ekstremu predpostavimo, da imamo prevezane oči. V 
tem primeru je iskalni proces v bistvu popolnoma naključno iskanje, ki po navadi ni učinkovito. V 
drugem ekstremu pa je zaklad na najvišjem vrhu znane regije, zato se bomo poskušali povzpeli na 
najvišji vrh. Ta scenarij predstavlja klasično metodo najstrmejšega vzpona. V večini primerov je 
iskanje omejeno med opisanima dvema ekstremoma. Nimamo prevezanih oči in ne vemo kje iskati. Ni 
smotrno preiskati vsakega kvadratnega centimetra zelo velike hribovite regije. 
Najbolj verjeten scenarij je, da bomo naključno hodili in sproti iskali namige. Nekam pogledamo 
skoraj naključno, potem se premaknemo na naslednjo mogočo rešitev, potem na naslednjo in tako 
naprej. Takšen naključni hod je glavna karakteristika modernih iskalnih algoritmov. Očitno lahko 
iščemo zaklad sami, tako je celotna pot smerno-osnovano iskanje. Simulirano ohlajanje (angl. 
Simulated Annealing - SA) je takšno iskanje. Ali pa iščemo zaklad s skupino ljudi in si delimo 
informacije (in najdeni zaklad). Ta scenarij uporablja tako imenovano inteligenco rojev, ki se 
uporablja pri algoritmih kot je optimizacija z jato delcev in algoritem kresničk. Če je zaklad zelo 
pomemben in če je območje zelo veliko, bo iskalni proces trajal zelo dolgo. Če ni časovne omejitve in 
če so vse regije dosegljive, je teoretično možno najti največji zaklad (rešitev globalnega optimuma). 
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Očitno lahko našo strategijo iskanja še malo izboljšamo. Nekateri iskalci so boljši od drugih. Lahko 
obdržimo boljše iskalce in novačimo nove. To je nekaj podobnega genetskim algoritmom (angl. 
Genetic Algorithms) ali evolucijskim algoritmom (ang. Evolutionary Algorithms), kjer se agenti 
iskanja izboljšujejo. V skoraj vseh modernih meta-hevrističnih algoritmih poskušamo uporabljati 
najboljše rešitve ali agente in naključno nadomestiti ne tako dobre. Medtem ocenjujemo kompetence 
(primernost) vsakega posameznika v povezavi z zgodovino sistema (uporaba spomina).  
Klasifikacijo optimizacijskega algoritma se lahko izvede na več načinov. Preprost način je pogledati 
značaj algoritma, ki deli algoritme v dve kategoriji: deterministični algoritmi in stohastični algoritmi. 
Deterministični algoritmi sledijo rigorozni proceduri, kjer so poti in vrednosti oblikovnih spremenljivk 
in funkcij ponovljive. Na primer metoda najstrmejšega vpona je deterministični algoritem. Pri isti 
začetni točki bo algoritem sledil isti poti, ne glede na to ali bo program pognan danes ali jutri. 
Stohastični algoritmi imajo po drugi strani vedno malce naključnosti. Genetski algoritmi so dober 
primer. Rešitve v populaciji bodo drugačne vsakič, ko bo program pognan, ker algoritmi uporabljajo 
nekaj naključnih števil. Čeprav se končni rezultati morda ne bodo bistveno razlikovali, poti do vsakega 
posameznega ne bodo ravno ponovljive. 
Obstaja tretji tip algoritmov, ki je zmes ali hibrid determinističnih in stohastičnih algoritmov. Metoda 
najstrmejšega vzpona večkratnim naključnim ponovnim začetkom je dober primer. Osnovna ideja je 
uporabiti deterministični algoritem vendar začeti v drugi začetni točki. Ta način ima določene 
prednosti pred preprosto metodo najstrmejšega vzpona, ki lahko obtiči na lokalnem vrhu.  
2.5 »No-free-lunch« teorem  
Pogosto vprašanje, ki se ga sprašujejo raziskovalci, je: kateri izmed toliko algoritmov za optimizacijo 
je najboljši? 
To je preprosto vprašanje, vendar na žalost ni preprostega odgovora. Obstaja mnogo različnih 
razlogov, zakaj ni preprostega odgovora na takšno vprašanje. Eden od razlogov je, da kompleksnost in 
raznolikost problemov iz resničnega sveta pogosto pomeni, da so nekateri problemi lažje rešljivi, 
medtem ko so drugi lahko zelo težko rešljivi. Zato je malo verjetno, da bi ena sama metoda 
obvladovala vse tipe problemov. Drugi od razlogov je, da obstaja »no-free-lunch« (NFL) teorem (v 
indirektnem slovenskem prevodu bi lahko zapisali: »nič ni zastonj« teorem), ki pravi, da ni 
univerzalnega algoritma za vse probleme. [1] 
2.5.1 NFL Teoremi 
Wolpert in Macready sta leta 1997 [2] dokazala, da obstaja kar nekaj teoremov tipa NFL. Vendar se 
glavni teorem glasi tako: »Če se katerikoli algoritem   odreže bolje kot algoritem   pri iskanju 
ekstremov kriterijske funkcije, potem se bo algoritem   odrezal bolje kot algoritem   pri drugih 
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kriterijskih funkcijah. V principu se NFL teoremi uporabljajo pri scenarijih, ki so lahko deterministični 
ali stohastični, kjer set zveznih parametrov   zariše kriterijsko funkcijo v končni set. 
Naj bo    število vrednosti   (bodisi zaradi diskretnih vrednosti ali končne mehanske natančnosti) in 
   število vrednosti kriterijske funkcije. Potem je število vseh možnih kombinacij kriterijskih funkcij 
enako     
  , ki je končno ampak po navadi precej visoko. NFL teorem pravi, da je povprečna 
zmogljivost pri vseh možnih kriterijskih funkcijah enako za vse iskalne algoritme. Matematično 
povedano, če     
 
        pomeni zmogljivost v statističnem pomenu algoritma  , ki se zgodi 
iteracija  -krat na kriterijski funkciji skozi vzorčni set   , potem dobimo sledeč izraz o povprečni 
zmogljivosti za dva algoritma: 
 
     
 
       
 
      
 
       
 
 (2.62) 
kjer je        
       
           
       
       časovno urejen set   različnih obiskanih točk z 
vzorčno velikostjo . 
Dokaz z indukcijo se lahko skicira tako: iskalni prostor je končen (čeprav velik). Tako je tudi prostor 
mogočih kriterijskih vrednosti končen. Kriterijska funkcija  :     da      prostor vseh možnih 
problemov. Glavne predpostavke so, da je iskalna domena končna, da ni vrnitev v že obiskane točke, 
da je končni set zaprta množica pod permutacijo. 
Za primer ko je    ,       
    
 
 , je edina možna vrednost   
 
 je     
  , s tem je     
      
   , 
kjer je   Diracova delta funkcija: 
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Izraz  je neodvisen od algoritma  . Tu je     velikost  . 
Če to velja za  , ali je      
 
         neodvisen od  , potem za    imamo         
         z     
         in     
           . S tem imamo (z uporabo Bayesovega načina) 
 
       
 
         
 
       
                       
 




       
 
         
 
        
            
   
       
              
 
          
(2.65) 
Če uporabimo                      in                          , prejšnji izraz pelje 
k naslednjemu izrazu: 
 
       
 




   
     
 
       
 
 (2.66) 
ki je tudi neodvisen od A. 
Drugače povedano, zmogljivost je neodvisna od algoritma  . Širše povedano, vsi algoritmi za 
optimizacijo bodo dali enako povprečno učinkovitost, če vzamemo povprečje, ki obsega vse možne 
funkcije, kar pomeni, da univerzalno najboljša metoda za optimizacijske probleme ne obstaja. To tudi 
pomeni, da je vsak algoritem tako dober (ali slab) kot naključno iskanje. 
Potem bi lahko rekli, da ni smiselno formuliranje novih algoritmov, ker bi bili vsi algoritmi enako 
učinkoviti. Vendar NFL teorem v resnici ne pomeni tega. Ključne besede so povprečna učinkovitost in 
obsega vse možne funkcije, ki so merjene v statističnem smislu, ki obsega zelo velik končen set. To ne 
pomeni, da so vsi algoritmi enako učinkoviti pri specifičnih funkcijah ali specifičnem setu problemov. 
V resnici noben optimizacijski problem ne potrebuje povprečne učinkovitosti, ki obsegajo vse možne 
funkcije. 
Čeprav NFL teorem drži matematično, je njegov vpliv na optimizacijo omejen. Za katerikoli specifični 
set kriterijskih funkcij so lahko nekateri algoritmi mnogo bolj zmogljivi kot drugi. Za dan specifični 
set problemov s specifičnimi kriterijskimi funkcijami po navadi obstajajo algoritmi, ki so bolj 
učinkoviti kot drugi, če ni treba meriti njihove povprečne zmogljivosti. Glavna naloga je, kako najti 
boljše algoritme za dan tip problema. 
Velja poudariti, da so bili tako imenovani NFL teoremi dokazani za eno-kriterijske optimizacijske 
probleme, in da se dodatek za več-kriterijske probleme še raziskuje. 
Nekatere nedavne študije kažejo na to, da osnovne predpostavke NFL teoremov morda ne držijo za 
zvezne domene. To sta, na primer, leta 2010 predložila Auger in Teytaud [3]. Tudi Marshall in Hinton 
sta predložila, da predpostavka, da imajo časovno urejeni seti   različnih točk (pogoj o nevrnitvi), ne 
drži za realistične algoritme in tako krši osnovne predpostavke o nevrnitvi  in zaprtosti množice pod 
permutacijo [4]. 
Po drugi strani, za koevolucijske sisteme kot je set igralcev, ki se sorazvijajo in s tem proizvedejo 
šampiona, NFL teorem ne drži, kot so podali originalni NFL raziskovalci [5]. V tem primeru, en 
21 
 
igralec (ali oba) poskuša izvesti naslednjo najboljšo potezo in s tem je pokrajina primernosti odvisna 
od potez obeh igralcev. Za več-kriterijske optimizacije sta Corne in Knowles dokazala, da so nekateri 
algoritmi boljši kot drugi [6]. 
2.5.2 Izbira algoritmov 
Če damo opisane teoreme na stran, kako izberemo ustrezni algoritem in kakšne probleme rešimo? Tu 
sta dve izbiri in s tem dve pomembne vprašanji: 
 Kateri algoritem uporabiti za dan problem? 
 Kateri problem lahko rešimo z danim algoritmom? 
Prvo vprašanje je težje kot drugo, vendar na obe ni lahko odgovoriti. Za dan tip problema je lahko 
učinkovitih več algoritmov. Vendar v veliko primerih ne vemo, kako učinkovit je algoritem, preden ga 
preizkusimo. V nekaterih primerih je take algoritme treba še razviti. Celo za že obstoječe algoritme je 
izbira večinoma odvisna od znanja in odločitev izvajalca, sredstev, ki so na voljo, in tipa problema. 
Vendar je dobra raba teh orodij še vedno lahko odvisna od izkušenj uporabnika. Če dodamo še, da so 
sredstva, kot so cena računanja, programske opreme, ki je na voljo, in časa določenega za izdelavo 
rešitve, tudi pomembni faktorji pri odločitvi, katere algoritme in metode uporabiti. 
Kateri tip problemov lahko dan algoritem reši, se lahko razišče z uporabo različnih problemov, ki jih 
nato primerjamo in razvrstimo, da ugotovimo kako učinkovit je. Na ta način lahko najdemo prednosti 
in slabosti. Tako znanje nas lahko vodi k primernejši izbiri algoritmov in tipov problemov, s katerimi 
se lahko spopademo. Dobra stvar je, da večina literature daje velik poudarek ravno na to temo. Zato 
vemo kakšne tipe problemov lahko po navadi rešijo tradicionalni algoritmi, kot so gradientni algoritmi 
in simpleksne metode. Za novejše algoritme pa moramo izvršiti obširne študije, da jih potrdimo in 
testiramo njihovo zmogljivost.  
Velja poudariti, da kakršno koli specifično znanje o problemu vedno pomaga pri primerni izbiri 
najboljših in najbolj učinkovitih metod za proces optimizacije. Na primer, če poskusimo narediti letalo 
iz mize, se nam ne zdi mogoče. Vendar, če začnemo z obliko ribe ali ptice, se nam bo stvar verjetno 
zdela bolj uporabna. S pogleda razvoja algoritmov je način, kako vključiti znanje o specifičnem 
primeru, še vedno odprto in naporno vprašanje. 
2.6 Na naravi osnovana meta-hevristika 
Večina konvencionalnih ali klasičnih algoritmov je determinističnih. Tako je simpleksna metoda v 
linearnem programiranju deterministična. Nekateri deterministični optimizacijski algoritmi uporabljajo 
gradientne informacije, to so tako imenovani gradientni algoritmi. Na primer zelo znani Newton-
Raphson algoritem je gradientni, ker uporablja vrednosti funkcij in njihove odvode, in deluje zelo 
dobro pri gladkih eno-modalnih problemih. Če je kakšna nezveznost v kriterijski funkciji, potem ne 
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deluje dobro. V tem primeru je zaželen algoritem brez gradientov. Algoritmi brez gradientov ne 
uporabljajo odvodov, le vrednosti funkcij [1, str. 15].  
Pri stohastičnih algoritmih imamo načeloma dva tipa: hevristične in meta-hevristične. Razlika med 
njima je majhna. Kratko povedano, hevristika pomeni »najti« ali »odkriti s poskušanjem in napakami 
(angl. trial and error)«. Kvalitetne rešitve težkih optimizacijskih problemov lahko najdemo v 
razumnem času, vendar ni zagotovljeno, da bodo dosežene optimalne rešitve. Lahko se pričakuje, da ti 
algoritmi delujejo večino časa, vendar ne ves čas. To je dobro, ko ne potrebujemo nujno najboljše, 
ampak dobre rešitve, ki so zlahka dosegljive. 
Kasneje v razvoju hevrističnih algoritmov so tako imenovani meta-hevristični algoritmi. Tu meta 
pomeni »čez« ali »na višji ravni«. Ti algoritmi po navadi delujejo bolje kot preproste hevristike. Še 
več, vsi meta-hevristični algoritmi uporabljajo nekatere kompromise pri naključjih in lokalnih 
iskanjih. Velja poudariti, da v literaturi ni poenotene definicije hevristike in meta-hevristike, izraz se 
ponekod izmenjuje. Vendar se pri sedanjem trendu vse stohastične algoritme z naključnostjo in 
lokalnim iskanjem imenuje meta-hevristični algoritmi. Naključnost da dober način, kako preiti s 
področja lokalnega iskanja k iskanju na globalni ravni. Zato so skoraj vsi meta-hevristični algoritmi 
primerni za iskanje globalnih rešitev. 
Hevristika je način, kako s poskušanjem in napakami proizvesti sprejemljive rešitve kompleksnih 
problemov v razumnem času. Zaradi kompleksnosti problema, ki nas zanima, je nemogoče iskati vse 
mogoče rešitve ali kombinacije. Cilj je najti dobre, možne rešitve v sprejemljivem časovnem spektru. 
Zagotovil, da bo mogoče poiskati najboljšo rešitev, ni, ne vemo niti tega, ali bo algoritem deloval in če 
bo deloval, zakaj deluje. Ideja je imeti učinkovit in vendar praktičen algoritem, ki bo deloval večino 
časa in je zmožen dati kvalitetne rešitve. Med najdenimi kvalitetnimi rešitvami lahko pričakujemo, da 
so nekatere blizu optimalnim, čeprav ni nobenih zagotovil za takšno optimalnost. 
Dve glavni komponenti kateregakoli meta-hevrističnega algoritma sta dvig intenzivnosti in 
diverzifikacija ali izkoriščanje in raziskovanje. Diverzifikacija pomeni generiranje raznolikih rešitev 
za raziskovanje iskalnega prostora na globalni ravni. Dvig intenzivnosti pomeni fokusiranje na iskanje 
v lokalni regiji z upoštevanjem informacije, da se lahko trenutno dobra rešitev najde v tej regiji. To je 
v kombinaciji z izbiro najboljših rešitev. Izbira najboljših zagotavlja, da bodo rešitve konvergirale k 
optimalnosti, kjer se diverzifikacija z naključnostjo izogiba temu, da bi bile rešitve ujete pri lokalnih 
optimumih in istočasno poveča raznolikost rešitev. Dobra kombinacija teh dveh komponent navadno 
zagotovi, da je globalna optimalnost dosegljiva. 
Meta-hevristične algoritme je mogoče klasificirati na več načinov. En način klasifikacije je glede na 
populacijo ali smer. Na primer: genetski algoritmi se klasificirajo glede na populacijo, ker uporabljajo 
serije kromosomov (genetska koda živih bitij je zapisana v komosomih). Sem sodijo tudi metoda jate 
delcev, algoritem kresničk in iskanje kukavice, ker uporabljajo več agentov ali delcev. 
23 
 
Po drugi strani pa simulirano ohlajanje uporablja enega samega agenta ali rešitev, ki se odsekoma 
premika skozi oblikovni prostor ali iskalni prostor. Boljši premik ali rešitev je vedno sprejeta, ne tako 
dober premik pa je lahko sprejet z neko verjetnostjo. Koraki ali premiki določajo smer v iskalnem 
prostoru, z ne-ničelno verjetnostjo, da ta smer lahko doseže globalni minimum. 
2.7 Kratka zgodovina meta-hevristike 
Skozi zgodovino, še posebej v začetnih obdobjih človeške zgodovine, je bil človeški pristop k 
reševanju problemov vedno hevrističen ali meta-hevrističen, metoda poskusov in napak. Do veliko 
pomembnih rešitev je prišlo z “razmišljanjem izven okvirjev”, pogosto naključno, to je hevristika. 
Arhimedov “Eureka!” trenutek je bil hevristični uspeh. V bistvu je človekovo dnevno učenje (vsaj 
otroško) primarno hevristično [1, str. 16]. 
Kljub svoji vseprisotni naravi je meta-hevristika kot znanstvena metoda reševanja problemov, 
moderen fenomen, čeprav je težko določiti kdaj je bila meta-hevristična metoda prvič uporabljena. 
Matematik Alan Turing je bil verjetno prvi, ki je uporabil hevristične algoritme med drugo svetovno 
vojno, ko je razbijal šifre nemškega kodirnega stroja Enigma v Bletchley Parku. Turing je svojo 
iskalno metodo označil kot hevristično iskanje, ker je bilo za pričakovati, da bo delovala večino časa, 
vendar ni bilo nobene garancije, da bo našla pravilno rešitev. Njegova metoda je bila nadvse uspešna. 
Leta 1945 je Turinga zaposlil National Physical Laboratory (NPL), iz Združenega kraljestva, kjer je 
podal svoj načrt za izdelavo avtomatskega računskega mehanizma (angl. Automatic Computing 
Engine - ACE). V NPL poročilu o inteligentnih mehanizmih (angl. Intelligent Machinery) iz leta 1948 
je opisal svoje inovativne ideje o strojni inteligenci in učenju, nevronskih mrežah in evolucijskih 
algoritmih. 
Šestdeseta in sedemdeseta leta dvajsetega stoletja je bil pomemben čas za razvoj evolucijskih 
algoritmov. Najprej so znanstvenik in inženir John Holland in njegovi sodelavci z Univerze v 
Michiganu razvili genetske algoritme. Že leta 1962 je Holland preučeval prilagoditveni sistem in je bil 
prvi, ki je uporabil manipulacije križanja in rekombinacije za modeliranje takih sistemov. Njegova 
knjiga, ki povzema razvoj genetskih algoritmov, je bila izdana leta 1975 [7]. Istega leta je računalniški 
znanstvenik Kenneth De Jong končal svojo pomembno dizertacijo, ki prikazuje potencial in moč 
gentskih algoritmov za širok obseg kriterijskih, multimodalnih in celo nezveznih funkcij [8]. 
V bistvu je genetski algoritem iskalna metoda, osnovana na abstraktizaciji Darwinove evolucije in 
naravne selekcije bioloških sistemov in predstavitvi le teh v matematičnih operatorjih: križanje ali 
rekombinacija, mutacija, primernost in selekcija najboljšega. Genetski algoritmi so postali zelo 
uspešni pri reševanju širokega obsega optimizacijskih problemov. Več tisoč člankov in stotine knjig je 
bilo napisanih na to temo. Nekatere statistike kažejo, da jih rutinsko uporablja večina petstotih 
najuspešnejših podjetij (angl. Fortune 500) za reševanje težkih kombinatornih optimizacijskih 
problemov, kot so planiranje in luščenje podatkov [1, str 17]. 
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V istem obdobju, leta 1963, sta Ingo Rechenberg in Hans-Paul Schwefel, takrat študenta tehnične 
univerze v Berlinu, razvila iskalno tehniko za reševanje optimizacijskih problemov v letalsko-
vesoljskem inženirstvu, imenovano evolucijsko strategijo (angl. Evolutionary Strategy). Kasneje se 
jima je pridružil študentski kolega Peter Bienert in začeli so graditi avtomatskega preizkuševalca z 
uporabo preprostih pravil mutacije in selekcije. V tej tehniki ni bilo križanja, uporabljena je bila samo 
mutacija za generiranje potomcev, izboljšana rešitev je bila obdržana pri vsaki generaciji. To je bil v 
bistvu preprost smerni algoritem najstrmejšega vzpona z naključnostjo. Že leta 1960 je letalsko-
vesoljski inženir Lawrence J. Fogel nameraval uporabiti simulirano evolucijo kot proces učenja, kot 
orodje za preučevanje umetne inteligence. Kasneje, leta 1966, je Fogel skupaj z A. J. Owenom in M. J. 
Walshem razvil evolucijske programske tehnike, z rešitvami predstavljenimi kot avtomati končnih 
stanj in naključno mutiral enega od teh avtomatov [9]. Te inovativne ideje in metode so se razvile v 
širše discipline, imenovane evolucijski algoritmi ali evolucijsko računanje (angl. Evolutionary 
Computation) [10, 11]. 
Umetne nevronske mreže (angl. Artificial Neural Networks) se rutinsko uporablja v mnogo 
aplikacijah. Leta 1943 sta nevro-psiholog in kibernetik Warren McCulloch in logik Walter Pitts 
predstavila umetne nevrone kot preproste informacijsko-procesne enote. Koncept nevronskih mrež je 
verjetno prvi predstavil Alan Turing v svojem NPL poročilu z leta 1948, Intelligent Machinery [12, 
13]. Velik del razvoja na področju nevronskih mrež je bilo opravljenega od štiridesetih in petdesetih 
do devetdesetih dvajsetega stoletja [14]. 
Avtomat podpornega vektorja (angl. Support Vector Machine) kot klasifikacijska tehnika sega nazaj 
do zgodnjega dela Vladimirja Vapnika  o linearnih klasifikatorjih. Nelinearna klasifikacijo z jedrskimi 
tehnikami so razvili Vapnik in njegovi sodelavci v devetdesetih letih dvajsetega stoletja. Sistemski 
povzetek je bil objavljen v Vapnikovi knjigi The Nature of Statistical Learning Theory leta 1995 [15]. 
Osemdeseta in devetdeseta leta dvajsetega stoletja so bila vznemirljiv čas za meta-hevristične 
algoritme. Naslednji večji korak je bil razvoj simuliranega ohlajanja leta 1983. Ta optimizacijska 
tehnika, ki so jo uvedli Scott Kirkpatrik, C. Daniel Gellat in Mario P. Vecchi, je osnovana na procesu 
ohlajanja kovin [16]. Je smerno-osnovan iskalni algoritem, ki se začne z začetno ugibano rešitvijo pri 
visoki temperaturi s postopoma ohlajajočim sistemom. Premik ali nova rešitev je sprejeta, če je boljša. 
V nasprotnem primeru je sprejeta z verjetnostjo, kar omogoča sistemu, da uide lokalnim optimumom. 
Pričakovano je, če se je sistem ohlajal dovolj počasi, da se da priti do globalnega optimuma. 
Leta 1992 je Marco Dorigo končal svojo doktorsko tezo o optimizaciji in naravnih algoritmih [17], v 
kateri je opisal svoje inovativno delo z optimizacijo kolonije mravelj (angl. Ant Colony Optimization - 
ACO). Ta iskalna tehnika temelji na inteligenci rojev socialnih mravelj, ki uporabljajo feromone kot 
kemijska sporočila. Kasneje, leta 1992, je računalniški znanstvenik John R. Koza s stanfordske 
univerze objavil poročilo o genetskem programiranju, ki je položilo temelje popolnoma novemu 
področju strojnega učenja, kar je spremenilo računalniško programiranje [18]. Koza je svoj prvi patent 
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o genetskem programiranju prijavil že leta 1988. Osnovna ideja je, da se uporabi gentski princip za 
izdelavo računalniških programov zato, da se postopoma producira najboljše programe za dan tip 
problemov. 
Leta 1995 je prišlo do velikega napredka, ko sta socialni psiholog James Kennedy in inženir Russel C. 
Eberhart razvila optimizacijo jate delcev [19]. Preprosto rečeno PSO je optimizacijski algoritem 
osnovan na inteligenci jat rib in ptic in celo na človeškem obnašanju. Osebki, imenovani delci, se 
gibljejo po iskalnem območju, ki se začne pri nekem naključnem začetnem ugibu. Jata sporoča 
trenutno najboljšo rešitev in si deli globalno najboljšo rešitev, da se lahko koncentrira na kvalitetne 
rešitve. Od razvoja je bilo približno dvajset različnih variacij PSO tehnik, ki so bile uporabljene na 
skoraj vseh področjih s težkimi optimizacijskimi problemi. Obstajajo močni dokazi , da je PSO boljša 
kot tradicionalni iskalni algoritmi in celo boljša kot genetski algoritmi za mnoge tipe problemov, 
vendar to še zdaleč ni dorečeno. 
Okoli leta 1996 in 1997 sta Rainer Storn in Kenneth Price razvila njun na vektorjih osnovan 
evolucijski algoritem imenovan diferencialna evolucija (angl. Differential Evolution - DE) [20], ki se 
je izkazal kot bolj učinkovitega od genetskih algoritmov pri mnogih aplikacijah. 
Leta 1997 je publikacija Davida H. Wolperta in Williama G. Macreadyja No Free Lunch Theorems for 
Optimization šokirala optimizacijsko skupnost [2, 5]. Raziskovalci so vedno poskušali najti boljše 
algoritme ali celo univerzalne robustne algoritme za optimizacijo, še posebej za NP-težke 
optimizacijske probleme. Vendar ti teoremi pravijo, če je algoritem A boljši kot algoritem B za 
nekatere optimizacijske funkcije, potem je B boljši kot A za ostale funkcije. To pomeni, da, če 
vzamemo povprečje celotnega funkcijskega prostora, sta algoritma A in B v povprečju enako dobra. 
Drugače rečeno, univerzalno boljšega algoritma ni. Po začetnem razočaranju, so ljudje spoznali, da ne 
potrebujemo povprečja vseh možnih funkcij za dan optimizacijski problem. Najti želimo najboljše 
rešitve, kar nima nič s povprečjem celotnega funkcijskega prostora. Poleg tega lahko sprejmemo 
dejstvo, da ni univerzalnega ali čarobnega orodja, čeprav vemo iz izkušenj, da so nekateri algoritmi 
boljši kot drugi za dane tipe optimizacijskih problemov. Raziskovanje se je lahko skoncentriralo na 
iskanje najboljših in najbolj učinkovitih algoritmov za dan skupino problemov. Cilj je iznajti boljše 
algoritme za večino tipov problemov, vendar ne za vse probleme. Iskanja še potekajo. 
Na začetku enaindvajsetega stoletja so stvari postale še bolj zanimive. Najprej so leta 2001 Zong Woo 
Geem in sodelavci razvili algoritem iskanja harmonije (angl. Harmony Search - HS) [21], ki je bil 
široko uporabljen za reševanje raznih optimizacijskih problemov, kot so distribucija vode, transportno 
modeliranje in planiranje. Leta 2004 sta Sunil Nakrani in Craig Tovely predlagala algoritem čebel 
(angl. Honeybee Algorithm) in njegovo aplikacijo v optimizaciji internetnih gostiteljskih centrov [22], 
sledil je razvoj algoritma virtualnih čebel (angl. Virtual Bee Algorithm), ki ga je leta 2005 razvil Xin-
She Yang. V istem obdobju so D. T. Pham in sodelavci razvili algoritem čebel (angl. Bees Algorithm) 
[23] in Darvis Karaboga je razvil umetno kolonijo čebel (angl. Artificial Bee Colony - ABC) [24]. 
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Konc leta 2007 in v začetku leta 2008 je Xin-She Yang razvil algoritem kresničk [25, 26]. Ta 
algoritem je vzbudil veliko interesa z več kot 800 publikacij. Leta 2009 sta Xin-She Yang z univerze v 
Cambridgu (Cambridge University), UK, in Suash Deb s fakultete za inženirstvo v Ramanu (Raman 
College of Engineering), Indija, predlagala učinkovit algoritem iskanja kukavice [27, 28]. Pokazano je 
bilo, da je CS lahko precej bolj učinkovit kot večina že obsoječih meta-hevrističnih aloritmov vključno 
s PSO. Leta 2010 je Xin-She Yang razvil algoritem netopirjev (angl. Bat Algorithm - BA), osnovan na 
ekolokaciji netopirjev [29]. Leta 2012 je Xin-She Yang razvil še algoritem opraševanja rož (angl 
Flower Pollination Algorithm - FPA), njegova učinkovitost je obetavna. 
Količina razpoložljive literature hitro raste in število algoritmov osnovanih na naravi se dramatično 
povečuje. Kratka raziskava Iztoka Fisterja in sodelavcev je pokazala, da je več kot 40 različnih 





3 ANALIZA ALGORITMOV 
Inteligenca rojev in bio-osnovano računanje so poželi največ interesa in pozornosti v literaturi. Pri 
družbah, ki se ukvarjajo z optimizacijsko računsko inteligenco in računalništvom, so bio-osnovani 
algoritmi, še posebej SI-osnovani algoritmi, postali zelo popularni. Ti na naravi osnovani meta-
hevristični algoritmi so sedaj med najbolj uporabljenimi algoritmi za optimizacijo in računsko 
inteligenco. SI-osnovani algoritmi, kot so algoritmi mravelj in čebel, metoda jate delcev, iskanje 
kukavice in algoritem kresničk, imajo mnogo prednosti pred konvencionalnimi algoritmi. 
To poglavje je primarno povzeto po [1, str. 23-42]. 
3.1 Predstavitev 
Kot že omenjeno, so optimizacijski algoritmi iterativni proces, ki se začnejo pri začetni naključni 
vrednosti. Po nekem (dovolj velikem) številu iteracij lahko konvergira k stabilni rešitvi, idealno k 
optimalni rešitvi določenega problema [31, 32]. To je v bistvu samo-organizirajoč sistem z rešitvami 
kot stanja in konvergirane rešitve kot atraktorji. Tak iterativni samo-organizirajoč sistem se lahko 
razvije glede na set pravil ali matematičnih enačb. Tak kompleksni sistem lahko medsebojno vpliva in 
se samo-organizira v določena konvergirana stanja, kar kaže določene značilnosti samo-organizacije. 
S tega pogleda je dobro zasnovati učinkovit optimizacijski algoritem ekvivalentno temu, da najdemo 
učinkovit način posnemanja razvoja samo-organizirajočih sistemov, še posebej bioloških sistemov [33, 
34]. 
Na algoritem se lahko gleda kot na markovske verige. Obnašanje algoritma je kontrolirano s strani 
stanj rešitev in prehodnih premikov. Različni pogledi lahko pomagajo pri analizi algoritmov z drugih 
perspektiv. Algoritme lahko analiziramo tudi s pogleda njihovih glavnih komponent, kot so 
raziskovanje in izrabljanje, ali pa načinov kako generirajo rešitve z uporabo evolucijskih operatorjev.  
3.2 Analiza optimizacijskih algoritmov 
Optimizacijske algoritme se lahko analizira z drugačnih perspektiv. V tem odseku so analizirani kot 
iterativni proces, samo-organizirajoč sistem, dve konfliktni komponenti in evolucijski operatorji. 
3.2.1 Algoritem kot iterativni proces 
Matematično gledano je algoritem A iterativni proces, katerega cilj je generirati novo in boljšo rešitev 
      za dan problem iz trenutne rešitve     pri iteraciji ali času  . Na primer iskati optimalno vrednost 
      z Newton-Raphsonovo metodo, je ekvivalentno najti kritične točke ali korene od          v  -
dimenzijskem prostoru [35, 36]. 
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Seveda se lahko hitrost konvergence zelo upočasni blizu optimalne točke, kjer je          . Včasih 
prava hitrost konvergence ni tako hitra kot bi morala biti. Preprost način kako morda izboljšati 
konvergenco je mala modifikacija prejšnje formule s predstavitvijo parametra  . 
 
            
       
        




         
 (3.3) 
Tu je     optimalna rešitev ali fiksna točka iterativne formule. Vredno je poudariti, da optimalna 
Newton-Raphsonova metoda pelje k optimalni nastavitvi  , kar je odvisno od iterativne formule in 
optimalnosti     kriterijske       . 
V splošnem se lahko prejšnjo formulo napiše tudi s sledečim izrazom: 
 
               (3.4) 
kar je utemeljeno za deterministične metode. Vendar je pri modernih meta-hevrističnih algoritmih 
naključnost pogosto uporabljena v algoritmih, in v mnogo primerih se naključnost pojavi v obliki seta 
  naključnih spremenljivk              v algoritmu. Na primer, pri simuliranem ohlajanju je ena 
naključna spremenljivka, medtem ko sta pri optimizaciji z metodo jate delcev [19] dve spremenljivki. 
Poleg tega je pogosto v algoritmih set   parametrov (dva parametra učenja, ena vztrajnostna utež in 
velikost populacije). V splošnem lahko imamo vektor s parametri             . Matematično 
gledano se algoritem s   parametri in  naključnimi spremenljivkami piše s sledečim izrazom: 
 
                          (3.5) 
kjer    nelinearno začrta novi vektor       iz dane rešitve ( -dimenzionalen vektor    ). 
Vredno je poudariti, da je prejšnja formula (3.5) za smerni eno-agentni sistem. Za populacijske 
algoritme z jato   rešitev lahko razširimo prejšnjo iterativno formulo. 
 
 
   
   
 
   
 
   
       
     
       
                              
   
   
 




kjer so            od algoritma odvisni parametri in            naključne spremenljivke. 
Tak pogled na algoritem (3.5) je večinoma dinamičen ali funkcionalen. Obravnava funkcionalen (3.5) 
kot dinamični sistem, ki se bo razvijal proti ravnovesju ali stanjem atraktorjev. V principu se lahko 
obnašanje sistema pri linearnih ali rahlo nelinearnih dinamičnih sistemih opiše z lastnimi vrednostmi   
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in njegovimi parametri. Vendar, to ne omogoča dovolj vpogleda v raznolikost in kompleksne 
karakteristike. Samo-organizacija lahko omogoči boljši vpogled. 
3.2.2 Idealni algoritem 
Število iteracij   potrebnih, da najdemo optimalno rešitev pri dani natančnosti, večinoma določa 
splošne računske napore in zmogljivost algoritma. Boljši algoritem naj bi potreboval manj računanja 
in manj iteracij. 
V ekstremnem primeru bi idealni algoritem za iterativni algoritem ali formulo (2.1) potreboval le eno 
iteracijo    . Lahko se vprašamo, če tak algoritem v praksi obstaja. Odgovor je pogojno da. Idealni 
algoritem za kvadratno funkcijo kot je          kjer je     je Newton-Raphsonova metoda. 
 
        
      
       
 (3.7) 
Če začnemo iteracijo pri katerikoli naključni začetni vrednosti     , imamo sledeč izraz: 
 
      
      
       
   
   
  
   (3.8) 
kar da globalno optimalno rešitev         pri     . 
Seveda se lahko to idejo razširi na vso kategorijo kvadratnih funkcij. Mogoča je celo razširitev na bolj 
generalizirane konveksne funkcije. Vendar mnogi problemi niso konveksni in definitivno niso 
kvadratni. Zato tako imenovani idealni algoritem v glavnem ne obstaja. Kot že omenjeno, dobrega 
algoritma za reševanje NP-težkih problemov ni. 
V literaturi je mnogo optimizacijskih algoritmov in niti eden algoritem ni primeren za vse probleme. 
Raziskovalci še vedno vlagajo veliko truda in napora v iskanje učinkovitih algoritmov.  
3.2.3 Samo-organizirajoč sistem 
Kompleksen sistem je lahko samo-organizirajoč pri pravih pogojih: ko je sistem dovolj velik z dovolj 
veliko mero svobode ali dovolj velikim številom stanj  . Dodatno mora biti sistemu dovoljen razvoj z 
dovolj dolgim razponom časa brez zvoka in daleč stran od stanj ravnovesnosti. Najbolj pomembno, da 
mora primeren selekcijski mehanizem zagotavljati, da je samo-organizacija mogoča. Glavni pogoji za 
samo-organizacijo v kompleksnem sistemu so: 
 Sistem je velik z dovolj veliko mero svobode ali dovolj velikim številom stanj. 
 V sistemu je dovolj raznolikosti, kot so motnje, zvok, rob kaosa ali pa je daleč od ravnovesja. 
 Sistemu je dovoljen razvoj z dolgim razponom časa. 
 Selekcijski mehanizem ali zakon o nespremenljivosti deluje v sistemu. 
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Z drugimi besedami, sistem z stanji   se bo razvijal proti samo-organiziranemu stanju    s pomočjo 
mehanizma      s setom parametrov  .  
 
 
    
      (3.9) 
S pogleda samo-organizacije je algoritem (2.4) samo-organizirajoč sistem, ki se začne pri mnogo 
možnih stanjih     in poskuša konvergirati k optimalni rešitvi ali stanju     s pomočjo algoritma  . 
 
      
 
           (3.10) 
S primerjavo pogojev za samo-organizacijo in značilnosti algoritmov lahko izvedemo primerjavo kot 
je razvidna v tabeli 3.1. 










Pobeg lokalnim optimumom 
Konvergenca 
Rešitve 
Tabela 3.1: Podobnosti med samo-organizacijo in optimizacijski algoritmom [1, str. 26] 
Vendar je nekaj pomembnih razlik med samo-organizacijskimi sistemi in algoritmi. Pri samo-
organizaciji poti k samo-organiziranim stanjem lahko niso razvidne in čas ni pomemben faktor. Po 
drugi stani je pri algoritmih način, kako algoritem konvergira, zelo pomemben in hitrost konvergence 
ključna, da so potrebni minimalni stroški računanja za dosego globalne optimalnosti.  
3.2.4 Raziskovanje in izkoriščanje 
Na naravi osnovane optimizacijske algoritme se lahko analizira tudi glede na način, kako raziskujejo 
iskalni prostor. V bistvu bi morali vsi algoritmi imeti dve ključni komponenti: izkoriščanje in 
raziskovanje ali drugače dvig intenzivnosti in diverzifikacija [37]. 
Izkoriščanje uporabi kakršno koli informacijo, ki jo pridobi od obravnavanega problema, za generacijo 
novih rešitev, ki so boljše od že obstoječih rešitev. Vendar je ta proces po navadi lokalen in 
informacije, kot so gradienti, so tudi lokalne. To pomeni, da je izkoriščanje za lokalno iskanje. Na 
primer najstrmejši vzpon je metoda, ki uporablja odvode informacij, da jo vodi skozi iskalni proces. 
Novi koraki se vedno poskušajo dvigniti nad lokalni gradient. Prednost izkoriščanja je, da običajno 
pelje k visoki konvergenčni hitrosti, slabost pa je, da lahko obtiči v lokalnem optimumu, ker je točka 
končne rešitve večinoma odvisna od začetne točke. 
Raziskovanje omogoča bolj učinkovito raziskovanje iskalnega prostora in lahko generira rešitve z 
dovolj raznolikosti in daleč od trenutnih rešitev. Torej je iskanje tipično na globalni ravni. Prednost 
raziskovanja je, da je manjša verjetnost, da obtiči v lokalni stopnji in s tem je globalna optimalnost 
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bolj dostopna. Slabosti pa so počasna konvergenca in potrata nekaj računske moči, ker so lahko mnoge 
nove rešitve daleč od globalne optimalnosti. 
Torej je potrebno končno ravnovesje, da lahko algoritem doseže dobro zmogljivost. Preveč izrabljanja 
in premalo raziskovanja pomeni, da bo sistem konvergiral hitreje, vendar bo verjetnost najdenja prave 
globalne optimalnosti nizka. Po drugi strani, premalo izrabljanja in preveč raziskovanja lahko vodi do 
tega, da iskalna pot blodi z zelo počasno konvergenco. Optimalno ravnovesje naj bi pomenilo ravno 
prav izrabljanja in raziskovanja, kar lahko pelje k optimalni zmogljivosti algoritma. Torej je 
ravnovesje kritično pomembno. 
Najti način, kako doseči tako ravnovesje, je še vedno odprt problem. Za noben algoritem se ne da 
trditi, da je dosegel tako ravnovesje. V bistvu je ravnovesje samo hiper-optimizacijski problem, ker je 
optimizacija optimizacijskega algoritma. Dodatno je tako ravnovesje lahko odvisno od mnogo 
faktorjev, kot so delavni mehanizmi algoritma, postavitve njegovih parametrov, nastavljanje in 
kontrola teh parametrov in celo primer sam je vredno pretehtati. Tako ravnovesje morda univerzalno 
ne obstaja in se lahko od primera do primera razlikuje. 
Ti nerešeni primeri in uganke bodo morda spodbudili več raziskovanja na tem področju. Lahko se 
pričakuje več literature na to temo. 
3.2.5 Evolucijski operatorji 
Pri gledanju direktno v operacije algoritma pomaga, če veš, kako deluje. Kot primer vzemimo genetski 
algoritem. Genetski algoritmi (GA) so kategorija algoritmov osnovanih na abstrakciji Darwinove 
evolucije bioloških sistemov, ki so jih prvi uporabili J. Holland in njegovi sodelavci v šestdesetih in 
sedemdesetih letih dvajsetega stoletja. Genetski algoritmi uporabljajo genetske operatorje kot so 
križanje in rekombinacija, mutacija in selekcija [38]. Dokazano je, da imajo genetski algoritmi mnogo 
prednosti pred tradicionalnimi algoritmi. Tri prednosti so določene: brez gradientov, visoka stopnja 
raziskovanja in paralelizem. Gradienti ali informacije odvodov niso potrebne v GA in zato se lahko 
GA spopade z kompleksnimi, nezveznimi problemi. Stohastična narava križanja in mutacije povzroča, 
da GA razišče iskalni prostor bolj učinkovito, s tem je bolj verjetno, da bo globalna optimalnost 
dosežena. Dodatno so genetski algoritmi osnovani na populacijah z več kromosomi in tako jih je 
mogoče vstaviti na paralelni način [25, 32]. 
Tri ključne evolucijske operatorje v genetskih algoritmih lahko povzamemo sledeče: 
 Križanje. Rekombinacija kromosomov staršev (rešitev) z izmenjavo dela enega kromosoma z 
ustreznim delom drugega, da se proizvede potomce (nove rešitve). 
 Mutacija. Sprememba dela kromosoma (bit ali več bitov) za generacijo novih genetskih 
karakteristik. V binarnem kodiranju lahko mutacijo dosežemo s preprostim preklopom med 0 
in 1. Mutacija se lahko zgodi na enem predelu ali večih predelih istočasno. 
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 Selekcija. Preživetje najboljšega, kar pomeni, da najbolj kvalitetni kromosomi in 
karakteristike ostanejo v populaciji. To pogosto zavzame neko obliko elitizma in najbolj 
preprosta oblika je, da se dovoli, da najboljše gene podedujejo naslednje generacije v 
populaciji.  
Matematično gledano je križanje mešalni proces z znatnim lokalnim iskanjem v pod-prostoru [39, 40]. 
To lahko vidimo v primeru. Za problem z osmimi dimenzijami s celotnim iskalnim prostorom   
  , če so starševske rešitve zajete iz               ,               , kjer sta   in   lahko 
binarni števili ali realni vrednosti za  - to komponento/dimenzijo rešitve problema. Karkoli že je 
križanje, bodo potomci ena od štirih možnih kombinacij:           ,           ,            ali 
          . Prvih 6 spremenljivk je vedno         . To pomeni, da bo križanje ali rekombinacija 
peljala k rešitvi v pod-prostoru, kjer sta samo sedma in osma spremenljivka drugačni. Nobena rešitev 
ne bo v pod-prostoru, kjer je prvih šest spremenljivk drugačnih. Drugače povedano, bo operator 
križanja v tem primeru ustvarjal rešitve le znotraj pod-prostora                . Torej je 
križanje operator lokalnega iskanja, lahko postane tudi globalni operator, če je pod-prostor dovolj 
velik. 
Mutacija, po drugi stani, zagotavlja mehanizem za globalno raziskovanje. Če bi v prejšnjem primeru 
mutirali eno od rešitev v prvi dimenziji, bi generirali rešitev, ki morda ne bi bila v pod-prostoru. Na 
primer, če pri rešitvi                 prvi   postane  , potem generira novo rešitev     
            .     je lahko precej drugačen od že obstoječih rešitev in izstopa iz katerihkoli 
prejšnjih pod-prostorov. Iz tega razloga, je operator mutacije globalni operator. Mutacija je lahko 
lokalni operator, če je hitrost mutacije dovolj počasna in velikost korakov dovolj majhna. Zato je meja 
med lokalnim in globalnim lahko nerazločna in relativna. 
Velja poudariti, da je selekcija poseben operator, ki ima dve vlogi: izbrati najboljše rešitve v pod-
prostoru in zagotavljati pogon za samo-organizacijo ali konvergenco. Brez selekcije ni pogonske sile 
za izbor, kaj je najboljše za sistem in zato selekcija omogoča sistemu, da se razvija s ciljem. Z dobrim 
mehanizmom selekcije je lahko dovoljeno postopoma nadaljevati samo primernejšim rešitvam in 
zaželenim stopnjam, medtem ko neprimerne rešitve v populaciji postopoma odmirajo. Selekcija je 
lahko tako preprosta kot visoko-stopenjski elitizem in izbrane so samo najboljše. Lahko se uporablja 
tudi druge oblike mehanizmov selekcije, kot je glede na primernost sorazmerno križanje. 
Vloge in glavne funkcije treh evolucijskih operatorjev lahko kategoriziramo sledeče: 
 Križanje ima večinoma vlogo mešanja znotraj pod-prostora. Pomaga sistemu konvergirati. 




 Selekcija zagotavlja pogonsko silo zato, da se sistem razvija k želenemu stanju. V bistvu gre 
za  intenzivno izkoriščanje. 
Mutacija lahko zavzame različne oblike in en način je preprosto uporabiti stohastične gibe ali 
naključnost. Na primer tradicionalno vzorčno iskanje Hooke-Jeeves (angl. Pattern Search - PS) je tudi 
metoda brez gradientov, ki je navdahnila mnogo novih algoritmov. Ključni korak v vzorčnem iskanju 
je zaporedno zvišanje ene dimenzije, kateri sledi višanje po drugih dimenzijah. Koraki bojo 
preizkušeni in skrčeni po potrebi [41]. 
Idejo o vzorčnem iskanju lahko dandanes dosežemo s sledečo formulo: 
 
                             
          
(3.11) 
To se lahko napiše kot vektorsko enačbo: 
 
                              (3.12) 
V bistvu     deluje kot operator mutacije v    smereh v  -dimenzijskem prostoru. Diferencialna 
evolucija uporablja take mutacije pri višjih dimenzijah. 
3.3 Na naravi osnovani algoritmi 
Je več kot ducat popularnih na naravi osnovanih algoritmov za optimizacijo. V preostanku tega 
poglavja bodo kratko predstavljeni ključni koraki nekaterih na naravi osnovanih algoritmov in potem 
bojo analizirani glede na evolucijske operatorje in njihove načine raziskovanja in izkoriščanja. 
3.3.1 Simulirano ohlajanje  
Najbolj preprost stohastičen algoritem je verjetno tako imenovano simulirano ohlajanje, ki so ga 
razvili Kirkpatrik in sodelavci leta 1983 [16] na osnovi procesa ohlajanja kovin. S trenutne rešitve ali 
stanja    je sprejeta nova rešitev    s sledečo verjetnostjo: 
 
                 
 
 
     
 
    
                    (3.13) 
kjer je   kriterijska funkcija, ki jo minimiziramo,   pa je normalizacijski faktor. 
Originalni članek, ki so ga napisali Kirkpatrick in sodelavci, demonstrira, kako se reši zelo težke 
probleme. Vendar je generiranje novih rešitev    s trenutne rešitve lahko odvisno od implementacije in 
od obravnavanega primera. Karkoli so načini generacije, bodo take generacije novih rešitev tvorile 
markovsko verigo, ali bolj natančno, naključni hod. 
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Glavni operator tvori nove rešitve z naključnimi hodi in posledično naključnost deluje kot mutacija ali 
raziskovalni mehanizem iskanja. Selekcija je dosežena s testiranjem, ali se rešitev izboljšuje (manjša 
pri problemu minimiziranja). Strogo gledano simulirano ohlajanje ni evolucijski algoritem in zato v 
algoritmu ni operatorja križanja. Dodatno izkoriščanje je relativno šibko, ker odobritev izvaja 
verjetnostni pogoj. Zato simulirano ohlajanje v praksi pogosto konvergira zelo počasi. Je pa ta metoda 
zelo dobra pri raziskovanju in ima pogosto dobro verjetnost najti globalno optimalnost, čeprav ima 
zato veliko število funkcijskih ovrednotenj. 
3.3.2 Genetski algoritmi 
Genetski algoritmi, ki jih je razvil John Holland [42], oblikujejo temelje modernega evolucijskega 
računanja. GA ima, kot že omenjeno, tri ključne genetske operatorje: križanje, mutacijo in selekcijo. 
Čeprav v originalnem genetskem algoritmu ni eksplicitnih matematičnih enačb, je podal podrobne 
procedure in korake, kako generirati potomce iz starševskih rešitev. 
Križanje pomaga pri izkoriščanju in ojači konvergenco. Empirični rezultati in teoretične študije kažejo 
na relativno višjo verjetnost križanja   , od     do     , medtem ko je verjetnost mutacije    tipično 
precej nizka, okoli       do     . Te vrednosti se ujemajo z visoko ravnijo mešanja in izkoriščanja in 
relativno nizko ravnijo raziskovanja. V praksi, to pomeni, da genetski algoritmi lahko pogosto dobro 
konvegirajo in v veliko primerih je lahko zlahka dosežena globalna optimalnost. Selekcija ali 
preživetje najboljšega zagotavlja dober mehanizem za izbiro najboljše rešitve. Elitizem lahko 
zagotovi, da bo najboljša rešitev ostala v populaciji, kar bo okrepilo konvergenco algoritma. Vendar je 
globalna optimalnost dosegljiva pri določenih pogojih. Mutacija je lahko dvorezen meč, lahko poviša 
verjetnost najdenja globalne optimalnosti in istočasno upočasnjuje konvergenco.  
3.3.3 Diferencialna evolucija 
Diferencialno evolucijo sta razvila R. Storn in K. Price leta 1996 in leta 1997 [43, 20]. Moderna DE je 
zelo podobna tradicionalnemu operatorju mutacije in tradicionalnemu vzorčnemu iskanju. Na mutacijo 
v DE se lahko gleda, kot generalizirano vzorčno iskanje v katerikoli naključni smeri          . 
 
                   (3.14) 
kjer je   diferencialna utež znotraj       in  ,  ,  ,   so štiri različna cela števila, ki so bila ustvarjena 
z naključno permutacijo. 
DE ima tudi operator križanja, ki ga kontrolira verjetnost križanja         . Dejansko križanje se 
lahko izvede na dva načina: binomsko in eksponentno. Selekcija je skoraj enaka tisti, ki se uporablja v 





   
     
   
   
   
     
            
           
          
  
                                
 (3.15) 
Večina študij se je osredotočila na izbiro  ,    , velikost populacije   in modifikacijo mutacijske 
sheme. Dobro razvidno je, da se selekcija uporablja tudi, ko so preverjeni pogoji v prejšnji enačbi. 
Skoraj vse variante DE uporabljajo križanje, mutacijo in selekcijo, glavne razlike so v korakih 
mutacije in križanja. Na primer, DE/Rand/1/Bin uporablja tri vektorje za mutacijo in binomsko 
križanje. Obstaja več kot 10 različnih variant [44]. 
3.3.4 Algoritmi mravelj in čebel 
Algoritmi mravelj, še posebej optimizacija s kolonijo mravelj (ACO), ki jo je razvil M. Dorigo [17, 
45], posnemajo vedenje iskanja hrane socialnih mravelj. Primarno vsi algoritmi mravelj uporabljajo 
feromone kot kemijske sporočevalce in koncentracijo feromonov kot indikator kvalitete rešitev danega 
primera.  
Če algoritme mravelj pogledamo pobližje, vidimo, da je generacija naključnih poti primarno mutacija, 
medtem ko feromonska selekcija zagotavlja mehanizem za izbiro krajših poti. V algoritmih mravlej ni 
določljivih križanj. Mutacija ni le preprost preklop števk kot je v gentskih algoritmih. Nove rešitve so 
v bistvu generirane z mutacijo proporcionalne primernosti. Na primer verjetnost, da mravlje v 
mrežnem problemu pri neki točki  , izberejo pot iz točke   v točko   da sledeča enačba: 
 
    
   
     
 
    
     
  
     
 (3.16) 
kjer sta     in     parametra vpliva,     je koncentracija feromona na poti med   in   in     je 
zaželenost iste poti. Izbira je rahlo povezana s prej pridobljenim znanjem o poti, kot se pogosto 
uporablja razdalja    , tako da          . 
Po drugi strani algoritmi čebel po navadi ne uporabljajo feromonov [22]. Na primer v optimizaciji z 
umetno kolonijo čebel (ABC) [24], so čebele v koloniji razdeljene v tri skupine: čebele delavke, 
čebele opazovalke in izvidniki. Naključnost izvajajo čebele izvidnice in čebele delavke, obe skupini 
sta primarno mutacija. Selekcija je povezana z medom ali kriterijom. Ponovno ni določljivih križanj. 
Oba, ACO in ABC, uporabljata samo mutacijo in s primernostjo povezano selekcijo in imata lahko 
dobro sposobnost globalnega iskanja. V splošnem lahko iskalni prostor raziskujeta relativno efektivno, 
konvergenca pa je lahko počasna, ker ni križanja, s tem je sposobnost izkoriščanja pod-prostora zelo 
omejena. Pomanjkanje križanja je zelo pogosto v mnogo meta-hevrističnih algoritmih. 
S pogleda raziskovanja in izkoriščanja imajo oboji, mravlji in čebelji algoritmi, močno raziskovalno 
sposobnost, vendar je njihova sposobnost izkoriščanja primerljivo nizka. To lahko pojasni, zakaj 
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sorazmerno dobro deluje pri nekaterih težkih optimizacijah, vendar so lahko napori računanja zelo 
visoki. 
3.3.5 Optimizacija z metodo jate delcev 
Optimizacijo z metodo jate delcev (PSO) sta razvila Kennedy in Eberhart leta 1995 [19]. Osnovana je 
na obnašanju jat, kot so v naravi jate rib in ptic. V bistvu, lahko pozicijo     in hitrost delcev     podamo 
s sledečim izrazom: 
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    (3.18) 
kjer sta     in     dva naključna vektorja in vsak vnos zavzame vrednosti med 0 in 1. Parametra   in   
sta parametra učenja ali konstanti pospeška, ki ju tipično lahko vzamemo kot, recimo,      . 
Če primerjamo prejšnje enačbe z vzorčnim iskanjem, lahko vidimo, da se novo pozicijo generira z 
vzorčnim iskanjem tipa mutacije. Selekcijo pa se implicitno izvaja z uporabo trenutne globalne 
najboljše rešitve    , ki je bila najdena do tistega trenutka, in uporabo individualno najboljšega    
 . 
Vloga individualno najboljšega ni ravno znana, vendar je trenutno globalno najboljša rešitev zelo 
pomembna za selekcijo. To je razvidno iz pospešene optimizacije z jato delcev (angl. Accelerated 
Particle Swarm Optimization - APSO) [19, 25, 46] 
Torej PSO večinoma sestavljajo mutacija in selekcija. V PSO ni križanja, kar pomeni, da ima lahko 
PSO visoko mobilnost v delcih z visoko stopnjo raziskovanja. Uporaba     je zelo selektivna, kar je 
lahko dvorezen meč. Prednost je, da pospešuje konvergenco z vlečenjem proti trenutno najboljši    , 
istočasno pa lahko pelje k predčasni konvergenci, čeprav ni nujno, da je prava optimalna rešitev 
danega problema. 
3.3.6 Algoritem kresničk  
Algoritem kresničk (FA) je razvil Xin-She Yang leta 2008 [25, 26, 47] in je osnovan na vzorcih 
utripanja in obnašanju tropskih kresničk. FA je preprost, fleksibilen in lahek za implementacijo. 
Kresnička   se premika k drugi, bolj privlačni (svetlejši) kresnički  . 
 
   
       
        
 
    
     
       
  (3.19) 
kjer je drugi odsek zaradi privlačnosti in    je privlačnost pri razdalji    . Tretji odsek je 
naključnost, kjer je   naključnostni parameter in    
  vektor naključnih števil vzetih iz Gaussove 
porazdelitve pri času  . Druge študije uporabljajo tudi naključnost pri    
 , katero se lahko zlahka razširi 
na druge porazdelitve, kot so Lévyjevi leti [26, 47].  
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Iz prejšnje enačbe lahko vidimo, da je mutacija uporabljena za lokalno in globalno iskanje. Ko je    
  
vzet z Gaussove porazdelitve Lévyjevih letov, povzroča mutacije v velikem obsegu. Po drugi strani, če 
ima izbrana   zelo nizko vrednost, potem je mutacija lahko zelo majhna in s tem omejena na pod-
prostor. Ni eksplicitne selekcije v formuli, ker se     ne uporablja v FA. Vendar, se pri nadgradnji na 
dve zanki v FA uporabljata razvrščanje in selekcija. 
Ena od zanimivih lastnosti FA je, da uporablja privlačnost, prvi izmed katerihkoli algoritmov 
inteligence jat. Ker je lokalna privlačnost močnejša kot privlačnost na daljše razdalje, se lahko 
populacijo v FA avtomatsko razdeli na več podskupin in vsaka skupina lahko potencialno roji okoli 
lokalnega stanja. Med vsemi lokalnimi stanji je vedno globalno najboljša rešitev, ki je prava 
optimalnost problema. FA se lahko naravno in učinkovito spopade z muli-modalnimi problemi. 
Iz enačbe (3.18)(3.19) je razvidno, da FA postane varianta diferencialne evolucije, ko je     in 
   . Dodatno, ko je     , postane simulirano ohlajanje (SA). Če je    
  zamenjan z    , FA postane 
pospešena PSO. Torej so DE, pospešena optimizacija z jato delcev (APSO) in SA posebni primeri 
algoritma kresničk, s tem ima FA prednost pred temi algoritmi. Ni presenečenje, da je FA lahko 
vsestranski in učinkovit in lahko deluje bolje kot ostali algoritmi kot sta GA in PSO. 
3.3.7 Iskanje kukavice  
Iskanje kukavice (CS) je eden od najnovejših na naravi osnovanih algoritmov, razvila sta ga Xin-She 
Yang in Suash Deb leta 2009 [27]. CS je osnovan na parazitnem obnašanju nekaterih vrst kukavic. 
Dodatno, je ta algoritem okrepljen s tako imenovanimi Lévyjevimi leti in ne s preprostimi 
izotropskimi naključnimi hodi. Novejše študije kažejo, da je CS potencialno veliko bolj učinkovit kot 
PSO in genetski algoritmi [48, 49, 28, 50, 51]. 
CS uporablja uravnoteženo kombinacijo lokalnega naključnega hoda in globalnega raziskovalnega 
naključnega hoda, ki ju kontrolira premični parameter   . Lokalni naključni hod se lahko napiše s 
sledečo enačbo: 
 
   
       
                 
     
   (3.20) 
kjer sta    
  in    
  dve različni rešitvi naključno izbrani z naključno permutacijo,      je Heavisideova 
funkcija,   je naključno število vzeto iz enakomerne porazdelitve in s je velikost koraka. Tu  pomeni 
Hardmadovo množenje. 
Po drugi strani se globalni naključni hod izvaja z uporabo Lévyjevih letov [52]. 
 
   
       




       





    
                     
(3.22) 
Tu je     faktor obsega velikosti koraka, ki je povezan z obsegom danega primera. 
CS ima dve razločni prednosti pred drugimi algoritmi kot sta GA in SA: učinkovite naključne hode in 
uravnovešeno mešanje. Ker so Lévyjevi leti po navadi precej bolj učinkoviti pri globalnem iskanju kot 
ostale naključnostne tehnike osnovane na naključnih hodih, je CS lahko zelo učinkovit pri globalnem 
iskanju. Študije kažejo da ima CS lahko zagotovljeno globalno konvergenco [53]. Dodatno, lahko 
podobnost med jajci ustvarja boljše nove rešitve, ki je v bistvu generacija s proporcionalno 
primernostjo z dobro sposobnostjo mešanja. Z drugimi besedami, ima CS spremenljivo mutacijo, ki jo 
realizirajo Lévyjevi leti. Primernostno proporcionalna generacija novih rešitev osnovanih na 
podobnosti da rahlo obliko križanja. Selekcijo se izvaja z uporabo   , kjer so dobre rešitve prenesene 
na naslednjo generacijo, medtem ko so ne tako dobre rešitve zamenjane z novimi rešitvami. Simulacije 
tudi kažejo, da ima CS lahko sposobnost avto-približevanja v smislu, da se nove rešitve avtomatsko 
približajo regiji, kjer je obetavna globalna optimalnost. 
Enačba (3.21) je v bistvu posplošena SA v okvirju markovskih verig. V enačbi (3.20) lahko CS 
postane varianta diferencialne evolucije, če velja      in         . Če potem še zamenjamo    
  s 
trenutno najboljšo rešitvijo    , potem enačba (3.20) lahko postane pospešena optimizacija z jato 
delcev (APSO) [46]. To pomeni, da so SA, DE in APSO posebni primeri CS in to je eden od razlogov, 
zakaj je CS tako učinkovit. 
V bistvu ima CS močno mutacijo na lokalni in globalni ravni, medtem ko se izvaja dobro mešanje z 
uporabo podobnosti rešitev, kar tudi igra vlogo križanja. Selekcija se izvaja z elitizmom, kar pomeni, 
da bo dober odstotek rešitev prenesenih na naslednjo generacijo. Brez uporabe     lahko tudi 
premagamo slabost prehitre konvergence, ki je v PSO. 
3.3.8 Algoritem netopirjev  
Meta-hevristični algoritem netopirjev (BA) je razvil Xin-She Yang leta 2010 [29]. Osnovan je na 
obnašanju malih netopirjev pri zvočnem lociranju. Je prvi algoritem, ki uporablja frekvenčno 
uglasitev. Vsak netopir ima svojo hitrost    
  in lokacijo    
  pri iteraciji   v  -dimenzijskem iskalnem ali 
rešitvenem prostoru. Izmed vseh netopirjev obstaja trenutno najboljša rešitev    . Torej je mogoče ta tri 
pravila prevesti v enačbe za    
  in hitrosti    
 . 
 
                     (3.23) 
 
   
     
        




   
     
       
  (3.25) 
kjer je         je naključni vektor vzet iz enakomerne porazdelitve. 
Glasnost in hitrost emisij pulza regulirajo sledeče enačbe: 
 
  
       
  (3.26) 
 
  
      
              (3.27) 
kjer so       in     konstante. V bistvu je tu   podobna faktorju ohlajanja pri načrtu ohlajanja 
pri SA. 
Yang je BA razširil v več-kriterijski algoritem netopirjev (angl. Multi-objective Bat Algorithm - 
MOBA) [53, 54] in začetni rezultati kažejo na visoko učinkovitost. 
V BA frekvenčna uglasitev v bistvu deluje kot mutacija, medtem ko je pritisk selekcije relativno 
konstanten z uporabo do sedaj najdene trenutno najboljše rešitve    . Določljivega križanja ni, vendar 
se mutacija spreminja zaradi sprememb glasnosti in pulzne emisije. Spremembe glasnosti in hitrosti 
pulzne emisije podajo tudi sposobnost samo-približevanja. Bližje smo globalni optimalnosti, bolj 
intenzivno postane izkoriščanje. 
3.3.9 Iskanje harmonije  
Iskanje harmonije (HS) je algoritem osnovan na glasbi. Razvili so ga Zong Woo Geem in sodelavci 
leta 2001 [21]. Ni osnovan na inteligenci rojev, ampak je meta-hevrističen algoritem [55]. V 
standardnem HS so rešitve predstavljene v obliki populacije harmonij z uporabo sledečih treh izbir 
pravil (glasbenika, ki igra skladbo): igra katerokoli zelo znano skladbo iz spomina, igra nekaj 
podobnega znani skladbi (prilagoditev tona) in sklada novo skladbo ali naključni toni. HS uporablja 
večinoma mutacijo in selekcijo, medtem ko določljivega križanja ni. Prvo pravilo sovpada s selekcijo 
ali elitizmom, drugo in tretje pravilo sta mutacija. 
V HS je mutacija lahko lokalna in globalna. Na primer, prilagoditev tona (drugo pravilo) uporablja 
sledečo enačbo: 
 
                 (3.28) 
kjer je    pasovna širina tonske prilagoditve, medtem ko je   naključno število vzeto iz       . To je 
lokalni naključni hod, razdaljo naključnega hoda kontrolira pasovna širina. Ta del se lahko obravnava 
kot akcija lokalne mutacije z ekvivalentno hitrostjo mutacije od     do    . 
Tretje pravilo je v bistvu obsežna mutacija, kar je v bistvu ekvivalentno naključnim hodom. Selekcijo 
kontrolira verjetnost izbora harmonije iz spomina harmonij. Podobno kot pri genetskih algoritmih je ta 
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izbor harmonij iz populacije visok, s tipično vrednostjo    , kar omogoča sistemu, da konvergira v 
pod-prostoru. Vendar je to na škodo zmanjšane verjetnosti globalne optimalnosti v nekaterih zelo 
nelinearnih problemih. 
3.3.10 Algoritem rož 
Algoritem opraševanja rož (FPA) je razvil Xin-She Yang leta 2012 [56], osnovan na procesu 
opraševanju cvetov cvetočih rastlin. Bil je razširjen na več-kriterijske optimizacijske probleme, izkazal 
se je za precej učinkovitega [57]. Zaradi preprostosti se uporabljajo sledeča štiri pravila: 
1. Biotično in križno opraševanje se lahko obravnava kot globalni proces opraševanja in 
opraševalci, ki nosijo cvetni prah, se premikajo na način, ki ga opisujejo Lévyjevi leti. 
2. Za lokalno opraševanje se uporablja ne-biotično opraševanje in samo-opraševanje. 
3. Opraševalci, kot so žuželke, lahko razvijejo konstantnost rož, kar je ekvivalentno verjetnosti 
reprodukcije, ki je proporcionalna podobnosti dveh izmed obravnavanih rož.  
4. Interakcijo ali izmenjavo lokalnega opraševanja in globalnega opraševanja se lahko kontrolira 
z verjetnostjo izmenjave        , z rahlim nagnjenjem k lokalnemu opraševanju. 
Da se oblikujejo formule, ki se posodabljajo, je treba spremeniti ta pravila v enačbe. Na primer v 
koraku globalnega opraševanja cvetni prah prenašajo opraševalci, kot so žuželke, in cvetni prah lahko 
potuje na dolge razdalje, ker žuželke pogosto lahko letijo in premagajo velike razdalje. Torej se prvo 
pravilo in konstantnost cvetlic lahko predstavi v sledeči matematični enačbi: 
 
   
       
               
   (3.29) 
kjer je    
  cvetni prah   ali vektor rešitve     pri iteraciji  , in     je trenutno najboljša rešitev med vsemi 
rešitvami pri trenutni generaciji ali iteraciji. Tu je   faktor velikosti, ki kontrolira velikost koraka. 
Tu je      parameter, ki pripada moči opraševanja, kar je v bistvu tudi velikost koraka. Ker insekti 
lahko preletijo velike razdalje v različno dolgih korakih, se lahko uporabi Lévyjeve lete za učinkovito 
oponašanje teh karakteristik. Vzame se     z Lévyjeve porazdelitve. 
 
  





    
                   
(3.30) 
Tu je      standardna gama funkcija in ta porazdelitev je dobra pri velikih korakih    . Ta korak je 
v bistvu korak globalne mutacije, kar omogoča bolj učinkovito raziskovanje iskalnega prostora. 
Za lokalno opraševanje se lahko predstavi pravilo 2 in pravilo 3 s sledečim izrazom: 
 
   
       
       
     
   (3.31) 
41 
 
Tu sta    
  in    
  cvetni prah z različnih cvetlic iste rastlinske vrste. To v bistvu oponaša konstantnost 
cvetlic v omejeni soseski. Matematično gledano, če    
  in    
  prihajata iz iste vrste ali sta izbrana iz iste 
populacije, to postane ekvivalentno lokalnemu naključnemu hodu, če vzamemo   iz enakomerne 
porazdelitve v      . V bistvu je to lokalni korak mutacije in mešanja, kar lahko pomaga konvergenci 
v pod-prostoru. 
V principu se lahko opraševanje cvetlic zgodi pri vseh velikostnih razredih, lokalnih ter tudi globalnih. 
Ampak je v resnici bolj verjetno, da bodo sosednje cvetlice ali cvetlice v ne tako oddaljeni soseski, 
oprašile lokalni cvetni prah in ne tisti od oddaljenih cvetlic. Za oponašanje te lastnosti se lahko 
uporabi verjetnost izmenjave (četrto pravilo) ali verjetnost bližine   za izmenjavo med splošnim 
globalnim opraševanjem in intenzivnim lokalnim opraševanjem. Za začetek se lahko uporabi naivno 
vrednost       kot začetno vrednost. Uvodne statistike kažejo, da lahko       deluje bolje pri 
večini aplikacijah. 
Selekcijo se doseže z izborom najboljših rešitev in njihovo posredovanje na naslednjo generacijo. 
Uporablja določljiv     za iskanje najboljše rešitve kot selekcija in elitizem. Ni določljivega križanja, 
kar velja tudi za mnoge druge algoritme, kot sta optimizacija z jato delcev in iskanje harmonije. 
3.3.11 Drugi algoritmi  
V literaturi se je pojavilo mnogo drugih algoritmov. Fister mlajši in sodelavci so prikazali kratko 
raziskavo [30], ki morda potrebuje bolj obširno analizo in primerjavo. 
Pri analizi teh algoritmov se opazi, da se vedno uporabi mutacijo in selekcijo, medtem ko se križanje v 
večini teh algoritmov ne uporablja. To lahko poraja vprašanje in nadaljnjo potrebo po analizi, kaj je 
točna vloga križanja. Križanje da dobro mešanje in ojačenje konvergence v pod-prostoru, vendar, če je 
stopnja križanja previsoka, lahko pelje k prezgodnji konvergenci. Pomanjkanje določljivega križanja v 
mnogih algoritmih lahko razloži opažanja ali dejstva, da lahko mnogo novih algoritmov bolje zagotovi 
globalno optimalnost, vendar se število iteracij bistveno ne zniža v primerjavi s tistimi, ki se 
uporabljajo v genetskih algoritmih in diferencialni evoluciji. Edini izjemi sta strategija orlov in ko-
evolucijski algoritmi. 
Torej obstaja velika potreba po nadaljnjem preiskovanju, kako lahko dvostopenjska strategija orlov in 
ko-evolucijske metode delujejo bolje. Sistemsko prilagajanje parametrov v algoritmih in previdna 
kontrola teh od algoritmov odvisnih parametrov je lahko zelo uporabna pri razumevanju, kako se ti 
algoritmi obnašajo in kako se jih lahko izboljša v praksi. 
3.4 Nastavljanje in kontrola parametrov 
Vsi na naravi osnovani algoritmi imajo od algoritmov odvisne parametre. Nastavitve teh parametrov 
lahko zelo vpliva na obnašanje in zmogljivost algoritma. Kako je najbolje nastaviti in kontrolirati te 
algoritme, je še vedno zelo zahteven problem [42]. 
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3.4.1 Nastavljanje parametrov 
Za nastavitev         (za dan problem   in algoritem   s setom parametrov   ), da doseže svojo 
najboljšo zmogljivost, je potrebno orodje za nastavljanje parametrov. Tako, kot pri nastavljanju strojev 
z visoko natančnostjo, so potrebna napredna orodja. Katero orodje se lahko uporabi za nastavljanje 
parametrov v algoritmu? En način je uporaba boljšega, že obstoječega orodja (na primer algoritma  ) 
za nastavitev algoritma  . Sedaj postane vprašanje, kako se ve, da je   boljši? Ali je   dobro 
nastavljen? Če je odgovor da, kako se sploh nastavi  ? Če se uporabi drugo orodje (na primer 
algoritem  ) za nastavitev  . Sedaj je vprašanje, kako je bil nastavljen algoritem  ? To se lahko 
nadaljuje vse do konca dolge verige, na primer algoritma  . Na koncu se potrebuje orodje/algoritem 
za nastavitev tega algoritma  , kar ponovno poraja prvotno vprašanje, kako se nastavi algoritem  , da 
najbolje deluje? 
Velja poudariti, da tudi, če so na volje dobra orodja za nastavitev algoritma, so najboljše nastavitve 
parametrov in z njimi zmogljivost odvisne od zmogljivostnih ukrepov uporabljenih v nastavitvah. 
Idealno bi bili parametri dovolj robustni, da zdržijo manjše spremembe parametrov, naključna semena 
in celo instanco problema [42]. Vendar v praksi to ni nujno dosegljivo. Eiben [42] pravi, da se lahko 
razdeli nastavitve parametrov na iterativne in ne-iterativne, enostopenjske in večstopenjske 
nastavljavce. Metode nastavljanja vključujejo obstoječe metode, metode vzorčenja, metode 
pregledovanja, metode osnovane na modelih in meta-hevristične metode. Uspešnost in učinkovitost 
teh metod lahko variira in tako ni dobro uveljavljenih metod za univerzalno nastavljanje parametrov. 
3.4.2 Hiper-optimizacija 
Očitno je, da je nastavljanje parametrov proces optimiziranja optimizacijskega algoritma, kot je torej 
hiper-optimizacijski problem. V bistvu je nastavljavec meta-optimizacijsko orodje za nastavljanje 
algoritmov. 
Pri standardnemu neomejenemu optimizacijskemu problemu je cilj najti globalni minimum    funkcije 
      v  -dimenzijskem prostoru.  
 
                                            (3.32) 
Ko se izbere algoritem   za reševanje takega optimizacijskega problema, bo algoritem vrnil 
minimalno rešitev     , ki je lahko blizu pravega globalnega minimuma   . Za dano toleranco   je 
lahko potrebnih    iteracij, da se doseže            . Očitno je prva    pogosto odvisna od 
kriterijske funkcije       problema in parametrov    uporabljenega algoritma. 
Glavni cilj nastavljanja algoritma je najti najboljšo nastavitev parametra    , pri kateri sta računski 
strošek ali število iteracij    minimalna. Nastavljanje parametra kot hiper-optimizacijo se lahko napiše 




                            (3.33) 
Optimalnost predhodnega izraza je   . 
Idealno bi moral biti vektor parametrov     dovolj robusten. Pri različnih tipih problemov manjše 
variacije v     ne bi smele veliko vplivati na zmogljivost  , kar pomeni, da naj     raje leži v položnem 
delu kot pri ostrem vrhu pokrajine parametrov. 
3.4.3 Več-kriterijska perspektiva 
Če se pogleda proces nastavljanja z druge perspektive, ga je mogoče zgraditi kot več-kriterijski 
optimizacijski problem z dvema kriterijoma: en kriterij       za optimizacijski problem   in en kriterij 
   za algoritem. 
 
                                                 (3.34) 
kjer je    povprečno število iteracij potrebnih za dosego dane tolerance  , tako da je najdeni minimum 
     dovolj blizu pravega globalnega minimuma   , kar zadošča            . 
To pomeni, da bo za dano toleranco   set najboljših nastavitev parametrov z minimalnim   . Kot 
rezultat kriterija tvorita Pareto fronto. V principu se lahko ta dvokriterijski optimizacijski problem 
(3.34) reši s katerimikoli metodami, ki so primerne za več-kriterijsko optimizacijo. Vendar, ker je   
ponavadi dan, je naravni način reševanja tega problema uporaba tako imenovanih  -omejitvene ali  -
omejitvene metode. Imenovanje je odvisno od označb.  
Pri danem     se spremeni enega od kriterijov (recimo      ) v omejitev in s tem predhodni 
problem  (3.34) postane enokriterijski optimizacijski problem z omejitvijo. 
 
                                                 (3.35) 
Čeprav postane ideja jasnejša v tem okvirju, je še vedno treba izbrati dobro orodje za reševanje tega 
več-kriterijskega problema. Xin-She Yang in sodelavci so predlagali metodo za samonastavljivi 
algoritem. Kratko povedano se lahko ta dvokriterijski optimizacijski algoritem reši z uporabo 
algoritma   samega v iterativnem načinu, kar v bistvu doseže nastavljanje parametrov in reševanje 
problema istočasno. 
3.4.4 Kontrola parametrov 
Obstaja še ena tema o kontroli parametrov povezana z nastavljanjem parametrov. Vrednosti prametrov 
so po nastavljanju parametrov pogosto fiksne med iteracijami, medtem ko bi morali parametri variirati 
med iteracijami z kriterijom kontrole parametrov. Ideja kontrole parametrov je, da parametri variirajo 
na tak način, da lahko obravnavani algoritem da najboljšo hitrost konvergence in s tem doseže 
najboljšo zmogljivost. Kontrola parametrov je še eden težek optimizacijski problem, ki ga je potrebno 
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rešiti. Neka osnovna oblika kontrole parametrov je bila poizkušena pri BA [29], ki se je izkazala za 
zelo učinkovito. S kontrolo glasnosti in hitrosti oddajanja pulza lahko BA avtomatsko preklopi iz 
raziskovalnih premikov na lokalno izkoriščanje, ki se fokusira na obetajoče regije, ko je morebitna 
globalna optimalnost blizu. Na podoben način se lahko na urnik hlajenja pri SA gleda kot na obliko 
osnovne kontrole parametrov. 
Strategija orlov (angl. Eagle Strategy - ES) je dvostopenjska iterativna strategija z iterativnimi 
preklopi [58]. ES starta s populacijo agentov v raziskovalnem načinu, potem preklopi na 
izkoriščevalno stopnjo za intenzivno lokalno iskanje. Nato ponovno starta z drugim setom 
raziskovanih premikov in posledično preklopi na novo izkoriščevalno stopnjo. Ta iterativna strategija 
s ponovnimi zagoni je bila spoznana za zelo učinkovito. 
Oba, nastavljanje parametrov in kontrola parametrov, se še aktivno raziskuje. Bolj učinkovite metode 
so zelo potrebne na tem področju. 
3.5 Zaključki 
Mnogo optimizacijskih algoritmov je osnovanih na tako imenovani inteligenci rojev in uporablja 
pristope osnovane na populaciji. Večina uporablja neko obliko treh ključnih evolucijskih operatorjev: 
križanje, mutacijo in selekcijo. Vendar skoraj vsi algoritmi uporabljajo mutacijo in selekcijo, medtem 
ko se križanje lahko pojavlja na komaj zaznaven način v nekaterih algoritmih. Križanje je učinkovito 
pri raziskovanju in lahko pogosto da dobro konvergenco v lokalnem pod-prostoru. Če je ta pod-prostor 
tam, kjer leži globalna optimalnost, potem lahko križanje z elitizmom skoraj zagotovi dosego globalne 
optimalnosti. Vendar, če pod-prostor križanja ni v regiji, kjer leži globalna optimalnost, obstaja 
nevarnost prezgodnje konvergence. 
Visoka raba mutacije in selekcije lahko tipično omogoča stohastičnim algoritmom visoko sposobnost 
raziskovanja. Ker je raziskovanje relativno majhno, je hitrost konvergence po navadi nizka v 
primerjavi s tradicionalnimi metodami, kot je Newton-Raphsonova. Posledično se lahko večina meta-
hevrističnih algoritmov dobro izkaže pri nelinearnih problemih, vključno pri relativno težkih 
optimizacijah. Vendar je število ovrednotenj funkcij lahko zelo visoko. 
Vloga križanja in mutacije v raziskovanju je dokaj nizko zaznavna, medtem ko je selekcija, kot 
raziskovalni mehanizem lahko preprosta in kljub temu učinkovita. Vendar še vedno ni čisto jasno, 
kako se lahko kombinacija križanja, mutacije in selekcije direktno veže v ravnovesje raziskovanja in 
izkoriščanja. To je še vedno odprto vprašanje. Na primer v genetskih algoritmih je verjetnost križanja 
lahko tudi     , medtem ko je verjetnost mutacije lahko tipično nizko, v rangu      do     . V 
primerjavi z drugimi algoritmi, se zdi raziskovanje nizko, ampak genetski algoritmi so se izkazali za 
zelo učinkovite. Po drugi strani imajo Lévyjevi leti povezani z mutacijo v iskanju kukavice lahko 
dobro sposobnost raziskovanja, vendar lahko iskanje kukavice konvergira zelo hitro. Istočasno ni 
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jasno, kakšen odstotek iskanja je v raziskovanju v standardnem algoritmu kresničk. Izkazalo se je, da 
je algoritem kresničk zelo učinkovit pri reševanju več-modalnih nelinearnih problemov. 
Celo pri standardni optimizaciji z jato delcev ni jasno kakšen odstotek iskalnih iteracij je raziskovanje. 
Uporaba trenutno globalne najboljše je lahko prednost ali pa tudi slabost. Trenutno globalna najboljša 
lahko pomaga pri pospešitvi konvergence, ampak lahko tudi pelje k napačni optimalnosti, če je bila 
trenutno globalno najboljša pridobljena s pristranskim setom vzorcev vzetih iz pod-prostora, kjer se 
nahaja lokalni optimum (ne globalni optimum). Vse to pravi, da ni znano, kako doseči optimalno 
razmerje raziskovanja in izkoriščanja z nastavljanjem kombinacije evolucijskih operatorjev. 
Fino ravnovesje se ne da doseči s tem, da se postavi vse evolucijske operatorje skupaj na dober način, 
brez nastavljanja parametrov. Nastavitve ali vrednosti katerihkoli parametrov odvisnih od algoritmov 
lahko bistveno vplivajo na zmogljivost algoritma. Za dobro zmogljivost je treba najti prave vrednosti 
parametrov. Z drugimi besedami, parametri morajo biti nastavljeni tako, da algoritem deluje z 
najboljšo zmogljivostjo. Nastavljanje prametrov je aktivno področje raziskav [42]. 
Kljub pomembnosti teh problemov na tem področju ni veliko napredka. Narava se je razvila na 
milijone raznolikih vrst z raznolikimi karakteristikami, vendar to ne pomeni, da bi morali raziskovalci 
razviti milijone različnih algoritmov, kot so algoritem trav, algoritem listja, algoritem hroščev, 
algoritem neba, algoritem vesolja ali algoritem huliganov. Poudarek mora biti na reševanju 
pomembnih problemov. 
Vendar to ne pomeni, da se novih algoritmov ne bi smelo razvijati. Raziskovalna skupnost bi morala 
spodbujati nove in učinkovite algoritme s pogleda boljših evolucijskih operatorjev in boljšega 
ravnovesja raziskovanja in izkoriščanja. 
Velja poudariti, da je predhodna analiza osnovana na sistemu obnašanja zveznih optimizacijskih 
problemov in se lahko pričakuje, da ti rezultati veljajo tudi za kombinatorske probleme. Vendar je 
treba paziti pri kombinatorskih problemih, kjer ima soseska lahko drugačen pomen in zato je lahko 







4 ALGORITMI KRESNIČK 
Meta-hevristični algoritmi, še posebej tisti, osnovani na inteligenci rojev, so poželi veliko zanimanja v 
zadnjih desetih letih. Algoritem kresničk (FA) se je pojavil leta 2008 in literatura o njem se je 
dramatično razširila z raznolikimi aplikacijami. To poglavje je primarno povzeto po [1, str. 111-124]. 
4.1 Algoritem kresničk 
Xin-She Yang je prvi razvil FA leta 2007 in ga objavil leta 2008 [25, 26]. FA je osnovan na vzorcu 
utripanja in obnašanja kresničk. 
4.1.1 Obnašanje kresničk 
Utripajoče lučke kresničk so čudovit prizor na poletnem nebu v tropskih in zmernih regijah. Obstaja 
približno 2000 vrst kresničk in večina kresničk proizvaja kratke ritmične utripe. Vzorec utripov je 
pogosto omejen na specifično vrsto. Utripajoče lučke se proizvajajo s procesom bioluminiscence, 
razlogi za take signalne sisteme še vedno niso točno znani. Dve osnovni funkciji takih utripov sta 
privabiti paritvene partnerje (komunikacija) in privabiti potencialen plen [59]. Utripanje lahko služi 
kot obveščevalni obrambni mehanizem, ki opominja morebitne plenilce na grenak okus kresničk. 
Ritmično utripanje, hitrost utripanja in čas med utripi oblikujejo del signalnega sistema, ki združuje 
oba spola [59]. Samice se odzovejo na samčev unikatni vzorec utripanja v isti vrsti, medtem ko pri 
nekaterih vrstah, kot je Photuris, samice lahko prisluškujejo svetlobnim signalom dvorjenja in celo 
oponašajo paritvene vzorce utripanja drugih vrst, da zvabijo in pojedo samce kresničk, ki zamenjajo 
utripanje za potencialnega partnerja. Nekatere tropske kresničke lahko celo sinhronizirajo svoje 
utripanje in s tem oblikujejo biološko samo-organizacijsko obnašanje. 
Intenzivnost svetlobe   se znižuje, ko se razdalja   povečuje po izrazu       . Zrak tudi absorbira 
svetlobo, ki postaja vse šibkejša bolj, kot se razdalja povečuje. Zaradi teh dveh faktorjev so kresničke 
vidne le do določene razdalje, po navadi le nekaj sto metrov ponoči, kar je dovolj za komunikacijo 
med kresničkami. 
Utripajočo svetlobo se lahko formulira na tak način, da se asociira z kriterijsko funkcijo, ki jo 
optimiziramo, kar omogoča formulacijo novih optimizacijskih algoritmov. 
4.1.2 Standardni algoritem kresničk 
Sedaj lahko idealiziramo nekatere karakteristike utripanja kresničk za razvoj algoritmov osnovanih na 
kresničkah. Za preprostost pri opisu standardnega se uporabi naslednja tri idealizirana pravila: 




 Privlačnost je proporcionalna svetlosti kresničke. Velja za katerikoli dve kresnički: tista manj 
svetla se bo premikala proti bolj svetli. Torej se z razdaljo zmanjšuje svetlost kot tudi 
privlačnost. Če ni nobene svetlejše kresničke se bo najsvetlejša kresnička premikala 
naključno. 
 Na svetlost kresničke vpliva ali jo določi pokrajina kriterijske funkcije. 
Pri maksimizacijskem problemu je svetlost lahko preprosto proporcionalna vrednosti kriterijske 
funkcije. Druge oblike svetlobe lahko definiramo na podoben način kot funkcijo primernosti pri 
genetskih algoritmih. 
Z uporabo teh treh pravil, se lahko osnovne korake FA povzame kot kaže konceptualna koda na sliki 
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Slika 4.1: Konceptualna koda algoritma kresničk (FA) [1, str. 112] 
4.1.3 Variacije intenzivnosti svetlobe in privlačnosti  
V algoritmu kresničk sta dve pomembni vprašanji: variacija intenzivnosti svetlobe in formulacija 
privlačnosti. Preprosto se lahko predvideva, da je privlačnost kresničke določena z njeno svetlostjo, 
kar je dodatno asociirano z kriterijsko funkcijo. 
V najbolj preprostem primeru za maksimum optimizacijskih problemov, je svetlost   kresničke na neki 
določeni točki    lahko izbrana kot            . Vendar, je privlačnost   relativna, oceni se lahko le s 
pogleda drugih kresničk. Tako bo z razdaljo     med kresničko   in kresničko   privlačnost variirala. 
Dodatno se intenzivnost svetlobe zmanjšuje z razdaljo od vira, svetloba se tudi absorbira v mediju, 
zato se mora dovoliti privlačnosti da variira z stopnjo absorpcije. 








kjer je    intenzivnost svetlobe pri viru. Za dan medij s fiksnim koeficientom absorpcije svetlobe  , 
intenzivnost svetlobe   variira z razdaljo  . 
 
     
    (4.2) 
kjer je    originalna intenzivnost svetlobe pri razdalji    . Da se izognemo singularnosti pri     v 
izrazu    
  , se lahko združeni efekt obeh, zakona inverznega kvadrata in absorpcije, približno določi 
s sledečo Gaussovo obliko: 
 
     
     (4.3) 
Ker je privlačnost kresničke proporcionalna intenzivnosti svetlobe, kot jo vidijo bližje kresničke, se 
privlačnost   lahko definira s sledečim izrazom: 
 
     
     (4.4) 
kjer je    privlačnost pri    . Ker je pogosto hitrejše izračunati      
    kot eksponentno 




     
 (4.5) 
Pri nekih aplikacijah je dobro uporabiti to formulo. Obe (4.4) in (4.5) definirata karakteristično 
razdaljo       , preko katere se bistveno spreminja privlačnost z    k    
   pri enačbi (4.4) ali 
     pri enačbi (4.5). 
Pri implementaciji je funkcija privlačnosti      lahko katerakoli funkcija, ki monotono pada, kot 
sledeče posplošene oblike: 
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Pri fiksni   postane karakteristična dolžina: 
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Razdalja med katerimakoli kresničkama   in   pri     in     je sledeča kartezijanska razdalja: 
 
                           
 
 
   
 (4.9) 
kjer je       -ta komponenta prostorske koordinate      -te kresničke. Primer v 2D opiše sledeča oblika. 
 
            
 
        
 
 (4.10) 
Gibanje kresničke  , katero privlači druga, bolj privlačna (svetlejša) kresnička  , določa sledeča 
enačba: 
 
   
       
     
     
 
    
     
       
  (4.11) 
kjer drugi del izraža privlačnost. Tretji del je naključnost, kjer je   parameter naključnosti in     je 
vektor naključnih števil vzetih z Gaussove porazdelitve ali enakomerne porazdelitve. Na primer, pri 
najbolj preprosti obliki lahko     zamenjamo z         , kjer je      generator naključnih števil 
enakomerno porazdeljenih v      . Pri večini implementacijah se lahko vzame, da je      in 
       . 
4.1.4 Kontrola naključnosti 
Nadaljnja izboljšava konvergence algoritma je variacija parametra naključnosti  , da se postopoma 
zmanjšuje, ko se bližjo optimumi. Na primer lahko se uporabi sledeča formula: 
 
             
   (4.12) 
kjer je            čas simulacij in      je maksimalno število generacij.    je začetni parameter 
naključnosti, medtem ko je    končna vrednost. Lahko se uporablja tudi funkcija podobna 
geometričnemu programu ojačitve:  
 
     
  (4.13) 
kjer je         konstanta zmanjšanja naključnosti. Pri večini aplikacijah, se lahko uporabi   
           in     . 
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Dodatno, v trenutni verziji FA algoritma se ne uporablja določljiva    , čeprav se uporablja samo za 
dekodiranje končne najboljše rešitve. Simulacije so pokazale, da se učinkovitost lahko izboljša če se 
doda izraz              v enačbo (4.11). Tu je   parameter podoben   in   in     je vektor naključnih 
števil.  
Velja poudariti, da je enačba (4.11) naključni hod, ki daje prednost svetlejšim kresničkam. Če je 
    , postane preprost naključni hod. Nadaljnje, se lahko izraz naključnosti razširi na ostale 
porazdelitve kot so Lévyjevi leti. 
Parameter   sedaj označuje variacijo privlačnosti in njena vrednost je bistvenega pomena pri 
določevanju hitrosti konvergence in načina, kako se FA algoritem obnaša. Teoretično je        , v 
praksi pa se        določi z karakteristično dolžino   sistema, ki se optimizira. Tako, pri večini 
aplikacijah tipično variira med       in     . 
4.2 Analiza algoritma 
4.2.1 Skale in mejni primeri  
Poudariti je treba, da razdalja   definirana v prejšnjem odseku ni omejena na Evklidovo razdaljo. 
Lahko se definira drugo razdaljo   v  -dimenzijskem hiper-prostoru, odvisno od tipa obravnavanega 
problema. Pri problemih načrtovanja na delu se   lahko definira kot časovni zamik ali časovni interval. 
Pri zapletenih omrežjih, kot so internet in socialna omrežja, se razdaljo   lahko definira kot 
kombinacijo stopenj lokalnega zgoščevanja in povprečne bližine stičišč. Katerakoli mera, ki se jo 
lahko efektivno označi količine interesa v optimizacijski problem, se lahko uporabi kot »razdaljo«    
Tipična skala   naj bi se tipično asociirala s skalo, ki je v obravnavanem optimizacijskemu problemu. 
Če je   tipična skala za dan optimizacijski problem za veliko število kresničk, torej    , kjer je   
število lokalnih optimumov, potem bi se morale začetne lokacije teh  -kresničk porazdeliti relativno 
enakomerno po celotnem iskalnem prostoru. Ko iteracije potekajo, kresničke konvergirajo v vse 
lokalne optimume (vključno globalne). S primerjavo najboljših rešitev  izmed vseh teh optimumov se 
lahko globalni optimum zlahka doseže. Raziskave kažejo, da je mogoče dokazati, da se bo algoritem 
kresničk približal globalnem optimumu, ko     in    . V resnici zelo hitro konvergira. 
Obstajata dva zelo pomembna mejna primera ali asimptoti, ko je     in    . Ko gre    , je 
privlačnost konstantna      in    . To je ekvivalentno temu, da se v idealnem primeru 
intenzivnost svetlobe ne zmanjša. Tako, je utripajoča kresnička vidna kjerkoli v domeni. Kar pomeni, 
da je en optimum (po navadi globalen) lahko dosegljiv. Če odstranimo notranjo zanko za   s slike 4.1 
in zamenjamo     s trenutno najboljšo globalno rešitvijo    , potem se FA spremeni v poseben primer 




Po drugi strani vodi mejni primer     k     in          , ki je funkcija Diracove delte, kar 
pomeni, da je privlačnost skoraj nič s pogleda drugih kresničk. To je ekvivalentno primeru, ko 
kresničke naključno blodijo v zelo gosti megleni regiji. Drugih kresničk ni vedeti in vsaka kresnička 
blodi v popolnoma naključni smeri, kar pelje k algoritmu SA. 
Ker je algoritem kresničk po navadi primer med dvema ekstremoma, je mogoče prilagoditi parametra 
  in   tako, da je lahko bolj učinkovit kot SA in PSO. FA lahko istočasno in učinkovito najde globalne 
in lokalne optimume.  
Še ena prednost FA je, da različne kresničke delajo skoraj neodvisno druga od druge. To je še posebej 
primerno za vzporedno implementacijo. Je še boljši od gentskih algoritmov in PSO, ker se kresničke 
zbirajo bližje okoli vsakega optimuma. Lahko se pričakuje, da so interakcije  v vzporedni 
implementaciji med različnimi pod-regijami minimalne. 
4.2.2 Privlačnost in difuzija 
Inovativno idejo o privlačnosti z intenzivnostjo svetlobe kot izkoriščevalni mehanizem je prvi uporabil 
Xin-She Yang v algoritmu kresničk leta 2007 in 2008. V FA je privlačnost (in intenzivnost svetlobe) 
povezana z zakonom inverznega kvadrata variacij svetlobne intenzivnosti in koeficienta absorpcije. 
Nov izraz je           
  , kjer je    privlačnost pri razdalji     in     je koeficient absorpcije 
[25]. 
Glavna funkcija take privlačnosti je, da omogoča algoritmu, da hitro konvergira, ker se ti sistemi z več 
agenti razvijajo, medsebojno vplivajo in se privlačijo, kar pelje k samo-organizaciji. Ko se agenti 
rojenja razvijajo, je mogoče, da se njihova stanja privlačnosti premikajo proti pravi globalni 
optimalnosti. 
Ta novi mehanizem privlačnosti je prvi svoje vrste v literaturi na naravi osnovanem računanju in 
računski inteligenci. Ta mehanizem je tudi motiviral druge, da so oblikovali podobne ali druge 
mehanizme privlačnosti. Drugi algoritmi tudi uporabljajo zakone inverznega kvadrata, dobljene iz 
narave. Na primer iskanje nabitega sistema (angl. Charged System Search - CSS) uporablja 
Coulombov zakon, gravitacijski iskalni algoritem (angl. Gravitational Search Algorithm - GSA) 
uporablja Newtonov zakon gravitacije. 
Karkoli je mehanizem privlačnosti, so s pogleda meta-hevristike osnovni principi enaki. Torej 
dovoljujejo agentom rojenja, da medsebojno vplivajo drug na drugega in omogočajo silo, ki pelje 
konvergenco populacije. 
Privlačnost omogoča mehanizme večinoma le za izkoriščanje, vendar je, s primerno naključnostjo, 
mogoče izvesti neko stopnjo raziskovanja. Raziskovanje je bolje analizirati v okvirju naključnih hodov 
in difuzijske naključnosti. S pogleda markovskih verig so naključni hodi in difuzija markovske verige. 
Brownova difuzije, kot je disperzija kapljice črnila v vodi, so naključni hodi. Na primer najbolj 




   
         
      (4.14) 
kjer je   števec korakov. Tu je   naključno število vzeto z normalne Gaussove porazdelitve. To da 
povprečno difuzijsko razdaljo delca ali agenta, ki je kvadratni koren končnega števila korakov  . Torej 
razdalja je reda    , kjer je   difuzijski koeficient. Variacija naključnih hodov v  -dimenzijskem 
primeru se lahko napiše s sledečim izrazom: 
 
          
           (4.15) 
kjer je    hitrost zdrsa, ki je tu lahko vzeta kot nič. 
To pomeni, da je mogoče prekriti celotno iskalno območje, če je   dovolj velik. Torej, koraki v 
Brownovem gibanju      v bistvu sledijo Gaussovi porazdelitvi z variacijo časovne odvisnosti. Na 
difuzijski proces se lahko gleda kot serijo Brownovega gibanja, ki sledi Gaussovi porazdelitvi. Zato se 
standardno difuziji pogosto reče Gaussova difuzija. Če premik na vsakem koraku ni Gaussov, se 
difuziji reče ne-Gaussova difuzija. Po drugi stani naključni hodi  lahko zavzamejo veliko oblik. Če 
dolžina koraka sledi drugim porazdelitvam, se je potrebno ukvarjati z bolj posplošenimi naključnimi 
hodi. Poseben primer je, ko dolžina koraka sledi Lévyjevi porazdelitvi. Takim naključnim hodom se 
reče Lévyjevi leti ali Lévyjevi hodi. 
Vredno je poudariti, da je bil originalni FA razvit, da se združi z Lévyjevimi leti in dosežena je bila 
dobra zmogljivost [26]. 
4.2.3 Posebni primeri FA 
FA je bogat v mnogo pogledih. Uporablja privlačnost, da vpliva na obnašanje populacije. Ker lokalna 
privlačnost po navadi močnejša kot privlačnost na dolge razdalje, se lahko populacijo v FA 
avtomatsko razdeli na pod-skupine, odvisno od modalnosti problema, kar omogoča FA, da se spopade 
s več-modalnimi, nelinearnimi optimizacijski problemi. 
Če se pobliže pogleda enačbo (4.11), ta nelinearna enačba zagotavlja veliko bogatejše karakteristike. 
Če je   zelo velika, se privlačnost ali intenzivnost svetlobe znižuje prehitro. To pomeni da drugi del 
enačbe (4.11) postane zanemarljiv, kar pelje k standardni SA. Če je   zelo majhna (   ), je 
eksponentni faktor          
    . 
 
   
       
        
     
      
  (4.16) 
Če se postavi    , postane enačba (4.16) varianta diferencialne evolucije. Po drugi strani, če se 
zamenja    




   
       
      
     
      
  (4.17) 
kar je v bistvu APSO, ki ga je predstavil Xin-She Yang leta 2008 [25]. 
Če se postavi      in   
  poveže z    , postane enačba (4.16) variacija prilagoditve tona v iskanja 
harmonije (HS). 
Torej se lahko v bistvu reče, da so DE, APSO, SA in HS posebni primeri FA. FA se do neke mere 
lahko predstavlja kot dobro kombinacijo vseh štirih algoritmov (DE, APSO, SA in HS). Dodatno FA 
uporablja nelinearno nadgrajujočo enačbo, kar lahko prinese bogatejše obnašanje in višjo stopnjo 
konvergence kot linearno nadgrajujočo enačbo, ki jo uporabljajo standardni PSO in DE. Posledično ni 
presenečenje, da se FA lahko bolje odnese kot drugi algoritmi v mnogih aplikacijah kot je več-
modalna optimizacija, klasifikacija, procesiranje slik in izbira selekcije. 
4.3   Implementacija 
Za demonstracijo delovanja FA se lahko uporabi preprost primer funkcije s štirimi vrhovi: 
 
              
                
              
        
          (4.18) 
kjer je                    . Ta funkcija ima štiri vrhove, dva lokalna vrhova za     pri 
       in       in dva globalna vrhova za        pri       in       , kot kaže slika 4.2. 
 




Slika 4.3 (levo) prikazuje začetno lokacijo petindvajsetih kresničk, slika 4.3 (desno), pa prikazuje 
nijhovo lokacijo po dvajsetih iteracijah. Razvidno je, da so vsi štirje optimumi lahko najdeni z uporabo 
teh parametrov. Torej je celotno število ovrednotenj funkcije približno 500. To je veliko bolj 
učinkovito kot večina že obstoječih meta-hevrističnih algoritmov. 
 
Slika 4.3: Začetna lokacija petindvajsetih kresničk (levo) in njihove končne lokacije po dvajsetih 
iteracijah (desno) [1, str. 119] 
4.4 Variacije algoritma kresničk 
4.4.1 FA različice 
Standardni FA je zelo učinkovit, ampak je še prostora za izboljšavo. V zadnjih nekaj letih so 
raziskovalci preizkušali razne načine za izboljšavo zmogljivosti in kako pospešiti konvergenco 
algoritma kresničk. Kot rezultat je bilo razvitih kar nekaj variant [60, 61, 62]. Vendar, ker količina 
literature hitro raste in se pojavlja vedno več variant, ni mogoče omeniti vseh. Sledeč odsek na kratko 
predstavi nekaj teh variant. 
 Diskretni algoritem kresničk (angl. Discrete Firefly Algorithm - DFA). Sayadi in sodelavci 
[61] so razširili FA, da se lahko spopade z NP-težkimi problemi načrtovanja in so razvili 
močno verzijo diskretnega FA. Njihovi rezultati kažejo, da je DFA lahko bolj zmogljiv kot 
obstoječi algoritmi kot so ACO. Medtem je Durkota neodvisno dodal dobro implementacijo 
DFA za reševanje problemov kvadratne dodelitve [63]. Poleg tega je na FA osnovana metoda 
za segmentacijo slik, ki so jo razvili Hassanzadeh in sodelavci [64]. lahko veliko bolj 
učinkovita kot Otsujeva metoda in rekurzivna Otsujeva metoda. Po drugi strani sta Jati in 
Suyanto diskretizirala FA in pokazala njegovo efektivnost pri reševanju NP-težkih problemov 
popotniških trgovcev [65]. Chandrasekaran in Simon sta predlagala učinkovito varianto 
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binarno kodiranega FA za preučevanje omrežij in problema predanosti enote omejene z 
zanesljivostjo [66]. 
 Kaotični algoritem kresničk (angl. Chaotic Firefly Algorithm - CFA). Kaotični FA so 
predlagali Coelho in sodelavci leta 2011 in ta CFA se je izkazal za boljšega od drugih 
algoritmov [11, 68]. Yang je preučeval bistvene kaotične karakteristike FA pri različnih 
obsegih parametrov, tako da se da doseči boljšo zmogljivost z prilagoditvijo   in   [69]. 
Istočasno so Gandomi in sodelavci preučevali različne kaotične načrte in izvajali obsežne 
primerjave zmogljivosti. Zaključili so, da nekateri kaotični načrti res lahko ojačijo zmogljivost 
FA z zamenjavo nekaterih parametrov v FA s temi kaotičnimi načrti [70]. 
 Lagrangeov algoritem kresničk (angl. Lagrangian Firefly Algoirthm - LFA). Še ena zanimiva 
varianta je Lagrangeov algoritem kresničk, katerega so predlagali Rampriya in sodelavci za 
reševanje problemov predanosti enote za energetske sisteme [71]. 
 Memetični algoritem kresničk (angl. Memetic Firefly Algorithm - MFA). Fister mlajši in 
sodelavci so razvili diskretno varianto FA z imenom memetični algoritem kresničk, za 
reševanje kombinatorskih problemov barvanja grafov [72]. 
 Več-kriterijski diskretni algoritem kresničk (angl. Multi-objective Discrete Firefly Algorithm - 
MDFA). Apostolopoulos in Vlacho sta razširila FA in razvila diskretno verzijo za več-
kriterijsko optimizacijo problema optimalne razporeditve obratovanja elektrarn s kontrolo 
emisij. Njuna primerjava je pokazala, da je ta varianta zelo učinkovita [73]. Medtem sta 
Arsuaga-Rios in Vega-Rodriguez neodvisno predlagala še en več-kriterijski FA (angl. Multi-
objective Firefly Algorithm - MOFA) za orodje upravljanja optimalne količine dela za 
minimizacijo porabe energije v računski mreži [74]. Dodatno sta Li in Ye uporabila FA za 
reševanje več-kriterijskih sistemov načrtovanja produkcije [75]. Marichelvam in sodelavci so 
predstavili diskretno FA varianto za več-kriterijski problem hibridnega načrtovanja pretoka 
[76]. 
 Več-kriterijski algoritem kresničk (MOFA). Yang je tudi razširil FA za eno-kriterijsko 
optimizacijo na več-kriterijsko optimizacijo zveznih problemov načrtov [77]. 
 Več-kriterijski ojačen algoritem kresničk (angl. Multi-objective Enhanced Firefly Algorithm - 
MOEFA). Amiri in sodelavci so predstavili več-kriterijski ojačen FA za zaznavanje skupnosti 
v kompleksnih omrežjih [78]. 
 Hibridni algoritmi kresničk (angl. Hybrid Firefly Algorithms - HFA). Obstaja veliko hibridnih 
algoritmov, ki so bili ustvarjeni z hibridizacijo FA z drugimi algoritmi. Na primer 
Giannakouris in sodelavci so združili optimizacijo s kolonijo mravelj in dobili dobre rezultate 
[79]. Abdullah in sodelavci so združili FA z diferencialno evolucijo za ocenitev parametrov 
nelinearnega biološkega modela in njihove raziskave so pokazale, da je ta hibrid lahko zelo 
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močno orodje z manjšim računskim časom pri mnogo aplikacijah [80]. Yan in sodelavci so 
predstavili izboljšan FA z prilagoditvenimi strategijami [81]. 
 Paralelni algoritem kresničk s plenilstvom (angl. Parallel Firefly Algorithm with Predation  -
pFAP). Luz in sodelavci so predlagali paralelno implementacijo FA s plenilstvom in jo 
uporabili pri problemu inverzne toplotne prevodnosti [82]. 
Za diskretne probleme in kombinatorsko optimizacijo so bile razvite diskretne verzije FA, ki imajo 
boljšo zmogljivost [61, 65, 72, 63], kar se lahko uporabi za probleme popotniških trgovcev, barvanja 
grafov in druge aplikacije. Preučevane so bile tudi razširitve FA na več-kriterijsko optimizacijo [83, 
77]. Nekaj študij kaže na to, da lahko kaos izboljša zmogljivost FA [67, 69], medtem ko so druge 
študije poskušale združiti FA z drugimi algoritmi za izboljšavo zmogljivosti [79, 84, 85, 71]. 
Včasih se izboljšave lahko izvedejo z rahlo modifikacijo standardnega FA, vendar morda ni primerno, 
da se klasificira izboljšani algoritem kot novo varianto. Na primer Farahani in sodelavci souporabili 
Gaussovo porazdelitev namesto enakomerne porazdelitve za faktor  , kar je pokazalo nekaj izboljšave 
[86]. Po drugi strani so Wang in sodelavci vnesli hitrost odkrivanja v FA in predstavili modificiran FA 
za planiranje poti brezpilotnih bojnih letal [87]. Njihovi rezultati so pokazali, da je modificiran FA res 
bolje deloval. 
4.4.2 Diskretni FA 
Standardni FA je bil prvotno razvit za zvezne, več-modalne optimizacijske probleme. Lahko se ga 
uporabi tudi za reševanje kombinatorskih optimizacijskih problemov, vendar je treba najti načine, 
kako pretvoriti zvezne spremenljivke v diskretne spremenljivke. Obstajajo različni načini, kako se to 
izvede. Ena od bolj uporabljenih je sledeča logistična funkcija: 
 
     
 
          
 (4.19) 
Funkcija pretvori zvezno spremenljivko v binarno spremenljivko  . Ta funkcija z obliko S za   da 
   , ko      in    , ko     . Vendar v praksi to ni tako lahko izvedljivo, ker ni nujno, 
da vrednosti variirajo v pravem razponu. Pogost način je združitev z nakjučnim številom   s pogojnim 
preklopom. 
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        (4.21) 
Ko se dobi        , se ga lahko, po potrebi, spremeni v               . 






        (4.22) 
Drugi načini vključujejo znake in naključnost. Na primer, lahko se uporabi          za generacijo 
       . Preprost (a ne nujno učinkovit) način je uporaba      , kar je največje celo število, ki ni 
večjo od  . Še en način je uporaba mod funkcije: 
 
            (4.23) 
kjer sta   in    celi števili. 
Še ena povezana tema je, kako se lahko generira nove rešitve. Ko se dobi      ali     , se ju 
lahko uporabi kot velikost koraka in se lahko izvede naključni hod pri različnem času ali iteraciji  . 
 
          (4.24) 
Vendar, če so oblikovne spremenljivke samo binarne, je potrebno normalizirati nove spremenljivke. 
En način so operacije podobne mutacijam, ki naključno menjajo med 0 in 1. 
En način naključnosti je uporaba naključnega števila povezanega z diskretnim setom. Če je iskalni 
prostor diskreten in oblikovna spremenljivka   zavzame le vrednosti s končnim setom, se lahko 
generira naključno število  , običajno enakomerno porazdeljeno, in kaže h kardinalnosti seta. Ko je 
vzeto naključno število, se pripadajoča vrednost končnega seta lahko uporabi. 
Po drugi strani sta dve ključni temi, kako definirati razdaljo in sosesko v diskretnem FA. Pri mnogih 
kombinatorskih problemih, kot je načrtovanje urnika, razdalja ni fizična razdalja. Torej je treba paziti, 
da se količina razdalje pravilno definira. Katerakoli pametna mera, kot so časovni zamik, časovna 
razlika, Hammingova razdalja ali Jaccardova podobnost, se lahko uporabi kot razdalja. 
Soseska je še večji izziv v kombinatorski optimizaciji. Na primer za reševanje problema popotniških 
trgovcev, je rešitev soseske lahko lokalna rešitev, če se zamenja dve povezavi med štirimi mesti [88]. 
Velja poudariti, da načini, kako definirati rešitve soseske, lahko bistveno vplivajo na splošno 
zmogljivost katere koli implementacije ali variante kateregakoli na naravi osnovanega algoritma. To je 
eden od razlogov, zakaj diskretni meta-hevristični algoritmi tvorijo velik del trenutnih raziskovalnih 
dejavnosti. 
4.5 Algoritmi kresničk v aplikacijah 
FA je požel veliko zanimanja in je bil uporabljen v mnogih aplikacijah [83, 89, 64, 61, 47, 90, 84]. Od 
prve originalne objave Yanga leta 2008 je bilo izdanih več kot 800 del o FA. Literatura se je bistveno 
razširila, tako da vseh 800 del ni mogoče povzeti. Torej bo omenjenih le majhen del teh publikacij. 
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Horng in sodelavci so demonstrirali, da algoritem osnovan na kresničkah porabi najmanj računskega 
časa za digitalno stiskanje slik [90, 84], medtem ko sta Zhang in Wu uporabila FA za preučevanje 
registracije slik [91]. Banati in Bajaj sta uporabila FA za izbiro lastnosti in pokazala, da FA ustvarja 
konstantno in boljšo zmogljivost s pogleda časa in optimalnosti kot drugi algoritmi [73]. 
Gandomi in sodelavci [92] ter Azad in Azad [93] so potrdili, da lahko FA pri inženirskih načrtovalnih 
problemih učinkovito rešuje zelo nelinearne, več-modalne načrtovalne probleme. Basu in Mahanti 
[94] ter Chatterjee in sodelavci so uporabili FA pri optimizaciji načrtovanja anten in pokazali, da se 
FA lahko odreže bolje kot ABC [89]. Dodatno sta Zaman in Matin odkrila tudi, da se lahko FA odreže 
bolje kot PSO in pridobila globalno najboljše rezultate [95]. FA je bil uporabljen za ustvarjanje 
alternativ za izvajalce odločitev s širokimi opcijami [96]. 
Sayadi in sodelavci so razvili diskretno verzijo FA, ki lahko učinkovito rešuje NP-težke probleme 
načrtovanja urnikov [61], medtem ko je podrobna analiza pokazala učinkovitost FA pri širokem 
obsegu testnih problemov, vključno z več-kriterijskimi problemi prenosa moči [83, 26, 97]. Na primer 
Yang in sodelavci so rešili ne-konveksni problem optimalne razporeditve obratovanja elektrarn z 
efektom ventilnega nalaganja z uporabo FA in dosegli boljše rezultate kot druge metode [98]. 
Podobno je Swarnkar rešil optimalne razporeditve obratovanja elektrarn z zmanjšanimi izgubami z 
uporabo FA [99]. 
FA lahko reši probleme načrtovanja urnikov in popotniških trgovcev na obetajoč način [100, 65, 101]. 
Jati in Suyanto sta rešila dobro znan problem popotniških trgovcev z diskretnim FA, medtem ko so 
Yousif  in sodelavci rešili načrtovanje del na računalniški mreži z uporabo FA [101]. Obe raziskavi sta 
pokazali, da je FA zelo učinkovit. 
Kwieciań in Filipovicz sta v svoji podrobni raziskavi pokazala, da je FA zelo učinkovit, ko gre za 
vrstne sisteme [102]. FA se je izkazal za zelo učinkovitega pri mešanem celoštevilčnem programiranju 
in problemih prenosa moči [66, 98]. 
Klasifikacije in zbiranje sta še eni pomembni področji aplikacij FA z veliko uspešnostjo [103, 104]. 
Senthilnath in sodelavci so izvedli izčrpno raziskavo zmogljivosti s primerjavo FA z enajstimi drugimi 
algoritmi in odkrili, da se FA učinkovito lahko uporabi pri zbiranju [103]. V večini primerih se je FA 
odrezal bolje kot vseh enajst algoritmov. Tang in sodelavci so izvedli obširen pregled na naravi 
osnovanih algoritmov s pogleda zbiranja [105]. Dodatno, je bil FA uporabljen pri treniranju nevralnih 
mrež [106]. 
Pri optimizaciji v dinamičnih okoljih  je FA lahko zelo učinkovit, kot so to pokazali Farahani in 
sodelavci [107, 108] ter Abshouri in sodelavci [109]. 
Dutta in sodelavci so pokazali, da FA lahko učinkovito reši izo-spektralne vzmetno masne sisteme 
[110]. Kazem in sodelavci so predstavili regresijo podpornega vektorja s FA osnovanega na kaosu za 
60 
 
napovedovanje cen na trgu z delnicami [111]. Grewal in sodelavci so predstavili raziskavo o popravku 
odpovedi antene z uporabo FA in pokazali, da je FA lahko zelo fleksibilen in učinkovit [112]. 
V kontekstu testiranja programske opreme so Srivastava in sodelavci pokazali, da se FA lahko 
modificira, da učinkovito generira neodvisne testne serije in doseže boljšo zmogljivost [113]. 
4.6 Zakaj je algoritem kresničk učinkovit? 
Ko se količina literature o FA veča in nastajajo nove variante, kaže na to, da se lahko FA odreže bolje 
kot mnogo drugih algoritmov. Sedaj se lahko vpraša, zakaj je FA tako učinkovit. Za odgovor na to 
vprašanje se lahko analizira FA z drugega kota. 
FA je osnovan na inteligenci rojev, torej ima podobne prednosti kot drugi algoritmi osnovani na 
inteligenci rojev. Vendar ima FA dve glavni prednosti pred drugimi algoritmi: avtomatsko pod-delitev 
in sposobnost računanja več-modalnosti. Prvič, FA je osnovan na privlačnosti. To pelje k dejstvu, da 
se lahko celotna populacija avtomatsko razdeli na podskupine in vsaka skupina lahko roji okoli 
vsakega lokalnega optimuma. Med vsemi temi optimumi se lahko najde najboljšo globalno rešitev. 
Drugič, ta pod-delitev dovoljuje kresničkam sposobnost, da najdejo vse optimume istočasno, če je 
velikost populacije dovolj večja kot je število optimumov. Matematično gledano      kontrolira 
povprečno razdaljo skupine kresničk, ki jo lahko vidijo sosednje skupine. Torej se celotna populacija 
lahko deli na podskupine z dano povprečno razdaljo. V ekstremnem primeru, ko je    , se celotna 
populacija ne bo delila. 
Sposobnost avtomatske pod-delitve dela FA še posebej primernega za nelinearne, več-modalne 
optimizacijske probleme. Parametre v FA se lahko prilagodi za kontrolo naključnosti, ko potekajo 
iteracije, tako da se lahko tudi pospeši konvergenco s prilagoditvijo teh parametrov. Te prednosti 
delajo FA fleksibilnega, da se lahko spopade z zveznimi problemi, zbiranjem in klasifikacijo in 
kombinatorno optimizacijo. 
Na primer vzame se dve funkciji za demonstracijo računskih stroškov, ki jih privarčuje FA [26]: 
 
         
 
   
   
 (4.25) 
Za De Jongovo funkcijo z       dimenzijami, ki je napisana v predhodnem izrazu, potrebuje 
genetski algoritem            ovrednotenj, da preide na natančnost      optimalne rešitve, 
medtem ko PSO potrebuje            ovrednotenj. FA za enako natančnost potrebuje      
    ovrednotenj funkcije. V primerjavi z GA in PSO prihrani računske stroške v obsegu     in 




            
 
   
             
  
 
   
                    (4.26) 
Za Yangovo funkcijo gozda, ki je napisana v predhodnem izrazu, genetski algoritem potrebuje 
            ovrednotenj s stopnjo uspešnosti     pri      in PSO potrebuje            
ovrednotenj s stopnjo uspešnosti    . FA doseže      stopnjo uspešnosti z le            V 
primerjavi z GA in PSO je FA privarčeval     in     skupnega računskega truda. 
FA ima tri razločne prednosti: 
 Avtomatska pod-delitev celotne populacije v podskupine. 
 Naravna sposobnost spopadanja z več-modalnimi optimizacijami. 
 Visoka stopnja ergodičnosti in raznolikosti rešitev. 






5 APLIKACIJA FA V ELEKTROENERGETIKI 
5.1 FA za reševaje problema optimalne razporeditve obratovanja elektrarn 
Problem optimalne razporeditve obratovanja elektrarn je eden od osnovnih problemov pri 
elektoenergetskih sistemih, kjer se poskuša doseči optimalno proizvodnjo moči pri minimalnih 
stroških, ki zadovoljijo potrebe porabnikov in omejitve sistemov. Majhne izboljšave pri pridobivanju 
optimalnega urnika proizvodnje lahko bistveno pripomore k znižanju stroškov. Posledično je bilo v 
literaturi predlaganih veliko raziskav za reševanje tega osnovnega problema. 
Uporaba umetne inteligence in optimizacijskih tehnik je izbira mnogih raziskovalcev, ki se spopadajo 
s problemom optimalne razporeditve obratovanja elektrarn.  
5.1.1 Optimalna razporeditv obratovanja elektrarn 
Optimalna razporeditev obratovanja elektrarn je delovanje proizvodnje, kjer se proizvaja energija pri 
najnižjih stroških z upoštevanjem določenih omejitev. To ni lahka naloga, ker je veliko faktorjev, ki 
jih je potrebno upoštevati, še posebej pri velikih medsebojno povezanih omrežjih (angl. 
Interconected). Običajno se Problem optimalne razporeditve obratovanja elektrarn reši z minimizacijo 
izbrane kriterijske funkcije ob vzdrževanju sprejemljive kakovosti v sistemu s pogleda limit zmožnosti 
generatorjev in proizvodnje kompenzacijskih naprav [114]. 
Problem optimalne razporeditve obratovanja elektrarn je definiran s sledečo enačbo: 
 
      
  
   
     (5.1) 
kjer je    celoten strošek proizvodnje,    je moč, ki jo proizvede  -ti generator in    je celotno število 
generatorjev.        je kriterijska funkcija  -tega generatorja. 
 
                   
  (5.2) 
kjer so   ,    in    cenovni koeficienti  -tega generatorja. 
Proizvodna moč vsakega generatorja ima nekatere omejitve. 
 
               (5.3) 
kjer sta       in       minimalna in maksimalna meja moči generatorja. 




         
  
   
 (5.4) 
kjer je    celotna bremenska moč in    celotne izgube prenosnega omrežja. 
Izgube prenosnega omrežja se izračuna z metodo B-koeficientov. 
 
               
  
   
  
   
 (5.5) 
kjer sta     in     proizvodnja  -te in  -te zbiralke.     je koeficient izgub, ki je konstantno pod 
določenimi predvidenimi pogoji. 
5.1.2 FA za reševanje problema optimalne razporeditve obratovanja elektrarn 
Za iskanje optimalne rešitve problema optimalne razporeditve obratovanja elektrarn osnovanega na 
oceni izračuna pretokov moči. Spremenljivke optimalne razporeditve obratovanja elektrarn se zapiše s 
sledečim izrazom. 
 
                   (5.6) 
kjer je    število generatorjev v sistemu. V bistvu se uporabi program optimalne razporeditve 
obratovanja elektrarn, ki ga je razvil H. Saadat [115], in se ga integrira v FA program [116] za 
pridobitev optimalnega rezultata optimalne razporeditve obratovanja elektrarn. Te spremenljivke se 
vključi v podatke pretokov moči in izvede izračun pretoka moči za pridobitev celotne izgube sistema 
in se dobi enačbi (5.1) in (5.2). 
Pri procesu pridobitve optimalne razporeditve obratovanja elektrarn je potrebno, da pretok moči in 
kriterijska funkcija (5.1) potekata iterativno. Kriterijska funkcija      je funkcija celotnih stroškov 
(5.1), ki jo je treba minimizirati. 
 
             (5.7) 
Proces vključitve algoritma kresničk v problem optimalne razporeditve obratovanja elektrarn je 




Slika 5.1: Diagram za reševanje problema optimalne razporeditve obratovanja elektrarn z uporabo FA 
[114, str. 91] 
5.1.3 Rezultati in diskusija 5-zbiralčnega sistema 
Predlagano metodo sem izvedl na 5-zbiralčnem sistemu, pridobljenem v [115]. Slika 5.2 prikazuje ta 




Slika 5.2: Testni 5-zbiralčni sistem [115]  
Lastnosti FA so v tej simulaciji postavljene na sledeče vrednosti: 
 Število kresničk: 20 
 Maksimalno število iteracij: 100 
   (parameter naključnosti): 0,25 
 Minimalna vrednost   (privlačnost): 0,2 
   (absorpcijski koeficient): 1 
Vrednosti  ,   in   so podobne tistim iz [116].  
Rezultati izračunov prenosa moči po pridobitvi optimalne razporeditve obratovanja elektrarn z 
uporabo FA so zapisane v tabeli 5.1. 
Št. 
Zbir. 







[MW] [MVar] [MW] [MVar] 
1 1,060 0,000 0 0 13,267 29,153 0 
2 1,045 0,21 20 10 80,000 27,281 0 
3 1,030 -0,274 20 15 58,874 14,063 0 
4 1,019 -0,970 50 30 0,000 0,000 0 
5 0,990 -2,447 60 40 0,000 0,000 0 
Skupaj 150 95 152,140 70,497 0 
Celotne izgube sistema = 2,14155 MW 
Celotni strošek proizvodnje = 1600,48 $/h 
Tabela 5.1: Rezultati izračuna pretokov moči in optimalne razporeditve obratovanja elektrarn za 5-
zbiralčni sistem z uporabo FA 
Za pridobitev rezultatov iz tabele 5.1 je bil uporabljen programski paket MATLAB. Z upoštevanjem 
sheme na sliki 5.1 sem sesavil MATLAB kodo v dodatku A in jo uporabil za izračun. Koda za 
pridobitev Y matrike, koda Newton-Raphsonove metode, koda za izračun izgub sistema in koda za 
izpis v tabelni obliki je bila vzeta iz [115] in prilagojena kodi  FA vzete iz vira [116]. 












[MW] [MVar] [MW] [MVar] 
1 1,060 0,000 0 0 83,051 7,271 0 
2 1,045 -1,782 20 10 40,000 41,811 0 
3 1,030 -2,664 20 15 30,000 24,148 0 
4 1,019 -3,243 50 30 0,000 0,000 0 
5 0,990 -4,405 60 40 0,000 0,000 0 
Skupaj 150 95 153,051 73,230 0 
Celotne izgube sistema = 3,05248 MW 
Celotni strošek proizvodnje = 1633,24 $/h 
Tabela 5.2: Rezultati izračuna pretokov moči neoptimiziranega sistema za 5-zbiralčni sistem [115]  
Celotni stroški proizvodnje neoptimiziranega sistema pri stanju pred optimizacijo je 1633,24 $/h, kar 
je razvidno iz tabele 5.2. Celotni strošek sistema po izvedeni optimizaciji z FA pa je 1600,48 $/h, kar 
je razvidno iz tabele 5.1. To pomeni da bi nam optimizacija z FA prihranila 32,76 $/h. Prihranek je le 
2 %, vendar se to na globalni ravni zelo pozna. 
5.1.4 Rezultati in diskusija 26-zbiralčnega sistema 
Predlagano metodo so avtorji [114] testirali na 26-zbiralčnem sistemu, pridobljenem v [115]. V tem 
odseku so njihovi rezultati. Slika 5.3 prikazuje ta testni sistem, ki je sestavljen iz šestih generatorjev, 
ki se nahajajo na zbiralkah 1, 2, 3, 4, 5 in 26.  
 
Slika 5.3: Testni 26-zbiralčni sistem [114, str. 92] 
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Lastnosti FA so v tej simulaciji postavljene na sledeče vrednosti: 
 Število kresničk: 20 
 Maksimalno število iteracij: 100 
   (parameter naključnosti): 0,25 
 Minimalna vrednost   (privlačnost): 0,2 
   (absorpcijski koeficient): 1 
Vrednosti  ,   in   so podobne tistim iz [116].  
Da se pokaže učinkovitost FA pri reševanju problema optimalne razporeditve obratovanja elektrarn, so 
bile izvedene tudi primerjave s konvencionalno metodo iteracije lambde (angl. Lambda Iteration 
Method) [115] in zveznim genetskim algoritmom (angl. Continuous Genetic Algorithm - CGA) [117]. 
Lastnosti CGA so bile postavljene na sledeče vrednosti: 
 Populacija: 20 
 Maksimalno število iteracij: 100 
 Verjetnost križanja: 0,9 
 Verjetnost mutacije: 0,1 
Rezultati izračunov prenosa moči po pridobitvi optimalne razporeditve obratovanja elektrarn z 












[MW] [MVar] [MW] [MVar] 
1 1,03 0,00 51 41 446,9549 250,7124 4 
2 1,02 -0,21 22 15 171,5174 57,7297 0 
3 1,05 -0,66 64 50 262,0791 78,5137 0 
4 1,05 -2,13 25 10 135,1369 33,8820 2 
5 1,05 -1,22 50 30 175,9097 141,1661 5 
6 1,00 -2,81 76 29 0,0000 0,0000 2 
7 1,00 -2,40 0 0 0,0000 0,0000 0 
8 1,00 -2,28 0 0 0,0000 0,0000 0 
9 1,01 -4,38 89 50 0,0000 0,0000 3 
10 0,99 -4,32 0 0 0,0000 0,0000 0 
11 1,00 -2,82 25 15 0,0000 0,0000 1,5 
12 0,99 -3,29 89 48 0,0000 0,0000 2 
13 1,02 -1,28 31 15 0,0000 0,0000 0 
14 1,01 -2,46 24 12 0,0000 0,0000 0 
15 1,00 -3,24 70 31 0,0000 0,0000 0,5 
16 0,99 -4,00 55 27 0,0000 0,0000 0 
17 0,98 -4,35 78 38 0,0000 0,0000 0 
18 1,01 -1,86 153 67 0,0000 0,0000 0 
19 1,00 -6,04 75 15 0,0000 0,0000 5 
20 0,98 -4,76 48 27 0,0000 0,0000 0 
21 0,98 -5,37 46 23 0,0000 0,0000 0 
22 0,98 -5,32 45 22 0,0000 0,0000 0 
23 0,98 -6,37 25 12 0,0000 0,0000 0 
24 0,97 -6,65 54 27 0,0000 0,0000 0 
25 0,98 -6,23 28 13 0,0000 0,0000 0 
26 1,02 -0,83 40 20 84,2110 28,2903 0 
Skupaj 1263 637 1275,8090 590,2942 25 
Celotne izgube sistema = 12,8001 MW 
Celotni strošek proizvodnje = 15446,74 $/h 
Tabela 5.3: Rezultati izračuna pretokov moči in optimalne razporeditve obratovanja elektrarn za 26-













[MW] [MVar] [MW] [MVar] 
1 1,03 0,00 51 41 447,6107 250,5825 4 
2 1,02 -0,20 22 15 173,087 57,3030 0 
3 1,05 -0,64 64 50 263,3631 78,2799 0 
4 1,05 -2,10 25 10 138,7161 33,4494 2 
5 1,05 -1,45 50 30 166,0992 142,8896 5 
6 1,00 -2,88 76 29 0,0000 0,0000 2 
7 1,00 -2,40 0 0 0,0000 0,0000 0 
8 1,00 -2,28 0 0 0,0000 0,0000 0 
9 1,01 -4,39 89 50 0,0000 0,0000 3 
10 0,99 -4,31 0 0 0,0000 0,0000 0 
11 1,00 -2,82 25 15 0,0000 0,0000 1,5 
12 0,99 -3,28 89 48 0,0000 0,0000 2 
13 1,02 -1,26 31 15 0,0000 0,0000 0 
14 1,01 -2,44 24 12 0,0000 0,0000 0 
15 1,00 -3,23 70 31 0,0000 0,0000 0,5 
16 0,99 -3,99 55 27 0,0000 0,0000 0 
17 0,98 -4,37 78 38 0,0000 0,0000 0 
18 1,01 -1,88 153 67 0,0000 0,0000 0 
19 1,00 -6,07 75 15 0,0000 0,0000 5 
20 0,98 -4,76 48 27 0,0000 0,0000 0 
21 0,98 -5,41 46 23 0,0000 0,0000 0 
22 0,98 -5,33 45 22 0,0000 0,0000 0 
23 0,98 -6,39 25 12 0,0000 0,0000 0 
24 0,97 -6,67 54 27 0,0000 0,0000 0 
25 0,98 -6,26 28 13 0,0000 0,0000 0 
26 1,02 -0,29 40 20 86,9388 27,8918 0 
Skupaj 1263 637 1275,8148 590,3963 25 
Celotne izgube sistema = 12,807 MW 
Celotni strošek proizvodnje = 15447,72 $/h 
Tabela 5.4: Rezultati izračuna pretokov moči in optimalne razporeditve obratovanja elektrarn za 26-












[MW] [MVar] [MW] [MVar] 
1 1,03 0,00 51 41 444,7936 251,0049 4 
2 1,02 -0,20 22 15 172,2702 57,4966 0 
3 1,05 -0,63 64 50 263,6442 78,3740 0 
4 1,05 -2,12 25 10 135,5225 33,8442 2 
5 1,05 -1,17 50 30 177,9451 140,8047 5 
6 1,00 -2,80 76 29 0,0000 0,0000 2 
7 1,00 -2,39 0 0 0,0000 0,0000 0 
8 1,00 -2,27 0 0 0,0000 0,0000 0 
9 1,01 -4,37 89 50 0,0000 0,0000 3 
10 0,99 -4,30 0 0 0,0000 0,0000 0 
11 1,00 -2,85 25 15 0,0000 0,0000 1,5 
12 0,99 -3,28 89 48 0,0000 0,0000 2 
13 1,02 -1,26 31 15 0,0000 0,0000 0 
14 1,01 -2,44 24 12 0,0000 0,0000 0 
15 1,00 -3,22 70 31 0,0000 0,0000 0,5 
16 0,99 -3,98 55 27 0,0000 0,0000 0 
17 0,98 -4,34 78 38 0,0000 0,0000 0 
18 1,01 -1,86 153 67 0,0000 0,0000 0 
19 1,00 -6,03 75 15 0,0000 0,0000 5 
20 0,98 -4,74 48 27 0,0000 0,0000 0 
21 0,98 -5,36 46 23 0,0000 0,0000 0 
22 0,98 -5,31 45 22 0,0000 0,0000 0 
23 0,98 -6,36 25 12 0,0000 0,0000 0 
24 0,97 -6,64 54 27 0,0000 0,0000 0 
25 0,98 -6,24 28 13 0,0000 0,0000 0 
26 1,02 -0,50 40 20 81,6271 28,6599 0 
Skupaj 1263 637 1275,8027 590,1844 25 
Celotne izgube sistema = 12,7939 MW 
Celotni strošek proizvodnje = 15446,91 $/h 
Tabela 5.5: Rezultati izračuna pretokov moči in optimalne razporeditve obratovanja elektrarn za 26-
zbiralčni sistem z uporabo CGA [114, str. 93] 
Iz tabel 5.3, 5.4 in 5.5 je razvidno, da FA prinese boljše rezultate s pogleda stroškov proizvodnje med 
temi metodami. Lahko se tudi omeni, da je celotna proizvodnja pri uporabi FA malo nižja v primerjavi 
z metodo iteracije lambde. Učinkovitost FA je primerljiva z učinkovitostjo CGA s pogleda celotnih 
izgub in proizvodnjo energije. 




















1 446,95 171,5 262,1 135,1 175,9 84,2 15446,74 
2 446,9 171,4 262,1 135,1 175,9 84,4 15446,74 
3 446,93 171,4 262,0 135,2 175,9 84,3 15446,74 
4 447,01 171,3 262,1 135,1 175,9 84,3 15446,74 
5 447,08 171,5 261,99 135,1 175,9 84,3 15446,74 
6 447,03 171,5 261,98 135,2 175,8 84,3 15446,74 
7 447,07 171,4 262,1 135,1 175,8 84,4 15446,74 
8 447,1 171,4 262,1 135,1 175,95 84,3 15446,74 
9 447,13 171,5 261,98 135,2 175,8 84,2 15446,74 
10 447,02 171,5 262,2 135,1 175,9 84,2 15446,74 
CGA 
1 446,76 171,2 264,4 135,7 177,3 79,9 15446,99 
2 446,02 171,9 257,8 134,1 181,5 84,5 15447,22 
3 441,96 168,4 261,7 133,2 186,6 83,9 15448,11 
4 443,19 174,6 260,3 135,2 178,5 83,9 15447,04 
5 439,37 174,2 267,0 135,3 175,7 84,2 15447,46 
6 444,79 172,3 263,6 135,5 177,9 81,6 15446,91 
7 445,65 169,9 264,4 138,0 175,1 82,8 15446,93 
8 445,65 175,5 258,3 135,1 178,1 83,1 15447,10 
9 450,62 174,7 259,3 132,6 174,5 84,1 15447,08 
10 446,97 172,8 264,2 135,9 170,4 85,6 15447,10 
Tabela 5.6: Rezultati optimalne razporeditve obratovanja elektrarn za 10 simulacij [114, str. 94] 
V tabeli 5.6 so prikazani rezultati za deset simulacij. Razvidno je, da FA vrne enak rezultat kriterijske 
funkcije pri vsaki simulaciji, CGA pa vrne pri vsaki simulaciji rahlo drugačen rezultat. To pove, da je 
FA bolj zanesljiv in robusten v primerjavi z CGA. 
Poudariti je treba, da je to le primer uporabe algoritma osnovanega na naravi pri reševanju na enem od 
optimizacijskih problemov elektroenergetiki.  
5.2 Pogled v ostale aplikacije  
Algoritmi osnovani na naravi so primerni za reševanje mnogo optimizacijskih problemov. Pri 
elektroenergetiki je uporaba skoncentrirana na učinkovito proizvodnjo in prenos električne energije in 
zaščito prenosnega omrežja. Najbolj pomembni polji optimizacije v elektroenergetiki imata 
nekonveksne karakteristike s kar nekaj enakostnimi in neenakostnimi omejitvami [118]. 
Aplikacije na obeh poljih so predstavljene vsaka v svojem podpoglavju 
5.2.1 Pogled v aplikacije za izračun optimalne razporeditve obratovanja elektrarn 
Eden od najbolj osnovnih problemov v elektroenergetiki je problem optimalne razporeditve 
obratovanja elektrarn. Problem in najbolj primerna metoda za optimizacijo se spreminjata s pogoji in 
ciljem optimizacije.  




GA in njegove izpeljanke so med bolj uporabljenimi algoritmi. GA je bil preizkušen za reševanje 
statične optimalne razporeditve obratovanja elektrarn [121]. Avtorja [122] sta preizkusila modificiran 
GA pri reševanju problema optimalne razporeditve obratovanja elektrarn. V članku [123] je bil 
preizkušen GA na slovenskem elektroenergetskem sistemu za reševanje problema optimalne 
razporeditve obratovanja elektrarn in sicer brez in z upoštevanjem emisij. 
V [124] so avtorji uporabili izpeljanko DE in sicer DE z nedominantnim razvrščanjem (angl. 
Nondominated Sorting Differential Evolution - NSDE) za več-kriterijsko funkcijo optimalne 
razporeditve obratovanja elektrarn in emisij. 
ACO je bil preizkušen na problemu optimalne razporeditve obratovanja elektrarn v [125]. Avtor je v 
delu opisal postopek reševanja problema s tem algoritmom in ga primerjal z metodo iteracije lambde 
in genetskim algoritmom. 
Avtorji so v delu [126] so preizkusili ABC na problemu optimalne razporeditve obratovanja elektrarn. 
Avtorji [127] pa so uporabili ABC za reševanje več-kriterijske funkcije optimalne razporeditve 
obratovanja elektrarn in emisij.  
Literatura, ki zajema reševanje problema optimalne razporeditve obratovanja elektrarn s PSO je kar 
obširna. Avtorji so v delu [128] opisali reševaje problema optimalne razporeditve obratovanja 
elektrarn moči z delno kvadratno funkcijo stroškov. Za reševanje problema optimalne razporeditve 
obratovanja elektrarn z ne-gladkimi funkcijami stroškov so avtorji [129] uporabili PSO s kaotičnimi 
sekvencami. Avtorji [130] so uporabili PSO pri reševanju problema optimalne razporeditve 
obratovanja elektrarn in emisij. 
Kot že omenjeno, so Yang in sodelavci rešili ne-konveksni problem optimalne razporeditve 
obratovanja elektrarn z efektom ventilnega nalaganja z uporabo FA in dosegli boljše rezultate kot 
druge metode [98]. Podobno je avtor [99] rešil optimalne razporeditve obratovanja elektrarn z 
zmanjšanimi izgubami z uporabo FA. 
Avtorji so v svojem delu [131] predlagali CS za reševanje nekonveksnega problema optimalne 
razporeditve obratovanja elektrarn. Testiranih je bilo več različnih nekonveksnih problemov optimalne 
razporeditve obratovanja elektrarn. 
Avtorica dela [132] je predstavila učinkovito in zanesljivo rešitev problema optimalne razporeditve 
obratovanja elektrarn z uporabo algoritma netopirjev. Vključeni so bili tudi sistemski generatorji 
pretvorbe vetrne energije. 
Avtorji so v svojem delu [133] so predlagali evolucijsko iskanje harmonije (angl. Evolutionary 
Harmony Search - EHS) za reševanje problemov optimalne razporeditve obratovanja elektrarn z 
različnimi nekonveksnimi kriterijskimi funkcijami. EHS je bil testiran na energetskih sistemih s 13, 40 
in 140 enotami z različnimi kriterijskimi funkcijami. 
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5.2.2 Pogled v koordinacijo nadtokovnih relejev   
Naloga zaščitnih sistemov je pravočasno odkrivanje napak in njihova odprava. Optimizacija 
koordinacije nadtokovnih relejev igra pomembno vlogo pri dobrem delovanju zaščitnih sistemov. 
Avtorji so v svojem delu [134] opisali uporabo genetskega algoritma pri optimalnem koordiniranju 
smernih nadtokovnih relejev. Pri tem načinu se optimalne obratovalne karakteristike kot tudi tokovna 
in časovna nastavitev nadtokovnih relejev določajo istočasno. 
Avtorji so v svojem delu [135] predlagali diferencialno evolucijo za računanje optimalne koordinacije 
smernih nadtokovnih relejev. Uporabljen je bil devet-zbiralčni testni sistem in izvedena je bila 
primerjava z GA in Broyden–Fletcher–Goldfarb–Shanno algoritmom.  
V svojem delu [136] so avtorji predstavili optimalno koordinacijo smernih nadtokovnih relejev z 
uporabo algoritma umetne kolonije čebel. Njihove simulacije na dvet-zbiralčnem sistemu so pokazale, 
da je ABC algoritem sposoben minimizirati operacijski čas relejev v celem sistemu. 
Avtorja sta v svojem delu [137] pregledala in preverila modificiran PSO (angl. Modified Particle 
Swarm Optimization - MPSO) za optimalne nastavitve smernih nadtokovnih relejev. Izvedena je bila 
tudi primerjava med MPSO in splošnim algebrskim modelarskim sistemom (angl. General Algebraic 
Modeling System - GAMS). 
Avtorja sta v svojem delu [138] opisala algoritem kresničk pri optimalni koordinaciji časa 
nadtokovnih relejev. Rezultati so bili primerjani z rezultati pridobljenimi z GA in metodo linearnega 
programiranja. 
Avtorji so članku [139] implementirali algoritem iskanje kukavice za reševanje problema koordinacije 
smernih nadtokovnih relejev. Pridobljene rezultate so primerjali s tistimi pridobljenimi z metodama 
GA in hibridom GA-nelinearno programiranje (angl. GA-Nonlinear programming). 
Avtorja [140] sta za optimizacijo koordinacije smernih nadtokovnih relejev uporabila modificiran 
algoritem netopirjev (angl. Modified Bat Algorithm - MBA). Rezultate sta tudi primerjala z rezultati 
standardnega BA. 
Avtorji so v svojem delu [141] predlagali algoritem iskanje harmonije za optimalno koordinacijo 
smernih nadtokovnih relejev. Potem pa so ta algoritem še dodatno razvili v novi improvizirani 
algoritem iskanja harmonije (angl. Improvised Harmony Search Algorithm - IHSA) za reševanje 
istega problema. IHS algoritem uporablja novo metodo, ki izboljša fino nastavljanje in konvergenco 
HS algoritma. 
Avtorji so v svojem delu [142] testirali algoritem opraševanja rož na problemu optimizacije 
koordinacije nadtokovnih relejev. Glavni cilj njihovega dela je bil najti minimalno nastavitev časa za 
releje v kakršnikoli konfiguraciji z uporabo FPA. 
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5.2.3 Zaključki pogleda v ostale aplikacije 
Omenjena sta bila le dva optimizacijska problema iz področja elektroenergetike in več različnih na 
naravi osnovanih optimizacijskih algoritmov, ki so bili malo pobliže predstavljeni v tem delu. Kjerkoli 
obstaja možnost optimizacije in je problem preveč zahteven za enostavno optimizacijo, se lahko 










Optimizacijski algoritmi osnovani na inteligenci rojev imajo lahko nekaj določljivih prednosti pred 
tradicionalnimi metodami. Z uporabo teorij dinamičnih sistemov in samo-organizacije kot tudi ogrodje 
markovskih verig, je bila podana kritična analiza nekaterih najnovejših algoritmov navdihnjenih iz 
narave. Analiza je bila osredotočena na način, kako ti algoritmi dosegajo raziskovanje in izkoriščanje, 
ter na osnovne komponente evolucijskih operatorjev kot so križanje, mutacija in selekcija. 
Skozi analizo je bilo spoznano, da večina algoritmov osnovanih na inteligenci rojev uporablja 
mutacijo in selekcijo za dosego raziskovanja in izkoriščanja. Nekateri algoritmi uporabljajo tudi 
križanje, ampak večina ga ne. Mutacija pomaga raziskovati na globalni ravni, medtem ko križanje 
raziskuje v pod-prostoru  in tako ima večjo verjetnost, da pelje h konvergenci. Selekcija omogoča 
pogonskemu mehanizmu, da izbere obetajoče stanja ali rešitve. 
Analiza nakazuje tudi, da je še prostor za izboljšavo. Nekateri algoritmi, kot je PSO, morda nimajo 
mešanja in križanja in zato je hibridizacija lahko uporabna pri izboljšavi njihovih zmogljivosti. 
Algoritem kresničk je osnovan na vzorcu utripanja in obnašanju kresničk, kar pomeni, da je eden od 
algoritmov osnovanih na inteligenci rojev. Privlačnost je odvisna od intenzivnosti svetlobe, ki pada 
glede na razdaljo. Kresnička se bo pomikala proti bolj svetli. FA ima dve glavni prednosti pred 
drugimi algoritmi: avtomatska pod-delitev in sposobnost računanja več-modalnosti. Prvo, FA je 
osnovan na privlačnosti. To pelje k dejstvu, da se lahko celotna populacija avtomatsko razdeli na 
podskupine in vsaka skupina lahko roji okoli vsakega lokalnega optimuma. Med vsemi temi optimumi 
se lahko najde najboljšo globalno rešitev. Drugo, ta pod-delitev dovoljuje kresničkam sposobnost, da 
najdejo vse optimume istočasno, če je velikost populacije dovolj večja kot je število optimumov. 
Optimalna razporeditev obratovanja elektrarn je eden od najbolj pomembnih optimizacijskih 
problemov v elektroenergetiki. V tem delu je bila predstavljena metoda optimizacije tega problema z 
algoritmom kresničk. Izvedena je bila MATLAB simulacija za preprost primer. Predstavljena je bila 
tudi učinkovitost FA. Iz tabel je razvidno, da je dal FA najboljši rezultat minimizacije stroškov v 
primerjavi z iteracijo lambde in CGA. Prikazana je tudi primerjava robustnosti med FA in CGA pri 
reševanju problema optimalne razporeditve obratovanja elektrarn. Rezultati pridobljeni s FA so bili 
konstantni, medtem ko so tisti, pridobljeni z CGA, rahlo variirali. 
Z vedno večjim poudarkom na vetrnih in sončnih elektrarnah v današnjem in prihodnjem 
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% parameters [n N_iteration alpha betamin gamma] 















% Display results 
     basemva = 100;  accuracy = 0.0001;  maxiter = 10; 
  
%        Bus Bus  Voltage Angle   ---Load---- -------Generator----- Static Mvar 
%        No  code Mag.    Degree  MW    Mvar  MW    Mvar Qmin Qmax    +Qc/-Ql 
busdata=[1   1    1.06    0.0      0     0    0     0    10   50      0 
         2   2    1.045   0.0     20    10    40    30    10   50      0 
         3   2    1.03    0.0     20    15    30    10    10   40      0 
         4   0    1.00    0.0     50    30     0     0     0    0      0 
         5   0    1.00    0.0     60    40     0     0     0    0      0]; 
  
%                                        Line code 
%         Bus bus   R      X     1/2 B   = 1 for lines 
%         nl  nr  p.u.   p.u.   p.u.     > 1 or < 1 tr. tap at bus nl 
linedata=[1   2   0.02   0.06   0.030     1 
          1   3   0.08   0.24   0.025     1 
          2   3   0.06   0.18   0.020     1 
          2   4   0.06   0.18   0.020     1 
          2   5   0.04   0.12   0.015     1 
          3   4   0.01   0.03   0.010     1 
          4   5   0.08   0.24   0.025     1]; 
  
cost = [200  7.0    0.008 
        180  6.3    0.009 
        140  6.8    0.007]; 
  
mwlimits =[10  85 
           10  80 
           10  70]; 
  
%%LFYBUS%%%%%        
j=sqrt(-1); i = sqrt(-1); 
nl = linedata(:,1); nr = linedata(:,2); R = linedata(:,3); 
X = linedata(:,4); Bc = j*linedata(:,5); a = linedata(:, 6); 
nbr=length(linedata(:,1)); nbus = max(max(nl), max(nr)); 
Z = R + j*X; y= ones(nbr,1)./Z;        %branch admittance 
for n = 1:nbr 
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if a(n) <= 0  a(n) = 1; else end 
Ybus=zeros(nbus,nbus);     % initialize Ybus to zero 
               % formation of the off diagonal elements 
for k=1:nbr; 
       Ybus(nl(k),nr(k))=Ybus(nl(k),nr(k))-y(k)/a(k); 
       Ybus(nr(k),nl(k))=Ybus(nl(k),nr(k)); 
    end 
end 
              % formation of the diagonal elements 
for  n=1:nbus 
     for k=1:nbr 
         if nl(k)==n 
         Ybus(n,n) = Ybus(n,n)+y(k)/(a(k)^2) + Bc(k); 
         elseif nr(k)==n 
         Ybus(n,n) = Ybus(n,n)+y(k) +Bc(k); 
         else, end 
     end 
end 
clear Pgg 
     %%%%%NEWTON%%%%%%% 
ns=0; ng=0; Vm=0; delta=0; yload=0; deltad=0; 









kb(n)=busdata(k,2); Vm(n)=busdata(k,3); delta(n)=busdata(k, 4); 
Pd(n)=busdata(k,5); Qd(n)=busdata(k,6); Pg(n)=busdata(k,7); Qg(n) = 
busdata(k,8); 
Qmin(n)=busdata(k, 9); Qmax(n)=busdata(k, 10); 
Qsh(n)=busdata(k, 11); 
    if Vm(n) <= 0  Vm(n) = 1.0; V(n) = 1 + j*0; 
    else delta(n) = pi/180*delta(n); 
         V(n) = Vm(n)*(cos(delta(n)) + j*sin(delta(n))); 
         P(n)=(Pg(n)-Pd(n))/basemva; 
         Q(n)=(Qg(n)-Qd(n)+ Qsh(n))/basemva; 
         S(n) = P(n) + j*Q(n); 
    end 
end 
for k=1:nbus 
if kb(k) == 1, ns = ns+1; else, end 
if kb(k) == 2 ng = ng+1; else, end 
ngs(k) = ng; 
nss(k) = ns; 
end 
Ym=abs(Ybus); t = angle(Ybus); 
m=2*nbus-ng-2*ns; 
maxerror = 1; converge=1; 
iter = 0; 
% Start of iterations 
clear A  DC   J  DX 
while maxerror >= accuracy & iter <= maxiter % Test for max. power mismatch 
for i=1:m 
for k=1:m 
   A(i,k)=0;      %Initializing Jacobian matrix 
end, end 




J11=0; J22=0; J33=0; J44=0; 
   for i=1:nbr 
     if nl(i) == n | nr(i) == n 
        if nl(i) == n,  l = nr(i); end 
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        if nr(i) == n,  l = nl(i); end 
        J11=J11+ Vm(n)*Vm(l)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l)); 
        J33=J33+ Vm(n)*Vm(l)*Ym(n,l)*cos(t(n,l)- delta(n) + delta(l)); 
        if kb(n)~=1 
        J22=J22+ Vm(l)*Ym(n,l)*cos(t(n,l)- delta(n) + delta(l)); 
        J44=J44+ Vm(l)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l)); 
        else, end 
        if kb(n) ~= 1  & kb(l) ~=1 
        lk = nbus+l-ngs(l)-nss(l)-ns; 
        ll = l -nss(l); 
      % off diagonalelements of J1 
        A(nn, ll) =-Vm(n)*Vm(l)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l)); 
              if kb(l) == 0  % off diagonal elements of J2 
              A(nn, lk) =Vm(n)*Ym(n,l)*cos(t(n,l)- delta(n) + delta(l));end 
              if kb(n) == 0  % off diagonal elements of J3 
              A(lm, ll) =-Vm(n)*Vm(l)*Ym(n,l)*cos(t(n,l)- delta(n)+delta(l)); 
end 
              if kb(n) == 0 & kb(l) == 0  % off diagonal elements of  J4 
              A(lm, lk) =-Vm(n)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l));end 
        else end 
     else , end 
   end 
   Pk = Vm(n)^2*Ym(n,n)*cos(t(n,n))+J33; 
   Qk = -Vm(n)^2*Ym(n,n)*sin(t(n,n))-J11; 
   if kb(n) == 1 P(n)=Pk; Q(n) = Qk; end   % Swing bus P 
     if kb(n) == 2  Q(n)=Qk; 
         if Qmax(n) ~= 0 
           Qgc = Q(n)*basemva + Qd(n) - Qsh(n); 
           if iter <= 7                  % Between the 2th & 6th iterations 
              if iter > 2                % the Mvar of generator buses are 
                if Qgc  < Qmin(n),       % tested. If not within limits Vm(n) 
                Vm(n) = Vm(n) + 0.01;    % is changed in steps of 0.01 pu to 
                elseif Qgc  > Qmax(n),   % bring the generator Mvar within 
                Vm(n) = Vm(n) - 0.01;end % the specified limits. 
              else, end 
           else,end 
         else,end 
     end 
   if kb(n) ~= 1 
     A(nn,nn) = J11;  %diagonal elements of J1 
     DC(nn) = P(n)-Pk; 
   end 
   if kb(n) == 0 
     A(nn,lm) = 2*Vm(n)*Ym(n,n)*cos(t(n,n))+J22;  %diagonal elements of J2 
     A(lm,nn)= J33;        %diagonal elements of J3 
     A(lm,lm) =-2*Vm(n)*Ym(n,n)*sin(t(n,n))-J44;  %diagonal of elements of J4 
     DC(lm) = Q(n)-Qk; 




  nn=n-nss(n); 
  lm=nbus+n-ngs(n)-nss(n)-ns; 
    if kb(n) ~= 1 
    delta(n) = delta(n)+DX(nn); end 
    if kb(n) == 0 
    Vm(n)=Vm(n)+DX(lm); end 
 end 
  maxerror=max(abs(DC)); 
     if iter == maxiter & maxerror > accuracy  
   fprintf('\nWARNING: Iterative solution did not converged after ') 
   fprintf('%g', iter), fprintf(' iterations.\n\n') 
   fprintf('Press Enter to terminate the iterations and print the results \n') 
   converge = 0; pause, else, end 
    
end 
  
if converge ~= 1 
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   tech= ('                      ITERATIVE SOLUTION DID NOT CONVERGE'); else,  
   tech=('                   Power Flow Solution by Newton-Raphson Method'); 
end    




for n = 1:nbus 
     if kb(n) == 1 
     k=k+1; 
     S(n)= P(n)+j*Q(n); 
     Pg(n) = P(n)*basemva + Pd(n); 
     Qg(n) = Q(n)*basemva + Qd(n) - Qsh(n); 
     Pgg(k)=Pg(n); 
     Qgg(k)=Qg(n);     %june 97 
     elseif  kb(n) ==2 
     k=k+1; 
     S(n)=P(n)+j*Q(n); 
     Qg(n) = Q(n)*basemva + Qd(n) - Qsh(n); 
     Pgg(k)=Pg(n); 
     Qgg(k)=Qg(n);  % June 1997 
  end 
yload(n) = (Pd(n)- j*Qd(n)+j*Qsh(n))/(basemva*Vm(n)^2); 
end 
busdata(:,3)=Vm'; busdata(:,4)=deltad'; 
Pgt = sum(Pg);  Qgt = sum(Qg); Pdt = sum(Pd); Qdt = sum(Qd); Qsht = sum(Qsh); 
  
%clear A DC DX  J11 J22 J33 J44 Qk delta lk ll lm 
%clear A DC DX  J11 J22 J33  Qk delta lk ll lm 
  
%%%%% KONEC NEWTONA%%% 
 %%%%% BLOSS  %%%% 
 % This program named 'bloss' obtains the B-coefficients of the 
% loss formula as the function of real power generation. 
% 
%         PL = P*B*P'+B0*P'+B00. 
% 
% It requires the power flow solution. To obtain the B-coefficients use the 
command bloss after 
% the command 'bloss' after any of the power flow programs lfgauss, 
% lfnewton, or decouple. 
% 
% Copyright (C)1998 by H. Saadat. 
  




ID= sum(I);  %new 
  
for k=1:nbus 
  if kb(k)== 0 
%    I(k) = conj(S(k))/conj(V(k)); 
%   else, ngg=ngg+1; I(k)=0;  end 
    else, ngg=ngg+1;  end 




DD=sum(d1.*Zbus(ks,:));  %new 
kg=0; kd=0; 
for k=1:nbus 
    if kb(k)~=0 
    kg=kg+1; 
    t1(kg) = Zbus(ks,k)/DD;   %new 
    else, kd=kd+1; 
    d(kd)=I(k)/ID; 








  if kb(k)~=0 
  kg=kg+1; 
    for m=1:ngg 
       if kb(m)~=0 
        C1g(k, kg)=1; 
       else, end 
    end 











  if kb(k)~=0 
  kg=kg+1; 
  al(kg)=(1-j*((Qg(k)+Qsh(k))/Pg(k)))/conj(V(k));  %new 




    for m=1:ngg+1 
    if k==m 
    alph(k,k)=alp(k); 
    else, alph(k,m)=0;end 
end,end 
T = alph*conj(C)'*real(Zbus)*conj(C)*conj(alph); 
BB=0.5*(T+conj(T)); 
for k=1:ngg 
    for m=1:ngg 
    B(k,m)=BB(k,m); 
    end 
    B0(k)=2*BB(ngg+1,k); 
end 
B00=BB(ngg+1,ngg+1); 
%B, B0, B00 
PL = Pgg*(B/basemva)*Pgg'+B0*Pgg'+B00*basemva; 
fprintf('Total system loss = %g MW \n', PL) 




fprintf('                      Maximum Power Mismatch = %g \n', maxerror) 
fprintf('                             No. of Iterations = %g \n\n', iter) 
head =['    Bus  Voltage  Angle    ------Load------    ---Generation---   
Injected' 
       '    No.  Mag.     Degree     MW       Mvar       MW       Mvar       
Mvar ' 




     fprintf(' %5g', n), fprintf(' %7.3f', Vm(n)), 
     fprintf(' %8.3f', deltad(n)), fprintf(' %9.3f', Pd(n)), 
     fprintf(' %9.3f', Qd(n)),  fprintf(' %9.3f', Pg(n)), 
     fprintf(' %9.3f ', Qg(n)), fprintf(' %8.3f\n', Qsh(n)) 
end 
    fprintf('      \n'), fprintf('    Total              ') 
    fprintf(' %9.3f', Pdt), fprintf(' %9.3f', Qdt), 
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    fprintf(' %9.3f', Pgt), fprintf(' %9.3f', Qgt), fprintf(' %9.3f\n\n', Qsht) 
  
if exist('Pgg')~=1 
Pgg=input('Enter the scheduled real power gen. in row matrix '); 
else,end 
if exist('cost')~=1 
cost = input('Enter the cost function matrix '); 
else, end 
ngg = length(cost(:,1)); 
Pmt = [ones(1,ngg); Pgg; Pgg.^2]; 
for i = 1:ngg 
costv(i) = cost(i,:)*Pmt(:,i); 
end 
totalcost=sum(costv); 





%%% Put your own cost/objective function here --------%%% 
%% Cost or Objective function 
 function z=costFA(x) 
  
     basemva = 100;  accuracy = 0.0001;  maxiter = 10; 
  
%        Bus Bus  Voltage Angle   ---Load---- -------Generator----- Static Mvar 
%        No  code Mag.    Degree  MW    Mvar  MW    Mvar Qmin Qmax    +Qc/-Ql 
busdata=[1   1    1.06    0.0      0     0    0     0    10   50      0 
         2   2    1.045   0.0     20    10    40    30    10   50      0 
         3   2    1.03    0.0     20    15    30    10    10   40      0 
         4   0    1.00    0.0     50    30     0     0     0    0      0 
         5   0    1.00    0.0     60    40     0     0     0    0      0]; 
  
%                                        Line code 
%         Bus bus   R      X     1/2 B   = 1 for lines 
%         nl  nr  p.u.   p.u.   p.u.     > 1 or < 1 tr. tap at bus nl 
linedata=[1   2   0.02   0.06   0.030     1 
          1   3   0.08   0.24   0.025     1 
          2   3   0.06   0.18   0.020     1 
          2   4   0.06   0.18   0.020     1 
          2   5   0.04   0.12   0.015     1 
          3   4   0.01   0.03   0.010     1 
          4   5   0.08   0.24   0.025     1]; 
  
cost = [200  7.0    0.008 
        180  6.3    0.009 
        140  6.8    0.007]; 
  
mwlimits =[10  85 
           10  80 
           10  70]; 
  
%%LFYBUS%%%%%        
j=sqrt(-1); i = sqrt(-1); 
nl = linedata(:,1); nr = linedata(:,2); R = linedata(:,3); 
X = linedata(:,4); Bc = j*linedata(:,5); a = linedata(:, 6); 
nbr=length(linedata(:,1)); nbus = max(max(nl), max(nr)); 
Z = R + j*X; y= ones(nbr,1)./Z;        %branch admittance 
for n = 1:nbr 
if a(n) <= 0  a(n) = 1; else end 
Ybus=zeros(nbus,nbus);     % initialize Ybus to zero 
               % formation of the off diagonal elements 
for k=1:nbr; 
       Ybus(nl(k),nr(k))=Ybus(nl(k),nr(k))-y(k)/a(k); 
       Ybus(nr(k),nl(k))=Ybus(nl(k),nr(k)); 
    end 
end 
              % formation of the diagonal elements 
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for  n=1:nbus 
     for k=1:nbr 
         if nl(k)==n 
         Ybus(n,n) = Ybus(n,n)+y(k)/(a(k)^2) + Bc(k); 
         elseif nr(k)==n 
         Ybus(n,n) = Ybus(n,n)+y(k) +Bc(k); 
         else, end 
     end 
end 
clear Pgg 
     %%%%%NEWTON%%%%%%% 
ns=0; ng=0; Vm=0; delta=0; yload=0; deltad=0; 









kb(n)=busdata(k,2); Vm(n)=busdata(k,3); delta(n)=busdata(k, 4); 
Pd(n)=busdata(k,5); Qd(n)=busdata(k,6); Pg(n)=busdata(k,7); Qg(n) = 
busdata(k,8); 
Qmin(n)=busdata(k, 9); Qmax(n)=busdata(k, 10); 
Qsh(n)=busdata(k, 11); 
    if Vm(n) <= 0  Vm(n) = 1.0; V(n) = 1 + j*0; 
    else delta(n) = pi/180*delta(n); 
         V(n) = Vm(n)*(cos(delta(n)) + j*sin(delta(n))); 
         P(n)=(Pg(n)-Pd(n))/basemva; 
         Q(n)=(Qg(n)-Qd(n)+ Qsh(n))/basemva; 
         S(n) = P(n) + j*Q(n); 
    end 
end 
for k=1:nbus 
if kb(k) == 1, ns = ns+1; else, end 
if kb(k) == 2 ng = ng+1; else, end 
ngs(k) = ng; 
nss(k) = ns; 
end 
Ym=abs(Ybus); t = angle(Ybus); 
m=2*nbus-ng-2*ns; 
maxerror = 1; converge=1; 
iter = 0; 
% Start of iterations 
clear A  DC   J  DX 
while maxerror >= accuracy & iter <= maxiter % Test for max. power mismatch 
for i=1:m 
for k=1:m 
   A(i,k)=0;      %Initializing Jacobian matrix 
end, end 




J11=0; J22=0; J33=0; J44=0; 
   for i=1:nbr 
     if nl(i) == n | nr(i) == n 
        if nl(i) == n,  l = nr(i); end 
        if nr(i) == n,  l = nl(i); end 
        J11=J11+ Vm(n)*Vm(l)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l)); 
        J33=J33+ Vm(n)*Vm(l)*Ym(n,l)*cos(t(n,l)- delta(n) + delta(l)); 
        if kb(n)~=1 
        J22=J22+ Vm(l)*Ym(n,l)*cos(t(n,l)- delta(n) + delta(l)); 
        J44=J44+ Vm(l)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l)); 
        else, end 
        if kb(n) ~= 1  & kb(l) ~=1 
        lk = nbus+l-ngs(l)-nss(l)-ns; 
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        ll = l -nss(l); 
      % off diagonalelements of J1 
        A(nn, ll) =-Vm(n)*Vm(l)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l)); 
              if kb(l) == 0  % off diagonal elements of J2 
              A(nn, lk) =Vm(n)*Ym(n,l)*cos(t(n,l)- delta(n) + delta(l));end 
              if kb(n) == 0  % off diagonal elements of J3 
              A(lm, ll) =-Vm(n)*Vm(l)*Ym(n,l)*cos(t(n,l)- delta(n)+delta(l)); 
end 
              if kb(n) == 0 & kb(l) == 0  % off diagonal elements of  J4 
              A(lm, lk) =-Vm(n)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l));end 
        else end 
     else , end 
   end 
   Pk = Vm(n)^2*Ym(n,n)*cos(t(n,n))+J33; 
   Qk = -Vm(n)^2*Ym(n,n)*sin(t(n,n))-J11; 
   if kb(n) == 1 P(n)=Pk; Q(n) = Qk; end   % Swing bus P 
     if kb(n) == 2  Q(n)=Qk; 
         if Qmax(n) ~= 0 
           Qgc = Q(n)*basemva + Qd(n) - Qsh(n); 
           if iter <= 7                  % Between the 2th & 6th iterations 
              if iter > 2                % the Mvar of generator buses are 
                if Qgc  < Qmin(n),       % tested. If not within limits Vm(n) 
                Vm(n) = Vm(n) + 0.01;    % is changed in steps of 0.01 pu to 
                elseif Qgc  > Qmax(n),   % bring the generator Mvar within 
                Vm(n) = Vm(n) - 0.01;end % the specified limits. 
              else, end 
           else,end 
         else,end 
     end 
   if kb(n) ~= 1 
     A(nn,nn) = J11;  %diagonal elements of J1 
     DC(nn) = P(n)-Pk; 
   end 
   if kb(n) == 0 
     A(nn,lm) = 2*Vm(n)*Ym(n,n)*cos(t(n,n))+J22;  %diagonal elements of J2 
     A(lm,nn)= J33;        %diagonal elements of J3 
     A(lm,lm) =-2*Vm(n)*Ym(n,n)*sin(t(n,n))-J44;  %diagonal of elements of J4 
     DC(lm) = Q(n)-Qk; 




  nn=n-nss(n); 
  lm=nbus+n-ngs(n)-nss(n)-ns; 
    if kb(n) ~= 1 
    delta(n) = delta(n)+DX(nn); end 
    if kb(n) == 0 
    Vm(n)=Vm(n)+DX(lm); end 
 end 
  maxerror=max(abs(DC)); 
     if iter == maxiter & maxerror > accuracy  
   fprintf('\nWARNING: Iterative solution did not converged after ') 
   fprintf('%g', iter), fprintf(' iterations.\n\n') 
   fprintf('Press Enter to terminate the iterations and print the results \n') 
   converge = 0; pause, else, end 
    
end 
  
if converge ~= 1 
   tech= ('                      ITERATIVE SOLUTION DID NOT CONVERGE'); else,  
   tech=('                   Power Flow Solution by Newton-Raphson Method'); 
end    




for n = 1:nbus 
     if kb(n) == 1 
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     k=k+1; 
     S(n)= P(n)+j*Q(n); 
     Pg(n) = P(n)*basemva + Pd(n); 
     Qg(n) = Q(n)*basemva + Qd(n) - Qsh(n); 
     Pgg(k)=Pg(n); 
     Qgg(k)=Qg(n);     %june 97 
     elseif  kb(n) ==2 
     k=k+1; 
     S(n)=P(n)+j*Q(n); 
     Qg(n) = Q(n)*basemva + Qd(n) - Qsh(n); 
     Pgg(k)=Pg(n); 
     Qgg(k)=Qg(n);  % June 1997 
  end 
yload(n) = (Pd(n)- j*Qd(n)+j*Qsh(n))/(basemva*Vm(n)^2); 
end 
busdata(:,3)=Vm'; busdata(:,4)=deltad'; 
Pgt = sum(Pg);  Qgt = sum(Qg); Pdt = sum(Pd); Qdt = sum(Qd); Qsht = sum(Qsh); 
  
%clear A DC DX  J11 J22 J33 J44 Qk delta lk ll lm 
%clear A DC DX  J11 J22 J33  Qk delta lk ll lm 
  




ngg = length(cost(:,1)); 
Pmt = [ones(1,ngg); Pgg; Pgg.^2]; 
for i = 1:ngg 






% Constrained optimization using penalty methods 
% by changing f to F=f+ \sum lam_j*g^2_j*H_j(g_j) 
% where H(g)=0 if g<=0 (true), =1 if g is false 
  




     basemva = 100;  accuracy = 0.0001;  maxiter = 10; 
  
%        Bus Bus  Voltage Angle   ---Load---- -------Generator----- Static Mvar 
%        No  code Mag.    Degree  MW    Mvar  MW    Mvar Qmin Qmax    +Qc/-Ql 
busdata=[1   1    1.06    0.0      0     0    0     0    10   50      0 
         2   2    1.045   0.0     20    10    40    30    10   50      0 
         3   2    1.03    0.0     20    15    30    10    10   40      0 
         4   0    1.00    0.0     50    30     0     0     0    0      0 
         5   0    1.00    0.0     60    40     0     0     0    0      0]; 
  
%                                        Line code 
%         Bus bus   R      X     1/2 B   = 1 for lines 
%         nl  nr  p.u.   p.u.   p.u.     > 1 or < 1 tr. tap at bus nl 
linedata=[1   2   0.02   0.06   0.030     1 
          1   3   0.08   0.24   0.025     1 
          2   3   0.06   0.18   0.020     1 
          2   4   0.06   0.18   0.020     1 
          2   5   0.04   0.12   0.015     1 
          3   4   0.01   0.03   0.010     1 
          4   5   0.08   0.24   0.025     1]; 
  
cost = [200  7.0    0.008 
        180  6.3    0.009 
        140  6.8    0.007]; 
  
mwlimits =[10  85 
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           10  80 
           10  70]; 
  
%%LFYBUS%%%%%        
j=sqrt(-1); i = sqrt(-1); 
nl = linedata(:,1); nr = linedata(:,2); R = linedata(:,3); 
X = linedata(:,4); Bc = j*linedata(:,5); a = linedata(:, 6); 
nbr=length(linedata(:,1)); nbus = max(max(nl), max(nr)); 
Z = R + j*X; y= ones(nbr,1)./Z;        %branch admittance 
for n = 1:nbr 
if a(n) <= 0  a(n) = 1; else end 
Ybus=zeros(nbus,nbus);     % initialize Ybus to zero 
               % formation of the off diagonal elements 
for k=1:nbr; 
       Ybus(nl(k),nr(k))=Ybus(nl(k),nr(k))-y(k)/a(k); 
       Ybus(nr(k),nl(k))=Ybus(nl(k),nr(k)); 
    end 
end 
              % formation of the diagonal elements 
for  n=1:nbus 
     for k=1:nbr 
         if nl(k)==n 
         Ybus(n,n) = Ybus(n,n)+y(k)/(a(k)^2) + Bc(k); 
         elseif nr(k)==n 
         Ybus(n,n) = Ybus(n,n)+y(k) +Bc(k); 
         else, end 
     end 
end 
clear Pgg 
     %%%%%NEWTON%%%%%%% 
ns=0; ng=0; Vm=0; delta=0; yload=0; deltad=0; 









kb(n)=busdata(k,2); Vm(n)=busdata(k,3); delta(n)=busdata(k, 4); 
Pd(n)=busdata(k,5); Qd(n)=busdata(k,6); Pg(n)=busdata(k,7); Qg(n) = 
busdata(k,8); 
Qmin(n)=busdata(k, 9); Qmax(n)=busdata(k, 10); 
Qsh(n)=busdata(k, 11); 
    if Vm(n) <= 0  Vm(n) = 1.0; V(n) = 1 + j*0; 
    else delta(n) = pi/180*delta(n); 
         V(n) = Vm(n)*(cos(delta(n)) + j*sin(delta(n))); 
         P(n)=(Pg(n)-Pd(n))/basemva; 
         Q(n)=(Qg(n)-Qd(n)+ Qsh(n))/basemva; 
         S(n) = P(n) + j*Q(n); 
    end 
end 
for k=1:nbus 
if kb(k) == 1, ns = ns+1; else, end 
if kb(k) == 2 ng = ng+1; else, end 
ngs(k) = ng; 
nss(k) = ns; 
end 
Ym=abs(Ybus); t = angle(Ybus); 
m=2*nbus-ng-2*ns; 
maxerror = 1; converge=1; 
iter = 0; 
% Start of iterations 
clear A  DC   J  DX 





   A(i,k)=0;      %Initializing Jacobian matrix 
end, end 




J11=0; J22=0; J33=0; J44=0; 
   for i=1:nbr 
     if nl(i) == n | nr(i) == n 
        if nl(i) == n,  l = nr(i); end 
        if nr(i) == n,  l = nl(i); end 
        J11=J11+ Vm(n)*Vm(l)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l)); 
        J33=J33+ Vm(n)*Vm(l)*Ym(n,l)*cos(t(n,l)- delta(n) + delta(l)); 
        if kb(n)~=1 
        J22=J22+ Vm(l)*Ym(n,l)*cos(t(n,l)- delta(n) + delta(l)); 
        J44=J44+ Vm(l)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l)); 
        else, end 
        if kb(n) ~= 1  & kb(l) ~=1 
        lk = nbus+l-ngs(l)-nss(l)-ns; 
        ll = l -nss(l); 
      % off diagonalelements of J1 
        A(nn, ll) =-Vm(n)*Vm(l)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l)); 
              if kb(l) == 0  % off diagonal elements of J2 
              A(nn, lk) =Vm(n)*Ym(n,l)*cos(t(n,l)- delta(n) + delta(l));end 
              if kb(n) == 0  % off diagonal elements of J3 
              A(lm, ll) =-Vm(n)*Vm(l)*Ym(n,l)*cos(t(n,l)- delta(n)+delta(l)); 
end 
              if kb(n) == 0 & kb(l) == 0  % off diagonal elements of  J4 
              A(lm, lk) =-Vm(n)*Ym(n,l)*sin(t(n,l)- delta(n) + delta(l));end 
        else end 
     else , end 
   end 
   Pk = Vm(n)^2*Ym(n,n)*cos(t(n,n))+J33; 
   Qk = -Vm(n)^2*Ym(n,n)*sin(t(n,n))-J11; 
   if kb(n) == 1 P(n)=Pk; Q(n) = Qk; end   % Swing bus P 
     if kb(n) == 2  Q(n)=Qk; 
         if Qmax(n) ~= 0 
           Qgc = Q(n)*basemva + Qd(n) - Qsh(n); 
           if iter <= 7                  % Between the 2th & 6th iterations 
              if iter > 2                % the Mvar of generator buses are 
                if Qgc  < Qmin(n),       % tested. If not within limits Vm(n) 
                Vm(n) = Vm(n) + 0.01;    % is changed in steps of 0.01 pu to 
                elseif Qgc  > Qmax(n),   % bring the generator Mvar within 
                Vm(n) = Vm(n) - 0.01;end % the specified limits. 
              else, end 
           else,end 
         else,end 
     end 
   if kb(n) ~= 1 
     A(nn,nn) = J11;  %diagonal elements of J1 
     DC(nn) = P(n)-Pk; 
   end 
   if kb(n) == 0 
     A(nn,lm) = 2*Vm(n)*Ym(n,n)*cos(t(n,n))+J22;  %diagonal elements of J2 
     A(lm,nn)= J33;        %diagonal elements of J3 
     A(lm,lm) =-2*Vm(n)*Ym(n,n)*sin(t(n,n))-J44;  %diagonal of elements of J4 
     DC(lm) = Q(n)-Qk; 




  nn=n-nss(n); 
  lm=nbus+n-ngs(n)-nss(n)-ns; 
    if kb(n) ~= 1 
    delta(n) = delta(n)+DX(nn); end 
    if kb(n) == 0 




  maxerror=max(abs(DC)); 
     if iter == maxiter & maxerror > accuracy  
   fprintf('\nWARNING: Iterative solution did not converged after ') 
   fprintf('%g', iter), fprintf(' iterations.\n\n') 
   fprintf('Press Enter to terminate the iterations and print the results \n') 
   converge = 0; pause, else, end 
    
end 
  
if converge ~= 1 
   tech= ('                      ITERATIVE SOLUTION DID NOT CONVERGE'); else,  
   tech=('                   Power Flow Solution by Newton-Raphson Method'); 
end    




for n = 1:nbus 
     if kb(n) == 1 
     k=k+1; 
     S(n)= P(n)+j*Q(n); 
     Pg(n) = P(n)*basemva + Pd(n); 
     Qg(n) = Q(n)*basemva + Qd(n) - Qsh(n); 
     Pgg(k)=Pg(n); 
     Qgg(k)=Qg(n);     %june 97 
     elseif  kb(n) ==2 
     k=k+1; 
     S(n)=P(n)+j*Q(n); 
     Qg(n) = Q(n)*basemva + Qd(n) - Qsh(n); 
     Pgg(k)=Pg(n); 
     Qgg(k)=Qg(n);  % June 1997 
  end 
yload(n) = (Pd(n)- j*Qd(n)+j*Qsh(n))/(basemva*Vm(n)^2); 
end 
busdata(:,3)=Vm'; busdata(:,4)=deltad'; 
Pgt = sum(Pg);  Qgt = sum(Qg); Pdt = sum(Pd); Qdt = sum(Qd); Qsht = sum(Qsh); 
  
%clear A DC DX  J11 J22 J33 J44 Qk delta lk ll lm 
%clear A DC DX  J11 J22 J33  Qk delta lk ll lm 
  
%%%%% KONEC NEWTONA%%% 
  
 %%%%% BLOSS  %%%% 
 % This program named 'bloss' obtains the B-coefficients of the 
% loss formula as the function of real power generation. 
% 
%         PL = P*B*P'+B0*P'+B00. 
% 
% It requires the power flow solution. To obtain the B-coefficients use the 
command bloss after 
% the command 'bloss' after any of the power flow programs lfgauss, 
% lfnewton, or decouple. 
% 
% Copyright (C)1998 by H. Saadat. 
  




ID= sum(I);  %new 
  
for k=1:nbus 
  if kb(k)== 0 
%    I(k) = conj(S(k))/conj(V(k)); 
%   else, ngg=ngg+1; I(k)=0;  end 
    else, ngg=ngg+1;  end 






DD=sum(d1.*Zbus(ks,:));  %new 
kg=0; kd=0; 
for k=1:nbus 
    if kb(k)~=0 
    kg=kg+1; 
    t1(kg) = Zbus(ks,k)/DD;   %new 
    else, kd=kd+1; 
    d(kd)=I(k)/ID; 






  if kb(k)~=0 
  kg=kg+1; 
    for m=1:ngg 
       if kb(m)~=0 
        C1g(k, kg)=1; 
       else, end 
    end 











  if kb(k)~=0 
  kg=kg+1; 
  al(kg)=(1-j*((Qg(k)+Qsh(k))/Pg(k)))/conj(V(k));  %new 




    for m=1:ngg+1 
    if k==m 
    alph(k,k)=alp(k); 
    else, alph(k,m)=0;end 
end,end 
T = alph*conj(C)'*real(Zbus)*conj(C)*conj(alph); 
BB=0.5*(T+conj(T)); 
for k=1:ngg 
    for m=1:ngg 
    B(k,m)=BB(k,m); 
    end 
    B0(k)=2*BB(ngg+1,k); 
end 
B00=BB(ngg+1,ngg+1); 
%B, B0, B00 
PL = Pgg*(B/basemva)*Pgg'+B0*Pgg'+B00*basemva; 
%fprintf('Total system loss = %g MW \n', PL) 
clear I BB C C1 C1D C1g C1gg C2 C2gD CnD DD ID T al alp alph t1 d d1 kd kg ks nd 
ng 
  
% All nonlinear inequality constraints should be here 



















% all nonlinear equality constraints should be here 
% If no equality constraint at all, put geq=[]  
geq(1)=sum(Pgg)-PL-Pdt; 
  
%%% End of the part to be modified -------------------%%% 
  
%%% --------------------------------------------------%%% 
%%% Do not modify the following codes unless you want %%% 
%%% to improve its performance etc                    %%% 
% ------------------------------------------------------- 
% ===Start of the Firefly Algorithm Implementation ====== 
% Inputs: fhandle => @cost (your own cost function, 
%                   can be an external file  ) 
%     nonhandle => @constraint, all nonlinear constraints 
%                   can be an external file or a function 
%         Lb = lower bounds/limits 
%         Ub = upper bounds/limits 
%   para == optional (to control the Firefly algorithm) 
% Outputs: nbest   = the best solution found so far 
%          fbest   = the best objective value 
%      NumEval = number of evaluations: n*MaxGeneration 
% Optional: 
% The alpha can be reduced (as to reduce the randomness) 
% --------------------------------------------------------- 
  
% Start FA 
function [nbest,fbest,NumEval]... 
           =ffa_mincon(fhandle,nonhandle,u0, Lb, Ub, para) 
% Check input parameters (otherwise set as default values) 
if nargin<6, para=[20 50 0.25 0.20 1]; end 
if nargin<5, Ub=[]; end 
if nargin<4, Lb=[]; end 
if nargin<3, 
disp('Usuage: FA_mincon(@cost, @constraint,u0,Lb,Ub,para)'); 
end 
  
% n=number of fireflies 
% MaxGeneration=number of pseudo time steps 
% ------------------------------------------------ 
% alpha=0.25;      % Randomness 0--1 (highly random) 
% betamn=0.20;     % minimum value of beta 
% gamma=1;         % Absorption coefficient 
% ------------------------------------------------ 
n=para(1);  MaxGeneration=para(2); 
alpha=para(3); betamin=para(4); gamma=para(5); 
  
% Total number of function evaluations 
NumEval=n*MaxGeneration; 
  
% Check if the upper bound & lower bound are the same size 
if length(Lb) ~=length(Ub), 
    disp('Simple bounds/limits are improper!'); 
    return 
end 
  





% Initial values of an array 
zn=ones(n,1)*10^100; 
% ------------------------------------------------ 
% generating the initial locations of n fireflies 
[ns,Lightn]=init_ffa(n,d,Lb,Ub,u0); 
  
% Iterations or pseudo time marching 
for k=1:MaxGeneration,     %%%%% start iterations 
  
% This line of reducing alpha is optional 
 alpha=alpha_new(alpha,MaxGeneration); 
  
% Evaluate new solutions (for all n fireflies) 
for i=1:n, 
   zn(i)=Fun(fhandle,nonhandle,ns(i,:)); 
   Lightn(i)=zn(i); 
end 
  











% For output only 
fbest=Lightbest; 
  
% Move all fireflies to the better locations 
[ns]=ffa_move(n,d,ns,Lightn,nso,Lighto,nbest,... 
      Lightbest,alpha,betamin,gamma,Lb,Ub); 
  
end   %%%%% end of iterations 
  
% ------------------------------------------------------- 
% ----- All the subfunctions are listed here ------------ 
% The initial locations of n fireflies 
function [ns,Lightn]=init_ffa(n,d,Lb,Ub,u0) 
  % if there are bounds/limits, 
if length(Lb)>0, 
   for i=1:n, 
   ns(i,:)=Lb+(Ub-Lb).*rand(1,d); 
   end 
else 
   % generate solutions around the random guess 
   for i=1:n, 
   ns(i,:)=u0+randn(1,d); 
   end 
end 
  
% initial value before function evaluations 
Lightn=ones(n,1)*10^100; 
  
% Move all fireflies toward brighter ones 
function [ns]=ffa_move(n,d,ns,Lightn,nso,Lighto,... 
             nbest,Lightbest,alpha,betamin,gamma,Lb,Ub) 
% Scaling of the system 
scale=abs(Ub-Lb); 
  
% Updating fireflies 
for i=1:n, 
% The attractiveness parameter beta=exp(-gamma*r) 
   for j=1:n, 
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      r=sqrt(sum((ns(i,:)-ns(j,:)).^2)); 
      % Update moves 
if Lightn(i)>Lighto(j), % Brighter and more attractive 
   beta0=1; beta=(beta0-betamin)*exp(-gamma*r.^2)+betamin; 
   tmpf=alpha.*(rand(1,d)-0.5).*scale; 
   ns(i,:)=ns(i,:).*(1-beta)+nso(j,:).*beta+tmpf; 
      end 
   end % end for j 
  
end % end for i 
  
% Check if the updated solutions/locations are within limits 
[ns]=findlimits(n,ns,Lb,Ub); 
  
% This function is optional, as it is not in the original FA 
% The idea to reduce randomness is to increase the convergence, 
% however, if you reduce randomness too quickly, then premature 







% Make sure the fireflies are within the bounds/limits 
function [ns]=findlimits(n,ns,Lb,Ub) 
for i=1:n, 
     % Apply the lower bound 
  ns_tmp=ns(i,:); 
  I=ns_tmp<Lb; 
  ns_tmp(I)=Lb(I); 
  
  % Apply the upper bounds 
  J=ns_tmp>Ub; 
  ns_tmp(J)=Ub(J); 
  % Update this new move 









% Apply nonlinear constraints by the penalty method 





% Penalty constant >> 1 
lam=10^15; lameq=10^15; 
% Get nonlinear constraints 
[g,geq]=nonhandle(u); 
  
% Apply inequality constraints as a penalty function 
for k=1:length(g), 
    Z=Z+ lam*g(k)^2*getH(g(k)); 
end 
% Apply equality constraints (when geq=[], length->0) 
for k=1:length(geq), 
   Z=Z+lameq*geq(k)^2*geteqH(geq(k)); 
end 
  
% Test if inequalities hold 





    H=0; 
else 
    H=1; 
end 
  
% Test if equalities hold 
function H=geteqH(g) 
if g==0, 
    H=0; 
else 
    H=1; 
end 
%% ==== End of Firefly Algorithm implementation ====== 
  
  
  
 
 
