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1. Introduction 
The household survey “Mobility in Cities – SrV“, conducted periodically since 1972, was carried out for the 
tenth time in 2013. Starting in January 2013, more than 120,000 persons in over 50,000 households retrospectively 
reported their daily mobility behavior for specified travel days. The survey was conducted as a mixed-mode survey. 
Depending on the success of obtaining a landline telephone number, households were either written to once and 
subsequently interviewed directly per landline or, in a first stage, sent a short questionnaire requesting they supply a 
telephone number (screening) before completing the telephone interview in a second stage. Both sample groups 
were able to participate online during all stages using a personalized login to access the form. A fundamental 
discussion of advantages and disadvantages of mixed-mode strategies, including expected nonresponse bias, can be 
found for example in de Leeuw (2005), Dillman et al. (2009) and Beebe et al. (2012). Braunsberger et al. (2007) 
contribute an interesting argument for the higher level of reliability of online surveys in contrast to telephone 
interviews due to the lack of interview effects. 
In recent decades a clear decline in response rates in household surveys can be observed in developed countries 
(Groves, 2006: 647; Smith, 2011: 389; Beebe et al., 2012: 1739; Massey & Tourangeau, 2013: 226). This trend is 
continuing. Brick & Williams (2013) attempt to provide a detailed explanation for the decreasing responsiveness in 
cross-sectional surveys in the USA. The response rate achieved during the SrV 2013 survey totaled 23 percent (see 
Fig. 1). This number suggests that only one in four contacted households participated in the survey. Similar results 
could already be seen in the last round of repeated cross-sectional surveys of German travel behavior SrV 2008 as 
well as MiD 2008 (NHTS). 
A high nonresponse rate does not have to be associated with a nonresponse bias per se and there is no minimum 
response rate, under which biased estimators are necessarily to be expected (Groves, 2006: 650). However, 
participation is generally seen as one of the most important evaluation criteria for determining the quality of survey 
data, although it constitutes only one of several components of a potential nonresponse error (Grooves, 1989: 133, 
Shlomo et al., 2012: 201). Participation as the sole quality criterion is therefore misleading. 
For example, in depth analyses of one of the largest German studies in social sciences (ALLBUS) from 1994, 
1996 and 2000 show that for random samples no appreciable systematic distortions have to appear even with a 
response rate of less than 50 percent (Schneekloth & Leven, 2003: 16). The 2009 nonresponse study carried out for 
the 2008 SrV also reached a similar conclusion (Ahrens et al., 2009: 30). Studies outside of Germany follow the 
same reasoning. According to these studies, efforts to increase the response rate frequently have only limited 
influence on the nonresponse error (Fricker & Tourangeau, 2010: 935, Davern, 2013: 908). 
It is, however, indisputable that a high response rate is not only desirable but also an important criterion for 
evaluating surveys, since high response rates reduce the risk of a potential nonresponse bias (Shih & Fan, 2009: 27). 
The decline in response rates has led to an increased awareness in the research field for carrying out more detailed 
nonresponse analyses and, in particular, complex (and costly) studies of the occurrence of nonresponse bias (Groves, 
2006: 657). However, without examining nonrespondents the occurrence of distortions cannot be ruled out. 
 
 
Fig. 1. Development of the SrV and KONTIV/MiD responses since 1972  
(KONTIV/MiD survey response rates: Scheiner, 2009: 77; Follmer et al., 2003: 52, and 2010: 27). 
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Sample surveys are generally susceptible to two kinds of survey errors: sampling errors and nonsampling errors. 
The latter comprise frame errors, nonresponse errors and measurement errors (Lessler & Kalsbeek, 1992: 10). While 
all of these errors influence the precision of the estimator, the following analysis is limited to the examination of 
nonresponse error. This error results from a loss of sampling units represented by a discrepancy between the gross 
and the net sample. The gross sample corresponds to the number of random samples minus neutral losses. Here, a 
distinction is drawn between unit nonresponse and item nonresponse. Whereas unit nonresponse results from a loss 
of the complete sampling unit (household), item nonresponse occurs within a sampling unit due to a missing reply 
on one or more questions (items) on household, person or trip level. For the sake of simplicity, this contribution will 
exclusively focus on unit nonresponse. 
Unit nonresponse may be due to a multitude of reasons. Cochran (1977: 364) distinguishes four types: not-at-
homes, unable to answer, hard core and noncoverage, although noncoverage may more appropriately be classified as 
a frame error. The fundamental problem of nonresponse is caused by the systematic distortion of estimation 
processes. This systematic distortion is referred to as bias and constitutes the key variable for measuring the effects 
of nonresponse on the sampling error (Lessler & Kalsbeek, 1992: 118). Since there are various types of nonresponse 
as well as a variety of reasons for its occurrence, it is difficult to establish a suitable definition. A frequently utilized 
way of describing the relationship between the different types of errors derives from Grooves (1989: 133) for a 
mean-value estimation of: 
          (1) 
In this equation,  denotes the value of the respondent of the survey. It is obtained by calculating the sum of the 
value that would be realized for all cases of the gross sample () and the value determined by the discrepancy 
between the respondent () and the nonrespondent () multiplied by the nonresponse rate (/). The latter is 
obtained by dividing the number of sample losses  with the total number of samples . The existence of 
various types of nonresponse prompts further differentiation and fragmentation into several additive components 
(Grooves, 1989: 134). For example, values of nonrespondents may vary: for cases that could not be contacted ( – 
noncontacted), cases that were not able to participate in the survey (– incompetent) and cases that explicitly 
refused to participate (– refused). In these instances, the sample losses reflect the correlation between the reasons 
for sample loss, while the sum of these values corresponds with the number of the nonrespondents ( +  + 
 = . The calculation in (1) reveals that only collecting real data on the nonrespondents may shed light on the 
effects of nonresponse on the precision of the estimator. 
Because of the reasons listed above, a nonresponse study has been carried out following the SrV 2013 in order to 
help determine whether and to what extent a selection and original nonresponse bias occur. The results of the study 
can then be compared and coupled with the findings from the last survey (SrV 2008). In particular, the nonresponse 
study will serve to answer the question of the extent to which the group of nonrespondents demonstrates travel 
behavior in contrast to that of the group of participants in the main survey. If a statistically explainable difference in 
travel behavior between respondents and nonrespondents should be present then it must be assumed that a bias 
exists, even whilst accounting for the standard weighting factors of parameter values. 
Therefore, the occurrence and extent of selectivity needs to be examined and whether possible losses occur 
entirely unsystematic (missing completely at random – MCAR). Subsequently, it must be established, to what extent 
the group of nonrespondents demonstrates a different travel behavior in comparison to the group of participants in 
the main survey and if the sample losses thus ought to be regarded as missing not at random (MNAR). In case 
selectivity only occurs in close association with specific variables (such as age and sex), the assumption of missing 
at random (MAR) within the cross-classification of cases may be reasonable. 
The nonresponse follow-up study to SrV 2013 aims at thoroughly evaluating above-mentioned aspects. It is 
intended to gain further insights into the way sample losses anticipate distortion of survey characteristics related to 
travel behavior and to analyze the sensitivity of results with varying emphasis. 
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2. Framework and methodology 
A number of methods can be used for assessing the effects of unit nonresponse on the survey results. These are 
closely related to the calculation of sampling weights in order to minimize survey bias. According to Groves et al. 
(2002: 19), the standardized approach aims at excluding nonrespondents, while developing a nonresponse weight in 
order to reduce nonresponse bias. Thus, based on the assumption of MCAR, transformation weights derived from 
inverse probability weighting are introduced in order to obtain probability samples. 
In case of MAR, which describes the missing data mechanism as a random process, propensity scores can be 
derived by multiplying the probability of selection with the probability of default. Their inverse values enter the 
analysis as weight parameters. To issue such weight parameters there are several possibilities. Frequently, cell 
weighting adjustments are made, which in turn are based on known variables of respondents and nonrespondents. 
Alternatively, external data relating to the population (such as demographic statistics) may be employed (e.g. 
poststratification). Possible options also include iterative processes such as raking on the basis of Iterative 
Proportional Fitting (IPF). This, however, involves highly different distance measures that lead to a variety of 
generalized raking procedures, of which the typical raking ratio constitutes a special case (Deville & Särndal, 1992: 
376). 
Further complex methods such as the general regression estimator (GREG) and the calibration approach exist, 
which are, for instance, presented in detail by Lundström & Särndal (2002). Often, traditional methods will be 
described as special cases of complex methods. An overview of the different weighting methods can be found in 
Kalton & Flores-Cervantes (2003). 
In simulation studies, Little & Vartivarian (2003) examine various weighting strategies in depth, especially 
elaborating on the purpose of different methods that associate transformation weights with missing data weights. In 
relation to their own simulation studies, Brick & Jones (2008: 71) explain that the particular choice of a weighting 
method (raking or linear calibration) was of no relevance to the sample statistics when using the same auxiliary 
variables. 
The significance of propensity scores for the evaluation of nonresponse effects has already been pointed out by 
Rosenbaum & Rubin (1983: 41). The methodological approach of a nonresponse bias analysis may comprise a 
number of steps. Various authors’ approaches are referenced by Davern (2013: 909). Models of logistic regression 
are frequently employed in nonresponse analyses and examples of contributions utilizing such research approaches 
to nonresponse in surveys can be found in Abraham et al. (2006), Couper et al. (2007) and Fricker & Tourangeau 
(2010). Other authors explicitly refer to the necessity of further research regarding the assessment of nonresponse 
effects through multivariate models – such as logistic regression (Brick & Jones, 2008: 72). As an alternative to the 
binary logit approach, a probit model may be feasible. However, Caliendo & Kopeinig (2008: 37) employed both 
methods in a binary case of estimating probabilities of participation and non-participation and generally received 
very similar results. 
In order to answer the above asked questions, it is necessary to survey nonrespondents with the help of a heavily 
shortened questionnaire covering the most important parameters of daily mobility. The methodology for the survey 
of central parameters of nonrespondents from SrV 2013 is strongly based on the field concept of the main study. 
Groves et al. (2002: 19) emphasize that calculations of response probabilities using combined data of 
nonrespondents and respondents in a model-based approach are useful extensions of the above-mentioned methods. 
In addition, this approach represents a possible means of reducing bias of sample losses of the MNAR type. 
However, even in the most thoroughly conducted follow-up survey of the first order it is unlikely that each 
contacted nonrespondent will participate (see Fig. 2). Thus, in theory an additional nonresponse survey of the 
second order and if necessary further nonresponse surveys of the n-th order would need to be conducted as long as 
each one of the nonrespondents has responded or further participants for follow-up surveys are no longer available. 
This course of action in relation to a survey is usually – and also in this particular case – not a viable option. 
Therefore, in a first stage it must be examined to what extent respondents of such a follow-up study display 
selectivity on a nonresponse level in contrast to the nonrespondents. 
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Fig. 2. Survey concept of the nonresponse study. 
To maintain the lowest possible risk of additional selectivity effects in the nonresponse survey and to obtain a 
highly representative picture of the structure and behavioral characteristics of the nonrespondents, persons were 
randomly selected from the total number of nonrespondents. Only these particular individuals representing a 
household were then questioned by means of a short questionnaire. 
The actual nonresponse analysis is divided into two parts. First, an analysis of selectivity is carried out, which is 
primarily concerned with: 
• the reasons for refusing to participate in the main study, 
• the comparison of these reasons of nonparticipation of the ascertained nonresponse sample with the reasons of 
the entire nonresponse sample as well as 
• the analysis of response losses according to sociodemographic characteristics. 
The second part establishes a model describing the effect of independent variables on the willingness to 
participate by employing logistic regression of the binary outcome “respondents vs. nonrespondents” as a dependent 
variable. The correlation between independent characteristics is investigated by conducting a bivariate correlation 
analysis because multicollinearity of explanatory factors in a regression model ought to be prevented. Explanatory 
variables with high multicollinearity (correlation coefficients > 0.5) to more than one other variable will be excluded 
(see Table 7). Interaction effects within explanatory variables were not considered in the present analysis 
framework. 
A descriptive comparison of significant parameters in the main study and the follow-up study then follows. 
Subsequently, the obtained logistic regression model may be used as a means of predicting propensity scores in the 
main study. Thus, it is possible to assess the authority of various impact factors from social demographics and to 
examine the difference in travel behavior of respondents and nonrespondents. 
The aggregated influence of impact factors  is referred to as logit, which for each observed occurrence k is 
calculated as specified by Hair Jr et al. (2009) and Field (2009): 
               

  (2) 
Following the model assumption of an empirical value of the error term   , parameters can be estimated 
using the maximum likelihood method. Consequently, the propensity score in the main study may be obtained for 
each observed occurrence k: 
       (3) 
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The inverse value of the propensity score for each person can be introduced as a sample weight. This parameter 
attempts to balance structural differences as well as differences in travel behavior (original nonresponse effect) 
between respondents and nonrespondents of the main study. It is obtained as follows: 
      (4) 
Afterwards, the weight is scaled using the net number of observed occurrences. 
       (5) 
During this process it is necessary to bear in mind that due to item nonresponse not all cases enter the logistic 
regression and that hence not every observed occurrence can be associated with a weight value. Thus, the net 
number of occurrences decreases slightly. 
Finally, using the example of Berlin, the effectiveness of logistic regression weighting is assessed by comparing 
the weighting procedures previously employed in the SrV (, transformation and adjustment weighting). 
Please refer to Ahrens et al. (2009) for a description of this process. 
3. Data source 
Data sources constitute the main part of the mobility study “Mobility in Cities – SrV 2013” as well as the 
corresponding nonresponse study of 2014. In addition, for each household drawn as a random sample a contact 
protocol was available as well as several sociodemographic characteristics of the selected person in the household 
obtained from the register of residents. 
“Mobility in Cities – SrV 2013” is a household survey on travel behavior in selected cities and regions in the 
territory of the Federal Republic of Germany. The focus of the survey lies on the travel behavior of the residential 
population of participating local entities. It is targeted at all persons living in the household of a person randomly 
selected from the register of residents. The sampling design is a stratified simple random sample of all persons 
included in the register. Due to the missing link in German registers of residents between persons and households 
they are living in, there is an unequal probability amongst households of being chosen. This results in a sample of 
households with probabilities proportional to size (PPS) and clustering at the household level. 
The survey population consists of the total number of residents of a city without restrictions regarding age, sex 
and nationality as well as primary or secondary residence. The reporting dates of the standard SrV are represented 
by the intermediary working days, more precisely the weekdays Tuesday, Wednesday and Thursday. Such a 
reporting date is excluded from the survey, if it coincides with a school or bank holiday. The survey is conducted as 
a year round survey. It is announced in writing by postal service. In case of nonresponse, at least two reminder 
stages are implemented at intervals. The survey is essentially comprised of two parts. On the one hand, the survey is 
concerned with the household and collects general and travel specific data. On the other hand, each member of the 
household is interviewed in terms of sociodemographic and travel specific characteristics including the mobility on 
the reporting date, using specifically-designed travel diaries that have already been applied for decades as part of a 
comprehensive design in many countries in Europe and abroad The full list of questions is available in Ahrens et al. 
(2014). In a first stage, telephone numbers are researched in public registers. If a telephone number is not available, 
it is requested along with an email address in a screening stage using a short questionnaire. All participants also 
receive a personalized login to an online account. Thus, in principle, it is possible to participate in the survey via the 
telephone or by filling in the online form. In both instances, the mobility survey relies on the support of maps via 
Google Maps. These are supposed to assist the interviewer in a telephone interview and also the interviewee using 
the online form to report a coherent daily routine consisting of consecutive trips. 
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Table 1. Methodological parameters of main study and follow-up study. 
Characteristics SrV 2013 Nonresponse study 2014 
Net sample 123,098 persons 4,802 persons 
Pretest Halle (Saale), Frankfurt am Main,  
October 2012, 5,525 persons 
Berlin, January 2014, 277 persons 
Field time January–December 2013  March–April 2014  
Reporting date Intermediary working days (Tue-Thu) Intermediary working days (Tue-Thu) 
Number of sample points 116 14 
Sample selection Register of residents Addresses of nonrespondents 
Written announcement Yes Yes 
Reminder stages At least 2 1 
Targeted persons Each person of the household Initially a person of a nonrespondent’s 
household selected from the register of 
residents  
Modes Telephone, online Telephone, in writing by postal service, 
online 
Households with telephone number 34 % 25 % 
Participation:  online 43 % 11 % 
  telephone 57 % 41 % 
  postal – 48 % 
Response rate 23.1 % 22.9 % 
 
A total of 14 cities spread across the entire federal territory were included in the nonresponse survey. The 
realized sample size for the nonresponse study amounts to 4,802 persons, based on considerations regarding the 
content. The survey addressed the person drawn from the register of residents, having been randomly selected from 
the pool of nonrespondents in the main study. General as well as personal mobility data, also in relation to the 
reporting date, was collected. The survey additionally sampled personal data of the other members of the household. 
The questions mainly corresponded with those from the main study in order to ensure the best possible 
comparability. However, to increase acceptance, it was necessary to keep the questionnaire as short as possible. 
Hence, several characteristics (especially the mobility on the reporting date) were only briefly addressed and map 
support for the report on the daily routine (Google Maps) was not provided. Table 1 illustrates essential parameters 
of the main study in contrast to the nonresponse study. 
For the SrV 2013, the survey of central characteristics of the nonrespondents was methodologically carried out 
according to the field concept of the main study. Following the first contact in writing by postal service 
(personalized announcement), the subpopulations “persons/households with telephone number” and 
“persons/households without telephone number” were able to participate in the survey either (1) via a telephone 
interview (CATI) or (2) by filling in an online questionnaire (CAWI). To increase acceptance and encourage 
response, the nonresponse survey offered the additional possibility of returning a brief one-page postal questionnaire 
(PAPI, see Ahrens et al., 2015: 15) for the huge group of households without a telephone number (75 %). Including 
the brief one-page postal questionnaire underlined the minimal effort required for participants to reply to the 
questionnaire. Additionally, pointing out the special scientific intention of a nonresponse study in the announcement 
letter may have increased acceptance by suggesting to the participants that they are playing an important role as a 
focus group. 
The interviews with the nonrespondents took place in March/April 2014. Empirically, this time of year usually 
provides a good annual mean value of travel behavior. Figure 3 shows a translated version of the short questionnaire 
of the follow up survey. Table 2 includes characteristics that can be assessed similarly for the main as well as the 
nonresponse study. 
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Fig. 3. Short questionnaire of the follow up survey (translated version). 
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Table 2. Characteristics of follow-up study. 
Characteristics Properties Characteristic Properties 
Household Number of persons in household 0 … 5 
 Number of private or company cars 0 … 9 
Personal  Age 0 … 100 Years 
Sex 1 – Male, 2 – Female 
Occupation 1 – Working, 2 – In training, 3 – Not working 
 Car driver’s license  1 – Yes, 2 – No 
Mobility on reporting day 
 
Availability of a car in the household on 
reporting day  
1 – Yes, unrestricted, 2 – Yes, by arrangement,  
3 – No, no access or no vehicle in the household 
 Presence in the city or municipality on 
reporting day 
1 – Yes, 2 – No 
 Acts of mobility on reporting day 1 – Yes, 2 – No 
 Number of trips on reporting day  1 … 8 
Trips Purpose of activity 1 – Work/business,  
2 – Childcare/nursery, school/education,  
3 – Shopping/services,  
4 – Recreational/visit/other,  
5 – Home 
 Used means of transport 1 – Walk, 2 – Bicycle,  
3 – Car, moped/motorcycle/scooter,  
4 – Public transport 
Reason for  
nonparticipation 
Reason for nonparticipation in the main 
study 
(Text box) 
 
4. Results 
4.1. Reasons for nonparticipation 
A large number of households selected for the main study did not (or only insufficiently) participate in the SrV 
survey. This is primarily due to the nonreachability of the selected households or their explicit refusal to participate. 
As illustrated in Table 3, the share of refusal households (in relation to all nonparticipants in the main study) 
amounted to nearly a third (32.5 %). For this group, reasons for the refusal exist in more than half of the cases. 
Reasons include “lack of time” (14.2 %) as well as “lack of interest” in surveys (13.0 %) or in topics such as 
mobility and travel (9.9 %). 
Taking into account only the selected nonparticipants of the main study for the subsequent nonresponse study, the 
(later) nonresponse participants as well as the nonresponse nonparticipants produce similar results. For 
approximately half of the refusals no reasons were stated, the other half mainly claimed “no time” or “no interest”. 
Quite remarkably, 45 % of the participants of the nonresponse study were explicit refusers, while the share of 
refusers among the nonresponse nonparticipants totaled only 19 %. In other words: a nonparticipant of the main 
study is more likely to participate in the nonresponse study if he explicitly refused to participate before (and the 
refusal was not caused by nonreachability). This effect is mainly substantiated by households without an obtainable 
telephone number. 
Within the scope of the nonresponse study, reasons for nonparticipation were once again investigated. The reason 
“no time” occurred with almost the exact frequency as in the survey of the main study. In contrast, the other 
categories (especially “no reason” and “other”) show some change in frequency, which might be caused by the 
methodology. The reason for nonparticipation during the nonresponse study, for example, had to be written out in an 
empty text box in order to keep the questionnaire as short as possible. 
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Table 3. Reasons for nonparticipation in the main study. 
Study Part of Sampling Main Study Nonresponse Study 
Gross sample (households) 225,059   21,000 
Peer group All nonparticipants Nonresponse nonparticipants 
Nonresponse 
participants 
Nonresponse 
participants 
(Households) 173,072 16,198 4,802 4,802 
Reasons for loss in the main study     
Neutral loss –  1.1 % 3.2 % 3.2 % 
Incomplete response 1.0 % 0.0 % 0.0 % 0.0 % 
Not reached/nonresponse 66.4 % 79.6 % 52,4 % 52,4 % 
Explicit refusal to participate 32.5 % 19.3 % 44.4 % 44.4 % 
Reason for refusal to participate     
No reasons 45.8% 53.7% 44.8% 31.5% 
No time 14.2% 12.5% 16.4% 16.4% 
No interest in surveys 13.0% 11.6% 11.5% 2.1% 
No interest in the topic 9.9% 8.5% 9.8% 1.9% 
Elderly/impaired 7.2% 4.5% 7.0% 4.9% 
Privacy concerns 4.0% 4.1% 3.4% 3.1% 
Not/barely mobile 1.7% 1.4% 1.9% 2.0% 
Other 4.1% 3.7% 5.2% 38.0% 
 
4.2. Sociostructural selectivity in the response behavior 
In a first step, the sociostructural selectivity of the main study will be analyzed using the example of Berlin. 
Table 4 displays the distribution of the population by sex, age and household size of the selection sample and the 
gross sample (both without household size) as well as the realized net sample. As the selection of persons from the 
population occurred randomly for each district, the expected values for sex and age corresponded well with the 
value of the Berlin population. The gross sample is obtained by excluding neutral losses. Due to its subsequent 
transformation into a household sample as well as the interviewing process of all members of the household, the 
household sizes of the selection samples and thus the total number of persons in the selected households are 
unknown. Therefore, the calculation of response rates on a personal level for the main study is not possible. The 
response rate on the household level amounts to 18.7 % and hence lies below the value of 23.1 % reached in the SrV 
2013 (all sample points). In relation to sex, aggregated selectivity effects cannot be determined. Young persons 
(under the age of 14) are disproportionately often represented in the net sample. As expected, this corresponds with 
a higher propensity score of large households. In contrast, persons aged between 15 and 44 were underrepresented, 
while persons aged 45 to 65 only displayed small differences between the population and the net sample. Yet again, 
persons older than 65 years of age were slightly underrepresented. Thus, selectivity exists and does not support the 
assumption of MCAR. 
Table 5 allows the assessment of selectivity in the nonresponse study. Since only randomly drawn persons were 
interviewed in the nonresponse study, response rates can be specified. The gross sample employed differs only 
slightly from the selection sample in regard to its structure. In comparison to the realized net sample, however, 
systematic distortions are clearly recognizable. While a considerably larger number of women participated in the 
nonresponse survey, there was a higher response rate coinciding with increasing age. In order to avoid additional 
distortions in the subsequent nonresponse model as a result of selectivity of the nonresponse sample, 
poststratification was effected in the form of cross classification of cases done by gender x age x region using the 
anticipated values of the gross sample. Following the assumption of unsystematic losses (MAR) within the layers of 
poststratification, a nonresponse analysis can eventually be conducted by creating a suitable model for predicting 
probabilities of participation.  
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Table 4. Selectivity in the main study (example of Berlin). 
Characteristics 
Population 
(demographic 
statistics) 
Selection 
sample 
(selected 
person) 
Gross sample 
(selected 
person) 
Net sample Response rate 
n (households) 2,030,700 43,269 37,016 6,921 .187 
n (persons) 3,469,621 unknown unknown 15,602 not calculable 
Man 49.0 % 49.5 % 49.2 % 49.0 %  
Woman 51.0 % 50.5 % 50.8 % 51.0 %  
0–14 years of age 12.6 % 11.6 % 12.0 % 18.6 %  
15–24 years of age 10.2 % 9.5 % 9.4 % 8.2 %  
25–44 years of age 30.5 % 31.8 % 31.5 % 27.4 % not calculable 
45–64 years of age 27.7 % 28.8 % 29.1 % 28.8 %  
65 years of age and older 19.0 % 18.4 % 18.0 % 17.0 %  
1-person household 31.3 % 
unknown 
12.8 %  
2-person household 33.4 % 35.2 %  
3-person household 15.9 % 19.0 %  
4 and more-person household 19.4 % 33.0 %  
 
Table 5. Selectivity in the nonresponse survey. 
Characteristics Selection sample 
Gross 
sample Net sample Nonrespondent 
Response 
rate 
Nonresponse 
sample  
(poststratified) 
n (persons) 24,330 21,000 4,802 16,198 .229 4,802 
Man 47.7 % 47.6 % 43.1 % 49.0 % .207 47.6 % 
Woman 52.3 % 52.4 % 56.9 % 51.0 % .248 52.4 % 
0–14 years of age 10.5 % 10.6 % 6.5 % 10.8 % .141 10.6 % 
15–24 years of age 11.3 % 10.8 % 7.3 % 11.8 % .154 10.8 % 
25–44 years of age 32.5 % 31.7 % 24.2 % 34.6 % .175 31.7 % 
45–64 years of age 28.3 % 29.7 % 33.4 % 34.6 % .257 29.7 % 
65 years of age and older 17.3 % 17.2 % 28.6 % 14.0 % .379 17.2 % 
pop. 50,000 to under 100,000 9.9 % 9.4 % 10.5 % 9.1 % .255 9.4 % 
pop. 100,000 to under 200,000  15.3 % 15.1 % 17.5 % 14.4 % .266 15.1 % 
pop. 200,000 to under 500,000 21.1 % 20.9 % 22.3 % 20.4 % .245 20.9 % 
pop. 500,000 and more 53.7 % 54.6 % 49.6 % 56.1 % .208 54.6 % 
1-person household 
unknown 
26.4 % 
unknown 
23.6 % 
2-person household 39.5 % 34.9 % 
3-person household 14.8 % 17.2 % 
4 and more-person household 19.2 % 24.3 % 
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4.3. Nonresponse analysis and nonresponse model 
In a first step, an aggregated comparison is drawn of the structures and characteristic values of the nonresponse 
sample (n = 4,802 persons) with those in the main survey (n = 47,395 persons) for the 14 cities integrated in the 
nonresponse analysis. For these 14 cities, all persons were transferred from the main survey. Analogous to the 
nonresponse study, only the first eight trips of a person were considered in the analysis. Table 6 shows the 
unweighted characteristics of key properties. The sociodemographic characteristics (such as age and sex) as well as 
the behavior-relevant characteristics (such as driver’s license and availability of a car) illustrate the existence of 
considerable differences in the structure of the respondents. The actual parameters of travel behavior (such as trip 
frequency, modal split, distribution of purpose) create a very different picture. On average, the participants of the 
main study are traveling more frequently and also differ from the nonparticipants in terms of their choices of activity 
and means of transport. 
On an aggregated level, the results are interdependent. For instance, the considerably lower share of trips to 
nursery or for training purposes can be explained by the considerably lower number of children and adolescents 
represented in the nonresponse sample. Thus, for an appropriate assessment of nonresponse effects, a multivariate 
explanatory model needs to be established, which allows for a simultaneous and hence also comparative discussion 
and evaluation of various factors and their effects. The analytical modeling of the willingness to participate requires 
the estimation of a logistic regression. For the 14 cities involved in the nonresponse study, 4,802 participants of the 
main study were randomly selected in proportion to the sample size. A comparison of this subsample with the total 
sample of the main study reveal no significant differences, neither in relation to structural characteristics nor in 
terms of the sampled characteristics of travel behavior. 
Table 6. Comparison of follow-up study with main study (14 cities which have participated in both parts). 
Characteristic 
Non-
response 
survey 
2014* 
Main 
survey 
2013 
 
Characteristic 
Non-
response 
survey 
2014* 
Main 
survey 
2013 
n (persons) 4,802 47,395  n 4,802 47,395 
Gender: Man 47.6 % 48.9 %  Access to car of household 47.3 % 49.6 % 
1-person household 23.6 % 11.9 %  Access to car of household trough agreement 16.4 % 18.6 % 
2-person household 34.9 % 35.6 %  No access to car or no car in household 36.2 % 31.8 % 
3-person household 17.2 % 18.6 %  On reporting date at place of residence 91.5 % 90.5 % 
4 and more-person household 24.3 % 33.9 % 
 Thereof: 
Out-of-home trips on reporting date  91.5 % 92.9 % 
0–14 years of age 10.6 % 18.1 %  Trips/person and day 3.33 3.61 
15–24 years of age 10.8 % 9.5 %  Trips/mobile person and day 3.64 3.89 
25–44 years of age 31.7 % 26.6 %  Work/business 16.4 % 14.4 % 
45–64 years of age 29.7 % 28.8 %  Nursery/education 9.7 % 12.6 % 
65 years of age and older 17.2 % 17.1 %  Shopping/service 18.3 % 15.9 % 
Employed 50.6 % 44.3 %  Recreational/visit/other 19.6 % 17.5 % 
In education 16.9 % 21.6 %  Home 36.0 % 39.6 % 
Not working 32.5 % 34.1 %  Walk 26.8 % 28.8 % 
Cars per person 0.452 0.441  Bicycle 13.7 % 15.3 % 
Car driver’s license 70.8 % 72.6 %  Public transport 22.5 % 18.3 % 
    Car/motorcycle 37.0 % 37.7 % 
*poststratified 
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The data sets of the main and the nonresponse study are subsequently fused in a joint data file, in which the type 
of participation is binary coded (1 – main study, 0 – nonresponse study). Hence, considering the comparison, both 
study parts process the exact same number of cases (persons) in the regression model. Possible regressors may 
generally be constituted by any of the characteristics investigated in the main and the nonresponse study (see 
Table 6). 
However, a requirement of logistic regression relates to the fact that predictors display the lowest possible level 
of interdependency. Therefore, it is necessary to establish a bivariate correlation matrix (Spearmans Rho). 
Spearman's rank correlation coefficients from 0.5 onwards are generally considered strongly coherent (Field, 2009: 
173). As illustrated in Table 7, only a few cases exceed this value. The variable “number of trips on reporting date” 
is especially remarkable. It shows several high correlations specifically with three variables regarding number of 
trips according to purpose and involvement in mobility (“at place of residence on reporting date”) As a result, the 
variable for aggregated “number of trips” is excluded from subsequent analyses. 
The results of logistic regression are presented in Table 8. The calculation was carried out according to IBM 
SPSS Statistics, version 22. 17 potential explanatory variables were included in the regression model. Taking into 
account these factors, a model to distinguish main effects was estimated, foregoing the formation of interaction 
terms. Aside from the regression coefficient  and its significance, the table reveals the relevant standard error (SE). 
In addition, odds ratios are displayed as a standardized impact factor    and its confidence intervals. In terms 
of metric characteristics, odds ratios relate to an increase of the value by one unit. Similarly, odds ratios of nominal-
scale factors correlate with the stated reference category. 
 
Table 7. Correlation matrix of chosen parameters (Spearman’s rho, n = 9,646 matched cases of main and follow-up study). 
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Number of persons living in a 
household 1 -.543 -.157 .182 -.148 -.058 -.034 -.156 .397 .125 .024 .097 -.019 .098 .018 .484 -.165 -.007 .144 
Age on reporting date 9,604 1 .138 -.323 .253 .036 .033 .218 -.267 -.125 -.046 -.117 -.122 .002 -.065 -.565 .217 -.005 -.112 
Number of (private and company) 
cars per person 9,595 9,595 1 -.362 -.150 -.049 .018 -.046 .397 .027 -.122 -.079 -.251 .381 .144 -.159 .006 .030 .014 
No car driver’s license 9,597 9,597 9,588 1 .324 .078 -.032 .042 .043 -.110 .062 -.003 .163 -.270 -.332 .334 -.132 -.047 -.031 
Occupation  
(working > in training >  
not working) 
9,473 9,473 9,465 9,466 1 .050 .013 .209 -.066 -.163 .087 -.081 -.037 -.201 -.681 .039 .090 .063 -.079 
Sex: female 9,604 9,604 9,595 9,597 9,473 1 -.034 .010 -.021 .038 .036 .005 .065 -.051 -.044 .028 .076 .032 .022 
Not present in city or municipality on 
reporting date  9,604 9,604 9,595 9,597 9,473 9,604 1 .138 .052 -.352 -.155 -.118 -.131 -.174 -.158 -.147 -.198 -.133 -.426 
At place of residence on reporting 
date 9,604 9,604 9,595 9,597 9,473 9,604 9,604 1 -.087 -.510 -.243 -.149 -.201 -.275 -.256 -.192 -.278 -.288 -.525 
Car availability (unrestricted >  
by arrangement> no) 9,604 9,604 9,595 9,597 9,473 9,604 9,604 9,604 1 .022 -.014 .052 -.040 .057 -.027 .212 -.128 .000 .046 
Number of trips on reporting date  
(HS study: persons at place of 
residency) 
9,604 9,604 9,595 9,597 9,473 9,604 9,604 9,604 9,604 1 .454 .278 .164 .398 .296 .284 .526 .597 .792 
Number of walk trips 9,604 9,604 9,595 9,597 9,473 9,604 9,604 9,604 9,604 9,604 1 -.025 -.015 -.152 -.043 .140 .316 .302 .396 
Number of bicycle trips  9,604 9,604 9,595 9,597 9,473 9,604 9,604 9,604 9,604 9,604 9,604 1 -.133 -.173 .089 .147 .100 .166 .266 
Number of public transport trips  9,604 9,604 9,595 9597 9,473 9,604 9,604 9,604 9,604 9,604 9,604 9,604 1 -.325 .077 .085 .080 .112 .144 
Number of car/motorcycle trips  9,604 9,604 9,595 9,597 9,473 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 1 .280 .061 .181 .222 .312 
Number of trips to work/business  9,604 9,604 9,595 9,597 9,473 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 1 -.149 -.019 -.057 .156 
Number of trips to childcare/ 
nursery, school/education 9,604 9,604 9,595 9,597 9,473 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 1 -.114 .028 .227 
Number of trips for shopping/service 9,604 9,604 9,595 9,597 9,473 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 1 .119 .362 
Number of trips for 
recreation/visit/other 9,604 9,604 9,595 9,597 9,473 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 1 .417 
Number of home trips 9,604 9,604 9,595 9,597 9,473 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9,604 9604 9,604 1 
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Table 8. Logistic regression model to predict the probability of participation. 
Nonrespondent β (SE) 
95 % CI of odds ratio 
Lower Bound odds ratio Upper Bound 
Constant -.461 (.130) ***     
Social demographics 
Man -.006 (.043) .913 .994 1.082 
Woman 0b    
1-person household 1.001 (.082)*** 2.318 2.720 3.192 
2-person household .319 (.066)*** 1.208 1.375 1.565 
3-person household .216 (.065)*** 1.092 1.241 1.411 
4 and more-person household 0b    
0–14 years of age -.103 (.117) .717 .902 1.135 
15–24 years of age .405 (.113)*** 1.202 1.500 1.871 
25–44 years of age .444 (.090)*** 1.306 1.559 1.860 
45–64 years of age .177 (.084)* 1.013 1.194 1.406 
65 years of age and older 0b    
Employed .257 (.076)*** 1.114 1.293 1.499 
In education -.063 (.082) .799 .939 1.103 
Not working 0b    
Cars per person .012 (.078) .868 1.012 1.179 
Car driver license -.292 (.069)*** .652 .747 .854 
No car driver license 0b    
Access to car of household .002 (.071) .872 1.002 1.150 
Access to car of household trough agreement .078 (.071) .941 1.081 1.243 
No access to car or no car in household 0b    
Travel behavior 
Bicycle trips -.046 (.024)- .911 .955 1.001 
Public transport trips .027 (.025) .979 1.028 1.079 
Car/motorcycle trips -.032 (.020) .932 .969 1.008 
Trips to work/business .07 (.041)- .992 1.072 1.160 
Trips to nursery/education .048 (.042) .966 1.049 1.139 
Trips to shopping/service .206 (.033)*** 1.152 1.229 1.311 
Trips to recreational/visit/other .317 (.031)*** 1.291 1.373 1.460 
Home -.424 (.037)*** .608 .655 .704 
On reporting date at place of residence .410 (.084)*** 1.278 1.507 1.778 
On reporting date not at place of residence 0b    
Out-of-home trips on reporting date -.157 (.091)- .715 .854 1.020 
No out-of-home trips on reporting date 0b     
Note: R2 = 0.070 (Cox & Snell), R2 = 0.093 (Nagelkerke), R2 = 0.052 (McFadden).  
Model Fitting Criteria: Chi2 (24) = 686.144***, - p < 0.10; * p < 0.05; ** p < 0.01; *** p < 0.001, n = 9,456 (valid) cases. 
Correct classifications: main survey = 64.2 %, nonresponse survey = 58.8 % 
a. The reference category is: Respondent of main study. b.This parameter is set to zero because it is redundant. 
As the trip frequency relating to means of transport and purpose include redundant information (total number of trips on reporting date), the 
variable “Walk trips” has been excluded. 
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For contrasting purposes in the illustration in Table 8, the respondents of the main study were defined as a peer 
group (nonrespondent vs. respondent). Based on the difference of the LL function of the null model and the 
proposed model with df = 24 degrees of freedom and a corresponding Chi2 value of 686.14, the logistic regression 
reveals a highly significant result of p < 0.01. With R2 values of notably < 0.2, model adjustments can only be seen 
as very moderate. It was possible to properly classify 64.2 % of cases of the main study. However, Couper et al. 
(2007: 136) point out that low values of pseudo R² statistics in logistic regressions cannot necessarily be considered 
an indicator of a bad model, since these models tend towards lower R² values in comparison to equivalent OLS 
analyses. Kreuter et al. (2010: 405) emphasize that small R² values are quite characteristic of response propensity 
models. Nevertheless, higher explanatory power of the proposed model is desirable, while the quality of explanation 
in the interpretation of results also has to be ensured. 
For the assessment of probabilities of participation, indicators of sociodemographic and behavioral variables as 
well as indicators of the actual travel behavior need to be differentiated as the target dimension of the survey. In 
regard to social demographics, no significant differences in the willingness of persons of either sex to participate in 
the main study could be found. For the behavior-relevant characteristics “number of cars in household” and “access 
to car of household”, the model also shows no significantly different propensity scores. 
The variables age and household size display the most substantial differences in the probability of participation. 
The propensity score in the main study considerably increases as the household size decreases. Thus, a person of a 
one-person household is 2.72 times more likely to be a nonresponder than a person of a four-person household. 
Consequently, large households show a significantly higher propensity score in the main study. This effect is a result 
of the higher selection probability of multiperson households and is only slightly diminished by the lower response 
propensity (i.e. to complete interviews with each member of the household) as is obvious in the odds ratio. The fact 
that large households participate disproportionately frequent in the main study is closely related to the effect of 
young persons (under the age of 14) being more likely to participate than older ones (especially senior citizens). A 
person aged between 0 and 14 has a 1.11 times higher chance (1/0.902) of participating in the main study than a 
person of the age 65 and over (although this difference is not significant in the model). Persons aged 15 to 24 (odds 
ratio = 1.50) and 25 to 44 (odds ratio = 1.56) show especially low and significant probabilities of participation in the 
main study. This finding coincides with the results already obtained by the nonresponse study in 2008 (Ahrens et al., 
2009: 17). Additionally, the working population (in contrast to the non-active population) is 1.29 more likely to 
belong to the group of nonparticipants. Holders of a driver’s license, by comparison, have a 1.34 higher chance 
(1/0.747) of participating in the main study than persons without a driver’s license. 
In relation to the target dimension of the travel behavior on the reporting date, mobile persons are 1.17 times 
more likely to participate in the main study than nonmobile persons, although this effect is not significant in the 
model. Similarly, it was not possible to identify significant effects on the propensity scores by the persons’ choice of 
different of means of transport and their different trips to compulsory activities (work/business/nursery/education). 
However, as the trip frequency for shopping and recreational purposes increases, the probability to be a 
nonparticipant in the main study also increases (for an increase in trip frequency of one unit, there is a 1.23 to 1.37 
times higher chance of nonparticipation). Concurrently, nonrespondents make significantly less trips home. As the 
number of home trips grows, the chance of participating in the study (for each trip) also rises by a factor of 1.53 
(1/0.66). Due to a lower level of data accuracy in relation to the trips, this aspect should not be overvalued in the 
nonresponse study. 
Most notably, in case a person is not present at the place of residence on the reporting date, the probability of 
nonparticipation in the main study increases by a factor of 1.51. 
In regard to the model, it can be concluded that essential parameters of travel behavior are either not or only 
moderately subject to nonresponse effects. Most of the effects are not significant or show odd ratios of well under 
1.5 (equaling the inverse value of 0.67). Nevertheless, age and household size have a significant effect on the 
probability of participation in the main study. Both, age and household size already represented the essential 
weighting characteristics for the reduction of nonresponse bias in previous studies. 
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4.4. Sensitivity of results on the example of Berlin 
Based on the findings of the nonresponse analysis, the questions arise what kind of impact the ascertained 
nonresponse effects have on the results and to what extent and in which direction unweighted values have adjusted 
in light of different weighting procedures. Thus, using the example of Berlin, the sensitivity of results utilizing a 
number of different sample weights will be discussed in the following. 
For this reason, the sample of the 2013 SrV survey for Berlin will in a first calculation be associated with weights 
based on the propensity scores. The results will then be compared to those obtained by the weighting procedure 
previously utilized in the SrV (transformation and adjustment weighting according to the IPF approach). For each 
district and survey period (quarter), this procedure adjusts sample bias by means of an iterative weighting process in 
relation to four household groups and ten groups of persons (five age groups for each sex). 
Table 9 illustrates the comparison of sociodemographic characteristics of both weighting types with the 
unweighted distributions. For comparative purposes, the weighted values of the SrV survey 2008 obtained by the 
standard weighting procedure are included. Green arrows indicate that the weighting procedure adjusted unweighted 
values in the same direction. Red arrows point to the divergent effects of the procedures. 
In summary, the results effectively show that both weighting procedures adjust unweighted characteristics 
primarily in the same direction. Only for the group of persons aged between 45 and 64 does the procedure display 
differing effects. However, the effect of weighting is rather small for this age group. Here, it must be noted that the 
IPF procedure adjusts the sample to public demographic statistics. Systematic differences in relation to accuracy and 
representativeness of the age structure are not assessable at this point. In terms of the household size, it is notable 
that both weighting procedures diminish the underrepresentation of one-person households. In this instance, 
however, large differences between both procedures continue to exist. For the remaining groups, the differences 
between alternative weighting methods must be regarded as moderate. 
Table 9. Comparison of unweighted and weighted sociodemographic characteristics. 
SrV household survey (City of Berlin) 
2013 2008 
unweighted Propensity weighting Transformation  & IPF weighting 
Transformation  
& IPF weighting 
Number of participants (unweighted) 15,602  15,072  15,602 38,965 
Gender: Man 49.0 % ↓  47.9 % →  49.0 % 49.1 % 
0–14 years of age 18.6 % ↓  14.5 % ↓  12.6 % 11.4 % 
15–24 years of age 8.2 % →  8.2 % ↑  10.2 % 11.4 % 
25–44 years of age 27.4 % ↑  31.3% ↑  30.5 % 31.5 % 
45–64 years of age 28.8 % ↑  29.3 % ↓  27.7 % 27.0 % 
65 years of age and older 17.0 % →  16.6 % ↑  19.0 % 18.4 % 
1-person household 12.8 % ↑  20.2 % ↑  31.3 % 30.1 % 
2-person household 35.2 % ↓  34.7 % ↓  33.4 % 33.6 % 
3-person household 19.0 % ↓  18.0 % ↓  15.9 % 17.2 % 
4 and more-person household 33.0 % ↓  27.1 % ↓  19.4 % 19.2 % 
Employed 45.1 % ↑  49.9 % ↑  46.7 % 43.6 % 
In education 20.2 % ↓  17.3 % ↓  19.0 % 19.3 % 
Not working 34.7 % ↓  32.7 % →  34.3 % 37.0 % 
Car driver license 67.0 % ↑  68.8 % ↑  70.8 % 66.1 % 
Cars per person 0.387 →  0.389 ↑  0.413 0.387 
Access to car of household 44.4 % ↓  42.8 % ↓  42.9 % 42.5 % 
Access to car of household trough agreement 17.1 % ↓  16.1 % ↓  13.0 % 12.1 % 
No access to car or no car in household 38.5 % ↑  41.1 % ↑  44.1 % 45.4 % 
Bold = variance of more than 1 % between weighting types of shared values or 3 % for mean value estimation between weighting types; arrows 
= direction of change in relation to unweighted results  
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Table 10. Comparison of unweighted and weighed characteristics of travel behavior. 
SrV household survey (City of Berlin) 
20131 20082 
unweighted Propensity weighting 
Transformation  
& IPF weighting 
Transformation  
& IPF weighting 
Number of participants (unweighted) 15,602  15,072  15,602 38,965 
On reporting date at place of residence 91.5 % ↑  92.4 % →  91.1 % 91.9 % 
Out of home trips on reporting date  92.1 % ↓  90.8 % ↓  91.4 % 87.9 % 
Persons at place of residence (unweighted) 14,286  13,809  14,286 35,792 
Thereof:  
Out of home trips on reporting date 92.6 % ↓  91.2 % ↓  91.8 % 88.4 % 
Trips/person and day 3.49 ↑  3.54 →  3.48 3.03 
Trips/mobile person and day  3.77 ↑  3.89 →  3.79 3.43 
Walk 29.9 % ↑  30.5 % ↑  30.3 % 28.6 % 
Bicycle 13.5 % ↓  12.3 % ↓  12.4 % 12.6 % 
Public transport 24.5 % ↑  26.9 % ↑  27.6 % 26.5 % 
Car/motorcycle 32.1 % ↓  30.2 % ↓  29.7 % 32.3 % 
Work/Business 14.7 % ↑  15.9 % ↑  15.4 % 15.0 % 
Nursery/education 13.1 % ↓  11.0 % ↓  10.1 % 10.7 % 
Shopping/service 16.0 % ↑  17.0 % ↑  17.5 % 17.0 % 
Recreational/visit/other 17.1 % ↑  20.3 % ↑  18.1 % 16.2 % 
Home 39.1 % ↓  35.8 % ↓  38.8 % 41.1 % 
1 Only up to 8 trips; 2 all sampled trips 
Bold = variance of more than 1 % between weighting types of shared values or 3 % for mean value estimation between weighting types; 
arrows = direction of change in relation to unweighted results 
 
Table 10 illustrates the comparison of the effects of both weighting procedures in relation to characteristics in 
travel behavior. All calculated values show the same effective direction. And yet, for both weighting procedures the 
characteristic values of travel behavior are more closely interrelated than is the case for sociodemographic 
characteristics. In comparison to the weighted values obtained by the SrV standard procedure, only a few cases 
display differences of more than one percent (for shared values) or more than three percent (for mean value 
estimations). Accordingly, it stands to reason that both weighting procedures for the variables at hand lead to very 
similar results. 
5. Discussion and Conclusion 
The conducted nonresponse bias analysis forms the basis for assessing the effects of unit nonresponse on the 
survey results. Comprehensive contact protocols are available for the main study of the SrV 2013. These allow the 
evaluation of response behavior and the analysis of sociostructural selectivity, while also facilitating statements 
regarding reasons for loss and refusal. In the main study, sociostructural selectivity can be verified to a 
nonnegligible extent. Design weights obtained from different selection probabilities are not sufficient in order to 
adjust structural distortion. This is mainly due to the fact that to some extent selection and failure mechanisms take 
effect in opposite directions and that selection probabilities do not occur as anticipated. 
The assessment of bias in survey results caused by nonresponse is only made possible by the realization of a 
comprehensive survey of the nonrespondents. This survey of nonrespondents was able to collect reporting date 
relevant data for 4,802 persons who had not participated in the main study. However, since once again not all 
elements of the gross sample could successfully be sampled in this study part (response rate 22.9 %), selectivity also 
had to be assumed. Differences in propensity scores within the nonresponse survey were adjusted by 
poststratification. 
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In order to predict propensity scores in the main study, a logistic regression model was established, within which 
the entire number of content-relevant predictors showed potential explanatory relevance. This included 
sociodemographic variables as well as reporting date relevant characteristics of daily mobility. Regarding 
sociodemographic characteristics, very different probabilities of participation occur. Nonrespondents primarily live 
in small and especially in one-person households and are aged between 15 and 44. By comparison, sex does not 
support any explanation efforts, while household amenities such as (a minimum of) one car and personal access to 
the car of the household was of no relevance either. Holders of a driver’s license were more likely to participate in 
the main study, whereas persons of the working population showed a higher probability of nonparticipation in the 
main study. 
In relation to the realized travel behavior, the differences of respondents and nonrespondents turn out to be 
smaller when compared to sociodemographic characteristics. Nonresponse effects can neither be identified for the 
mobility on the reporting date (mobile vs. nonmobile) nor for the different choices of means of transport. 
Compulsory activities also indicate no significant differences. Quite remarkably though, persons who were at their 
place of residence on the reporting date show a lower probability of participating in the main study. However, 
differences in the travel behavior of respondents and nonrespondents can be identified for shopping and recreational 
trips as well as the trips home. Nevertheless, it must be noted that due to a lower level of data accuracy in the reports 
of daily routine (including those not supported by Google Maps) especially home trips are underrepresented in the 
nonresponse study. Thus, the effects of home trips on the explanatory model should not be overvalued. 
Using the example of Berlin, it was possible to examine and comparatively evaluate the sensitivity of results in a 
number of different weighting procedures. Propensity weighting as well as transformation and adjustment weighting 
(previously used in the SrV surveys) allow for the prediction of bias reduction of unweighted results. Ultimately, 
both procedures show the same weighting effects, while their differences can be regarded as moderate and mostly 
negligible especially in terms of travel behavior. 
The comparability to previously conducted surveys constitutes another essential aspect. In certain circumstances, 
changing the weighting procedure can produce differently accentuated results. A comparison of weighted results of 
the SrV 2008 for Berlin illustrates that the adaptability to the 2013 results seems to be ensured, especially when 
utilizing the same weighting procedure. In principle, however, tendency statements – even when using propensity 
weights – are consistent, which counts as an indicator of the effectiveness of both procedures. 
The conducted nonresponse bias analysis features some limitations, which suggests that further research is 
necessary. First, it was not possible to successfully interview the entire number of nonrespondents, so that MNAR of 
the second order within the poststratification layers cannot be ruled out. Second, the strongly abbreviated 
questionnaire rendered it impossible to assess the mobility on the reporting date with the same data accuracy as was 
the case in the main study. These issues need to be considered when interpreting the results. Last but not least, it is 
obvious that there are certain explanatory variables which are not feasible within the main and/or the nonresponse 
study, such as level of integration in the society, social residential environment, or indicators of household 
interactions. Items which give us a more complex understanding of the background in travel behavior could 
influence the response probabilities and improve the explanatory power of the nonresponse model. 
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