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This paper proves the consistency property for the regularized maximum likelihood estimators (MLEs)
of multivariate Hawkes processes (MHPs). It also develops an alternating minimization type algorithm
(AA-iPALM) to compute the MLEs with guaranteed global convergence to the set of stationary points.
The performance of this AA-iPALM algorithm on both synthetic and real-world data shows that AA-
iPALM consistently improves over iPALM and PALM. Moreover, AA-iPALM is able to identify the causality
structure in rental listings on craigslist and herd behavior in the NASDAQ ITCH dataset.
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1. Introduction
MHPs. Multivariate Hawkes processes (MHPs) are counting/point processes originally intro-
duced in Hawkes (1971a,b) to model arrival patterns of earthquakes and the aftershocks triggered
by the earthquakes. There is a recent surge of interests in MHPs to model social networks (Blundell
et al. (2012), Xu et al. (2016), and Yang et al. (2017)), earthquake events (Ogata (1988), Ogata
(1998)), and algorithmic tradings (Hall and Hautsch (2007), Muni Toke and Pomponio (2011),
Eisler et al. (2012), Zheng et al. (2014), Abergel and Jedidi (2015), Bacry et al. (2015b), Bacry
et al. (2016), and Gao et al. (2018)).
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MHPs are characterized by their intensity processes, which represent the instantaneous likelihood
of event arrivals. The intensity process has two components: the baseline intensity and the triggering
functions. The former is similar to the intensity for a simple Poisson process, and the latter carry
the mutual exciting property and measure how much the occurrence of one event “triggers” the
arrival of others. The popularity of MHPs comes from this mutual exciting property: in social
networks, triggering functions indicate how activities of one user affect activities of other users;
in financial markets, triggering functions are useful for capturing the herd behavior of trading
activities.
Regularized MLEs. The standard parameter estimation approach for MHPs is the maximum
likelihood estimator (MLE). To encourage certain patterns and structures of the true parameter,
regularized MLEs have been proposed by adding a penalty term to the standard MLEs. The most
common penalty terms include the l1-norm in Lasso, the l2-norm in Ridge, the l1,2-norm for group
sparsity, and the nuclear norm for low-rank structure. Regularized MLEs have been shown to be
numerically efficient (Zhou et al. (2013a,b), Bacry et al. (2015a), Xu et al. (2016), and Yang et al.
(2017)).
In this paper, we will establish the consistency of regularized MLEs for MHPs. Our approach
is inspired by the deep work of Ogata (1978), and extensively exploits the intriguing connection
between MHPs and the Branching processes. This connection first appeared in Hawkes and Oakes
(1974) and was ingeniously adapted by Jovanovic´ et al. (2015) to study the higher order cumulants
of MHPs. This powerful connection enables us to avoid the abstract and technical assumptions
used in Ogata (1978).
AA-iPALM algorithm. A well-recognized issue for learning MHPs is the computational challenge.
Recently, Kirchner and Bercher (2018) surveyed and compared MLEs with several nonparamet-
ric approaches. Their study confirmed the superb performance of MLEs for the one-dimensional
Hawkes processes in terms of accuracy, and pointed out the sensitivity of MLEs to initialization
and hyper-parameter choices. Their survey highlighted the difficulty to deal with the nonconcave
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log-likelihood function for high dimensional Hawkes processes, and more importantly, the lack of
learning algorithms with guaranteed optimality in such scenarios.
In this paper, we propose an Anderson Accelerated inertial Proximal Alternating Linearized
Minimization (AA-iPALM) algorithm to compute the MLEs of MHPs. This algorithm exploits
the block structure of MHPs, and combines iPALM (Pock and Sabach (2016)) with a variant of
Anderson acceleration technique recently proposed by Zhang et al. (2018). We establish the global
convergence of the AA-iPALM algorithm to the set of stationary points, and also obtain its iterative
complexity.
We test this AA-iPALM algorithm using both synthetic and real-world data, and compare its
performance with both iPALM and its non-inertial version PALM (proposed in Bolte et al. (2014)).
We show that AA-iPALM consistently improves over iPALM and PALM. Moreover, the AA-iPALM
algorithm manages to identify some interesting causality structures in rental listings on craigslist
and herd behavior in the NASDAQ ITCH dataset.
Related works. In addition to the well-known work of Ogata (1978) on the consistency of MLEs of
general point processes, Puri and Tuan (1986) and Giesecke and Schwenkler (2018) also studied the
consistency of MLEs. The former focused on a special class of point processes with an almost surely
bounded intensity process, and the latter assumed the Markovian property of the intensity process.
Moreover, Ozaki (1979) studied the computation for MLEs of one-dimensional Hawkes process, and
Clinet and Yoshida (2017) established the convergence of moments and hence asymptotic normality
and consistency of MLEs for exponential MHPs. However, none of these works considered the
regularized MLEs for MHPs.
Apart from the MLE, there is also the least-squares estimator (LSE) (see for example Bacry
et al. (2015a)). Besides the parametric approach, the nonparametric approach has been reported
in Halpin (2012), Rasmussen (2013), Zhou et al. (2013b), Bacry and Muzy (2014), Linderman
and Adams (2014), Du et al. (2015), Chen and Hall (2016), Kirchner (2016), Xu et al. (2016),
Eichler et al. (2017), and Yang et al. (2017).
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The iPALM algorithm (Algorithm 1) was proposed to solve non-convex optimization prob-
lems with block structures. It originated from the Proximal Alternating Minimization algorithm
(Attouch et al. (2010)), which was then developed into the Proximal Alternating Linearized Min-
imization algorithm (PALM) by replacing the exact minimization in the subproblems with a
single gradient descent step (Bolte et al. (2014)). The iPALM algorithm added additional iner-
tia/momentum terms in each gradient descent step.
Anderson acceleration (AA) is an acceleration scheme for general fixed point problems (Fang
and Saad (2009), Walker and Ni (2011)). The main idea of AA is similar to limited memory
quasi-Newton (QN) methods, and is also related to extrapolation methods. It has been applied to
accelerate expectation maximization (EM) algorithms for computing MLEs of classical statistical
models.
2. Problem settings
MHPs and intensity processes. A K-dimensional MHP is a K-dimensional point process N =
(N1, · · · ,NK) defined on Ω := {ω | ω = {tj | j = 0,±1,±2, . . .} with no limit point}. Here each
Ni(a, b] = Ni((a, b], ω) is a one-dimensional point process counting the number of arrivals of the
i-th type within the interval (a, b]. More precisely, Ni(A) =Ni(A,ω) is a counting measure defined
for each bounded Borel set A of R, with Ni(A,ω) = #(ω ∩A). For notational simplicity, we also
use the shorthand Ni(t) :=Ni(0, t] in some cases.
Throughout the paper, we define the filtration Ft to be the σ-field generated by {N (−∞, s] | s≤
t}. We say a process ξ = {ξ(t,ω) | t≥ 0} is adapted if ξ(t,ω) is Ft−-measurable for every fixed t≥ 0.
It is said to be predictable if ξ, considered as a mapping from R+ ×Ω to R, is measurable with
respect to the σ-algebra generated by all left continuous adapted processes.
An MHP is characterized by its intensity process. There are two standard definitions of intensity
processes for MHPs in the literature. (See Liniger (2009).)
The first definition is from the original work of Hawkes (1971a,b), where the intensity process
λ = (λ1, · · · , λK) is given as the following. For each i= 1, · · · ,K,
λi(t;θ) = µi +
K∑
j=1
∫ t−
−∞
gij(t− s;η)Nj(ds). (1)
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Here θ = (µ,η) = (µ1, · · · , µK , η1, . . . , ηD) ∈ Θ ⊆ RK+D is the underlying parameter with µi the
baseline intensity of Ni, and gij : R+ ×RD→ R the triggering function that captures the mutual
excitation or the causality between Ni and Nj for i 6= j and the self excitation for i= j.
The second definition appears in most of the engineering literature, where the intensity process
λˆ = (λˆ1, · · · , λˆK) takes the following form
λˆi(t;θ) = µi +
K∑
j=1
∫ t−
0
gij(t− s;η)Nj(ds). (2)
Note that the first definition is infeasible for parameter estimations, as data from an infinite time
interval is inaccessible. However, this intensity process has nice mathematical properties such as
stationarity under mild conditions on gij and µi. The second definition is more natural for parameter
estimations. However, this intensity process, unless assumed a constant, is nonstationary. In fact,
lack of the stationarity property is the main difficulty in establishing the consistency for MLEs.
Corresponding MLEs. The log-likelihood functions for the intensity processes (1) and (2) on the
interval [0, T ] take the following forms, respectively,
LT (θ) :=
K∑
i=1
[
−
∫ T
0
λi(t;θ)dt+
∫ T
0
log(λi(t;θ))Ni(dt)
]
, (3)
LˆT (θ) :=
K∑
i=1
[
−
∫ T
0
λˆi(t;θ)dt+
∫ T
0
log(λˆi(t;θ))Ni(dt)
]
. (4)
Their respective MLEs are
θT := arg maxθ∈ΘLT (θ), θˆT := arg maxθ∈Θ LˆT (θ). (5)
The regularized MLE for LˆT (θ) is defined by adding a penalty term P (θ), i.e.,
θˆ
reg
T := arg maxθ∈Θ LˆT (θ)−P (θ) = arg maxθ∈Θ LˆregT (θ). (6)
For notational simplicity, we will sometimes use the shorthand λi(t) := λi(t;θ
?) to denote the
intensity process corresponding to the underlying true MHP N .
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3. Consistency of MLEs
In this section, we will establish the consistency for θˆ
reg
T . That is, it converges in probability to
the (unknown) true parameter, denoted as θ? = (µ?,η?) ∈ Θ. This consistency also implies the
convergence of the vanilla MLE θˆT .
Theorem 1 (Consistency). Under Assumptions 1, 2, 3 and 4 (specified below), and assume that
P is continuous in θ, the regularized MLE θˆ
reg
T converges to θ
? in probability as T →∞.
3.1. Preliminaries
The first critical piece is the Branching process representation of an MHP.
Branching process representation for MHPs. As Hawkes and Oakes (1974) pointed out, other
than its intensity process, a Hawkes process can be equivalently defined as a Poisson cluster process
with a certain branching structure. More precisely, a K-dimensional MHP with positive baseline
intensity µ and nonnegative integrable triggering functions gij can be equivalently constructed
as the following process. (See Jovanovic´ et al. (2015), and also Rasmussen (2013) for the one-
dimensional cases.)
• For k = 1,2, . . . ,K, initialize an instance Ik of a homogeneous Poisson process with rate µk,
with its elements called immigrants of type k;
• Immigrants of all types generate independent clusters. More specifically, for each k =
1,2, . . . ,K, each immigrant x∈ Ik generates a cluster Ckx with the following branching structure:
— Generation 0 consists of the immigrant x;
— Recursively, given generations 0,1, . . . , n, for all i, j = 1, . . . ,K, each point s of type j in
generation n generates its offsprings of type i as an instance of an inhomogeneous Poisson process
with rate λij(t) := gij(t− s). All these offsprings then constitute generation n+ 1.
• The point process is then defined to be the union of all clusters.
Under the original notation of MHPs, the number of type i points (immigrants and offsprings)
within time interval (a, b] is exactly Ni(a, b].
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Next, we recall some basic results in analysis.
The first proposition, stated informally in Ogata (1978), translates a stochastic Lebesgue-Stieltjes
integral to a Lebesgue integral.
Proposition 1. Suppose that {ξ(t); t ≥ 0} is a finite predictable process such that∫ T
0
E [|ξ(t)|λi(t;θ?)]dt <∞ for any T ≥ 0, then
E
[∫ T
0
ξ(t)Ni(dt)
]
=E
[∫ T
0
ξ(t)λi(t;θ
?)dt
]
.
The next proposition controls the mean-square difference between the Lebesgue-Stieltjes integral
and the Lebesgue integral. (See Protter (2005), Theorem 20 in Section II.5, Theorem 29 and
Corollary 3 in Section II.6).
Proposition 2. Suppose that {ξ(t); t≥ 0} is a finite predictable process, with E
[∫ T
0
ξ(t)2Ni(dt)
]
<
∞ for any T ≥ 0, i = 1, . . . ,K. Define Mi(t) := Ni(t)−
∫ t
0
λi(s;θ
?)ds and Xi(t) :=
∫ t
0
ξ(s)Mi(ds).
Then
E[Xi(t)2] =E
[∫ t
0
ξ(s)2Ni(ds)
]
.
The following result connects the convergence of a sequence with the convergence of its Ce´saro-
sum sequence.
Proposition 3. Suppose that f(t) : R+→ R+ is Lebesgue measurable, and f(t)≤ C for all t≥ 0
and some C > 0. If f(t)→ 0 as t→∞, then 1
T
∫ T
0
f(t)dt→ 0 as T →∞.
3.2. General assumptions and key lemmas
Next, we introduce the assumptions that will be used in this section for the consistency of MLEs.
For simplicity, we denote Θη := {η | ∃µ, (µ,η)∈Θ}.
The first set of technical conditions ensures the regularity of the intensity process and the
log-likelihood functions. In particular, the compactness of Θ defines a rough range of the true
parameters, and the bounds on gij ensure the well-definedness for the consistency of MLEs.
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Assumption 1 (Regularity). Θ is nonempty and compact. For i= 1, . . . ,K, µi ≥ µ for some µ>
0. For i, j = 1, · · · ,K, gij is bounded, nonnegative, left continuous and integrable over [0,∞) with
respect to t for any η ∈Θη . Moreover, there is an open set Θ˜⊇Θ such that gij(t;η) is differentiable
with respect to η in Θ˜.
The second assumption on stationarity is standard in the existing literature. It ensures that
the MHP and its underlying intensity process λ(t;θ?) are stationary and ergodic. In particular,
λ¯i :=E[λi(t;θ?)] is independent of t. (See Theorem 7 in Bre´maud and Massoulie´ (1996).)
Assumption 2 (Stationarity). The spectral radius of matrix G := [Gij]K×K is smaller than 1,
where Gij :=
∫∞
0
gij(t;η
?)dt.
Given Assumptions 1 and 2, the aforementioned connection between the Branching process and
an MHP leads to an explicit formula for cumulants of arbitrary orders, which is crucial for the
following lemma concerning moment bounds on the number of arrivals within given intervals. This
lemma is critical for all the following lemmas.
Lemma 1 (Main lemma). Given Assumptions 1 and 2, ∃ C¯ > 0 such that
max
i=1,...,K
E
[∣∣Ni(t, t+h]− λ¯ih∣∣4]≤ C¯h3,
∀ t∈R, h > 0, where λ¯i :=E[λi(t;θ?)].
The next assumption is essential for distinguishing the true parameter from the others.
Assumption 3 (Identifiability). For any η 6= η ′ ∈Θη , there exists a set of t ∈R+ with nonzero
measure such that G(t;η) 6=G(t;η ′). Here G(t;η) := [gij(t;η)]K×K.
Lemma 2. Under Assumptions 1, 2 and 3, λ(0;θ) =λ(0;θ ′) a.s. if and only if θ = θ ′.
The summability condition below requires that the triggering functions decay sufficiently fast.
Assumption 4 (Summability). For any i, j = 1, · · · ,K, d = 1, . . . ,D, gij(t;η) and its partial
derivatives ∂ηdgij are all uniformly summable. In addition
lim
t→∞
∞∑
k=1
(tk− tk−1) supt′∈[t+tk−1,t+tk],η′∈Θη gij(t′;η ′) = 0,
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where the sequence {tk}∞k=0 satisfies t0 = 0 and
∑∞
k=1(tk − tk−1)−1 <∞. Here a function h(t;η),
h : R×Θη → R is uniformly summable if there exists a strictly increasing sequence {tk}∞k=0 such
that for all t≥ 0,
∞∑
k=1
(tk− tk−1) supt′∈[t+tk−1,t+tk],η′∈Θη |h(t′;η ′)|<E,
for some constant E > 0, where the sequence {tk}∞k=0 satisfies t0 = 0 and
∑∞
k=1(tk− tk−1)−1 <∞.
It is easy to verify Assumption 4 for standard triggering functions, including the exponential,
the Rayleigh, and the power-law types. For instance, let t0 = 0, tk − tk−1 = k1+′ (k ≥ 1) for some
′ > 0, then
∑∞
k=1(tk − tk−1)−1 =
∑∞
k=1 k
−1−′ <∞, then Assumption 4 holds for all triggering
functions with a polynomial-exponential decay of the form tme−βt with m,β > 0. Moreover, as the
summability property is closed under summations, Assumption 4 is satisfied for most triggering
functions in the literature.
Combining Assumptions 1, 2, and 4, we can derive some useful bounds and the asymptotic
difference between the intensity processes λ and λˆ.
Lemma 3. Under Assumptions 1, 2 and 4, for any t≥ 0, define for i= 1, . . . ,K that
C
(t)
i := supk≥1Ni(t− tk, t− tk−1]/(tk− tk−1).
Then E[|C(t)i |3+α]≤ C for any α ∈ [0,1). Here C > 0 is a positive constant independent of t, and
{tk}∞k=0 is the sequence from Assumption 4.
Note that Lemma 3 follows directly from Lemma 1, and is critical for Lemmas 4, 5, and 6.
Lemma 4. Under Assumptions 1, 2 and 4, there exist two random variables Λ0, Λ1 with finite
(3 +α)-th moments for any α∈ [0,1), such that for any 1≤ i≤K,
supθ′∈Θ λi(0;θ
′)≤Λ0, supθ′∈Θ | logλi(0;θ ′)| ≤Λ1.
Lemma 5. Under Assumptions 1, 2 and 4, for all i= 1, . . . ,K,
E
[
supθ∈Θ
∣∣∣λi(t;θ)− λˆi(t;θ)∣∣∣2]≤ F for all t≥ 0 and some constant F > 0,
E
[
supθ∈Θ
∣∣∣λi(t;θ)− λˆi(t;θ)∣∣∣2]→ 0 as t→∞.
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Lemma 6. Under Assumptions 1, 2 and 4, λ(t;θ) is a.s. continuous in θ for any fixed t≥ 0.
Furthermore, the stationarity and ergodicity of the underlying MHP, together with Proposition
1 and Proposition 2, lead to the following lemma.
Lemma 7. Suppose that ξ = {ξ(t); t≥ 0} is a stationary stochastic process, and suppose that it is
adapted and a.s. left continuous in t≥ 0, with E[|ξ(0)|2]<∞. Then the following limits hold:
1
T
∫ T
0
ξ(t)dt
P−→E[ξ(0)], (7)
1
T
∫ T
0
ξ(t)
λi(t;θ?)
Ni(dt)
P−→E[ξ(0)]. (8)
In contrast to Lemma 2 in Ogata (1978) which implicitly assumes the almost sure convergence
of 1
T
∫ T
bTc ξ(t)dt to 0 to establish the almost sure convergence of (7) and (8), the above property of
convergence in probability suffices for the consistency of MLEs.
Also, one can establish the predictability, stationarity and certain bounds and approximation
errors between the log-likelihood functions.
Lemma 8. Under Assumptions 1, 2 and 4, for any θ ∈Θ, λi(t;θ) is stationary, adapted, and a.s.
left continuous in t≥ 0. Moreover, for any subset U ⊆Θ, the following stochastic processes
ξ
(1)
U,i(t) := infθ∈U λi(t;θ)−λi(t;θ?),
ξ
(2)
U,i(t) := λi(t;θ
?) (log (λi(t;θ
?))− log (supθ∈U λi(t;θ))) ,
ξ
(3)
U,i(t) := supθ∈U
(
λi(t;θ)− λˆi(t;θ)
) i= 1, . . . ,K,
are also adapted and a.s. left continuous in t ≥ 0. In addition, ξ(1)U,i(t) and ξ(2)U,i(t) are stationary,
and for any T ≥ 0 and i= 1, . . . ,K,
E
[∣∣∣ξ(1)U,i(0)∣∣∣2]<∞, E[∣∣∣ξ(2)U,i(0)∣∣∣2]<∞, ∫ T0 E[∣∣∣ξ(3)U,i(t)∣∣∣λi(t;θ?)]dt <∞.
It is worth noticing that if {ξ(t); t ≥ 0} is an adapted stochastic process defined on the filtered
probability space of the (true) MHP, and if the sample paths of ξ(t) are a.s. left continuous on
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(0,∞), then ξ(t) is predictable. Thus the aforementioned stochastic processes λi(t;θ), ξ(l)U,i(t), l =
1,2,3 are all predictable.
By plugging ξ
(1)
U,i(t) in Eqn. (7) and ξ
(2)
U,i(t) in Eqn. (8), respectively, Lemma 7 and Lemma 8
imply the following ergodicity property.
Lemma 9 (Ergodicity). Under Assumptions 1, 2 and 4, for all 1≤ i≤K and any subset U ⊆Θ,
the following limits hold:
1
T
∫ T
0
(
inf
θ∈U
λi(t;θ)−λi(t;θ?)
)
dt
P−→E
[
inf
θ∈U
λi(0;θ)−λi(0;θ?)
]
, (9)
1
T
∫ T
0
log
(
λi(t;θ
?)
supθ∈U λi(t;θ)
)
Ni(dt)
P−→E
[
λi(0;θ
?) log
(
λi(0;θ
?)
supθ∈U λi(0;θ)
)]
. (10)
We will also need the following result related to a Kullback-Leibler’s divergence type quantity
defined from the intensity processes λ(t;θ).
Lemma 10. Under Assumptions 1, 2, 3 and 4,
D(θ?;θ) :=
K∑
i=1
E
[
λi(0;θ
?)
{
λi(0;θ)
λi(0;θ
?)
− 1 + log
(
λi(0;θ
?)
λi(0;θ)
)}]
≥ 0. (11)
The equality holds if and only if θ = θ?. In addition, D(θ?;θ) is continuous in θ at θ?.
The proof is a combination of Lemma 6 and Lemma 2, with the classical dominated convergence
theorem due to Lemma 4.
Remark 1. In essence, the Branching process representation of MHPs enables us to replace all the
abstract assumptions in Ogata (1978) with Assumptions 1, 2, 3, and 4. The consequent Lemmas
10, 2, 6, 4, and 5 in this paper replace the continuity assumption of D(θ?;θ), Assumption B3,
Assumption B4, Assumption B5, and Assumption C1(i) in Ogata (1978), respectively.
3.3. Proof of Theorem 1
Our proof adapts the proof scheme in Ogata (1978) to our problem setting for regularized MLEs,
with all details. It can be divided into two steps. The first step is to show the consistency of θT .
That is, for any neighborhood U0 of θ
?, ∃  > 0, such that as T →∞,
P
(
supθ∈U0 LT (θ)≥ supθ∈Θ\U0 LT (θ) + T
)→ 1. (12)
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This follows from Lemma 9 and Lemma 10.
The second step is to utilize the closeness of λ and λˆ to show that
P
(
supθ∈U0 Lˆ
reg
T (θ)≥ supθ∈Θ\U0 LˆregT (θ) + T/4
)
→ 1. (13)
This can be established by Lemmas 4, 5, 8, and Propositions 1 and 3. The details are below.
Step 1: Consistency for LT and θT . Let U be any neighborhood of θ. When U shrinks to {θ},
by Lemma 4 and Lemma 6, we can apply the Lebesgue dominated convergence theorem to obtain
E
[
K∑
i=1
inf
θ′∈U
λi(0;θ
′)
]
→E
[
K∑
i=1
λi(0;θ)
]
,
and
E
[
K∑
i=1
λi(0;θ
?) log
(
λi(0;θ
?)
supθ′∈U λi(0;θ
′)
)]
→E
[
K∑
i=1
λi(0;θ
?) log
(
λi(0;θ
?)
λi(0;θ)
)]
.
Here we use the fact that for any U ⊆Θ,∣∣∣∣∣
K∑
i=1
inf
θ′∈U
λi(0;θ
′)
∣∣∣∣∣≤KΛ0,
∣∣∣∣∣
K∑
i=1
λi(0;θ
?) log
(
λi(0;θ
?)
supθ′∈U λi(0;θ
′)
)∣∣∣∣∣≤ 2KΛ0Λ1,
E[Λ0]<∞, and E[2KΛ0Λ1]≤ 2K
√
E[Λ20]E[Λ21]<∞ implied from Lemma 4.
Let U0 be an open neighborhood of θ
?. Then by Lemma 10, there exists  > 0 such that D(θ?;θ)≥
3 for any θ ∈Θ\U0. Now for any θ ∈Θ\U0, one can choose a sufficiently small open neighborhood
Uθ of θ such that
E
[
K∑
i=1
inf
θ′∈Uθ
λi(0;θ
′)−
K∑
i=1
λi(0;θ
?) +
K∑
i=1
λi(0;θ
?) log
(
λi(0;θ
?)
supθ′∈Uθ λi(0;θ
′)
)]
≥D(θ?;θ)− ≥ 2.
By the finite covering theorem, one can select a finite number of θs ∈Θ\U0, 1≤ s≤N such that
the union of the sets Us =Uθs covers Θ \U0. By Lemma 9, for s= 1,2, · · · ,N ,
lim
T→∞
P
(
1
T
∫ T
0
(
K∑
i=1
inf
θ∈Us
λi(t;θ)−λi(t;θ?)
)
dt+
1
T
K∑
i=1
∫ T
0
log
(
λi(t;θ
?)
supθ∈Us λi(t;θ)
)
Ni(dt)
≥E
[
K∑
i=1
inf
θ′∈Us
λi(0;θ
′)−
K∑
i=1
λi(0;θ
?) +
K∑
i=1
λi(0;θ
?) log
(
λi(0;θ
?)
supθ′∈Us λi(0;θ
′)
)]
− 
)
= 1, (14)
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which implies
lim
T→∞
P
(
1
T
∫ T
0
(
K∑
i=1
inf
θ∈Us
λi(t;θ)−λi(t;θ?)
)
dt+
1
T
K∑
i=1
∫ T
0
log
(
λi(t;θ
?)
supθ∈Us λi(t;θ)
)
Ni(dt)≥ 
)
= 1.
(15)
Since
1
T
LT (θ
?)− sup
θ∈Us
1
T
LT (θ)
≥ 1
T
∫ T
0
(
K∑
i=1
inf
θ∈Us
λi(t;θ)−λi(t;θ?)
)
dt+
1
T
K∑
i=1
∫ T
0
log
(
λi(t;θ
?)
supθ∈Us λi(t;θ)
)
Ni(dt),
(16)
limT→∞ P
(
1
T
LT (θ
?)− supθ∈Us 1T LT (θ)≥ 
)
= 1. Moreover, since θ? ∈U0, N is finite and the union
of Uθs covers Θ \U0,
lim
T→∞
P
(
sup
θ∈U0
LT (θ)≥ sup
θ∈Θ\U0
LT (θ) + T
)
= 1. (17)
This implies limT→∞ P (θT ∈U0) = 1 and the consistency of θT is then established by the arbitrari-
ness of U0.
Step 2. Consistency for LˆregT and θˆ
reg
T . As in the first step, to establish the consistency of θˆ
reg
T is
to show
lim
T→∞
P
(
1
T
LˆregT (θ
?)− sup
θ∈Us
1
T
LˆregT (θ)≥ /4
)
= 1. (18)
Since Θ is compact and P is continuous, we have supθ∈Θ |P (θ)|<∞. Hence it suffices to prove that
lim
T→∞
P
(
1
T
LˆT (θ
?)− 1
T
sup
θ∈Us
LˆT (θ)− /4≥ 1
T
P (θ?) +
1
T
sup
θ∈Us
|P (θ)|
)
= 1. (19)
By noticing that limT→∞
∣∣ 1
T
P (θ?) + 1
T
supθ∈Us |P (θ)|
∣∣ ≤ limT→∞ 2T supθ∈Θ |P (θ)| = 0, we see that
limit (19) can be further reduced to the following:
lim
T→∞
P
(
1
T
LˆT (θ
?)− sup
θ∈Us
1
T
LˆT (θ)≥ /2
)
= 1. (20)
To prove this, notice that
1
T
LˆT (θ
?)− sup
θ∈Us
1
T
LˆT (θ)
≥ 1
T
∫ T
0
(
K∑
i=1
inf
θ∈Us
λˆi(t;θ)− λˆi(t;θ?)
)
dt+
1
T
K∑
i=1
∫ T
0
log
(
λˆi(t;θ
?)
supθ∈Us λˆi(t;θ)
)
Ni(dt).
(21)
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By (15), we only need to show
lim
T→∞
P
(
1
T
∫ T
0
(
K∑
i=1
inf
θ∈Us
λˆi(t;θ)− λˆi(t;θ?)
)
dt+
1
T
K∑
i=1
∫ T
0
log
(
λˆi(t;θ
?)
supθ∈Us λˆi(t;θ)
)
Ni(dt)
≥ 1
T
∫ T
0
(
K∑
i=1
inf
θ∈Us
λi(t;θ)−λi(t;θ?)
)
dt+
1
T
K∑
i=1
∫ T
0
log
(
λi(t;θ
?)
supθ∈Us λi(t;θ)
)
Ni(dt)− /2
)
= 1.
(22)
Recall that λˆi(t;θ)≤ λi(t;θ) for all i= 1, . . . ,K and for any t and θ ∈Θ, it suffices to show that
the following limits hold as T →∞:
E
[
1
T
∫ T
0
[
inf
θ∈Us
λi(t;θ)− inf
θ∈Us
λˆi(t;θ)
]
dt
]
→ 0, (23)
E
[
1
T
∫ T
0
[
λi(t;θ
?)− λˆi(t;θ?)
]
dt
]
→ 0, (24)
E
[
1
T
∫ T
0
[
log
(
supθ∈Us λi(t;θ)
supθ∈Us λˆi(t;θ)
)]
Ni(dt)
]
→ 0, (25)
E
[
1
T
∫ T
0
[
log
(
λi(t;θ
?)
λˆi(t;θ?)
)]
Ni(dt)
]
→ 0. (26)
By the fact that for any f and g,
inf
x∈U
f(x)− inf
x∈U
g(x) =− sup
x∈U
(−f(x)) + sup
x∈U
(−g(x))≤ sup
x∈U
(f(x)− g(x)),
sup
x∈U
f(x)− sup
x∈U
g(x)≤ sup
x∈U
(f(x)− g(x)),
and the facts that log(1 + x)≤ x for x≥−1 and λi(t;θ)≥ µ for any t and θ, one can see that the
following inequality holds:
log
(
supθ∈Us λi(t;θ)
supθ∈Us λˆi(t;θ)
)
= log
(
supθ∈Us λi(t;θ)− supθ∈Us λˆi(t;θ)
supθ∈Us λˆi(t;θ)
+ 1
)
≤
supθ∈Us
(
λi(t;θ)− λˆi(t;θ)
)
µ
.
Hence (23) and (25) can be reduced to the following limits as T →∞,
E
[
1
T
∫ T
0
[
sup
θ∈Us
(λi(t;θ)− λˆi(t;θ))
]
dt
]
→ 0, (27)
E
[
1
T
∫ T
0
[
sup
θ∈Us
(λi(t;θ)− λˆi(t;θ))
]
Ni(dt)
]
→ 0. (28)
Guo, Hu, Xu and Zhang: Consistency and Computation of Regularized MLEs for MHPs
15
Similarly, (26) can be reduced to the following limit as T →∞:
E
[
1
T
∫ T
0
[
λi(t;θ
?)− λˆi(t;θ?)
]
Ni(dt)
]
→ 0. (29)
Therefore, it suffices to prove that as T →∞, for θ ∈Θ and in the neighborhood U ⊆Θ of θ,
E
[
1
T
∫ T
0
[
sup
θ∈U
(λi(t;θ)− λˆi(t;θ))
]
dt
]
=
1
T
∫ T
0
E
[
sup
θ∈U
(λi(t;θ)− λˆi(t;θ))
]
dt→ 0, (30)
E
[
1
T
∫ T
0
[
sup
θ∈U
(λi(t;θ)− λˆi(t;θ))
]
Ni(dt)
]
→ 0. (31)
To this end, we see by Lemma 8 and by applying Proposition 1 to ξ
(3)
i (t),
E
[
1
T
∫ T
0
[
sup
θ∈U
(λi(t;θ)− λˆi(t;θ))
]
Ni(dt)
]
=E
[
1
T
∫ T
0
λi(t;θ
?) sup
θ∈U
(λi(t;θ)− λˆi(t;θ))
]
dt
≤ 1
T
∫ T
0
√
E[λ2i (t;θ?)]
√
E[supθ∈U(λi(t;θ)− λˆi(t;θ))2]dt
=
√
E[λ2i (0;θ?)]
1
T
∫ T
0
√
E[supθ∈U(λi(t;θ)− λˆi(t;θ))2]dt.
Moreover, Lemma 4 implies E[λi(0;θ?)2] < ∞, and Lemma 5 shows that E[supθ∈U(λi(t;θ) −
λˆi(t;θ))
2] is uniformly bounded for all t≥ 0 and goes to 0 as t→∞. These results further imply
that E[supθ∈U |λi(t;θ)− λˆi(t;θ)|] is uniformly bounded for all t≥ 0 and goes to 0 as t→∞.
The proof is finished by Proposition 3 and by letting f(t) =E[supθ∈U(λi(t;θ)− λˆi(t;θ))2] for (31)
and f(t) =E[supθ∈U |λi(t;θ)− λˆi(t;θ)|] for (30). Q.E.D.
Now, given a finite amount of time, an optimization problem in general can only be solved with
approximation. Therefore it is natural to ask how accurate the computation of θˆT should be for
a given time T > 0, so that the approximation is also consistent. It is easy to see from the above
proofs that consistency still holds if we compute the MLE to o(T ) accuracy. That is,
Corollary 1 (Consistency of approximate regularized MLEs). Under Assumptions 1, 2,
3 and 4, and assume that P is continuous in θ. Suppose that θˆ
approx
T is obtained so that
LˆregT
(
θˆ
approx
T
)
> maxθ∈Θ Lˆ
reg
T (θ) − T , with limT→∞ T/T = 0. Then the approximate regularized
MLE θˆ
approx
T converges to θ
? in probability as T →∞.
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4. An alternating minimization algorithm (AA-iPALM)
In this section, we propose an Anderson Accelerated inertial Proximal Alternating Linearized
Minimization (AA-iPALM) algorithm to compute the MLE θˆ
reg
T in Eqn. (6). We show that AA-
iPALM is guaranteed to converge globally to stationary points. The key idea is to view iPALM as
a fixed-point iteration.
We begin by specifying the settings and the review of iPALM and its convergence behavior (Pock
and Sabach (2016)).
Settings. In the following, we assume that the triggering function takes a more explicit form of
gij(t;η) =
∑M
m=1
αmijφm(t;βm), i, j = 1, · · · ,K. (32)
Here φm is known as a “base kernel” function, η = (α,β), α = (α
1, · · · ,αM) with αm =
(αm11, · · · , αmKK), β = (β1, · · · ,βM) with βm ∈ Rd, and D = K2 +Md. Note that this specific form
has clear intepretability for the parameters and encapsulates most models in the literature. (See
Zhou et al. (2013b), Du et al. (2015) and Xu et al. (2016).)
We further assume for simplicity that set Θ is a Cartesian product of two convex sets A and
B, with A ⊆ RK+K2 and B ⊆ RMd corresponding to (µ,α) and β , respectively. To be consistent
with the non-negativity assumption on gij, we require A⊆RK+K2+ , φm taking values in R+ for all
m= 1, . . . ,M , and µ ≥ µ for all µ ∈ Aµ := {µ | ∃α, (µ,α) ∈ A}. We also assume that Θ⊆ B(0,R)
for some R> 0.
Explicit formula of the log-likelihood function. Now denote nj as the total number of arrivals of
type j during time interval [0, T ] for 1 ≤ j ≤K, and tjs as the time of the s-th arrival of type j
between time 0 and T for s= 1, · · · , nj. The log-likelihood function in Eqn. (4) can be explicitly
written given the specific timestamps of arrivals:
LˆT (µ,α,β) =−T
∑K
i=1
µi−
∑K
i=1
∑K
j=1
∑M
m=1
αmi,j
∑tjnj
s=t
j
1
∫ T
s
φm(t− s;βm)dt
+
∑K
i=1
∑tini
t=ti1
log
(
µi +
∑K
j=1
∑M
m=1
αmij
∑
s=t
j
1,··· ,t
j
nj
, s≤t
φm(t− s;βm)
)
.
(33)
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It can be seen from Eqn. (33) that LˆT is convex in (µ,α) for any fixed β . This observation, together
with the usual low dimensionality of β in practice, is key for the consideration of alternating
minimization type algorithms.
For this section only, we assume additional differentiability conditions on the kernel functions
and the regularization term to establish the convergence of the optimization algorithm.
Assumption 5 (Differentiability). For all m= 1, . . . ,M and t≥ 0, φm(t;βm) is twice continu-
ously differentiable (i.e., C2) in βm. P (θ) is also twice continuously differentiable in θ.
By rewriting the regularized MLE problem in Eqn. (6) as
minimize
(µ,α,β)∈RK+K2+Md F (µ,α,β) = δA(µ,α) + δB(β)− LˆregT (µ,α,β),
the following Lemma is straightforward:
Lemma 11. Under Assumption 5, LˆregT is C
2, with infRK+K2+Md F (µ,α,β) > −∞. In addition,
δA(µ,α) and δB(β) are proper and lower semi-continuous functions with infRK+K2 δA > −∞ and
infRMd δB >−∞.
By Lemma 11 and the compactness of A and B, we can define the following three finite constants:
L1 := sup
(µ,α)∈A
λmax
(
−∇2µ,αLˆregT (µ,α,β)
)
<∞, (34)
L2 := sup
β∈B
λmax
(
−∇2β LˆregT (µ,α,β)
)
<∞, (35)
M := sup
(µ,α,β)∈Θ
λmax
(
−∇2µ,α,β LˆregT (µ,α,β)
)
<∞. (36)
Now, let us review the iPALM algorithm (Algorithm 1).
In Algorithm 1, since A and B are bounded, the iterations are all bounded. Lemma 11 then
ensures that ∇LˆT is globally Lipschitz continuous with uniformly bounded Lipschitz constants
(Remark (iv), Section 2 of Pock and Sabach (2016)). This then validates Assumption A in Pock
and Sabach (2016). Meanwhile, since δA and δB are convex, Remark 4.1 in Pock and Sabach (2016)
indicates that a relaxed version of Assumption B (with 1/2 replaced by 1) is also satisfied by
the step-sizes and momentum coefficients specified above. We have thus the following guaranteed
global convergence result.
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Algorithm 1 inertial Proximal Alternating Linearized Minimization (iPALM)
1: Input: Arrival timestamps tjs between [0, T ], for s= 1, · · · , nj and j = 1, · · · ,K.
2: Construct regularized log-likelihood function LˆregT (µ,α,β).
3: Specify ∈ (0,1/2), and choose momentum coefficients γk1 , γk2 ∈ [0,1− 2].
4: Set step sizes τk1 =
2(1− γk1 )
(1 + γk1 )L¯
k
1
, τk2 =
2(1− γk2 )
(1 + γk2 )L¯
k
2
, where L¯ki ≥Li, i= 1, 2.
5: Choose initial point θ0 = (µ0,α0,β0)∈Θ.
6: for k= 1,2, · · ·µk
αk
= ΠA

µk−1
αk−1
+ τk1∇µ,αLˆregT (µk−1,αk−1,βk−1)+ γk1

µk−1
αk−1
−
µk−2
αk−2


 ,
βk = ΠB
(
βk−1 + τk2∇β LˆregT (µk,αk,βk−1) + γk2
(
βk−1−βk−2)) .
Proposition 4. Under Assumption 5, suppose that θk = (µk,αk,βk) is the iteration sequence gen-
erated by iPALM, with θ0 ∈Θ, then θk ∈Θ converges to the set of stationary points of F (µ,α,β).
More precisely, the limit point set L := {θ : ∃{ki}∞i=1 s.t. limki→∞θki = θ} is a nonempty, con-
nected and compact subset of the stationary point set S of F , where S := {θ : ∇µ,αLˆregT (µ,α) ∈
NA(µ,α), ∇β LˆregT (β)∈NB(β)}. Here NC(x) is the normal cone of the nonempty convex and closed
set C at point x, defined as NC(x) = {y | yT (z −x)≤ 0 ∀z ∈C}.
Hereafter, we fix γki = γi and τ
k
i = τi, L¯
k
i = L¯i (i= 1, 2) to be constant in k. Proposition 4 then
implies that every fixed point of the iPALM iteration mapping is stationary in the following sense.
Lemma 12. Define H iPALM to be the iteration mapping of iPALM, i.e., H iPALM(θk−1,θk−2) :=
(θk,θk−1). Then under Assumption 5, H iPALM(θ ′,θ) = (θ ′,θ) if and only if θ = θ ′ is a stationary
point of F .
We will see that the above lemma lays the foundation for the incorporation of Anderson accel-
eration to iPALM in the next section.
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4.1. The AA-iPALM algorithm
In this section, we propose an AA-iPALM to accelerate the iPALM algorithm. We will show that
AA-iPALM inherits the global convergence property of iPALM.
We begin by rephrasing two critical propositions in Pock and Sabach (2016) in terms of the
fixed-point mapping H iPALM .
Proposition 5 (Propositions 4.3, 4.4 in Pock and Sabach (2016)). For any θ = (µ,α,β)
and θ ′ = (µ′,α′,β ′)∈Θ, denote H iPALM(θ ′,θ) = (θ ′′,θ ′) and θ ′′ = (µ′′,α′′,β ′′). Define δ1 = γ1L¯12(1−−γ1) ,
δ2 =
γ2L¯2
2(1−−γ2) , ρ1 =

2
min{δ1, δ2}, ρ2 =
√
2
(
1−
2
L¯1 +
1+
2
L¯2 +M
)
+ 2(δ1 + δ2), where  is the param-
eter in Algorithm 1. Then under Assumption 5, we have
ρ1‖(θ ′′−θ ′,θ ′−θ)‖22 ≤ LˆregT (µ′′,α′′,β ′′)− LˆregT (µ′,α′,β ′)
+
δ1
2
(‖(µ′−µ,α′−α)‖22−‖(µ′′−µ′,α′′−α′)‖22)
+
δ2
2
(‖β ′−β‖22−‖β ′′−β ′‖22) .
(37)
Moreover, v′′µ,α ∈ ∂µ,αF (µ′′,α′′,β ′′), v′′β ∈ ∂βF (µ′′,α′′,β ′′), and
‖ (v′′µ,α + δ1(µ′′−µ′,α′′−α′),v′′β + δ2(β ′′−β ′))‖2 ≤ ρ2‖(θ ′′−θ ′,θ ′−θ)‖2. (38)
Here
v′′µ,α :=∇µ,αLˆregT (µ′,α′,β ′)−∇µ,αLˆregT (µ′′,α′′,β ′′) +
1
τ1
((µ′−µ′′,α′−α′′) + γ1(µ′−µ,α′−α)) ,
v′′β :=∇β LˆregT (µ′′,α′′,β ′)−∇β LˆregT (µ′′,α′′,β ′′) +
1
τ2
(β ′−β ′′+ γ2(β ′−β)) .
We are now ready to state the AA-iPALM algorithm (Algorithm 2). To simplify the notation, we
denote u = (θ ′,θ), with u1 = θ ′ and u2 = θ.
In Algorithm 2, the function φω¯ in line 11 is defined as
φω¯(η) =

1 if |η| ≥ ω¯
1−sign(η)ω¯
1−η if |η|< ω¯,
(39)
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Algorithm 2 Anderson Accelerated iPALM (AA-iPALM)
1: Input: Arrival time tjs ∈ [0, T ] for s= 1, · · · , nj, j = 1, · · · ,K, step size parameter , Lipschitz
constants (upper bounds) L¯1, L¯2, momentum coefficients γ1, γ2, step sizes τ1, τ2, stabilization
constants ω¯, ν ∈ (0,1), safe-guard constants δ≥max{δ1, δ2}, C1,C2 ≥ 1, max-memory m> 0.
2: Choose initial point θ0 = (µ0,α0,β0)∈Θ, and set u0 = (θ0,θ0).
3: Initialize H0 = I, m0 = 0, and compute u
1 = u˜1 =H iPALM(u0). Let θ1 = (µ1,α1,β1) :=u11.
4: for k= 1, 2, . . . do
5: mk =mk−1 + 1.
6: Compute sk−1 = u˜
k−uk−1, yk−1 = u˜k−uk−1−
(
H iPALM(u˜k)−H iPALM(uk−1)).
7: Compute sˆk−1 = sk−1−
∑k−2
j=k−mk
sˆTj sk−1
sˆTj sˆj
sˆj.
8: If mk =m+ 1 or ‖sˆk−1‖2 < ν‖sk−1‖2 :
9: reset mk = 0, sˆk−1 = sk−1, and Hk−1 = I.
10: Compute y˜k−1 = ωk−1yk−1− (1−ωk−1)(uk−1−H iPALM(uk−1))
11: with ωk−1 = φω¯
(
sˆTk−1Hk−1yk−1/‖sˆk−1‖2
)
.
12: Update Hk =Hk−1 +
(sk−1−Hk−1y˜k−1)sˆTk−1Hk−1
sˆTk−1Hk−1y˜k−1
.
13: Compute uˆk+1 =H iPALM(uk) (iPALM candidate),
u˜k+1 =uk−Hk(uk− uˆk+1) (AA candidate).
14: Let
(
µˆk+1, αˆk+1, βˆ
k+1
)
:= uˆk+11 , and
(
µ˜k+1, α˜k+1, β˜
k+1
)
:= u˜k+11 .
15: If ‖∇LˆregT (µk,αk,βk)‖2 ≤C1‖uˆk+1−uk‖2 &
(
µ˜k+1, α˜k+1, β˜
k+1
)
∈Θ
& ‖u˜k+12 −uk2‖2 ≤C2‖uˆk+12 −uk2‖2 & LˆregT (µ˜k+1, α˜k+1, β˜
k+1
)− LˆregT (µk,αk,βk)≥
δ+δ
2
(‖µ˜k+1−µk‖22 + ‖α˜k+1−αk‖22 + ‖β˜
k+1−βk‖22) : set uk+1 = u˜k+1.
16: else uk+1 = uˆk+1.
17: Set θk+1 = (µk+1,αk+1,βk+1) :=uk+11 .
18: end for
where we adopt the convention that sign(0) = 1. This is exactly the function in Powell (1970) that
ensures non-singularity of the approximate (inverse) Jacobians Hk. Here, lines 5-9 perform a re-
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start checking strategy, lines 10-12 perform a Powell-type regularization, both of which introduced
in Zhang et al. (2018). In addition, lines 15-16 execute a safeguarding strategy with four conditions
specially designed for iPALM. In particular, the first one ensures that the gradient norm at the
current iteration is small, the second one guarantees that the AA candidate for the next iteration
lies in the constraint set, the third one makes sure that the AA and iPALM candidates are close to
each other, and the last condition is an adaptation of inequality (37). When these four conditions
are all satisfied, the AA candidate is chosen and acceleration is achieved. Otherwise, the algorithm
proceeds with a vanilla iPALM update.
Notice that in Algorithm 2, the iteration variables are uk, uˆk, u˜k ∈R2(K+D), from which the actual
updates θk = (µk,αk,βk), the AA candidates (µˆk, αˆk, βˆ
k
), and the iPALM candidates (µ˜k, α˜k, β˜
k
)
are defined.
The re-start checking strategy and Powell-type regularization ensure that the singular values of
the approximate inverse Jacobians are bounded both from above and from below. That is,
Proposition 6 (Lemma 3, Corollary 4 in Zhang et al. (2018)). In AA-iPALM, we have
‖Hk‖2 ≤ σ+H :=
(
3
(
1 + ω¯+ ν
ν
)m
− 2
)n−1
/ω¯m and ‖H−1k ‖ ≤ σ−H := 3
(
1 + ω¯+ ν
ν
)m
− 2, ∀k≥ 0.
Propositions 5 and 6 then guarantee the following global convergence theorem.
Theorem 2. Under Assumption 5, suppose that θk = (µk,αk,βk) := uk1 is the iteration sequence
generated by AA-iPALM, with θ0 ∈ Θ, then θk ∈ Θ converges to the set of stationary points of
F (µ,α,β), in the same sense as in Proposition 4.
A by-product of the proof of Theorem 2 is the following iterative complexity result.
Theorem 3. Under the same condition in Theorem 2, we have, for any K ≥ 1,
min
k≤K
dist(0, ∂µ,α,βF (µ
k,αk,βk))2
≤
2δ2 + 2
(
C2σ
−
H
(
ρ2 +
√
2C21 + 2L
2
2 +
(
M + δ+ 1
τ
)
(1 +σ+H) +
γ
τ
))2
ρ1K
×
(
sup
(µ,α,β)∈Θ
LˆregT (µ,α,β)− LˆregT (µ0,α0,β0) + 2δR2
)
.
Here τ := min{τ1, τ2}, γ := max{γ1, γ2}.
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Note that AA-iPALM is not restricted to the regularized MLEs for MHPs. It is applicable
to general nonconvex optimization problems as long as the technical assumptions in the above
theorems are satisfied.
5. Experiments
5.1. Experiment Design
Models. Recall that we consider the parameter estimation of MHPs with a baseline intensity µ
and with the following triggering functions:
gij(t;α,β) =
∑M
m=1
αmijφm(t;βm), i, j = 1, · · · ,K. (40)
The parameters to be estimated are θ = (µ,α,β), where µ = (µ1, · · · , µK), α = (α1, · · · ,αM) with
αm = (αm11, · · · , αmKK), and β = (β1, · · · ,βM) with βm ∈Rd.
We first test the algorithms on synthetic datasets, with data generated by ticks (Bacry et al.
(2017)). In particular, we compare the AA-iPALM algorithm with iPALM and PALM in terms
of the objective values in the iteration processes. In each experiment, the step sizes τ1, τ2 and
momentum coefficients γ1, γ2 are the same across different algorithms. For AA-iPALM, we choose
stabilization constants ω¯= ν = 0.1, safeguard constants δ= 0.02, C1 =C2 = 10
8 (to encourage using
AA), and memory size m= 20. We then apply AA-iPALM to some real-world datasets, and show
that the learned patterns can be well interpreted.
Throughout this section, we use the quadratic (or Tikhonov) regularization (Yang et al. (2017)),
i.e., P =C‖θ‖22, where C is some regularization parameter to be specified later.
5.2. Synthetic experiments
5.2.1. Comparison of AA-iPALM, iPALM and PALM We first consider the model
with K = 10, M = 1, and the kernel φ1(t) = e
−βt. Here we choose β = β = 0.5, and generate α
by uniformly sampling between 0.001 and 1 and then divided by 11 to ensure stationarity of the
MHP. The baseline intensity is similarly generated by uniformly sampling between 0.001 and 0.1
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Figure 1 Exponential Kernel. Left: log regret v.s. iteration number; Right: log regret v.s. time (seconds).
and then divided by 2. The regularization parameter is set to C = 1. We choose Θ = [lbµ, ubµ]×
[lbα, ubα]× [lbβ , ubβ ], with lbµ = mini µi/100, ubµ = 100 maxi µi, lbα = 0, ubα = 100 maxi,j αij, lbβ =
β/100, ubβ = 100β. We initialize α and µ with all entries equal to 1, and β = 3. The step sizes are
set to τ1 = τ2 = 10
−7, and the momentum coefficients are set to γ1 = γ2 = 0.9. All three algorithms
are run for 500 iterations. The log regret, i.e., the logarithm of the difference between the maximal
regularized log-likelihood value and the current objective value of the current iteration step, is
shown in Figure 1.
We then consider the power-law kernels, i.e., a model with K = 10, M = 1, and φ1(t) = (t+c)
−βt,
where the cut-off parameter c is chosen to be 0.05. The problem data is generated in the same
way as the exponential kernel example above, except that α is divided by 200 instead of 11 to
ensure stationarity. The hyper-parameters and initialization are unchanged, except that lbβ =
max{β/100, 1.2} as the exponent β in power-law kernels is required to be greater than 1. The
corresponding results are shown in Figure 2.
Both figures show that AA-iPALM consistently outperforms iPALM and PALM. Comparing
plots on the left with those on the right, the per iteration cost of AA-iPALM is slightly larger than
iPALM, but is compensated by the “hopping” acceleration effects. This is especially obvious in the
power-law kernel example, in which AA-iPALM mostly follows iPALM for many iterations, and
then suddenly “jumps” to a much larger value in iteration 200 or so. In addition, one can see that
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Figure 2 Power-law Kernel. Left: log regret v.s. iteration number; Right: log regret v.s. time (seconds).
iPALM consistently outperforms PALM, showing that inertia/momentum does help stabilize the
iterations and accelerate the convergence.
5.3. Applications to real-world data
We now apply the AA-iPALM algorithm to real-world data. We will use two different sets of data:
the Memetracker data and the NASDAQ ITCH data.
5.3.1. AA-iPALM for MHPs on the Memetracker dataset The Memetracker dataset
collects popular phrases, the associated articles, their corresponding url addresses and publishing
time from the internet. It is a popular data source to study the MHPs (Zhou et al. (2013a),
Zhou et al. (2013b) and Yang et al. (2017)). Our objective is to study posting activities on social
networks, and to analyze the network structure including causality by the MHPs.
Data description. We select the most active five news agencies (corresponding to an MHP
with K = 5), and use the posting data from the ten-day period from April 1st, 2009 to April
10th, 2009. The top five news agencies are : seattle.craigslist.org, chicago.craigslist.org,
sfbay.craigslist.org, blogs.myspace.com, and sandiego.craigslist.org.
Model. We use the exponential kernel φ(t,β) = exp(−βt), with M = d = 1, K = 5, and β
unknown. Here the parameters are θ = (µ,α,β) with µ = (µ1, µ2, · · · , µ5), α = (α11, · · · , α55), and
β = β. This choice of exponential kernel is consistent with the literature. (See Zhou et al. (2013a).)
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Parameter set-up and initialization. The regularization parameter is set to C = 0.1. We choose
Θ = [lbµ, ubµ] × [lbα, ubα] × [lbβ , ubβ ], with lbµ = mini µi/100, ubµ = 100maxi µi, lbα = 0, ubα =
100maxi,j αij, lbβ = β/100, ubβ = 100β. We initialize α with all entries equal to 0.1, µ with all
entries equal to 1, and β = 5. The step sizes are set to τ1 = τ2 = 10
−7, and the momentum coefficients
are set to γ1 = γ2 = 0.9. All three algorithms are run for 500 iterations.
Results. Looking at the convergence curves, one can see that AA-iPALM again consistently
outperforms iPALM and PALM. The estimated α-matrix is sparse and full rank. The concentration
is on the main diagonal (Figure 3c). It suggests that people from one area show little interest in
rental postings from other areas, with the only exception being the upper middle portion in Figure
3c, which shows the mutual interest between the San Francisco bay area and the Seattle area.
This may indicate active reallocations of engineers from tech companies in these two regions. The
estimated β value βˆ = 2.58 suggests a moderate decay in postings.
(a) Log regret vs iteration number. (b) Log regret vs time (seconds). (c) αˆ matrix.
Figure 3 Performance on Memetracker with exponential distribution.
5.3.2. AA-iPALM for MHPs on NASDAQ ITCH dataset In financial market, a limit
order book (LOB) is used to record and match buying/bid and ask/selling orders of three types:
limit, market, and cancellation. A limit order is an order to trade a certain amount of securities
(stocks, futures, etc.) at a specified price. A market order is an order to buy/sell a certain amount
of the equity at the best available price in the LOB; it is then matched with the best available price
and a trade occurs immediately and the LOB is updated accordingly. A limit order stays in the
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LOB until it is executed against a market order or until it is canceled, and cancellation is allowed
at any time. (For more background on LOB, see Lehalle and Laruelle (2013), Cartea et al. (2015),
and Guo et al. (2017)).
Data. The NASDAQ ITCH message data from LobsterData contains all the updates of the LOB
from different types of events. The types of events include cancellations, limit orders and market
orders. For each update, it contains the information of “time stamp”, “event type”, “Order ID”,
“size”, “price”, and “direction”. Our focus is to use MHPs to analyze two aspects in LOB and the
high frequency trading: cancellation activities and the herd behavior.
Data description. We choose all the order information for Google (GOOG) and Apple (APPL)
from 1:30pm to 3:30pm EST in June 21st, 2012 June 21. The orders include six different types:
limit orders on the bid/buy side (Lb), limit orders on the ask/sell side (La), market orders on the
bid/buy side (M b), market orders on the ask/sell side (Ma), cancellations on the bid/buy side
(Cb), and cancellations on the ask/sell side (Ca). These correspond to an MHP with K = 6.
Model. In this experiment, we use the power-law kernel φ(t) = (t+ c)−β with M = d= 1, K = 6,
a cut-off c= 0.05, and β unknown. Here the parameters are θ = (µ,α,β) with µ = (µ1, µ2, · · · , µ6),
α = (α11, · · · , α66), and β = β. The choice of power-law kernel is consistent with the literature. (See
Eisler et al. (2012) and Bacry et al. (2016).)
(a) Google. (b) Apple.
Figure 4 Performance on NASDAQ data with power-law distribution.
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Parameter set-up and initialization. The regularization parameter is set to C = 0.1. We choose
Θ = [lbµ, ubµ] × [lbα, ubα] × [lbβ , ubβ ], with lbµ = mini µi/100, ubµ = 100maxi µi, lbα = 0, ubα =
100maxi,j αij, lbβ = β/100, ubβ = 100β. We initialize α and µ with all entries equal to 1 and β = 5.
The step sizes are set to τ1 = τ2 = 10
−7, and the momentum coefficients are set to γ1 = γ2 = 0.9.
The cut-off parameter is set as 0.005. The AA-iPALM is run for 500 iterations.
Results. The results for Google and Apple are similar in terms of both the α-matrix and value
of µ. (Figure 4 and Table 1.) This is no surprising as both companies are leaders in the technology
sector and are the most two valuable companies by the market capitalization. The estimated values
of β: βˆ = 1.36 for Google and βˆ = 1.44 for Apple, are also consistent with those reported by Eisler
et al. (2012) and Bacry et al. (2016). Moreover,
• non-zero positive entries on the main diagonal in the α-matrix show the self-exciting trading
behavior. This is consistent with the well-recognized persistence of order flows, a result of the
standard order execution practice to split meta-orders into a sequence of smaller orders;
• non-zero positive entries for αLa,Ca , αLb,Cb , αCa,La , and αCb,Lb are consistent with the well-
known high cancellation rate in the high frequency trading. Most (buy/bid and ask/sell) orders
are canceled within seconds of their submissions (Hall and Hautsch (2007), Eisler et al. (2012),
Blanchet and Chen (2013), Brokmann et al. (2015), and Bacry et al. (2016));
• non-zero entries for αLa,Mb and αLb,Ma highlight the herd behavior, termed as the “same
direction (buy or sell) of trading” in LOB. (Eisler et al. (2012) and Bacry et al. (2016).)
µ1 µ2 µ3 µ4 µ5 µ6
Google µˆ 0.32 0.37 0.23 0.22 0.32 0.33
Apple µˆ 0.28 0.25 0.17 0.19 0.24 0.21
Table 1 Estimated baseline intensities µˆ.
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Appendices
In this Appendix, to simplify notations, we extend gij to be defined on R × Θη by setting
gij(t;η) = 0 for any t < 0 and η ∈Θη .
EC.1. Cumulant density formula via family/category trees
Given any time vector t = (t1, . . . , tn) and type vector i = (i1, . . . , in) ∈ {1, . . . ,K}n, the n-th order
cumulant density of the MHP is define as ki(t) :=
k(N i1(dt1), . . . ,N
in(dtn))
dt1 . . . dtn
, where k(X1, . . . ,Xn)
is the n-th order cumulant of random variables X1, . . . ,Xk. For example, k(X) = E[X] and
k(X1,X2) =Cov(X1,X2). Since moments can be expressed as summations and products of cumu-
lants, the desired moments bounds can be derived from bounds on the cumulants.
Under Assumptions 1 and 2, it follows from Jovanovic´ et al. (2015) that
ki(t)dt = P
(
Eit ∩Cit
)
,
where
Eit = {∀k= 1, . . . , n, there is a type ik event at time tk},
Cit = {∃ cluster C such that, ∀k= 1, . . . , n, tk ∈C},
and Eit ∩Cit means that there is a type ik event at time tk and that all of these events are descendants
from a common immigrant. To compute this probability, notice that all possible branching trees
in Eit ∩Cit can be grouped into a finite number of categories. Therefore P (Eit ∩Cit ) reduces to the
sum of the probabilities of these categories.
One can define the notion of nearest common ancestor, where u is called the nearest common
ancestor of v1, . . . , vk if each vi (i= 1, . . . , k) is either equal to u or is a descendant of u, and u is
the node with the largest time stamp that has this property. For each rooted branching tree in
Eit ∩Cit with root x (immigrant), we keep the root x, the type ik event at time tk for k= 1, . . . ,K
(represented as tk for short), and the nearest common ancestors of all the subsets of {t1, . . . , tn}
(the set of which denoted as A), and contract the edges which have at least one end point not
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in A. After this operation, each edge in the resulting family/category tree can represent arbitrary
number of generations. The idea of the above operation is marginalization, i.e., integration of the
joint probabilities over the intermediate generations over time and types.
One example is illustrated in Figure EC.1. The left-hand side lists two realizations of branching
trees, both of which reduce to the same family/category tree on the right-hand side. Notice that
nodes w, y and z in the branching trees are removed in the family/category tree because none of
them is in the set A= {u, v} (the nearest common ancestor set).
Figure EC.1 Left: branching trees; Right: family/category trees
To compute the probability of each family/category tree, we first compute the product of the
conditional probability densities along the edges given the types and event time stamps of all the
nodes. We then sum over all possible types and integrate over all possible time stamps.
More precisely, define Rijt :=
[∑
n≥0G
?n
ij (t)
]
ij
, whereG(t) = [gij(t;η
?)]n×n is the matrix of trigger-
ing functions, and G?n(t) is the n-th (self) convolution of G defined recursively as G?0(t) = Iδ(t),
G?n(t) =
∫ t
−∞G
?(n−1)(t− s)G(s)ds. Here δ(t) is the Dirac δ function, and ∫∞−∞G(t)dt=G, where G
is the matrix in Assumption 2. It is shown in Jovanovic´ et al. (2015) that
Rijt dt= P(type j event at 0 causes type i event at t).
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Suppose that u is of type m, then the probability density along edge (x,u) with the time stamp
and type of x marginalized is λ¯m, and the probability density along the edge (u, tk) is R
ikm
tk−u.
Finally, since two nearest common ancestors can not be identical, the probability density along
edge (u, v) which connects two (different) nearest common ancestors with types j and i is Ψijv−u :=
Rijv−u− δijδ(v−u) =
[∑
n≥1G
?n(v−u)]
ij
.
For example, the probability corresponding to the family/category tree in Figure EC.1 is equal
to
∑K
j1,j2=1
λ¯j2
∫
RR
i1j2
t1−u
(∫
RR
i2j1
t2−vR
i3j1
t3−vR
i4j1
t4−vΨ
j1j2
v−udv
)
du.
The above discussion results in the cumulant computation algorithm at the end of Section III
in Jovanovic´ et al. (2015).
EC.2. Additional proofs for Section 3
EC.2.1. Proof of Lemma 1.
The idea is to connect MHPs with the Poisson clustering process outlined above. For the 4-th order
cumulant, there are 26 family/category trees, which can be further grouped into 5 generic types
by symmetry, as listed in Figure EC.2.
Hence for i= j = k= l= i0,
k4(t) := k
i0i0i0i0(t1, t2, t3, t4) =
K∑
j=1
λ¯j
∫
R
4∏
i=1
Ri0jti−udu
+
4∑
i=1
K∑
j1,j2=1
λ¯j2
∫
R
Ri0j2ti−u
(∫
R
∏
j 6=i
Ri0j1tj−vΨ
j1j2
v−udv
)
du
+
∑
1≤i1<i2≤4
K∑
j1,j2=1
λ¯j2
∫
R
Ri0j2ti1−uR
i0j2
ti2−u
(∫
R
∏
j 6=i1,i2
Ri0j1tj−vΨ
j1j2
v−udv
)
du
+
∑
i=2,3,4
K∑
j1,j2,j3=1
λ¯j3
∫
R
(∫
R
Ri0j2t1−vR
i0j2
ti−vΨ
j2j3
v−udv
)(∫
R
∏
j 6=1,i
Ri0j1tj−wΨ
j1j3
w−udw
)
du
+
4∑
i=1
K∑
j1,j2,j3=1
λ¯j3
∫
R
Ri0j3ti−u
∑
j 6=i
(∫
R
Ri0j2tj−vΨ
j2j3
v−u
(∫
R
∏
l 6=i,j
Ri0j1tl−wΨ
j1j2
w−vdw
)
dv
)
du,
where t := (t1, t2, t3, t4), and k
ijkl(t1, t2, t3, t4) is the 4-th order cumulant of N (dt), as defined in
Jovanovic´ et al. (2015).
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Figure EC.2 A schematic representation of all possible family category trees. The ×n notation at the top right
of each tree indicates that by combination and permutation of (t1, t2, t3, t4), there are n different
versions of trees with the same type.
Noticing that Rijt and Ψ
ij
t are both non-negative by definition,
∫
RR
ij
t dt = [(I −G)−1]ij := Aij,
and
∫
R Ψ
ij
t dt= [G(I −G)−1]ij :=Bij, by integrating from 0 to h for an arbitrary h> 0,
K4 :=
∫ h
0
∫ h
0
∫ h
0
∫ h
0
k4(tt, t2, t3, t4)dt1dt2dt3dt4
≤
K∑
j=1
λ¯jA
4
i0j
h+ 4
K∑
j1,j2=1
λ¯j2Ai0j2A
3
i0j1
Bj1j2h
2
+ 6
K∑
j1,j2=1
λ¯j2A
2
i0j2
A2i0j1Bj1j2h
2 + 3
K∑
j1,j2,j3=1
λ¯j3A
2
i0j2
Bj2j3A
2
i0j1
Bj1j3h
3
+ 12
K∑
j1,j2,j3=1
λ¯j3Ai0j3Ai0j2Bj2j3A
2
i0j1
Bj1j2h
3 =O(h3).
Notice that here we leave out one of t1, . . . , t4 to maintain dependence on h. In this way, we have∫ h
0
∫ h
0
∫ h
0
∫ h
0
∫
R
Ri0jt1−uR
i0j
t2−uR
i0j
t3−uR
i0j
t4−ududt1dt2dt3dt4
≤
∫ h
0
(∫
R
(∫
R
Ri0jt1−udt1
)(∫
R
Ri0jt2−udt2
)(∫
R
Ri0jt3−udt3
)
Ri0jt4−udu
)
dt4
=A3i0j
∫ h
0
(∫
R
Ri0jt4−udu
)
dt4 =A
4
i0j
h.
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The rest are similar.
Similarly, by Eqn. (14), (37) and (39) in Jovanovic´ et al. (2015), and by setting all the indices
to i0, we obtain K1 :=
∫ h
0
ki0(t)dt = λ¯i0h = O(h), K2 :=
∫ h
0
∫ h
0
ki0i0(t1, t2)dt1dt2 = O(h), K3 :=∫ h
0
∫ h
0
∫ h
0
ki0i0i0(t1, t2, t3)dt1dt2dt3 =O(h
2).
Moreover, using the relation between cumulants and moments, we see that for any i0 =
1, . . . ,K, E[(Ni0(0, h])4] =K4 + 4K3K1 + 3K22 + 6K2K21 +K41 = λ¯4i0h
4 +O(h3), E[Ni0(0, h]] =K1 =
λ¯i0h, E[(Ni0(0, h])2] = K2 + K21 = λ¯2i0h
2 + O(h), E[(Ni0(0, h])3] = K3 + 3K2K1 + K31 = λ¯3i0h
3 +
O(h2). Thus, for any i0 = 1, . . . ,K, E[(Ni0(0, h] − λ¯ih)4] = E[|Ni0(0, h]|4] − 4E[(Ni0(0, h])3]λ¯i0h +
6E[(Ni0(0, h])2]λ¯2i0h
2− 4E[(Ni0(0, h])]λ¯3i0h3 + λ¯4i0h4 =O(h3).
Finally, the proof is complete by taking a maximum over i0 = 1, . . . ,K. Q.E.D.
EC.2.2. Proof of Lemma 2.
The proof again relies on the explicit formula for covariance density in Jovanovic´ et al. (2015). The
key is to notice that if λi(0;θ) = λi(0;θ
′) a.s., then the expectation and variance of λi(0;θ)−λi(0;θ ′)
should both be equal to 0. Expanding using Eqn. (1), and defining hij(t) := gij(t;η)− gij(t;η ′), we
have
0 =E [λi(0;θ)−λi(0;θ ′)] = µi−µ′i +
∑K
j=1
E
[∫ 0
−∞
hij(−s)Nj(ds)
]
, (EC.1)
and
0 = Var (λi(0;θ)−λi(0;θ ′)) =E
[
(λi(0;θ)−λi(0;θ ′))2
]
=E
[(
µi−µ′i +
∑K
j=1
∫ 0
−∞
hij(−s)Nj(ds)
)2]
=(µi−µ′i)2 + 2(µi−µ′i)
∑K
j=1
E
[∫ 0
−∞
hij(−s)Nj(ds)
]
+
∑K
j1=1
∑K
j2=1
∫ 0
−∞
∫ 0
−∞
hij1(−s1)hij2(−s2)E[Nj1(ds1)Nj2(ds2)]
=
∑K
j1=1
∑K
j2=1
∫ 0
−∞
∫ 0
−∞
hij1(−s1)hij2(−s2)E[Nj1(ds1)Nj2(ds2)]− (µi−µ′i)2
=
∑K
j1=1
∑K
j2=1
∫ 0
−∞
∫ 0
−∞
hij1(−s1)hij2(−s2) (E[Nj1(ds1)Nj2(ds2)]−E[Nj1(ds1)]E[Nj2(ds2)])
=
∑K
j1=1
∑K
j2=1
∫ 0
−∞
∫ 0
−∞
hij1(−s1)hij2(−s2)kj1j2(s1, s2)ds1ds2.
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By Eqn. (14) and (37) in Jovanovic´ et al. (2015), this means that for any i= 1, . . . ,K,
0 =
∑K
j1=1
∑K
j2=1
∫ 0
−∞
∫ 0
−∞
hij1(−s1)hij2(−s2)
∑K
m=1
λ¯m
∫
R
Rj1ms1−uR
j2m
s2−ududs1ds2
=
∑K
m=1
λ¯m
∫
R
(∑K
j1=1
∑K
j2=1
∫ 0
−∞
∫ 0
−∞
hij1(−s1)hij2(−s2)Rj1ms1−uRj2ms2−uds1ds2
)
du
=
∑K
m=1
λ¯m
∫
R
(∑K
j=1
∫ 0
−∞
hij(−s)Rjms−uds
)2
du
=
∑K
m=1
λ¯m
∫
R
(∑K
j=1
∫ ∞
0
hij(s)R
jm
−u−sds
)2
du
=
∑K
m=1
λ¯m
∫
R
(∑K
j=1
(hij ?R
jm)−u
)2
du.
Since λ¯i > 0 for all i = 1, . . . ,K, this implies that
∑K
j=1(hij ? R
jm)−u ≡ 0 a.e. for all u ∈ R and
i,m= 1, . . . ,K. Taking the Laplace transform evaluated at t, we see that
∑K
j=1
hˆij(t)Ajm(t) = 0 a.e., for all i,m= 1, . . . ,K,
where Aij(t) := [(I − Gˆ(t))−1]ij = Rˆij(t), in which G(t) := [gij(t;η?)]K×K .
Rewriting in a matrix form, we see that Hˆ (t)(I − Gˆ(t))−1 = 0 a.e., where Hˆ (t) = [hˆij(t)]K×k.
This implies that Hˆ (t) ≡ 0 a.e. for all t ≥ 0, which holds iff H (t) := [hij(t)]K×K ≡ 0 a.e. Hence
gij(t;η) = gij(t;η
′) a.e. in t, and η = η ′ by Assumption 3 in Section 2. Finally, plugging in Eqn.
(EC.1), we see that µi = µ
′
i for i= 1, . . . ,K. Q.E.D.
EC.2.3. Proof of Lemma 4 and Lemma 5.
The proof is based on Lemma 3 regarding the uniform moment bounds of successive increment of
N .
Suppose that {tk}k≥0 is the sequence in Assumption 4. For notational simplicity, we use the
shorthand Ci :=C
(0)
i . Then since log(x)≤ x− 1≤ x for all x> 0 and Θ∈B(0,R),
sup
θ′∈Θ
λi(0;θ
′)≤R+
K∑
j=1
Cj max
i,j=1,...,K
∞∑
k=1
(tk− tk−1) sup
t∈[tk−1,tk],η′∈Θη
gij(t;η
′) := Λ0,
sup
θ′∈Θ
| logλi(0;θ ′)| ≤max{| logµ|, supθ′∈Θ λi(0;θ ′)} ≤Λ0 + | logµ| := Λ1,
where Θ⊆B(0,R). In addition,
sup
θ′∈Θ
|λi(t;θ ′)− λˆi(t;θ ′)| ≤
K∑
j=1
Cj
∞∑
k=1
(tk− tk−1) sup
t′∈[t+tk−1,t+tk],η′∈Θη
gij(t
′;η ′).
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Hence it suffices to prove that Λ0 has a finite (3 +α)-th moment for any α∈ [0,1), and that
Λ
(t)
0 :=
K∑
j=1
Cj max
i,j=1,...,K
∞∑
k=1
(tk− tk−1) sup
t′∈[t+tk−1,t+tk],η′∈Θη
gij(t
′;η ′)→ 0
in the mean-square sense as t→∞, and is uniformly bounded for all t≥ 0. Here Λ(0)0 +R= Λ0.
Now by Assumption 4 and by setting T = 0,
C˜ := max
i,j=1,...,K
∞∑
k=1
(tk− tk−1) sup
t′∈[tk−1,tk],η′∈Θη
gij(t
′;η ′)<∞,
C˜(t) := max
i,j=1,...,K
∞∑
k=1
(tk− tk−1) sup
t′∈[t+tk−1,t+tk],η′∈Θη
gij(t
′;η ′)→ 0 as t→∞,
C˜(t) ≤E for any t≥ 0 and some E > 0.
By taking t = 0 in Lemma 3, we have E[|Cj|3+α] <∞ for j = 1, . . . ,K for any α ∈ [0,1). Since
Λ0 ≤R+ C˜
∑K
j=1Cj and Λ
(t)
0 ≤ C˜(t)
∑K
j=1Cj, we see that
• E[|Λ0|3+α]<∞;
• E[|Λ(t)0 |3+α]≤ F for all t≥ 0 and some constant F > 0, E[|Λ(t)0 |3+α]→ 0 as t→∞, which then
imply that E[|Λ(t)0 |2]≤ F for all t≥ 0 and some constant F > 0, E[|Λ(t)0 |2]→ 0 as t→∞.
Q.E.D.
EC.2.4. Proof of Lemma 6.
To prove the almost sure continuity of λi(t;θ) as a function of θ for each fixed t ≥ 0, it suffices
to prove the continuity for each dimension i and time t. Below we focus on λi(t;θ) for a fixed
i= 1, . . . ,K and t≥ 0.
By the definition of C
(t)
i in Lemma 3, for an arbitrary sequence θn→ θ0, where θn = (µn,ηn) and
θ0 = (µ
0,η0),
|λi(t;θn)−λi(t;θ0)| ≤
∣∣µni −µ0i ∣∣+ K∑
j=1
∫ t
−∞
∣∣gij(t− s;ηn)− gij(t− s;η0)∣∣Nj(ds)
≤ ∣∣µni −µ0i ∣∣+ K∑
j=1
C
(t)
j
∞∑
k=1
(tk− tk−1) sup
t′∈[tk−1,tk]
∣∣gij(t′;ηn)− gij(t′;η0)∣∣ .
Let Ltk−1,tk :=
∑D
d=1 supt′∈[tk−1,tk],η′∈Θη
∣∣∂ηdgij(t′;η ′)∣∣. Then by Assumption 4,
∞∑
k=1
(tk− tk−1)Ltk−1,tk <∞. (EC.2)
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By Assumption 1, ∃ > 0 such that B(θ0, )⊆ Θ˜. Since for a sufficiently large n, θn ∈B(θ0, ), by
the mean-value theorem, there exists some c∈ (0,1), such that
sup
t′∈[tk−1,tk]
∣∣gij(t′;ηn)− gij(t′;η0)∣∣= sup
t′∈[tk−1,tk]
∣∣∇ηgij((1− c)η0 + c ηn)T (ηn−η0)∣∣
≤ sup
t′∈[tk−1,tk]
sup
η′∈Θη
‖∇ηgij(η ′)‖1‖ηn−η0‖∞ ≤Ltk−1,tk‖ηn−η0‖∞,
hence
|λi(t;θn)−λi(t;θ0)| ≤
∣∣µni −µ0i ∣∣+ K∑
j=1
C
(t)
j
∞∑
k=1
(tk− tk−1)Ltk−1,tk
∥∥ηn−η0∥∥∞ . (EC.3)
By Lemma 3, we have in particular that C
(t)
j is a.s. finite for any j = 1, . . . ,K. Hence as θn→ θ0,
µni → µ0i and ηn→ η0 as n→∞, and hence λi(t;θn)→ λi(t;θ0) almost surely as n→∞ from Eqns.
(EC.2) and (EC.3). Q.E.D.
EC.2.5. Proof of Lemma 7.
Since N is stationary, the time shift operator S1 through the unit distance is measure-preserving
[Daley and Vere-Jones (2007), Chapter 12.2]. Moreover, by the adaptedness, for any t ≥ 0, ξ(t)
is a measurable functional of the point process {Ni(s, t′], s < t′ < t, i = 1, . . . ,K}. Along with the
assumption that the underlying (true) MHP is ergodic, the σ-algebra of invariant events under
S1 is trivial. Since E
[∣∣∣∫ 10 ξ(t)dt∣∣∣] ≤ E[|ξ(0)|] <∞, applying Birkhoff’s ergodic theorem (Durrett
(2010)) to X :=
∫ 1
0
ξ(t)dt and S1 yields
lim
N→∞
1
N
∫ N
0
ξ(t)dt= lim
N→∞
1
N
N−1∑
k=0
∫ k+1
k
ξ(t)dt=E[ξ(0)],
where N takes positive integer values. And since by assumption E[|ξ(0)|2]<∞, we have for general
T > 0, ∣∣∣∣∣
∫ T
0
ξ(t)dt− ∫ bTc
0
ξ(t)dt
bT c
∣∣∣∣∣=
∣∣∣∣∣∣
∫ T
bTc ξ(t)dt
bT c
∣∣∣∣∣∣≤ 1bT c
∫ T
T−1
|ξ(t)|dt→ 0 in probability,
where the last limit follows from P (Y (T )≥ ) ≤ E[Y (T )]

=
E|ξ(0)|
bT c → 0 as T →∞, according to
the definition Y (T ) := 1bTc
∫ T
T−1 |ξ(t)|dt.
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Together with the fact that limT→∞
1
T
∫ T
0
ξ(t)dt= limT→∞
1
bT c
∫ T
0
ξ(t)dt a.s., we conclude that
lim
T→∞
1
T
∫ T
0
ξ(t)dt= lim
T→∞
1
bT c
∫ bTc
0
ξ(t)dt=E[ξ(0)] in probability,
where T takes general positive real values. This proves Eqn. (7).
As for Eqn. (8), consider
ηi(T ) :=
∫ T
0
ξ(t)
Ni(dt)
λi(t;θ?)
−
∫ T
0
ξ(t)dt=
∫ T
0
ξ(t)
λi(t;θ?)
Mi(dt),
Then since ξ(t) is stationary and has finite second-order moments, we have
∫ T
0
E
[(
ξ(t)
λi(t;θ?)
)2
λi(t;θ
?)
]
dt≤ T
µ
E
[
ξ(0)2
]
<∞.
Hence applying Proposition 1 gives
E
[∫ T
0
(
ξ(t)
λi(t;θ?)
)2
Ni(dt)
]
=E
[∫ T
0
(
ξ(t)
λi(t;θ?)
)2
λi(t;θ
?)dt
]
<∞.
By Proposition 2,
E
[
ηi(T )
2
]
=E
[∫ T
0
(
ξ(t)
λi(t;θ?)
)2
Ni(dt)
]
≤ T
µ
E
[
ξ(0)2
]
,
from which
lim
T→∞
E
[(
1
T
ηi(T )
)2]
≤ lim
T→∞
1
Tµ
E
[
ξ(0)2
]
= 0.
Since convergence in expectation implies convergence in probability, limT→∞ ηi(T )/T = 0 in
probability. This, together with Eqn. (7), implies Eqn. (8). Q.E.D.
EC.2.6. Proof of Lemma 8.
The left continuity of ξ
(l)
U,i(t) (l= 1,2,3) is directly implied from the left continuity of gij in t≥ 0.
Now we prove the bounds related to ξ
(l)
U,i(t), l= 1, . . . ,3. First, by Lemma 4
E
[∣∣∣ξ(1)U,i(0)∣∣∣2]≤E [(2Λ0)2]= 4E[Λ20]<∞.
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Secondly, since logx≤ x− 1 for any x≥ 0,
−ξ(2)U,i(0) = λi(0;θ?) log
(
supθ∈U λi(0;θ)
λi(0;θ?)
)
≤ sup
θ∈U
λi(0;θ)−λi(0;θ?).
Meanwhile, we also have
−ξ(2)U,i(0) = λi(0;θ?) log
(
supθ∈U λi(0;θ)
λi(0;θ?)
)
= λi(0;θ
?) log(supθ∈U λi(0;θ))−λi(0;θ?) logλi(0;θ?)
≥ λi(0;θ?) logµ−λi(0;θ?) logλi(0;θ?).
Since x logx = O(x1+α) for any α > 0, we see that there exists some constant c > 0 such that
x logx≤ x1+α for all x≥ c. Hence for any x≥ µ, we have by choosing α= 1/2,
x logx≤max{µ ∣∣logµ∣∣ , c| log c|, x3/2}.
Now replacing x with λi(0;θ
?), and noticing that λi(0;θ
?)≥ µ, then again by Lemma 4
E
[∣∣∣ξ(2)U,i(0)∣∣∣2]≤E[(2Λ0 + ∣∣logµ∣∣Λ0 +µ ∣∣logµ∣∣+ c| log c|+ Λ3/20 )2]<∞.
Finally, by Lemma 5 and stationarity of λi(t;θ
?)∫ T
0
E
[∣∣∣ξ(3)U,i(t)∣∣∣λi(t;θ?)]dt≤ ∫ T
0
√
E[λ2i (t;θ?)]E
[
sup
θ∈U
∣∣∣λi(t;θ)− λˆi(t;θ)∣∣∣2]dt
=
√
E[λ2i (0;θ?)]
∫ T
0
√
E
[
sup
θ∈U
∣∣∣λi(t;θ)− λˆi(t;θ)∣∣∣2]dt≤ T√FEλ2i (0;θ?)<∞.
Q.E.D.
EC.3. Proofs for Section4
EC.3.1. Proof of Proposition 4.
The proof of L⊆ S is a direct combination of Propositions 4.3 and 4.5 in Pock and Sabach (2016).
Furthermore, notice that by the definition of algorithm iPALM, all iterations are feasible, and
hence bounded as Θ is compact. By Weierstrass theorem, the limit point set L is non-empty. Since
the limit point set is always closed, L is compact. Finally, by the proof of Proposition 4.5 in Pock
and Sabach (2016), we know that ‖θk+1−θk‖2→ 0 as k→∞. Hence L is also connected: otherwise
by compactness, L can be partitioned into two disjoint sets L1 and L2 with a positive distance,
contradicting with the zero limit of ‖θk+1−θk‖2. Q.E.D.
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EC.3.2. Proof of Lemma 12.
If (θ ′,θ) is a fixed point of H iPALM , then by definition θ = θ ′, and it is the limit point of a iteration
sequence generated by iPALM with θ0 = θ = θ ′. Hence by Proposition 4, it is also a stationary
point of F .
Conversely, if θ = (µ,α,β) is a stationary point of F , then for θ ′ = θ, we have
0 ∈−∇µ,αLˆregT (µ,α) +NA(µ,α), 0 ∈−∇β LˆregT (β) +NB(β),
and since A and B are nonempty closed and convex, by the properties of proximal (gradient)
mappings (among which projections are special cases) (e.g., Parikh and Boyd (2014)), we haveµ
α
= ΠA

µ
α
+ τk1∇µ,αLˆregT (µ,α,β)
 , β = ΠB (β + τk2∇β LˆregT (µ,α,β)) .
Hence (θ,θ) is a fixed point of H iPALM . Q.E.D.
EC.3.3. Proof of Theorem 2.
We begin by noticing that uk+1 either equals u˜k+1 = uk −Hk(uk − uˆk+1) or uˆk+1 = H iPALM(uk),
depending on whether the conditions in line 15 of Algorithm 2 are satisfied or not. We partition the
iteration counts into two subsets accordingly, with KAA = {k0, k1, . . .} containing those iterations
that pass line 15, while KiPALM = {l0, l1, . . .} being the rest that go to line 16.
Step 1. For ki ∈KAA (i≥ 0), by the fourth inequality in line 15 of Algorithm 2, the fact that
∈ (0,1) and that (µki+1,αki+1,βki+1) = (µ˜ki+1, α˜ki+1, β˜ki+1), we have
ρ1
(
‖µki+1−µki‖22 + ‖αki+1−αki‖22 + ‖βki+1−βki‖22 + ‖µki −µki−1‖22 + ‖αki −αki−1‖22 + ‖βki −βki−1‖22
)
≤δ
2
(
‖µ˜ki+1−µki‖22 + ‖α˜ki+1−αki‖22 + ‖β˜
ki+1−βki‖22
)
+
δ1
2
(‖µki −µki−1‖22 + ‖αki −αki−1‖22)+ δ22 ‖βki −βki−1‖22
≤LˆregT (µ˜ki+1, α˜ki+1, β˜
ki+1
)− LˆregT (µki ,αki ,βki)−
δ
2
(‖µ˜ki+1−µki‖22 + ‖α˜ki+1−αki‖22 + ‖β˜
ki+1−βki‖22)
+
δ1
2
(‖µki −µki−1‖22 + ‖αki −αki−1‖22)+ δ22 ‖βki −βki−1‖22
≤LˆregT (µki+1,αki+1,βki+1)− LˆregT (µki ,αki ,βki)
+
δ1
2
(‖(µki −µki−1,αki −αki−1)‖22−‖(µki+1−µki ,αki+1−αki)‖22)+ δ22 (‖βki −βki−1‖22−‖βki+1−βki‖22) .
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Meanwhile, Proposition 5 implies that the same inequality also holds for li ∈KiPALM . Hence for
any k≥ 0,
ρ1
(
‖µk+1−µk‖22 + ‖αk+1−αk‖22 + ‖βk+1−βk‖22 + ‖µk−µk−1‖22 + ‖αk−αk−1‖22 + ‖βk−βk−1‖22
)
≤LˆregT (µk+1,αk+1,βk+1)− LˆregT (µk,αk,βk) +
δ1
2
(‖(µk−µk−1,αk−αk−1)‖22−‖(µk+1−µk,αk+1−αk)‖22)
+
δ2
2
(
‖βk−βk−1‖22−‖βk+1−βk‖22
)
.
Step 2. For ki ∈KAA (i≥ 0), by inequality (38),∥∥∥(∇µ,αLˆregT (µki ,αki ,βki), ∇β LˆregT (µˆki+1, αˆki+1,βki))−∇LˆregT (µˆki+1, αˆki+1, βˆki+1)
+
(
1
τ1
(
(µki − µˆki+1,αki − αˆki+1) + γ1(µki −µki−1,αki −αki−1)
)
,
1
τ2
(
βki − βˆki+1 + γ2(βki −βki−1)
))
+
(
δ1(µˆ
ki+1−µki , αˆki+1−αki), δ2(βˆ
ki+1−βki)
)∥∥∥
2
≤ ρ2‖uˆki+1−uki‖2.
Now by Proposition 6, the definition of M and the fact that (µki+1,αki+1,βki+1) =
(µ˜ki+1, α˜ki+1, β˜
ki+1
) (due to the second condition in line 15 of Algorithm 2),∥∥∥∇LˆregT (µki+1,αki+1,βki+1)−∇LˆregT (µˆki+1, αˆki+1, βˆki+1)∥∥∥
2
≤M
∥∥∥(µ˜ki+1− µˆki+1, α˜ki+1− αˆki+1, β˜ki+1− βˆki+1)∥∥∥
2
≤M‖u˜ki+1− uˆki+1‖2 =M‖(I −Hki)(uki − uˆki+1)‖2 ≤M(1 +σ+H)‖uki − uˆki+1‖2.
Similarly,
‖(µki+1−µki ,αki+1−αki ,βki+1−βki)− (µˆki+1−µki , αˆki+1−αki , βˆki+1−βki)‖2
≤ (1 +σ+H)‖uki − uˆki+1‖2.
In addition, by the first condition in line 15 of Algorithm 2,
∥∥∥(∇µ,αLˆregT (µki ,αki ,βki), ∇β LˆregT (µki ,αki ,βki))∥∥∥
2
≤C1
∥∥∥uˆki+1−uki∥∥∥
2
,
and hence by ‖∇β LˆregT (µˆki+1, αˆki+1,βki)−∇β LˆregT (µki ,αki ,βki)‖2 ≤L2
∥∥∥uˆki+1−uki∥∥∥
2
,
∥∥∥(∇µ,αLˆregT (µki ,αki ,βki), ∇β LˆregT (µˆki+1, αˆki+1,βki))∥∥∥
2
≤
√
2C21 + 2L
2
2
∥∥∥uˆki+1−uki∥∥∥
2
.
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Since 0 ∈ NA(µ˜k+1, α˜k+1), 0 ∈ NB(β˜
k+1
), we see that ∃ gki+1 ∈ ∂F (µki+1,αki+1,βki+1) +
(δ1(µ
ki+1−µki , αki+1−αki), δ2(βki+1−βki)), such that
‖gki+1‖2 ≤
(
ρ2 +M(1 +σ
+
H) +
√
2C21 + 2L
2
2 +
(
δ+
1
τ
)
(1 +σ+H) +
γ
τ
)
‖uˆki+1−uki‖2,
where τ := min{τ1, τ2}, γ := max{γ1, γ2}.
Denoting u˜ki+12 = (µ˜
ki , α˜ki , β˜
ki
), then by the third inequality in line 15 of Algorithm 2 and again
Proposition 6,
‖uki − uˆki+1‖22 ≤ ‖H−1ki ‖22‖Hki(uki − uˆ
ki+1)‖22 = ‖H−1ki ‖22‖u˜
ki+1−uki‖22
≤(σ−H)2
(
‖µki+1−µki‖22 + ‖αki+1−αki‖22 + ‖βki+1−βki‖22 + ‖u˜ki+12 −uki2 ‖22
)
≤ (C2σ−H)2
(
‖µki+1−µki‖22 + ‖αki+1−αki‖22 + ‖βki+1−βki‖22
+‖µki −µki−1‖22 + ‖αki −αki−1‖22 + ‖βki −βki−1‖22
)
.
Hence
‖gki+1‖22 ≤
(
C2σ
−
H
(
ρ2 +
√
2C21 + 2L
2
2 +
(
M + δ+
1
τ
)
(1 +σ+H) +
γ
τ
))2 (‖µki+1−µki‖22
+‖αki+1−αki‖22 + ‖βki+1−βki‖22 + ‖µki −µki−1‖22 + ‖αki −αki−1‖22 + ‖βki −βki−1‖22
)
.
Moreover, for li ∈KiPALM (i≥ 0), by inequality (38), we immediately see that the same inequality
holds with a smaller constant ρ22 (since C2, σ
−
H ≥ 1 by definition). Hence for any k ≥ 0, ∃ gk+1 ∈
∂F (µk+1,αk+1,βk+1) + (δ1(µ
k+1−µk,αk+1−αk), δ2(βk+1−βk)), such that
‖gk+1‖22 ≤
(
C2σ
−
H
(
ρ2 +
√
2C21 + 2L
2
2 +
(
M + δ+
1
τ
)
(1 +σ+H) +
γ
τ
))2 (‖µk+1−µk‖22
+‖αk+1−αk‖22 + ‖βk+1−βk‖22 + ‖µk−µk−1‖22 + ‖αk−αk−1‖22 + ‖βk−βk−1‖22
)
.
ec14 e-companion to Guo, Hu, Xu and Zhang: Consistency and Computation of Regularized MLEs for MHPs
Step 3. Finally, combining steps 1 and 2, and recalling that Θ∈B(0,R) (notice that all iterations
are in Θ by the safeguarding conditions), we see that for any K ≥ 1,
K−1∑
k=0
‖gk+1‖22 ≤
(
C2σ
−
H
(
ρ2 +
√
2C21 + 2L
2
2 +
(
M + δ+
1
τ
)
(1 +σ+H) +
γ
τ
))2 K−1∑
k=0
(‖µk+1−µk‖22
+‖αk+1−αk‖22 + ‖βk+1−βk‖22 + ‖µk−µk−1‖22 + ‖αk−αk−1‖22 + ‖βk−βk−1‖22
)
≤
(
C2σ
−
H
(
ρ2 +
√
2C21 + 2L
2
2 +
(
M + δ+ 1
τ
)
(1 +σ+H) +
γ
τ
))2
ρ1
(
LˆregT (µ
K ,αK ,βK)− LˆregT (µ0,α0,β0)
+
δ1
2
‖(µK−1−µK−2,αK−1−αK−2)‖22 +
δ2
2
‖βK−1−βK−2‖22
)
≤
(
C2σ
−
H
(
ρ2 +
√
2C21 + 2L
2
2 +
(
M + δ+ 1
τ
)
(1 +σ+H) +
γ
τ
))2
ρ1
×
(
sup
(µ,α,β)∈Θ
LˆregT (µ,α,β)− LˆregT (µ0,α0,β0) + 2δR2
)
.
This implies that ‖µk+1 −µk‖22 + ‖αk+1 −αk‖22 + ‖βk+1 −βk‖22 + ‖µk −µk−1‖22 + ‖αk −αk−1‖22 +
‖βk − βk−1‖22→ 0 as k→∞, which then implies that ‖gk+1‖2→ 0 as well as (µk+1 −µk,αk+1 −
αk,βk+1−βk)→ 0 as k→∞ (by step 2). Hence for any limit point (µ?,α?,β?) of (µk,αk,βk), by the
closedness of the sub-differential mapping, 0 ∈ (∂µ,αF (µ?,α?,β?), ∂βF (µ?,α?,β?)), i.e., (µ?,α?,β?)
is a stationary point of F . Notice here ∂µ,αF (µ
?,α?,β?) = NA(µ
?,α?)−∇µ,αLˆregT (µ?,α?,β?) and
∂βF (µ
?,α?,β?) =NB(β
?)−∇β LˆregT (µ?,α?,β?). The fact that the limit point set is nonempty, com-
pact and connected follows exactly the same proof of Proposition 4 (e.g., Appendix EC.3). Q.E.D.
EC.3.4. Proof of Theorem 3.
Recall in the proof of Theorem 2 that
K−1∑
k=0
‖gk+1‖22 ≤
(
C2σ
−
H
(
ρ2 +
√
2C21 + 2L
2
2 +
(
M + δ+ 1
τ
)
(1 +σ+H) +
γ
τ
))2
ρ1
×
(
sup
(µ,α,β)∈Θ
LˆregT (µ,α,β)− LˆregT (µ0,α0,β0) + 2δR2
)
.
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Recall also
K−1∑
k=0
(∥∥δ1(µk+1−µk,αk+1−αk)∥∥22 +∥∥δ2(βk+1−βk)∥∥22)
≤δ2
K−1∑
k=0
(
‖µk+1−µk‖22 + ‖αk+1−αk‖22 + ‖βk+1−βk‖22
+‖µk−µk−1‖22 + ‖αk−αk−1‖22 + ‖βk−βk−1‖22
)
≤δ
2
ρ1
(
sup
(µ,α,β)∈Θ
LˆregT (µ,α,β)− LˆregT (µ0,α0,β0) + 2δR2
)
,
we conclude from ‖a+ b‖22 ≤ 2‖a‖22 + 2‖b‖22 that
K−1∑
k=0
dist(0, ∂µ,α,βF (µ
k,αk,βk))2
≤
2δ2 + 2
(
C2σ
−
H
(
ρ2 +
√
2C21 + 2L
2
2 +
(
M + δ+ 1
τ
)
(1 +σ+H) +
γ
τ
))2
ρ1
×
(
sup
(µ,α,β)∈Θ
LˆregT (µ,α,β)− LˆregT (µ0,α0,β0) + 2δR2
)
.
Q.E.D.
