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UNIFORM POINTWISE BOUNDS FOR MATRIX
COEFFICIENTS OF UNITARY REPRESENTATIONS ON
SEMIDIRECT PRODUCTS
ZHENQI JENNY WANG
Abstract. Let k be a local field of characteristic 0, and let G be a con-
nected semisimple almost k-algebraic group. Suppose rankkG ≥ 1 and ρ
is an excellent representation of G on a finite dimensional k-vector space
V . We construct uniform pointwise bounds for the K-finite matrix co-
efficients restricted on G of all unitary representations of the semi-direct
product G⋉ρ V without non-trivial V -fixed vectors. These bounds turn
out to be sharper than the bounds obtained from G itself for some cases.
As an application, we discuss a simple method of calculating Kazhdan
constants for various compact subsets of the pair (G⋉ρ V, V ).
Keywords: Matrix coefficient, unitary representation, Fourier transform,
projection-valued measure, Mackey machine, Kazhdan constant.
1. Introduction and main results
Let k be a local field of char k = 0. We say that G is a (connected)
almost k-algebraic group if G is a (connected) k-Lie group with finite center
for k isomorphic to R or G is the group of k-rational points of a (connected)
linear algebraic group G˜ over k for k non-archimedean or isomorphic to
C. Unless stated otherwise, G denotes a connected semisimple almost k-
algebraic group with rankk(G) ≥ 1 and G˜ denotes its underlying algebraic
group; that is, G = G˜(k) for k non-archimedean or isomorphic to C.
1.1. Finite-dimensional representations of G. For a finite dimensional
vector space V over k, a representation ρ : G → GL(V ) is called normal
if ρ is continuous for k isomorphic to R; or if ρ is a k-rational map for k
non-archimedean or isomorphic to C.
There is a decomposition G = GcGs (resp. G˜ = G˜cG˜s) where Gc (resp.
G˜c) is the product of compact factors (resp. k-anisotropic factors) of G
(resp. G˜) and Gs (resp. G˜s) is the product of non-compact factors (resp.
k-isotropic factors) of G (resp. G˜) when k is isomorphic to R (resp. non-
archimedean or isomorphic to C).
Denote by Gi (resp. G˜i), 1 ≤ i ≤ j the non-compact factors (resp. k-
isotropic factors) of G (resp. G˜). Also set Gs = G˜s(k) and Gi = G˜i(k) for
2010 Mathematics Subject Classification. Primary 22E46, 22E50, Secondary 22D10,
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k non-archimedean or isomorphic to C. We call these Gi the non-compact
almost k-simple factors of G.
Definition 1.1. A normal representation ρ of G on V is called good if the
ρ(Gs)-fixed points in V are {0}; and ρ is called excellent if ρ(Gi)-fixed points
in V are {0} for each non-compact almost k-simple factor Gi of G.
In this paper we present an “upper bound function” for G-matrix co-
efficients for all unitary representations of G ⋉ρ V without non-trivial V -
fixed vectors if ρ is an excellent representation of G on V . Special cases of
SL(2,K)⋉K2 and SL(2,K)⋉K3 are considered in [16] and [20] for a local
field K. For these cases the following conditions are satisfied: every orbit is
locally closed (intersection of an open and a closed set) in the dual group“V ; and for each χ ∈ “V \{0} the stabilizer Sχ = {g ∈ G ⋉ρ V : g · χ = χ}
is amenable. The first one allows us to use the “Mackey machine” and the
latter one implies that the G-matrix coefficients are bounded by the Harish-
Chandra functions. Margulis also used this criterion in [29, Theorem 2] to
prove Kazhdan’s property (T ) of the pair (O3(Q5)⋉Q
5
3,Q
5
3). In fact, if G is
a connected almost k-algebraic group and ρ is a normal representation, then
“Mackey machine” applies to the semidirect product G⋉ρ V and hence we
have complete descriptions of the dual groups of G⋉ρ V (see [40, Theorem
7.3.1] or [38, Chapter 5.4]). Therefore any irreducible representation π of
G⋉ρ V without non-trivial V -fixed vectors is induced from the ones on the
stabilizers Sχ, χ ∈ “V \{0}. However, for general cases, the complexity of
these stabilizers Sχ would require heavy analysis calculations.
Our work is an extension of the ideas of R. Howe and E. C. Tan [20, Chap
V, Theorem 3.3.1]. For SL(2,R)⋉R2, they considered the system of imprim-
itivity based on (SL(2,R),”R2) instead of “Mackey machine” to calculate up-
per bounds of SO(2)-finite matrix coefficients restricted on SL(2,R). More
precisely, the deformation of SO(2)-orbits under the natural dual action of
the Cartan subgroup on ”R2 gives enough information to get upper bounds
of SO(2)-finite matrix coefficients on SL(2,R). In their proof the commu-
tativity of K, a maximal compact subgroup in G, is essential. However, for
general examples, the complexity of G-orbits and non-commutativity of K
do seem to require some new method for handling it; the same is true in an
attempt at extending the results to non-archimedean fields.
1.2. Main results. Let G be a connected semisimple almost k-algebraic
group with rankk(G) ≥ 1, D a maximal k-split torus, B a minimal parabolic
subgroup containing D, D+ the closed positive Weyl chamber of D given
by the choice of B, K a good maximal compact subgroup such that the
Cartan decomposition G = KD+FK holds where F is a finite subset of the
centralizer of D (Section 2.2).
Denote by Φ be the set of non-zero roots of G relative to D and by Φ+
the set of positive roots. Let V be a finite dimensional vector space over
k. Fix a normal representation ρ of G on V . Since char k = 0, then by
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full reducibility of semisimple groups there is a natural decomposition of V
under ρ: V = ⊕Ni=1Vi such that for each i, Vi is an irreducible representation
of G. Denote by Φi the set of weights of ρ on Vi relative to D and by λi
and ̺i the highest weight and lowest weight respectively, compatible with
the ordering of Φ. Set Λ(Φi) =
qi
2 (λi− ̺i), where qi = (13 )(♯Φi−1). Moreover,
If dimVλi = 1, qi = (
1
3 )
(♯Φi−2).
Definition 1.2. Set
p(G,Vi,Φi) = max1≤j≤n
{ the coefficient of ωj in δB
the coefficient of ωj in Λ(Φi)
}
and
p(G,V,Φ) = max
1≤i≤N
p(G,Vi,Φi).
where {ω1, · · · , ωn} is the set of simple roots of Φ+ and δB is the modular
function of B.
For a unitary representation π of G⋉ρV , a vector v in π is called K-finite
if the subspace spanned by π(K)v is finite-dimensional. We use the term
K-finite matrix coefficients of π (on G) to refer to its matrix coefficients
with respect to K-finite vectors (restricted on G).
Definition 1.3. Let Ψ be a positive function on G, invariant under left and
right translations by K, and such that Ψ(g) = Ψ(g−1), for any g ∈ G. A
unitary representation π of G is said to be
Ä
K, rΨ
ä
bounded on G where
r > 0, if for any K-finite unit vectors v and w, one has the estimate
|〈π(g)v,w〉| ≤ r dim〈Kv〉1/2 dim〈Kw〉1/2Ψ(g) for any g ∈ G.
Here 〈Kv〉 denotes the subspace spanned by Kv and similarly for 〈Kw〉.
Note that p(G,V,Φ) <∞ if ρ is excellent. By the following theorem, p(G,V,Φ)
determines a uniform pointwise bound for all K-finite matrix coefficients of
G⋉ρ V restricted on G.
Theorem 1.4. Fix an excellent representation ρ of G on V . Let m be an
integer with 2m ≥ p(G,V,Φ). Then for any unitary representation Π of G⋉ρV
without non-trivial V -fixed vectors, Π is
Ä
K, Ξ
1/m
G
ä
bounded on G. Here ΞG
is the Harish-Chandra function of G (see Section 4.1).
Theorem 1.4 does not provide the sharpest uniform pointwise bounds.
The novelty of the above theorem lies in the simplicity of our method giving
an upper bound for K-finite matrix coefficients.
Proposition 7.5 shows that if each almost k-simple factor of G has Kazh-
dan’s property (T ) then the upper bounds of K-finite matrix coefficients on
G can be obtained from semisimple part G itself by using property (T ) or
higher rank trick. Theorem 1.4 provides upper bounds of K-finite matrix
coefficients on G even if the above condition fails on G. Moreover, using
the ρ(K)-orbit-deformation method (in proving Theorem 1.4) one may ob-
tain sharper upper bounds for K-finite matrix coefficients on G than those
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offered by semisimple part itself (see various examples in Section 8). For
instance, for G = Sp(2n,C), V = C2n and ρ the standard representation of
G on V , the best possible decay rate from G itself for K-finite matrix coef-
ficients is at most one half of the decay rate (provided by the combination
of ρ(K)-orbit-deformation method and higher rank trick) (see Remark 8.3).
We also have the following interesting result, in which the group G is
defined by the symmetric or Hermitian form Q on Ln+1:
Ñ
0 1 0
1 0 0
0 0 −In−1
é
where L = R, C, or H and n ≥ 2. G is SO0(1, n), SU(1, n) or Sp(1, n)
respectively for L = R, C or H.
Proposition 1.5. Let V = Ln+1, n ≥ 2 and ρ be the standard repre-
sentation of G on V . Then for any unitary representation π of G ⋉ρ V
without non-trivial V -fixed vectors is
Ä
SO(n), Ξ
1/(n−1)
G
ä
bounded on G for
L = R, is
Ä
S(U1 × Un), Ξ1/nG
ä
bounded on G for L = C and is
Ä
Sp(1) ×
Sp(n), Ξ
1/([ 1+2n
3
]+1)
G
ä
bounded on G for L = H.
It turns out that the uniform pointwise bounds for K-finite matrix co-
efficients in above proposition are in fact much sharper than the bounds
obtained from G itself: SO0(1, n) and SU(1, n) don’t have property (T ); for
L = H [1+2n3 ] + 1 <
1
2 (1 + 2n), while there exists an irreducible representa-
tion of G such that it is not
Ä
Sp(1) × Sp(n), Ξ1/mG
ä
bounded on G for any
m < 12(1 + 2n) (see Remark 8.3).
It is proved in [35, Proposition 2.3] and [34, Proposition p.22] that the
pair (G ⋉ρ V, V ) has Kazhdan’s property (T ) if ρ is good. Then Theorem
1.4 gives, in the case of local fields with character 0, the quantitative results.
The pointwise bound Ξ
1/m
G provides us with a simple and general method of
calculating Kazhdan constants (see Section 9 for definition) for various com-
pact subsets of semisimple G, in particular for any compact subset properly
containing K.
It is well known that any almost simple k-algebraic groupG with rankkG =
1 does not have property (T ) if k is non-archimedean or if Lie algebra g of
G is isomorphic to su(n, 1) or so(n, 1) for k archimedean. We have the
following example including the case of G not having property (T ):
Proposition 1.6. Suppose rankkG = 1 and ρ is irreducible and good on
V . Denote by G1 is the non-compact simple factor of G and by K1 a good
maximal compact subgroup in G1. Let m be the smallest integer such that
2m ≥ p′ where p′ is defined in (8.11). For any h ∈ G1 such that h /∈ K1,√
2
Ä
1−Ξ1/m
G1
(h)
ä√
2
Ä
1−Ξ1/m
G1
(h)
ä
+3
is a Kazhdan constant for ((G⋉ρ V, V ), {K1, h}).
Let G be a real semisimple connected Lie group of R-rank ≥ 2 without
compact factors and with finite center and Γ a cocompact torsion free lattice
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in G, which admits a representation ρ : Γ → SL(N,Z) without non-trivial
invariant subspace with eigenvalue 1. By Margulis’ superrigidity theorem
[30], the representation ρ of Γ extends to a homomorphism G → SL(n,R)
(otherwise we consider a finite cover of G). Combined with some results
of A. Katok and R. Spatzier in [21] and [22], Theorem 1.4 in the case of
archimedean fields yields an application in obtaining tame estimates of co-
cycle equations on s order Sobolev space Hs(G⋉RN/Γ⋉ ZN ) [37].
Acknowledgements. I would like to thank Professor Roger Howe for valu-
able suggestions and for his encouragement.
2. Preliminaries on almost k-algebraic groups
We denote by g the Lie algebra of G (resp. G˜) when k is archimedean
(resp. non-archimedean). Let gk be the k-Lie algebra. Throughout the
paper V will denote a finite-dimensional vector space over k.
2.1. Unipotent, nilpotent elements and exponential map. Let S be
a connected k-linear algebraic group. Denote by Su the set of unipotent
elements of S and s(n) the subspace of nilpotent elements of s where s is the
Lie algebra of S. Then x ∈ s(n) implies that
expx :=
∑
i≥0
(i!)−1xi(2.1)
belongs to Su. Conversely, if g ∈ Su, then the logarithm
ln g :=
∑
i>0
(−i)−1(1− g)i(2.2)
belongs to s(n). The set Su and s(n) are k-subvarieties in S and s respectively.
The maps exp : s(n) → Su and ln : Su → s(n) are inverses of each other,
biregular and defined over k (see [30, Chapter 0.20]).
Remark 2.1. The condition char k = 0 is necessary in guaranteeing the
existence of exponential map (resp. logarithm map) of nilpotent elements
(resp. unipotent elements) in s (resp. group S).
Under an algebraic group morphism the image of any unipotent element is
unipotent and every unipotent k-algebraic group over a field of characteristic
0 is connected. Moreover, we have:
Proposition 2.2. (see [30]) If α : S → S′ is a k-group morphism, then
for each u ∈ Su we have α(u) = exp
Ä
dα(ln u)
ä
, where dα : s → s′ is the
differential of α and s′ is Lie algebra of S′.
2.2. Cartan decomposition. Let D (resp. D˜) be a maximal k-split Car-
tan subgroup (resp. k-split torus) in G (resp. G˜) and B (resp. B˜) a
minimal parabolic k-subgroup of G (resp. G˜) containing D (resp. D˜) when
k is archimedean (resp. non-archimedean). For the non-archimedean case,
set D = D˜(k) and B = B˜(k). Let X(D) (resp. X(D˜)) denote the set of
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characters of D (resp. characters of D˜ over k) whose ordering is induced
from B (resp. B˜). Denote by X+ the set of positive characters in X(D)
(resp. X(D˜)) with respect to that ordering.
When k is archimedean, we set
k0 = {x ∈ R | x ≥ 0} and k˜ = {x ∈ R | x ≥ 1}.
When k is non-archimedean, we fix a uniformizer q of k such that |q|−1 is
the cardinality of the residue field of k, and set
k0 = {qn | n ∈ Z} and k˜ = {q−n | n ∈ N}.
We set
D0 = {d ∈ D | χ(d) ∈ k0 for each χ ∈ X(D) (resp. X(D˜))}; and
D+ = {d ∈ D | χ(d) ∈ k˜ for each χ ∈ X+}.
Equivalently D+ = {d ∈ D0 | |χ(d)| ≥ 1} for each χ ∈ X+. We call D+ a
positive Weyl chamber of G.
Let Z (resp. Z˜) denote the centralizer of D (resp. D˜) in G (resp. G˜)
for k archimedean (resp. k non-archimedean) and set Z = Z(k) for k non-
archimedean. Since X(Z) (resp. X(Z˜)) can be considered as a subset of
X(D) (resp. X(D˜)) in a natural way, it has an induced ordering from this
inclusion. Define
Z+ = {z ∈ Z | |χ(z)| ≥ 1 for each χ ∈ X(Z)+}; and
Z0 = {z ∈ Z | |χ(z)| = 1 for each χ ∈ X(Z)+}.
For any subgroup S of G, NG(S) denotes the normalizer of S, CG(S)
denotes the centralizer of S and Z(S) denotes the center of S.
Lemma 2.3. There exists a maximal compact subgroup K of G such that
(1) NG(D) ⊆ KD,
(2) the Cartan decomposition G = K(Z+/Z0)K holds, in the sense that
for any g ∈ G, there are elements z ∈ Z+ (unique up to mod Z0)
such that g ∈ KzK.
See [17] for archimedean case and see [6] and [33] for non-archimedean
case. In general, the positive Weyl chamber D+ has finite index in Z+/Z0.
Hence for some finite subset F ⊂ CG(D), G = K(D+F )K, i.e., for any
g ∈ G, there exist unique elements d ∈ D+ and ω ∈ F such that g ∈ KdωK.
A maximal compact subgroup K is called a good maximal compact sub-
group of G if it satisfies the properties listed in the above lemma.
Remark 2.4. We have G = KD+K if k is archimedean or; G is split
over k or; if G is quasi-split or split over an unramified extension over a
non-archimedean local field k.
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2.3. Roots and weights relative to a k-split torus. Let ρ be a normal
representation of G on V . A character χ ∈ X(D) (resp. χ ∈ X(D˜)) is said
to be a weight of D in the representation (ρ, V ) for k archimedean (resp.
non-archimedean) if there exists a non-zero vector v ∈ V such that
ρ(c)v = χ(c)v for all c ∈ D;(2.3)
and the corresponding weight space Vχ of χ is described as all vectors in V
satisfying (2.3).
Since char(k) = 0, then by full reducibility of semisimple groups there is
a decomposition of V under ρ: V =
∑
µ∈Φ1 Vµ where Vµ is the weight space
of µ and Φ1 is the set of weights of D. Notice that if char(k) 6= 0 then full
reducibility fails.
Non-trivial characters ofX(D) (resp. X(D˜)) in the adjoint representation
ofG are said to be the roots ofG for k archimedean (resp. non-archimedean).
Denote the set of roots by Φ. For each ω ∈ Φ let gω be the corresponding
root space, i.e.,
gω = {v ∈ gk : Ad(d)(v) = ω(d)v, ∀d ∈ D}.
Lemma 2.5. Let ρ be a normal representation of G, then the following hold:
(1) If ker(ρ)
⋂
Gs ⊂ Z(G) then every root of G is a rational combination
of weights of G ;
(2) the sum of all weights of ρ is trivial.
Proof. (1) Let Φ be the set of roots. By full reducibility of G, there is a
decomposition of V under ρ: V =
∑
µ∈Φ1 Vµ where Vµ is the weight space
of µ and Φ1 is the set of weights.
For each ω ∈ Φ choose 0 6= u ∈ gω and let Uω denote the one-parameter
subgroup exp(tu), t ∈ k. Since k is infinite (2.1) and (2.2) yield that the
subgroup Uω is infinite. The assumption ker(ρ)
⋂
Gs ⊂ Z(G) implies that
there exists χ ∈ Φ1 such that ρ(Uω) is nontrivial on Vχ and maps Vχ into
Σj≥0Vχ+jω [19]. Then it follows that
jω = (χ+ jω)− χ where 0 6= j ∈ N.
Then we finish the proof for (1).
(2) Let E = X(D) ⊗ R (resp. E = X(D˜) ⊗ R), then Φ is a root system
of E and the factor group NG(D)/ZG(D) (resp. NG˜(D˜)/ZG˜(D˜) ) coincides
with the weyl group of the root system Φ for k archimedean (resp. non-
archimedean) (see [17] and [30]). Moreover, there exists W ⊂ NG˜(D˜)(k) be
a complete set of representatives for k non-archimedean [30, Chapter 0.27].
It is clear that the sum of all weights in E is invariant under the action of
theWeyl group. To prove (2), it is sufficient to prove the following statement:
the only element in E invariant under the Weyl group is 0. Let Ein be the
subset of E containing all vectors invariant under the Weyl group. It is
obvious that Ein is a subspace. Suppose Ein 6= 0. Note that there exists
a positive definite inner product on E invariant under the Weyl group [30,
Chapter 0.26]. Denote by E⊥in the orthogonal complement of Ein under the
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inner product. Then E⊥in is also invariant under the Weyl group. For any
ω ∈ Φ, we have a unique decomposition ω = ω1 + ω2 where ω1 ∈ Ein and
ω2 ∈ E⊥in. There exists w in the Weyl group such that w(ω) = −ω, then we
have
−ω1 − ω2 = −ω = w(ω) = w(ω1) + w(ω2) = ω1 + w(ω2)
By uniqueness of the decomposition, it follows that ω1 = 0, that is, ω ∈ E⊥in.
Then immediately we find that Φ ⊂ E⊥in, which implies that E ⊂ E⊥in. Then
Ein = 0 which contradicts the assumption. Hence our claim is proved. 
Remark 2.6. The condition ker(ρ)
⋂
Gs ⊂ Z(G) is weaker than the condi-
tion ρ is excellent. If ρ is irreducible, then the two conditions are equivalent.
Next, we will give a detailed description of good maximal compact sub-
groups for different k.
3. Good maximal compact subgroups in G
3.1. Maximal compact subgroups in G when k = C. For each ω ∈ Φ
there exists Xω ∈ gω such that the following R-subspace
K =
∑
ω∈Φ+
R(i[Xω,X−ω]) +
∑
ω∈Φ+
R(Xω +X−ω)
+
∑
ω∈Φ+
R(i(Xω −X−ω))(3.1)
is a compact R-subalgebra and the R-Lie group K in G with Lie algebra K
is a maximal compact subgroup in G [17, Chapter III]. Let
k = {Xω +X−ω : ω ∈ Φ+}, u+ = {Xω : ω ∈ Φ+} and
u− = {Xω : −ω ∈ Φ+}.(3.2)
3.2. Maximal compact subgroups in G when k = R. In this part, we
follow the notations and quote the conclusions from [17, Chapter VI] with
minor modifications. If g = k0 + p0 is a Cartan decomposition of g and k0
is the set of fixed points of the corresponding Cartan involution, then the
Lie subgroup K in G with Lie algebra k0 is a maximal compact subgroup of
G. Let gC be the complexification of g, put u = k0 + ip0 and let τ1 and τ2
denote the conjugations of gC with respect to g and u. The automorphism
of τ1τ2 of gC will be denoted by ϑ.
Let Dp0 denote any maximal abelian subspace of p0 and let D0 be any
maximal abelian subalgebra of g containing Dp0 . Obviously Dp0 = D0
⋂
p0.
We put Dk0 = D0
⋂
k0. Let D denote the subspace of gC generated by D0.
Then D is a Cartan subalgebra of gC. Let D∗ = Dp0 + iDk0 . We denote
by Ψ(D, gC) the set of nontrivial roots of (gC, D) and denote by gωC the
corresponding root space of ω in gC for each ω ∈ Ψ(D, gC). Since each root
ω ∈ Ψ(D, gC) is real valued onD∗ we get in this way an ordering of Ψ(D, gC).
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Let Ψ+ denote the set of positive roots. Now for each ω ∈ Ψ(D, gC) the
linear function ωτ1 , ωτ2 , and ωϑ defined by
ωτ1(h) = ω(τ1h), ω
τ2(h) = ω(τ2h), ω
ϑ(h) = ω(ϑh)
for any h ∈ D are again members of Ψ(D, gC). The root ω is trivial on Dp0
if and only if ω = ωϑ. We divide the positive roots in two classes as follows:
P+ = {ω : ω ∈ Ψ+, ω 6= ωϑ} and P− = {ω : ω ∈ Ψ+, ω = ωϑ}.
Define
P 1+ = {ω ∈ P+ : ω 6= ωτ1} and P 2+ = {ω ∈ P+ : ω = ωτ1}.
For ω ∈ Ψ(D, gC) let gωR be the real vector space spanned by
{xω + τ1xω : xω ∈ gωC}.
It is clear that gωR = g
ψ
R if ψ = ω
τ1 . Furthermore, dim gωR = 2 if ω ∈ P 1+ and
dim gωR = 1 if ω ∈ P 2+.
The following follows from (the proof) of Theorem 3.4 in [17, Chapter
VI]:
Proposition 3.1. Let n =
∑
ω∈P+ g
ω
C, n0 = n
⋂
g, then
(1) g = k0 +Dp0 + n0, direct vector space sum.
(2) For any Xω ∈ gωR, Xω ∈ k0 if ±ω ∈ P−; and Xω + τ2Xω ∈ k0 if
±ω ∈ P+.
(3) ωτ1 = ω on Dp0 ; and ωτ2 = −ω for any ω ∈ Ψ(D, gC).
Select a basis {X1ω ,X2ω} (resp. {X1ω}) of gωR for each ω ∈ P 1+ (resp.
ω ∈ P 2+). Set δ(ω) = {1, 2} (resp. δ(ω) = {1}) if ω ∈ P 1+ (resp. ω ∈ P 2+).
Let
k = {Xiω + τ2Xiω : ω ∈ P+, i ∈ δ(ω)},
u+ = {Xiω : ω ∈ P 1+, i ∈ δ(ω)},
u− = {τ2Xiω : ω ∈ P 1+, i ∈ δ(ω)}.(3.3)
Here we use the unified notations compatible with (3.2).
Let D be the connected Lie group in G with Lie algebra Dp0 . Denote
by Dp0(ω) the restriction of ω to Dp0 for ±ω ∈ P+ and let Φ be the set of
exponentials of non-trivial restricted roots, i.e.,
Φ = {exp(Dp0(ω)) : ±ω ∈ P+}
where exp(Dp0(ω))(d) = exp(ω(ln d)) for any d ∈ D. The ordering in
Ψ(D, gC) induces a compatible ordering in Φ.
Remark 3.2. By using (3.1) and Proposition 3.1, for k archimedean the
following hold
(1) for any v ∈ k, exp(tv) (t ∈ R) is a one-parameter subgroup in K,
(2) the Lie algebra generated by {u : u ∈ u+} is g+ = ∑ω∈Φ+ gω and
the Lie algebra generated by {u : u ∈ u−} is g− =∑−ω∈Φ+ gω.
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(3) define a map τ0 : u
+ → u− as follows: τ0(Xω)→ X−ω for ω ∈ Φ+ for
k = C; and τ0(u)→ τ2u for u ∈ u+ for k = R. Then exp
Ä
t(u+ τ0u)
ä
(t ∈ R) is a one-parameter subgroup in K for any u ∈ u+.
Set D+ = {d ∈ D | χ(d) ≥ 1} for each χ ∈ Φ+ and call D+ a positive
Weyl chamber of G.
Remark 3.3. For K defined in Section 3.1 or Section 3.2, we have G =
KD+K (see [17]).
3.3. Maximal compact subgroups in G if k is non-archimedean. Let
K be a good maximal compact subgroup in G and let d( , ) be a metric on
G induced from an absolute value on k. Since K is compact and open (see
[32, Appendix]), from (2.1) and (2.2) we see that
Lemma 3.4. There exists 1 > σ′ > 0 such that for any t ∈ k and any
x ∈ G˜u⋂G with d(x, e) ≤ 1, if |t| ≤ σ′ then exp(t lnx) ∈ K.
For each ω ∈ Φ, choose a basis {X1ω, · · · ,Xnω} of gω where n = dimk gω.
Let
u+ = {Xiω : 1 ≤ i ≤ dimk gω, ω ∈ Φ+} and
u− = {Xiω : 1 ≤ i ≤ dimk gω, −ω ∈ Φ+}.(3.4)
Remark 3.5. As an immediate consequence of Lemma 3.4 we have the
following statement: there exists 0 < σ ∈ N such that exp(tu) ∈ K for all
t ∈ k with |t| ≤ |q|σ and u ∈ u+⋃ u−.
4. Preliminaries on matrix coefficients
In this section we list some notations and well-known properties about
matrix coefficients which will be used in this paper.
Definition 4.1. For a locally compact group S, a (continuous) unitary
representation π of S is said to be strongly Lp if there is a dense subset W
in the Hilbert space H attached to π such that for any x and y in W , the
matrix coefficient g → 〈π(g)v,w〉 lies in Lp(S). We say π is strongly Lp+ǫ if
it is strongly Lq for any q > p.
Since the matrix coefficients of a unitary representation with respect to
unit vectors are bounded by 1, a strongly Lq representation is also strongly
Lp for any p ≥ q.
4.1. The Harish-Chandra function ΞG. We denote by δB the modular
function of B; in particular for a ∈ D0,
δB(a) =
∏
α∈Φ+
|α(a)|mα(4.1)
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where mα denotes the multiplicity of α. The Harish-Chandra function ΞG
is defined by
ΞG(g) =
∫
K
δB(gk)
−1/2dk
As is well known, ΞG is the diagonal matrix coefficient g → 〈IndGB(1)(g)f0, f0〉
where IndGB(1) is the representation which is unitarily induced from the
trivial representation 1 and f0 is its unique (up to scalar) K-invariant unit
vector. In fact, f0 is given by
f0(kb) = δ
1/2
B (b) for k ∈ K, b ∈ B.
We list some well-known properties of ΞG (see [15], [33] and [38]):
Proposition 4.2. (1) ΞG is a continuous bi-K-invariant function of G
with values in (0, 1].
(2) For any ǫ > 0, there exist constants c1 and c2(ǫ) such that
c1δ
− 1
2
B (b) ≤ ΞG(b) ≤ c2(ǫ)δ
− 1
2
+ǫ
B (b) for all b ∈ B.
Then the formal sum ξ(Φ) := 12
∑
α∈Φ+ mαα determines the decay
rate of ΞG.
(3) ΞG is L
2+ǫ(G)-integrable for any ǫ > 0.
For k archimedean we can write the Haar measure dg of G in terms of the
Cartan decomposition KD+K: dg = ∆(b)dk1dbdk2 where ∆(b) is a positive
function on D+ satisfying
d1(t)δB(b) ≤ ∆(b) ≤ d2δB(b)
for all b ∈ D+t = {g ∈ D+ : |α(g)| ≥ t for all α ∈ Φ+} and for some
constants d1(t) and d2 if t > 1 (see [18] and [23, Proposition 5.2.8]).
For k non-archimedean and for any bi-K-invariant function f of G, we
have ∫
G
|f(g)|pdg =
∑
dω∈D+F
Vol(KdωK)|f(d)|p for any p > 0.
Moreover, there exist positive constants c1 and c2 such that c1δB(d) ≤
Vol(KdωK) ≤ c2δB(d) for all dω ∈ D+F (see [33, Lemma 4.1.1]). Then
we have the following result (detailed proof can be found in [16, Lemma
7.3]):
Lemma 4.3. Let f be a bi-K-invariant continuous function on G. If∫
D+ |f(a)|pδB(a)da <∞ for some p > 0 then f ∈ Lp(G).
4.2. Useful results about K-matrix coefficients. The following follows
from (the proof) of [9, Corollary in pg. 108]:
Theorem 4.4. For a connected semisimple almost k-algebraic group G and
its unitary representation π, if π is strongly L2p+ǫ for some positive integer
p, then π is
Ä
K, Ξ
1/p
G
ä
bounded on G.
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Even though it is assumed that G is an semisimple algebraic group in [9,
Theorem 2], the proof works for any semisimple almost k-algebraic group
case as well without any change.
Definition 4.5. Let S be a locally compact group and let π1 and π2 be
unitary representations of S. We say that π1 is weakly contained in π2
if and only if each matrix coefficient s → 〈π1(s)v,w〉 of π1 is the limit,
uniformly on compacta, of sums of matrix coefficients of π2
s→
n∑
i=1
〈π2(s)vi, wi〉,
subject to the condition that
∑n
i=1‖vi‖ ‖wi‖ ≤ ‖v‖ ‖w‖ (see [9] and [11])
and an equivalent definition given by diagonal matrix coefficient is in [12].
Loosely speaking, an irreducible representation is weakly contained in the
regular representation if it appears in the Plancherel formula.
In particular, to an arbitrary representation π of S, we may assign a set
supp π in the unitary dual Ŝ of S consisting of all ψ ∈ Ŝ which are weakly
contained in π. If S is of type I, as we will assume, then suppπ is exactly
the support of the projection-valued measure on Ŝ defining π (up to unitary
equivalence). The following establishes equivalent definitions of a
Ä
K, rΨ
ä
bounded representation [18, Lemma 6.2].
Proposition 4.6. Let S be a locally compact group with compact subgroup
K and H be a subgroup of S. Then a representation of S is
Ä
K, rΨ
ä
bounded
on H if and only if all ψ ∈ supp π are
Ä
K, rΨ
ä
bounded on H.
We shall also make use of the following lemma which is an obvious con-
sequence of [9], Theorem 4.4 and above proposition (since a connected
semisimple almost k-algebraic group is known to be of Type I (see [4] and
[38])).
Lemma 4.7. Let p be a positive integer. Suppose π of G is a direct integral
of unitary representations. Then it is strongly L2p+ǫ if and only if almost
all the integrands are.
5. The Fourier transform and projection-valued measure
5.1. The Fourier transform. Let N be a locally compact abelian group
with a Haar measure dn and denote by N̂ its dual group. The Fourier
transform of L1(N ) is obtained by restriction:
f̂(χ) =
∫
N
f(n)χ(n)dn, f ∈ L1(N ),
the bar denoting complex conjugation. In particular, f̂ belongs to C0(N̂ )
for all f ∈ L1(N ), where C0(N ) is the space of complex-valued continuous
functions vanishing at infinity [13, pg. 93]. The space of functions S(N ),
known as the Schwartz-Bruhat space of N (rapidly decreasing functions on
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N ), is defined such that it has the property: the Fourier transform induces a
topological isomorphism S(N ) ∼= S(N̂ ) (see [5] and [31]). The definition by
Franc¸ois Bruhat is a direct limit of spaces of infinitely differentiable, rapidly
decreasing functions on quotient spaces of Lie type of N and it generalizes
the familiar Schwartz space of Rn (see [14]). In particular, if N is isomorphic
to a finite dimensional vector space over a local field k, in the archimedean
case, S(N ) is the space of Schwartz functions; for non-archimedean case
S(N ) is the space of locally constant functions with compact support.
Theorem 5.1. For a suitable normalization of the dual Haar measure dn̂
on N̂ , we have:
(1) The Fourier transform f → f̂ from L1(N )⋂L2(N ) to L2(N̂ ) ex-
tends to an isometry from L2(N ) onto L2(N̂ ).
(2) If f ∈ L1(N ) and f̂ ∈ L1(N̂ ), then for almost every n ∈ N ,
f(n) =
∫“N χ(n)f̂(χ)dχ.
(3) Every n ∈ N defines a unitary character η(n) on N̂ by the formula
η(n)(χ) = χ(n), ∀χ ∈ N̂ .
The canonical group homomorphism η : N →”N is an isomorphism
of topological groups.
(1), (2) and (3) in above theorem are called Plancherel’s Theorem, Fourier
Inversion Theorem and Pontrjagin’s Duality Theorem respectively. So, we
can and will always identify
”N with N and will take the normalized dual
Haar measure dn̂ on N̂ (relative to dn on N ).
5.2. Group algebra of locally compact groups. Let S be a locally com-
pact group, with a left invariant Haar measure ds. The convolution f1 ∗ f2
of two functions f1, f2 ∈ L1(S) is defined by
f1 ∗ f2(h) =
∫
S
f1(s)f2(s
−1h)ds.
The group convolution algebra L1(S), equipped with the involution f → f∗,
where
f∗(s) = δS(s−1)f
∨
(s), ∀s ∈ S,
δS denoting the modular function of group S and
∨ denoting reflection
(f∨(s) = f(s−1) for all s ∈ S), is a Banach ∗-algebra.
Let π be a unitary representations of S on a Hilbert space H with inner
product 〈 , 〉. For v ∈ H, a diagonal matrix coefficient s→ 〈π(s)v, v〉 on S is
a positive definite function, in the sense of Bochner. Vice versa, any positive
definite function can be realized as a diagonal matrix coefficient by the
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Gelfand-Naimark-Segal construction (see [2] and [10]). The representation
of π extends to a ∗-representation of L1(S): for any f1, f2 ∈ L1(S)
π(f1 ∗ f2) = π(f1)π(f2) and π(f∗) = π(f)∗(5.1)
where π(f)∗ denotes the adjoint operator of π(f∗) and π(f) is the operator
on H for which
〈π(f)v,w〉 =
∫
S
f(s)〈π(s)v,w〉ds, ∀v, w ∈ H
for any f ∈ L1(S).
In particular, for the left regular representation Λ, Λ(f) is the operator
of left convolution by f on L2(S): Λ(f)g = f ∗ g for any g ∈ L2(S).
5.3. Projection-valued measure. Let S be a locally compact group and
N be an abelian closed normal subgroup of S. Let π be a unitary represen-
tation of S on a Hilbert space H. For ξ, η ∈ H, consider the corresponding
matrix coefficient of π |N :
φξ,η(n) = 〈π(n)ξ, η〉, for any n ∈ N .
By Bochner’s Theorem, there exists a finite complex regular Borel measure
µξ,η on N̂ such that
φξ,η(n) =
∫“N χ(n)dµξ,η(χ).(5.2)
Clearly, dµξ,η(N̂ ) = 〈ξ, η〉. The representation π |N extends to a ∗-representation
on S(N̂ ): for any f ∈ S(N̂ ), π̂(f) is the operator on H for which¨
π̂(f)ξ, η
∂
=
∫
N
¨
f̂(n)π(n)ξ, η
∂
dn, ∀ξ, η ∈ H.
Then we have¨
π̂(f)ξ, η
∂
=
∫
N
¨
f̂(n)π(n)ξ, η
∂
dn
(1)
=
∫
N
∫“N f̂(n)χ(n)dµξ,η(χ)dn
=
∫“N ∫N f̂(n)χ(n)dndµξ,η(χ) (2)= ∫“N f(χ)dµξ,η(χ).(5.3)
(1) follows from (5.2) and (2) holds by using Fourier Inversion Theorem and
Plancherel’s Theorem.
Then it follows that
‖π̂(f)‖ ≤ ‖f‖∞, ∀f ∈ S(N̂ ).(5.4)
Since the Fourier transform converts multiplication to convolution, that is:÷f1 · f2 = f̂1 ∗ f̂2, ∀f1, f2 ∈ S(N̂ ),
it follows from (5.1) that
π̂(f1 · f2) = π(÷f1 · f2) = π(f̂1 ∗ f̂2) = π̂(f1)π̂(f2), ∀f1, f2 ∈ S(N̂ );(5.5)
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and the relation (f̂)∨ = f̂ yields
π̂(f)∗ = π̂(f¯), ∀f ∈ S(N̂ ).(5.6)
This inequality (5.4) allows us to extend π̂ from S(N̂ ) to L∞(N̂ ) by tak-
ing strong limits of operators and pointwise monotone increasing limits of
non-negative functions (see [25] for a detailed treatment). Hence π̂ is a ho-
momorphism of L∞(N̂ ) to bounded operators on H. Also, (5.5) and (5.6)
extend to f1, f2, f ∈ L∞(N̂ ).
Let B(N̂ ) be the σ-algebra of the Borel subsets of N̂ . For every X ∈
B(N̂ ), let chX denote characteristic function ofX. (5.5) and (5.6) imply that
π̂(chX) is idempotent and self-adjoint, which implies that it is an orthogonal
projection of H. Write π̂(chX ) = PX . From (5.3), we see that
〈PXξ, η〉 = µξ,η(X).(5.7)
It is readily verified that X → PX is a regular projection-valued measure
on N̂ associated to the unitary representation π |N of the abelian group N .
Moreover (see [2, Theorem D.3.1] or [38, Chapter 5.4]),
π(x) =
∫“N χ(x)dP (χ), ∀x ∈ N .
Since N is normal in S, we have a representation ρ : S → GL(N ) defined
by ρ(s)n = s · n = sns−1. This means we have the following relation
π(s)π(n)π(s)−1 = π
Ä
s · n
ä
, ∀s ∈ S, ∀n ∈ N .(5.8)
Since S acts continuously by automorphisms on N , then it acts continuously
on N̂ by
(s · χ)(n) = χ
Ä
s−1 · n
ä
, s ∈ S, χ ∈ N̂ , n ∈ N ;
and let ⋆ denote the associated action of S on functions on N̂ . Thus
(s ⋆ f)(χ) = f(s−1 · χ), ∀χ ∈ N̂ .
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Straightforward calculations show that the conjugacy relation (5.8) implies
a similar relation for the operator π̂ for any s ∈ S and any f ∈ S(N̂ ):¨
π(s)π̂(f)π(s−1)ξ, η
∂
=
∫
N
¨
f̂(n)π(s)π(n)π(s−1)ξ, η
∂
dn
=
∫
N
¨
f̂(n)π(sns−1)ξ, η
∂
dn
(1)
=
∫
N
∫“N f̂(n)χ(s · n)dµξ,η(χ)dn
=
∫“N ∫N f̂(n)(s−1 · χ)(n)dndµξ,η(χ)
(2)
=
∫“N f(s−1 · χ)dµξ,η(χ)
(3)
=
¨
π̂(s ⋆ f)ξ, η
∂
.
(1) and (3) follow from (5.2) and (5.3) respectively and (2) holds by using
Fourier Inversion Theorem and Plancherel’s Theorem. Then it follows that
π(s)π̂(f)π(s−1) = π̂(s ⋆ f), s ∈ S, f ∈ S(N̂ ).(5.9)
The relation (5.9) persists in the strong limit to hold for f ∈ L∞(N̂ ). In
particular, the relation
π(s)PXπ(s)
−1 = Ps(X), for X ∈ B(N̂ ), s ∈ S
holds for the projection-valued measure associated with π.
The following establishes approximation relations between projected ma-
trix coefficients, which is useful in this paper:
Lemma 5.2. let π0 be another unitary representation of S. Suppose π is
weekly contained in π0. Then for any f ∈ S(N̂ ) and for any vectors ξ, η of
π, each projected matrix coefficient
φ(f) : (s, t)→
¨
π̂(f)
Ä
π(s)ξ
ä
, π(t)η
∂
is the limit, uniformly on compacta, of sums of the projected matrix coeffi-
cients
ψ(f) : (s, t)→
n∑
i=1
¨
π̂0(f)
Ä
π0(s)ξi
ä
, π0(t)ηi
∂
for vectors ξi, ηi of π0, subject to
∑n
i=1‖ξi‖ ‖ηi‖ ≤ ‖ξ‖ ‖η‖.
Proof. For any ǫ > 0, there exists M1 > 0 such that∫
|n|≥M1
|f̂(n)|dn < ǫ‖ξ‖ ‖η‖ .
We assume neither of ξ, η is 0, otherwise the conclusion is obvious. Since π
is weekly contained in π0, each matrix coefficient (s, t) →
¨
π(s)ξ, π(t)η
∂
is
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the limit, uniformly on compacta, of sums of matrix coefficients
(s, t)→
n∑
i=1
¨
π0(s)ξi, π0(t)ηi
∂
,
subject to the condition that
∑n
i=1‖ξi‖ ‖ηi‖ ≤ ‖ξ‖ ‖η‖. Let Y1, Y2 be com-
pact sets in S. Then there exists m(Y1, Y2, ǫ) ∈ N such that for any n ≥ m,
any n ∈ N with |n| ≤M1 and any y1 ∈ Y1, y2 ∈ Y2 we have
E(n, n, y1, y2) =
∣∣∣∣¨π(n · y1)ξ, π(y2)η∂− n∑
i=1
¨
π0(n · y)ξi, π0(y2)ηi
∂∣∣∣∣
≤ ǫ∫
N |f̂(n)|dn
.(5.10)
We also assume
∫
N |f̂(n)|dn 6= 0, otherwise the conclusion is obvious. Then
it follows that for any y1 ∈ Y1 and y2 ∈ Y2∣∣∣∣¨π̂(f)(π(y1)ξ), π(y2)η∂− n∑
i=1
¨
π̂0(f)(π0(y1)ξi), π0(y2)ηi
∂∣∣∣∣
≤
∫
N
∣∣∣f̂(n)∣∣∣E(n, n, y1, y2)dn
≤
∫
|n|≤M1
∣∣∣f̂(n)∣∣∣E(n, n, y1, y2)dn+ ∫
|n|≥M1
∣∣∣f̂(n)∣∣∣ · ∣∣∣〈π(n · y1)ξ, π(y2)η〉∣∣∣dn
+
n∑
i=1
∫
|n|≥M1
∣∣∣f̂(n)∣∣∣ · ∣∣∣〈π0(n · y1)ξi, π0(y2)ηi〉∣∣∣dn
(1)
≤ ǫ∫
N |f̂(n)|dn
·
∫
|n|≤M1
|f̂(n)|dn+ ‖ξ‖ ‖η‖ ·
∫
|n|≥M1
|f̂(n)|dn
+
n∑
i=1
‖ξi‖ ‖ηi‖ ·
∫
|n|≥M1
|f̂(n)|dn
≤ ǫ+ ‖ξ‖ ‖η‖ · ǫ‖ξ‖ ‖η‖ + (
n∑
i=1
‖ξi‖ ‖ηi‖) · ǫ‖ξ‖ ‖η‖
= 3ǫ.
(1) holds by using Cauchy-Schwarz inequality. Hence the lemma is proved.

5.4. Identification between V and “V . In this paper, we consider the
case S = G⋉ρ V and N = V . The dual group “V of V can be identified with
V as follows. Fix a unitary character ζ of the additive group of k distinct
from the unit character. The mapping
V → “V , v → ζv
is a topological group isomorphism, where ζv(x) is defined by ζ(ς(v, x)) and
ς(v, x) =
∑
vixi for v =
∑
viei and x =
∑
xiei in V . Here {e1, e2, · · · } is a
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basis of V (see. [39, Ch II-5, Theorem 3]). Define the transpose τ of ρ(g)
by
ς(v, ρ(g)τw) = ς(ρ(g)v,w), ∀v,w ∈ V,
and denote (ρ(g)−1)τ by ρ∗(g).
Under this identification, the dual action of G on “V corresponds to the G
action ρ∗ on V :
(g · ζv)(n) = ζv
Ä
ρ(g)−1n
ä
= ζρ∗(g)v(n), g ∈ G and v, n ∈ N .(5.11)
Also, the space L∞(V ) can be identified with the space L∞(“V ) and the
associated action of G on L∞(V ) is
(g ⋆ f)(v) = f(g−1 · ζv) = f(ζρ∗(g−1)v), ∀f ∈ L∞(V ), ∀v ∈ N
= f
Ä
ρ∗(g−1)v
ä
.(5.12)
We will use this identification hereafter.
6. Analysis of K-orbit
6.1. Useful notations. We try as much as possible to develop a unified
system of notations. We will use notations from this section throughout
subsequent sections. So the reader should consult this section if an unfamil-
iar symbol appears. In the whole Section 6 we assume ρ is an irreducible
representation of G on V .
1. Let Φ be the set of non-zero roots of G relative to D and fix an ordering
on Φ as described in Section 3 for different cases of k. Denote by Φ+ the
set of positive roots and by ∆ the set of simple roots in Φ+. Let Φ1 be the
set of weights of ρ relative to D and let λ and ̺ be the highest and lowest
weight respectively with respect to the given ordering on Φ.
2. Let K be a good maximal compact subgroup in G. Fix a ρ(K)-invariant
norm | · | on V . We introduce a norm on End(V ):
‖x‖ def= sup{|x(ν)| · |ν|−1, 0 6= ν ∈ V }, for any x ∈ End(V ).
In what follows, C will denote any constant that depends only on G and the
given representation ρ. o(x) (x ∈ X) will denote any map (defined on a set
X) taking values in V with a uniform bound which depends only on G and
the given representation ρ.
3. Let u+ and u− be the sets defined in (3.2), (3.3) or (3.4) under different
cases of k. Write V =
⊕
Vφ, φ ∈ Φ1 as the weight space decomposition
of V . We use πφ to denote the projection from V to the weight space Vφ.
Denote by dρ the induced representation of ρ on gk.
The following fact about dρ is well known: for any 0 6= v ∈ Vφ and φ 6= λ
(resp. φ 6= ̺), there exist c ∈ u+ (resp. c ∈ u−) such that dρ(c)v 6= 0. For a
field of characteristic 0, it is a direct consequence of Birkhoff-Witt theorem
and irreducibility of dρ.
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4. Define a map r : u+
⋃
u− → Φ by taking r(c) to ω if c ∈ gω. For any
finite set A we use ♯A to denote the cardinality of A. For a finite dimensional
vector spaceM over k and its k-subspaceM1, a k-subspaceM2 ofM is called
a complement subspace of M1 in M if M =M1 ⊕k M2.
5. Suppose ker(ρ)
⋂
Gs ⊂ Z(G). We denote by ψ(ln d) = ln|ψ(d)| for any
d ∈ D and any ψ ∈ Φ1. Since ∑ψ∈Φ1 ψ(ln d) = 0 (see (2) of Lemma 2.5),
for any a ∈ D+ we have
λ(ln a) ≥
∑
ψ∈Φ1 |ψ(ln a)|
2(NΦ1)
and ̺(ln a−1) ≥
∑
ψ∈Φ1 |ψ(ln a)|
2(NΦ1)
(6.1)
where NΦ1 is the number of non-zero weights of ρ in Φ1.
(1) of Lemma 2.5 and (6.1) imply that there exists m > 0 such that for
any a ∈ D+ one has
mλ(ln a) >
∑
ψ∈∆
|ψ(ln a)| and mλ(ln a) >
∑
ψ∈∆
|ψ(ln a)|.
Suppose λ =
∑
ω∈∆mωω where mω ∈ Q. Hence we see that all mω > 0.
Similar result holds for ̺, that is, ̺ = −∑ω∈∆m′ωω where m′ω > 0 for each
ω ∈ ∆.
6. Any element in the root lattice has a unique expression
∑
cωω where
cω ∈ Z and ω ∈ ∆. Any weight φ other than λ has the form λ −∑ cωω
(ω ∈ ∆ and cω ∈ N [19]. The express is unique and we call the number∑ cω
the length of φ and denote it by L(φ). Define a function l on simple roots:
l(ω) = aω where aω > 1 for each ω ∈ ∆. Naturally, l can be extended to a
function l1 on all weights: l1(φ) = cωl(ω) if φ = λ−∑ cωω.
l1 is well defined by uniqueness of the expression on root lattice. We can
choose l sufficiently close to 1 and rationally independent on ∆ such that
for any φ1 , φ2 ∈ Φ1:
• if φ1 6= φ2 then l1(φ1) 6= l1(φ2);
• if L(φ1) < L(φ2) then l1(φ1) < l1(φ2).
l1 also gives an ordering to all weights:
Φ1 = {λ, φ1, · · · , φ(♯Φ1−1) = ̺ : where l1(φi) < l1(φj) if i < j}.
7. For any φ ∈ Φ1\λ, let Aφ = {c ∈ u+ : ker(dρ(c))⋂ Vφ 6= Vφ}. Result in 3
implies that Aφ 6= ∅. Define
Aφ =
¶
(c1, · · · , cj) : ci ∈ Aφ, 1 ≤ i ≤ j, and
j⋂
i=1
ker(dρ(ci))
⋂
Vφ = {0}
©
.
Next, we will show that Aφ 6= ∅. Choose an element from Aφ and de-
note it by c1. Let V
1
φ be a complement subspace of ker(dρ(c1))
⋂
Vφ in
Vφ. If V
1
φ = Vφ, that is, ker(dρ(c1))
⋂
Vφ = {0}, then (c1) ∈ Aφ. If
ker(dρ(c1))
⋂
Vφ 6= {0}, there exists c2 ∈ Aφ such that dρ(c2) acts non-
trivially on ker(dρ(c1))
⋂
Vφ. Again result in 3 guarantees the existence
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of c2. Then
⋂2
j=1 ker(dρ(ci))
⋂
Vφ 6= ker(dρ(c1))⋂Vφ. Let V 2φ be a com-
plement subspace of
⋂2
j=1 ker(dρ(ci))
⋂
Vφ in ker(dρ(c1))
⋂
Vφ. If V
2
φ =
ker(dρ(c1))
⋂
Vφ, that is,
⋂2
j=1 ker(dρ(ci))
⋂
Vφ = {0}, we have Vφ = V 1φ
⊕
V 2φ
and (c1, c2) ∈ Aφ. If ⋂2j=1 ker(dρ(ci))⋂Vφ 6= {0} we get
Vφ = V
1
φ
⊕
V 2φ
⊕Ä 2⋂
l=1
ker(dρ(cl))
⋂
Vφ
ä
and then we repeat this process on
⋂2
j=1 ker(dρ(cj))
⋂
Vφ. Then finally, we
get an integer j ≤ dimk Vφ, subspaces V lφ of Vφ and cl ∈ Aφ, 1 ≤ l ≤ j such
that:
(1) V lφ
⋂
ker(dρ(cl)) = {0}, 1 ≤ l ≤ j;
(2) V iφ ⊂ ker(dρ(cl)), i ≥ 2 and 1 ≤ l ≤ i− 1;
(3)
⋂j
l=1 ker(dρ(cl))
⋂
Vφ = {0}, which implies that Vφ =⊕ji=1 V iφ.
Hence the claim Aφ 6= ∅ is proved.
The subspaces V lφ, 1 ≤ l ≤ j are called the ordered associated subspaces
of a = (c1, · · · , cj). Set ♯a = j. For each φ ∈ Φ1\λ, fix an element bφ ∈ Aφ
and set ♯φ = ♯bφ. Let
ℓ0 =
∑
φ∈Φ1\λ
♯φ.(6.2)
Then we have a decomposition of V :
V = Vλ ⊕ V 1φ1 ⊕ · · · V ♯φ1φ1 ⊕ · · · ⊕ V 1̺ ⊕ · · ·V ♯̺̺ ,(6.3)
where V jφi , 1 ≤ i ≤ ♯Φ1 − 1 and 1 ≤ j ≤ ♯(φi) are ordered associated
subspaces of bφi . We call the above decomposition an effective decomposition
of V . Fix an effective decomposition of V . We call these corresponding
elements bφ = (c
1
φ, · · · , c♯φφ ) the associated elements of V . Let
C0 = min
φ∈Φ1\λ
min
1≤i≤♯φ
inf{|dρ(ciφ)v||v|−1, 0 6= v ∈ V iφ}.(6.4)
Property (1) above yields that C0 > 0.
For any v ∈ V , denote by vφ the v’s component in Vφ and if φ 6= λ denote
by viφ the v’s component in the i-th subspace of Vφ. With respect to the
effective decomposition of V , we can define a new norm |·|′ on V :
|v|′ = max
φ∈Φ1\λ
max
1≤i≤♯φ
{|viφ|, |vλ|}.
Since all norms on V are equivalent, we have
C−1|·| ≤ |·|′ ≤ C|·|.(6.5)
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8. Let
C ′0 = max
φ∈Φ1\λ
max
1≤i≤♯φ
‖dρ(ciφ)‖.
Let M1 = maxφ ♯bφ where bφ are the associated elements of V . Let [·]
denote the floor function. Define M1 integer numbers inductively: n1 = 1
and ni =
ñ∑i−1
j=1
2njC′0+2
C0
ô
+1 if 2 ≤ i ≤M1, where C0 is defined in (6.4). Let
C1 = max1≤i≤M1 ni.
9. Let W = {v ∈ V : πλ(v) = 0 and 34 ≤ |v| ≤ 54} and let Wc0 = {v +W :
v ∈ Vλ with |v| ≤ c0}. For any small enough c0 > 0 we have a cover of W:
W = ⋃j,iWj,i,c0, 1 ≤ j ≤ ♯Φ1 − 1 and 1 ≤ i ≤ ♯φj where Wj,i,c0 are defined
as follows:
Wj,i,c0 ={v ∈ V : πλ(v) = 0, 1
2
< |v| < 3
2
and |vlφm | < 2θlφm for all m < j,
1 ≤ l ≤ ♯φm; |vlφj | < 2θlφj if l ≤ i− 1 and |viφj | > θiφj}
where θlφm = c
1/3m
0 nl. For simplicity, denote by θ
0
φn
= θ
♯φn−1
φn−1
and θ0φ1 = 0.
We call the above cover the effective cover of W determined by c0. By
(6.5), for each v ∈ W, there exists l, m ∈ N such that |vlφm | ≥ 34C , and then
it is easy to check v ∈ Wj,i,c0 for some (j, i) if c0 is small enough. Hence⋃
j, iWj,i,c0 covers Wc0 . Set
Wj,ic0 = {v +Wj,i,c0 : v ∈ Vλ with |v| < 2c0}.
Then we have an open cover of Wc0 : Wc0 ⊂
⋃
j,iWj,ic0 , which is called the
effective open cover of Wc0 determined by c0.
Denote by
Cone1(c0, s) = {v ∈ V : |πλ(v)| ≤ c0 and |v| ≥ s} and
Cone2(c0, s) = {v ∈ V : |π̺(v)| ≤ c0 and |v| ≥ s}.(6.6)
An important step in proving Theorem 1.4 is:
Proposition 6.1. There exists ℓ1 ∈ N such that for any s > 0, if c0 is small
enough, there is an open cover of Cone1(c0, s):
Cone1(c0, s) ⊂
⋃
1≤i≤ℓ1
Ei
such that for each Ei, there are at least [C−1(c0s−1)q] different elements τ ij
in K such that
ρ(τ ij)Ei
⋂
ρ(τ iℓ)Ei = ∅ if ℓ 6= j
where q = −(13 )(♯Φ1−1) and [·] denotes the floor function. Moreover, If
dimVλ = 1, q = −(13 )(♯Φ1−2).
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Denote by B′ the opposite parabolic subgroup to B with the common Levi
subgroup CG(D). The ordering on Φ determined by B
′ interchanges the sets
of positive roots and negative roots determined by B, which means ̺ is the
highest weight of Φ1 relative to the new ordering. Hence the above proposi-
tion applies to Cone2(a0, s). As an immediate consequence, we deduce the
following corollary which is also essential in proving Theorem 1.4:
Corollary 6.2. There exists ℓ2 ∈ N such that for any s > 0, if c0 is small
enough, there is an open cover of Cone2(c0, s):
Cone2(c0, s) ⊂
⋃
1≤i≤ℓ2
Ui
such that for each Ui, there are at least [C−1(c0s−1)q] different elements υij
in K such that
ρ(υij)Ui
⋂
ρ(υiℓ)Ui = ∅ if ℓ 6= j
where q = −(13)(♯Φ1−1). Moreover, If dimVλ = 1, q = −(13 )(♯Φ1−2).
Before proceeding further with the proof of Proposition 6.1, we prove
certain facts about ρ(K)-orbits of Wc0 , and these facts ultimately lead to
the proof of Proposition 6.1.
6.2. Analysis of K-orbits of Wc0. Fix a weight φℓ ∈ Φ1\λ. Suppose the
associated element of V for the subspace Vφℓ is a = (c1, · · · , c♯φℓ) ∈ Aφℓ (7
of Section 6.1). Let αi = r(ci) (4 of Section 6.1) and let
(1) ki = ci + τ0ci, 1 ≤ i ≤ ♯φℓ and t ∈ R with |t| ≤ 1 when k is
archimedean (see (3) of Remark 3.2);
(2) ki = ci, 1 ≤ i ≤ ♯φℓ and t ∈ k with |t| ≤ |q|σ when k is non-
archimedean (see Remark 3.5).
Fix 1 ≤ i ≤ ♯φℓ. We consider
Xt = exp(tdρ(ki)) and X
′
t = exp(tki).(6.7)
Clearly, X ′t ∈ K. Since
ρ(X ′t) = ρ
Ä
exp(tki)
ä
= exp(tdρ(ki)) = Xt,(6.8)
Xt ∈ ρ(K). (6.8) is clear for k archimedean; and see Proposition 2.2 for k
non-archimedean.
As a first step towards the proof of Proposition 6.1, we prove:
Lemma 6.3. For any v ∈ Wℓ,ic0 (9 of Section 6.1), we have
∣∣∣πφ+αi(Xtv)∣∣∣≥

|t|c1/3ℓ0 − C|t|2 − 2Cc1/3
(ℓ−1)
0 , Wℓ,ic0 6=W♯Φ1−1,♯̺c0
1
8
C0|t| − C|t|2 − 2Cc1/3
(♯Φ1−2)
0 , Wℓ,ic0 =W♯Φ1−1,♯̺c0 .
Here πφ+αi is defined in 3 of Section 6.1.
Proof. The proof contains two parts: we will give detailed description of
Xt-orbits in Wℓ,i,c0 and Wℓ,ic0 (9 of Section 6.1) respectively.
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1. Analysis of Xt-orbits in Wℓ,i,c0 .
For any ν ∈ Wℓ,i,c0 write
ν =
ν1︷ ︸︸ ︷∑
ω<φℓ
νω +
ν4︷ ︸︸ ︷∑
j<i
νjφℓ +ν
i
φℓ
+
ν2︷ ︸︸ ︷∑
i<j
νjφℓ +
ν3︷ ︸︸ ︷∑
φℓ<ω
νω .(6.9)
We will consider Xt orbits for ν2, ν3, ν4 and ν
i
φℓ
respectively (see notations
in 7 of Section 6.1). Using (6.8) we see that Xt has the form
Xt = exp
Ä
tdρ(ki)
ä
=
∑
j≥0
(j!)−1tjdρ(ki)j .(6.10)
Notice that for any χ ∈ Φ1, if πφ+αi
Ä
dρ(ki)
jv
ä
6= 0 where v ∈ Vχ, then
φ+ αi − χ = lαi, −j ≤ l ≤ j. Hence we have
πφ+αi
Ä
Xtν3
ä
= t2o(ν3, t), (2 of Section 6.1).(6.11)
For any v ∈ Vφ we find that
πφ+αi
Ä
Xtv
ä
=
∑
0≤j≤1
(j!)−1tjπφ+αi
Ä
dρ(ki)
jv
ä
+
∑
j≥2
(j!)−1tjπφ+αi
Ä
dρ(ki)
jv
ä
= tπφ+αi
Ä
dρ(ki)v
ä
+t2|v|o(|v|−1v, t)
= tπφ+αi
Ä
dρ(ci)v
ä
+t2|v|o(|v|−1v, t).(6.12)
Using (2) in 7 of Section 6.1 we see that dρ(ci)(v
j
φℓ
) = 0 if j > i. In
particular, dρ(ci)(ν2) = 0. It follows from (6.11) and (6.12) that
πφ+αi
Ä
Xt(ν − ν1)
ä
= tπφ+αi
Ä
dρ(ci)ν
i
φℓ
ä
+tπφ+αi
Ä
dρ(ci)ν4
ä
+t2o(ν, t).(6.13)
2. Analysis of Xt-orbits in Wℓ,ic0 .
For any ν ∈ Wℓ,i,c0 , any µ ∈ Vλ with |µ| < 2c0, we have∣∣∣πφ+αi(Xt(ν + µ))∣∣∣
=
∣∣∣∣πφ+αi(Xt(ν − ν1)) + πφ+αi(Xt(ν1)) + πφ+αi(Xt(µ))∣∣∣∣,(6.14)
where ν1 is as defined in (6.9) for ν.
Since Xt ∈ ρ(K) and ρ(K) preserves the norm |·| on V (see 2 in Section
6.1) we have ∣∣∣πφ+αi(Xt(µ))∣∣∣≤ ∣∣∣Xt(µ)∣∣∣= |µ| < 2c0.(6.15)
From definitions of θlφm (see 9 in Section 6.1) we see that∣∣∣πφ+αi(Xt(ν1))∣∣∣≤ ∣∣∣Xt(ν1)∣∣∣= |ν1| ≤ Cc1/3(ℓ−1)0 .(6.16)
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Then it follows from (6.13), (6.14), (6.15) and (6.16) that∣∣∣πφ+αi(Xt(ν + µ))∣∣∣
≥
∣∣∣πφ+αi(Xt(ν − ν1))∣∣∣−∣∣∣πφ+αi(Xt(ν1))∣∣∣−∣∣∣πφ+αi(Xt(µ))∣∣∣
≥
∣∣∣∣tπφ+αi(dρ(ci)νiφℓä∣∣∣−∣∣∣∣tπφ+αiÄdρ(ci)ν4ä∣∣∣∣−C|t|2 − Cc1/3(ℓ−1)0 − 2c0
≥ |t|
Ä
C0|νiφℓ | − C ′0|ν4|
ä
−C|t|2 − 2Cc1/3(ℓ−1)0 .(6.17)
(C0 is in (6.4) and C
′
0 and ni are in 8 of Section 6.1).
Case 1. Wℓ,ic0 6=W♯Φ1−1,♯̺c0
From (6.17) one has∣∣∣πφ+αi(Xt(ν + µ))∣∣∣
≥ c1/3ℓ0 |t|
Ä
C0ni −
i−1∑
j=1
2C ′0nj
ä
−C|t|2 − 2Cc1/3(ℓ−1)0 .
By definition of ni, it follows that∣∣∣πφ+αi(Xt(ν + µ))∣∣∣≥ |t|c1/3ℓ0 − C|t|2 − 2Cc1/3(ℓ−1)0 .(6.18)
Case 2. Wℓ,ic0 =W♯Φ1−1,♯̺c0
Note that now |ν♯Φ1−1̺ | ≥ 14 . Also from (6.17), one has∣∣∣πφ+αi(Xt(ν + µ))∣∣∣
≥ |t|
Ä1
4
C0 − Cc1/3
(♯Φ1−1)
0
ä
−C|t|2 − 2Cc1/3(♯Φ1−2)0
≥ 1
8
C0|t| −C|t|2 − 2Cc1/3
(♯Φ1−2)
0 ,(6.19)
here we use the fact that 14C0 − Cc
1/3(♯Φ1−1)
0 >
1
8C0 if c0 is small enough.
Hence we finish the proof.

Next, we will consider disjoint ρ(K)-orbits of Wc0 .
Lemma 6.4. Suppose c0 is small enough. For each Wℓ,ic0 , there are at least[
C−1c−1/3
ℓ
0
]
different elements τj in K such that
ρ(τj)Wℓ,ic0
⋂
ρ(τl)Wℓ,ic0 = ∅, if l 6= j.
If φ = ♯Φ1 − 1 and i = ♯̺, we can improve this number to
[
C−1c−1/3
(♯̺−2)
0
]
.
Proof.
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Case 1. Wℓ,ic0 6=W♯Φ1−1,♯̺c0
For any v ∈ Wℓ,ic0 , using Lemma 6.3 and relation (6.8) we have∣∣∣∣πφ+αiÄρ(X ′t)vä∣∣∣∣−3C1c1/3(ℓ−1)0
=
∣∣∣∣πφ+αiÄXt(v)ä∣∣∣∣−3C1c1/3(ℓ−1)0
> |t|c1/3ℓ0 − C|t|2 − 2Cc1/3
(ℓ−1)
0 − 3C1c1/3
(ℓ−1)
0
= |t|(c1/3ℓ0 − C|t|)− (2C + 3C1)c1/3
(ℓ−1)
0 .(6.20)
Here C1 is in 8 of Section 6.1.
It follows that
∣∣∣∣πφ+αiÄρ(X ′t)vä∣∣∣∣−3C1c1/3(ℓ−1)0 > 0 if
(4C + 6C1)c
2/3ℓ
0 ≤ |t| ≤
1
2
C−1c1/3
ℓ
0 .(6.21)
Case 2. Wℓ,ic0 =W♯Φ1−1,♯̺c0
For any v ∈ W♯Φ1−1,♯̺c0 , using Lemma 6.3 we have∣∣∣∣πφ+αiÄρ(X ′t)vä∣∣∣∣−3C1c1/3(♯φ−2)0
=
∣∣∣∣πφ+αiÄXt(v)ä∣∣∣∣−3C1c1/3(♯φ−2)0
>
1
8
C0|t| − C|t|2 − 2Cc(
1
3
)(♯φ−2)
0 − 3C1c1/3
(♯φ−2)
0
= |t|
Ä1
8
C0 − C|t|
ä
−(2C + 3C1)c1/3
(♯φ−2)
0 .
Then for small enough c0,
∣∣∣∣πφ+αiÄρ(X ′t)vä∣∣∣∣−3C1c1/3(♯φ−2)0 > 0 if
16(2C + 3C1)C
−1
0 c
1/3(♯φ−2)
0 ≤ |t| ≤ σ1,(6.22)
here σ1 is small enough that t→ X ′t is injective if |t| ≤ σ1.
Since
∣∣∣πφ+αi(w)∣∣∣≤ 2C1c1/3(ℓ−1)0 for any w ∈ Wℓ,ic0 , (6.21) and (6.22) imply
that if c0 is small enough, then for any v ,w ∈ Wℓ,ic0 ,∣∣∣∣πφ+αiÄρ(X ′t)vä∣∣∣∣> ∣∣∣πφ+αi(w)∣∣∣ if (4C + 6C1)c2/3
ℓ
0 ≤ |t| ≤
1
2
C−1c1/3
ℓ
0 , Wℓ,ic0 6=W♯Φ1−1,♯̺c0
16(2C + 3C1)C
−1
0 c
1/3(♯φ−2)
0 ≤ |t| ≤ σ1, Wℓ,ic0 =W♯Φ1−1,♯̺c0 .
(6.23)
When k is archimedean, let
(1) t0 = (4C +6C1)c
2/3ℓ
0 and n0 =
[
1
2C
−1(4C +6C1)−1c
−1/3ℓ
0
]
if Wℓ,ic0 6=
W♯Φ1−1,♯̺c0 ;
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(2) t0 = 16(2C+3C1)C
−1
0 c
1/3(♯φ−2)
0 and n0 =
[
(32C+48C1)
−1C0σ1c
−1/3(♯φ−2)
0
]
if Wℓ,ic0 =W♯Φ1−1,♯̺c0 .
Then for any 0 ≤ ℓ1 6= ℓ2 ≤ n0, it follows from (6.23) that
ρ
Ä
exp(t0(ℓ1 − ℓ2)ki)
ä
Wℓ,ic0
⋂
Wℓ,ic0
= ρ
Ä
X ′t0(ℓ1−ℓ2)
ä
Wℓ,ic0
⋂
Wℓ,ic0 = ∅,
which implies that
ρ
Ä
exp(t0ℓ1ki)
ä
Wℓ,ic0
⋂
ρ
Ä
exp(t0ℓ2ki)
ä
Wℓ,ic0 = ∅.
Let τj = exp(t0jki) = X
′
t0j
where 0 ≤ j ≤ n0, then smallness of c0 guaran-
tees that these τj are pairwise different. It is clear that these τj satisfy the
requirement. We have thus proved the case for k archimedean.
Now suppose k is non-archimedean and Wℓ,ic0 6= W♯Φ1−1,♯̺c0 . For any 0 <
c0 < 1 there exist |q| < η0 ≤ 1 and z0 ∈ N such that c1/3
ℓ
0 = |q|z0η0. Choose
the smallest m ∈ N such that |q|−m ≥ max{4C + 6C1, 2C}.
Any element in O can be written as a power series b0 + b1q + b2q2 + · · ·
where the b′s are Teichmu¨ller representatives which are 0 together with the
group of (|q|−1− 1)st roots of unity in k. Denote by Qℓ,i = {∑2z0−mj=z0+m bjqj}.
It is easy to see that for any t1 6= t2 ∈ Qℓ,i, t = t1 − t2 satisfy the condition
(6.21) and hence it follows from (6.23) that
ρ
Ä
exp((t1 − t2)ki)
ä
Wℓ,ic0
⋂
Wℓ,ic0
= ρ
Ä
X ′t1−t2
ä
Wℓ,ic0
⋂
Wℓ,ic0 = ∅,
hence we have
ρ
Ä
exp(t1ki)
ä
Wℓ,ic0
⋂
ρ
Ä
exp(t2ki)
ä
Wℓ,ic0 = ∅.
Let τt = exp(tki) = X
′
t where t ∈ Qℓ,i then these τt satisfy the requirement
and are pairwise different (see (2.1) and (2.2)). Moreover, the number of
these τt is
♯Qℓ,i = |q|−(z0−2m+1) ≥ |q|2mc−1/3
ℓ
0 ≥
|q|2c−1/3ℓ0
max{(4C + 6C1)2, 4C2} .
If Wℓ,ic0 = W♯Φ1−1,♯̺c0 . There exists z1, z2 ∈ N and |q| < η1 ≤ 1 such that
|q|σ1 ≤ |q|z1 ≤ σ1 and c1/3
(♯φ−2)
0 = |q|z2η1. Choose smallestm1 ∈ N such that
|q|−m1 ≥ 16(2C + 3C1)C−10 . Then we consider Q♯Φ1−1,♯̺ = {
∑z2−m1
j=z1
bjq
j}.
Similar to earlier arguments, ♯Q♯Φ1−1,♯̺ gives the number of different τt.
Also we have
♯Q♯Φ1−1,♯̺ = |q|−(z2−z1−m1+1) ≥ |q|z1+m1c−1/3
♯̺−2
0
≥ |q|
2σ1C0
16(2C + 3C1)
c
−1/3♯̺−2
0 .
Then we finished the proof for k non-archimedean.
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
We are now in a position to proceed with the proof of Proposition 6.1.
6.3. Proof of Proposition 6.1. If k is archimedean, let
Cone1(c0, s)
′ =
{ ν
|ν| : ν ∈ Cone1(c0, s)
}
;
if k is non-archimedean, let
Cone1(c0, s)
′ = {νq−o(ν) : ν ∈ Cone1(c0, s)}.
where o is the normalized valuation of k (for the uniformizer q). It is clear
that elements in Cone1(c0, s)
′ are of norm 1.
For any v ∈ Cone1(c0, s)′, write v = v1 + v2 where v1 ∈ Vλ and v2 ∈∑
ψ 6=λ Vψ (see 3 of Section 6.1), then |v1| ≤ c0s−1 and 1 − c0s−1 ≤ |v2| ≤
1+c0s
−1. If c0 is small enough (relative to s), then c0s−1 < 18 , which implies
3
4 ≤ |v2| ≤ 54 . Then we see that Cone1(c0, s)′ ⊂ Wc0s−1 .
Lemma 6.4 implies that there is an open cover of Wc0s−1 ⊂
⋃ℓ0
i=1 Yi (ℓ0 is
defined in (6.2)) and for each Yi, there are at least [C−1(c0s−1)q] different
elements τ ij ∈ K such that if ℓ 6= j
ρ(τ ij)Yi
⋂
ρ(τ iℓ)Yi = ∅,(6.24)
where q = −(13)(♯Φ1−1); and q = −(13)(♯Φ1−2) if dimV̺ = 1.
It is clear that
⋃ℓ0
i=1 Yi is also an open cover of Cone1(c0, s)′. When k is
archimedean, let
Ei = {tν : ν ∈ Yi and t ∈ R+};
when k is non-archimedean, let
Ei = {qnν : ν ∈ Yi and n ∈ Z}.
It is easy to check that the sets Ei, 1 ≤ i ≤ ℓ0 are open and
Cone1(c0, s) ⊂
ℓ0⋃
i=1
Ei.(6.25)
It is now fairly clear what one has to do. We have to prove the following:
ρ(τ ij)Ei
⋂
ρ(τ iℓ)Ei = ∅, ℓ 6= j.(6.26)
Indeed, if it is not true, then there exist x1 , x2 ∈ Yi and t1 , t2 ∈ R+ (resp.
t1 , t2 ∈ {qn : n ∈ Z}) such that ρ(τj)(t1x1) = ρ(τℓ)(t2x2). Since ρ(K)
preserves the norm on V (see 2 in Section 6.1), |t1| = |t2|, which gives
t1 = t2. Then it follows that ρ(τj)(x1) = ρ(τℓ)(x2), which is a contradiction
to (6.24). Then we thus proved (6.26). It is clear that (6.25) and (6.26)
imply Proposition 6.1.
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7. matrix coefficients of G⋉ρ V restricted to G
In this part, the basic ideas are as follows:
(1) The crucial step in proving Theorem 1.4 is Proposition 7.1. When ρ
is irreducible, we analyze unitary representations of G⋉ρ V without
non-trivial V -fixed vectors, and show an upper bound ofK-finite ma-
trix coefficients on G for a dense set of vectors. There are four steps
in proof of Proposition 7.1: step 1: reduction to consider projected
matrix coefficients by using the deformation of K-orbits on “V under
the action of maximal k-split torus; step 2: once only the K-orbits
are mattered, we can consider the restriction of the representation
on K ⋉ρ V , which is weekly contained in its regular representation,
and then Lemma 5.2 allows the reduction to the consideration of the
regular representation; step 3: using central idempotents in L1(K)
to reduce to the consideration of K-fixed vectors; step 4: using dis-
joint K-orbits to get upper bounds of matrix coefficients on G for
K-fixed vectors.
(2) The upper bound in (1) shows that there exists p > 0 such that the
G matrix coefficients are strongly Lp+ǫ for all ǫ > 0; and by the work
of Cowling, Haggerup and Howe [9] (see Theorem 2.5), we have a
passage from a uniform Lp-bound to a uniform pointwise bound.
(3) For general ρ, there are two steps in our proof: step 1: reduction to
the case of ρ irreducible if the unitary representation is irreducible;
step 2: reduction to the consideration of irreducible representations
by using a Howe’s trick (see Proposition 4.6).
7.1. Projected matrix coefficients for K-finite vectors. Recall nota-
tions in 1 of Section 6.1. Suppose ρ is irreducible and excellent on V . Then
we have:
Proposition 7.1. Suppose K is a good maximal compact subgroup of G.
Let Π be a unitary representation of G ⋉ρ V on a Hilbert space H which
contains no non-trivial V -fixed vectors. Then there is a dense set of vectors
ξ, η in H such that if a ∈ D+ and g = k1aωk2 ∈ KD+FK = G (recall
F = {e} for k archimedean), then∣∣∣φη,ξ(g)∣∣∣= ∣∣∣〈Π(g)η, ξ〉∣∣∣≤ Cη,ξ∣∣∣λ(a)̺(a−1)∣∣∣ q2 ,(7.1)
where Cη,ξ is a constant only depending on ξ and η; and q = −(13)(♯Φ1−1).
Moreover, If dimVλ = 1, q = −(13 )(♯Φ1−2).
Proof. Recall notations in Section 5.4. We first claim that ρ∗ is also an irre-
ducible representation of G on V . Indeed, if not, we find a ρ∗(G)-invariant
proper subspace 0 6=W ⊆ V . Let
W⊥ = {v ∈ V : ς(v,w) = 0, for ∀w ∈W}.
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It is clear that W⊥ 6= 0 and is a proper subspace of V . For any w ∈ W ,
v ∈W⊥ and g ∈ G, we find that
ς(ρ(g)v,w) = ς
Ä
v, (ρ(g−1)−1)τw
ä
= ς
Ä
v, ρ∗(g−1)w
ä
= 0.
Then W⊥ is ρ(G)-invariant, which contradicts the assumption that ρ is
irreducible.
Denote by Gi the non-compact almost k-simple factors of G. We also
claim that ρ∗ is excellent. If not, let v 6= 0 be a ρ∗(Gi)-fixed vector for some
i. By earlier arguments, v⊥ is also a ρ(Gi)-invariant hyperplane in V . By
complete reducibility of Gi, we find a 1-dimensional ρ(Gi)-invariant comple-
ment {tw : t ∈ k} of v⊥. Then for any h ∈ Gi there exists a homomorphism
ι : Gi → k such that ρ(h)w = ι(h)w, and thus we have
ι(h)ς(w, v) = ς(ρ(h)w, v) = ς
Ä
w, ρ∗(h−1)v
ä
= ς(w, v), ∀h ∈ Gi.
Since ς(w, v) 6= 0, ι is trivial on Gi; and then we see that {tw : t ∈ k}
is fixed by ρ(Gi), which contradicts the assumption that ρ is excellent. In
the expression of ς, let {e1, e2, · · · } (see Section 5.3) be composed of vectors
from weight spaces, then we see λ1 = −̺ and ̺1 = −λ where λ1 and ̺1 are
highest and lowest weights of ρ∗ respectively.
∗ Reduction to consider projected matrix coefficents. We assume notations
and constructions in Section 6.1 with respect to the irreducible representa-
tion ρ∗. For a number s > 1, set
Xs =
¶
ν ∈ V : 1
s
≤ |ν| ≤ s
©
.(7.2)
Let {PX} be the projection-valued measure associated to Π on “V . The
assumption that there are no non-trivial V -fixed vectors implies that P0 = 0.
For any s > 2 choose fs ∈ S(V ) such that
0 ≤ fs ≤ 1; and fs = 1 on Xs−1 and fs = 0 on V \Xs.(7.3)
fs can also be viewed as functions in S(“V ) by the identification between V
and “V (see Section 5.4). Since V \{0} = ⋃s>2Xs, from (5.3) and (5.7) we
see that “Π(fs)v → v as s→∞, ∀v ∈ H.(7.4)
Since theK-finite vectors of Π are dense by Peter-Weyl theorem and a matrix
coefficient φη,ξ depends bilinearly on ξ and η, it will be enough to prove (7.1)
when ξ and η are K-finite vectors of length 1. Moreover, from (7.4) it will
suffice to prove (7.1) for vectors “Π(fs)η and “Π(fs)ξ for s arbitrary.
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Now consider the matrix coefficient φ
Π̂(fs)η,Π̂(fs)ξ
(k1aωk2) where a ∈ D+,
ω ∈ F and k1, k2 ∈ K. By using (5.9) we have
φ
Π̂(fs)η,Π̂(fs)ξ
(k1aωk2)
=
〈
Π(k1aωk2)“Π(fs)η, “Π(fs)ξ〉
=
〈
Π(aω)“Π(k2 ⋆ fs)Π(k2)η, Π(k−11 )“Π(fs)ξ〉
=
〈
Π(aω)“Π(k2 ⋆ fs)Π(k2)η, “Π(k−11 ⋆ fs)Π(k−11 )ξ〉.
Let
gs = k2 ⋆ fs, hs = k
−1
1 ⋆ fs, η
′ = Π(k2)η and ξ′ = Π(k−11 )ξ.(7.5)
Notice that the norm |·| on V is ρ∗(K) invariant (2 in Section 6.1). Then
for any κ ∈ K and s > 2, from (5.12) we see that κ ⋆ fs also satisfies (7.3).
Especially, gs and hs satisfy (7.3). Also, η
′ and ξ′ are K-finite vectors of
length 1.
Further computations by using (5.5), (5.6) and (5.9) show that
φ
Π̂(fs)η,Π̂(fs)ξ
(k1aωk2)
=
¨
Π(aω)“Π(g 12s )“Π(g 12s )η′, “Π(hs)ξ′∂
=
〈“ΠÄ(aω) ⋆ g 12s äΠ(aω)“Π(g 12s )η′, “Π(hs)ξ′〉
=
〈
Π(aω)“Π(g 12s )η′, “ΠÄ(aω) ⋆ g 12s ä“Π(hs)ξ′〉
=
〈
Π(aω)“Π(g 12s )η′, “ΠÄ(aω) ⋆ g 12s · hsäξ′〉
=
〈
Π(aω)“Π(g 12s )η′, “Π(h 12s )“ΠÄ(aω) ⋆ g 12s · h 12s äξ1〉
=
〈“Π(h 12s )Π(aω)“Π(g 12s )η′, “ΠÄ(aω) ⋆ g 12s · h 12s äξ′〉
=
〈
Π(aω)“ΠÄ(aω)−1 ⋆ h 12s ä“Π(g 12s )η′, “ΠÄ(aω) ⋆ g 12s · h 12s äξ′〉
=
〈
Π(aω)“ΠÄ(aω)−1 ⋆ h 12s · g 12s äη′, “ΠÄ(aω) ⋆ g 12s · h 12s äξ′〉.
Then it follows from the Cauchy-Schwarz inequality and the unitarity of Π
that ∣∣∣φ
Π̂(fs)η,Π̂(fs)ξ
(k1aωk2)
∣∣∣
≤
∥∥∥∥〈Π(aω)“ΠÄ(aω)−1 ⋆ h 12s · g 12s äη′∥∥∥∥·∥∥∥∥“ΠÄ(aω) ⋆ g 12s · h 12s äξ′∥∥∥∥
=
∥∥∥∥“ΠÄ(aω)−1 ⋆ h 12s · g 12s äη′∥∥∥∥·∥∥∥∥“ΠÄ(aω) ⋆ g 12s · h 12s äξ′∥∥∥∥.(7.6)
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Next, we will get estimates of
∥∥∥∥“ΠÄ(aω)−1⋆h 12s ·g 12s äη′∥∥∥∥ and ∥∥∥∥“ΠÄ(aω)⋆g 12s ·h 12s äξ′∥∥∥∥
respectively.
∗∗ Reduction to consider action of the regular representation. Note that
K ⋉ρ V is an amenable group. Recall the well known fact that any unitary
representation of an amenable group is weakly contained in its regular rep-
resentation (cf. [30, Ch1, 5.5.3]) or [40, Proposition 7.3.6]. Hence Π viewed
as a unitary representation of K ⋉ρ V is weakly contained in the regular
representation Λ of K ⋉ρ V on L
2(K ⋉ρ V ), with norm and inner product
denoted by ‖·‖2 and 〈 , 〉2 respectively. Let dκ, dn and dn̂ be the normalized
Haar measures of K, V and “V respectively so that ∫K dk = 1 and dn and dn̂
are as stated in Theorem 5.1. Since ρ(K) ⊂ SL(V ), dndκ is a bi-invariant
measure onK⋉ρV . AsK⋉ρV is unimodular, the bi-invariant Haar measure
ds of K ⋉ρ V can be normalized so that∫
K⋉ρV
f(s)ds =
∫
K
∫
V
f(κn)dndκ, ∀f ∈ Cc(K ⋉ρ V ),
where Cc(K ⋉ρ V ) is the space of continuous functions on K ⋉ρ V with
compact support. For any f(κn) ∈ L2(K⋉ρV ) (resp. f(κn̂) ∈ L2(K⋉ρ“V )),
we use f̂(κ ·) and F(f)(κ ·) to denote the Fourier transform and inverse
Fourier transform on factor V (resp. “V ) respectively.
We now make a slight digression to state an important proposition (see
[9]), which allows us to consider matrix coefficients of Π (resp. Λ) restricted
to Hµ (resp L2(K ⋉ρ V )µ)-isotropic subspaces for any K-finite vector µ.
Proposition 7.2. Let Υ be a unitary representation of a compact group K
and let µ be a K-finite vector of Υ. Denote by Hµ the span of Υ(K)µ, which
is finite dimensional. Then there exists a unique function eµ in C(K) so
that
eµ ∗ eµ = eµ, Υ(eµ)µ = µ, and dµ = dim
Ä
spanΥ(K)µ
ä
= ‖eµ‖22.
We now consider the projected matrix coefficient
φΠ : (x, y)→
〈“ΠÄ(aω)−1 ⋆ h 12s · g 12s äΠ(x)η′, “ΠÄ(aω)−1 ⋆ h 12s · g 12s äΠ(y)η′〉
=
〈“ΠÄ(aω)−1 ⋆ hs · gsäΠ(x)η′, Π(y)η′〉.
Then from the proposition, there is a self-adjoint projection eη′ ∈ C(K) so
that
eη′ ∗ φΠ ∗ eη′ =
〈“ΠÄ(aω)−1 ⋆ hs · gsäΠ(x)Π(eη′ )η′, Π(y)Π(eη′ )η′〉= φΠ.
Since Π is weekly contained in Λ, using Lemma 5.2 we can approximate φΠ,
uniformly on compacta, by sums of projected matrix coefficients
φΛi : (x, y)→
〈
Λ̂
Ä
(aω)−1 ⋆ hs · gs
ä
Λ(x)ηi, Λ(y)ηi
〉
2
,
satisfying the condition that
∑n
i=1‖ηi‖22 ≤ ‖η′‖2.
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Since eη′ has compact support, and further Λ(eη′) is a projection, we can
approximate φΠ by sums of projected matrix coefficients
∑n
i=1 eη′ ∗ φΛi ∗ eη′ ,
where
eη′ ∗ φΛi ∗ eη′ =
〈
Λ̂
Ä
(aω)−1 ⋆ hs · gs
ä
Λ(x)Λ(eη′ )ηi, Λ(y)Λ(eη′ )ηi
〉
2
and
n∑
i=1
∥∥∥Λ(eη′)ηi∥∥∥2
2
≤ ‖η′‖2.
Consequently, to get the estimate of φΠ(e, e), where e is the identity in
K ⋉ρ V , it will suffice to get the estimate of
∑n
i=1 φ
Λ
i (e, e), for eη′ ∗ ηi = ηi
for each i, subject to
∑n
i=1‖ηi‖22 ≤ ‖η′‖2.
We end this part by proving the following fact which is useful in the next
step: “ηi(κn̂) = eη′ ∗ “ηi(κn̂) for each i.(7.7)
For any f(κn̂) ∈ Cc(K ⋉ρ “V ), we have¨
eη′ ∗ “ηi, f∂2 = ¨Λ(eη′)“ηi, f∂2(1)= ¨“ηi, Λ(e∨η′ )f∂2
=
¨“ηi, e∨η′ ∗ f∂2(2)= ¨ηi, F(e∨η′ ∗ f)∂2
(3)
=
¨
ηi, e
∨
η′ ∗ F(f)
∂
2
=
¨
ηi, Λ(e
∨
η′)F(f)
∂
2
=
¨
Λ(eη′)ηi, F(f)
∂
2
=
¨
eη′ ∗ ηi, F(f)
∂
2
(4)
=
¨
ηi, F(f)
∂
2
(5)
=
¨“ηi, f∂2,
which proves (7.7) since the set of such f is dense in L2(K ⋉ρ “V ).
(1) follows from (5.1); (2) and (5) use Plancherel’s theorem; (4) just uses
the fact that eη′ ∗ ηi = ηi for each i. To show (3) it suffices to show that
F(e∨η′ ∗ f) = e∨η′ ∗ F(f), which follows from a simple computation by using
Fubini’s theorem and by noting that eη′ is a function on K while F is on
factor “V .
∗∗∗ Reduction to the consideration of K-fixed vectors. Now we define left
K-invariant functions ηi, 1 ≤ i ≤ n by the formula
ηi(κn̂) = sup
u∈K
∣∣∣“ηi(uκn̂)∣∣∣, ∀ (κ, n̂) ∈ K × “V .
Next we will show ηi ∈ L2(K ⋉ρ “V ), 1 ≤ i ≤ n. It follows from (7.7) that“ηi(uκn̂) = eη′ ∗ “ηi(uκn̂), ∀u ∈ K.
UNIFORM POINTWISE BOUNDS 33
Then by Proposition 7.2, one has∣∣∣∣“ηi(uκn̂)∣∣∣∣ ≤ ‖eη′‖2( ∫
K
∣∣∣“ηi(ν−1uκn̂)∣∣∣2dν) 12
≤ d
1
2
η′
( ∫
K
∣∣∣“ηi(νκn̂)∣∣∣2dν) 12 ,
whence
ηi(κn̂) ≤ d
1
2
η′
( ∫
K
∣∣∣“ηi(νκn̂)∣∣∣2dν) 12 .
Also, we see thatÇ ∫
K
∫
V̂
∣∣∣ηi(κn̂)∣∣∣2dn̂dκå 12 ≤ d 12η′( ∫
K
∫
V̂
∫
K
∣∣∣“ηi(νκn̂)∣∣∣2dνdn̂dκ) 12
= d
1
2
η′
( ∫
K
∫
V̂
∣∣∣“ηi(νn̂)∣∣∣2dn̂dν) 12
(1)
= d
1
2
η′
( ∫
K
∫
V
∣∣∣ηi(νn)∣∣∣2dndν) 12
= d
1
2
η′‖ηi‖2.(7.8)
Here (1) follows from Plancherel’s Theorem.
Set ‹ηi = F(ηi), 1 ≤ i ≤ n. It is clear that ‹ηi are also left K-invariant
functions. Also, using Plancherel’s Theorem and (7.8), we see that
‖‹ηi‖2 = ‖F(ηi)‖2 = Ç ∫
K
∫
V
∣∣∣F(ηi)(κn)∣∣∣2dndκå 12
=
Ç ∫
K
∫
V̂
∣∣∣ηi(κn̂)∣∣∣2dn̂dκå 12 ≤ d 12η′‖ηi‖2.(7.9)
Denote by Fs = (aω)
−1 ⋆ hs · gs. For any θ, ϑ ∈ L2(K ⋉ρ V ) we have¨
Λ̂(Fs)θ, ϑ
∂
2
=
∫
V
F̂s(n)
∫
K
∫
V
θ(n−1κv)ϑ(κv)dvdκdn.
Recall notations in Section 5.3 one has
θ(n−1κv) = θ
Ä
κ, (κ−1 · n−1)v
ä
.
Here we add a comma between two variables to avoid confusion. Denote by
fκv(n) = θ(n
−1κv), then
f̂κ,v(n̂) = θ̂
Ä
κ, (−κ−1 · n̂)
ä
·(κ−1 · n̂)(v).
Let ϑm(κv) = ϑ(κv) if |v| ≤ m, otherwise set ϑm(κv) = 0, then
lim
m
‖ϑm − ϑ‖2→ 0 as m→∞.(7.10)
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Using these notations and noting that Fs ∈ S(“V ) we have¨
Λ̂(Fs)θ, ϑ
∂
2
= lim
m
¨
Λ̂(Fs)θ, ϑm
∂
2
(1)
= lim
m
∫
K
∫
V
ϑm(κv)
∫
V
F̂s(n)fκv(n)dndvdκ
(2)
= lim
m
∫
K
∫
V
ϑm(κv)
∫
V̂
Fs(n̂)f̂κ,v(n̂)dn̂dvdκ
= lim
m
∫
K
∫
V
ϑm(κv)
∫
V̂
Fs(n̂)θ̂
Ä
κ,−κ−1 · n̂
ä
·(κ−1 · n̂)(v)dn̂dvdκ
= lim
m
∫
K
∫
V
ϑm(κv)
∫
V̂
Fs(κ · n̂)θ̂(κ,−n̂) · n̂(v)dn̂dvdκ
(3)
= lim
m
∫
V̂
∫
K
Fs(κ · n̂)θ̂(κ,−n̂)
∫
V
ϑm(κv) · n̂(v)dvdκdn̂
= lim
m
∫
K
∫
V̂
Fs(κ · n̂)θ̂(κ,−n̂)ϑ̂m(κ,−n̂)dn̂dκ
= lim
m
∫
K
∫
V̂
Fs(−κ · n̂)θ̂(κn̂)ϑ̂m(κn̂)dn̂dκ
(4)
=
∫
K
∫
V̂
Fs(−κ · n̂)θ̂(κn̂)ϑ̂(κn̂)dn̂dκ.
Since F̂s, ϑm ∈ L1(V )⋂L2(V ) and ϑm has compact support, (1) and (3)
hold by using Fubini’s theorem; (2) follows from the polarized form of
Plancherel’s theorem; from (7.10) and Plancherel’s theorem one has
lim
m
‖ϑ̂m − ϑ̂‖2→ 0 as m→∞,
which implies (4).
Consequently, for ηi, 1 ≤ i ≤ n we also have¨
Λ̂(Fs)ηi, ηi
∂
2
=
∫
K
∫
V̂
∣∣∣∣F 12s (−κ · n̂)“ηi(κn̂)∣∣∣∣2dn̂dκ
≤
∫
K
∫
V̂
∣∣∣∣F 12s (−κ · n̂)ηi(κn̂)∣∣∣∣2dn̂dκ
=
∫
K
∫
V̂
∣∣∣∣F 12s (−κ · n̂)÷F(ηi)(κn̂)∣∣∣∣2dn̂dκ
=
¨
Λ̂(Fs)F(ηi),F(ηi)
∂
2
=
¨
Λ̂(Fs)‹ηi,‹ηi∂2.(7.11)
∗∗∗∗ The K-fixed vector case. In this part, we will get estimates of
∥∥∥Λ̂(F 12s )‹ηi∥∥∥
2
for each i. Note that
supp
Ä
F
1
2
s
ä
⊂ supp
Ä
(aω)−1 ⋆ hs
ä⋂
supp(gs) and
supp
Ä
(aω) ⋆ g
1
2
s · h
1
2
s
ä
⊂ supp
Ä
aω ⋆ gs
ä⋂
supp(hs),
UNIFORM POINTWISE BOUNDS 35
then by using (5.12) and condition (7.3) we see that
supp
Ä
F
1
2
s
ä
⊂ ρ∗
Ä
(aω)−1
ä
(Xs)
⋂
Xs and
supp
Ä
(aω) ⋆ g
1
2
s · h
1
2
s
ä
⊂ ρ∗(aω)(Xs)
⋂
Xs.
Recall notations in 3 of Section 6.1. Since F ⊂ CG(D) (see Lemma 2.3), we
have
ρ∗(aω)(Xs)
⋂
Xs =
{
ν ∈ Xs : s−1 ≤
∣∣∣∣ρ∗(ω−1)Ä∑
ψ∈Φ1
ψ(a−1)πψ(ν)
ä∣∣∣∣≤ s}
and
ρ∗
Ä
(aω)−1
ä
(Xs)
⋂
Xs =
{
ν ∈ Xs : s−1 ≤
∣∣∣∣ρ∗(ω)Ä∑
ψ∈Φ1
ψ(a)πψ(ν)
ä∣∣∣∣≤ s}.
Using the equivalent relations between norms (see (6.5)) and finiteness of F ,
we see that the set ρ∗(aω)(Xs)
⋂
Xs and ρ
∗Ä(aω)−1ä(Xs)⋂Xs are contained
inside
E1 =
¶
ν ∈ Xs : max
ψ∈Φ1
∣∣∣ψ(a−1)πψ(ν)∣∣∣≤ CC2s© and
E2 =
¶
ν ∈ Xs : max
ψ∈Φ1
∣∣∣ψ(a)πψ(ν)∣∣∣≤ CC2s©
respectively. Here C2 = maxx, x−1∈F ‖ρ∗(x)‖ (2 of Section 6.1).
Furthermore, we see that E1 and E2 are contained in the strips
S1 =
¶
ν ∈ Xs :
∣∣∣π̺1(ν)∣∣∣≤ CC2s∣∣∣̺1(a)∣∣∣© and
S2 =
¶
ν ∈ Xs :
∣∣∣πλ1(ν)∣∣∣≤ CC2s∣∣∣λ1(a−1)∣∣∣©
respectively. Since ρ∗ is excellent, ker(ρ∗)
⋂
Gs ⊂ Z(G). Then 5 of Sec-
tion 6.1 implies that for a ∈ D+ with large |a|, |̺1(a)| and |λ1(a−1)| are
small. Hence it follows that ρ∗(aω)(Xs)
⋂
Xs and ρ
∗Ä(aω)−1ä(Xs)⋂Xs will
be contained in the cones (see (6.6))
Cone2
Ä
CC2s|̺1(a)|, s−1
ä
and Cone1
Ä
CC2s|λ1(a−1)|, s−1
ä
(7.12)
respectively.
By Proposition 6.1, if |a| is large enough, there is an open cover of
Cone1
Ä
CC2s|λ1(a−1)|, s−1
ä
:
Cone1
Ä
CC2s|λ1(a−1)|, s−1
ä
⊂
⋃
1≤j≤ℓ1
Ej(7.13)
such that for each Ej , there are at least
î
C−1
Ä
|λ1(a−1)|CC2s2
äqó
different
elements τ jl in K such that
ρ∗(τ jl )Ej
⋂
ρ∗(τ jℓ )Ej = ∅, if ℓ 6= l.(7.14)
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Choose a partition of unity subordinate to the open cover
⋃
1≤j≤ℓ1 Ej of
supp
Ä
F
1
2
s
ä
, then we can write
F
1
2
s =
∑
1≤j≤ℓ1
wj, where wj ∈ S(V )(7.15)
with ‖wj‖∞ ≤ ‖F
1
2
s ‖∞ and supp(wj) ⊂ Ej for each j.
For any κ ∈ K and ‹ηi, 1 ≤ i ≤ n using (5.12) and the left K-invariant
property of ‹ξi we find that
Λ(κ)Λ̂(wj)(‹ηi) = Λ̂(κ ⋆ wj)Λ(κ)(‹ηi) = Λ̂(κ ⋆ wj)‹ηi,
and so ∥∥∥Λ̂(wj)(‹ηi)∥∥∥
2
=
∥∥∥Λ(κ)Λ̂(wj)(‹ηi)∥∥∥
2
=
∥∥∥Λ̂(κ ⋆ wj)‹ηi∥∥∥
2
.(7.16)
On the other hand, from (5.12) and (7.15) one has
supp(κ ⋆ wj) ⊂ ρ(κ)∗
Ä
supp(wj)
ä
⊂ ρ(κ)∗(Ej), ∀κ ∈ K.
In particular, for τ jl it follows from (7.14) that
supp(τ jl ⋆ wj)
⋂
supp(τ jℓ ⋆ wj) = ∅, if ℓ 6= l,(7.17)
which means for any θ, ϑ ∈ L2(K ⋉ρ V ), if ℓ 6= l then¨
Λ̂(τ jl ⋆ wj)θ, Λ̂(τ
j
ℓ ⋆ wj)ϑ
∂
2
(1)
=
¨
Λ̂
Ä
τ jl ⋆ wj · τ jℓ ⋆ wj
ä
θ, ϑ
∂
2
= 0.(7.18)
Here (1) follows from (5.5) and (5.6). Set
yj =
∑
l
τ jl ⋆ wj , for any 1 ≤ j ≤ ℓ1,
then (7.15) and (7.17) imply that ‖yj‖∞ ≤ ‖F
1
2
s ‖∞ ≤ 1, for any 1 ≤ j ≤ ℓ1.
Then it follows from (5.4) that
‖Λ̂(yj)‖ ≤ 1, for any 1 ≤ j ≤ ℓ1.(7.19)
Therefore, (7.16) and (7.18) mean that
Λ̂(yj)(‹ηi) =∑
l
Λ̂(τ jl ⋆ wj)(‹ηi)
is an orthogonal decomposition of Λ̂(yj)(‹ηi) into vectors of equal length;
combined with (7.19) it follows that
∥∥∥Λ̂(wj)(‹ηi)∥∥∥2
2
=
∥∥∥Λ̂(yj)(‹ηi)∥∥∥2
2
♯{τ jl }
≤ ‖‹ηi‖22î
C−1
Ä
|λ1(a−1)|CC2s2
äqó(7.20)
for any 1 ≤ j ≤ ℓ1.
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(7.15) and (7.20) also imply that for any 1 ≤ i ≤ n,∥∥∥Λ̂(F 12s )‹ηi∥∥∥2
2
≤
∑
1≤j≤ℓ1
l1
∥∥∥Λ̂(wj)(‹ηi)∥∥∥2
2
≤ Cℓ21
Ä
CC2s
2
ä−q|λ1(a)|q ‖‹ηi‖22.(7.21)
Using (7.9), (7.11) and (7.21) we get¨
Λ̂(Fs)ηi, ηi
∂
2
≤
¨
Λ̂(Fs)‹ηi,‹ηi∂2
=
¨
Λ̂(F
1
2
s )‹ηi, Λ̂(F 12s )‹ηi∂2= ∥∥∥Λ̂(F 12s )‹ηi∥∥∥22
≤ Cℓ21
Ä
CC2s
2
ä−q
dη′ |λ1(a)|q ‖ηi‖22.
Then one has
n∑
i=1
φΛi (e, e) =
n∑
i=1
¨
Λ̂(Fs)ηi, ηi
∂
2
≤ Cℓ21
Ä
CC2s
2
ä−q
dη′ |λ1(a)|q
Ä n∑
i=1
‖ηi‖22
ä
≤ Cℓ21(CC2s2)−qdη′ |λ1(a)|q ‖η′‖2.
∗∗∗∗∗ Upper bound of
∣∣∣φ
Π̂(fs)η,Π̂(fs)ξ
(k1aωk2)
∣∣∣. In ∗∗ we have showed that∥∥∥∥“ΠÄ(aω)−1 ⋆h 12s ·g 12s äη′∥∥∥∥2 is the limit of sums of projected matrix coefficients∑n
i=1 φ
Λ
i (e, e), then we finally get∥∥∥∥“ΠÄ(aω)−1 ⋆ h 12s · g 12s äη∥∥∥∥≤ Cℓ1(CC2s2)− q2d 12η′‖η′‖ ∣∣∣λ1(a)∣∣∣ q2 .(7.22)
On the other hand, for the projected matrix coefficient
ψΠ : (x, y)→
〈“ΠÄ(aω) ⋆ g 12s · h 12s äΠ(x)ξ′, “ΠÄ(aω) ⋆ g 12s · h 12s äΠ(y)ξ′〉
=
〈“ΠÄ(aω) ⋆ gs · hsäΠ(x)ξ′, Π(y)ξ′〉
and its approximation, uniformly on compacta, by sums of projected matrix
coefficients
ψΛi : (x, y)→
〈
Λ̂
Ä
(aω) ⋆ gs · hs
ä
Λ(x)ξi, Λ(y)ξi
〉
2
,
satisfying the condition that
∑n
i=1‖ξi‖22 ≤ ‖ξ′‖2, since ξ′ ia also K-finite,
analogous results in ∗∗ and ∗∗∗ are true for ψΠ, ψΛi , ξi and ‹ξi, where ξi and‹ξi are defined in a way analogous to how ηi and ‹ηi are defined respectively.
Let Hs = (aω) ⋆ g
1
2
s · h
1
2
s . Then arguments in ∗∗∗∗ show that
supp
Ä
H
1
2
s
ä
⊂ Cone2
Ä
CC2s|̺1(a)|, s−1
ä
if |a| is large enough;
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and Corollary 6.2 gives an open cover of Cone2
Ä
CC2s|̺1(a)|, s−1
ä
:
Cone2
Ä
CC2s|̺1(a)|, s−1
ä
⊂
⋃
1≤j≤ℓ2
Uj
such that for each Uj, there are at least
î
C−1
Ä
|̺1(a)|CC2s2
äqó
different
elements υjl in K such that
ρ∗(υjl )Uj
⋂
ρ∗(υjℓ )Uj = ∅, if ℓ 6= l.
Hence we see that analogous results in ∗∗∗∗ are true for
¨
Λ̂(Hs)ξi, ξi
∂
2
and¨
Λ̂(Hs)‹ξi,‹ξi∂2. Then it follows that
n∑
i=1
ψΛi (e, e) =
n∑
i=1
¨
Λ̂(Hs)ξi, ξi
∂
2
≤ Cℓ22(CC2s2)−qdξ′ |̺1(a−1)|q ‖ξ′‖2
for any n as well. Since ψΠ(e, e) =
∥∥∥∥“ΠÄ(aω) ⋆ g 12s · h 12s äξ∥∥∥∥2 is approximated
by
∑n
i=1 ψ
Λ
i (e, e), then we finally get∥∥∥∥“ΠÄ(aω) ⋆ g 12s · h 12s äξ′∥∥∥∥≤ Cℓ2(CC2s2)− q2 d 12ξ′‖ξ′‖ ∣∣∣̺1(a−1)∣∣∣ q2 .(7.23)
It follows from (7.6), (7.22) and (7.23) that∣∣∣∣φΠ̂(fs)η,Π̂(fs)ξ(k1aωk2)
∣∣∣∣≤ Cℓ1ℓ2(CC2s2)−qd 12η′d 12ξ′‖ξ′‖ ‖η′‖ ∣∣∣λ1(a)̺1(a−1)∣∣∣ q2 .
From (7.5) we see that dξ′ = dξ, dη′ = dη and ‖ξ′‖ = ‖ξ‖, ‖η′‖ = ‖η‖; and
use λ1 = −̺, ̺1 = −λ, then∣∣∣∣φΠ̂(fs)η,Π̂(fs)ξ(k1aωk2)
∣∣∣∣≤ Cℓ1ℓ2(CC2s2)−qd 12η d 12ξ ‖ξ‖ ‖η‖ ∣∣∣λ(a)̺(a−1)∣∣∣ q2 .
Hence we finished the proof. 
In (7.1), the upper bounds of the matrix coefficients depend on the choice
of K-finite vectors. Our next task is to show the uniformness of the upper
bounds.
7.2. Uniform bound for K-finite matrix coefficients.
Corollary 7.3. We assume notations in Proposition 7.1. Then Π is
Ä
K, Ξ
1
m
G
ä
bounded on G where m ≥ p(G,V,Φ1)2 .
Proof. We assume notations in the proof of Proposition 7.1. At first, we will
show the following: there exists p > 0 such that Π is strongly Lp+ǫ. Let
∆ denote the set of simple roots of G. Then the modular function can be
written as δB(a) =
∏
ω∈∆|ω(a)|mω (see (4.1)) for any a ∈ D0. Proposition
7.1 and Lemma 4.3 show that getting an upper bound for p such that φη,ξ ∈
Lq(G) on a dense set of vectors ξ and η in H for any q > p boils down to
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a matter of comparing the coefficients of each simple root in (λ̺−1)−
q
2 with
those in the modular function δB . That is, set Λ(Φ1) = − q2(λ− ̺), then
p ≥ p(G,V,Φ1) = max1≤j≤n
®
the coefficient of ωj in δB
the coefficient of ωj in Λ(Φ1)
´
(7.24)
where {ω1, · · · , ωn} is the set of simple roots of G. From 5 of Section 6.1 we
see that p(G,V,Φ1) <∞, which means the existence of such p.
By Theorem 4.4, we have a passage from a uniform Lp-bound to a uniform
pointwise bound, that is, let m be any integer such that 2m ≥ p(G,V,Φ1). 
Now we are ready to prove our main result.
7.3. Proof of Theorem 1.4. For ρ irreducible Theorem 1.4 follows directly
from Corollary 7.3. Next, we consider general cases, i.e. ρ is not irreducible.
Since char k = 0, then by full reducibility of semisimple groups there is a
natural decomposition of V under representation ρ: V = ⊕Ni=1Vi such that
for each i, Vi is an irreducible representation of G. Denote the sets of weights
on each Vi by Φi and denote by λi and ̺i the highest and lowest weight of ρ
respectively for each Φi, compatible with ordering of the root system of G.
As showed in the proof of Proposition 7.1, ρ∗ is also irreducible and excellent
on each Vi, 1 ≤ i ≤ N ; and the highest weight λ′i and lowest weight ̺′i of ρ∗
on each Vi are equal to −̺i and −λi respectively by a good choice of basis
of Vi.
Now suppose Π is irreducible. Denote by H be the attached Hilbert space.
For each 1 ≤ i ≤ N , let Hi = {ν ∈ H : ν is fixed by Vi}. For any v ∈ Vi and
any s ∈ G⋉ρ V , note that s−1vs ∈ Vi, then
Π(v)(Π(s)ν) = Π(s)Π(s−1vs)ν = Π(s)ν, ∀ν ∈ Hi,(7.25)
which implies that Hi is G⋉ρ V -invariant. Hence Hi = 0 or Hi = H. Since
there is no non-trivial V -fixed vectors, there exists a nonempty subset E of
{1, · · · , N} such that Hi = 0 if i ∈ E. For any i ∈ E, Π can be viewed as
a representation of G ⋉ρ Vi on H without non-trivial Vi-fixed vectors. Let
m be any integer such that m ≥ p(G,V,Φ)2 (see Definition 1.2). Also, 5 of
Section 6.1 implies that such m exists. Then by conclusions for the case of
ρ irreducible, Π is
Ä
K, Ξ
1
m
G
ä
bounded on G.
For Π not irreducible, Π is decomposed into a direct integral
∫
X Πxdµ(x)
of irreducible unitary representations of G ⋉ρ V for some measure space
(X,µ) (we refer to [40, Chapter 2.3] or [30] for more detailed account for
the direct integral theory). If Π has no non-trivial V -fixed vectors then for
almost all x ∈ X, Πx has no non-trivial V -fixed vectors. Then by conclusions
for the case of Π irreducible, we see that for almost all x ∈ X Πx is
Ä
K, Ξ
1
m
G
ä
bounded on G. Since G⋉ρ V is known to be of Type I (see [4] and [38]), we
may assume that Πx is weakly contained in Π (up to equivalence) for each
x ∈ X. Hence Proposition 4.6 implies that Π is
Ä
K, Ξ
1
m
G
ä
bounded on G.
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7.4. Results for G if each almost k-simple factor has Kazhdan’s
property (T ). In this section we will show that if each almost k-simple
factor of G has Kazhdan’s property (T ), then property (T ) implies uniform
upper bounds for K-finite matrix coefficients of G⋉ρ V on G.
The following lemma is an immediate consequence of Theorem 1.4. But
we prefer a proof independent of Theorem 1.4 since the lemma implies that
some property of G itself gives upper bounds of K-finite matrix coefficients
on G.
Lemma 7.4. Suppose ρ is excellent. Then for any unitary representation
π of G⋉ρ V without non-trivial V -fixed vectors, there are no non-trivial Gi-
fixed vectors either for each i, where Gi are non-compact almost k-simple
factors of G.
Proof. Through this identification of “V with V in Section 5.4, the action
of G on “V is equivalent to the action ρ∗ of G in V (see (5.11)). Since ρ is
normal, the actions ρ∗ of G in V are algebraic and hence the G-orbits on V
are locally closed (see [40]). Since ρ is excellent, ρ∗ is also excellent. Hence
the stabilizer in Gi of any non-zero element in “V is the k-rational points
of a proper closed (in the Hausdorff topology) k-algebraic group of G˜i for
k non-archimedean or isomorphic to C; or a proper closed subgroup of Gi
with finitely many connected components for k isomorphic to R.
Now we consider the restriction of π on Gi ⋉ρ V . Assume that π is
irreducible on Gi ⋉ρ V . Applying Mackey’s theory, we conclude that π is
induced from an irreducible unitary representation πσ of the stabilizer in
Gi ⋉ρ V of an element, say χ, of “V and if χ is trivial, then π |V contains
the trivial representation (see [27] and [40, Theorem 7.3.1]). It then follows
from the assumption that χ must be non-trivial. Then π |Gi is induced
from πσ |Sχ , where Sχ is the stabilizer of χ in Gi. If π |Gi contains the
trivial representation, then the space Gi/Sχ has a finite invariant regular
Borel measure [2, Theorem E.3.1]. Hence by Borel density theorem, Sχ is
Zariski dense in G˜i for k non-archimedean or isomorphic to C [36]; or Sχ is
a lattice in Gi for k isomorphic to R [40, Theorem 3.2.5]. It then follows
from the assumption about Sχ that π |Gi has no non-zero invariant vector.
In general, in the direct integral decomposition π =
∫
X πxdµ(x) where πx
is irreducible, for almost all x ∈ X, πx |V has no non-zero invariant vector.
Hence πx |Gi has no non-zero invariant vector for almost all x ∈ X, by
the above argument, which means that π |Gi has no non-zero invariant
vector. 
If Gi has Kazhdan’s property (T ), Lemma 7.4 shows that π |Gi has spec-
tral gap, that is π |Gi is outside a fixed neighborhood of the trivial repre-
sentation of Gi. If each Gi has Kazhdan’s property (T ), using the argument
from [8, §3.1], one can show that π is strongly Lp(G′s) for some p where G′s
is the almost direct product of all Gi. Since G
′
s has finite index in Gs (see
[30, Ch I, Proposition 2.3.4]) and Gc is compact, π is also strongly L
p(G).
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By Theorem 4.4, we have a passage from a uniform Lp-bound to a uniform
pointwise bound. Then we have the following:
Proposition 7.5. Suppose each non-compact almost k-simple factor Gi of
G has Kazhdan’s property (T ) and ρ is excellent. Then any unitary rep-
resentation π of G ⋉ρ V without non-trivial V -fixed vectors is
Ä
K, Ξ
1/m
G
ä
bounded on G. Here m is the integer such that 2m ≥ p(G0) (see Section 8).
Remark 7.6. For G semisimple, a strategy of Howe (see [18, Proposition
6.3]) shows that the upper bounds of matrix coefficients on each almost k-
simple factor of G provide a uniform upper bound of matrix coefficients on
G. Hence one can without loss of generality assume that G is almost k-
simple. The exact number p(G0) is obtained for classical simple Lie groups
by combining the known cases of a classification of the unitary dual by
Vogan and Barbasch, and the results of Li (see [26] for references). The
precise values of p(G0) are not known in general but upper bounds have
been given in many cases (see [16], [18] and [26]). If rankk(G) ≥ 2 we
remark that even in the case when the number p(G0) is precisely known,
higher rank trick (or Howe’s trick) provides a much sharper pointwise bound
in general (see [16, Theorem 5.7]).
8. improvement of uniform pointwise bound for matrix
coefficients
As before, let K be a good maximal compact subgroup of G and let Gi be
the non-compact almost k-simple factors of G. Denote by ⁄ (G⋉ρ V )0 (resp.”G0) the set of equivalence classes of irreducible unitary representations of
G ⋉ρ V (resp. G) without V -fixed vectors (resp. without Gi-fixed vectors
for each i). We denote by p
Ä
(G ⋉ρ V )0
ä
(resp. p(G0)) the smallest real
number such that for any non-trivial π ∈ ⁄ (G⋉ρ V )0 (resp. π ∈ ”G0), π
is strongly Lq on G for any q > p
Ä
(G ⋉ρ V )0
ä
(resp. q > p(G0)). Note
that for π ∈ ⁄ (G⋉ρ V )0, even though π is irreducible on G ⋉ρ V , it is not
necessarily irreducible on G in general. From Lemma 4.7 and 7.4 we see that
p
Ä
(G⋉ρ V )0
ä
≤ 2m where m is the smallest integer such that m ≥ 12 · p(G0).
Cowling showed that p(G0) < ∞ if and only if each Gi has Kazhdan’s
property (T ) [8]. Indeed, the explicit determination of p(G0) may be viewed
as a quantitative version of Kazhdan’s property (T ). The method used in
proving Theorem 1.4 yields an upper bound of p
Ä
(G ⋉ρ V )0
ä
even though
p(G0) =∞.
In this section we will show how to make an improvement of the estimates
of p
Ä
(G⋉ρV )0
ä
obtained from Theorem 1.4 for different examples. From the
proofs in Section 7 we see that the bounds are determined in the following
way (without loss of much generality we assume that ρ is irreducible):
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(1) we consider the deformations of the set Xs (see (7.2)) under ρ
∗(a)
and ρ∗(a−1) actions where a ∈ D+, which are measured by f1(a) or
f2(a) (see (7.12)) respectively where 0 < f1, f2 < 1 are functions on
D+;
(2) for c0 = f1(a) or f2(a), choose an open cover of the set Wc0 : Wc0 ⊂⋃
iWc0(i) (see 9 of Section 6.1); and find as many as possible τ ij ∈ K
such that the ρ∗(τ ij)-orbits ofWc0(i) are pairwise disjoint. The num-
ber of these τ ij , say c
γ
0 with γ < 0, measures the matrix coefficients
decay of a dense set of K-finite vectors (see (7.20));
(3) comparing the increasing rate of each simple root in (f1f2)
−γ/2
with those in the modular function δB gives an upper bound p of
p
Ä
(G ⋉ρ V )0
ä
(see (7.24)); and then any unitary representation of
G ⋉ρ V without non-trivial V -fixed vectors is
Ä
K, Ξ
1/m
G
ä
bounded
on G where m is an integer such that 2m ≥ p (see Section 7.3).
Remark 8.1. It is clear that the above arguments apply to the case of a
local field k with char k 6= 0.
Next, we will show how to increase the number of disjoint ρ(K) orbits (it is
not difficult to see ρ(K) and ρ∗(K) have the same number of disjoint orbits)
for some examples, which results better estimates for p
Ä
(G⋉ρ V )0
ä
.
For a subset V ′ ⊂ V , V ′ is said to have c-disjoint property if there is an
open cover of V ′: V ′ ⊂ ⋃li=1 V ′i (l is not dependent on c) such that for each
V ′i there are at least C−1c−1 elements in τj ∈ K such that the ρ(τj)-orbits
of V ′i are pairwise disjoint.
Example 1. Let ρ be the standard representation of G = SL(3, L) on L3
where L denotes a local field k or H. For L = H, it is a R-rank 2 group.
We can realize D as D = {a = diag(a1, a2, a3) : ai ∈ k∗} and the simple
roots are αi(a) = aia
−1
i+1, i = 1, 2; the weights are wi(a) = ai, 1 ≤ i ≤ 3 and
λ = w1 =
1
3(2α1 + α2) and ̺ = w3 = −13(α1 + 2α2). By Theorem 1.4,
(1) for L = C, γ = −13α1 and −γ2 (λ− ̺) = 16(α1 + α2). Using δB(a) =
|α1(a)α2(a)|4 we have p
Ä
(G⋉ρ V )0
ä
≤ 24;
(2) for L = H, γ = −(13)2α1 and −γ2 (λ − ̺) = 118(α1 + α2). Using
δB(a) = |α1(a)α2(a)|8 we have p
Ä
(G⋉ρ V )0
ä
≤ 144;
(3) for L = R or non-archimedean, γ = −13α1 and −γ2 (λ− ̺) = 16(α1 +
α2). Using δB(a) = |α1(a)α2(a)|2 we have p
Ä
(G ⋉ρ V )0
ä
≤ 12.
Improvement: let K be SO(3), SU(3), Sp(3) or SL3(O) for L = R, C,
H or non-archimedean correspondingly. Here O is the ring of integers of k.
Set
Wc0 =
¶
v = (v1, v2, v3) ∈ L3 : |v1| ≤ c0 and 3
4
≤ |v| ≤ 5
4
©
.
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Then Wc0 ⊂
⋃3
i=2W ic0 , where
W ic0 =
¶
v ∈ L3 : |v1| < 3
2
c0,
1
2
< |v| < 3
2
and |vi| > 1
4
©
.
Ar first, we consider the case of L archimedean or isomorphic to H. For
W2c0 consider h(a, z) =
Ñ
a z 0
−z¯ a 0
0 0 1
é
∈ K, where a ∈ R, z ∈ L with
a2 + |z|2 = 1. For any a1, a2 ∈ R and z1, z2 ∈ L we have
h(a1, z1)
−1h(a2, z2) =
Ñ
a1a2 + z1z2 a1z2 − a2z1 0
−a1z2 + a2z1 a1a2 + z1z2 0
0 0 1
é
.(8.1)
Let A = {(a, z) ∈ R×L : 14 ≤ a, |z| ≤
√
15
4 and a
2 + |z|2 = 1}. Next, we will
show:
(*) if (a1, z1), (a2, z2) ∈ A satisfying |z1 − z2| ≥ 152 · 64 · 8c0, then
|a1z2 − a2z1
∣∣∣ ≥ 16c0.
If
∣∣∣|z1| − |z2|∣∣∣ ≥ 256c0, let f(x) = x(1 − x2)−1/2, then there exists some z0
between |z1| and |z2| such that
f(|z1|)− f(|z2|) = f ′(z0)(|z1| − |z2|) = (|z1| − |z2|)(1 − z20)−3/2,
the it follows that
|a1z2 − a2z1| ≥ a1a2
∣∣∣|z1a−11 | − |z2a−12 |∣∣∣
= a1a2
∣∣∣f(|z1|)− f(|z2|)∣∣∣
= a1a2
∣∣∣|z1| − |z2|∣∣∣ · (1− z20)−3/2
≥ 1
4
· 1
4
· (16
15
)3/2
∣∣∣|z1| − |z2|∣∣∣
≥ 1
4
· 1
4
· 256c0 = 16c0.
If
∣∣∣|z1| − |z2|∣∣∣ < 256c0, let g(x) = (1 − x2)−1/2 then there exists some u
between |z1| and |z2| such that∣∣∣g(|z1|)− g(|z2|)∣∣∣ = ∣∣∣g′(u)(|z1| − |z2|)∣∣∣
=
Ä∣∣∣|z1| − |z2|∣∣∣ · uä(1− u2)−3/2
≤ (16
√
15)256c0.
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By the above discussion we get:
|a1z2 − a2z1| = a1a2
∣∣∣z1a−11 − z2a−12 ∣∣∣
= a1a2
∣∣∣(z1 − z2)a−11 + z2(a−11 − a−12 )∣∣∣
≥ a2|z1 − z2| − a1a2|z2| ·
∣∣∣g(|z1|)− g(|z2|)∣∣∣
≥ 1
4
|z1 − z2| − 15
16
·
√
15
4
· (16
√
15)256c0
≥ 1
4
· 152 · 64 · 8c0 − 152 · 64c0 > 16c0.
Hence we proved (*).
For any (a1, z1), (a2, z2) ∈ A satisfying the condition in (*), and any
v ∈ W2c0 using (8.1) and (*), we have∣∣∣π1Äh(a1, z1)−1h(a2, z2)vä∣∣∣ = ∣∣∣(a1z2 − a2z1)v2 + (a1a2 + z1z2)v1∣∣∣
≥
∣∣∣(a1z2 − a2z1)v2∣∣∣−∣∣∣(a1a2 + z1z2)v1∣∣∣
(1)
>
1
4
· 16c0 − 3
2
c0 =
5
2
c0
where π1 projects v = (v1, v2, v3) ∈ L3 to v1. (1) follows from Cauchy-
Schwarz inequality
∣∣∣a1a2 + z1z2∣∣∣2≤ (a21 + |z1|2) · (a22 + |z2|2) = 1. Then we
deduce that
h(a1, z1)(W2c0)
⋂
h(a2, z2)(W2c0) = ∅.(8.2)
Let
zm =
1
4
+ 152 · 64 · 8mc0 and am = (
»
1− |zm|2, zm)
for L = R; or let
zm,n =
1
4
√
2
+ 152 · 64 · 8mc0 +
( 1
4
√
2
+ 152 · 64 · 8nc0
)
i and
am,n = (
»
1− |zm,n|2, zm,n)
for L = C; or let
zm,n,ℓ,r =
1
8
+ 152 · 64 · 8mc0 +
(1
8
+ 152 · 64 · 8nc0
)
i
+
(1
8
+ 152 · 64 · 8ℓc0
)
j +
(1
8
+ 152 · 64 · 8rc0
)
k and
am,n,ℓ,r = (
»
1− |zm,n|2, zm,n,ℓ,r)
for L = H, wherem, n, ℓ, r are integers satisfying 0 ≤ m,n, ℓ, r ≤
î √
15−1
8·152·64·8c0
ó
.
It is clear that am ∈ A (resp. am,n ∈ A or am,n,ℓ,r ∈ A) and the number
of such am (resp. am,n or am,n,ℓ,r) is
î √
15−1
8·152·16·8c0
ó
+1 (resp. (
î √
15−1
8·152·16·8c0
ó
+1)2
or (
î √
15−1
8·152·16·8c0
ó
+1)4) for L = R (resp. L = C or L = H). Furthermore, for
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any m 6= m1 (resp. (m,n) 6= (m1, n1) or (m,n, ℓ, r) 6= (m1, n1, ℓ1, r1)) h(am)
and h(am1) (resp. h(am,n) and h(am1,n1) or h(am,n,ℓ,r) and h(am1,n1,ℓ1,r1))
satisfy the condition (8.2).
Hence W2c0 has c0 (resp. c20 or c40)-disjoint property for L = R (resp.
L = C or L = H). For W3c0 , we consider h(a, z) =
Ñ
a 0 z
0 1 0
−z¯ 0 a
é
∈ K,
where a ∈ R, z ∈ L with a2 + |z|2 = 1. An argument analogous to the case
of W2c0 shows that W3c0 also has c0 (resp. c20 or c40)-disjoint property, which
implies that Wc0 has c0 (resp. c20 or c40)-disjoint property for L = R (resp.
L = C or L = H).
Now we consider the case of L non-archimedean. For W2c0 , we consider
h(z) =
Ñ
1 z 0
0 1 0
0 0 1
é
∈ K, where a ∈ O. If |z1 − z2| ≥ 12c0 then
∣∣∣π1Äh(z1)−1h(z2)vä∣∣∣ = ∣∣∣v1 + (z2 − z1)v2∣∣∣= ∣∣∣(z2 − z1)v2∣∣∣≥ 2c0.
Using the analogous construction to the one in proof of Lemma 6.4 for non-
archimedean case, we see that W2c0 has c0-disjoint property. For W2c0 , we
consider h(z) =
Ñ
1 0 z
0 1 0
0 0 1
é
∈ K instead. It is clear that W3c0 also has
c0-disjoint property, which implies that Wc0 has c0-disjoint property for L
non-archimedean. Hence,
• for G = SL(3, L) where L = R or non-archimedean, γ = −1 and
−γ2 (λ− ̺) = 12 (α1 + α2). Then p
Ä
(G⋉ρ V )0
ä
≤ 4;
• for G = SL(3,C) γ = −2 and −γ2 (λ− ̺) = α1 + α2. Then p
Ä
(G⋉ρ
V )0
ä
≤ 4;
• for G = SL(3,H) γ = −4 and −γ2 (λ − ̺) = 2(α1 + α2). Then
p
Ä
(G⋉ρ V )0
ä
≤ 4.
Example 2. Let ρ be the adjoint representation of G = SL(2, k) and let
h =
Ç
1 0
0 −1
å
, U =
Ç
0 1
0 0
å
and V =
Ç
0 0
1 0
å
in the Lie algebra
sl(2, k). We can realize D as D = {a = diag(a1, a−11 ) : a1 ∈ k∗} and simple
root is α1(a) = a
2
1; the weights are λ(a) = α1 and ̺ = −α1. By Theorem
1.4, γ = −13 and −γ2 (λ − ̺) = 13α1. Using δB(a) = |α1(a)| for k 6= C
and δB(a) = |α1(a)|2 for k = C, we have p
Ä
(G ⋉ρ V )0
ä
≤ 3 for k 6= C and
p
Ä
(G⋉ρ V )0
ä
≤ 6 for k = C.
Improvement: set
Wc0 = {(vU , vh, vV ) : |vU | ≤ c0 and
3
4
≤ |v| ≤ 5
4
}.
46 UNIFORM POINTWISE BOUNDS
We have a decomposition of Wc0 : Wc0 =
⋃2
i=1W ic0 where
W1c0 = {v ∈ sl(2, k) : |vU | <
4
3
c0,
1
2
< |v| < 3
2
and
4
3
|vh| > |vV |} and
W2c0 = {v ∈ sl(2, k) : |vU | <
4
3
c0,
1
2
< |v| < 3
2
and |vh| < |vV |}.
Let X = {θ ∈ R : 0 ≤ θ ≤ π4 }. For k archimedean consider z(θ) =Ç
cos θ − sin θ
sin θ cos θ
å
∈ K with θ ∈ X. For any θ1, θ2 ∈ R z(θ1)−1z(θ2) =
z(θ2 − θ1). We also have
πU
Ä
Adz(θ)(vU + vh + vV )
ä
= cos2 θ · vU + sin 2θ · vh − sin2 θ · vV .(8.3)
For any v ∈ W1c0 and θ1, θ2 ∈ X using (8.3) we have
|πU (Adz(θ1)−1z(θ2) · v)|
≥ |sin(2θ2 − 2θ1)vh − sin2(θ2 − θ1)vV | − |vU |
(1)
≥ 1
2
· 3
5
δ|θ2 − θ1| − 2|θ2 − θ1|2 − c0.(8.4)
(1) holds since there exists δ > 0 such that δ|θ| ≤ |sin θ| ≤ |θ| for any
−π4 ≤ θ ≤ π4 . Hence W1c0 has c0-disjoint property (see Case (2) and (6.22)
in the proof of Lemma 6.4).
We have a decomposition of W2c0 : W2c0 = A1
⋃
A2 where
A1 = {v ∈ W2c0 : Re
( vh
vV
)
> −c0} and A2 = {v ∈ W2c0 : Re
( vh
vV
)
< 0}.
For any v ∈ A1 and θ1, θ2 ∈ X with θ1 < θ2, using (8.3) we have:
∣∣∣πU (Adz(θ2)−1z(θ1) · v)∣∣∣
≥ |vV | ·
∣∣∣sin(2θ1 − 2θ2) · vh
vV
− sin2(θ1 − θ2)
∣∣∣−|vU |
≥ |vV | ·
∣∣∣sin(2θ2 − 2θ1)Re( vh
vV
)
+sin2(θ1 − θ2)
∣∣∣−|vU |
≥ 1
4
Ä
sin2(θ2 − θ1)− c0
ä
−4
3
c0
≥ 1
4
δ2|θ2 − θ1|2 − 5
3
c0,(8.5)
which implies that A1 has c
1/2
0 disjoint property. Similar arguments hold for
A2, therefore A2 also has c
1/2
0 disjoint property. Hence Wc0 has c1/20 disjoint
property.
For k non-archimedean and g =
Ç
1 b
0 1
å
∈ K with b ∈ O, we have
πU (Adg(vU + vh + vV )) = −2bvh − b2vV + vU .(8.6)
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For any v ∈ W1c0 we have
|πU (Adg(v))| ≥ |2bvh + b2vV | − |vU | ≥ |2|
2
· 3
4
|b| − 2b2 − 4
3
c0.
Similar to (8.4),W1c0 has c0-disjoint property. We just need to considerW2c0 .
Using (8.6), similar to (8.5) we see that for any v ∈ W2c0
|πU (Adg(v))| ≥ 1
2
|2bvhv−1V + b2| −
4
3
c0.(8.7)
For any 0 < c0 < 1 there exist |q|2 < η0 ≤ 1 and z0 ∈ N such that c0 = |q|z0η0
and z0 is even. Suppose i0, i1 ∈ Z such that |2| = |q|i0 and |q|i1 > 3. We
consider the decomposition of W2c0 : W2c0 =
⋃z0+1
i=0 Ai where
Az0+1 = {v ∈ W2c0 : |vhv−1V | < 2|q|z0+1} and
Ai = {v ∈ W2c0 : |q|i+1 < |vhv−1V | < |q|i−1}, 0 ≤ i ≤ z0.
For any v ∈ Az0+1, it follows from (8.7) that
|πU (Adg(v))| ≥ 1
2
|2bvhv−1V + b2| −
4
3
c0 ≥ 1
2
b2 − Cc0,
which implies that Az0+1 has c
1/2
0 disjoint property.
For any 0 ≤ i ≤ z0 and any v ∈ Ai,
|2bvhv−1V + b2| =
{ |b|2, |b| > |2| · |q|i−1
|2bvhv−1V |, |2| · |q|i+1 > |b|.
For Ai with i ≥ z02 , if
|b| ≥ |q| z02 −|i0|−1+i1 ≥ |q|−|i0|−1+i1 · c1/20 ,
then |b| > |2| · |q|i−1, and thus by (8.7) we have
|πU (Adg(v))| ≥ 1
2
|b2| − 4
3
c0 > 3|q|z0 − 4
3
c0 > 3c0 − 4
3
c0 =
5
3
c0.
Then we see that Ai has c
1/2
0 disjoint property if i ≥ z02 .
Now suppose 0 ≤ i < z02 . If |b| > |q|i−|i0|−1+i1 then |b| > |2| · |q|i−1, hence
we have
|πU (Adg(v))| ≥ 1
2
|b2| − 4
3
c0 > 3|q|z0 − 4
3
c0 > 3c0 − 4
3
c0 =
5
3
c0;
also if |q|z0−i−|i0|+i1−1 < |b| < |2| · |q|i+1 = |q|i+i0+1, then
|πU (Adg(v))| ≥ 1
2
|2b| · |q|i+1 − 4
3
c0 ≥ 3|q|z0 − 4
3
c0 ≥ 5
3
c0.
Then we see that for 0 ≤ i < z02 , if
|q|z0−i−|i0|+i1−1 < |b| < |q|i+i0+1 or |q|i−|i0|−1+i1 < |b| ≤ |q|σ
48 UNIFORM POINTWISE BOUNDS
then |πU (Adg(v))| > 43c0. Furthermore, since
|q|z0−i−|i0|+i1−1 < |q|z0− z02 −|i0|+i1−1 = |q|−|i0|+i1−1η−1/20 c1/20
≤ |q|−|i0|+i1−2 · c1/20 ,
it follows that |πU (Adg(v))| > 43c0, if
|q|−|i0|+i1−2 · c1/20 ≤ |b| < |q|i+i0+1 or |q|i−|i0|−1+i1 < |b| ≤ |q|σ.
Hence Ai also has c
1/2
0 disjoint property if 0 ≤ i < z02 . Note that
∑z0+1
i=0 c
1/2
0 ≤
c
1/2
0 (log|q| c0), then W2c0 has c
1/2
0 (log|q| c0) disjoint property. So,
• for k archimedean, γ = −12 and −γ2 (λ − ̺) = 12α1. Then one has
p
Ä
(G⋉ρ V )0
ä
≤ 2 for k = R and p
Ä
(G⋉ρ V )0
ä
≤ 4 for k = C;
• for k non-archimedean, from proof of Proposition 7.1,Wc0 has c1/20 (log|q| c0)
disjoint property means that for any π ∈ ⁄ (G⋉ρ V )0 and for any
g = k1aωk2∣∣∣〈π(g)η, ξ〉∣∣∣ ≤ Cη,ξ|α1(a)|−1/2 · log|q|(|α1(a)|−1)
(1)
≤ c(ǫ)Cη,ξ |α1(a)|−
1
2
+ǫ,
for a dense set of vectors η, ξ of π and for any ǫ > 0. Here c(ǫ) > 0
is a constant only dependent on ǫ. (1) holds since log|q| c0 ≤ c(ǫ)c−ǫ0
if c0 is small enough. Hence p
Ä
(G⋉ρ V )0
ä
≤ 2.
Example 3. Let L = R, C, or H and let G be the group defined by the sym-
metric or Hermitian form Q on L3:
Ñ
0 1 0
1 0 0
0 0 −1
é
. Then G is SO0(1, 2)
for L = R, SU(1, 2) for L = C, or Sp(1, 2) for L = H. Then G is a real rank
one group. Let ρ be the standard representation of G on L3. We can realize
D as D = {a = diag(a1, a−11 , 1) : ai ∈ R∗} and the simple root is α1(a) = a1;
the weights are λ(a) = α1, ̺ = −α1 and 0. By Theorem 1.4,
(1) for G = SO0(1, 2), γ = −13 and −γ2 (λ − ̺) = 13α1. Using δB(a) =
|α1(a)| we have p
Ä
(G⋉ρ V )0
ä
≤ 3;
(2) for G = SU(1, 2), γ = −(13)2 and −γ2 (λ− ̺) = 19α1. Using δB(a) =
|α1(a)|4 we have p
Ä
(G⋉ρ V )0
ä
≤ 36;
(3) for G = Sp(1, 2), γ = −(13)2 and −γ2 (λ − ̺) = 19α1. Using δB(a) =
|α1(a)|10 we see that p
Ä
(G⋉ρ V )0
ä
≤ 90.
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Improvement: Let E =
Ñ
0 1 0
1 0 0
0 0 −1
é
, M =
Ñ
1 0 0
0 −1 0
0 0 −1
é
and T =Ñ −1 −12 0
−1 12 0
0 0 1
é
then we see that
Q(x, y) = x¯τ ·E · y = x¯τ · T τ ·M · T · y for any x, y ∈ L3.
Let G′ be the group defined by the standard symmetric or Hermitian form
M and let K ′ be the subgroup in G′ with the form: K ′ =
Ñ
x 0 0
0 a b
0 c d
é
where x ∈ Sp(1) and
Ç
a b
c d
å
∈ Sp(2) for L = H; and x ∈ U(1)
and
Ç
a b
c d
å
∈ U(2) with x · det
Ç
a b
c d
å
= 1 for L = C. Then
a maximal compact subgroup K in G has the form: K = T−1K ′T =Ö
1
2(x+ a)
1
4(x− a) −12b
x− a 12(x+ a) b
−c 12c d
è
. Denote by P the map from K ′ → K:
P(a) = T−1aT for any a ∈ K ′. Set
Wc0 = {v = (v1, v2, v3) ∈ L3 : |v1| ≤ c0 and
3
4
≤ |v| ≤ 5
4
}.
Then Wc0 ⊂ W1c0
⋃W2c0 , where
W1c0 = {v ∈ L3 : |v1| <
4
3
c0,
1
2
< |v| < 3
2
and |v2| > |v3|} and
W2c0 = {v ∈ L3 : |v1| <
4
3
c0,
1
2
< |v| < 3
2
and |v2| < 4
3
|v3|}.
For W2c0 consider f(a, z) =
Ñ
a+ z 0 0
0 a z
0 −z¯ a
é
∈ K ′, where a ∈ R, z ∈ L
with a2 + |z|2 = 1 and z = −z¯. Then f(a1, z1)−1f(a2, z2) has the formÑ
a1a2 + a1z2 − a2z1 − z1z2 0 0
0 a1a2 − z1z2 a1z2 − a2z1
0 a1z2 − a2z1 a1a2 − z1z2
é
,
and then P
Ä
f(a1, z1)
−1f(a2, z2)
ä
∈ K has the formÑ
z 14 (a1z2 − a2z1) −12(a1z2 − a2z1)
a1z2 − a2z1 z a1z2 − a2z1
−a1z2 + a2z1 12 (a1z2 − a2z1) a1a2 − z1z2
é
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where z = 12(2a1a2 + a1z2 − a2z1 − 2z1z2). Set X = {x ∈ L : x = −x¯} and
A = {(a, z) ∈ R×X : 1
4
≤ a, |z| ≤
√
15
4
and a2 + |z|2 = 1}.
Using (*) in Example 1, we also have:
(**) if (a1, z1), (a2, z2) ∈ A satisfying |z1 − z2| ≥ 6 · 152 · 64 · 8c0, then
|a1z2 − a2z1
∣∣∣ ≥ 6 · 16c0.
For any v ∈ W2c0 and (a1, z1), (a2, z2) ∈ A satisfying |z1−z2| ≥ 6·152 ·64·8c0,
let z = 12 (2a1a2 + a1z2 − a2z1 − 2z1z2), then∣∣∣π1ÄPÄf(a1, z1)−1f(a2, z2)ävä∣∣∣
=
∣∣∣∣zv1 + 14(a1z2 − a2z1)v2 − 12(a1z2 − a2z1)v3
∣∣∣∣
≥ 1
4
|a1z2 − a2z1| ·
∣∣∣v2 − 2v3∣∣∣− |v1|
≥ 1
4
· 2
3
|a1z2 − a2z1| · |v3| − 4
3
c0
>
1
6
· 6 · 16c0 · 1
4
− 4
3
c0 ≥ 5
3
c0
where π1 projects v = (v1, v2, v3) ∈ L3 to v1. Hence arguments similar to
Example 1 show that W2c0 has c30-disjoint property for L = H; and W2c0 has
c0-disjoint property for L = C.
Set L1 = {x ∈ L : |x| = 1}. For W1c0 consider h(a) =
Ñ
1 0 0
0 a 0
0 0 a¯
é
∈ K ′,
where a ∈ L1. For any a1, a2 ∈ L1, P
Ä
h(a1)
−1h(a2)
ä
∈ K has the formÖ
1
2 (1 + a
−1
1 a2)
1
4(1− a−11 a2) 0
1− a−11 a2 12(1 + a−11 a2) 0
0 0 a1a
−1
2
è
.
Notice that there exists δ > 0 such that for any a1, a2 ∈ L1 |1 − a−11 a2| ≥
δ|a1 − a2|.
For any v ∈ W1c0 and a1, a2 ∈ L1 satisfying |a1 − a2| ≥ 48δ−1c0, we have∣∣∣π1ÄPÄh(a1)−1h(a2)ävä∣∣∣ = ∣∣∣∣14Ä1− a−11 a2äv2 + 12Ä1 + a−11 a2äv1∣∣∣∣
≥ δ
4
|a1 − a2| · |v2| − 4
3
c0
>
δ
4
· 48δ−1c0 · 1
4
− 4
3
c0 ≥ 5
3
c0
Hence an argument analogous to one for Example 1 shows that W1c0 has
c30-disjoint property for L = H; and W1c0 has c0-disjoint property for L = C.
Then we see that Wc0 has c30-disjoint property for L = H; and Wc0 has
c0-disjoint property for L = C. So,
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• for G = SU(1, 2) γ = −1 and −γ2 (λ−̺) = α1. Then p
Ä
(G⋉ρ V )0
ä
≤
4.
• for G = Sp(1, 2), γ = −3 and −γ2 (λ−̺) = 3α1. Then p
Ä
(G⋉ρV )0
ä
≤
10
3 .
For G = SO0(1, 2), it is isomorphic to the projective group PSL(2,R) and
ρ is isomorphic to the adjoint representation of PSL(2,R) on g = sl(2,R).
From the relation
SL(2,R)
j1−→ PSL(2,R) ρ−→ sl(2,R),
where j1 is the natural projection. We see that ρ ◦ j1 is isomorphic to the
adjoint representation of SL(2,R). It is clear that arguments in Example 2
also hold for SO0(1, 2), which implies that
• for G = SO0(1, 2), p
Ä
(G⋉ρ V )0
ä
≤ 2.
Example 4. Let L = R, C, or H and let Gn, n ≥ 2 be the real Lie group de-
fined by the symmetric or Hermitian form formQ on Ln+1:
Ñ
0 1 0
1 0 0
0 0 −In−1
é
where In−1 denotes the (n − 1) × (n − 1)-identity matrix. Then Gn is
SO0(1, n) for L = R, SU(1, n) for L = C, or Sp(1, n) for L = H. Let ρ
be the standard representation of G on Ln+1. We can realize D as D =
{a = diag(a1, a−11 , 1, · · · , 1) : ai ∈ R∗} and the simple root is α1(a) = a1;
the weights are λ(a) = α1, ̺ = −α1 and 0. By Theorem 1.4,
(1) for G = SO0(1, n), γ = −13 and −γ2 (λ − ̺) = 13α1. Using δB(a) =
|α1(a)|n−1 we have p
Ä
(G⋉ρ V )0
ä
≤ 3(n− 1) ;
(2) for G = SU(1, n), γ = −(13)2 and −γ2 (λ− ̺) = 19α1. Using δB(a) =
|α1(a)|2n we have p
Ä
(G⋉ρ V )0
ä
≤ 18n;
(3) for G = Sp(1, n), γ = −(13)2 and −γ2 (λ − ̺) = 19α1. Using δB(a) =
|α1(a)|4n+2 we see that p
Ä
(G⋉ρ V )0
ä
≤ 9(2 + 4n).
Improvement: Let Pi1,i2,i3 : G2 →֒ Gn, 1 ≤ i1, i2, i3 ≤ n be the natural
embedding which maps A = (ai,j) ∈ G2 to (bi,j) ∈ G where bij ,il = aj,l and
the other diagonal elements are 1 and off-diagonal elements are 0. Set
Wc0 = {v = (v1, · · · , vn+1) ∈ Ln+1 : |v1| ≤ c0 and 3/4 ≤ |v| ≤ 5/4}.
Then Wc0 ⊂
⋃n+1
i=2 W ic0 , where
W ic0 = {v ∈ Ln+1 : |v1| <
4
3
c0,
1
2
< |v| < 3
2
and |vi| > 1
4
√
n
}.
For i = 2, 3, consider the embedding P1,2,3; or consider embedding P1,2,i for
4 ≤ i ≤ n+1. Since for any v = (v1, · · · , vn+1) ∈ Ln+1, πj
Ä
Pi(g ·v)
ä
= vj for
any g ∈ A, any j 6= 1, 2, i, where πj denotes the j-th coordinate projection,
an argument analogous to the one in Example 3 shows that
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• for G = SO0(1, n), eachW ic0 has c
1/2
0 -disjoint property, then γ = −12
and −γ2 (λ− ̺) = 12α1. Then p
Ä
(G ⋉ρ V )0
ä
≤ 2(n− 1).
• for G = SU(1, n), each W ic0 has c0-disjoint property, then γ = −1
and −γ2 (λ− ̺) = α1. Then p
Ä
(G⋉ρ V )0
ä
≤ 2n.
• for G = Sp(1, n), γ = −3 and −γ2 (λ−̺) = 3α1. Then p
Ä
(G⋉ρV )0
ä
≤
2+4n
3 .
Recall notations in Section 2.2. We shall make use of a general strategy of
Howe [18] in the following example. LetH be an almost k-algebraic subgroup
of G, such that B(H) = B
⋂
H, D(H) = D
⋂
H and K(H) = K
⋂
H are
a minimal parabolic subgroup, a maximal split torus, and a good maximal
compact subgroup of H respectively, and the corresponding positive Weyl
chamber D+(H) in D(H) contains D+. Suppose H = H1 × · · · × Hm, a
product of reductive subgroups. Then in obvious notations one has D(H) =
D(H1)× · · · ×D(Hm) and K(H) = K(H1)× · · · ×K(Hm).
Lemma 8.2. Let π be a unitary representation of G. Suppose that πHi is
(K(Hi),Ψi) bounded on Hi, 1 ≤ i ≤ m. Then π itself is (K, r∏mi=1Ψi)
bounded on G where r = maxω∈F [K : K
⋂
ωKω−1] (note that F = {e} for
k archimedean).
For k archimedean this result follows directly from Theorem 4.4, Propo-
sition 6.3 of [18] and the considerations of [18], §8; for k non-archimedean a
detailed proof is given in [16].
Example 5. Let G = Sp(2n, k) over a local field k, which is defined by the
bi-linear form:
Ç
0 In
−In 0
å
. Let ρ be the standard representation of G on
k2n. Take the maximal compact subgroup K to be the intersections of those
of SL2n(k) with G. We can realize D as
D = {a = diag(a1, · · · , an, a−11 , · · · , a−1n ) : ai ∈ k∗}.
The simple roots are αi(a) = aia
−1
i+1, 1 ≤ i ≤ n − 1 and αn(a) = a2n; the
weights are ±λi where λi(a) = ai, 1 ≤ i ≤ n. Then λ(a) = λ1(a) = a1 and
̺ = −λ1(a) = a−11 . Then γ = −(13)2n−2 and −γ2 (λ− ̺) = 132n−2λ1. Using
δB(a) =
n∏
i=1
|ai|4(n+1−i) for k = C or
n∏
i=1
|ai|2(n+1−i) for k 6= C,
by Theorem 1.4 p
Ä
(G⋉ρV )0
ä
≤ 2·32n−2n(n+1) for k = C and p
Ä
(G⋉ρV )0
ä
≤
32n−2n(n+ 1) for k 6= C.
Improvement: for any a ∈ D+, denote by ci = |λi(a−1)|, 1 ≤ i ≤ n. Set
Wc1,··· ,cn =
¶
v = (v1, · · · , v2n) ∈ k2n : |vi| ≤ ci, 1 ≤ i ≤ n, and 3
4
≤ |v| ≤ 5
4
©
.
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Then Wc1,··· ,cn ⊂
⋃n
i=1W ic1,··· ,cn , where
W ic1,··· ,cn =
¶
v ∈ k2n : |vl| < 4
3
cl, 1 ≤ l ≤ n, and 1
2
< |v| < 3
2
, |vn+i| > 1
4
√
n
©
.
Fix i, 1 ≤ i ≤ n. Suppose k is archimedean. Set X = {(a, z) ∈ R ×
k : a2 + |z|2 = 1}. For 1 ≤ j ≤ n define hj(a, z) = (al,m) ∈ K and
fi(a, z) = (bl,m) ∈ K as follows: ai,j+n = aj,i+n = z, aj+n,i = ai+n,j = −z,
ai,i = aj+n,j+n = aj,j = ai+n,i+n = a; and the other diagonal elements are 1
and off-diagonal elements are 0; bi,i+n = z, bi+n,i = −z, bi,i = bi+n,i+n = a;
and the other diagonal elements are 1 and off-diagonal elements are 0.
For Wjc1,··· ,cn , j 6= i consider hj and for W ic1,··· ,cn , consider fi. Then for
any v ∈ Wjc1,··· ,cn , j 6= i and any (am, zm) ∈ X, m = 1, 2 we have∣∣∣πiÄhj(a1, z1)−1hj(a2, z2)vä∣∣∣ = ∣∣∣(a1z2 − a2z1)vj + (a1a2 + z1z2)vi∣∣∣;(8.8)
where πi projects v = (v1, · · · , v2n) ∈ k2n to vi.
Also, for any v ∈ W ic1,··· ,cn and any (am, zm) ∈ X, m = 1, 2 we have∣∣∣πiÄfi(a1, z1)−1fi(a2, z2)vä∣∣∣ = ∣∣∣(a1z2 − a2z1)vj + (a1a2 + z1z2)vi∣∣∣.(8.9)
Now suppose k is non-archimedean. For Wjc1,··· ,cn, 1 ≤ j ≤ n consider
hj(z) = (al,m) where z ∈ O: ai,j+n = aj,i+n = z and the diagonal elements
are 1 and the other off-diagonal elements are 0. Then for any v ∈ W ic1,··· ,cn
and any z1, z2 ∈ O we have∣∣∣πiÄh(z1)−1h(z2)vä∣∣∣ = ∣∣∣vi + (z2 − z1)vj ∣∣∣.
An argument similar to the one in Example 1 shows that Wjc1,··· ,cn has cδi -
disjoint property where δ = 1 if k 6= C and δ = 2 if k = C. Also, Wc1,··· ,cn
has cδi -disjoint property, 1 ≤ i ≤ n. Then follow the proof line in Proposition
7.1, for any π ∈⁄ (G⋉ρ V )0 and for any g = k1aωk2, one has∣∣∣〈π(g)η, ξ〉∣∣∣≤ Cη,ξ|λi(a) · (−λi)(a−1)|−δ/2 = Cη,ξ|λi(a)|−δ(8.10)
for a dense set of vectors η, ξ of π. Let H2λi be the subgroup of G with
Lie algebra generated by {g2λi , g−2λi}, 1 ≤ i ≤ n. Then H2λi is isomorphic
to SL(2, k) and δB(H2λi )
(a) = |λi(a)|2δ . Therefore π is strongly L2+ǫ on
H2λi and Theorem 4.4 implies that π is (K(H2λi),ΞH2λi ) bounded on H2λi ,
1 ≤ i ≤ n. Then it follows from Lemma 8.2 that any π ∈ ⁄ (G⋉ρ V )0 is
(K, r
∏n
i=1 ΞH2λi ) bounded on G and from Proposition 4.2, it is clear that
for any ǫ > 0, there exist constants c1 and c2(ǫ) such that for all g = k1aωk2
c1
n∏
i=1
|λi(a)|−δ ≤
n∏
i=1
ΞH2λi (g) ≤ c2(ǫ)
n∏
i=1
|λi(a)|−δ+ǫ.
Hence we also get p
Ä
(G⋉ρ V )0
ä
≤ 2n.
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Example 6. Let L = C or H and let G be the real Lie group defined by
the symmetric or Hermitian form form Q on Ln+m:
Ñ
0 In 0
In 0 0
0 0 −Im−n
é
where m ≥ n ≥ 2. Then G is SU(n,m) for L = C or Sp(n,m) for L = H.
Let ρ be the standard representation of G on Ln+m. We assume notations
in Example 5 if there is no confusion. We can realize D as
D = {a = diag(a1, · · · , an, a−11 , · · · , a−1n , 1, · · · , 1) : ai ∈ R∗}
and simple roots are αi(a) = aia
−1
i+1, 1 ≤ i ≤ n− 1; and αn(a) = an if m > n
or αn(a) =
1
2an if m = n. The weights are ±λi where λi(a) = ai, 1 ≤ i ≤ n.
By the definition of δB , we have
δB(a) =
n∏
i=1
|ai|2(n+m−2i)+2 for k = C or
n∏
i=1
|ai|4n+4m+6−8i for k = H.
We use the same notationsWc1,··· ,cn andWjc1,··· ,cn as in Example 5 by chang-
ing k to L and extend domain of j to 1 ≤ j ≤ m.
Fix i, 1 ≤ i ≤ n. For Wjc1,··· ,cn with i 6= j ≤ n, consider hj(a, z) =
(al,m) where (a, z) ∈ X: ai,j+n = ai+n,j = z, aj+n,i = aj+n,i = −z, ai,i =
aj+n,j+n = aj,j = ai+n,i+n = a; and the other diagonal elements are 1 and
off-diagonal elements are 0.
For W ic1,··· ,cn, consider fi(a, z) = (al,m) where (a, z) ∈ X and z = −z:
ai,i+n = ai+n,i = z and ai,i = ai+n,i+n = a; and the other diagonal elements
are 1 and off-diagonal elements are 0. Then (8.8) and (8.9) also hold. Simi-
larly, for 1 ≤ j ≤ n Wjc1,··· ,cn has cδi -disjoint property where δ = 1 for k = C
and δ = 3 for k = H, which implies that (8.10) holds.
For Wjc1,··· ,cn with n < j ≤ m, consider the embedding Pi,i+n,2n+j : G1 →֒
G where G1 is isomorphic to SU(1, 2) for L = C or isomorphic to Sp(1, 2) for
L = H (we use the same notation Pi,i+n,2n+j as in Example 4). An argument
analogous to the one in Example 4 shows thatWjc1,··· ,cn with n < j ≤ m has
cδi -disjoint property. Hence we deduce thatWc1,··· ,cn has cδi -disjoint property
for 1 ≤ i ≤ m.
Note that δB(H2λi )
(a) = |λi(a)|2 for L = C and δB(H2λi )(a) = |λi(a)|
6 for
L = H. Therefore π is strongly L2+ǫ on H2λi and Theorem 4.4 implies that
π is (K(H2λi),ΞH2λi ) bounded on H2λi , 1 ≤ i ≤ n. Then for g = k1ak2
c1
n∏
i=1
|λi(a)|−δ ≤
n∏
i=1
ΞH2λi (g) ≤ c2(ǫ)
n∏
i=1
|λi(a)|−δ+ǫ.
Hence we get p
Ä
(G ⋉ρ V )0
ä
≤ 2(n +m− 1) for L = C and p
Ä
(G ⋉ρ V )0
ä
≤
4m+4n−2
3 for L = H.
Example 7. Suppose rankkG = 1 and ρ is irreducible and excellent on V .
By Theorem 1.4, γ = −1/3(♯Φ1−1); if dimVλ = 1, γ = −1/3(♯Φ1−2). Set
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Λ(Φ1) = −γ2 (λ− ̺). We deduce from (7.24) that
p
Ä
(G⋉ρ V )0
ä
≤ p = the coefficient of α in δB
the coefficient of α in Λ(Φ1)
where α is the simple root of G.
Improvement: Choose an ordering of the weights, then we have a decom-
position of V :
V = Vλ=φ1 ⊕ Vφ2 ⊕ · · · ⊕ V̺=φn ,
and the wights are ordered in the way φ1 < φ2 < · · · < φn.
Let β = φ
(
♯Φ1
2
)
if ♯Φ1 is even and β = φ ♯Φ1−1
2
if ♯Φ1 is odd. Then β is
the biggest positive weight and −β is the smallest negative weight. Denote
by V+ the subspace of V spanned by the positive weights and by π+ the
projection from V to V+. Let W ′c0 = {v ∈ V : |π+v| ≤ c0 and 34 ≤ |v| ≤ 54}.
Then follow line by line the proof in Section 7 and note that we begin
from β instead of λ, we see that W ′c0 has cγ
′
0 disjoint property, where γ
′ =
−(13)(
♯Φ1
2
) if ♯Φ1 is even and γ
′ = −(13 )(
♯Φ1+1
2
) if ♯Φ1 is odd. Moreover, if
dimVλ = 1, γ
′ = −(13)(
♯Φ1−2
2
) if ♯Φ1 is even and γ
′ = −(13 )(
♯Φ1−1
2
) if ♯Φ1 is
odd. Set Λ′(Φ1) = −γ′2 (β − (−β)). By (7.24) of Corollary 7.3, using β and−β instead of λ and ̺ we have
p
Ä
(G⋉ρ V )0
ä
≤ p′ = the coefficient of α in δB
the coefficient of α in Λ′(Φ1)
(8.11)
Note that λ = ( ♯Φ1+12 )α, ̺ = −( ♯Φ1+12 )α and β = 12α if ♯Φ1 is even; or
λ = ( ♯Φ1−12 )α, ̺ = −( ♯Φ1−12 )α and β = α if ♯Φ1 is odd, then p
′
p =
♯Φ1+1
3(
♯Φ1−2
2
)
if ♯Φ1 is even and
p′
p =
♯Φ1−1
2·3(
♯Φ1−3
2
)
if ♯Φ1 is odd. Then we see that p
′ < p if
♯Φ1 6= 2, 3, 4. Then (8.11) is a better estimate than p given from Theorem
1.4.
Remark 8.3. Vogan’s classification of unitary duals for GLn(L), yields that
for G = SLn(L), L = R, C or H, p(G0) is 2(n − 1), 2(n − 1) and 2(n − 1)
respectively and for L a non-archimedean local field, p(G0) is 2(n − 1) (see
[16]). In Example 1, we get the same result for SL(3, L). For Sp(2n,C),
it follows from Howe’s result in [18] that p(Sp(2n,C)0) = 4n. For G =
Sp(m,n), m ≥ n ≥ 2 or G = SU(m,n), m ≥ n ≥ 2 the exact number
p(G0) is 2(m+ n)− 1 or 2(m+ n− 1) respectively obtained by Li [26]. For
G = Sp(n, 1), n ≥ 2 the desired exponent p(G0) = 2n + 1 follows from
classification [1] and [24]. For real Lie groups SO0(n, 1) and SU(n, 1) n ≥ 2,
and for SL(2, k) over a local field k, p(G0) are ∞ since they don’t have
property (T ). We list an upper bound p of the number p
Ä
(G ⋉ρ V )0
ä
for
some examples in Section 8 in the following table.
G: SL(2, k) SU(1, n) SO0(n, 1) Sp(1, n) Sp(2n,C) Sp(n,m)
p: 2δ(k) 2n 2(n − 1) 2+4n3 2n 4n+4m−23
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where m is the smallest integer such that m ≥ p2 and δ(k) = 2 for k = C or
δ(k) = 1 otherwise.
Let m(G0) be the smallest integer such that m(G0) ≥ 12 · p
Ä
(G ⋉ρ V )0
ä
.
From (2) of Proposition 4.2 we see that ξ(Φ)m(G0) determines the decay rate of
Ξ
1/m(G0)
G . For above examples the condition m(G0) <
1
2 · p(G0) is satisfied.
Then as an obvious consequence of (3) of Proposition 4.2, Theorem 4.4
and Lemma 4.7, any π ∈⁄ (G⋉ρ V )0 is ÄK, Ξ1/m(G0)G ä bounded on G; while
there exists π1 ∈ ”G0 such that π1 is not ÄK, Ξ1/mG ä bounded on G for any
m < 12 · p(G0). Furthermore, if any π ∈ ”G0 is ÄK, Ψä bounded on G then
Proposition 4.6 means that any π ∈ ⁄ (G⋉ρ V )0 is ÄK, min{Ψ, Ξ1/m(G0)G }ä
bounded on G, which is a much sharper pointwise bound than Ψ. Hence we
conclude that the minimal rate of decay of K-matrix coefficients on G (from
the consideration of ρ(K)-orbits) is much sharper than the one obtained
from the semisimple part itself by using Kazhdan’s property (T ).
Oh showed in [16] that for G = Sp(2n,C) the best possible decay rate
of K-finite matrix coefficients is determined by
∑n
i=1 λi by using Howe’s
trick and the one obtained by using p
Ä
(G ⋉ρ V )0
ä
≤ 2n is 1m · ξ(Φ) =∑n
i=1
2(n+1−i)
n λi. Then by above arguments a better decay rate is
max
¶ n∑
i=1
λi,
n∑
i=1
2(n+ 1− i)
n
λi
©
=
[n
2
]+1∑
i=1
2(n + 1− i)
n
λi +
n∑
i=[n
2
]+2
λi.
Hence we see that
∑n
i=1 2λi, the one provided by the combination of ρ(K)-
orbit-deformation method and Howe’s trick is the best compared to the
above results (see Example 5).
9. Kazhdan constants
In this section, we discuss some applications of the above results in terms
of a quantitative estimate of Kazhdan’s property (T ) of the pair (G⋉V, V ),
namely, Kazhdan constant.
Definition 9.1. For a locally compact group S, we say that a unitary
representation π of S almost has an invariant vector if for any ǫ > 0 and any
compact subset Q of S, there exists a unit vector v which is (Q, ǫ)-invariant,
that is,
sup
g∈Q
‖π(g)v − v‖ ≤ ǫ.
A pair (S, S′) is said to have Kazhdan’s property (T ) where S′ is a closed
subgroup of S if any unitary representation of S which almost has an in-
variant vector actually has a non-zero S′-invariant vector.
Remark 9.2. S is a Kazhdan group if and only if the pair (S, S) has prop-
erty (T ). An immediate consequence of the above definition is that for any
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S′2 ⊂ S′1 ⊂ S1 ⊂ S2 if (S1, S′1) has Kazhdan’s property (T ) then (S2, S′2) has
Kazhdan’s property (T ) too. In particular if S or S′ is a Kazhdan group
then the pair (S, S′) has Kazhdan’s property (T ).
Definition 9.3. For a locally compact group S with a compact subset Q,
a positive number ǫ is said to be a Kazhdan constant for ((S, S′), Q) if
τ((S, S′), Q) := inf
π∈RS′
inf
v∈H1π
max
g∈Q
‖π(g)v − v‖ ≥ ǫ
where RS′ is the set of unitary representations of S without non-trivial S′-
invariant vectors and H1π are the set of unit vectors in the attached Hilbert
space for π. If there exists such an ǫ, we call Q a Kazhdan set for S.
In other words, if ǫ is a Kazhdan constant for (S,Q), then any unitary
representation of S which has a (Q, ǫ)-invariant vector actually has a non-
zero invariant vector.
Proposition 9.4. If ρ is good, then the pair (G ⋉ρ V , V ) has Kazhdan’s
property (T ). Furthermore, a Kazhdan constant for ((G⋉ρV, V ), Q(h1,··· ,hN ))
is 1√
N
· min1≤i≤N κli(hi), where Q(h1,··· ,hN) is defined in (9.4) and κli is
defined in (9.3).
Proof. Let π be any representation of G ⋉ρ V without non-trivial V -fixed
vectors. Denote byH the attached Hilbert space of π. Since char k = 0, then
by full reducibility of semisimple groups there is a natural decomposition
of V under representation ρ: V = ⊕Ni=1Vi such that for each i, Vi is an
irreducible representation of G. Next, we will show:
(*) there exists a subsetX ⊂ {1, · · · , N} such that there is an orthogonal
decomposition of H : H = ⊕i∈X Ei such that each Ei is invariant
under G⋉ρ V and there is no non-trivial Vi-fixed vectors on Ei.
For each 1 ≤ i ≤ N , let Hi = {v ∈ H : v is fixed by Vi}. Similar to (7.25)
we see that Hi is G⋉ρ V -invariant. Hence H⊥i , the orthogonal complement
of Hi is also G⋉ρ V -invariant. Since there is no non-trivial V -fixed vectors,
there exists 1 ≤ i1 ≤ N such that H⊥i1 6= 0. Let Ei1 = H⊥i1 . If H⊥i1 = H, then
we get (*). Otherwise, on Hi1 , analogous to above arguments, there is 1 ≤
i2 6= i1 ≤ N such that there is a G⋉ρ V -invariant orthogonal decomposition
of Hi1 : Hi1 = Ei2
⊕
E′i2 such that Ei2 6= 0 and there is no non-trivial
Vi2-fixed vectors on Ei2 and E
′
i2 is fixed by Vi2 . If Ei2 = Hi1 , then we also
get (*). Otherwise, we repeat the above procedure on E′i2 . Note that E
′
i2
is fixed by Vi1 and Vi2 . Since there is no non-trivial V -fixed vectors, this
procedure stops after at most N − 1 steps. So (*) is proved.
Recall notations in Definition 1.1. Denote by Gi, 1 ≤ i ≤ j the non-
compact almost k-simple factors of G. Let wli = {v ∈ Vi : v is fixed by Gl}.
Notice that each Gl, 1 ≤ l ≤ j is a normal subgroup in G, then
Π(gl)(Π(g)ν) = Π(g)Π(g
−1glg)ν = Π(g)ν, ∀ν ∈ wli, ∀g ∈ G, ∀gl ∈ Gl,
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for any Π ∈ RV which implies that wli, 1 ≤ l ≤ j is G-invariant. By
irreducibility of Vi, w
l
i = 0 or w
l
i = Vi for each l. Since the product
∏j
i=1Gi
is either equal to Gs or is Zariski dense in G˜s (see [30]), ρ is also good on∏j
i=1Gi. Then for any 1 ≤ i ≤ N there exists a non-empty subset Ai of
{1, · · · , j} such that wli = 0 for any l ∈ Ai. Since Gl is excellent on Vi,
p(Gl,Vi,Φl,i) <∞ where Φl,i is the set of weights of Gl on Vi. Let p(l,i) be the
smallest integer such that 2p(l,i) ≥ p(Gl,Vi,Φl,i). Denote by
li ∈ Ai such that pli = min
l∈Ai
p(l,i).(9.1)
Next, we consider the restriction of π |Gli⋉Vi for i ∈ X. Then by Theorem
1.4, for any Kli-invariant unit vectors v and w in Ei where Kli is a good
maximal compact subgroup in Gli , one has
|〈π(g)v,w〉| ≤ Ξ1/pliGli (g) for any g ∈ Gli .(9.2)
For any unit vector ν ∈ Ei and any h ∈ Gli such that h /∈ Kli , we will show
that
max
s∈{h,Kli}
‖π(s)ν − ν‖ ≥ κli(h) =
…
2
Ä
1− Ξ1/pliGli (h)
ä…
2
Ä
1− Ξ1/pliGli (h)
ä
+ 3
.(9.3)
Suppose for all τ ∈ Kli , we have ‖π(τ)ν − ν‖ ≤ κli(h). We will show that
‖π(h)ν − ν‖ ≥ κli(h). Let ν1 be the average of the Kli-transform of ν:
ν1 =
∫
Kli
π(τ)νdτ,
where dτ is the normalized Haar measure on Kli . We compute
‖ν − ν1‖ ≤ κli(h), so that ‖ν1‖ ≥ 1− κli(h).
Since κli(h) < 1, the inequality implies that ν1 is non-zero. Note that for
any unit vector w,
‖π(g)w − w‖2 = 2− 2Re〈π(g)w,w〉, ∀g ∈ G.
Hence by using (9.2) we have∥∥∥∥π(h)Ä ν1‖ν1‖ä− ν1‖ν1‖∥∥∥∥≥ …2Ä1− Ξ1/pliGli (h)ä
and then
‖π(h)ν1 − ν1‖ ≥
…
2
Ä
1− Ξ1/pliGli (h)
ä
· ‖ν1‖
≥
…
2
Ä
1− Ξ1/pliGli (h)
ä
· (1− κli(h)).
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Therefore
‖π(h)ν − ν‖ = ‖π(h)ν1 − ν1 + (π(h)ν − π(h)ν1) + (ν1 − ν)‖
≥ ‖π(h)ν1 − ν1‖ − 2‖ν1 − ν‖
≥
…
2
Ä
1− Ξ1/pliGli (h)
ä
· (1− κli(h)) − 2κli(h)
= κli(h),
which implies (9.3).
For any hi ∈ Gli such that hi /∈ Kli set
Q(h1,··· ,hN ) =
N⋃
i=1
{Kli , hi}.(9.4)
Fix a unit vector ν of π. Using (*) there is an orthogonal decomposition of
ν : ν =
∑
i∈X νi. There exists i0 ∈ X such that ‖νi0‖ = maxi‖νi‖ ≥ 1√N .
Then it follows from (9.3) that
inf
π∈RV
max
s∈Q(h1,··· ,hN )
‖π(s)ν − ν‖ ≥ 1√
N
· min
1≤i≤N
κli(hi),(9.5)
which proves that the pair (G ⋉ρ V , V ) has Kazhdan’s property (T ) and a
Kazhdan constant for ((G⋉ρV, V ), Q(h1,··· ,hN )) is
1√
N
·min1≤i≤N κli(hi). 
Remark 9.5. Any compact generating subset of G⋉ρV is a Kazhdan set if
the pair (G⋉ρV , V ) has Kazhdan’s property (T ) (see [34, Ch 1, Proposition
15]). The above proposition yields examples of Kazhdan sets which are
contained in a proper closed semisimple subgroup of G (see Example 8).
Example 8. Suppose ρ is excellent on V and denote by Gi, 1 ≤ i ≤ j the
non-compact almost k-simple factors of G. Let pi be the smallest integer
such that 2pi ≥ minl p(Gi,Vl,Φi,l) where Φi,l is the set of weights of Gi on
Vl. Then from the proof of Proposition 9.4, we see that for any h ∈ Gi
such that h /∈ Ki, a Kazhdan constant for the set ((G ⋉ρ V, V ), {Ki, h}) is√
2
Ä
1−Ξ1/piGi (h)
ä√
2
Ä
1−Ξ1/pi
Gi
(h)
ä
+3
.
Example 9. Suppose rankkG = 1 and ρ is irreducible and good on V .
Denote by G1 is the non-compact almost k-simple factor of G and by K1
a good maximal compact subgroup in G1. Let m be the smallest integer
such that 2m ≥ p′ where p′ is defined in (8.11). For any h ∈ G1 such that
h /∈ K1,
√
2
Ä
1−Ξ1/m
G1
(h)
ä√
2
Ä
1−Ξ1/m
G1
(h)
ä
+3
is a Kazhdan constant for ((G⋉ρ V, V ), {K1, h}).
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