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Abstract—Cellular network performance can significantly ben-
efit from direct device-to-device (D2D) communication, but in-
terference from cochannel D2D communication limits the perfor-
mance gain. In hybrid networks consisting of D2D and cellular
links, finding the optimal interference management is challeng-
ing. In particular, we show that the problem of maximizing
network throughput while guaranteeing predefined service levels
to cellular users is non-convex and hence intractable. Instead, we
adopt a distributed approach that is computationally extremely
efficient, and requires minimal coordination, communication and
cooperation among the nodes. The key algorithmic idea is a
signaling mechanism that can be seen as a fictional pricing
mechanism, that the base stations optimize and transmit to
the D2D users, who then play a best response (i.e., selfishly)
to this signal. Numerical results show that our algorithms
converge quickly, have low overhead, and achieve a significant
throughput gain, while maintaining the quality of cellular links
at a predefined service level.
I. INTRODUCTION
To meet the growing demand for local wireless services,
direct communication between user equipments (UEs) – called
device-to-device (D2D) communication – is envisioned as an
important technology component for LTE-Advanced. Taking
advantage of physical proximity, D2D enables a more flex-
ible infrastructure than conventional cellular networks with
potential benefits such as efficient resource utilization, large
throughput and reduced end-to-end latency, exploiting which
D2D can create new business opportunities by supporting vari-
ous applications, such as content sharing, multiplayer gaming,
social networking services and mobile advertising [1–6]. In
this paper, we focus on the use cases where the D2D traffic
is generated by UEs themselves (e.g., sharing a just-taken
video), and thus only consider one hop D2D transmission,
which is different from the case where D2D works as a
relay [7]. In D2D-enabled cellular networks, resources can
be either allocated orthogonally to D2D and cellular links, or
shared between them. While the interference management is
certainly simplified in a network with orthogonal allocation,
the resource utilization is less efficient. To improve the re-
source utilization, we consider a hybrid network with shared
allocation – called a shared network in this paper.
The uplink spectrum is often under-utilized compared to
downlink [8], and thus letting D2D links use uplink resources
may improve the resource utilization. Moreover, when D2D
links share downlink resources, base stations (BSs) become
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fairly strong interferers for D2D receivers, and D2D trans-
mitters may cause high interference to nearby co-channel
cellular UEs, which may significantly degrade the network
performance [9]. In contrast, when D2D links use uplink
resources, the interference from D2D to cellular transmissions
can be better handled, since the BSs that are more powerful
than UEs suffer from D2D interference. Therefore, sharing
uplink spectrum is preferable overall [5].
The objective of this paper is to improve the network
throughput by allowing D2D communication to share the
cellular uplink resources. At the same time, we restrict the
access of D2D links to the uplink spectrum in order to
manage the interference. Generally, centralized interference
management requires the central controller (e.g., the BS) to
acquire the channel state information (CSI) between each
transmitter and receiver. This requires high overhead, partic-
ularly in the scenario where channels vary rapidly (e.g., in a
high-mobility environment). Therefore, a distributed algorithm
requiring only local information is preferable. We address the
following design question in this paper: how to intelligently
manage spectrum for D2D with only local information and
BS assistance (e.g., setting a high cost for D2D links causing
strong interference), so as to manage the interference and
improve the network throughput?
A. Related Work
There has been increasing interest recently in the investi-
gation of interference management in shared networks. Power
control is one viable approach, e.g., consideration of a greatly
simplified model with one cellular UE and one D2D link [10],
a simple power reduction method based on the derived signal-
to-interference-plus-noise ratio (SINR) [11], and study of
several power control schemes including fixed power and fixed
SNR target [12] are some existing works. Another popular
approach, related to the direction we propose, is to intelligently
manage spectrum for D2D links based on channel conditions
and nearby interfering UEs, e.g., maximal mutual interference
minimization [13], network throughput maximization [14], set-
ting exclusive D2D transmission zone to achieve interference
avoidance [15, 16], and interference randomization through
frequency and/or time hopping [9, 17]. However, the key new
aspect of D2D-enabled cellular networks – assistance of BSs
– has received much less treatment in the literature. Possibly
one reason for this is that the computational problem itself is
quite difficult, and the communication and coordination alone
required for a good centralized solution might be prohibitive.
As we discuss below, the key approach adopted in this paper
is a two-stage distributed algorithm that has a game theoretic
ar
X
iv
:1
40
5.
49
45
v2
  [
cs
.IT
]  
15
 D
ec
 20
14
2interpretation: BSs send out a signal representing a fictional
price that can be considered as the assistance from BSs, and
then D2D users optimize a local objective function adapting
to that price, and to what the other users are doing. Since
individual D2D links optimize their local functions “selfishly”,
this approach has a game theoretic interpretation, and this
allows us to use algorithms and analysis concepts from game
theory, even though there is no actual market, and the users
agree to “play” this game using the BS’s signal, without
actually exchanging currency.
Game theory has been used in various disciplines to model
competition for limited resources in more general networks.
For example, work has been done considering spectrum
sharing based on local bargaining [18], repeated game [19],
auction mechanisms [20, 21] and two-stage game [22, 23].
Paper [24] demonstrates several different game models for
D2D resource allocation, where an interesting example is to
use the reverse iterative combinatorial auction [25]. In this
paper, the game theoretic approach is used as an algorithmic
technique to obtain efficient distributed spectrum management.
Similar to the recent work [23], we model a Stackelberg game
to control the interference from D2D to cellular network. The
key difference from [23] is in the upper-stage problem, where
we takes into account the D2D rate. Moreover, we investigate
the convergence of the algorithms for both lower-stage and
upper-stage problems. Works in cognitive radio such as [22]
are related to the second part of our work (i.e., the investigation
of optimal prices to charge D2D links accessing the shared
resources), which proposes that secondary users adapt their
powers for alleviating interference to primary users. The key
techniques used in this paper to study the optimal prices are
similar to [22], but we in addition investigate the convergence
of the spectrum management scheme for the D2D network
(i.e., the lower-stage problem), as well as the convergence of
the proposed heuristic algorithm.
B. Contributions And Organizations
We present a distributed, efficient and low-overhead spec-
trum management method for D2D links to improve the
throughput while keeping the performance of cellular users
at a guaranteed level. Specifically, the main contributions are:
A Two-stage Distributed Algorithm. We propose an it-
erative two-stage algorithm in Section III. In the first stage,
the BSs send a pricing signal that adapts to the gap between
the aggregate interference from D2D links and a predefined
interference tolerance level, where the price increases if D2D
interference is higher than the tolerance level and decreases
otherwise. In the second stage, each D2D link independently
maximizes its utility consisting of a reward equal to its
expected rate and a penalty proportional to the interference
caused by this link to the BS, as measured by the pricing
signal. Note that this two-stage model is a Stackelberg game
[26], and the algorithm can be seen as a pricing mechanism.
This algorithm requires no cooperation among D2D links,
yet succeeds in discouraging strongly interfering or low-SINR
D2D links to access more resource blocks (RBs).
Utility-based D2D resource allocation adaptation. In Sec-
tion IV, we consider the lower-stage problem, where we max-
imize the D2D rate in terms of expected SINR for tractability,
which provides a performance upper bound and can serve as
a benchmark. Each D2D link selfishly maximizes its utility
given other D2D links’ decisions and the price broadcast
from BSs, which essentially forms a non-cooperative game. To
reduce the computational complexity and overhead, we further
consider the problem of maximizing a lower bound of the
utility function for each D2D link. We then propose an efficient
iterative algorithm similar to a waterfilling algorithm, which
only requires local information. Our simulation results show
that the result obtained by the proposed iterative algorithm is
very close to the solution to the upper bound problem. This
further lightens the computational burden on each user.
Cellular link performance protection. Given the solution
of the lower-stage problem, we study the optimal price the
BSs report in Section V, to maximize the network utility
while protecting cellular links. We show that this problem
can be transformed into a linear complementarity problem
(LCP). This allows us to take advantage of, and adapt for
our problem, general algorithms for LCP. We further propose
a simpler heuristic algorithm based on the bisection method,
and observe that it has low overhead and converges very
quickly with almost no loss. We also propose a simple greedy
algorithm that leads to efficient computation at the cost of
overall throughput, where the throughput loss decreases as the
interference tolerance level increases, e.g., the throughput loss
compared to the algorithm for LCP are about 25% and 5%
when the interference tolerance level is 5dB lower and above
the cellular signal in our setup, respectively.
Numerical results in Section VI show that the cellular
links can be well protected with the average D2D throughput
reduction of only 12% in our setup, compared to the scenario
where all D2D links are active. On the other hand, compared to
conventional cellular networks without D2D communication,
the proposed algorithms provide significant throughput gain
(about 5x with 10 D2D links per cell and average D2D link
length 80m in our simulation setup). Note that the throughput
gain highly depends on the amount of D2D traffic and average
D2D link length. We take 10 D2D links per cell and link length
80m as an illustration example in this paper.
II. SYSTEM MODEL
We consider a uplink shared network, where cellular UEs in
the same cell get different sub-bands (i.e., orthogonal chunks
of RBs). Any general scheduling scheme for cellular UEs can
be used. A potential D2D link can either transmit directly by
D2D communication, or transmit to a BS. We call the choice
mode selection. By intelligently conducting mode selection,
we can adjust the aggregate interference in the network and
thus optimize the achievable network performance. However,
the mode selection variables in the SINR expression result in
non-convexity of objective functions that are in terms of rate,
i.e., log(1+SINR). Moreover, the mode selection variables are
binary, making the problem combinatorial. Note that different
mode selection schemes lead to different optimal spectrum
management, due to the differences in the resource allocation
of cellular users and thus the differences in the interference
3tolerance level. On the other hand, spectrum management af-
fects the achievable rate and thus affects the mode selection of
D2D links. As discussed above, it is difficult to find the optimal
mode selection, let alone the joint optimal mode selection and
spectrum management of D2D links, where mode selection
and spectrum management are coupled with each other. De-
spite the intractability of the optimization problem, there are
various practical (but not necessarily optimal) mode selection
approaches (e.g., distance-based mode selection [27]).
We propose the following mode selection as one viable
scheme. The potential D2D transmitters are treated the same as
cellular UEs when scheduling, except that we can add a weight
to the scheduling metric. For example, with proportional fair
scheduling [28], the user with the largest qRi/R¯i would
be scheduled, where q is the weight, Ri and R¯i are the
instantaneous rate and average rate of link i, respectively.
Without loss of generality, we assume cellular users have
q = 1. A typical value for q of potential D2D links might
be 1/2, since a potential D2D link in cellular mode would
occupy both uplink and downlink resources. We can also
let the weight q impose the cost on the backhual usage of
core networks. Considering that D2D mode has more efficient
resource utilization, the potential D2D links are biased against
cellular mode using q < 1. Note that other mode selection
schemes can also be applied to our following framework easily.
We assume potential D2D links that are not scheduled by
BSs would be in D2D mode. In other words, we propose to let
each BS complete the mode selection of potential D2D links
in its coverage area. Given the mode selection, we aim to find
the optimal spectrum management of D2D links to maximize
the network utility. We leave the joint optimization of mode
selection and spectrum management to future work.
Assuming that the cellular resource allocation is done by
the BSs, our focus is on the spectrum management of D2D
links. In this paper, we consider resource allocation at each
RB to simplify the notation and explanation, but any general
units of RBs can be considered similarly. The sets of cellular
UEs accessing the kth RB and of D2D links are denoted by
Ck and D, respectively, where the set of cellular UEs includes
the potential D2D links in cellular mode. We define Ik as the
set of D2D links accessing RB k (i.e., the set of interfering
D2D links). Then the SINRs of D2D link i at RB k and a
cellular UE belonging to Ck are, respectively,
SINR(D)ik =
1{i∈Ik}PDih
(k)
ii∑
j∈Ik,j 6=i PDjh
(k)
ji +
∑
j∈Ck PCjh
(k)
ji +Wik
,
(1)
SINR(C)ik =
PCig
(k)
ii∑
j∈Ik PDjg
(k)
ji +
∑
j∈Ck,j 6=i PCjg
(k)
ji +Wik
,
(2)
where 1{a∈A} is an indicator function with 1{a∈A} = 1 if
a ∈ A and 1{a∈A} = 0 otherwise, PDi and PCi are the
transmit powers of D2D and cellular links, respectively, h(k)ji
is the channel gain from UE j to D2D receiver i at RB k, g(k)ji
is the channel gain from UE j to the BS serving cellular UE i,
and Wik is the noise power of link i at RB k. We use Shannon
capacity to calculate rate, i.e., Rik = B log2(1 + SINRik),
where B is the frequency bandwidth of a RB.
III. PROBLEM FORMULATION
In this section, we first formulate a single-stage optimization
problem to maximize the D2D throughput with a performance
protection for cellular links. The computational intractability
of the single-stage optimization then motivates us to consider
a distributed setting, where each D2D link tries to maximize
its own utility based only on local information.
A. Single-stage Problem Formulation
Without loss of generality, we let xik be the probability
that D2D link i accessing RB k. The investigation of optimal
access probabilities upper bounds the channel assignment
problem where D2D links either access a RB or not (i.e., the
access probability is either 1 or 0). We consider the following
utility maximization problem, subject to a D2D interference
constraint to guarantee the cellular performance:
max
x
∑
i∈D
wi
K∑
k=1
R
(D)
ik (x)
s.t.
∑
i∈D
xikPDig
(k)
ii ≤ Qk,∀k,
xik ∈ [0, 1],
(3)
where wi is the weight for the ith D2D link, and K is the
number of total available RBs for D2D links. Denoting the
power set of D by 2D, the rate of D2D link i at RB k is
R
(D)
ik =
∑
Ik∈2D
∏
j∈Ik
xjk
∏
n∈D\Ik
(1− xnk) log2
(
1 + SINR(D)ik
)
.
(4)
The first constraint in (3) is for protection of cellular trans-
missions, where Qk – called the interference tolerance level –
depends on the channel condition of cellular transmission on
RB k (e.g., Qk could be the signal strength of the cellular link
using RB k multiplied by a predefined threshold). Note that Qk
can be optimized to maximize a utility function incorporating
the cellular rate. In this paper, we consider Qk as a predefined
parameter and leave the joint optimization of Qk and D2D
resource allocation to future work. We observe that (3) is not
a convex optimization problem. The computational complexity
of a brute-force approach to solve (3) is O(NNDx N
2
D), where
Nx is the number of possible values of x to be searched and
ND is the number of D2D links. Thus, the computation is
essentially impossible for even a modest-sized network.
Instead of the centralized approach, we adopt a different
strategy that results in an efficient, distributed algorithm with
low coordination, cooperation and communication overhead.
For tractability, we introduce variables – called prices for
accessing RBs – to decouple the interference constraint in
(3) and develop a distributed tractable framework. Particularly,
BSs adjust prices to control the total D2D interference, and
each D2D link individually maximizes its utility in terms of the
expected rate and prices charged by BSs. This leads to a two-
stage optimization problem, which consists of a problem to
find optimal prices and several small-size convex optimization
4problems for D2D links. Though solutions to the two-stage
problem may not provide the optimal solution to the original
single-stage problem (3), this relaxation allows us to efficiently
allocate resources in a distributed fashion, and the numerical
results in Section VI demonstrate a large rate gain without
serious degradation in cellular performance using the proposed
algorithm for the two-stage problem.
B. Two-stage Problem Formulation
We propose a pricing mechanism, where a BS charges the
D2D link i in its coverage area the amount µik per unit of
the interference caused by this D2D link to the BS at RB k,
i.e., the cost for a D2D link to access RB k is µikxikPDig
(k)
ii .
Assuming that each cell runs this mechanism independently,
the cost of a D2D link only depends on the interference caused
by this D2D link to its associated BS.
We assume the interference from other cells is invariant
when we consider the resource allocation in a typical cell.
Therefore, we can incorporate the interference from neighbor-
ing cells into noise and the multi-cell scenario is simplified to
a single-cell scenario. Under this assumption, the interference
constraint is for the interference caused by D2D links in this
cell. Note that in this case, the updated noise (incorporating
inter-cell interference) is different from user to user, where
generally cell-edge users suffer larger noise. Though we fo-
cus on the asynchronous scheduling scenario, the proposed
framework can be easily generalized to a synchronous multi-
cell scenario if the price at each RB is unified among different
cells, where the BS in the proposed model becomes a network
controller, and the interference becomes the aggregate inter-
ference from D2D links to all BSs in the network.
The net utility of D2D link i is Ui = wi
∑K
k=1R
(D)
ik (x)−∑K
k=1 µikxikPDig
(k)
ii , where the first and second term can
be considered as the reward and penalty functions, respec-
tively. The problem involves a non-cooperative network, where
each D2D link aims to maximize its utility selfishly. We
denote the access probabilities of D2D link i by xi :=
[xi1, xi2, · · · , xiK ]T . The access probabilities of all other D2D
links are denoted by x−i := [xT1 , · · · ,xTi−1,xTi+1, · · · ,xTND ]T ,
where ND is the number of D2D links. Similarly, we define
the price vector of D2D link i as µi := [µi1, µi2, · · · , µiK ]T .
Given µi and x−i, the problem for the D2D link i is
max
xi
Ui(xi;x−i,µi)
s.t. xik ∈ [0, 1], ∀k.
(5)
On the other hand, the network aims to find optimal prices:
max
µ≥0
Uc (µ,x
∗ (µ))
s.t.
∑
i∈D
x∗ik(µ)PDig
(k)
ii ≤ Qk, ∀k,
(6)
where Uc (µ,x∗ (µ)) =
∑
i∈D
∑K
k=1 µikx
∗
ik (µ)PDig
(k)
ii , and
x∗ (µ) is the solution of (5) for a given µ. Taking a game
theoretic perspective, the above problem is a decentralized
Stackelberg game (a two-stage game), where the leader moves
first and then the followers move accordingly. In this paper,
the BS is the leader and the D2D links are the followers.
To solve the two-stage problem, we use a backward induc-
tion technique. We start with the problem of the D2D links –
called a lower problem – and get the D2D access probability
x∗ (µ). By plugging x∗ (µ) into (6), we then investigate the
network utility maximization – called an upper problem.
IV. LOWER PROBLEM: A NON-COOPERATIVE D2D
NETWORK
Given µ, D2D links try to maximize their utility selfishly.
This defines a non-cooperative game GD = [D, {xi}, {Ui}].
For tractability, we use Jensen’s inequality and consider the
following objective function that upper bounds (4):
max
xi
wi
K∑
k=1
R˜
(D)
ik (x)−
K∑
k=1
µikxikPDig
(k)
ii
s.t. xik ∈ [0, 1], ∀k,
(7)
where
R˜
(D)
ik = log
1 + ∑
Ik∈2D
∏
j∈Ik
xjk
∏
n∈D\Ik
(1− xnk)SINR(D)ik
 .
The upper bound is tight if most xik are binary. We compare
the gap between the solution maximizing (4) and (7) numeri-
cally in Section VI and leave the analysis to future work.
We adopt an identical price for D2D links accessing the
same RB, i.e., µik = µjk. The rationale for doing this is that
the BS only cares about the aggregate interference, rather than
the differences between the interference values from different
D2D links. The structure of (7) suggests decoupling the lower
problem into K subproblems, where we consider each RB
independently. In the rest of this paper, we consider a typical
RB, and ignore the RB index k for notation simplicity.
A. Distributed Algorithms Design
Optimization problems produce solutions with certain op-
timality guarantees. In our setting, however, the D2D links
behave in a non-cooperative fashion. Thus, understanding the
behavior and performance of our algorithm requires consid-
eration of a different solution concept. This notion has been
well-studied in game theory, and it is known that the analog
of stationary points in an optimization solution are the so-
called Nash Equilibrium (NE) points. In our context, these
are the fixed points from which no D2D link would want to
unilaterally deviate [26]. In the rest of this paper, the NE
points always refer to the NE of the D2D non-cooperative
game GD. In this subsection, we study what these NE points
are and propose a algorithm that converges to a NE.
We denote the feasible region of xi by Xi, where Xi =
{xi ∈ [0, 1]}. The existence of NE for the non-cooperative
game is given by Lemma 1, according to the Debreu-
Glicksberg-Fan Theorem [29–31].
Lemma 1. If Xi is compact and convex, Ui is concave in xi
given x−i and continuous, then the NE exists.
It is straightforward to show that the above conditions are
satisfied, and thus we have at least one NE. Then a natural
question follows: how to attain a NE?
5For fixed x−i and µ, the problem (7) is a convex optimiza-
tion, and the optimal solution is the point which vanishes the
first derivative of the objective function (if feasible):
x∗i =
[
wi
µPDigii ln 2
− 1∑
I∈2D
∏
j∈I\i xj
∏
n∈D\I(1− xn)SINR(D)i
]1
0
,
(8)
where [x]10 = min{1,max{0, x}}. We define the following
function: f(x1, · · · , xND ;µ) =
(
x∗1(x−1), · · · , x∗ND (x−ND )
)
,
where x∗i (x−i) is given by (8). Function f describes the
optimal resource access probabilities given that the access
probabilities of other links are fixed, and thus is called the best-
response (BR) function. We propose a synchronous iterative
algorithm – called the BR Algorithm, where all D2D links
adjust their access probabilities simultaneously according to
(x1(t+ 1), · · · , xND (t+ 1)) = f(x1(t), · · · , xND (t);µ).
Applying the Maximum Theorem [32], we can show that f is
continuous. Note that the BR Algorithm will never converge to
a solution that is not a NE, since each D2D link has the access
probability that maximizes its utility, which implies that no
links can gain by changing only their own access probabilities
unilaterally at the convergence point.
Though procedures of the BR Algorithm are simple, the
complexity to calculate (8) is high, due to the expectation
calculation involving ND Bernoulli random variables, whose
complexity is O(2NDN2D). In addition, D2D links need to
exchange their current access probabilities, which causes high
overhead. The overhead and complex computation are not
desirable, especially for UEs that are power limited. Other
algorithms such as gradient-projection based algorithm [33]
or algorithms in learning automata [34] can also be applied,
with the disadvantages of either slow convergence or memory
space limit. These motivate the following subsection, where
we consider a lower bound of the objective function in (7).
B. Joint Resource Allocation and Power Control – A Lower
Bound Problem
In problem (7), each D2D link maximizes the utility in terms
of the expected SINR. Approximating the rate to be calculated
by expected interference rather than expected SINR, we have
max
xi
wi log
(
1 + SINR′i
)− µxiPDigii
s.t. 0 ≤ xi ≤ 1,
(9)
where SINR′i =
xiPDihii∑
j∈D,j 6=i xjPDjhji+
∑
j∈C PCjhji+Wi
. This
problem motivates a low-complexity low-overhead algorithm,
as shown below.
Variables xi in (9) can be considered as a joint resource
allocation and power control variable, where 1 (xi > 0) in-
dicates whether D2D link i accesses the RB, and the value
of xi denotes the fraction of maximal transmit power to
use. The strategy with respect to (7) can be considered as
a scheme similar to random hopping (with different hopping
probabilities at each link), while the strategy in (9) is deter-
ministic, which considers power control in addition to resource
allocation. Intuitively, the hopping scheme randomizes strong
interference, and thus may potentially provide a larger gain
than the latter case, though we consider power control jointly.
We show this relationship mathematically in Proposition 1.
Proposition 1. The optimization problem (9) maximizes a
lower bound of the utility function in (7).
Proof: Denoting the interference from other D2D
links by I , the SINR can be written as E [SINRDi ] =
EI
[
PDihii
I+
∑
j∈C PCjhji+Wi
]
. It is straightforward to verify that
f(I) =
PDihii
I+
∑
j∈C PCjhji+Wi
is convex. By Jensen’s inequality,
we have f(E[I]) ≤ E [f(I)], which completes the proof.
We call (9) the lower bound problem of (7) in this paper.
Invoking Lemma 1 again, we can show that there is at least one
NE for the D2D game formulated in this subsection. Though
there may exist multiple NEs in general, our setup admits a
unique NE under some specific conditions; we specify those
precisely in Section IV-C. Note that the NEs of the games
with (7) and with (9) are not necessarily the same, and thus
Proposition 1 does not say that the BR Algorithm in Section
IV-A always performs better than the algorithms proposed in
the following subsection.
Given x−i and µ, (9) is a convex optimization problem and
its optimal solution is given by Proposition 2.
Proposition 2. The solution of (9) has the following form
x∗i =
[
ai − si
PDihii
]1
0
, (10)
where ai =
wiPDihii
µPDigii
− ∑j∈C PCjhji − Wi, si =∑
j 6=i xjPDjhji, and [x]
1
0 = min{1,max{x, 0}}.
Proof: According to the Karush-Kuhn-Tucker (KKT)
conditions [35], we have ∂Ui∂xi = 0 if xi ∈ (0, 1), ∂Ui∂xi ≤
0 if xi = 0, and ∂Ui∂xi ≥ 0 otherwise, where ∂Ui∂xi =
wiPDihii
xiPDihii+
∑
j∈D,j 6=i xjPDjhji+
∑
j∈C PCjhji+Wi
−µiPDigii. The
above equations and inequations result in (10).
Eq. (10) is similar to the waterfilling function in power
allocation problems, except that our constraint xi ∈ [0, 1] is
independent over different RBs and thus we obtain a closed-
form solution (10). Leveraging existing works on waterfilling
problems, we propose an iterative algorithm similar to the
iterative waterfilling algorithm (see, e.g., [32, 36, 37]).
C. Algorithm Design for the Lower bound Problem
Similar to Section IV, we propose a synchronous it-
erative algorithm based on the BR function, defined as
fL(x1, · · · , xND ;µ) =
(
x∗1(x−1), · · · , x∗ND (x−ND )
)
, where
x∗i (x−i) is given by (10). The algorithm – called the LB
Algorithm – is given by Algorithm 1. Similar to the BR
Algorithm, we have that if the LB Algorithm converges, then
it converges to a NE.
Implementation interpretations. Adopting the LB Algo-
rithm, each D2D link first acquires CSI of the link from its
transmitter to the BS. This can be either estimated based on
6Algorithm 1 LB Algorithm: an iterative algorithm for lower
bound problem of D2D
1: Initialization: given price µ ≥ 0, let xi(0) = 1,∀i, and
t = 0;
2: while ‖x(t)− x(t− 1)‖ ≥  do
3: let x(t+ 1) = fL(x(t);µ);
4: let t = t+ 1;
5: end while
BS:	  update	  price	  μ	  
Cellular	  UE	  
Measure	  
UL	  channel	  
Each	  D2D	  link	  measures	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Fig. 1. Illustration of the proposed algorithm. The arrows filled with
dark color indicate the procedures requiring message exchange, while the
arrows filled with light color indicate the procedures involving only local
measurements. The lower part describes the LB Algorithm for the lower
problem, while the upper part illustrates algorithms proposed for the upper
problem.
the downlink signal (e.g., in a time-division duplexing (TDD)
uplink/downlink configuration), or provided by the BS, which
measures the uplink channel and sends the information to
the D2D user (e.g., in a frequency-division duplexing (FDD)
uplink/downlink configuration). Apart from uplink CSI, each
D2D link also measures the channel between the transmitter
to its paired receiver. The frequency to update CSI depends
on the channel variance. For example, in a slow mobility
scenario, D2D links may just update the information once
(at the beginning of each resource allocation period). At each
iteration of the LB Algorithm, every D2D link measures the
interference if accessing a RB. There is no additional message
exchange in this step. Thus, the LB Algorithm only requires
local information and reduces the overhead, as shown in Fig. 1.
Convergence analysis. To get the convergence criteria of
the LB Algorithm, we first investigate some basic properties
of function fL. We assume that there are finite number of D2D
links. We call the set of D2D links with xi = 1 saturated D2D
links, denoted by S := {i ∈ D : xi = 1}, and the set of D2D
links with xi ∈ (0, 1) active D2D links, denoted by A :=
{i ∈ D : xi ∈ (0, 1)}. Denoting s = [s1, · · · , sND ]T , we have
s = Gx, where G is an ND ×ND matrix with zero diagonal
elements and (i, j)th element (with i 6= j) being PDjhji.
Proposition 3. The best-response function fL has the follow-
ing properties:
1) fL is a continuous mapping from X to X .
2) fL is piecewise affine, which means that fL has the
following two properties:
a) The domain of function fL can be partitioned
into finitely many polyhedral regions, denoted by
P1, · · · ,Pd, which are determined by the choice of A
and S;
b) On the polyhedron Pn defined by A(n) and S(n),
we have fL(x) = M(n)x+ b
(n), where b(n) is a
constant vector, and M(n) = B(n)G with B(n) being
a diagonal matrix, which has
[
B
(n)
i
]
kl
= − 1PDihii if
k = l, i ∈ A(n), and
[
B
(n)
i
]
kl
= 0 otherwise.
Proof: See Appendix A.
We assume that the resource allocation is carried out well
during the channel coherence time, and thus channel can be
regarded as static during resource allocation updates. We leave
the stochastic channel analysis as future work. Defining the
matrix norm of a matrix M induced by the vector norm
‖ · ‖ as ‖M‖ := max {‖Mx‖ : ‖x‖ = 1} [32], a sufficient
condition for the convergence of the proposed algorithm with
general matrix norms can be found as follows, leveraging the
techniques used in Theorem 7 in [32].
Theorem 1. If ‖Mn‖ < 1, we have
1) the synchronous iterative algorithm converges for any
initial resource allocation;
2) there is a unique fixed point x∗;
3) ‖x(t)− x∗‖ ≤ ηt‖x(0)− x∗‖, where η = maxn ‖Mn‖.
The upper bound of the convergence rate is η.
Proof: If fL is a contraction mapping, then global stability
follows from the Banach Fixed Point Theorem (see, e.g.[38]).
The proof of contraction mapping is similar to the proof of
Theorem 7 in [32], and thus we ignore the details. Given that
fL is a contraction mapping, we have |fL(x′) − fL(x)‖ ≤
η‖x − x′‖. The rate of convergence for a sequence {xn}
converging to L is defined as the limn→∞
|xn+1−L|
|xn−L| . Observing
the above inequality, we conclude that the convergence rate of
the BR Algorithm is upper bounded by η.
The number of polyhedral regions that partition the domain
of fL is O(3ND ), which is very large, and thus it is impractical
to check the conditions in Theorem 1 directly for all regions.
We further provide sufficient conditions in Proposition 4 that
are easy to apply.
Proposition 4. If the matrix G satisfies ‖G‖ ≤
mini,k PDih
(k)
ii , then the algorithm converges to the unique
fixed point regardless of the initial point.
Proof: According to Prop. 3, we have Mn = B(n)G.
To make fL a contraction mapping, we have to satisfy
‖B(n)G‖ ≤ 1. By the property of matrix norm that ‖AB‖ ≤
‖A‖ · ‖B‖, we obtain a sufficient condition that is ‖B(n)‖ ·
‖G‖ ≤ 1. Matrix B(n) is a diagonal matrix, whose norm is
‖B(n)‖ ≤ maxi 1PDihii , ∀n. Then we can get one sufficient
condition as ‖G‖ ≤
(
maxi,k
1
PDih
(k)
ii
)−1
= mini,k PDih
(k)
ii .
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Fig. 2. The access probabilities of D2D links vs. µ. The areas in the dark
shade show the locations of silent D2D links with xi = 0. The light shaded
areas show the locations of active D2D links (i.e., xi ∈ (0, 1)). The remaining
parts show the locations of saturated D2D links (i.e., xi = 1).
Design interpretations. The above result is true for any
general lp norm with p ≥ 1. As in [32], we apply it
to some special matrix norms and give the corresponding
interpretations as follows.
Example 1 (l1 norm). We have ‖G‖1 =
max {‖Gx‖1 : ‖x‖1 = 1} = max {
∑
i=1 |si|}. This implies
that a sufficient condition for the convergence of the LB
Algorithm is that no D2D transmitter causes very strong
interference to other D2D links.
Example 2 (l∞ norm). We have ‖G‖∞ =
max {‖Gx‖∞ : ‖x‖∞ = 1} = max {maxi |si|}. This
implies that a sufficient condition for the convergence is that
no D2D receiver suffers excessive interference.
We show examples of D2D access probabilities obtained by
the BR Algorithm versus different µ in Fig. 2. We can observe
that the BR Algorithm discourages D2D links whose transmit-
ters are near the BS from accessing the RB. In addition, the
BR Algorithm takes into account the SINR of D2D links, and
encourages a D2D link far from the BS to keep silent if there
are many D2D links nearby, to decrease the interference in
D2D networks. Comparing the two subfigures, we conclude
that less D2D links would be active as µ increases. This
suggests the potential effectiveness of µ, which is investigated
in the following section.
V. UPPER PROBLEM: NETWORK’S PRICING MECHANISM
It is difficult to analyze the upper problem by plugging (8)
directly into (6), due to the complex term in the denominator.
Simulation results in Section VI show that the performance
of the LB Algorithm for problem (9) is very close to the
performance of the BR Algorithm for the original problem (7).
This suggests to approximate the solution of (7) to the solution
of the lower bound problem (10). By this approximation, we
propose an algorithm leveraging techniques from LCP [39].
We further propose a bisection algorithm, which has low
overhead and can be applied to the original two-stage problem
(with the lower problem (7)). In addition, motivated by the
results of the lower problem (see e.g., Fig. 2), we propose a
simple greedy heuristic algorithm, which can be applied to the
network with high interference tolerance level.
A. An Equivalent Upper Problem
According to Lemma 1 in [22], the upper problem is
equivalent to the following problem:
max
µ≥0
min
{
µ
∑
i∈D
xiPDigii, µQ
}
s.t. xi = x∗i ,
(11)
where x∗i is given by (8). For simplicity, we use the notation
0 ≤ a ⊥ b ≥ 0 to represent the complementarity condition
of a and b, i.e., ab = 0 and a, b ≥ 0 [39]. Letting ICi =∑
j∈C PCjhji+Wi, and λi be the Lagrange multiplier to relax
the constraint xi ≤ 1, we have the following lemma.
Lemma 2. Denoting ti =
wiPDihii
uPDigii(uPDigii+λi)
, (10) is equiv-
alent to the following parametric LCP with variables (xi, ti)
and parameter µ [22, 39]:
0 ≤ xi ⊥
ti − wihii
µgii
+
∑
j∈D
PDjhjixj + ICi
 ≥ 0,
0 ≤ ti ⊥ (1− xi) ≥ 0.
(12)
Proof: Details can be found in [22]. Key steps are to
multiply (10) by
∑
j∈D PDjhjixj+ICi
µPDigii+λi
and change the variable
ti.
In the following, we explore properties of the objective
function in (11), which provides clues to design efficient
algorithms for the upper problem.
B. Algorithm Design for the Upper Problem
In this paper, we use the symmetric parametric principle
pivoting algorithm (SPPP) – a classical algorithm for para-
metric LCP [39] – to find the optimal µ and its corresponding
feasible solutions xi in (12). We write (12) in matrix form
as 0 ≤ y ⊥ Ay + q + νd ≥ 0, where ν = 1µ , y =
[x1, . . . , xND , t1, . . . , tND ]
T , q = [IC1 . . . , ICND , 1, . . . , 1]
T ,
8d = [−w1h11g11 , . . . ,−
wNDhNDND
gNDND
, 0, . . . , 0]T , A0 is a matrix
with (i, j)th element PDjhji, and A =
[
A0 I
−I 0
]
. Note that
µ ≥ 0 implies that ν ≥ 0. We set a upper limit for ν, denoted
by ν¯ <∞, which is a sufficient large real number. The SPPP
is given by Algorithm 2.
Algorithm 2 SPPP-based algortihm
1: Initialization: τ = 0, µ∗ = 0, U∗ = 0, q(τ) = q, d(τ) =
d, A(τ) = A, ν(τ) = 0, y(τ) = 1, and
z(τ) = q+ ν(τ)d+Ay(τ);
. comment: critical value
2: Determine the next critical value of µ:
ν(τ + 1) = min
{
min
i
{
− qi(τ)
di(τ)
: di(τ) < 0
}
, ν¯
}
;
3: Set (z(τ + 1),y(τ + 1)) = (q(τ) + νd(τ), 0) for all ν ∈
[ν(τ), ν(τ + 1)];
4: if ν(τ + 1) = ν¯ then
5: stop;
6: else
7: let r = arg mini
{
− qi(τ)di(τ) : di(τ) < 0
}
;
8: end if
9: The new critical value of ν is ν(τ + 1) = −qr(τ)/dr(τ),
and thus µ(τ + 1) = (ν(τ + 1))−1;
. comment: pivoting
10: if Arr(τ) > 0 then
11: pivot < zr(τ), yr(τ) >;
12: let zr(τ + 1) = yr(τ), yr(τ + 1) = zr(τ);
13: let zi(τ + 1) = zi(τ), yi(τ + 1) = yi(τ), for i 6= r;
14: let τ = τ + 1, and return to Step 2;
15: else if Arr(τ) = 0 then
16: use yr(τ) as a driving variable and determin the basic
blocking variable zs(τ);
17: pivot < zs(τ), yr(τ) >, < zr(τ), ys(τ) >;
18: let zs(τ +1) = yr(τ), ys(τ +1) = zr(τ), zr(τ +1) =
ys(τ), yr(τ + 1) = zs(τ);
19: let zi(τ + 1) = zi(τ), yi(τ + 1) = yi(τ), for i 6= r, s;
20: let τ = τ + 1, and return to Step 2;
21: end if
22: get xi(τ + 1) from yi(τ + 1);
23: let U be (11) at µ(τ + 1) and xi(τ + 1);
24: if U > U∗ then
25: let U∗ = U , µ∗ = µ(τ + 1);
26: end if
Since the SPPP Algorithm requires CSI between each
transmitter and receiver (i.e., matrix A), which may cause
high overhead, the result of SPPP can be used as a per-
formance benchmark, and another low-overhead algorithm is
desirable. To propose such algorithms, we first explore the
properties of the objective function in (11), which is denoted
by Uc := min{Uc1, Uc2}, where Uc1 = µ
∑
i∈D xiPDigii and
Uc2 = µQ. Function Uc2 is a linear increasing function of µ,
while Uc1 is more complicated since it involves solving (10).
The properties of function Uc1 are given by Proposition 5,
leveraging the techniques in [22].
Proposition 5. The function Uc1(µ) has the following prop-
erties:
1) Uc1 is a continuous function of µ;
2) Uc1 is piecewise affine;
3) If
∑
j∈D,j 6=i
hij
hjj
gjj < gii, ∀i ∈ D, and∑
j∈Ds PDj
(
hji − h1ig11 gjj
)
≥ 0, ∀i ∈ Da, then
Uc1 is a non-increasing function.
Proof: See Appendix B.
The sufficient conditions given in Proposition 5 to make
Uc1 non-decreasing essentially say that the interference among
D2D links and the interference from saturated D2D links (i.e.,
xi = 1) to the BS should be weak. Given by Proposition 5
that Uc1 is piecewise affine, and Uc2 is linear, the optimal µ∗
must either be at a break point of Uc1 – the discontinuous
points in the derivative of Uc1 – or at the intersection of Uc1
and Uc2 [22]. When Uc1 is non-decreasing, the optimal µ∗
must be at the intersection of Uc1 and Uc2. This motivates the
heuristic algorithm, given by Algorithm 3, which converges to
an intersection point of Uc1 and Uc2 [22].
Algorithm 3 A bisection algorithm for finding optimal price
µ∗ at monotonic case
1: Initialization: given accuracy  ≥ 0, let µu = µmax, and
µl ≥ 0;
2: while |µu − µl| ≥  do
3: let µm = µu+µl2 ;
4: get xi(µm) by running the LB Algorithm;
5: if U1(µm, xi(µm)) ≤ U2(µm, xi(µm)) then
6: µu = µm;
7: else
8: µl = µm;
9: end if
10: end while
11: let µ∗ = µm.
In the bisection algorithm, we set an upper limit for µ,
denoted by µmax <∞, which is a sufficient large real number.
We consider non-trivial cases, where the interference from
D2D to BSs, when all D2D links are active, is greater than
the interference tolerance level; otherwise, we just let all D2D
links access a RB with probability one. Under this assumption,
we have the following result.
Proposition 6. The bisection algorithm always converges.
In particular, the algorithm requires at most log2(µmax/)
iterations to converge.
Proof: See Appendix C.
Note that the bisection algorithm also converges when we
use the BR Algorithm instead of the LB Algorithm to solve the
lower problem, due to that function f is continuous. Under the
conditions given by Proposition 5, i.e., the interference among
D2D links and the interference from saturated D2D links to
BSs are weak, the bisection algorithm achieves the optimal
µ∗. In other words, the optimal strategy in this case is to let
the number of active D2D links as large as possible, until the
total interference from D2D links reaches the tolerance level.
9Implementation interpretations. Adopting the bisection
algorithm, the BS first broadcasts a price, and then measures
the aggregate interference at this price. If the interference is
greater than the tolerance level, the BS increases the price;
otherwise, the BS decreases the price. In fact, the behavior
is consistent with the law of supply and demand: if the
demand (the interference) exceeds the supply (the interference
tolerance level), the price increases to make the RB less
attractive. The algorithm can also be implemented adaptively.
The network locally measures the total D2D interference, and
increases (decreases) the price if the interference level is above
(below) the predefined tolerance level Q, until the interference
level reaches Q. Fig. 1 illustrates the structure of Algorithm 3,
which shows that the signaling overhead is caused by the price
broadcast and the channel measurements. The overhead due to
price broadcast is proportional to the number of RBs, which is
quite small. As for the channel measurements, the BS requires
the channel information of cellular links, and each D2D link
needs the CSI of the link between its transmitter to the paired
receiver and of the link between the transmitter and the BS.
Thus, the algorithm only requires local information and the
overhead due to the channel measurements is proportional to
the total number of cellular and D2D links, which is much
lower than the overhead of centralized algorithms (e.g., the
brute force approach or the SPPP Algorithm) that require
global CSI. Note that the channel information updating fre-
quency depends on the channel variance over time, which is
quite low in a slow mobility environment (e.g., we may only
measure channels once for each or several resource allocation
time scales). Therefore, the required overhead is not significant
compared to the potential advantages of our algorithm.
As for the complexity, letting T be the number of required
iterations for the LB Algorithm, the computational complexity
of Algorithm 3 is O(ND log2(µmax/) +N
2
DT ). The param-
eters T and log2(µmax/) are generally much smaller than
NNDx as illustrated in Section VI, where T and log2(µmax/)
are between 5 and 10, while NNDx is 10
10. Thus, the com-
plexity of Algorithm 3 is much lower than the complexity of
the centralized scheme, which is O(NNDx N
2
D).
Observing Fig. 2, D2D links mostly have larger access
probabilities when they are far from the BS. This motivates
another greedy heuristic algorithm – called the IO Algorithm
(short for interference ordering), which needs no iteration.
The D2D links are sorted by the interference caused to the
BS in an ascending order, i.e., PD1g11 ≤ PD2g22 ≤ · · · ≤
PDNDgNDND . The BS lets x1 = 1, . . . , xn = 1 and other
D2D links be silent, where n satisfies
∑n
1 PDigii ≤ Q and∑n+1
1 PDigii > Q. Adopting the IO Algorithm, the BS
measures the uplink CSI from D2D transmitters, based on
which the BS determines the access probabilities. Therefore,
this algorithm has lower overhead than the bisection algorithm,
and gets the solution more quickly, at the cost of overall
performance, which is shown in the following section.
VI. PERFORMANCE EVALUATION
We consider an uplink system with a hexagonal BS model.
The main simulation parameters are listed as follows, unless
otherwise specified. The BS density is 1 per pi (500m)2. The
cellular UEs and D2D links are deployed according to two
independent Poisson point processes with the same density 10
links per macrocell. We let the average length of D2D links be
80m. We assume the total bandwidth is 10MHz with 1MHz per
sub-band. The transmitters adopt fractional power control, i.e.,
P = min {Pmax, dκα}, where Pmax is the maximum transmit
power, d is the distance of the link, κ is the compensation
factor for path loss, and α is the path loss exponent. We let
cellular UEs and D2D links have the same power control factor
κ = 0.75. The maximum transmit powers of cellular UEs
and D2D links over one sub-band are 200mW and 20mW,
respectively, due to the fact that cellular UEs only access one
sub-band while D2D links can access multiple sub-bands. Note
that D2D links may not access all sub-bands, and thus we
set a conservative maximum transmit power for D2D links.
The noise power spectrum density is −174 dBm/Hz. Path
loss exponents of UE-UE and UE-BS links are 4.37 and 3.76,
respectively. We compare the performance of our proposed
algorithms to the scenario where all D2D links are active,
as well as the scheme where D2D links become silent when
their transmitters are within a circle around their nearest BSs
– called a guard zone scheme.
A. The Lower Problem: D2D non-cooperative Game
In this section, we consider a single cell scenario, where the
interference tolerance level is 5dB above the cellular signal.
We investigate the performance of the BR Algorithm and the
LB Algorithm. Note that the BR Algorithm provides the NE
result, which may not be optimal. Due to the complexity to
solve (3) via brute force search (O(NNDx N
2
D)), we compare
the gap between the NE and optimal results in a small network
with three D2D links. The average total D2D rates obtained by
brute force search and by the BR Algorithm are 3.362 bps/Hz
and 3.355 bpz/Hz, respectively. Thus, we observe that the NE
solution is near-optimal in small networks, which is mainly
due to that the D2D links are active with probability close to
one in most cases in the small network. On the other hand,
the D2D links have fractional active probabilities in most cases
in the large network, and thus the observation may be quite
different in large networks. We leave the analysis of the gap
between the NE and optimal solution of (7) in more general
networks to future work. To compare the BR Algorithm and
LB Algorithm, we consider a case with ten D2D links. Fig. 3
shows that the rate distributions using the BR Algorithm and
the LB Algorithm are almost the same. This implies that we
can use the solution of the LB Algorithm to approximate the
solution of the BR Algorithm. By comparing to Figs. 6 and
7, we observe that the performance of different algorithms
in single-cell networks is similar to the multi-cell networks.
Therefore, more discussion is left to the following subsection.
B. The Upper Problem: Network Pricing Mechanism
In this section, we consider an asynchronous multi-cell
network, where each cell allocates resources independently.
We let the interference tolerance level be the same as the
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received signal of cellular link (i.e., the interference level
normalized by the cellular signal is 0dB). From the simulation
results, the number of iterations required for the convergence
of the LB Algorithm is about 4-8, which is quite small. Fig. 4
shows the convergence of the SPPP and bisection algorithms.
Both algorithms converge quickly. While SPPP provides a
larger cellular rate, it converges more slowly than the bi-
section algorithm. The quick convergence of LB Algorithm
and bisection algorithm implies that the complexity of the
proposed scheme O(ND log2(µmax/)+N
2
DK) is much lower
than the complexity of the centralized scheme O(NNDx N
2
D),
where K ∈ [4, 8] and log2(µmax/) ∈ [5, 10], while Nx ≥ 2
generally and thus NNDx ≥ 210 in our setup.
In Fig. 5, we compare the rates of D2D and cellular links
using different algorithms. The SPPP and bisection algorithms
provide larger D2D and/or cellular rates than the guard zone
schemes. If there is no interference management, the rate
of cellular UE is very small (see “All D2D active” in the
figure). Adopting the proposed algorithms, the cellular links
can get much better performance (total cellular rate increasing
from 0.61 to about 1.07 bps/Hz), at the cost of less total
throughput (about 12% loss in our setup). We observe that
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Fig. 5. The total rates of cellular and D2D links using different approaches.
SPPP provides a slightly larger rate for cellular links than
the bisection algorithm. This implies that in some cases, the
function Uc1 is non-monotonic and the optimal µ is not at
the intersection of Uc1 and Uc2. However, in general, the
gap between the bisection algorithm and the SPPP algorithm
is small regardless of the monotonicity of Uc1. The average
total rate in conventional networks, where potential D2D links
operate only in cellular mode, is 2.4 bps/Hz in our setup.
Defining the rate gain by the increased total rate divided by
the average rate in conventional networks, we conclude that
allowing D2D links and using proposed algorithms achieves
a very large rate gain compared to conventional networks
(about 5x in our simulation setup), and meanwhile keeps
the performance of cellular UEs at an acceptable level (with
average rate per cellular link being 1.07 bps/Hz). Note that
the rate gain depends on various system parameters, such as
average D2D link length and the amount of D2D traffic.
The rate distributions of cellular and D2D links are shown
in Figs. 6 and 7, respectively. Fig. 6 shows that proposed
algorithms can effectively protect the cellular performance.
Comparing to Fig. 3, where the average cellular rate is
about 1.5 bps/Hz with the normalized interference tolerance
level being 5dB, we can conclude that a lower normalized
interference tolerance level (0dB) is needed in the multi-cell
scenario. Also, the rate of cellular links has a larger range
than the single cell scenario (i.e., the variance is larger). One
possible reason is that there may be some nearby interfering
D2D links and cellular UEs in neighboring cells. Though the
D2D links have large rates without interference management,
they hurt cellular links a lot. Adopting the guard zone scheme,
cellular links can be protected, at the cost of the degradation of
D2D throughput. Moreover, it is difficult to develop a tractable
framework to study the guard zone scheme, and thus difficult
to find the optimal distance threshold analytically. Therefore,
the SPPP and bisection schemes are more preferable.
Note that the interference tolerance level can be tunable
to maximize utility functions in terms of both the cellular and
D2D links (e.g., the total rate in the hybrid network). We show
the rates of cellular and D2D links versus the interference
tolerance level numerically in Figs. 8 and 9, respectively. The
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analysis of optimal Q with respect to different utility functions
is left to future work. Fig. 8 shows that as the interference
tolerance level increases, the rate of cellular users decreases,
because more D2D links are allowed to transmit. On the other
hand, as Q increases, D2D links can access the RBs more
aggressively and the total rate of D2D links increases. The
IO Algorithm protects the performance of cellular links well.
However, in a network with strict interference constraints, the
total rate of D2D links using the IO Algorithm is less than the
SPPP and bisection algorithms, which implies the importance
to consider power control for D2D resource allocation, as
well as the interference experienced at D2D receivers. From
Fig. 9, we can conclude that although the IO Algorithm is
very simple, it can only be applied to the cases with high
interference tolerance (e.g., cases with normalized interference
tolerance level larger than 0dB).
Figs. 10 and 11 show the rates of cellular links and D2D
links versus the D2D density, respectively. We ignore the
guard zone scheme with radius 150m in these figures, since its
performance is similar to the guard zone scheme with radius
200m. As shown in Fig. 11, the total rate of D2D links in-
creases as D2D density increases, while the rate of cellular link
decreases in Fig. 10. The decrease of cellular rate using the
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considered RB.
SPPP and bisection algorithms vanishes much more quickly
than the scenario with all D2D links being active, which
suggests the efficiency of the SPPP and bisection algorithms
for protecting cellular transmissions. The figures also show
that besides the interference tolerance level, the throughput
gain of the proposed algorithms also highly depends on the
density of D2D links.
VII. CONCLUSION
This paper presents a decentralized spectrum management
for a shared network consisting of D2D and cellular links,
aiming to maximize the total throughput of D2D links with
an interference constraint for protecting cellular transmis-
sions. We propose a low-complexity low-overhead distributed
algorithm to update D2D access probabilities, and use the
SPPP algorithm to get the optimal price for controlling the
interference from co-channel D2D links. Though the SPPP
Algorithm requires global CSI, it provides a benchmark for
other algorithms. We further propose a low-overhead efficient
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heuristic algorithm based on the bisection method, which is
shown to be convergent. Numerical results show that the
heuristic algorithm has about the same performance as the
SPPP algorithm, especially in the cases with low interference
tolerance level. Another simple greedy algorithm is proposed
and shown to perform well in scenario with high interference
tolerance level. The proposed algorithms provide a large
throughput gain with a performance guarantee of cellular links,
compared to a conventional network with links operating only
in cellular mode. Comparing to the cases without interference
management (i.e., all D2D links are active), the average rate
of cellular links improves significantly (e.g., average rate per
cellular link increases from 0.61 to 1.07 bps/Hz in our setup).
This implies that the proposed algorithms can efficiently man-
age the interference from D2D links to the cellular network.
Future work could include investigation of more general utility
functions incorporating both throughput and fairness, joint
optimization of D2D mode selection, and consideration of a
more flexible multiple-cell system.
APPENDIX A
PROOF OF PROPOSITION 3
1) We can complete the proof by applying the Maximum
Theorem with Φ = Ui(xi;x−i,µ) [32].
2) Let A and S be any two distinct subsets of set D =
{1, 2, · · · , ND}. We have
ai − si ≤ 0, for i ∈ D \ (A ∪ S) ,
0 < ai − si < PDihii, for i ∈ A,
ai − si ≥ PDihii, for i ∈ S.
(13)
Given that the number of D2D links is finite, we have
that the number of choices of disjoint A and S is finite.
Therefore, the domain of fL can be partitioned into
finitely many polyhedra. With s = Gx, the inequalities
(13) can be changed to inequalities in terms of x, which
defines a (possibly empty) polyhedron in X . On the
polyhedron Pn, according to (10), we have xi = ai−siPDihii
for i ∈ A(n), xi = 1 for i ∈ S(n) and xi = 0
otherwise, which can be expressed in a matrix form
as xi = B
(n)
i si + b
(n)
i , where B
(n)
i is defined in the
Proposition 3. Combining with s = Gx, we complete
the proof.
APPENDIX B
PROOF OF PROPOSITION 5
1) We define a function g : R+ → X as g(µ) =
(g1(µ), . . . , gND (µ)), where gi(µ) = xi(µ,x−i(0)), x(0)
is a given initial vector, and xi(µ,x−i(0)) is calculated
according to (10) by fixing x−i = x−i(0). Observing
(10), we can see that gi(µ) is a continuous function
for a given x−i. According to properties of continuous
functions (see, e.g., Theorem 4.10 in [40]), g(µ) is
continuous due to the fact that each of the function
g1(µ), . . . , gND (µ) is continuous. Proposition 3 shows
that the best-response function fL : X → X is contin-
uous. Invoking properties of continuous functions again
(see, e.g., Theorem 4.7 in [40]), we can conclude that
fL(g(µ) is a continuous mapping, which implies that the
NE x∗i (µ) is a continuous function of µ. Therefore, Uc1
is also a continuous function of µ.
2) Recall that A and S denote the sets of active D2D
links and of saturated D2D links, respectively. Without
loss of generality, let A = {1, . . . , n} and S = {n +
1, . . . , n + m}. We denote xa = [x1, · · · , xn]T , xs =
[xn+1, · · · , xn+m]T and x0 = [xn+m+1, · · · , xND ]T . Let
Haa be a matrix with (i, j)th element being
PDjhji
PDihii
for
i, j ∈ A, Wa =
[
w1
PD1g11
, · · · , wnPDngnn
]T
and Ca =[
IC1+ID1
PD1h11
, · · · , ICn+IDnPDnhnn
]T
, where IDi =
∑
j∈S PDjhji.
According to (10), we have xa = (Haa)−1
[
Wa
µ −Ca
]
,
xs = 1 and x0 = 0. The domain of function Uc1 can be
divided into finite polyhedra according to different A and
13
S. In each polyhedron, we have
Uc1(µ) = µ
∑
i∈A
xiPDigii + µ
∑
i∈S
PDigii
= µβTa (Haa)
−1
[
Wa
µ
−Ca
]
+ µβTs 1
T
= βTa (Haa)
−1
[
Wa +
(
Haaβ˜1
(
βTs 1
T
)−Ca)µ] ,
(14)
where βa = [PD1g11, PD2g22 · · · , PDngnn]T , βs =[
PDn+1g(n+1)(n+1), · · · , PDn+mg(n+m)(n+m)
]T
, β˜1 =
[ 1PD1g11
, 0, · · · , 0], and 1 = [1, 1, · · · , 1]T . Therefore,
Uc1 is a linear function in each given polyhedron, and
thus it is piecewise affine.
3) We use the same argument as the proof of Theorem
1 in [22]. The first condition is equivalent to that
matrix H(β)aa := diag(βa)Haa (diag(βa))
−1 is strictly
(column-wise) diagonally dominant. Defining C(β)a =
diag(βa)
(
Ca −Haaβ˜1
(
βTs 1
T
))
, we have
βTaH
−1
aa
(
Ca −Haaβ˜1
(
βTs 1
T
))
= 1T
(
H(β)aa
)−1
C(β)a .
(15)
To show that Uc1 is non-increasing, we need to show
that (15) is non-negative. The first condition is a suf-
ficient condition for 1T
(
H
(β)
aa
)−1
≥ 0. Similar proof
can be found in [22], and we ignore the details. The
remaining proof is to show Ca −Haaβ˜1
(
βTs 1
T
) ≥ 0.
The ith element of the left term of the above inequality
is 1PDihii
(
ICi +
∑
j∈Ds PDjhji − h1ig11
∑
j∈Ds PDjgjj
)
,
which implies that
∑
j∈Ds PDj
(
hji − h1ig11 gjj
)
≥
0, ∀i ∈ Da is a sufficient condition to make Ca −
Haaβ˜1
(
βTs 1
T
) ≥ 0. Combining with 1T (H(β)aa )−1 ≥
0, we can conclude that (15) is non-negative, and thus
Uc1 is non-increasing.
APPENDIX C
PROOF OF PROPOSITION 6
We first show that the intersection of Uc1 and Uc2 on
[0, µmax] is non-empty, and then show that the bisection
algorithm converges to one of the intersection points. Prop.
5 shows that Uc1 is a continuous function of µ. It is easy to
observe that Uc2 is also a continuous function of µ. Therefore,
Uc1 − Uc2 is a continuous function of µ. Recalling the
assumption that when all D2D links are active, the interference
from D2D to BSs is greater than the interference tolerance
level, we have Uc1 − Uc2 > 0 when µ = 0. On the other
hand, when µ = µmax, we have Uc1−Uc2 < 0. According to
the intermediate value theorem, we can conclude that there is
some number µ ∈ [0, µmax] such that Uc1(µ) − Uc2(µ) = 0.
In other words, there is at least one intersection point between
Uc1 and Uc2 on [0, µmax].
Adopting the bisection algorithm, the interval is divided
into two halves at each iteration. The interval at iteration t
is denoted by L(t) = [at, bt], where a0 = 0 and b0 = µmax.
According to procedures of the bisection algorithm, we have
Uc1(at) ≥ Uc2(at) and Uc1(bt) ≤ Uc2(bt) at each itera-
tion t. Similar to the proof of the existence of intersection
points on [0, µmax], we can show that there is at least one
intersection point between Uc1 and Uc2 on L(t). Therefore,
the bisection algorithm preserves the existence of intersection
points in current interval. The length of interval L(t) has
|L(t)| = |L(t − 1)|/2 = · · · = µmax/2t. It must stop when
|L(t)| ≤ , which implies that the algorithm converges, and
the maximum number of iteration for convergence, denoted
by T , satisfies µmax/2T = , i.e., T = log2(µmax/).
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