Abstract-In engineering design and manufacturing optimization, the trade-off between a quality performance metric and the probability of satisfying all performance specifications (yield) of a product naturally leads to a chance-constrained bi-objective stochastic optimization problem (CBSOP). A new method, called MOOLP (multi-objective uncertain optimization with ordinal optimization (OO)), Latin supercube sampling and parallel computation), is proposed in this paper for dealing with the CBSOP. This proposed method consists of a constraint satisfaction phase and an objective optimization phase. In its constraint satisfaction phase, by using the OO technique, an adequate number of samples are allocated to promising solutions, and the number of unnecessary MC simulations for noncritical solutions can be reduced. This can achieve more than five times speed enhancement compared to the application of using an equal number of samples for each candidate solution. In its MOEA/D-based objective optimization phase, by using LSS, more than five times speed enhancement can be achieved with the same estimation accuracy compared to primitive MC simulation. Parallel computation is also used for speedup. A real-world problem of the bi-objective variation-aware sizing for an analog integrated circuit is used in this paper as a practical application. The experiments clearly demonstrate the advantages of MOOLP.
I. Introduction

I
N ENGINEERING design, design parameters suffer from process and environmental variations, which are often unavoidable. Therefore, uncertainty must be addressed at the design phase. Yield is the percentage of manufactured products that meet all the specifications under the presence of the process variations. A designer not only has to consider the F. Fernández is with IMSE, CSIC and the University of Sevilla, Sevilla, E-41092, Spain (e-mail: francisco.fernandez@imse-cnm.csic.es).
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Digital Object Identifier 10.1109/TEVC. 2013.2244898 yield, but also has to balance the yield and some other quality metrics of the design. For example, in analog integrated circuit (IC) design [1] , a designer often has to balance the yield and the power consumption. These applications naturally lead to the following chance-constrained bi-objective stochastic optimization problem (CBSOP):
where the following applies.
1) x is the d-dimensional vector of design variables. 2) [a, b]
d is the search space. 3) ξ ∈ is a vector of random variables with zero mean values that models the manufacturing and environmental variations. If ξ is replaced by its mean value (ξ = 0), it implies that manufacturing and environmental variations are ignored. 4) g i (x, ξ) (i = 1, . . . , k) are k performance functions. A design meets the design requirements if g i (x, ξ) ≥ 0 for all i. When ξ = 0, the constraints become g i (x, 0) ≥ 0, which correspond to the design constraints under nominal manufacturing and environmental conditions. 5) h(x, ξ) is the quality index function, which may be one of the g i (x, ξ) functions. 6) Y (x) is the yield function. 7) Q(x) is the expected performance of the quality index. 8) θ is the yield threshold. The chance constraint Y (x) ≥ θ in (1) [2] is important since the design is useless in practice when the yield Y (x) is lower than a certain threshold, even if the design has good performance under nominal manufacturing and environmental conditions. Chance constraints have been widely used in many real-world applications such as mechanical engineering [3] , electrical engineering, reliability engineering [4] , and others [2] and [5] .
A Pareto optimal solution to (1) is the best candidate for balancing Q(x) and Y (x). Let x and x be two feasible solutions to (1) solution that dominates it. The set of all the Pareto-optimal solutions is called the Pareto set (PS), and the image of PS in the objective space (i.e., Y − Q space) is the Pareto front (PF). A decision maker often wants to have an approximate PF for gaining more understanding of the problem and making his/her final decision. In the engineering design optimization field, most reported approaches for dealing with Y (x) and Q(x) are based on single objective optimization. These approaches optimize Y (x) or Q(x) under some constraints. Such approaches cannot provide trade-off information between Y (x) and Q(x), which is of large practical interest in industrial applications. Some preliminary work has been done to consider Y (x) in a multi-objective design optimization problem (e.g., [6] , [7] ). In the evolutionary computation field, generic multi-objective optimization in uncertain environments has been studied [8] . Many works focus on correctly identifying the optimal solutions in uncertain environments. Some of them were aimed at handling a high noise level in uncertain multi-objective optimization [9] . Goh and Tan [8] also introduced robust design problems [10] , which consider process variations to the multi-objective optimization. A key solution method is proposed in [11] . It uses robust measure (e.g., worst-case measure) to reflect the degree of variation to the objectives due to the process variations. The selection criterion adopted is randomly based on either the conventional Pareto ranking or the robust measure to make a balance between the Pareto-optimality and the robustness [8] . The goal is to generate a set of robust Pareto-optimal designs. Some operators for efficiency enhancement to solve the robust design problem are proposed. Our approach, on the other hand, focuses on efficiency improvement for CBSOP, which explicitly trade-off the objective and yield. (In CBSOP, Y (x) is an explicit objective.) Due to the stochastic value of ξ, evaluations of Y (x) and Q(x) require Monte Carlo (MC) simulations, which could be very time-consuming. In many industrial applications, a single evaluation takes from a few seconds to minutes. Although the simulation of each sample does not take too long, many samples are needed to evaluate the objectives and constraints; hence, this takes a much longer time. Thus, it is of great practical interest to study how to reduce the total number of MC simulations in approximating the PF for CBSOP. To the best of our knowledge, however, very little effort has been made along this direction. This paper attempts to approximate the Pareto front of (1) with as few MC simulations as possible, so as to considerably increase the efficiency for solving CBSOP.
In engineering applications, most approaches use primitive Monte Carlo (PMC) simulation for each candidate solution to estimate the values of Y (x) and Q(x), and apply a conventional multi-objective evolutionary algorithm (MOEA) [6] , [7] . To reduce the computational cost, some approaches use some design of experiments methods, e.g., Latin hypercube sampling (LHS), to replace PMC simulation [12] . Shuffled complex evolution metropolis [13] , which is a Markov chain Monte Carlo (MCMC) method to perform the samplings in noisy multi-objective optimization, was first introduced in [14] . These approaches have some advantages but also have some limitations. Firstly, LHS often cannot provide a sufficient speed enhancement with respect to PMC [15] . Secondly, MCMC-based advanced sampling methods are often sensitive to some parameters or settings (e.g., start distribution), which require problem-specific knowledge [13] , [15] . Convergence diagnostic is very critical in MCMC-based approaches, but there are few general and robust methods to determine how many steps are needed to converge to the stationary distribution within an acceptable error [16] . A few approaches use off-line surrogate model to predict Y (x) and Q(x) [2] , [17] . Such approaches work well for small-dimensional problems, but are often not applicable to high-dimensional problems, since preparing the training data is computationally very expensive.
This paper focuses on efficient solution methods for CBSOP, which is also applicable to other uncertain multi-objective optimization problems including MC simulation [2] . Three main contributions are made in this paper to efficiently solve the uncertain optimization problem of (1). First, an advanced MC sampling method, Latin supercube sampling (LSS) [18] , is applied, which is more efficient than LHS, and is more general and robust than MCMC methods [15] . Second, the common practice of using the same number of samples for all the candidate solutions is not adopted when handling stochastic chance constraints in this paper. Instead, a new mechanism is proposed that uses ordinal optimization (OO) [19] to adaptively assign the number of samples to different candidate solutions. OO was originally proposed for efficiently selecting the best candidate among a group of candidate solutions with uncertain parameters. In this paper, we use it in iteration-based optimization, whose goal is to identify and obtain reasonably good estimations of feasible or almost feasible solutions and to decrease the computational effort spent in noncritical candidates. Lastly, a two-phase optimization mechanism is proposed. Although OO is very promising for efficiently selecting or ranking good candidates, its accuracy often cannot satisfy the requirement for objective optimization. Our proposed two-phase approach consists of a constraint satisfaction phase and an optimization phase. OO is applied in the constraint satisfaction phase using a small number of LSS samples. The purpose of this phase is to provide a well-distributed feasible initial population to the optimization phase. In the optimization phase, a large number of LSS samples are used to obtain more accurate function values. The MOEA/D [20] variant in [21] (MOEA/D-DE) is used as the optimization method. The new algorithm, multi-objective uncertain optimization with ordinal optimization, LSS and parallel computation (MOOLP), has been proposed and extensively studied in this paper.
The remainder of the paper is organized as follows. Section II introduces the basic techniques used in this paper. Section III gives the details of the proposed approach. Section IV presents the test problems used in our experimental studies. Section V conducts experimental investigations of the major components of MOOLP. Section VI studies the hybridizations of the major components with a real-world analog integrated circuit design problem. Concluding remarks are given in Section VII.
II. Basic Techniques Used in MOOLP
This section provides a brief introduction to some basic techniques used in MOOLP.
A. Differential Evolution
Differential evolution is one of the most popular evolutionary algorithms for continuous optimization. Its distinct characteristics are its mechanisms for generating new solutions. There are several variants of DE operators. In our experiments, we use the DE/best/1 operator.
Let P be the current population and x best be the best solution in P. Given a solution x = (x 1 , . . . , x d ) ∈ P, to generate an offspring u = (u 1 , . . . , u d ) for x, the DE/best/1 operator first produces a donor vector
where x r 1 and x r 2 are two different solutions randomly selected from P and also different from x best . SF ∈ (0, 2] is a control parameter, commonly known as the scaling factor [22] . Then the following crossover operator to produce u is applied:
1) randomly select a variable index j rand ∈ {1, . . . , d}; 2) for each j = 1 to d, generate a uniformly distributed random number rand from (0, 1) and set
where CR ∈ [0, 1] is a constant called the crossover parameter. DE is a robust algorithm and appropriate settings of its parameters (the scaling factor and the crossover rate) are detailed in [22] .
B. Ordinal Optimization
Suppose that we have a quality function Given n samples of ξ for x: ξ 1 , . . . , ξ n . J(x) can be estimated asJ
The basic idea behind OO is that, to select good designs, one only needs a reliable order of J(x i ) instead of very accurate estimation of their values. OO allocates a large portion of simulations to promising x i (often called critical solutions in the OO literature). Let σ 2 i stand for the variance of L(x i , ξ). In OO, it can be replaced by its sample variance, and the sample variance of x is
Let x b be the best design value, i.e., the one with the largestJ value and δ bj =J b −J j . Let n i denote the number of simulations allocated to x i , an asymptotic optimal budget allocation should have the following property [23] 
An OO algorithm based on (7) works as follows [23] . M , which satisfy (7) and the constraint
Use all the simulations performed so far to updateJ(
, and δ bj . Set l = l + 1 and go to Step 2. n 0 , TO, n max , and are control parameters. In Step 1, n 0 simulations for each x i are performed to provide a very rough estimate of J(x i ). Based on the simulations made so far, Step 3 computes, by using (7), the optimal budget allocation with additional simulation budget. n max is used to bound the simulation number for each x i .
Step 4 conducts additional simulations and updatesJ(x i ) and other statistics, which can hopefully make the rank ofJ(x i ) more accurate. In our constraint satisfaction phase, we need to estimate and compare the yield (i.e., Y (x)) values of a set of candidate solutions. Let
Note that
we can treat I(x, ξ) as L(x, ξ) and then apply the above OO method to estimate and compare theȲ values of these solutions.
C. Latin Supercube Sampling (LSS)
In our proposed method, we need to estimate Y (x) and Q(x) by sampling. Both of them can be regarded as specific cases of (4) . Assume that ξ in (4) is uniformly distributed in the s-dimensional supercube [0, 1) s (otherwise, we can use a variable transformation to make this assumption true). Suppose that we use (5) to computeJ(x). The estimation error can be bounded by the Koksma-Hlawka inequality [24] |J
where
is the total variation of L(x, ·) in the sense of Hardy and Krause. LSS tries to generate a sequence of points in [0, 1) s with a low star discrepancy. As a first step, LSS divides ξ into several subvectors. A lower dimensional (randomized) quasi-Monte Carlo ((R)QMC) method is used with each subvector to generate a set of (R)QMC points. Reference [15] shows that QMC can achieve a 2-50 times speed enhancement compared to PMC simulation (using computer-generated random numbers). (R)QMC uses low-discrepancy sequences (LDS) to generate more uniformly distributed samples, so as to obtain a much smaller D * compared to the fake random numbers generated by the computer. LDS is a deterministic infinite sequence of sdimensional points. The goal of the constructed sequences is to fill the space as geometrically equidistant as possible. There are different methods to generate an LDS, e.g., Halton set, Sobol set, etc. In MOOLP, we use RQMC samples generated by the Sobol set with a skip of 2 log n/ log 2 points. More details can be found in [18] , [24] , and [25] .
The next step of LSS is to present these (R)QMC points in a random order within subvectors to produce a set of points in [0, 1) s . The purpose of this is to address high-dimensional sampling. Suppose ξ is an s-dimensional input sample, which
where π j are independent uniform random permutations of 1, . . . , n. The purpose of this random permutation is the same as in LHS, i.e., to make the projection of each coordinate of the samples more uniform so as to reduce the variance. The details of LSS can be found in [18] .
III. The MOOLP Algorithm A. Main Idea
To estimate Y (x) and Q(x) in (1), one has to do computer simulations that are often computationally expensive in practice. Thus, our goal is to reduce the number of simulations by as many as we can. We have the following considerations.
1) Constraints are more important than objectives. When a candidate solution does not meet the constraints, we do not deliver it as a final solution to the decision maker. Therefore, it is unnecessary to spend much effort estimating the objective function values of an infeasible solution. 2) In most engineering applications, if a solution does not meet the following deterministic constraints
which is the constraint without variations, then its Y (x) should be zero or very low, and it is unlikely to meet the chance constraint
for practical values of θ. Therefore, it is unnecessary to estimate Y (x) when x is infeasible in terms of the deterministic constraints. 3) It is relatively easy to find a set of (nearly) feasible solutions compared with the optimization problem itself. If most initial solutions are feasible and of good diversity in an EA, then its computational effort should be significantly reduced. Based on the above considerations, we divide our search into two phases: constraint satisfaction and optimization. The constraint satisfaction phase tries to find a set of nearly feasible solutions that have good diversity. The optimization phase takes the output of the constraint satisfaction phase as its initial population and searches for an approximate PF.
In the constraint satisfaction phase, we do not need to estimate Q(x), and only estimate Y (x) when necessary. More importantly, the goal is to provide an initial population to the optimization phase, so we only need to have a rough estimate of Y (x), particularly for those solutions that are unlikely to be feasible since those solutions would be discarded later. Thus, it is very reasonable to use the OO method in this phase.
In the optimization phase, since its initial population is almost feasible, we do not need to employ very sophisticated constraint handling techniques in this phase. For simplicity, we use the penalty function approach to maintain the feasibility. Because this phase produces the final solutions to the decision maker, we allocate a good number of simulations to each candidate solution to estimate its objective function values.
Since the LSS is much more efficient than other sampling techniques, we use it in both the constraint satisfaction and optimization phase. In addition, both the evaluations of individuals in each iteration of evolutionary algorithms and their MC simulations, are independent from each other, and hence parallel computation can be easily applied.
B. Phase 1: Constraint Satisfaction
The goal of the constraint satisfaction phase is to provide a good initial population to the optimization phase. We set the following two requirements for its output population Pop.
The reason why we relax the chance constraint is that nearly feasible solutions can often provide very useful information for the optimization phase, and those solutions can be also helpful to increase the diversity of Pop. 2) Pop should be of good diversity in the decision space.
We use the following metrics to measure the uniformness of Pop
where Pop\{x} denotes the whole population Pop except the individual x and dis(x, Pop\{x}) is the Euclidean distance between x and the individual of Pop\{x} closest to x, that is dis(x, Pop\{x}) = min
and dis is the average of all these distances. The smaller the Uni value, the more uniform is the distribution of the points in Pop. The constraint satisfaction starts with a population of N solutions randomly generated from [a, b] d . At each generation, it produces one offspring solution for each solution in the current population by using the DE operators (Section II-A). To evaluate the qualities of these N new solutions, we split them into two groups as follows.
1) Group A: contains all the new solutions that do not meet the deterministic constraints g i (x, 0). 2) Group B: contains all the other new solutions. For a solution x in Group A, we define its deterministic constraint violation DCV (x) as the sum of the violations of each constraint. We do not need to do more simulations to estimate its Y value and simply set it to zero. We apply OO on Group B to estimate the Y values of its solutions. The main goal is to obtain a good ranking for the candidate solutions to make sure the selection is correct, while decreasing the necessary number of simulations as much as possible.
To update the population, we compare each solution x and its offspring o. o replaces x if and only if one of the following conditions is true:
1) x violates some deterministic constraints and
, and Uni value of Pop will decrease if x is replaced by o. We use the estimated Y values in the above comparison. Due to the nature of OO, for those solutions that severely violate the chance constraint, they will be allocated a very small number of simulations and thus their estimated Y values are not very accurate. However, it will not have a large effect since these solutions should be replaced during the constraint satisfaction, whereas the (nearly) feasible solutions for the initial population of the optimization phase have a good estimation accuracy because much more samples are allocated to them.
For simplicity, we always use the current population Pop as the baseline when we check if the Uni value decreases by replacing x with o. We adopt the generational DE in which all the replacements are conducted in parallel. Thus, a replacement based on the Uni change computed in our approach may not lead to the Uni decrease in some cases. However, since only a few solutions are replaced at each generation when the candidates move to the feasible space, our approach works very well in practice as confirmed in our pilot experimental studies.
We have observed that the Uni value of the current population increases first as the population moves toward the feasible region and then decreases as Uni becomes the major driving force. The constraint satisfaction phase stops when the Uni value is smaller than that of the initial population or the 
C. Phase 2: Objective Optimization
MOEA/D is used for multi-objective optimization in the optimization phase. A general framework of MOEA/D is proposed in [20] . By using a (linear or nonlinear) weighted aggregation method, the approximation of the PF can be decomposed into a number of single objective optimization subproblems. MOEA/D defines neighborhood relations among these subproblems based on the distances among their weight vectors. Each subproblem is optimized in MOEA/D by using information mainly from its neighboring subproblems. In our experiments, we employ the Tchebycheff approach and a penalty function technique for transforming (1) into N unconstrained single objective optimization problems. More specifically, the kth subproblem is formulated as the minimization of
where Q * and Y * are the largest values for Q(x) and Y (x) in the feasible region.
It is worth noting that as Q * and Y * are usually unknown before the search, the algorithm uses the largest Q and Y values found during the search to substitute them. We generate the same number of LSS samples for each candidate solution to estimate its Y and Q values. The number of the LSS samples should be large enough to obtain a good accuracy.
There are a number of different variants of MOEA/D. In our experiments, we adopt the MOEA/D-DE proposed in [21] . k ∈ B(i) . Neighboring problems have similar objective functions, so their optimal solutions should be similar too. Before applying MOEA/D, we should set the value of the neighborhood size T . We also need to set the value of n r , the maximal number of solutions allowed to be replaced by a single new solution.
The algorithm is summarized in Algorithm 1. 
Reproduction:
Set x best = x i , randomly select two indexes, r 1 and r 2 , from P nb , and generate a new solution y using the DE operator introduced in Section II-A. Then, perform a polynomial mutation [26] on y with probability p m to produce a new solution y.
Use LSS sampling to estimate Q(y) and Y (y).
Update
Q * and Y * : If Q(y) > Q * , set Q * = Q(y). If Y (y) > Y * , set Y * = Y (y).
Update of Solutions: Set c = 0 and then do the following:
1) if c = n r or P nb is empty, go to Step 3. Otherwise, randomly pick an index j from
, then set x j = y, and c = c + 1; 3) remove j from P nb and go to (1 
IV. Test Problems
We have experimentally studied our proposed method on constructed mathematical test problems for the main components of MOOLP and a real-world engineering design problem for the hybridization of the main components (the full MOOLP algorithm). 
A. Variation-Aware Analog Sizing Problems
This paper uses the proposed method to solve a real-world analog integrated circuit design problem, the design of a twostage fully differential folded-cascode amplifier with commonmode feedback, shown in Fig. 1 All transistors must be in the saturation region. The number of process variation variables (noise variables) is 52, which are all normally distributed. To estimate Y (x) and Q(x), all these 52 variation variables need to be considered. Note that in this application, the uncertain parameters and the design parameters do not have a one-to-one correspondence. The design parameters are width and length for each transistor, but there are several interdie and intradie variation variables, which need to be considered when evaluating the performance of a circuit.
B. Problems for Testing the Two-Phase Optimization Mechanism
One of the main characteristics of MOOLP is the twophase optimization mechanism. To test the effectiveness of this mechanism to handle constrained MOPs, some problems are constructed. Since the uncertainty handling is not the major purpose of this test (tested by using the real-world engineering problem), we use the deterministic unconstrained test problems UF1 to UF4 and UF7 to UF10 from the CEC09 competition suite [27] and add constraints to some objectives. Although they are deterministic problems, they have some similarity to (1), since some objectives also serve as constraints. For the two-objective problems, the added constraints are
and
For the three-objective problems, the added constraint is
Problems UF5 and UF6 are not considered because their Pareto sets are discrete. The number of decision variables is 20.
In the next section, the two-phase optimization mechanism will be compared with a single-phase approach in which MOEA/D is used with penalty functions.
C. Problems for Testing OO
The goal of OO is to select (nearly) feasible solutions for a chance constraint with as few simulations as possible. It can also provide relatively accurate estimations to those (nearly) feasible solutions. A chance constraint problem is defined as
where X(1), . . . , X(6) is a group of six numbers. Nrand represents the sum of 7 standard normally distributed random numbers. The task is to find all the k among {1, . . . , 6} that meet this constraint. Each row in Table I represents such a group of numbers. In other words, Table I gives 11 test instances, which are randomly generated around 15. In the next section, OO will be compared with the traditional method that assigns the same number of samples to each candidate.
V. Experimental Studies of the Main Components
of MOOLP This section experimentally studies the main components of MOOLP: the two-phase optimization mechanism, OO for handling chance constraint, separately. Another main component of MOOLP, the LSS simulation, has been studied in literature. The advantage on convergence speed of LSS compared to PMC is detailed in [15] and [18] . Hence, we will study the advantage of LSS in handling CBSOP in the next section based on the real-world problem.
A. Two-Phase Optimization Mechanism
This subsection studies the effect of the two-phase optimization mechanism to handle constraints and compares it with a conventional single-phase method based on MOEA/D and penalty functions. The test problems used in this subsection were given in Section IV-B. In our experiments, the population size is 200 for two-objective problems, and 400 for threeobjective problems. In the constraint satisfaction phase, the severity of the constraints can be assessed. Problems with severe constraints require more iterations. Based on the severity of constraints and the number of objectives, we classify the test problems into five groups, which are shown in Table II .
In Table II , G (init) is the average number of iterations (rounded to tens) among 10 independent runs of the constraint satisfaction phase with the stopping criterion described in Section III-B. G (init) can be considered an indicator of the severity of the constraints. G(MO) in Table III is the number of iterations used in the optimization phase in our proposed approach. The number of iterations assigned to the singlephase MOEA/D with penalty functions to handle constraints is G(init) + G(MO). The penalty coefficient ρ is set to 10, the neighborhood size T is 10% of the population size, and the replacement boundary n r is 10% of T for both approaches. In the constraint satisfaction phase of our proposed approach, following the suggestions from [22] , the scaling factor SF 1 is set to 0.8 and the crossover rate CR1 is set to 0.8 in the DE operators. In the optimization phase of our approach and the single-phase MOEA/D, following the suggestions from [21] , the crossover rate CR2 is set to 1 and the scaling factor SF 2 is set to 0.5 in their DE operators. The inverted generational distance (IGD) [28] is used to assess and compare the performance of the algorithms. Let P * be a set of uniformly distributed points in the objective space along the true PF. Let A be an approximation to the PF; the inverted generational distance from P * to A is defined as
where d(v p , A) is the minimum Euclidean distance between v p and the points in A. The average IGD values in 20 runs for the benchmark problems are shown in Table III . From Table III , it is evident that the two-phase approach is not worse than the single-phase MOEA/D with penalty function for all the test problems in terms of the IGD values. A Wilcoxon signed rank test [29] with a significance level of 0.05 has been used to compare the IGD values in 20 runs obtained by the two algorithms. It confirms that our two-phase approach is significantly better on all the test instances except UF2 and UF7. Table III reveals that 1) for the two-objective problems with low and medium severity constraints (classes A and B), our two-phase approach leads to moderate improvement; 2) for the two-objective problems with high severity constraints (class C) or three-objective problems with low severity constraints (class D), the improvement is good; 3) for the three-objective problems with high severity constraints (class E), the improvement is very significant. Hence, it can be concluded that our two-phase optimization approach is effective and efficient in dealing with constrained optimization problems.
B. OO for Handling Chance Constraint
This subsection experimentally studies the ability of OO to handle chance constraints and compares OO with the standard method in which all the candidates are assigned the same number of samples (i.e., simulations). The eleven test instances are given in Section IV-C. In our experiments, PMC simulation is used in both the OO and standard method. We first compare the OO and standard method on the first instance (its data are given in the first row of Table I ). Then, we conduct significance tests on the other ten instances (their data are given from row 2 to 10 of Table I ). The true values of Y (k) for the first instance are given in Table IV . Thus, the solution to this instance is k = 1, 2.
For the first instance, we use a different number of samples to estimate Y (k). 100 independent runs for each experiment have been conducted in both methods. The results are presented in Table V. In Table V , the total number of samples in each experiment is (6 × n sam ). For the case of the standard 1) the data in the MOO column are the error rates of using OO, i.e., the percentages of the runs that fail to find the correct k values by the OO method; 2) the data in the MTR column are the percentages of the runs that fail to find the correct k values by the traditional method.
From Table V , it is clear that the error rates of the OO are much lower than those of the traditional method. For example, in the case of using 6 × 390 samples, OO can find the right values of k in all the 100 runs, while the traditional method fails in 11% of the runs. To reduce the error rate below 1%, the traditional method needs 6 × 2500 samples. Therefore, a 6.5 times speedup can be achieved by the OO compared with the traditional method.
The significance tests of the error rates (like in Table V) are performed for the the second to eleventh instances in Table  I . n sam is set to 200. Ten error rates are generated for each method on each instance, which is obtained by 100 runs. The results show that in all of the test instances, OO is significantly better than the traditional method with a significance level of 0.05.
Besides the correct selection for handling chance constraints studied in the previous experiments, the accuracy of the estimations using the two methods are also compared. The second to eleventh instances in Table I Table VI . Column two shows the number of critical candidates in the ten test instances. Column three to column five show the number of critical candidates falling in the three p-value intervals from the Wilcoxon signed rank test, respectively.
It can be seen that under a significance level of 0.05, the difference of the estimated Y (k) between these two methods is significant and the results of OO are much closer to the correct values for at least 50% of the critical candidates in all the test instances. Nevertheless, for other critical candidates, the two estimations show no significant difference. VI. Experimental Studies of the Hybridization on a Real-World Application Problem In this section, we use the proposed approach to solve the real-world process variation-aware analog circuit sizing problem described in Section IV-A. The goal is to test the hybridization of the main techniques in the complete MOOLP algorithm. We also compare our proposed method with the single-phase MOEA/D using PMC samples. At last, the hybridization of OO and LSS is studied by experiments based on this real-world problem.
The experiments were implemented in MATLAB running on a PC with an 8-core CPU, 4 GB RAM, and the Linux operating system. The electrical simulator HSPICE is used as the circuit performance evaluator.
In our constraint satisfaction phase, the parameter settings are as follows: 1) N = 50; 2) SF 1 = 0.8 and CR1 = 0.8; 3) n 0 = 20, n max = 600; 4) TO = sim ave × M1 where sim ave = 60 and M1 is the number of nearly feasible solutions defined in Section III, = 0.2 × TO. The parameter settings in the optimization phase are as follows: 1) N = 50; 2) T = 5, n r = 3, δ = 0.9, SF 2 = 0.5, CR2 = 1; 3) n ac = 1000; 4) ρ = 10; 5) the number of iterations is 300. The wall clock time spent in this problem is 112 h.
For each of the final 50 solutions, we have conducted 5000 LSS samples (i.e., simulations) to obtain good estimates of their final Q and Y values. In all experiments using this problem, we round the estimated Y value to 1% scale and the Q value to 0.001 mW. Because the accuracy of the estimations improves when the number of samples is increased (the sample variance approximates the population variance), the method of rounding to a certain scale is a trade-off between the necessary number of LSS samples and the density of the points in the PF. For Y (x) in this application, 1% is a sufficient accuracy and we found that n ac = 1000 LSS samples is often enough to achieve 1% accuracy. Due to the rounding up, the number of solutions in the PF is at most 16 (Y (x) ≥ 85%). Fifteen final nondominated solutions in the objective space are obtained. In addition, following the practice in robust circuit optimization [30] , the estimated Q(x) value is replaced by Q(x) + 3σ Q(x) in the optimization process, where Q(x) is the average value of the available samples and σ Q(x) is the standard deviation of them.
For comparison, we also used MOEA/D with PMC simulation and only one optimization phase for solving this problem. n ac PMC samples are used for each candidate solution to estimate their Y and Q values. All the parameter settings are exactly the same as those in our proposed MOOLP approach. We found that this method could not produce any feasible solutions after 112 h of wall clock time if we just use a penalty function for the chance constraint Y (x) ≥ 85%. This result shows that the two-phase approach is necessary for this real-world problem. Then, we included g i (x, 0) ≥ 0 (i.e., the specifications without considering process variations) in the constraints and add them together with the chance constraint to the penalty function. After 112 h, the solutions generated and post-processed like in MOOLP and the approximate PF obtained by MOOLP are shown in Fig. 2 . It is clear that the approximate PF by the traditional method is much worse than that generated by MOOLP 1) the largest obtained yield is lower than that obtained by MOOLP; 2) there are many gaps in the PF compared with that obtained by MOOLP; 3) all points in the PF are dominated by those provided by MOOLP. These performance differences are due to the following reasons.
1) Without the constraint satisfaction phase, many samples are wasted to infeasible solutions, and less computational effort is allocated to important solutions. 2) LSS can provide better samples than PMC, which means that MOOLP can estimate the Y and Q values more accurately. Using MOEA/D with PMC simulation to obtain comparable results of MOOLP may take too long time. Here, it is roughly estimated. In the constraint satisfaction phase, MOOLP takes 3.4 h. According to previous experiments in Section V, we can safely estimate that OO and LSS speed up this phase by at least five times. In the optimization phase, MOOLP takes 109 h. To estimate the speedup brought by LSS, 50 individuals generated in the MOOLP optimization are randomly selected.
We have compared the estimation quality of Y of these points by using PMC and LSS. The experiments show that to obtain about the same variance (estimated by five runs), PMC needs at least five times more samples than LSS. Therefore, without using OO and LSS, it may take about a month to obtain a PF of the same quality compared to MOOLP, which is often unbearable in practice. OO has been traditionally used with PMC simulation whereas we have applied OO with LSS simulation. An interesting issue is to investigate if OO provides the same or even more advantages with LSS than with PMC. To address this issue, we have run the constraint satisfaction phase of this integrated circuit example with LSS and with PMC for five times. Each time both implementations start from the same randomly generated population (same seed) and are allocated the same number of simulations. In each run the total number of LSS or PMC simulations is set to 100 000. Note that 100 000 samples have substantial contributions to the constraint satisfaction phase but it is usually an insufficient number to generate the output population for this highperformance analog circuit sizing problem. Hence, we can clearly observe the differences of the convergence speed from the number of obtained feasible candidates. The parameter settings in the constraint satisfaction phase have been listed in Section VI. The yield of the candidates obtained by both methods are re-evaluated by using 5000 LSS samples and the percentage of feasible solutions can be calculated (the constraint in this phase is Y (x) ≥ 0.9 × 85%, see Section III). Table VII lists the percentages of feasible solutions among all the final solutions obtained by the two techniques in five runs. It is clear that the constraint satisfaction phase with LSS works better than the one with PMC on this real-world problem.
VII. Conclusion
In this paper, the MOOLP algorithm was proposed for solving chance-constrained bi-objective stochastic optimization problems. A two-phase optimization mechanism was proposed. Different speed enhancement methods were used in these two phases. Both the solution feasibility and the diversity of the current population were considered in the constraint satisfaction phase. By using the ordinal optimization technique with a small number of LSS samples, nearly feasible solutions can be correctly identified with reasonably accurate estimations, while the computational cost on infeasible solutions can be greatly reduced. In the optimization phase, by using LSS with a large number of samples, a significant speed enhancement can be achieved compared with primitive MC simulation. Parallel computation was also included to speed up the computation. Experimental studies on the major components of the proposed approach were conducted. Their hybridization, the complete algorithm, was applied to a realworld process variation-aware analog circuit sizing problem. From the tests, high-speed enhancement and high-quality results were observed. We can conclude that the proposed MOOLP was efficient and effective in dealing with CBSOP, and thus provided a practical solution for computationally expensive manufacturing engineering problems.
