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Resumo 
O espaço de Sobolev Wm ,P(Q), in E N, 1 <p < oo, 5) uma região aberta do 
constituído de todas as 
 funções de I7(51) ( funções mensuráveis p-integráveis a 
Lebesgue) cujas derivadas distribuicionais, ate a ordem 77-1, estio em 17(12). Os espaços 
de Sobolev são espaços de Banach com a norma natural e estão imersos continuamente 
em L(12). Com condições sobre in , p, 72 e sobre regularidade na fronteira de SI, tem-se 
que Wm71)(Q), está imerso continuamente em L(fl) 
 para certos valores de q. Neste 
trabalho apresentamos (explicitamente) uma região do le, com fronteira irregular, na 
qual essa imersão não é vilida. E bem conhecido o Teorema de Rellich que afirma: a 
imersão de W"(Q) em L 2(51) e compacta se SZ tem regularidade na fronteira (classe 
C1 , propriedade do cone,...). Para a região acima mencionada, mostramos que essa 
imersão não e válida construindo uma sequência explicita de funções de W 1 '2 (f) que 
não tem subsequência convergente em I? (Q)_ Esses contra-exemplos mostram que as 
hipóteses de regularidade sobre a fronteira da região nos Teoremas de Imersões, na 
Teoria de Espaços de Sobolev, são realmente necessárias. As imersões de Sobolev são 
ferramentas básicas e essenciais na teoria qualitativa de equações diferenciais parciais. 
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Introdução 
A Teoria de Espaços de Sobolev é muito utilizada como ferramenta básica na re-
solução de problemas de existência, regularidade e unicidade de solução de Equações 
Diferenciais Parciais da Física-Matemática e mesmo de Equações Integrais. Técnicas 
de resoluções numéricas, por exemplo de elementos  finitos, também usam essa teo-
ria. E bem conhecido na teoria de que certos resultados de imersões e densidade 
pedem regularidade na fronteira de regiões do em que se está trabalhando. Por 
exemplo, que a região tenha a propriedade do cone, que a fronteira seja de classe C k , 
etc_ sac) as hipóteses de regularidade na fronteira da região, nesses teoremas real-
mente necessárias, ou elas são devidas a dificuldades  técnicas na demonstração de tais 
resultados? 
Nosso objetivo neste trabalho é dar resposta a questão acima, isto 6, neste tra-
balho mostramos explicitamente regiões do Rn = 2) com fronteira irregular (sem 
a propriedade do cone) de tal modo que não são válidos alguns teoremas de imersão 
de Sobolev. Assim as regiões mostradas são contra-exemplos para de teoremas de 
imersão da Teoria de  Espaços de Sobolev. Para os teoremas de densidade não se 
tem um contra-exemplo explicito, mas apenas um resultado parcial que aponta na 
direção de que deve ser exigida alguma regularidade na fronteira.  Também se obtem 
contra-exemplo para urn Teorema de Trago. 
Para um melhor entendimento do assunto dividimos o trabalho em ties capítulos. 
No primeiro capitulo elaboramos um apanhado sobre teoria de medida e integração 
culminando com a definição de espaços de Banach ms-o, 1 < p <  co, e os Espaços  
de Sobolev Win(Q) e algumas de suas propriedades. 
No segundo capitulo apresentamos uma serie de resultados sobre Teoremas de 
Imersões de Espaços de Sobolev, urna breve definição de Espaços de Sobolev  fra-
cionários e duas versões de Teoremas de Trago. Esses resultados podem ser vistos 
essencialmente no livro de H.Brezis [2]. 
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No terceiro capitulo apresentamos uma região S do it2 com fronteira irregular, 
sem a propriedade do cone, e que naturalmente não é de classe C. Com essa região 
se constrói contra-exemplos para Teoremas de Imersão_ Os resultados são devidos a 
L.E.Fraenkel [4]. 
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1 Espaços LP e Espaços de Sobolev 
1.1 Os espaços 17(Q), 1 <p < oo 
(II urn conjunto aberto do r) 
1.1.1 Medida exterior de Lebesgue no 
Os resultados desta secção e suas demonstraçOes podem ser vistas no livro de C.S. 
HÔnig[6]. 
Definição 1.1 Para A um subconjunto do lle, definimos a medida exterior de Lebesgue 
COMO: 
00 
WO) = inf{El(I k ) I 4 aberto e Ac (h)}, 
k=1 	 keN 
onde os (4)'s são intervalos abertos do Rn el(Ik ) é o volume generalizado do intervalo 
Ik, 1(I) = ll (hi - ai), sendo I o intervalo aberto do Rn dado pelo produto cartesiano 
dos intervalos da reta real (ai , i = 1,2,...,n. 
Definição 1.2 Uma medida exterior sobre um conjunto S é urna função: 
p* : 
 
F(S)  
que satisfaz as seguintes propriedades: 
(a) itO r- 
(b) p* é u-subaditiva, isto 6, 
A C Ak -1.CASE K .A.k 
kEN 	 k=1 
onde P(S) indica a classe de todos os subconjuntos de S e = conjunto vazio. 
Teorema 1.1 A função p* P(Rn) —+ [0, oo] é uma medida exterior (de Lebesguef 
Teorema 1.2 it(J) =1(J) para todo J intervalo do R" dado pelo produto cartesiano 
de n intervalos jai,bil onde usamos o símbolo .1 para indicar que os intervalos podem 
ser abertos e/ou fechados e/ou nem abertos nem fechados. 
1.1.2 Conjuntos mensuráveis e funções mensuráveis:  
Definição 1.3 Dada a medida exterior de Lebesgue p* : P(IRn) —> [0, oo], dizemos 
que um subconjunto M C 	 mensurável se para todo X C IF temos: 
p*(X) = p*(X n M) p*(X n M), onde M é o complementar de M em  relação  ao 
Rn. 
Definição 1.4 Seja n c kV um conjunto mensurável, dizemos que uma  função 
f : 	 mensurável se ela satisfaz uma das seguintes propriedades equivalentes: 
1. Para todo aER o conjunto E 	 > a} é mensurável; 
2_ Para todo a ER o conjunto {x 
 e S/If(x) > a} é mensurável; 
3. Para todo aER o conjunto {z E Stif (r) < a} é mensurcivei; 
4. Para todo a ER o conjunto E 	 (x) al é mensurável. 
A equivalência dessas definições e bem conhecida (ver C.S.Iftinig[4]) 
Teorema 1.3 Seja n c HP um conjunto mensurável, então toda função continua 
f : 	 mensunivel. 
Teorema 1.4 
(a) Todo intervalo aberto do lEr é mensurável; 
(b) Todo intervalo do Ile é mensurcivel. 
1.1.3 Medida 
Definição 1.5 Dizemos que A C P(S), A 4 4', é uma o- -álgebra (sobre o conjunto 
5) se valem as seguintes propriedades: 
E A; 
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e A, k EN U.Ak E A, 
kCN 
onde Á o complementar de A em relação a s 
Definição 1.6 Uma medida sobre um conjunto S é constituída de uma a-álgebra 
A C P(S) e uma função: 
: A 	 oob 
que satisfaz as propriedades: 
(ii) IL é o--aditiva, isto 6, dados conjuntos A k E A, k E N, dois a dois disjuntos, 
temos: 
00 
Ak) = pAk 
kEN 	 k=1 
Indicamos a medida por (5, A, p), ou por (A, A) ou ainda por p. 
OBS: Dada uma medida (S, A, pi) e A, B E A com Ac B temos: 
(a) gA.< AB; 
(b) p(B — A) = p.13 — pA, se pA < oo. 
Exemplo 1.: Os conjuntos da menor a-algebra sobre le que contém os abertos de 
so chamados de borelianos. 
Exemplo 2.: P(S) é 
 sempre uma a-algebra sobre S (a-algebra trivial). 
Exemplo 3.: Dado um conjunto fl a classe A dos subconjuntos A de SI tais que A 
ou )1" é enumerável forma uma a-algebra. 
Exemplo 4.: Os subcojuntos A C Irtn tais que p* A = 0 ou p*(74) = 0 formam uma 
a-algebra_ 
Teorema 1.5 Seja It a medida exterior de Lebesgue no r, temos: 
(a) A classe M(Rn) de todos os subconjuntos mensuráveis de Ir é uma a-álgebra; 
(b) A restrição p de ps à o--álgebra M(R7) é uma medida; 
(c) Todo conjunto de medida exterior nula t. mensurável. 
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Ern vista do teorema acima faz sentido chamar a medida exterior de Lebesgue te 
sobre M(R") de medida de Lebesgue no R' que representamos por p. 
Teorema 1.6 Todo conjunto Bore liano de Rn é inertsurá,vel. 
Teorema 1.7 Seja 12 urn conjunto mensurável: 
(a) As funções mensuráveis f : 	 R formam uma álgebra que contém as funções 
constantes. 
(b) As funções mensuráveis f : S2 —> R formam um a -reticulado. 
OBS: 
1. Dizemos que urn conjunto A de funções f : 	 e uma algebra se para f, g E A 
e XER temos f g, Af, fgE A. 
2. Dizemos que um conjunto R de funções f 12 —) 1W e um a-reticulado se dados 
ft, E R (k E N) temos supkekTfk , infkelifk E R. 
NOTA: Existem outras definições equivalentes para conjuntos ou  funções men-
suráveis. Alguns autores  (ver [3]) definem conjuntos mensuráveis do R", coma sendo 
aqueles conjuntos que podem ser aproximados, via medida exterior de Lebesgue, por 
conjuntos abertos (ou fechados), isto e: A C R" é mensurável se V e > 0, G, c 
G, aberto, tal que A C G, e p(GE — A) < e. A cr é mensurável se ye > 0, all 
fechado do R', F, C A tal que: p,*(A — FE ) < c. A equivalência dessas definições de 
mensuráveis e dada pelo teorema de Caractheodory (ver [3]) 
NOTA: Usando o Axioma da Escolha e possível provar a existência de conjuntos 
não mensuráveis de R e consequentemente de Ir. Como corolário disso se pode provar 
que todo intervalo de R' contem um subconjunto não mensurável (ver [3]- Teorema 
de Vitali). Mais geral, pode-se provar que todo conjunto de Ir de medida positiva 
contem um subconjunto não mensurável. 
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1.1.4 Conjuntos de medida nula: 
Definição 1.7 Um conjunto X C Rn tern medida nula quando para todo E > O dado 
for possível obter uma sequência de intervalos abertos n-dimensionais •-- 
tais que X c C., e E pEi < €. 
NO TA: A sequência C1 , C2, ... pode ser finita, Nesse caso, diz-se também que X 
tem volume zero. 
Propriedades: 
1. Todo subconjunto de um conjunto de medida nula também tem medida nula. 
2. Toda reunião enumerável de conjuntos de medida nula é ainda um conjunto de 
medida nula. 
3. Todo conjunto enumerável tern medida nula. 
4. Existem conjuntos não enumeráveis de medida nula, como por exemplo o conjunto 
triidico de Cantor. 
5. Também existem subconjuntos de medida positiva que não contem intervalos (por 
exemplo o conjunto generalizado de Cantor). 
6. Usando o Teorema de Vitali (ver Nota na seção anterior) pode-se provar que qual-
quer conjunto do Rn de medida positiva contém um subconjunto não mensurável. 
OBS: Uma proposição é dita quase sempre (q .$) em SI C Rn , se é válida em quase 
todo R, isto 6, se é valida em SI a menos de urn conjunto de medida nula. Assim, por 
exemplo, f = g q.s era S2 se f(x) = g (x) para x E 11\A com mA =  O. 
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1.1.5 Funções simples 
Notação: Seja A subconjunto de S, indicamos por )(44 a função característica  de 
A, isto 6, se x E S temos: 
1, sezEA 
?CAW = 
0, sexVA 
Definição 1.8 Dodo um conjunto mensurável S, uma função simples 0 : S R 
WWI combinação linear finita de funções características  de subconjuntos mensuráveis 
Si, S2, , SI, de S, isto e, 
= E eiXsi , onde c1 E 
i=1 
Como só toma um número finito de valores em IR, sejam eles al , ap . Então 
podemos associar a q!) uma representação canônica: 
= E 	 , onde A; =-- 
OBS: Para que uma representação (lo = E ai7{.4;  seja canônica é necessário (e su- 
i=i 
ficiente) que tenhamos: 
(i) Os A5 dois a dois disjuntos; 
(ii) Os a; todos distintos; 
(iii) li = U A; (algum dos a; pode ser nulo). 
i<j<p 
1.1.6 Integral de Lebesgue de funções simples positivas: 
Definição 1.9 Se 0 é uma função simples positiva com representação  canônica: 
= E aixA, (Portanto  a > 0, Vi) definimos 
i=1 
.1 	 dx = 
f2 
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número este que será infinito, se e somente se, pAj =  cc para algum i com ai > O. 
Se a1 = o, convencionamos que ;pit = 0 se ILA = cc. 
Propriedades: Sejam a e /3 funções simples positivas: 
(a) Se a < então f a 5_ f fi 
(b) Se a, b >O então f(aa bfi) =af a ± bf 
LEMA: Sejam 94 ,—, Ilk subconjuntos mensuráveis de Q, 	 ..., c), > 0 e 
= Ecixni; então f 
1=1 
Assim, o Lema acima diz que não é necessário se ter a representação  canônica para 
se calcular a integral de Lebesgue de uma função simples. 
Teorema 1.8 Sejam 1 um conjunto mensurável e f St [0, cc] uma função men-
surável. Existe uma sequência crescente de funções simples positivas 
01 < < < 4 < 	 suPkeN0k = f 
1.1.7 Integral de Lebesgue de funções mensuráveis positivas 
Notação: S± (11) ou S+  é o conjunto das funções simples positivas : 	 R+ , 
(SI um subconjunto mensurável do Rn). 
Definição 1.10 Seja f: 52 —± [0, co] uma função mensurável, então escrevemos: 
f f= f (z) dx = suP1 JOIOE  
f2 	 0 
(Notar que ft E [0, +00]) - 
Propriedades: 
1. Sejam f , g : f2 —> [0, co] funções mensuráveis. Então 
f = g q.s = f f=jg 
ft 	 f2 
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2. Seja f : 	 10, co) mensurável:  
f = 0 q.s -<=> f = 0 
3. Seja f :11 	 10, oo] tal que f f < cc , então f é finita q.s. 
4. Se f,g : —> [0, co] são mensuráveis e f < g então 
 ff  < fg e para e > 
temos f cf = c f f. Neste ponto ainda não se pode provar diretamente que f f g = 
f f+fg para fungLes mensuráveis positivas. Precisa-se do teorema de Egoroff. 
1.1.8 Integral de Lebesgue de  funções mensuráveis 
Para f 	 —> IR mensurável, definimos fi = sup(f,0), f_ = sup(— f, 0). Tem-se 
que f+ e f_ são mensuráveis e f = f+  — f_. Define-se a integral de Lebesgue de f 
por: 
Demonstrando o teorema de Egoroff pode-se então provar que valem as pro-
priedades usuais de integrais. 
Teorema 1.9 Se f: 12  —> IR é Riernann-integrável (no sentido ordinário) então f é 
Lebesgue-integrável. 
OBS: A fun* de Dirichlet: 
1, se x irracional, 0 < x < 1 
0, se x racional, 0 < < 1. 
Lebesgue-integrável, mas não é Riernann-integrável pois as descontinuidades tem 
medida positiva (.1). 
Teorema 1.10 (Lema de Fatou) Sejam irk : 12 —> [0, co) uma sequencia de funções 
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mensuráveis tal que fk -34 f ; então 
f lim fk < co. 
kell a 	 a 
Teorema 1.11 (convergência monótona) Seja f k : 	 —> [0, no] uma sequência de 
funções mensuráveis tal que fk 2:=*' f com fk < f para todo k E IR então 
f = lim f f k < oo. keu 
Corolário 1.1 Sejam f,g : —> lO, co] funções mensuráveis então:  
if f+g=ff + fg 
Teorema 1.12 (convergência dominada de Lebesgue) Seja fk : — I uma sequência 
de funções mensuráveis tal que fk f e tal que existe g E 052) corn Ifk l < g q.s. 
Então existe Em 
 j fk = 
 ff.   
k—Hpo 
1.1.9 Espaços LP(S2), 1 < p <  no 
Definição 1.11 Seja sz um conjunto mensurável el <pC oo; indicamos por LP(1)) 
o conjunto das funções mensuráveis f : f2 --+  IR tots que Ilf < no onde: 
If Ilp= if I f(t)IP dO, se 1 < pc co 
e 
IlfIk = supesstenif 	 = inftc 
 I 	 plt e n I If (t)I > 	 = 
	
= infIc ifj 	 c q.sf_ 
OBS: Pode-se trabalhar com funções f : --> C para  definir L(c). 
Propriedades: 
1. Como temos If + g 	 < 2 supH f 	 Ig(t)J] segue-se que if(t) g(t)1 P < 
14 
27 supIlf(t)IP,  Ig(t)1] 
	
2P Ilf(t)IP + 19(01PI para 1 S p < co, portanto, LP(S1) é um 
espaço vetorial para 1 < p <  co. Analogamente L(f2)  é um espaço vetorial. 
2. Em LP(Q) duas funções 
 li  e 12 sio equivalentes se elas BO diferem num conjunto 
de medida nula. Assim, na verdade, 11(n) é formado por classes de equivalência. 
Definição 1.12 Dado 1 < p <  co indicamos por pi o elemento de [0, co] tal que 
=1; caso p =1 	 =  co e p = co 
 =fi  -= 1. Dizemos queji é o conjugado 
de p. 
Teorema 1.13 (Desigualdade de Holder) Dodos f E 11 (12) e g E y' (f2) temos: 
(i) f g E L1 (Q); 
00 Ugh 
Teorema 1.14 (Desigualdade de Mink,ovisky) Dados f,g E LP(n) temos: 
If + gllp S  IlfIlp + 'Islip 
Corolário 1.2 11 fly,  é uma norma sobre 11(S- )_ Assim (9) é um espaço vetorial 
nomad°. 
Teorema 1.15 (Riesz-Fischer) 0 espaço 11(n) é completo e toda sequência de funções 
fk que converge para f (na norma 1111p), contém uma subsequência fk, que converge 
para f q.s em S2. 
OBS1: Dados f,  fk E VA com Ilfk — f 
 II  —> O não é obrigado que fk 2±>• f em 
Ver C.S.11Oni,g [6] exemplo 12 página 57_ Pode-se também provar que: 
013S2: Se a sequência (fk)  é de Cauchy em p(i) e existe uma subsequência (ft,.)  
convergindo q.s para f, então f  e 11(Q) e fk —)7 em 17(10. 
Demonstração (do Teorema de Riesz-Fischer): 
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Primeiro caso: p = +oo 
Seja fk uma sequência de Cauchy em 
Então para k inteiro, existe Nk tal que: 
—< k  — dm, n > Nk  
Por definição de II li on , existe um conjunto de medida nula E k tal que: 
( 1 ) 
	
fm(i) fn(x) I S. , vx E SAE', , Vm, > Nk . 
Seja E = U Ek (união enumerável) então p,E = O. 
kEN  
Também sai dai que fk(x) 
 é  uma sequência de Cauchy em C, Vi E SAE. 
Assim: fn (x) converge para algum elemento de C, que denotamos por f (x),  Vi E 
Passando ao limite in —> oo em (1) temos: 
Vx QV, Vn > Nk 
então 
Vn > Nk VX E f2\E, ILE = 0. 
Logo f E L-(n), pois fn 6. limitada em  Lr(fl)  já que é sequência de Cauchy, e 
1 
Ilf Mini) —k' Vn > Nk . 
Segue que 
Ilfn — f 	 (n) 	 O 
o que implica 	 f ern L" Portanto L é completo. 
Segundo caso: 1 < p < +co_ 
16 
Seja (A u) C LP(Q) uma sequência de Cauchy. Assiut 
Ilfm — f nil LP —> O quando m, n oo. 
Então 374 E N tal que 
	
IIfm — 
	
—
1 
Vm, n > n 
2" 1. 
Analogamente, 37/ 2 , com n2 > n1 , tal que 
	
— 	
vrn, n > n2 . 
Prosseguindo existe uma sucessão (n k), nk > 71k-1 e 
1 Ilfnc fnMLJ'  — Vm,m> m.  27` 
Tomando in = 74,-1 e n -= n k segue que a sucessão (nk) é tal que: 
(2) 	
— 
In ALP 	 Vk > 1. 
Definimos: 
co 
= E ihk+, — 171k 1 e g 	 ifnk+i fnk 
OBS: A função g pode tomar valores infinitos. 
Pela desigualdade de Minkowsky: 
= 11E 	 — fnkJJJ 
k=1 
E — f74.11LP 
k=--1 
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por (2) 
W. 
k=1 
Como gf 	 gP em li (e são funções mensuráveis),  pelo lema de Fatou, temos 
	
HMV; = flimgf <lim 	 = 
f2 
= ilIT1 f gr limligi llv , _< 1. 
Isto e, f Ig(x)I-Pdx 
ft 
Logo g e finite, q.s. 
00 
Então pela definição de g a serie E(f„k+ , — h ic ) é absolutamente convergente q.s 
k=1 
em SI, em consequência disso a serie 
00 
fni +E(fnki -
k=1 
também é absolutamente convergente q.s em 12. 
Seja f a sua soma. Então f está definida q.s em n. 
k-1 
Mas 	 + 	 — fni ) = 	 f, logo f = limffl k  q.s em 12 , o que implica 
que f é mensurável. 
Também If 	 — 0- 
De fato, dado e >0, tE tal que se n,ni > 	 II fra fn II LP  < já que (fn) e de 
Cauchy em LP, e pelo Lema de Fatou (fnk — —) (f — f n). Então 
(3) 	 Ilf — 	 limf 	 — fnIP 
ft 	 k n 
— 	
EP  
para todo nk ,n> 
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Portanto, (f 
—f,,j  E 17 , mas fn E /F(l) e 12 (S) ) é um espaço vetorial, donde 
resulta que f E L"(12). 
Também de (3) resulta que 
Ilf 	 < e, se n> 
Isto 6, f,, 	 f em LP. 
Assim sendo LP é completo. Notar também da demonstração que f tem subse-
quência 
 fflk convergindo q.s em P. para f 
01181: Espaços normados completos sic, chamados de Espaços de Banach. 
01182: No caso p = 2, V(12) é um espaço de Hilbert com produto interno dado 
por: 
(L g) g) -= Jf(x)g(x)da que induz a norma M 
NOTA: Na definição de produto interno (f, g) aparece o conjugado em g porque, na 
verdade, pode-se trabalhar o espaço I7 como sendo de funções atuando de St C em 
vez de 12 it Para isso, se define a integral de Lebesgue de uma função f —> C 
como sendo 
f = Re(f) i f Int(f) 
f2 
e I i? =  J[(REVD' + (bn(f))1- 
f2 
Definição 1.13 Seja 12 um aberto do r, por Cc;(12) representamos o espaço das 
funções numéricas u definidas em Si, com derivadas parciais continuos de todas as 
ordens e cujo suporte 6. compacto em 11. 
Um resultado fundamental na teoria LP e" o seguinte: 
Teorema 1.16 Cr(Q) = If : 12 —> CIfe Ce0 (S2), supp f e compacto}, C0° (51) 
denso em LP(R), 1 < p < 
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suppf = fecho em 12 do conjunto {x e gz 11(z)  5L  0} 
1.2 Espaços de Sobolev Wm,P(Q) 
1.2.1 Definição e propriedades 
Seja 12 um subconjunto aberto do Rn, 1 <p < ao e in E N. Se u E LP então u 
possui derivadas de todas as ordens ern um certo sentido, chamado sentido das dis-
tribuições. Dau não e, em geral, urna distribuição definida por uma função de LP(9). 
Quando Dau, é definida por urna função de /P(12), define-se ura novo espaço de-
nominado Espaço de Sobolev_ A derivada no sentido das distribuições de uma função 
u E 1,(12) pode ser definida de um modo direto e de fácil entendirnento_ Podemos 
chamá-la de derivada generalizada. Seja u E 11(1), 1 < p < oo, corn 12 aberto do 
Rn. Dizemos que uma função vi E 02 (51) é a derivada generalizada de u (ou derivada 
distribucional), em relação à variável = 1, 2, ..., n, se: 
uwg(x)dx = — vi (x)(,o(z)dx 
para toda função 
 w  E Cr (SO_ 
Se isso for o caso, usaremos a notação: v i = i = 1,2, 
Se ni também possui derivadas generalizadas  então se denota: 
492u 
axiaxi ar • 
Analogamente, denotamos: 
_Wu — 	  
axna 
com a = 	 an ), ai E N e !al = +...+ an . 
alalu 
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NOTA: Naturalmente, distribuições são objetos muito mais gerais, no entanto 
qualquer função de LL(11) pode ser vista como uma distribuição. Distribuições tem 
derivadas de qualquer ordem e que ainda continuam sendo distribuições. Existem 
distribuições, como por exemplo a — Dirac, que não provem de função LL. Para 
um estudo sobre distribuições veja M.M.Miranda [9]. 
Definição 1.14 (Espaço de Sob° lev) O espaço de Sobolev de ordem in (in inteiro) é 
o conjunto: 
Win'P (n) = { 2./ E LP(n) 
 I  Wu E LP(Q), Va com la! < in} 
onde as derivadas são no sentido das distribuições, 1 < p < oo. 
Prova-se que Wm7P (Q ) é urn espaço vetorial normado com norma dada por: 
duo., = E 
Teorema 1.17 0 espaço de Sobo ley Wrn,P(51) é um espaço de Banach,l< p < oo. 
Demonstração: Seja (u,,)„ EN uma sucessão de Cauchy de vetores de wm,P(n). 
Sendo por definição Ilfreull yp(a) <IJttJIm p para todo u E Wm.P(SZ) e jai Cm. Segue- 
se que uma sucessão de Cauchy no espaço de Banach LP(52), então existe 
um vetor va de 11 (52) tal que: 
(1) Jim Danz, va em LP(Q) 
Quando a --= (0, 0, .._, 0), denotando u = va , então 
(2) Jim u,, = u em LP(n) 
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Para provar o teorema é suficiente mostrar que Dau = va no sentido das dis-
tribuições, para todo H < Tn. 
Para toda função (to E Cr(12) tem-se: 
< 	 cp >= (-1)101 (u, Da (p) = 
=  um (-1) 1 '1 (u„ , Da (p) 	 por (2) 
v—>ce 
-= um (Dau,(p) 	 por (1) 
(Va (1° ) 
isto 6, 	 = va para todo lai  < in. (aqui (.,.) denota o produto interno em  
Logo Wm,P(12) é um espaço de Banach. 
1.2.2 0 espaço wznn) 
Quando in = 0, tem-se W°49 (Q) = LP(Q), sabe-se que Cr(12) é denso em LP(Q) 
mas nip é verdade que Cr (f2) é denso em Wni'P(51) para in > 1. 
Define-se o espaço W1Ç1'P(12) como sendo o fecho de C8°(12) em Wm,P(12). Quando 
in = 2, escreve-se Hir(f2) em lugar de Wr' 2 (9) e Hm(Q) em lugar de Wm,2 (12). 
Teorema 1.18 Seja u E Wom43 (n) e rt, a extenstio de u por zero fora de 12. Tem-se: 
(i) ri E Win'P ( r); 
09 Dail = Dau, para todo ice! < in 
= 
	
)- 
A definição de Wr(12 ) é bem justificada pelo seguinte teorema: 
Teorema 1.19 Se WrP(Q) --= Wm ,P(12), então o complemento de Q no Rn possui 
medida de Lebesgue igual a zero. 
Um resultado chave na Teoria de Espaços de Sobolev é dado pelo teorema: 
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Teorema 1.20 Cg° (1r) é denso no Wni ,P(Rn). 
A demonstração desse teorema usa o teorema 1-18. A técnica é primeiro provar 
que se pode aproximar uma função de 147m,n(Rn ) por uma função de W rn-P(Rn ) que 
tenha suporte compacto. A seguir, mostrar que funções de W m'P(Rn) com suporte 
compacto são aproximáveis (naturalmente na topologia de WnhP(Rn)) por funções de 
Cr Or). 
Proposição: Se u E Win'P(c) e possui suporte compacto em Q então ti E 
Wcina' (f2). 
NOTA1: Observemos que se rni < rn2 , rni , m2 E N, então Wni2 i1) (Q) C wrahP(Q), 
com imersão continua. Isto e, a aplicação 
(i) Wm P (n) Wmh P (n) 
f 1-* i(f) = f 
continua- De fato, tem-se que 
Ili(f)11w-1 ,Po-2) 	 Ilf 
pela definição de II livv,P(n)- 
NOTA2: Usando definição de dualidade se pode construir Espaços de Sobolev 
W inin(11) com ITI, negativo. Na verdade, a teoria constrOi Espaços de Sobolev WsTP(Q) 
para s E R. A definição para o caso em que ft = Rn é simples e utiliza urna caracteri-
zação dos espaços de Sobolev Wni,P ( r) via Transformada de Fourier- Para 11  Etn a 
definição usa um resultado da teoria de operadores de prolongamento. Um resultado 
base para isso é o teorema seguinte: 
Teorema 1.21 Cr ( r) é denso em Wni'»(c) se fl for limitado com fronteira regular 
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(classe Cm ao menos) ou se Q = 1R. 
Dizer que CS° (1e) é denso em wr-00-2), significa dizer que as  restrições das funções  
de C°(1R) a SI são densas em Wm ,P(Q). 
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2 Imersões de Sobolev 
Se Q tem dimensão 1 então Wl,P(Q) C L°3 ( -1) com a imersão sendo continua. Em 
dimensão n > 2 esta inclusão só é válida para p>  n; quando p < n, pode-se construir 
exemplos de funções W l'P que não pertencem a L". Um importante resultado devido 
essencialmente a Sobolev afirma que se 1 < p < n então W 1,P(Q) C vii(n) corn 
imersão continua para certoyi E (p, -Foo). Os resultados a seguir podem ser vistos com 
suas demonstrações no livro de Brezis [2] (ver também R.Adams [1] e L.A.Medeiros 
[8]). 
2.1 Caso 	 Rn 
Teorema 2.1 (Sobolev, Cagliardo, Nirenberg): Seja 1 <p  <  it , então 
W"'Or) C (Ir) onde 291 é dodo por —1 = —1 — —1 p' p 
e existe uma constante c -r- c(p,n) tal que 
MHM1 S cgradu i,r , Vu E Wi'P (Rn) 
Este é um dos resultados mais importantes na teoria de  espaços de Sobolev e sua 
demonstração é realmente bem tecnica. 
Definição 2.1 Sejam X e Y espaços vetoriais norrnados dizemos que X  está imerso 
continuamente em Y quando X c Ye Dull y 
 < CIIuMx ,  Vu E X.  
Corolário 2.1 Seja 1 < p < n. Então 
W l'P (Tr) C Lq (1r) , q E [19, pl , 
sendo essa imersão continua. 
25 
A demonstração deste corolário é fácil, pois o teorema acima já diz que u E LP' 
com norma limitada pela norma iiiimp.  Para ver que it E E', p c q < p', basta 
usar interpolação entre .LP e A continuidade da imersão sai pela desigualdade de 
Young. 
Corolário 2.2 (Caso p = n): Se verifica que 
147111r) C Lq(kr), Vq E [n, +co] , 
também sendo essa imersão continua_ 
Teorema 2.2 (Morrey): Seja p> Tt então 
VIT zP (r) C  Lc(Rn)  
continuamente. 
Além disso, para toda u E W 1,P(r) se verifica 
(1) 	 lu(i) — u(Y)I 	 — 	 pradullui, quase sempre em x, y E Rn 
com a =1— 'Lk e c uma constante (que depende somente de p e de n). 
NOTA: A desigualdade (1) implica a existência de uma função E C( ) tal que 
u =27, quase sempre em R. (Com efeito, seja A c Er um conjunto de medida nula tal 
que (1) se verifica para todo x,y E Rn \ A; como Rn \ A el denso ern lan \A admite 
uma única extesão continua ao Ir). Dito de outra forma, toda  função u E W 1,P, 
p > n, possui um representante continuo. Desse modo, sempre se pode substituir u 
por seu representante continuo, quando isso for Util. 
Corolário 2.3 Seja um inteiro m> 1 el < p < co_ Se verifica: 
quando 1 — > 0, então Wni,P(Rn ) C P(Rn) onde 	 _ 771 q 	 p 	 91 
quando — 	 0, então Wm'P (Rn) C Lq(1r) Vq E [p, +oo),TI 
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quando — > o, então Wm ,P(Rn) C Lc° Or), 
com as imersões sendo continua& 
Além disso, se in — pa > U não for urn inteiro, se define 
k = [rn — Lip ] e 0 = [m — Lip ] — k (0 < < 1). 
E se verifica, para toda u E Wm'P (Rn que existe uma constante c independente 
de u tal que: 
11-Daulkc° 	 cillillwrn.p doe com ai <k 
e 
1Dau(x) li ct u(Y)i 	 quase sempre em x,y E 	 = k- 
Em particular Wm ,P(11e) C Ck (Pi 
Consideremos agora: 
2.2 Caso C Rn 
Definição 2.2 (Abertos de classe C"): Seja k = 0, 1, 2, 	 Um aberto 12 c Rn é de 
classe Ck se: 
(i) DIZ = an;  
(ii) Para cada ponto 10 E aft existe em 	 uma vizinhança U(x 0) de x 0 e existem 
coordenadas locais y' = 	 e yn , corn y = O em x = x0 , e urna função 
h = h(., x0) tal que 
DIZ n U(x 0 ) 
tern uma representação 
yfl h(y 1 ), ileV,  h Ck (ir;R) 
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onde V =17(x0) é uma vizinhança convexa, em Rn-1 , de y' = O. 
Definição 2.3 0 conjunto Q c TR" tem a a propriedade do cone, se existe um cone 
finito C tal que cada x e fi estd no vértice de um cone finito C contido em 12 e 
congruente a C. 
OBS: Um cone finito C com vértice em x E Ra , de comprimento 1, com vértice de 
ângulo 2a, é um conjunto K (x, = T,K, onde Tp é um operador de rotação (i.e., 
uma matriz ortogonal n x n,) dependendo de um parâmetro p, onde 
K = {z = (z', zn) e 	 x R Zn  > I cotga} fl B,(0,1), 
sendo O < a < e 1340,1) a bola em IR" com centro em O e raio 1. 
Exemplo: Um retângulo é uma regido do IR'.2 que tem a propriedade do cone e não é 
de classe C'. 
Suponhamos que Si é um aberto de classe C I- com fronteira I' limitada, ou então  
Q = 
Corolário 2.4 Seja 1 < p < co. Se verifica: 
quando 1 <p < n, então TV ,P(S1) C 11 (12) onde 	 = _ p 	 n 7 
quando p = N, então Wi,P(Q) c Lq(Q) Yq E [p, +oo), 
quando p> n, então WI-P(12) c L'3 (c1), 
com as imersões sendo continuos, e Q um conjunto aberto e limitado de classe C 1 ou 
Alan disso, se p > n, se verifica para todo u E TV ,P(f) 
ju(x) — u(y)1 < cJIulws.px — yl° quase sempre em x,y E St, 
com a = 1 — ; e c uma constante dependendo somente de Q, p e n. Em particular 
T 471,P (Q) C C (CO 
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A demonstração desse colorizio usa os teoremas de Sobolev e Money e corolários,  
após a aplicação do teorema (do Prolongamento) de que existe operador de pro-
longamento linear continuo F  W" (Q) (Rn‘ ) com Q tendo regularidade na 
fronteira ou = RT. 
Definição 2.4 Sejam X e Y  espaços vetoriais norntados, então a imersão X C Y 
é dita compacta quando sequências limitadas em X são levadas ern sequências que 
possuem subsequências convergentes em Y.  
Teorema 2.3 (Rellich-Kondrachov): Suponhamos Q limitado de classe C'. Se veri-
fica: 
quando 1 < p < n, então W-P(1-2) c Lq(fl), vg C [LP') onde I = 1 — 1 P n 
quando p = N, então W103 (f2) C L"(I), Vq E [p, +co), 
quando p > n, então 1471,P(ft) c C(fl ), 
com as imersões sendo compacta& 
A demonstação do caso p>  ri resulta do corolário anterior e do teorema de Arze1.6- 
A.scoli. 0 raso p = it se reduz ao caso p < n. Finalmente, o caso p < n é obtido usando 
um corolário do teorema de Fréchet-Kolmogorov que dá uma condição suficiente para 
que um subconjunto de LP(Q) seja relativamente compacto (ver Brezis[2] páginas 74 
e 169). 
Corolário 2.5 W1,1'(Q) c LP(n) com a imersão sendo compacta para todo p. 
Note que esse resultado é  valido para SI limitado com fronteira regular (classe C' 
por exempla, como é pedido no livro de Brezis [2] ). 
Se St não é limitado, a imersão Wl,P(Q) C LP(Q) em geral não é compact& Por 
exemplo, no caso 11 = R (ou Ir) ou R+ , não é difícil se obter sequências limitadas 
em VI/1-P sem subsequências convergentes ern LP_ 
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NOTA:(caso limite p = n) Seja sz um aberto limitado de classe C1 e 'a E Wl,n(Q). 
Então, em geral, 	 0_ Por exemplo, se 
Q = tx E Rn ; 	 < 
a função u(x) = (log4) 2  com 0 < a < 1 — pertence a wi,-(n), porem não e 
limitada por causa da singularidade em x = ft  
NOTA: Conforme já observamos, para demonstração do corolário 2.4 utiliza-se um 
operador de prolongamento, e para isso devemos supor 12 regular. Se substituirmos 
wi,P(n) por W0l 'P (S2), dispomos do prolongamento canônico, zero fora de 12 que e 
válido para um aberto qualquer. Resulta, em particular, que o corolário 2.4 vale para 
Wol 'P (12) com 12 um aberto qualquer; o teorema 2-3 vale para Wol1P (Q) com Q um 
aberto limitado qualquer. Do teorema 2.1 se deduz também que se S/ é um aberto 
qualquer e se 1 < p < n então 
Dud .r.pf 	 n)11 gradu LP Vu E wil'P (12) - 
Corolário 2.6 (Desigualdade de Poincare) Suponhamos que SE é UM aberto limitado. 
Então existe uma constante c (que depende de 12 e de p) tal que 
lj uIIu cgradujJi,, Vu E WP IP (n) (1 < p  < co). 
Em particular, a expressão 	 uma norma em Wol 'P(Q), equivalente a 
norma Iluliump; em Hd(0) a ezpresscio f gradu.gradv é um produto escalar que induz 
a norma ilgradully equivalente a norma 
NOTA: A desigualdade de Poincare é válida se Q tem medida finita, ou se Q 
limitado em alguma direção. 
NOTA: Para in > 1 inteiro e 1 < p < co também se pode definir o espaço WriP( 12) 
como o fecho de Cr (ft) em Wni ,P (51). A grosso modo uma função u pertence a W'73 (fl) 
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se u E wm,P(n) e Dau -= 0 sobre F para todo multi-fndice ce tal que 
 Ia < 	 — 1). E 
conveniente notar que existe diferen ça entre wrP (Q) e (Wmil) n wol'P (1)) pan in > 2. 
Aqui  CO2(Q)  são as funções numéricas definidas em Q, de classe Cm, com suporte 
compacto. 
Para aplicações da teoria de Espaços de Sobolev podemos ver J.L.Lions [7] e 
também Groetsch [5]. 
2.3 Espaços de Sobolev fracionários 
Existe uma maneira fácil de se de finir uma família de espaços de Sobolev interme-
diários, entre LP(Q) = W"'P(Q) e TV-P(11). Mais exatamente, se 0 < s <1 (s E IFt) e 
1 < p <oc , define-se 
lu(x) 	 u(Y)I  W3 ' ° (Q) = {u E 11( 1); 	 E 17(11 ( 1 x flil , 
Yr kt" 
com norma natural_ Denotamos que Hs(Q) = Wsa(Q). Observamos que os espaços 
W5.P(S2) também podem ser introduzidos mediante  interpolação entre WliP e IF , ou 
também com a Transformada de Fourier se p = 2 e St = R. Por -Ultimo se define 
W8'0(S2) corn s real, não inteiro, .9 > 1 como segue_ Se escreve s =  in + a com in = 
parte inteira de s, e se define 
W(n) = fu C Wm'P(Q)  j Dau E IrP(n), Vce, com 	 = Tn} 
Por meio de cartas locais,  também se define W3'P(1") onde a fronteira r é regular. 
Estes espaços desempenham um papel importante na teoria do tra ço. 
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2.4 Teoria do traço 
Lema 2.1 Seja R = IR Existe uma constante c tal que 
( f lu(xf,0)1Pdx1)* < elk/Owl-PO Vu E Cli ar). 
	
Do lema acima se deduz que a aplicação u /Lip com F = aD = 	 x {0} definida 
de cli (Rn) em .U(r), se estende por densidade a um operador linear e continuo de 
WI ,P(Q) em 17(r) (12 = c). Este operador é por definição, o traço de u sobre 
F; também se designa por imp. Observemos que há uma diferença fundamental ente 
L(lit) e 14/1-POWD: as funções de L(1t) não tem traço sobre r- Não é difícil se 
imaginar como definir - por meio de cartas locais - o trago sobre r = an de uma 
função q./ E wi,P(n) quando S/ é um aberto regular do Ir (por exemplo, Q de classe 
com F limitado). Nesse caso /Li u E pqn. As propriedades mais importantes do 
trago são as seguintes: 
(9 Se u E W 143 , então Upp E 	 (r) e 
11w143,pal 	 vu E wi ,P(g). 
Alem disso o operador trago u ]—*uir é sobrejetivo de WliP(Q) sobre w1-7,1 4)(r). 
(ii) O núcleo do operador traço é TW(12 ), que é dado por 
WO(12) = fu E W I'D(Q); uir = 
Uma outra versão de teorema do Traço é a seguinte, ver R.Adams [1]: 
Teorema 2.4 Seja Q um domínio em R' 1 e seja nk , o domínio de dimensão k obtido 
da intersecção de St com um plano k-dimensional do Rn com 1 < k < n (Qn --= Q). 
Sejam j em inteiros não negativos e seja p tal que 1 < p < co. Então, se 12 tem a 
propriedade do cone e trip = n com 
 ftc  qt< oo então Wi±ni ,P(Q) está continuamente 
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imerso em W-1.q(fe) 
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E h„„ =1 < oo, 0 < cte < h„ < 1 (3.1.a) hn-ri 
n=1 
3 Conjuntos Limitados Q corn Fronteira sem Res-
trições 
3.1 A região S: Salas e Passagens 
A região S de Salas e Passagens do IR2 foi usada inicialmente no livro Courant/Hilbert 
para mostrar a necessidade de restrições na fronteira para a desigualdade de Poincare. 
Entretanto, neste trabalho serão exploradas diversas propriedades de S. 
Sejam 	 e {62„}, 71 = 1, 2, 3_ sequências infinitas de números positivos tais 
que: 
O < 62n < h2+1 (3.1.b) 
e cn = E 
 h , ri = 1, 2, 3_ 
A região S C R2 é a região de todas as salas R1 e as passagens 	 definidas por 
(veja figura 1): 
(3.2) 1j,  C.j) X (V h j , h:_i) - 
Pi +1 = kJ, Ci --k 15+11 X -16 j+1) 
Desse modo, observe que: 
= (0, 	 x (j1/ii, hi) 
P2 = [hl, hl + h2] x (V 52, 1 52) 
R3 = (hi ± h2, + hz + h3) x (h3, h3) 
P4 = [hl h2 h3,  h1 + hz + h3 + 	 x ( 154, 
1, 3, 5, ... 
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Figura 1 
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Tendo escolhido os hi, como quizermos, sujeitos somente a (3.1.a), podemos pro-
ceder do seguinte modo para mostrar a falha para W 1 ' 2 (S) de quase todos os teoremas 
válidos para W1,2 (f2) quando an tem adequada regularidade. ( por exemplo: quando 
a fronteira de 12 tem a propriedade do cone, segmento, classe 
OBS: Os resultados podem ser estudados para regiOes análogas S C Rn, 7/ > 2 e 
espaços Win ,P(S), nz > 1_ 
3.1.1 Contra exemplos para Teoremas da Imersão Continua e Trago 
Apresentamos nesta seção um contra-exemplo para a imersão continua de W1,2 (12) 
em Ifi((1), Q c R2 , quando 12 é limitado e tem regularidade na fronteira (ver corolário  
2.4). 
Também o mesmo contra-exemplo vale para a seguinte 
 versão de teorema de Trago 
enunciado no capítulo 2. 
Teorema do Trago: Seja Q urn domínio em Rn e seja Se, o domínio de dimensão 
k obtido da intersecção de 12 com urn plano k-dimensional do W com 1 < k < n 
= f2). Sejam j e In inteiros não negativos e seja p tal que 1 < p < co. Então, 
se 12 tem a propriedade do cone e Trip =  ri. C07/2 p < r < oo então Wi+m ,P(Q) está 
continuamente imerso em VW ,' ((2'). 
(i) 0 contra exemplo: Seja h =i4 e 62i =-- (20V. Claramente, 
	
O < cte < 	 < E hi / < oo e 
i=1 	 I o  < 52i < 
e seja a função continua: 
u(x) 1-7— log2j 
ki ± (15+2 — k Da-a 3 hi±i 
em R, 
em Pi±i 
onde x E 	 = (x1, x2) e j =  1, 3, 5, 
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lc: P2 R3 
04 	 05 ci 02 	 03 
	 iii 	 h2 	 	 h3 	 4- 	 h5. 
Perfil do gráfico da função u(x) na direção x1 
Afirmações: 
_ 
 is E VV (.9), mas is 0 Lq(S), Vq > 2. 
- O traço de is sobre o segmento de linha 1" = (0, 1) x 101, uir, não  está em It(r) 
para r > 1. 
Para mostrar que is E W1'2 (3), mostramos primeiro que f u2dx < oo (o que 
implica is E OS)), e a seguir, do mesmo modo, que De(u) E OS), com Icei = 
I (at, a2)1 = 1. 
Vamos mostrar que is E  1,2 (8).  Temos que 
f u2dx = I dx .1" u2dx. 
UR, 	 UPi÷i 
Vamos calcular a integral f u 2dx: 
UI?'  
f U2 dX =)2 log2j dx = 
uRd 
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(14 j ) 2 dx- log(2j) 	 • hi = 
) 2 2 
EL 
(lo 	
(,)
g3(.2j)) 2 = 	 j  2 log(2j) ) 2 
	  00 
310g2 (23) < ,  3 
onde a soma é realizada em j = 1,3,5,.  
Agora calculamos f u2dx: 
UP3+1 
f U2dX = E f [ki (k3+2 ki ) . , X 1 — 
ti+L 
UPpri 
	
a P3+1 
<E  I [kj + 
3 Pj+1 
pois, pela definição de kj 
2 
	  ( xl 	   1og(2j 	 ci)12dx1dx2 
Logo 
k1+2 — ki — 
1 	 1 	 2  
log(2j + 4) 1og(2j) ) 1og(2j 
f u 2dx E 	 r 	 4-  2 	 (xi c1) ] 2dxidx 2 = log(23) 	 log(2j) - hi±i 
1 
 	 • 2 dx,dx2 + —±4 	 (xi c1 )dx,dx2+ E log2 (2j) 	 tj+1 
	
Pi +1 	 1D.1+1 
4 
+ h2 	 — ci) 2dxidx2 ha?+1  
P.,+1 
[ ,;2
n' 	
s 
	
i 	 4j 	 (hi±i) 2 	 4 (hi 6i±1. -F1)3 1 
k 
	
j-F1-v 	 •8 3 +1- 
L 	
J
—d log2 (2j) 	 2 	 / q+1 	 3 _I 
p_1+1 
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14j 4 
(log(2j))2. (6i+1 ), Ili±lli2 ± 2 + al 
, 
E 0.0g(2i))2 • 0 + 1 ) 2 (-7 ± 1) [i 2 ± 4j -1- 4]  
1  
E (log(2 j ))2 + 1) 4.0 ± 2 
	
) 2 5- -••1
v-n 	
+ 2
-I-
.(lo
2
g
)2
(2j))2 
+
3
ct3
,_N ((a
j +
A- 1
2
)24 7=-1 
= + 82 < 00 
sendo as somas calculadas para j =1, 3, 5 ..... 
Como f u2dx < no e f u2dx < cc, então f u2dx < no. Logo u L2(S). 
ut t ; 	 uPi+i 
Para mostrar que u E W1'2(S) resta mostrar que Da(u) E L2 (S). No caso 	 < 1, 
Da(u) =  ti e u e L2_ No caso Ial = 1, temos DOSOu = ux„ e DA1)u = nx2 logo basta 
mostrar que ux , e um, E L2(S), isto e, f 24 1 dx < no e f u2 2  dx < no. Isso implica x 
f (u2., u!, )dx = f I gradur dx < c_ 
Mas 
f gradu 2 dx= f I gradur dx + f I gradur dx f Igradul 2 dx 
uni 	 uPpri 	 upi+, 
(pois 7/ =cte em R , o que implica que gradu = 0 em Ri ) 
E f I gradur dx E(u2 u2 )dx  
' 	 X2 	 7 
Pj+1 	 P3+1 
(onde us, = 
Mas, também ux, = O em p., ±1 . Assim: 
f Igradurdx = E 
Pi+1 
u2 dxidx2 
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a [k, 	 (k3+2 k,),(11 - 	 )j) dxidx2 
hi±j. 
_ E f [(ki±2 — 
	 ]2dxidx2 
it +1 
Pi+ 1 
=E(k3+2 k ) 2 	 1 .1 dx idx 2 
3 10 3+1 
sendo as somas realizadas em j = 
 1, 3, 5, 
Desse modo, 
1 flgradurdx =E(k3+2 ki 2 	 fx 
i+1 
1 •5j+ 1 
2.11c 
1 
r-E(ki+2- ki)2-2-013+1)(5i+i) li j±1  
= 	 (1c3+2 k3) 2 	 (ci + Inv )2 (i + 1) 4 (j + 1)V. 
2  E(ki+2 - ki) 2 (i + 1) 3 (i +1)-4 < E ( log(2j + 4)) 2 (j +1)-' 
4  
= E (j 
 +1)log2(2j +4) < cc 
3 
Logo Da(u) e V(S), lal = 1. 
COI110 it E L2 (S) e Da(u) E L2 (S), temos que it E 
 
Para mostrar que it P(S), Vq > 2, mostramos que f julqdx = oo. Mas, como 
S = (UR5 ) U (UPi+i ), basta ver que f lulqdx = co. 
URj  
De fato, sendo it = lc; sobre R , tem: 
ju lqdx > 	 lulqdx 
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PJ+ 1, 
E ./ 1nm.  = j(kAgd. 
Ri 	 R., 
	
= Ef(1og/(2j) rdx = E( 	 )q dx log(2j) 
fi
J
• 
=E( 	  =E( 3 )q 5-3 log(2j) 	 log(2j) 
_ (1og(2j))q 	 cc 
3 
pois essa serie é divergente para q>  2. 
Conclusão 1: Como u E W1,2 (S) e u Lq(S), para q > 2 temos que W1,2 (S) 
não está continuamente imerso em Lq(S), para q > 1 Em geral, podemos provar que 
Wni ,P(S) não está continuamente imerso ern  La(S)  para q > p_ 
Para mostrar que /alp (traço de u sobre 1 ) , F = (0,1) x {0} não pertence a Lr(n 
com r > 1, mostraremos que f lurdzi = f urclxi = oo. Temos (veja Figura 1). 
Cl 	 C2 	 CS 
urrlxj. = 	 urdx {
el 	
urc/xj 
o 
	 C2 
Cl 	 C3 	 C5 
> f U7 dX 1 + UrdX1 	 Urdll ± -- 
0 	 C2 	 C4 
(considerando somente o traço sobre R3 ) 
= 
	 7  urdxl, com j = 1, 3, 5, 
3 Cj _ l 
	
ei 	 c.; 
( j )rdxj. = E( 	 dx1 log(23) 	 . log(2j) 
	
Ci-1 	 ej —1 
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E( 	  ) r [c 	 c' log(2j) 	 3- 	 )Th  log(2j) 
= 
LT-Alog(23) j 
a qual diverge para r >  1- 
Assim ulr Ø  _TIM para r > 1. 
Conclusão 2: Temos então um contra exemplo para o teorema do Trago, pois, 
basta tomarmos in = 1 e p = 2 temos Trip = 2 = n e fazendo 11 = S C R2 e também 
tomando j = U (que e o caso do contra exemplo que apresentamos), temos: 
w1,2 (s) = w3±-,P (n) não esta continuamente imerso em Wi‘r(S/1 ) = W°0- (1") = 
Lr(r), para r 1. 
OBS: Dessa maneira a região S não possui a propriedade do cone, pois se a tivesse o 
teorema do Traço seria valido para essa região, o que não é o caso. 
3.1.2 Imersão de W1,2 (S) em V(S) x Compacidade 
Conforme corolário 2.5 (veja também H.Brezis [2] e R.Adams [1]) a imersão de 
wi,2 (12) em L2 (11) é compacta se Q for limitado e tiver regularidade na fronteira (por 
exemplo, classe C1 , propriedade do cone, ...). 
(ii)Contra exemplo para o teorema da Imersão Compacta: 
Provamos nesta seção, para a região S de fronteira irregular que W1,2 (S) não esta 
compactamente imerso ern L2 (S). 
Mostrarpmos que se 52, =- c.13,1% , c=constante, com a > 3 então a imersão de 
W1,2 (S) em L2 (S) não é compacta, mesmo sendo naturalmente continua. 
Prova: Consideremos a sequência de funções continuas (uk) onde k = 1,3,5, ... 
definida pcw; 
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uk (x) = 
em Rk  
em S — {Pk-i Rk Pk+i} 
em Pk-Ft 
em Pk-1 
Conforme Figura 2: 
k-1 
 
k+1 
 
Figura 2 
Derivando uk sobre Pk-I-1, temos que: 
1 	 0) 
graduk(z) = ( L 
e derivando uk sobre Pk -1 temos que: 
1 
graduk (x) — 	  
Logo 
em Pk-1 
graduk (x) — 
	  °) em Pk+i 
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Segue: 
Igradukrdx 
	 jgradukrdx 
Ph_i Rh Pk+I 
Igrad.ukrdx -I- I lgradukrdx 
Pk -1 
	 Pk+i 
(Por uk(x) ser constante sobre cada Rk, f Igradukrdx = 0) 
Rh 
 
1  
dx I h2 h, k k-1 
Pk-i 	 Pk+1 
dx h2 h 2 
'"k'"k+1 
= 2 	
1
2 medida(Pk_i) + 	 1.., medida(Pk+1) 
	
Ilkhk_i 	 h2 hz 
'"k'"k-F1 
	
i 	 1 
2 	
, 
	
 (hk—v5k—i) ± h2 h2 	 khk+14+1) h2 h k k-1 	 k ki-1 
1 	 1 
	 hkiCiC(hk+l) a — 	  hk_ide(hk_ir ± h2h2 
	
_F 
h2 h2 
 k k-Fl k k-1 
ha 	 ha k-1  ±  k+1 
 ) 
= cte( 
hlhk_ i 	 1212,hk +1 1 
h2 	 h2 
_ de r  k-lhti 
	 _j_ k+1 hb 1 	 I „ 
L h2 k-1 m -----h2 "k+11 \''' = 3 ± b, b > 0) 
	
k 	 'k 
< cte(-1 de' lcte') = constante 
cte 
pela definição dos hk e do fato que a sequência hk é limitada, de onde hb < cte' k+17 k-1 — 
Assim, Dank E L2 (S) com Ickl = 1. 
Resta mostrar que Dank E L 2 (S) com ai  < 1, isto e, que 21 E L2 (S) (esse fato 
imediato pois uk continua e tem suporte, na direção x1 , compacto em (0,1))- Mas 
de qualquer modo para mostrar que uk uma  sequência limitada,por uma constante 
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pk+1 
2 Uk dX 
independente de k, em W1,2 (S), calculamos: 
f u2kdx = 1LICIX 	 f UPX 
	
Rk 	 h-1 	 Pk±1 
= 
 f 1 —h2dx  
Rk 	 Plc —1 
1 
= 
h
—rnedida(Rk) + 
	
uk2dx + 	 u2 dx 
2 
	
Pk-1 	 Pk+1 
	
= 1 —F 	 11124X —F 	 UZCIX 
Pk-1 	 Pk+1 
Tomando 
ck+i  
hk. hk÷i 
hk.hk_i 
em Pk+1 
em Pk-1 
(X1 — Ck-1,2 
U2dX -= 
hk_hk_i 
	 ) dx 
1  
(Xi — Ci_i) 2dXidX2 h2h2 
k k-1 
)3Ick _, r 
*
IL 31 (x1 — 1 ) ick-2 Lt 2ita 
	
1 	 1 1/hli [ (0 (ck_ 2 — 
	
12c 	 3 
1 1 
	  h3 t5 h2h2  
k 
11 L 
ak-ifik-i 14 3 
Analogamente: 
1 1 f uZdx = h2 3 
Pk+1 
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Assim, 
1 1, r 
uk2dx 1 + 
--vik_ibk_i + hk+ibk+i) 
, h2, 3 
11 
 
=1+ 	 h,k+icte4+1 ) 3 
cte 
1 + --( 1 
3 	 hi! 
cte 1 
=1+ 
 —3 ((—cte)2/4-1 + (1 ) 2
14
+1) 
< 1+ cte(ht_ i 44, 1 ) < constante, 
pela definição dos hk e do fato que a sequência hk e limitada. 
Assim temos que uk E L2 (3), como já foi visto que Dan E L2 (S) com H= L 
 
Segue-se que uk E W1,2 (S). 
Alem disso {uk} e limitada em W1 '2 (3), pois: 
h2 1,6 
1 _
L k+1 1,6 
"k- h2 
iluk II tv).2(s) = Iluk 2E,2(s) + JIgraduk IlL (s) 	 < cte + de 
Logo {uk } e uma sequência limitada em W"2 (3). 
Por outro lado, ela não contem uma subsequência convergente em L2 (3), pois, se 
j  3t4  k temos: 
— 141 2 dX > 	 — Il k i 2C1X 
UR], 
f= lui - uk rdx +J lui — uk rdx 
Ri 	 Rk 
= 	 rdx, (ui 	 em Rk euk = em 
Rk 
1 
—
1 
dX 
qv
I CLX 
Rj 	 Rk 
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1 	 1 
Vizmed(R3) mmed(&) 1 + 1 --= 2 
Como (uk ) não possui subsequência convergente ern LAS), então W1 . 2 (S) não est á 
imerso compactamente em L2 (S) Portanto temos um contra-exemplo para o 
teorema da Imersão Compacta nos Espaços de Sobolev. 
3.2 Densidade de C0 0 (1[8n) em Vrl ,P(S) 
Agora 12 C ir é uma regido aberta. Urn teorema de Teoria de Espaços de Sabo lev 
mostra que: Se ql° (12) é denso emiir ,P(S1) então a medida ( "\51) = O (ver teorema 
1_19). Assim, para f/ c ir limitado jamais se terá a densidade. Sabemos também que 
Cr( in) é denso em Wn1/213 (11r). Para que Cr Pen) seja denso em Wm,P(2), f2 limitado, 
a teoria sobre espaços de Sobolev exige que 51 tenha regularidade na fronteira. 
Isso realmente é necessário? 0 trabalho de L. Fraenkel que estudamos não clá a 
resposta definitiva, mas indica o seguinte resultado: 
Teorema 3.1 0 conjunto de restrições a S de funções  em  C0(RI)  é denso: 
a) em W1,1'(S) se fin -= ri-q, para q >1 
b) em Wm ,2)(S) se in =- 1,2, ..., e se hn = 2 —n 
- as salas são R = (ci h, c) x 	 j = 1, 3, 5, ... 
as passagens são pi+i --= 	 ci 	 x BN-1(0,c5i ±i), onde poderíamos trocar 
BN _l  pelo cubo QN-1 
Prova: ver L. Fraenkel. 
47 
Conclusa& 
A (mica Imersão de Espaços de Sobolev que não necessita, em geral, de regulari-
dade sobre a fronteira da região Q c RN é a seguinte: 
Teorema 3.2 Se 1-2 é limitada e se in > 1, p > 1, entdo Win412) estd imerso 
compactamente em Wm -1, g , para 1 < q < p, isto 6, Wni ,P(n) está continuamente 
imerso em Wm -14 e é compacta_ 
Prom: A demontração pode ser vista no artigo de LK Fraenkel [41. Portanto, os 
teoremas de imersão, traço e densidade da teoria de Espaços de Sobolev estão corretos 
ao solicitarem certa regularidade na fronteira da região de n na qual as funções estão 
definida& Realmente para regiaes de fronteira irregular os teoremas podem não ser 
válidos, como por exemplo na região de salas e passagens apresentadas neste trabalho. 
Naturalmente, é bem conhecido, como descrevemos em uma NOTA alp& o corolário 
23, que a imersão de Wr (9) em IF (51) 6. compacta, para Q limitado, sem necessidade 
de regularidade sobre a fronteira r de Q. 
Portanto, esses dois teoremas de  imersão silo os únicos que não necessitam de 
regularidade na fronteira de Q. 
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