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Abstract
The article contains an overview of authors achievements in developement
of alternative quantum-chemical approaches oriented towards revival of the
classical tradition of qualitative chemical thinking instead of obtaining numer-
ical results. The above-mentioned tradition is concluded to be based mainly on
principles (rules) of additivity, transferability and locality of molecular prop-
erties. Accordingly, model Hamiltonian matrices are used in the approaches
under developement (called quasi-classical alternatives), wherein algebraic pa-
rameters play the role of matrix elements and these are assumed to be trans-
ferable for similar atoms and/or atomic orbitals in addition. Further, passing
to delocalized descriptions of electronic structures (as usual) is expected to be
the main origin of difficulties seeking to formulate quasi-classical alternatives.
In the framework of the canonical method of molecular orbitals (MOs), delo-
calization is shown to be partially avoidable by invoking a recently-suggested
approach to secular (eigenvalue) equations for model Hamiltonian matrices,
wherein the usual initial imposing of the zero-determinant condition is re-
placed by a certain reformulation of the problem itself. The most efficient
way of achieving the same end, however, is shown to consist in passing to
non-canonical one-electron problems. The latter may be exemplified by the
block-diagonalization problem for the relevant Hamiltonian matrix following
from the Brillouin theorem and yielding non-canonical (localized) MOs and
by the commutation equation for the respective one-electron density matrix
(charge- bond order matrix). In this connection, most of attention is paid
in the article to perturbative solutions of the above-mentioned non-canonical
problems and to their implications, including common quantum-chemical de-
scriptions of entire classes of chemical compounds.
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1 Introduction. Quantum-mechanical and clas-
sical perspectives on molecular structure and
reactivity
Chemistry experienced a period of a great invasion of quantum mechanics during
the last several decades. Consequently, numerical solutions of various approximate
versions of the Schro¨dinger equation (such as the Hartree-Fock (HF) equation (see
e.g. [1-3])) started to play a central role in the theoretical chemistry instead of
traditional qualitative reasoning based on simple models of interatomic interactions.
The term ’computational chemistry’ is currently used to refer to this new branch of
chemical science [4-6].
Significant achievements of computations are beyond any doubt, especially so far
as quantitative aspects of molecular structures and properties are concerned. More-
over, characteristics of both isolated molecules and chemical reactions often are pre-
dictable nowadays as accurately as it is required and thereby computations are able
to precede or even to replace expensive experiments. Unfortunately, these achieve-
ments go with essential losses. Indeed, the most fundamental and fruitful classical
generalities seem to be left outside the contemporary theoretical chemistry, e.g.
series and/or classes of related compounds, functional groups (fragments), deriva-
tives, reaction center, various common effects including the inductive one, etc. The
same refers also to the main principles (rules) of the qualitative chemical thinking,
namely additivity, transferability and locality of molecular properties, as well as to
intuitition-based relations, e.g. between local structures and local properties. This
implies in summary that the classical tradition of thinking about common trends in
chemical behaviour becomes broken off and we actually have to content ourselves
with studies of particular cases only. The aim of contributions overviewed in this
article consists in both revival of the above-discussed classical tradition of qualita-
tive thinking and its realization in terms of quantum chemistry. These attempts are
jointly called quasi-classical alternatives.
To reveal the reasons why the above-mentioned gap between the contemporary
quantum chemistry and the classical generalities arises, let us start with perspec-
tives on molecular structures, in general, and on their similarities, in particular,
underlying the quantum mechanics and the classical chemistry.
Molecules are considered as consisting of electrons and of nuclei in quantum me-
chanics [2,3,7]. Accordingly, numbers of these particles are the principal parameters
both of the Schro¨dinger equation and of its approximate versions. Hence, specify-
ing of these numbers is imperative to obtain a solution, the latter thereby always
referring to an individual molecule. Although some similarity between two or sev-
eral compounds may be revealed ’a posteriori’ (i.e. after comparison of the final
results), no immanent relation may be established between the relevant principal
equations even if the chemical structures of compounds concerned are very similar
(e.g. methane and ethane). Another important feature of these solutions (we mean
here of wave functions) consists in their generally delocalized nature [1-3,8]. In other
words, these functions usually embrace the entire system under study and depend
on its whole constitution in a rather intricate manner (except for special cases when
additional conditions of localization are imposed [8]).
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By contrast, chemical constitutions of molecules (see e.g. [9]) are defined in
terms of atoms involved in the given compound and the way these are bound to-
gether (chemical bonds). Moreover, exact meanings of both atoms in molecules
and bonds are not essential in practice. Accordingly, compounds consisting of uni-
form groups of atoms (elementary fragments) connected one with another in a same
manner are a priori considered to be similar whatever the actual number of these
groups. As a result, a certain set of similar molecules arises that is usually referred
to as a class of related compounds and regarded as a single object characterized by
specific properties (e.g. alkanes, acids [10,11], etc.). In other words, the definition
of the principal classical generality (i.e. of a class of molecules) is based on com-
mon peculiarities of local constitutions, whereas the overall structure of a particular
molecule (the global structure) may vary in a wide range. For example, the local
structure of alkanes involves both four-valency of carbon atoms and tetrahedral ar-
rangement of respective quartets of bonds, whilst the global structure embraces the
total number of atoms, the presence of cycles, branchings, etc. Accordingly, the
relation ’structure/properties’ is expected to reveal itself in two ways: i) as a rela-
tion between local structures and local properties and ii) as that between the global
constitution and global properties. The first of these aspects usually concerns com-
mon properties of the whole class under study and is alternatively referred to as the
principle (rule) of locality. Given that certain details of structures and properties
are ignored in addition, the transferability rule for local characteristics follows [This
rule is usually applied to characteristics of atoms, bonds and functional groups of
related compounds [9]]. It also deserves adding here that the principles of locality
and transferability provide a basis for definition of the reaction center (Section 9).
Meanwhile, the relation between global structures and global properties refers to
individual representatives of the class and gives birth to the well-known principle
(rule) of additivity for properties ascribed to the whole molecule [8].
The above comparative discussion demonstrates dramatic differences between the
two alternative perspectives on molecules and thereby their low compatibility [12].
This fact evidently is among the main reasons of the above-asserted gap between
the computational and the classical branches of chemistry. On the other hand, the
same discussion gives us some hints concerning the principal ways of developement
of quasi-classical approaches: First, the principle of locality should be realized as
extensively as possible in the approach concerned and preserved until obtaining
the final description of the whole system (if possible). Second, the transferability
rule should be invoked to unify quantum-mechanical problems for similar molecules.
Employment of models proves to be especially helpful in achieving the latter end as
discussed in Section 2 in a detail. So far as realization of the locality principle is
concerned, the overall state of things is somewhat more complicated.
To clarify this point, let us turn again to the well-known canonical HF equation
[1-3] for molecules based on the concept of one-electron orbitals (molecular orbitals
(MOs)). These orbitals (MOs) are known to be additionally expressed in the form
of linear combinations of atomic orbitals (AOs). The latter approach (usually called
the LCAO approximation [1-3]) evidently is of classical origin and may be regarded
as an important step towards realization of the locality principle. Indeed, elements
of the representation matrix of the self-consistent Fockian are attached to separate
atoms and/or their pairs in the basis of AOs. Besides, employment of hybrid AOs
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(HAOs) as basis functions [13,14] instead of usual AOs is even more appropriate as
the largest off-diagonal Fockian elements then correspond to chemical bonds. These
important achievements, however, become lost almost entirely after passing to the
basis of the standard (canonical) MOs (CMOs), because just these MOs usually are
delocalized over the whole system under study and depend on its overall structure
[1,2,8] as it is the case with wave functions in general. Moreover, identical chemical
bonds and their groups are not, as a rule, accompanied by equivalent CMOs [8].
Finally, the link between CMO sets of related compounds is even more complicated.
Two options seem to be possible in this situation. The first (conservative) op-
tion consists in invoking additional approaches and/or modifications to preserve the
locality principle in the framework of the canonical method of MOs. Some achieve-
ments of this type are discussed in Sections 3, 4 and 13. The second (radical) option
lies in turning to alternative one-electron problems with respect to the canonical
one, namely to the Brillouin theorem (block-diagonalization problem) and the com-
mutation equation for the one-electron density matrix. The relevant achievements
(the so-called PNCMO theory) are discussed in Sections 5-12.
2 The quasi-classical nature of the Hu¨ckel model
The very offspring of quantum chemistry was associated with developements of
simple models of electronic structures of polyatomic molecules that are generally
much closer to the classical chemistry as compared to the contemporary numerical
methods. The so-called ’curly arrow chemistry’ based on the well-known octet rule
[15], the simplest version of the valence bond (VB) method usually referred to as
the resonance theory [16] and the Hu¨ckel theory of molecular orbitals (HMO theory)
[17,18] may be mentioned here as the most outstanding examples. In this Section,
we will dwell on the Hu¨ckel model, both the standard HMO theory and studies
overviewed in this article are based on.
First of all, we should come to an agreement about the meaning of the term ’the
Hu¨ckel model’. Let us start with a notation that the original HMO theory [19,20] was
based on solution of secular (eigenvalue) equations for respective model Hamiltonian
matrices. As it turned out recently (see Sections 5 and 6), however, applications of
the Hu¨ckel type Hamiltonian matrices are not restricted to solutions of these most
popular equations. Moreover, just the employments of these matrices beyond the
limits of the canonical MO method offers us new quasi-classical alternatives. This
implies the term ’the Hu¨ckel model’ to mean much more than the standard HMO
theory.
Another important point here concerns the qualitative content of the Hu¨ckel
model. To discuss this aspect in a more detail, let us start with recalling that
the original version of the HMO theory [19,20] was intended to be among the
first semiempirical methods of calculation of electronic structures of polyatomic
molecules. The principal elements of the relevant model Hamiltonian matrices (i.e.
parameters α and β) were accordingly determined on the basis of the best coin-
cidence of results of calculation for a few reference compounds with the relevant
experimental data. It is no surprise, therefore, that understanding of the HMO the-
ory as an extremely approximate method of calculation of electronic structures is a
4
widespread viewpoint up to now. This popular attitude is additionally supported
by an obvious fact that the Hu¨ckel type Hamiltonian matrix may be considered as
a rough approximation to the respective matrix of the self-consistent Fockian. The
qualitative content of the Hu¨ckel model, however, has little to do either with the
numerical values of its parameters or with computations. The main point here is
that the structure of the model Hamiltonian matrix reflects the spatial and/or chem-
ical constitution of the respective molecule including both local and global aspects.
Indeed, certain basis orbitals (AOs or HAOs) are assumed to correspond to diagonal
elements (α) of the Hu¨ckel type Hamiltonian matrices (H), whilst the off-diagonal
elements (β) represent the interactions between these orbitals. The latter, in turn,
are usually supposed to be proportional to overlap integrals [21] being directly de-
pendent on both the respective internuclear distance and the spatial arrangement
of basis orbitals. As a result, the above-mentioned interrelation arises between the
structure of the matrix H and that of the given molecule. For conjugated and/or
aromatic hydrocarbons, this relation is known to acquire an extremely simple form,
namely, the relevant model Hamiltonian matrix H is proportional to the adjacency
matrix of the graph describing the structure of the C-skeleton of the given molecule
[22]. In the case of saturated hydrocarbons, an analogous relation also may be
established (Sections 3 and 4). Thus, we will concentrate ourselves on the above-
described qualitative aspects when using the term ’the Hu¨ckel model’ and/or the
’Hu¨ckel type model Hamiltonian matrix’ throughout this paper.
Furthermore, just the above-described relations between the Hu¨ckel type Hamil-
tonian matrices and chemical structures of molecules serve as the principal argument
for the quasi-classical nature of the Hu¨ckel model [In Ref.[12] the model has been
considered as taking an intermediate place in between quantum mechanics and the
classical chemistry on the same basis]. Other arguments for this important conclu-
sion follow from essential common features between the model under discussion and
the chemical perspective on molecular structures:
First, neither the basis orbitals (AOs or HAOs) nor the one-electron Hamiltonian
operator underlying the Hu¨ckel type Hamiltonian matrix H are defined explicitly
in the model as it is the case with the classical atoms in molecules and chemical
bonds. Second, the role of the number of electrons in the formation of electronic
structures is extremely reduced in the Hu¨ckel model (Molecular orbitals are sought
here without regard to the number of electrons). Finally, the way the similarity of
related molecules is desribed in the model resembles that of the classical chemistry.
The last point deserves a separate discussion.
Thus, uniform α and β parameters are usually accepted a priori for conjugated
and/or aromatic hydrocarbons [17,21] in accordance with the classical transferabil-
ity rule. This implies that less important details of structures of individual systems
are ignored for the benefit of generality. Consequently, common model Hamilto-
nian matrices are constructable for some simple series of related compounds (e.g.
for polyenes, polyacenes, etc.) and thereby common solutions of the relevant secu-
lar equations are obtainable that contain the numbers of similar fragments as the
principal parameters (see Ref.[18] for an overview of these solutions). The series of
molecules concerned then becomes described as a single object in the Hu¨ckel model
as it is the case with the classical chemistry. Hydrocarbons and their heteroatom-
containing derivatives is another example of similar molecules. The respective
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Hu¨ckel Hamiltonian matrices usually differ one from another only in the value of
a single parameter, viz. of the Coulomb parameter (αX) referring to the site of
substitution [21,23]. As a result, the two similar problems may be regarded as a
single problem, wherein the parameter αX plays the role of perturbation [23]. This
way of investigation is evidently in line with the classical concept of the derivative.
Therefore, the quasi-classical nature of the Hu¨ckel model (in the above-described
qualitative sense) is beyond any doubt. That is why just this model has been cho-
sen to underly the attempts to construct the analogues for the classical rules and
generalities overviewed below. It is evident that no numerical values of the Hamil-
tonian matrix elements are required to achieve this end. Instead, algebraic methods
are employed when dealing with the relevant principal equations. Consequently, we
actually return to the ’world of deduction and modeling’[24].
3 An alternative way of dealing with eigenvalue
equations for Hamiltonian matrices
As already mentioned, the present Section is devoted to quasi-classical alternatives
in the framework of the canonical theory of MOs. In this connection, we will dwell on
secular (eigenvalue) equations for Hu¨ckel type model Hamiltonian matrices (H) that
yield the so-called one-electron properties of molecules, viz. CMOs and respective
one-electron energies (coinciding with eigenfunctions and eigenvalues of the matrix
H, respectively). Moreover, eigenvalues referring to occupied CMOs are additionally
related to ionisation potentials of molecules measured experimentally by the photo-
electron spectroscopy [25] (cf. the Koopmans theorem [2,26]). Accordingly, squares
of the MO LCAO coefficients represent the extents of participation of separate AOs
in the ionisation of molecule from the respective energy level.
Let us start with a notation that the principal rules of the qualitative chemi-
cal thinking (Section 1) are usually applied to the so-called ’collective’ properties of
molecules [23], e.g. heats of formation and/or atomisation, dipole moments, polariz-
abilities, etc. (the term ’collective’ is of quantum chemical origin here and indicates
the property concerned to be determined by all electrons and/or by all occupied one-
electron states of the system). Nevertheless, there are reasons to expect that the
classical principle of locality manifests itself in the one-electron characteristics too.
Indeed, existance of common peculiarities both of one-electron energy spectra and
of CMOs of related molecules follows from numerous theoretical and experimental
facts exemplified below and these peculiarities may be traced back to similar local
structures of compounds concerned. The most outstanding theoretical fact worth
mentioning is that CMOs of extended compounds are expressible as linear combina-
tions of those of elementary fragments provided that the interfragmental interactions
are weak and thereby the perturbation theory is applicable (cf. the so-called PMO
theory [23]). This implies the local constitutions of CMOs of related molecules
to depend upon those of respective elementary fragments. [A question arises here
immediately whether these achievements may be generalized to the case of com-
parable intra- and interfragmental interactions]. So far as experimental arguments
for common features of one-electron spectra of similar molecules are concerned, the
photoelectron spectra (PES) of alkanes [27-30] are especially illustrative. Thus, two
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groups of ionization potentials (two energy bands) reveal themselves in these spectra
at 17-26 and 10-16 eV, respectively. The first of these bands (the so-called high-
energy band (HEB)) is of particular interest in our context. Indeed, the HEB of
an alkane CNH2N+2 or CNH2N always consists of N peaks, the level distribution
pattern of which closely resembles the spectrum of the respective simple chain G0
(Fig. 1). Given that the band concerned is traced back to ionization of electrons
mostly from 2s AOs of carbon atoms (this is the simplest and commonly accepted
interpretation [27-30]), the above-mentioned level distribution pattern seems to be
due to similar local environments of these AOs over the chain, i.e. to the uniform
local constitution of alkanes. Among facts under present interest, common spectral
properties of alternant hydrocarbons [22,31] also may be mentioned that may be
found in almost all quantum chemistry textbooks [A question here concerns the
presence of common elementary fragments (see below)].
It is evident that revealing of the influence of local structure upon one-electron
characteristics and thereby developement of the desired quasi-classical alternative
becomes feasible if we avoid an immediate passing to the basis of delocalized MOs
(CMOs). In this connection, an alternative way of dealing with secular equations
for Hamiltonian matrices (H) of related chemical compounds has been suggested
in Ref.[32], the essence of which consists in an inverted order of the principal op-
erations vs. the standard one when solving the problem. Indeed, the first step
of the standard solution procedure coincides with imposing the zero-determinant
requirement and search for eigenvalues, whereas the second one lies in obtaining
the eigenfunctions. By contrast, we start with reformulating the secular problem
itself in order to reveal the structures of eigenfunctions, whilst the eigenvalues fol-
low from the second step. The initial reformulating of the problem resolves itself
into eliminating most of variables (MO LCAO coefficients) by preserving only one
of them for each elementary fragment of the compound concerned. This variable-
elimination (reduction) procedure yields an effective N × N− dimensional secular
problem, wherein a single equation corresponds to each of N elementary fragments.
Elements of the relevant reduced Hamiltonian matrix (to be diagonalized during the
second step) generally depend on the energy variable ε and the notation H˜(ε) is used
below in this connection. It is evident that diagonal and off-diagonal elements of
this new matrix represent elementary fragments and their interactions, respectively.
The off-diagonal elements often prove to be additionally reducible to either 1 or 0
and thereby describe the adjacencies of fragments. Given that this is the case, the
local structure of the given chain becomes represented implicitly via ε-dependent
intrafragmental elements H˜ii(ε), whereas the respective global structure keeps to be
reflected explicitly in the overall constitution of the reduced matrix H˜(ε). More-
over, any element H˜ii(ε) was shown to depend mostly on the structure of the Ith
elementary fragment and (to a certain extent) on its nearest environment [Elements
H˜ii(ε) prove to be uniform or almost uniform for the same elementary fragments
in analogous environments]. Further, the above-desribed variable-elimination pro-
cedure yields expressions for eigenfunctions of the initial Hamiltonian matrix H (i.e.
for CMOs) in the form of linear combinations of N ε−dependent non-orthogonal
basis orbitals that are more or less localized on individual elementary fragments and
depend on constitution of the latter. In some cases, these basis orbitals prove to
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be additionally related to MOs of elementary fragments. Coefficients of the above-
specified combinations, in turn, coincide with those of eigenvectors of the reduced
matrix H˜(ε) and thereby are determined by the relevant global structure. In sum-
mary, the roles of local and of global structures in the formation of both one-electron
spectra and CMOs are expected to follow from the first and the second step of the
new approach, respectively. Thus, a feasibility of their separation arises, at least in
principle. It also deserves emphasizing that no assumptions about relatively weak
interfragmental interactions are invoked here and thereby a certain generalization
of the above-mentioned perturbation- theory- based approaches [23] is actually ob-
tained.
Admitedly, acomplishing of the above-outlined alternative is not an easy problem
in practice. This especially refers to the ultimate diagonalization of the ε−dependent
reduced Hamiltonian matrix H˜(ε). In this connection, three particular cases may
be distinguished that are characterized by relatively simple second steps.
a) The case, when an energy-variable- independent reduced Hamiltonian matrix
(H˜) is obtainable [33], may be mentioned in the first place. The well-known even
alternant hydrocarbons (AHs) serve as an excellent example here. To demonstrate
this, let us introduce the 2N−dimensional basis of 2pz AOs of carbon atoms {χ}
and divide it into two N−dimensional subsets {χ∗} and {χ◦} as usual [22, 31, 33,
34]. The common Hu¨ckel Hamiltonian matrix of AHs may be then represented in
terms of four submatrices (blocks) as follows
H =
∣∣∣∣ 0 BB+ 0
∣∣∣∣ , (3.1)
where the non-zero blocks B and B+ contain resonance parameters of chemical
bonds (see Ref. [33] for details) and the superscript + here and below designates
the Hermitian-conjugate (transposed) matrix. As originally shown in [35], the initial
2N × 2N−dimensional secular problem for the matrix H of Eq.(3.1) resolves itself
into two N ×N−dimensional problems
(BB+)U =ε2U, (B+B)V =ε2V, (3.2)
where U and V are column- matrices of MO LCAO coefficients referring to subsets
subsets of AOs {χ∗} and {χ◦}, respectively, and ε is the usual energy variable. It is
easily seen that any matrix problem of Eq.(3.2) may be reformulated into a secular
equation of the standard form for an ε−dependent effective Hamiltonian matrix,
e.g.
H˜(ε) = BB+ + ε(1− ε)I, (3.3)
where I here and below stands for the unit matrix of the relevant dimension (coin-
ciding with N in our case). Moreover, matrices BB+ and H˜(ε) commute one with
another and thereby possess a common set of eigenvectors contained within the
column-matrix U. Consequently, the ε−dependent matrix H˜(ε) of Eq.(3.3) may be
successfully replaced by the energy- variable- independent matrix H˜ = BB+ that
was shown to represent [33] adjacencies of elementary fragments of AHs specified
below. Accordingly, a generalized (ε−dependent) representation has been obtained
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for eigenfunctions of the matrix H of Eq.(3.1) and thereby CMOs of AHs, viz.
ψ(ε) =
1√
2
(∗)∑
i=1
ϕi(ε)Ui, (3.4)
where the sum embraces AOs of the starred subset {χ∗}, Ui stand for elements of
the column- matrix U and ϕi(ε) are ε−dependent basis orbitals of the following
constitution
ϕi(ε) = χ
∗
i + ε
−1
(◦)∑
k=1
χ◦kB
+
ki (3.5)
containing a sum over AOs of the remaining (unstarred) subset {χ◦} and referred to
[33] as generalized basis orbitals (GBOs). After substituting specific eigenvalues εm,
equations (3.4) and (3.5) yield the usual expressions for respective CMOs of AHs. It
is also seen that each generalized basis orbital ϕi(ε) is attached to a certain AO of
the starred subset χ∗i and contains additional contributions of nearest-neighboring
unstarred AOs χ◦k. This implies the constitution of the particular basis orbital ϕi(ε)
to be determined mostly by the nearest environment of its principal AO χ∗i and
thereby by the local structure [although a certain influence of the global struc-
ture also manifests itself via the energy variable ε]. Consequently, an interrelation
has been concluded between local constitutions of AHs and local shapes of their
CMOs. A more detailed analysis of Eq.(3.5) showed that three types of basis or-
bitals ϕi(ε) are actually peculiar to AHs in accordance with three possible valencies
of carbon atoms, namely two-, three- and four-center orbitals. Moreover, the above-
enumerated orbitals correspondingly coincide with generalized (ε−dependent) MOs
of ethene, allyle and trimethylenmethane. Thus, just these rather simple systems
were concluded to play the role of common elementary fragments of AHs. Existance
of these common fragments, in turn, formed the basis for a conclusion that AHs
may be considered as a separate class of chemical compounds.
b) The case of weak actual dependences of elements of the reduced Hamiltonian
matrix upon energy variable ε may be mentioned as a second one [36,37]. Elements
H˜ii(ε) may be approximated by an appropriate constant (or a few constants) in
this case. The above-discussed HEB region of PES of alkanes [27-30] is an excellent
example here. A simple one-parameter Hu¨ckel type Hamiltonian matrix [28-30]
designated by H1 proves to be an adequate model in this case. The mean value of
resonance integrals between bonding bond orbitals (BBOs) of the nearest (geminal)
bonds (β) playes the role of the only parameter of this matrix. Moreover, the matrix
H1 is representable as follows
H1 = αI+βA(GH), (3.6)
where A(GH) stands for the adjacency matrix (AM) of the graph GH (further re-
ferred to as the Hamiltonian matrix graph) and α is the relevant averaged Coulomb
parameter (Note that the equality Aii(GH) =1 for any i has been accepted for
convenience). Graphs GH are exhibited in Fig.1. It is seen that full subgraphs
(tetrahedrons) correspond to quartets of bonds attached to the same carbon atom
in these graphs. It is also noteworthy that subspectra of matrices A(GH) corre-
sponding to the HEB region reflect both the above-discussed similarity to spectra
of respective simple chains G0 and the distinctive features of HEBs of alkanes.
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Figure 1: The Hamiltonian matrix graph of the hexane molecule (GH), the chemical
graph of the same hydrocarbon in terms of atoms (GCh), and their common reduced
form (G∗H ≡ G∗Ch). The relevant reduction procedures are indicated by arrows. The
one-dimensional chain (G0) also is shown.
Application of the above-described alternative approach to secular problems for
the AMs A(GH) yields an N−dimensional reduced problem for any alkane CNH2N+2
instead of the initial 3N + 1−dimensional problem, where 3N + 1 coincides with
the respective total number of bonding orbitals and/or chemical bonds. The most
general way of performing the appropriate reduction procedure [37] was based on
constructing a new variable z = (Ca+Cb+Cc+Cd)/ε for each full subgraph (tetrahe-
dron) of the graph GH containing four vertices a, b, c and d and in reformulating the
initial secular problem in terms of N variables zk, k = 1, 2, ..N (Ci, i = a, b.., stand
here for coefficients of eigenvectors of the AM A(GH)). As a result, an equation of
the following form ∑
m
zm + ωv(ε)zp = εzp (3.7)
has been derived for each (pth) tetrahedron, where p = 1, 2...N and the sum over m
embraces the variables zm corresponding to neighboring tetrahedrons with respect
to the pth one. The functions ωv(ε) of Eq.(3.7) depend on both the energy variable
(ε) and the valency of the respective (i.e. pth) vertex of the reduced graph G∗H
(Fig.1) according to the general expression
ωv(ε) = 3 +
4− v
ε
. (3.8)
These functions evidently contain information about local structures of the initial
graph GH including both the given tetrahedron and its nearest environment. As
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is seen from Eq.(3.7) and Fig.1, the reduced graph G∗H resembles the respective
simple chain G0 except for a more involved expression for diagonal elements of the
respective new AM A(G∗H) coinciding with ωv(ε) of Eq.(3.8). Hence, the extent of
similarity between graphs GH and G0 (in respect of both structures and spectra)
depends on the behaviour of functions ωv(ε) within the ε− region under interest.
The band limits of spectra of graphs G∗H and thereby of GH were shown to be
conditioned by the equality −2 < [ε − ω2(ε)] < 2. This requirement yields two
intervals ∆ε1 = (−0.37;−1) and ∆ε2 = (2; 5.37), the latter corresponding to
the HEB. A weak dependence of functions ωv(ε) on ε and insignificant differences
between these functions for various valencies (v) have been established in the above-
specified region [36,37]. This principal result indicates the local structures to be
almost uniform over the chain in accordance with the above expectation. Meanwhile,
the global structures of particular alkanes prove to be represented by respective
simple chains G0. Furthermore, the same result allowed all diagonal elements of
the reduced AM A(G∗H) to be replaced by a single constant ($), which exceeds 3
as Eq.(3.8) indicates. Hence, the influence of the common local structure of alkanes
has been concluded to resolve itself mostly to a shift of the whole level system by the
value $ − 1 in the spectral region concerned. Just this fact explains the observed
similarity between HEBs of alkanes and spectra of the simple chains G0 [27-30].
Besides, no assumption is required here about a significant energy gap between 2s
and 2p AOs in contrast to ascribing the HEB to ionization of electrons from the 2s
AOs.
For eigenfunctions (Ψi) of the initial AMs A(GH), expressions like those of Eqs.
(3.4) and (3.5) have been obtained, where the variables zk, k = 1, 2, ..N play the role
of coefficients of linear combinations. These coefficients, in turn, may be approxi-
mated by respective values for the relevant simple chain G0. So far as generalized
(ε−dependent) basis orbitals of alkanes are concerned, these also depend on the
above-specified valency (v). As a result, four distinct orbitals ηv(ε), v = 1, 2, 3, 4
have been derived. Thus, the nearest neighborhood of the given tetrahedron also
playes some role in the formation of these orbitals. Nevertheless, a more detailed
analysis of these basis functions within the HEB region ∆ε2 allowed us to conclude
their dependence upon the valency v to be actually insignificant. Moreover, the
orbitals ηv(ε) for any v resemble the lowest completely symetric MO of methane.
Hence, the above-discussed interelation between local structures of compounds con-
cerned and those of respective CMOs proves to be additionally supported.
c) The last example coincides with the so-called regular quasi-one- dimensional
systems characterized by translational symmetry [32,38]. In other words, we turn
now to chain-like molecules of cyclic global constitution. These systems are known
to serve as models of polymers and solid state [39]. Accordingly, concepts and
methods of the solid-state theory [39-41] are most commonly applied to study the
relevant one-electron spectra. In this context, our approach proves to be a conseptual
alternative to the above-mentioned popular theory. This point deserves a somewhat
more detailed discussion.
Indeed, application of the solid state theory starts with taking into account the
translational symmetry of the whole chain and thereby its global constitution. The
usual way of doing this lies in passing to the basis of delocalized Bloch functions
being an analogue of CMOs. Moreover, a cos(ka)− like dispersion curve usually cor-
11
responds to each Bloch function and/or to each translationally- symmetric subchain
of the whole chain, where k and a stand for the quasi-momentum vector and the
elementary cell’s position vector, respectively. The second step of the solid state the-
ory coincides with diagonalization of a block of the transformed Hamiltonian matrix
corresponding to an elementary cell and thereby with taking into account the local
structure. This implies the final dispersion curves to follow from the ’interaction’
between the above-specified cos(ka)− like curves in this standard theory. By con-
trast, our initial step consists in the regard for local constitution of the same chain
by reducing the initial system of secular equations into an effective N ×N− dimen-
sional problem as discussed above, where a single equation corresponds to each of N
elementary cells and/or fragments. Meanwhile, the translational symmetry may be
taken into consideration later when solving the reduced secular problem. It deserves
emphasizing here that symmetry properties of the initial system may be easily pre-
served when performing the variable-elimination (reduction) procedure. To this end,
the retained variables (MO LCAO coefficients) should be chosen to coincide with
those referring to equivalent AOs. Finally, the reduced secular problem proves to be
representable by a certain new effective chain, wherein extra bonds generally arise
vs. the original ones, e.g. between second neighboring pairs of AOs. As a result,
the final dispersion curves appear to be superpositions of cos(ka)−, cos(2ka)−, etc.
elementary curves.
For illustration, let us consider just the secular problem for the above-described
one-parameter Hamiltonian matrix (H1) of a cyclic alkane CNH2N . The first step of
our analysis consists in reducing this problem into an N−dimensional one by means
of passing to the set of similar variables zp, p = 1, 2, ..N . As already mentioned,
the relevant reduced chain G∗H resembles the simple one (G0) except for diagonal
parameters ωv(ε) defined by Eq.(3.8). (It is evident that ω2(ε) remains in the present
case). The translational symmetry of the reduced chain also may be taken into
account as usual. As a result, we obtain an implicit form of the dispersion relation,
viz.
ε = ω2(ε) + 2 cos[(
2pi
N
)j], (3.9)
where j = 1, 2...N and the function ω2(ε) is defined by Eq.(3.8). Using the above-
introduced vectors k and a, the above relation may be reformulated as follows
ε = ω2(ε) + 2 cos(ka). (3.10)
After substituting Eq.(3.8) and expressing ε, the usual explicit form of the dispersion
relation may be easily obtained. The above-exhibited forms of Eqs.(3.9) and (3.10),
however, offer us a new interpretation of dispersion curves. As already mentioned,
the function ω2(ε) contains information about the local structure of the chain. As is
seen from the above formulae, the same function now playes the role of an additive
component of our dispersion relation and describes the deviation of the actual dis-
persion curve from the standard cos(ka)− like shape. Thus, this deviation may be
unambiguously ascribed to the effect of the local (internal) constitution of the chain.
Analogous implicit forms of the level density function also have been derived. Fi-
nally, an eigenfunction (Ψi) of the initial AM A(GH) takes the form of a Bloch sum
of N energy- variable- dependent local-structure- determined basis orbitals η2(ε).
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Efficiency of the approach under present discussion is especially evident if we
turn to regular chains of more involved constitutions. In particular, the secular
problem for an extended model Hamiltonian matrix of the cyclic polyethylene chain
has been successfully studied [38], wherein resonance parameters between BBOs
of vicinal C-C(C-H) bonds have been taken into consideration along with those of
the above-described matrix H1. [This new model Hamiltonian matrix describes the
whole spectrum of this polymer adequately]. The implicit form of the final dispersion
relation for polyethylene then contains three additive components, viz.
ε = δ(ε) + 2τ(ε) cos(ka) + 2σ(ε) cos(2ka), (3.11)
where
δ(ε) =− ε2 + 4ε+ 2 + 2s(1 + 2s),
τ(ε) =ε− s(ε− 5 + 2s), σ(ε) = s(9− 2ε) (3.12)
and s stands for the resonance parameter between bonding orbitals of two vici-
nal gauche-arranged bonds [for trans-arranged bonds, the same parameter equals
to −2s]. The energy- variable- dependent function δ(ε) describes effective inter-
actions inside a separate CH2-group embedded into the chain and proves to be a
generalization of the function ω2(ε) of Eqs. (3.9) and (3.10). Meanwhile, the re-
maining functions (τ(ε) and σ(ε)) represent analogous interactions between pairs of
first- and second-neighboring CH2-groups, respectively. Accordingly, a superposi-
tion of cos(ka)− like and cos(2ka)− like increments arises in the dispersion relation
of polyethylene. The actual shapes of dispersion curves prove to be determined by
relative mean values of functions τ(ε) and σ(ε) within the ε region under interest.
On this basis, a new accounting has been suggested for emergence of an unusual
minimum within the low-energy branch of the dispersion curves of polyethylene sit-
uated at a low symmetry point of the first Brillouin zone (k ≈ 0.6pi/a), namely this
minimum has been established to appear owing to considerable values of effective in-
teractions between the second-neighboring CH2-groups within the respective energy
interval. Similarity and differences between these results and those of the standard
solid state theory are discussed in Ref. [32] in a detail.
In summary, the results of this Section support manifestation of the classical local-
ity principle in the formation of both one-electron spectra and CMOs of molecules.
Moreover, the above-described alternative approach makes it possible to study the
roles of local and of global structures separately.
4 Invoking of the concept of the Line graph
The alternative approach of Section 3 is applicable to Hu¨ckel type Hamiltonian
matrices of molecules, the latter being based on description of these systems in terms
of orbitals and their interactions (Section 2). Meanwhile, atoms and interatomic
(chemical) bonds play the role of the principal terms in the classical chemistry
(Section 1). Hence, an important question is whether one-electron characteristics
of molecules (including energy spectra) may be related to (local and/or global)
classical chemical structures in terms of atoms and bonds, i.e. to (local and/or
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global) peculiarities of the relevant chemical formulae (graphs). The present Section
addresses studies in this direction.
Let us start with emphasizing that, generally, there is no one-to-one correspon-
dence between basis orbitals (e.g. atomic orbitals (AOs)) and atoms. For example,
one and four AOs (HAOs) represent any hydrogen and any carbon atom in alkanes,
respectively. As a result, an alkane CNH2N+2 containing 3N + 2 atoms is described
by 6N + 2 basis orbitals. Although the latter number may be reduced substantially
by passing to the basis of bond orbitals (BOs) [28] and confining oneself to the subset
of bonding BOs (BBOs) (Section 3), the above-specified one-to-one correspondence
is still not ensured (we obtain 3N + 1 bonding BO for an alkane CNH2N+2 ). Just
this fact makes difficult any straightforward interpretation of one-electron proper-
ties and/or spectra of molecules in terms of peculiarities of the relevant chemical
formulae and/or graphs. Nevertheless, the above-specified end may be achieved by
invoking the concept of the so-called Line graph [42].
To demonstrate this, let us dwell again on one-electron spectra of alkanes (Section
3). These were shown to result from secular equations for AMs A(GH) of the relevant
Hamiltonian matrix graphs GH referring to the basis of BBOs (Fig.1). From the
one-to-one correspondence between BBOs and chemical bonds it follows immediately
that the same graph represents the interactions (adjacencies) of chemical bonds.
Thus, a chemical graph in terms of bonds has been formally introduced for any
alkane. Let this new graph to be denoted by Gbch and note that GH ≡ Gbch.
According to the standard definition [42], the vertices of the unique Line graph
L(G) with respect to the given graph G correspond to the edges of the latter, whereas
the edges of the new graph L(G) represent the adjacencies of the edges of the initial
graph G (Note that the two edges are called adjacent if they possess a common
vertex). Moreover, secular polynomials (SPs) of any pair of graphs G and L(G) are
interrelated as follows
PL(G)(λ− 2) = λp−qP [λI−A(G)−D(G)], (4.1)
where λ stands for the SP variable. The right-hand side of Eq.(4.1) contains char-
acteristics of the graph G, viz. the number of edges (p) and that of vertices (q), as
well as the respective adjacency matrix A(G) and the diagonal matrix of valencies
D(G). The notation P [...] stands for the SP of the total matrix within the braces.
The left-hand side of Eq.(4.1) contains the SP of the graph L(G), where λ− 2 plays
the role of the variable.
Let us return again to the case of alkanes. It is evident that the above-discussed
graph in terms of chemical bonds (Gbch) is the Line graph with respect to the usual
chemical graph of an alkane in terms of atoms (Gach), i.e. G
b
ch = L(G
a
ch). Hence,
graphs Gbch and G
a
ch describe the chemical structure of an alkane in terms of bonds
and atoms, respectively. This implies the same information to be involved within
both Gbch and G
a
ch. Then, the unambiguity requirement for the relation structure-
spectrum served as a basis for imposing the isospectrality condition on the AMs
of the above-mentioned graphs. To this end, just the relation of Eq.(4.1) has been
applied. To guarrantee a direct link between the SPs of graphsGbch andG
a
ch necessary
for ensuring their isospectrality, a modified AM B(Gach) of the graph G
a
ch has been
defined, viz.
B(Gach) = A(G
a
ch) + D(G
a
ch). (4.2)
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Having in mind the choice Aii(G
b
ch) = 1 (Section 3), we obtain the values of Bii(G
a
ch)
equal to 3 and 0 for C and H atoms, respectively. Furthermore, equalities p−q = −1
and p−q = 0 refer to non-cyclic and cyclic alkanes, correspondingly. Thus, the index
s(s = 1, 0) has been ascribed to the difference q−p. Finally, a new variable ε = λ−1
may be introduced. From Eq.(4.1) we then obtain
(ε+ 1)sP [A(Gbch)](ε) = P [B(G
a
ch)](ε), (4.3)
i.e. a coincidence between the SPs of graphs Gbch and G
a
ch accurate to a constant
factor. As a result, the graphs Gbch and G
a
ch are isospectral apart from the additional
root ε′ = −1 appearing for non-cyclic alkanes.
The so-called high-energy bands (HEBs) of alkanes have been traced back to
definite subspectra of graphs GH ≡ Gbch , namely to the energy region ∆ε2 = (2; 5.37)
(Section 3). The above-concluded isospectrality of graphs Gbch and G
a
ch then implies
the same HEB to be related also to the analogous subspectra of the usual chemical
graphs of alkanes in terms of atoms (Gach). Just the latter achievement allowed an
interpretation of these energy bands in terms of peculiarities of the relevant chemical
formulae. This possibility is even more surprising if we have in mind that AMs of
graphs Gach are not related to Hamiltonian matrices of systems concerned. It is also
evident that both principal graphs of alkanes (i.e. Gbch and G
a
ch) are reducible to the
same graph Gb∗ch ≡ Ga∗ch ≡ G∗H . For the graph Gbch ≡ GH , the relevant procedure has
been described in Section 3. To reduce the graph Gach into G
a∗
ch, no more is required
as to eliminate the coefficients at the monovalent vertices (H atoms) (Ch) from the
secular problem for the matrix B(Gach). As a result, an N−dimensional problem
for the reduced matrix B(Ga∗ch) coinciding with A(G
b∗
ch) ≡ A(G∗H) easily follows. On
this basis, a new interpretation of individual members of the expression for ωv(ε) of
Eq.(3.8) may be formulated in terms of local chemical structure, viz. the term 3 may
be considered as the contribution of the carbon atom, whereas the ε−dependent term
((4−v)/ε) proportional to the number of the adjacent hydrogen atoms (4−v) reflects
the contribution of the latter. Accordingly, the observed similarity between HEBs of
alkanes and the spectra of the simple chains G0 (Section 3) may be accounted for by
relatively weak effect of C-H bonds on spectra of respective C-skeletons. Moreover,
the effect is almost uniform over the whole chain (see also Section 13).
Let us turn now to eigenfunctions of our adjacency matrices [37]. It is evident that
an eigenfunction (Φi) of the matrix B(G
a
Ch) may be ascribed to any energy level (εi)
of the spectral region ∆ε2 along with the former function Ψi (Section 3) referring
to AMs A(GH) ≡ A(Gbch). As opposed to Ψi, however, the eigenfunction Φi has
nothing to do with the relevant Hamiltonian matrix and thereby with canonical
MOs of alkanes. Further, the above-mentioned reducibility of both graphs Gbch and
GaCh into the same graph (G
b∗
ch ≡ Ga∗ch) yields an expression for Φi of the following
form
Φi =
N∑
k=1
µk(εi)zki , (4.4)
where the coefficients zki follow from eigenvectors of the reduced AMs of graphs
Gb∗ch ≡ Ga∗ch as previously (Section 3) and µk(ε) are the relevant ε−dependent basis
functions pertinent to individual CHr− like subgraphs of the graph GaCh. These
generalized orbitals, in turn, are expressible in terms of certain unspecified basis
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functions of carbon (κ(c)k) and of hydrogen atoms (κ(h)kp), viz.
µk(ε) = κ(c)k +
1
ε
r∑
m=1
κ(h)km, (4.5)
where the sum over m embraces all the hydrogen atoms attached to the kth carbon
atom. The coefficient zki now represents the contribution of the kth CHr− group to
the eigenfunction Φi. Moreover, the same coefficient describes the increment of the
kth carbon atom as substituting of Eq.(4.5) into Eq.(4.4) shows. In this connection,
squares of coefficients zki have been interpreted as the extents of participation of
separate carbon atoms in the ionization of molecule from the respective energy level
εi [37]. These characteristics evidently are determined by the global structure of the
chain. To derive the extent of participation of the attached hydrogen atom(s), the
square | zki |2 should be multiplied by an additional factor 1/ε2 as Eq.(4.5) indicates.
Thus, participations of hydrogen atoms are related to those of the neighboring car-
bon atom and vice versa and this relation is independent of the global structure of
the chain. It also deserves mentioning here that no need actually arises for specifying
the basis functions κ(c)k and κ(h)kp. This fact is in line with the chemical perspective
on molecular world (Section 2).
A more detailed analysis of the relation of Eq.(4.3) has been carried out in
Ref.[43]. Coincidence has been established between local terms of SPs P [A(Gbch)]
and P [B(Gach)] corresponding to definite subgraphs of graphs G
b
ch and G
a
ch. On
this basis, non-canonical expressions have been derived for these SPs in terms of
the same second-class Chebyshev polynomials Up(Q) of the variable Q proportional
to the SP q2(ε) of an isolated CHr-like subgraph. Common spectral properties of
graphs Gbch and G
a
ch have been then related to those of Up(Q).
Therefore, invoking of the concept of the Line graph yields non-trivial relations
between one-electron characteristics of molecules and peculiarities of their chemical
formulae. Moreover, we actually obtain an analogue of the classical principle of
locality regarding one-electron spectra.
5 Choice of the block-diagonalization problem in-
stead of the secular equation
As discussed already, the delocalized nature of the usual canonical MOs (CMOs)
is the main origin of difficulties in revealing quantum-chemical analogues for clas-
sical chemical concepts. Again, the well-known success of various additive models
(schemes) in evaluating collective properties of extended compounds (e.g. dipole
moments) [8,9] indicates the feasibility of a localized quantum chemical approach
to electronic structures. The concept of electron pairs pertaining to separate bonds
also gives us a similar hint.
In the framework of the MO method, the above-anticipated approach may be
realized by invoking alternative sets of one-electron orbitals (MOs), in particular
the so-called localized MOs (LMOs) [1,2,8,21]. The latter may be obtained either
indirectly, i.e. by transforming the set of occupied CMOs into that of LMOs using
various localization criteria [8] or directly by means of the Brillouin theorem [8, 44-
47]. Passing to the basis of delocalized CMOs may be entirely avoided just in the
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latter case. This fact is among the principal reasons of our choice of the Brillouin
theorem as the method to be employed. Another reason consists in no need for
specific localization criteria when applying this theorem.
Among particular forms of the Brillouin theorem there is a zero value requirement
for an off-diagonal element of the Fockian operator referring to an occupied and
a vacant MO [48]. In its matrix form, this requirement resolves itself into the
zero matrix condition for the occupied-vacant off-diagonal block (submatrix) of the
total Fockian matrix in the basis of non-canonical MOs (NCMOs) being sought [44-
46]. As a result, the block-diagonalization problem for the Fockian matrix actually
arises (see below), which becomes a real alternative to the usual diagonalization
problem and/or to the secular equation. As with the latter, the Hu¨ckel model may
be invoked in the new problem so that the Fockian matrix becomes replaced by the
relevant Hu¨ckel type Hamiltonian matrix containing a priori uniform (transferable)
parameters for analogous atoms and bonds in related chemical compounds.
As opposed to the usual secular (eigenvalue) equation, the block-diagonalization
problem does not yield a unique set of LMOs [Note that no unique NCMOs may be
defined in contrast to CMOs [48]]. To reduce the extent of this natural ambiguity,
the block-diagonalization problem has been supplemented with an orthogonality
requirement for NCMOs (LMOs) being sought in our studies [49-54] overviewed
also in [55]. Meanwhile, orthogonality of basis orbitals is not imperative [52].
Let the system under study to be represented by a certain N -dimensional basis
set {Φ}, wherein the relevant Hu¨ckel type Hamiltonian matrix H and the overlap
matrix of basis orbitals S are defined. Moreover, the system is assumed to contain
an even number of electrons (say 2n). The most general form of the overall matrix
problem then resolves itself into two requirements [52], viz.
C+HC =
∣∣∣∣∣ E(n×n)1 0(n×s)0(s×n) E(s×s)2
∣∣∣∣∣ ≡ E, C+SC = I, (5.1)
where E
(n×n)
1 and E
(s×s)
2 are the so-called eigenblocks of the initial Hamiltonian ma-
trix H referring to subspaces of double-occupied and vacant one-electron orbitals
(NCMOs), respectively [Note that s = N − n], C stands for the relevant represen-
tation matrix of NCMOs (LMOs) being sought and E is the block-diagonal matrix
of the right-hand side of the first relation. Given that the basis orbitals {Φ} are
orthonormalized in addition, the second relation of Eq.(5.1) takes the form of an
unitarity condition for the transformation matrix C , viz.
C+C = I. (5.2)
The above-described matrix problems, in turn, may be alternatively represented as
follows
HC = SCE, HC = CE. (5.3)
The second relation of Eq.(5.3) has been conveniently called the eigenblock equation
for the matrix H. The first relation is then a generalization of the latter to the case
of a non-orthogonal basis set. [For saturated systems, the basis set orthogonality
assumption has been substantiated in [56]].
Although the overall forms of equations shown in Eq.(5.3) closely resemble those
of the usual secular problems for matrices, their solution is much more complicated.
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Again, solutions of Eqs.(5.1)-(5.3) discussed below prove to be of a more general
nature vs. those of secular equations, namely these are expressed in terms of entire
submatrices (blocks) of the initial Hamiltonian matrix and embrace entire classes of
molecules.
In this Section, we will dwell on the perturbative solution of the eigenblock equa-
tion. In this connection, certain additional requirements have been imposed on the
initial Hamiltonian matrix H. [Non-perturbative solutions also are possible for some
particular cases and these are discussed in Section 12]. The perturbative solution
of the first matrix problem of Eq.(5.3) has been obtained and analyzed in Ref.[52].
Because of its rather cumbersome nature, however, this result acquired no further
applications. Thus, let us confine ourselves to the more simple second problem.
Let the basis set {Φ} to consist of n double-occupied orbitals and of s vacant
ones. Besides, the bonding and antibonding orbitals of separate bonds (Sections 3
and 4) may be referred to here as examples. Further, let the above-specified orbitals
to be collected into two subsets {Φ1} and {Φ2} [ Notations {Φ(+)} and {Φ(−)}
used previously also will be preserved]. To be able to look for the matrix C and
for the eigenblocks E
(n×n)
1 and E
(s×s)
2 in the form of power series (i.e. as sums of
contributions of various orders (k)), the subsets {Φ1} and {Φ2} will be assumed to
be separated by a substantial energy gap vs. the intersubset interactions. In this
connection, let the matrix H to contain a sum of zero and first order matrices (H(0)
and H(1), respectively), the former taking a block-diagonal form [51, 53-55], viz.
H = H(0) + H(1) =
∣∣∣∣ E(+) 00 −E(−)
∣∣∣∣+ ∣∣∣∣ T RR+ Q
∣∣∣∣ , (5.4)
where the minus sign in front of E(−) is introduced for further convenience. The
blocks E(+), E(−),T,R and Q correspond here to subsets {Φ(+)} and {Φ(−)} and to
their interaction, and the supersript + represents the Hermitian- conjugate (trans-
posed) counterpart of the matrix R. It should be emphasized here that no specifying
either of internal constitutions of the above-enumerated blocks or their dimensions
is required [In this connection, the superscripts (n× n), (n× s), etc. are omitted in
Eq.(5.4) and below for simplicity]. Finally, members (C(k)) of the power series for the
matrix C also may be represented in terms of four blocks of respective dimensions,
viz.
C(k)=
∣∣∣∣∣ C(k)11 C(k)12C(k)21 C(k)22
∣∣∣∣∣ , (5.5)
where the order parameter (k) takes the upper position for convenience. It also
deserves mentioning here that the above-formulated problem proves to be a matrix
generalization of a two-level problem, wherein non-commutative quantities (subma-
trices) stand instead of usual (one-dimensional) Coulomb and resonance parame-
ters [50]. In this connection, the perturbation theory (PT) used for its solution
(see below) has been referred to as the non-commutative Rayleigh- Schro¨dinger PT
(NCRSPT) [53,55] (see also Section 13).
Let us turn now to an overview of solution of the eigenblock equation of Eq.(5.3).
Let us note first that a certain ambiguity in determining NCMOs still remains even
after imposing an orthogonality condition on the latter. In this connection, let
the zero order member C(0) to coincide with the unit matrix (I). It is noteworthy
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that choice C(0) = I complies with all requirements concerned. This implies that
we may actually confine ourselves to NCMOs (LMOs) of the basis-orbital- and-tail
constitution. Further, the two off-diagonal blocks (C
(k)
12 and C
(k)
21 ) of the kth order
matrix C(k) (k = 1, 2, 3...) of Eq.(5.5) were shown to be expressible via the same
matrix G˜(k), i.e.
C
(k)
12 = G˜(k), C
(k)
21 = −G˜+(k). (5.6)
Matrices G˜(k), (k = 1, 2, 3...), in turn, proved to be conditioned by equations of the
common form, viz.
E(+)G˜(k) + G˜(k)E(−) + V˜(k)= 0 (5.7)
containing a series of matrices V˜(k), (k = 1, 2, 3...) defined as follows
V(1) = R, V(2) = TG(1) −G(1)Q,
V˜(3) = TG(2) −G(2)Q−1
2
(RG+(1)G(1) + G(1)G
+
(1)R + G(1)RG
+
(1)),etc. (5.8)
[The symbol ˜ serves to distinguish between the principal matrices of the present
Section resulting from the block-diagonalization problem and those following from
the commutation equation of Section 6. The distiction concerned, however, actually
manifests itself starting from k = 3 only and thereby the symbol ˜ is omitted for
k = 1 and k = 2 in Eq.(5.8)].
Again, the blocks C
(k)
11 and C
(k)
22 taking the diagonal positions within the same
matrices C(k) of Eq.(5.5) are expressible via matrices G˜(k) of lower orders, e.g.
C
(2)
11 =−
1
2
G(1)G
+
(1), C
(2)
22 = −
1
2
G+(1)G(1),
C
(3)
11 =−
1
2
(G(1)G
+
(2) + G(2)G
+
(1)), etc. (5.9)
[Note that C
(1)
11 = C
(1)
22 = 0]. Finally, similar expressions follow for members of
power series for eigenblocks E1 and E2 (Section 13).
Let the occupied NCMOs (ψ1,i) to be collected into the ket-vector | Ψ1 > . The
latter is then expressible as follows
| Ψ1 >=| Φ1 > C11+ | Φ2 > C21, (5.10)
where | Φ1 > and | Φ2 > are ket-vectors correspondingly embracing the subsets of
basis functions {Φ1} and {Φ2}. Substituting the power series expansions for subma-
trices C11 and C21 into Eq.(5.10) then yields the following result
| Ψ1 >=| Φ1 > (I−1
2
G(1)G
+
(1))− | Φ2 > (G+(1) + G+(2)), (5.11)
where terms to within the second order inclusive are shown. It is seen that each
occupied LMO is attached to an individual basis orbital in accordance with the
equality C(0) = I and contains a certain tail extending over the remaining occupied
and vacant basis functions in addition. Moreover, tails of the former type are de-
termined by elements of the matrix G(1)G
+
(1), whilst those embracing vacant basis
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orbitals coincide with elements of the sum of the principal matrices G˜(k). This im-
plies that explicit expressions for LMOs are actually obtainable if matrix equations
of Eq.(5.7) may be solved algebraically.
General solutions of matrix problems like that of Eq.(5.7) are known to take the
form of an integral [57]. This integral, however, yields no explicit relations between
elements of matrices G˜(k) and V˜(k) and thereby does not permit us to study the
dependence of LMOs upon the structure of the given system. In this connection,
some particular cases deserve distinguishing that allow the above-specified relations
to be obtained.
First, let us assume the zero order submatrices E(+) and E(−) of our Hamiltonian
matrix H to take diagonal forms, i.e.
E(+)ij = ε(+)iδij, E(−)lm = ε(−)lδlm, (5.12)
where ε(+)i and ε(−)l coincide with one-electron energies of separate basis orbitals
ϕ(+)i and ϕ(−)l. Relations of Eq.(5.12) imply all interorbital interactions to be first
order terms vs. energy gaps between occupied and vacant basis orbitals.
Let us now define the so-called fragmentary molecules as those consisting of cer-
tain weakly-interacting elementary fragments, e.g. chemical bonds, phenyl rings,
etc. In other words, intrafragmental resonance parameters will be assumed here
to exceed the interfragmental ones considerably. Accordingly, let our basis func-
tions {Φ} to coincide with eigenfunctions of intrafragmental blocks of the relevant
Hamiltonian matrix. These orbitals will be then localized on separate elementary
fragments and referred to as fragmental orbitals (FOs). It is evident that the above-
defined fragmentary systems meet the requirement of Eq.(5.12). It deserves adding
here that this definition embraces numerous classes of chemical compounds in the
chemical sense.
Before passing to specific properties of LMOs of fragmentary molecules, let us
note that matrix equations of Eq.(5.7) may be solved algebraically [53] under the
assumption of Eq.(5.12). For the first and second order elements, we obtain
G
(f)
(1)il = −
Ril
ε(+)i + ε(−)l
, (5.13)
G
(f)
(2)il =
1
ε(+)i + ε(−)l
∑
(+)j
TijRjl
ε(+)j + ε(−)l
−
∑
(−)r
RirQrl
ε(+)i + ε(−)r
 , (5.14)
whilst elements of higher orders take somewhat more cumbersome forms (see e.g.[58]).
Sums over (+)j and (−)r correspondingly embrace here all occupied and all vacant
FOs of the system. The superscript (f) indicates the relevant formulae to refer just
to fragmentary systems. Elements of Eqs.(5.13) and (5.14) have been interpreted
as the direct (through-space) interaction between orbitals ϕ(+)i and ϕ(−)l and as
the relevant indirect interaction by means of a single mediator, respectively. Both
occupied (ϕ(+)j) and vacant FOs (ϕ(−)r) are able to play the role of mediators in
the second interaction as Eq.(5.14) shows. To be an efficient mediator, however,
the orbitals concerned should interact directly with both ϕ(+)i and ϕ(−)l. Accord-
ingly, elements of higher orders (i.e. G˜(3)il, G˜(4)il, etc.) are interpretable as indirect
interactions of the same orbitals by means of a chain-like set of k − 1 mediators.
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Additivity of indirect interactions with respect to contributions of individual me-
diators is among the principal conclusions following from analysis of expressions for
separate elements G˜
(f)
(k)il [In particular, this property is easily seen from Eq.(5.14)].
Furthermore, the well-known extinction of resonance parameters when the distance
between orbitals concerned grows [21] allows us to expect an analogous behaviour
of elements G˜
(f)
(k)il. Just this circumstance forms the basis for locality and transfer-
ability of interorbital interactions [provided that the resonance parameters involved
are transferable]. Finally, elements of matrix products G(1)G
+
(1) are interpretable as
indirect interaction between occupied basis orbitals via vacant ones and also may be
easily shown to be additive with respect to increments of the latter. After turning
to Eq.(5.11) we may then conclude that additivity, locality and transferability are
the principal distinctive features of LMOs of fragmentary molecules.
Let us introduce now some more particular cases. First, let us define the so-called
simple fragmentary systems as those consisting of chemical bonds and lone electron
pairs only. It is evident that FOs then coincide with bonding and antibonding bond
orbitals (BOs) [Note that orbitals of lone electron pairs may be considered as a
particular case of BOs [51]). Further, homogeneous fragmentary molecules may be
distinguished, wherein uniform elementary fragments are assumed to be contained.
Given that the latter coincide with chemical bonds in addition, the term ’simple
homogeneous compounds’ seems to be adequate. Let us dwell now just on the latter
case.
One electron energies of all bonding BOs (BBOs) (ε(+)i) and of all antibonding
BOs (ABOs) (ε(−)l) take uniform values for these systems and thereby may be
replaced by constants ε(+) and ε(−), respectively. Further, let the energy reference
point to be chosen in the middle of the energy gap between the subsets of basis
orbitals, whilst the energy unit will coincide with parameters ε(+) and/or ε(−).
Consequently, the equality E(+) = E(−) = I follows that allows entire matrices G˜
(f)
(k)
of the above-defined simple homogeneous systems to be expressed algebraically in
terms of entire submatrices of the initial Hamiltonian matrix [49-51] as follows
G
(f)
(1) = −
1
2
R, G
(f)
(2) =
1
4
(TR−RQ), etc. (5.15)
For the ket-vector of occupied LMOs, we accordingly obtain
| Ψ1 >=| Φ1 > (I−1
8
RR+) +
1
2
| Φ2 > [R+ + 1
2
(R+T−QR+)]. (5.16)
On the whole, expressibility of electronic structure characteristics in terms of en-
tire Hamiltonian matrix blocks seems to be among the most important distinctive
features of simple homogeneous systems.
To illustrate the above-overviewed results, let us consider the class of alkanes as an
example [49,50,56]. The C-C and C-H bonds may be regarded as uniform in this case
because of negligible differences in the relevant Coulomb and resonance parameters.
As a result, alkanes meet the definition of simple homogeneous systems. As already
mentioned, bond orbitals (BBOs and ABOs) play the role of FOs in this case.
Consequently, LMOs of the bonding-bond- orbital- and-tail constitution prove to be
peculiar to alkanes that possess first order tails embracing ABOs of the remaining
bonds. These tails are determined by elements of the matrix 1
2
R+ and thereby by
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direct interactions between BBOs and ABOs. [Because of the definition of BOs as
eigenfunctions of the relevant 2 × 2−dimensional Hamiltonian matrix blocks, the
equality Rii = 0 is valid for any i. That is why the ABO of the same bond does
not contribute to the first order tail of the respective LMO]. The above-discussed
extinction of resonance parameters when the distance between bonds concerned
grows [21] then implies the most significant first order tails to embrace ABOs of
the nearest-neighboring bonds with respect to the given one. Numbers of such
neighbours, in turn, are constant for all C-C and for all C-H bonds in alkanes and
equal to six and three, respectively. Thus, similar structures are expected for LMOs
belonging to all C-C and to all C-H bonds provided that the relevant elements Rji
are transferable [such an assumption is supported by estimations [28, 59]]. Finally,
LMOs referring to all C-H bonds are predicted to resemble an equivalent MO of
methane. Analysis of the respective second order tails may be found in Ref.[49].
Therefore, choice of the non-canonical (i.e. block-diagonalization) problem in-
stead of the standard eigenvalue equation allows general solutions to be obtained
for extended classes of chemical compounds. These solutions, in turn, yield com-
mon expressions for the relevant LMOs. Finally, LMOs of fragmentary molecules
are shown to obey the classical rules of locality, transferability and additivity (in
contrast to the canonical MOs).
6 The direct way of obtaining the one-electron
density matrix
One-electron density matrix (DM) is among the most fundamental quantum-mechanical
characteristics of molecule describing the respective charge distribution and thereby
related to numerous observed properties. Moreover, the DM is a unique character-
istic [1,2] of the given system in contrast to NCMOs and/or LMOs.
The most popular way of obtaining the DM of a certain molecule consists in con-
structing a projector to the relevant set of occupied one-electron orbitals [1,2,48],
the latter usually coinciding with the canonical MOs (CMOs) [Although NCMOs
(or LMOs) also are able to play this role as discussed in the next Section]. Molec-
ular orbitals, in turn, usually are expressed as linear combinations of certain basis
functions, e.g. of AOs. Consequently, elements of the relevant representation ma-
trix of the DM (commonly referred to as the charge- bond order (CBO) matrix)
are generally determined by sums over all occupied MOs of products of respective
coefficients of the above-specified linear combinations (MO LCAO coefficients), i.e.
by all electrons of the given system. This implies both the CBO matrix P and the
resulting charge distribution to belong to collective properties of molecules (Section
3). That is why applicability of classical principles of locality, additivity and trans-
ferability both to separate elements of the CBO matrix and to the overall charge
distribution is among natural expectations.
It is evident that relations are required between elements of the CBO matrix, on
the one hand, and those of the initial Hamiltonian matrix, on the other hand, to
prove the above anticipations in practice. These relations, however, are extremely
intricate and difficult to analyze when using the above-outlined indirect way of
derivation of the DM, especially if delocalized CMOs play the role of one-electron
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orbitals. This implies an involved nature of the overall link between charge dis-
tributions and the relevant chemical structures to say nothing about interrelations
between CBO matrices and/or charge distributions of similar chemical compounds.
Just these circumstances stimulated our turning to an alternative (direct) way of
obtaining the same matrix by means of solution of the so-called commutation equa-
tion. It deserves an immediate emphasizing that no passing to the basis of either
CMOs or NCMOs is required when applying this less known alternative approach.
Instead, the following system of matrix equations should be solved [60]
[H,P]− = 0, P2 = 2P; SpurP = 2n, (6.1)
where H stands for the initial Hamiltonian matrix and 2n coincides with the total
number of electrons as previously, and the notation [.., ..]− indicates a commutator
of matrices. The first relation of Eq.(6.1) (the commutation condition) is the main
physical requirement determining the matrix P and resulting from the Dirac equa-
tion for the time-independent Hamiltonian. The remaining relations are additional
system-structure- independent restrictions following from the idempotence require-
ment (Π2= Π) for the projector Π = 1
2
P and the charge conservation condition,
respectively.
For the specific model Hamiltonian matrix defined by Eq.(5.4), the matrix prob-
lem of Eq.(6.1) may be solved perturbatively [51] analogously to the block-diagonali-
zation problem of Section 5. To this end, any member P(k) of the power series for
the CBO matrix P also has been represented in terms of four blocks as shown in
Eq.(5.5). Moreover, comparative analysis of matrix problems of Eqs. (5.1) and (6.1)
for the case S = I (Section 5) showed them to yield similar intermediate equations
[51]. On this basis, a deep interrelation has been concluded between these problems
(i.e. between the commutation equation for the DM and the Brillouin theorem) for
the matrix H of Eq.(5.4) and thereby between the relevant solutions (i.e. the CBO
matrix P and the LMO representation matrix C). Indeed, the two matrices prove
to be largely similar and representable in terms of the same entire blocks of the
initial Hamiltonian matrix without specifying either the structures or dimensions of
the latter. In particular, the off-diagonal blocks of the correction P(k) take the form
P
(k)
12 = −2G(k), P(k)21 = −2G+(k), (6.2)
where G(k) are conditioned by matrix equations like that of Eq.(5.7). Elements of
these blocks represent bond orders between FOs of opposite initial occupation. It
is evident that the relations of Eq.(6.2) closely resemble those shown in Eq.(5.6).
Expressions for separate terms of power series for submatrices P11 and P22 deter-
mining both the occupation numbers of FOs and bond orders between FOs of the
same initial occupation and taking the diagonal positions within the CBO matrix
P, in turn, are of the following form
P
(0)
11 =2I, P
(0)
22 = P
(1)
11 = P
(1)
22 = 0,
P
(2)
11 =− 2G(1)G+(1), P(2)22 = 2G+(1)G(1),
P
(3)
11 =− 2(G(1)G+(2) + G(2)G+(1)), etc. (6.3)
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that closely resemble the respective formulae of Eq.(5.9). The actual extent of simi-
larity between corrections P(k) and C(k), however, depends on that between matrices
V˜(k) and V(k) (see Eq.(5.7)) and thereby on the value of the order parameter k:
The starting members of the series of matrices V˜(k) and V(k) are uniform, i.e.
V˜(1) = V(1) and V˜(2) = V(2). This implies coincidences between respective principal
matrices G˜(k) and G(k) referring to k = 1 and k = 2. Equalities G˜(1) = G(1) and
G˜(2) = G(2) along with the common form of matrix relations of Eqs.(5.9) and (6.3)
then indicate a large extent of similarity between corrections P(1) and C(1), as well as
between P(2) and C(2). Moreover, these corrections prove to be actually expressible
via the same submatrices G(1), G(2), G(1)G
+
(1) and G
+
(1)G(1) with distinct numerical
coefficients [51]. So far as corrections of the same series of higher orders (k = 3, 4...)
are concerned, the relations between P(k) and C(k) become of a somewhat more
involved nature [54]. Nevertheless, expressibility of corrections P(k) and C(k) via
the same principal matrices G(k) is still preserved. Let us consider this point in
more detail.
Let us note first that distinct expressions are obtained for matrices V˜(k) and V(k)
of Eq.(5.7) for k = 3, 4... As for instance, the third order matrix V(3) takes the form
V(3) = TG(2) −G(2)Q− (RG+(1)G(1) + G(1)G+(1)R) (6.4)
that differs from that of V˜(3) as comparison of Eqs.(5.8) and (6.4) shows. As a result,
different matrices G˜(k) and G(k) follow for k = 3, 4... These matrices, however, are
actually conditioned by similar matrix equations shown in Eq.(5.7). It is no surprise
in this connection that certain matrix relations connecting G˜(k) and G(k) may be
established [54], e.g.
G(3) = G˜(3) − 1
2
G(1)G
+
(1)G(1). (6.5)
[Relations of this type follow from coincidence between expressions for the CBO
matrix derived directly as described above and indirectly by constructing a projector
to the set of occupied LMOs of Section 5]. It is evident that Eq.(6.5) allows us to
eliminate the matrix G˜(3) from the expression for the correction C(3) and thereby
to represent the latter in terms of matrices G(1), G(2) and G(3) and their products
as it is the case with the correction P(3).
In summary, the CBO matrix P and the LMO representation matrix C are ex-
pressible via the same submatrices and thereby depend on the constitution of the
given system in the same manner. Thus, the matrix P also may be concluded to
belong to the localized way of representing electronic structures along with LMOs.
Accordingly, the rules of locality, additivity and transferability established in the
previous Section may be easily extended to elements of the CBO matrix.
To demonstrate this, let us dwell on diagonal elements of the CBO matrix P (i.e.
P11,ii and P22,ll) following from expressions like that of Eq.(6.3) and representing
occupation numbers (populations) of basis orbitals (ϕ1,i and ϕ2,l, respectively). No-
tations X(+)i and X(−)l will correspondingly stand below just for these populations.
Members of the respective power series will be accordingly denoted by X
(k)
(+)i and
X
(k)
(−)l. Additivity of matrix products ( G(1)G
+
(1),G(1)G
+
(2), etc.) with respect to me-
diators (Section 5) implies expressibility of occupation numbers X(+)i and X(−)l in
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the following forms [61]
X(+)i = 2−
∑
(−)m
x(+)i,(−)m, X(−)l =
∑
(+)j
x(−)l,(+)j. (6.6)
Sums over (+)j and over (−)m embrace here the occupied and vacant basis orbitals,
respectively, and x(+)i,(−)m stand for partial populations transferred between orbitals
of opposite initial occupation that meet the charge conservation condition , i.e.
x(+)i,(−)m = x(−)m,(+)i. (6.7)
From Eq.(6.3), expressions for members of the power series for x(+)i,(−)m easily fol-
lows, viz.
x
(2)
(+)i,(−)m =2(G(1)im)
2, x
(3)
(+)i,(−)m = 4G(1)imG(2)im
x
(4)
(+)i,(−)m =4G(1)imG(3)im + 2G(1)im(G(1)G
+
(1),G(1))im + 2(G(2)im)
2, etc. (6.8)
Thus, additivity of actual occupation numbers of initially-occupied basis functions
with respect to contributions of various electron-accepting orbitals proves to be
supported.
Let us dwell now on particular cases defined in Section 5. For fragmentary
compounds, elementsG(k)im represent various types of interactions between occupied
and vacant FOs as it was the case with G˜(3)im (Section 5). Accordingly, x
(2)
(+)i,(−)m
of Eq.(6.8) depends on the absolute value of the direct interaction between FOs ϕ1,i
and ϕ2,m. As a result, extinction of the second order partial transferred population
x
(2)
(+)i,(−)m follows straightforwardly from the analogous properties of elements G(1)im
when the distance between the above-specified orbitals grows. Further, the relevant
third order increment x
(3)
(+)i,(−)m does not vanish if the orbitals ϕ1,i and ϕ2,m interact
one with another both directly and indirectly by means of a single mediator (say ϕs).
This condition evidently cannot be met for remote FOs ϕ1,i and ϕ2,m. An analogous
conclusion may be drawn also for k = 4 and thereby the local nature of occupation
numbers in general becomes supported. Transferability of these numbers, in turn,
follows from the above-mentioned locality provided that the relevant elements of the
initial Hamiltonian matrix are transferable.
In the case of simple homogeneous systems consisting of uniform bonds (Section
5), expressions for matrices G(k) in terms of entire blocks of the initial Hamiltonian
matrix (see Eq.(5.15)) allow analogous formulae to be obtained for members (P(k))
of the power series for the CBO matrix P. As a result, the first and second order
terms of the series concerned are as follows [49,50]
P(1) =
∣∣∣∣ 0 RR+ 0
∣∣∣∣ , P(2) = 12
∣∣∣∣ −RR+ RQ−TRQR+ −R+T R+R
∣∣∣∣ . (6.9)
(Note that the zero order member P(0) follows straightforwardly from Eq.(6.1) and
contains matrices 2I and 0 in its diagonal positions). It is seen that matrices
R,RR+,R+R and RQ−TR play the role of building blocks here as it was the
case with LMOs (see Eq.(5.16)). This implies the LMOs of simple homogeneous
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systems and the respective CBO matrix to be extremely similar localized represen-
tations of electronic structures.
Finally, let us dwell on the case of alkanes for illustration and recall that BBOs
and ABOs of separate chemical bonds play the role of basis functions in this case.
From expressibility of both the LMO representation matrix C and the CBO matrix
P via the same submatrices then follows immediately that bond orders between BOs
of alkanes are proportional to the respective tails of LMOs [49]. As a result, these
two characteristics prove to be equivalent measures of the electron delocalization.
Another straightforward conclusion here is that most significant bond orders em-
brace the neighboring (geminal) pairs of bonds. These bond orders are determined
by the direct (through-space) interactions between BOs of these bonds of the oppo-
site initial occupation. Accordingly, zero bond orders easily follow for BOs of the
same bond.
On the whole, the direct way of obtaining the DM yields general expressions for
CBO matrices of extended classes of chemical compounds as it was the case with
the Brillouin theorem for LMOs (Section 5). Moreover, both the common CBO
matrix of fragmentary molecules P and the relevant LMO representation matrix C
largely resemble one another, especially in respect of their dependences upon par-
ticular Hamiltonian matrix blocks and their products. Additivity, transferability
and locality of the CBO matrix elements then are among natural consequences of
the above-mentioned similarity. Since CBO matrix elements are known to deter-
mine local charge distributions, a relation may be concluded between the latter and
peculiarities of the relevant local structures.
7 Alternative expressions for occupation numbers
of basis orbitals in terms of delocalization coef-
ficients of LMOs
The fundamental concept of electron pairs pertinent to individual chemical bonds
suggested by Lewis [62] may be regarded as taking an intermediate place in be-
tween the classical and modern theoretical chemistry. This concept forms the basis
for popular interpretations of various structural changes in organic compounds (in-
cluding chemical reactions) in terms of shifts of separate pairs of electrons (cf. the
so-called ’curly arrow chemistry’ [15]). It is also essential in our context that these
interpretations are in line with the classical principle of locality: Only a few pairs
are usually assumed to undergo essential shifts, namely those referring to the center
of the given effect or process, whilst the remaining pairs are considerd as inactive.
As discussed already, the occupation number (population) of a basis function is
defined in quantum chemistry as a sum of increments of all occupied one-electron
states (cf. the collective nature of charge distribution). This definition evidently
yields no relation between an alteration in the occupation number of a certain basis
orbital and reshaping of a single pair of electrons. Again, just the above-expected
relations are required to reflect the above-outlined Lewis perspective on the CBO
matrix. In this connection, we will look for possibilities of getting rid of sums over
all occupied one-electron orbitals (MOs) in the expressions for occupation numbers
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of basis orbitals in the present Section.
The above-mentioned standard definition of an occupation number follows from
the projector to the relevant set of occupied one-electron orbitals. In the present
section, we will assume the localized MOs of Section 5 to play the role of orbitals
underlying the projector instead of CMOs as usual. Good prospects of this al-
ternative originate from the feasibility of extending the above-discussed one-to-one
correspondence between basis orbitals and LMOs to embrace alterations in the rel-
evant characteristics due to interaction. Before implementing this scheme, however,
some additional definitions are required.
Let us start with expressions for an individual occupied LMO ψ(+)i and a vacant
one ψ(−)m following from formulae like that of Eq.(5.10), viz.
ψ(+)i =
∑
(+)j
ϕ(+)jC11,ji +
∑
(−)l
ϕ(−)lC21,li,
ψ(−)m =
∑
(+)j
ϕ(+)jC12,jm +
∑
(−)l
ϕ(−)lC22,lm, (7.1)
where sums over over (+)j and (−)l here and below embrace the occupied and
vacant basis functions, respectively. It is seen that elements of submatrices C21 and
C12 reflect tails of LMOs of the intersubset type (i.e. the intersubset delocalization),
whereas those of the remaining blocks (C11 and C22) represent tails of the intrasubset
nature (intrasubset delocalization). Moreover, diagonal elements of submatrices C11
and C22 describe renormalization of basis orbitals ϕ(+)i and ϕ(−)m, respectively,
when building up the LMOs. In this connection, matrices C11 and C22 will be
called the renormalization matrices for convenience.
Let us now define the so-called partial intersubset delocalization coefficients of
LMOs ψ(+)i and ψ(−)m over particular basis functions, e.g. over ϕ(−)l and ϕ(+)j, re-
spectively [50,51,54]. Let these coefficients to be correspondingly denoted by d(+)i,(−)l
and d(−)m,(+)j. The defitions concerned are as follows
d(+)i,(−)l = | C21,li |2=| G+(1)li +G+(2)li + G˜+(3)li + G˜+(4)li + ... |2,
d(−)m,(+)j = | C12,jm |2=| G(1)jm +G(2)jm + G˜(3)jm + G˜(4)jm + ... |2 . (7.2)
It is easily seen that the partial delocalization coefficients concerned also are ex-
pressible in the form of power series, i.e. as sums over parameter k of contributions
d
(k)
(+)i,(−)l and d
(k)
(−)m,(+)j. Further, let total delocalization coefficients of the same
LMOs over all vacant and over all occupied basis functions to be defined as follows
D(+)i =
∑
(−)l
d(+)i,(−)l, D(−)m =
∑
(+)j
d(−)m,(+)j. (7.3)
From Eqs.(7.2) and (7.3) it follows that D(+)i and D(−)m actually coincide with
diagonal elements of the following matrices
D(+) = C
+
21C21, D(−) = C
+
12C12 (7.4)
that may be referred to as the intersubset delocalization matrices. Substituting the
power series for submatrices C21 and C12 (Section 5) into Eq.(7.4) yields analogous
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series for matrices D(+) and D(−), the starting members of which are proportional
to renormalization matrices of the same order, e.g.
D
(2)
(+) = −2C(2)11 , D(3)(+) = −2C(3)11 . (7.5)
Meanwhile, expressions for next terms of the series are of a somewhat more involved
nature [54], e.g.
D
(4)
(+) = −2C(4)11 − (C(2)11 )2. (7.6)
Let us turn now to the definition of the one-electron DM P (r | r′) as a projector
[1,2] to the subset of occupied LMOs {Ψ1}, viz.
P (r | r′) = 2 |Ψ1(r)〉 〈Ψ1(r′)| , (7.7)
where r represents the position of an electron in the real space, and |Ψ1(r)〉 and
〈Ψ1(r′)| correspondingly stand for the ket-vector of occupied LMOs (see Eq. (5.10))
and the relevant bra-vector. After substituting expressions like that of Eq.(5.10)
into Eq.(7.7), we obtain
P (r | r′) =
2∑
I,J=1
|ΦI(r)〉PIJ 〈ΦJ(r′)| , (7.8)
where PI,J , I = 1, 2; J = 1, 2 are multidimensional elements (blocks) of the rep-
resentation of the DM in terms of two subsets of basis functions {Φ1} and {Φ2}
introduced in Section 5. The expression of Eq.(7.8) serves as a matrix generalization
of the well-known bilinear form of the DM in terms of individual basis functions [1].
For blocks PIJ , we accordingly obtain
P11 = 2C11C
+
11; P22 = 2C21C
+
21; P12 = 2C11C
+
21. (7.9)
Let the submatrices P11 and P22 to be alternatively denoted by X(+) and X(−) (in
accordance with designations X(+)i and X(−)m of Section 6 standing for the relevant
diagonal elements) and called the intrasubset population matrices. Substituting the
power series for C11 and C21 (Section 5) into the expression of Eq.(7.9) followed by
employment of interdependences like that shown in Eqs.(7.5) and (7.6) yields the
following principal results
X(+) = 2(I−D(+)), X(−) = 2D(−). (7.10)
Thus, intrasubset population matrices prove to be proportional to respective in-
tersubset delocalization matrices [54]. After passing to diagonal elements within
Eq.(7.10), we accordingly obtain
X(+)i = 2(I −D(+)i), X(−)m = 2D(−)m. (7.11)
Hence, the actual population of the basis function ϕ(+)i (or ϕ(−)m) is determined only
by the shape of the respective ’own’ LMO ψ(+)i(ψ(−)m). Moreover, the population of
the basis function ϕ(+)i lost due to the interorbital interaction is proportional to the
total intersubset delocalization coefficient of the above-specified exclusive LMO. In
other words, the one-to-one correspondence between basis orbitals and LMOs (seen
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from the equality C(0) = I) is now replenished by the following rule: The more
delocalized the orbital ϕ(+)i becomes when building up the respective LMO ψ(+)i,
the more charge it loses and vice versa. This result may be also interpreted as a
kind of simultaneous separability of both charge redistribution and delocalization
into increments of separate pairs of electrons. Further, expressing both sides of
Eq.(7.11) in the form of power series yields analogous relations between X
(k)
(+)i and
D
(k)
(+)i, and between X
(k)
(−)m and D
(k)
(−)m. Finally, invoking expressions like those of
Eqs.(6.6) and (7.3) yields proportionalities between partial increments, i.e.
x
(k)
(+)i,(−)l = 2d
(k)
(+)i,(−)l, x
(k)
(−)m,(+)j = 2d
(k)
(−)m,(+)j. (7.12)
Thus, the more population is transferred between orbitals ϕ(+)i and ϕ(−)l, the larger
is the partial delocalization coefficient of the LMO ψ(+)i over the same vacant basis
function and vice versa. If we recall the definition of this coefficient as square of the
relevant tail of the LMO ψ(+)i (see Eq.(7.2)), we may also conclude a more significant
tail of this LMO over the vacant orbital ϕ(−)l to correspond to a more efficient charge
transfer between basis functions ϕ(+)i and ϕ(−)l and vice versa. Irrelevance of the
intrasubset delocalization in the formation of charge redistributions also is among
the conclusions. This result evidently causes no surprise. Immediate reasons why
the respective terms vanish in the expressions for occupation numbers are clarified
in Ref.[54]. It deserves mentioning finally that relations of Eqs.(7.10) and (7.11)
indicate both populations of basis orbitals and delocalization coefficients of LMOs
to be characterized by common properties. It is evident that locality, additivity
and transferability (established in Sections 5 and 6) are expected to be among these
properties.
On the whole, the results of this Section may be summarized as parallelism be-
tween charge (re)distribution and delocalization. Moreover, we obtain a certain
quantum-chemical analogue of the Lewis perspective on charge (re)distribution and
thereby of the ’curly arrow chemistry’. Two differences between this analogue and
its classical version deserve mentioning: First, LMOs are not localized completely
in contrast to the relevant classical model. Second, the approach suggested allows
comparisons of relative extents of shifts (reshapings) of separate pairs of electrons
for related compounds and/or for alternative routes of the same process. Just the
second point may be regarded as an important advantage of the new approach over
the classical one. For illustration, we will confine ourselves to comparisons of related
compounds in this Section (alternative routes of reactions are discussed in Section
9). To this end, let us turn to studies of alkanes and their heteroatom-containing
derivatives [63] (cf. the so-called inductive effect). Rules governing the additional
interbond charge transfer due to introduction of a heteroatom (Z) along with the
related extra delocalization of LMOs and thereby of separate pairs of electrons have
been formulated there. As a result of additivity of both characteristics with respect
to contributions of individual bonds, an increase was observed both in the total
population of the Z-Cα bond and in the extent of delocalization of the respective
single pair of electrons when the size of the hydrocarbon fragment grows (e.g. when
passing from substituted methanes to ethanes). Furthermore, the changing nature of
the nearest-neighboring bond when passing from 1-mono- to 1,1′-disubstituted com-
pounds was shown to give rise to suppression of delocalization of LMOs associated
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with the Cα-Z1 bond and thereby to reductions in the relevant occupation num-
bers. These conclusions proved to be in aggreement with the relevant experimental
trends. Finally, both electron density redistributions and reshapings of LMOs due
to introduction of the heteroatom were shown to be proportional to the extents of
delocalization of LMOs in the parent hydrocarbon. Accordingly, the well-known
short-range nature of the inductive effect has been accounted for by a weak in-
terbond delocalization in alkanes. This interpretation evidently is in line with the
classical perspective.
Finally, the principal result of this Section may be alternatively formulated as a
kind of one-orbital representation of populations lost (acquired) by individual basis
orbitals. This state of things closely resembles the one-orbital representations of
ionization potentials in the canonical MO method known as the Koopmans’ theorem
[26]. If we recall that representation of this type are not achievable for ionization
potentials and for charge (re)distributions in the NCMO and the CMO methods,
respectively, the present results support the complementary nature of the above-
mentioned principal approaches of quantum chemistry [34].
8 Alternative definitions of total energies and their
implications
Total energies of molecules also rank among the most popular quantum- chemical
characteristics. Moreover, these are comparable to experimental data even more
directly, i.e. to heats of formation and/or atomization. The latter, in turn, are
known to be expressible as sums of transferable bond increments [8], at least for
saturated molecules, e.g. alkanes and their derivatives. Thus, total energies belong
to properties the classical principles are expected to be applicable to.
In the framework of the Hu¨ckel model, the standard definition of the total energy
of any molecular system (E) contains a sum of one-electron energies referring to
occupied MOs multiplied by their occupation number 2. Inasmuch as one-electron
energies of delocalized (canonical) MOs usually depend on the structure of the sys-
tem in an intricate manner, the above-mentioned standard definition is not the most
suitable one for revealing the analogues of the classical rules within total energies.
Hence, alternative definitions of the same characteristic should be invoked.
In the non-canonical MO method based on the Brillouin theorem (see Eq.(5.1)),
the relevant total energy may be defined as follows
E = 2SpurE(n×n)1 = 2Spur{C+HC}11, (8.1)
where E
(n×n)
1 is the eigenblock of the Hamiltonian matrix referring to the subset
of occupied LMOs and the symbol {...}11 stands here for the submatrix of the
matrix product C+HC taking the first diagonal position. Thus, the total energy E
may be obtained without passing to the basis of CMOs as it was the case with the
transformation matrix C (see Sections 5 and 13). In analogy with obtaining the DM
on the basis of LMOs (Section 7), employment of Eq.(8.1) may be referred to as the
indirect way of derivation of the total energy. Meanwhile, the direct way consists
in the use of the relation between the total energy and the one-electron DM (CBO
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matrix) P [60], viz.
E = Spur(PH). (8.2)
Let us dwell now on the case of a nearly block- diagonal Hamiltonian matrix H
of Eq.(5.4) containing a block-diagonal zero order contribution H(0) and a certain
first order term H(1). Both the CBO matrix P and the LMO representation matrix
C are then expressible in the form of power series (Sections 5 and 6). The same
accordingly refers to total energies defined by either Eq.(8.1) or Eq.(8.2), both of
these formulae evidently yielding the same result. The first five terms of the series
concerned are as follows [61,64,65]
E(0) =2SpurE(+), E(1) = 2SpurT,
E(2) =− 2Spur(G(1)R+), E(3) = −2Spur(G(2)R+),
E(4) =− 2Spur[(G(3) + G(1)G+(1)G(1))R+], (8.3)
E(5) =− 2Spur[(G(4) + G(2)G+(1)G(1) + G(1)G+(2)G(1) + G(1)G+(1)G(2))R+], etc.
The sum of zero and first order members of Eq.(8.3) coincides with the total energy
of the set of isolated occupied basis functions in accordance with the expectation,
whereas that of the remaining corrections describes stabilization (or destabilization)
of the given system vs. the above-specified set. In particular, the second order
correction E(2) proved to be a generalization [66] to the case of a block- diagonal
zero order Hamiltonian matrix H(0) of the well-known Dewar formula [23], the latter
corresponding to a diagonal form of H(0) and following from the standard Rayleigh-
Schro¨dinger perturbation theory. Accordingly, the subsequent corrections of Eq.(8.3)
starting with k = 3 may be regarded as an extension of the usual second order
approximation. Finally, additivity of the total energy with respect to pairs of basis
functions of opposite initial occupation (ϕ(+)i and ϕ(−)l) easily follows from Eq.(8.3),
although separate increments generally are non-local in their nature.
Expressibility of the initial Hamiltonian matrix in the form of a sum of zero and
first order members as shown in Eq.(5.4) along with application of Eq.(8.2) allows
us also to define two components within any correction E(k), viz.
E(k) = E (α)(k) + E (β)(k) , (8.4)
where
E (α)(k) = Spur(P(k)H(0)), E (β)(k) = Spur(P(k−1)H(1)). (8.5)
(Note that Eq.(8.1) also may be successfully used for the same purpose). Substitut-
ing the formulae for P(k) (Section 6) along with a definite algebraic procedure based
on employment of Eq.(5.7) yields the following general relation [61]
(k − 1)E (β)(k) = −kE (α)(k) (8.6)
for any k that indicates the components E (α)(k) and E (β)(k) to be of opposite signs. More-
over, the absolute value of E (β)(k) always exceeds that of E (α)(k) , i.e. | E (β)(k) |>| E (α)(k) | .
Consequently, it is the sign of E (β)(k) that determines the actual sign of the total kth
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order energy E(k). Finally, the relation of Eq.(8.6) implies the total correction E(k)
to be alternatively representable as follows
E(k) = − 1
k − 1E
(α)
(k) , E(k) =
1
k
E (β)(k) . (8.7)
Let us dwell now on the case of fragmentary molecules (Section 5), the zero order
Hamiltonian matrix of which (H(0)) takes a diagonal form containing one-electron
energies of FOs. Accordingly, the component E (α)(k) may be easily shown to involve
populations of FOs only. After an additional expressing the latter in terms of partial
increments as shown in Eq.(6.6), the component E (α)(k) takes the form [61]
E (α)(k) = −
∑
(+)i
∑
(−)l
x
(k)
(+)i,(−)l(ε(+)i + ε(−)l), (8.8)
and depends upon populations transferred between FOs of opposite initial occupa-
tion. In this connection, this component has been interpreted as the charge transfer
energy. Meanwhile, the remaining component (E (β)(k) ) describes the effect of formation
of new bond orders between FOs upon the kth order energy due to interfragmental
interaction [Note that E (β)(k) does not contain populations of basis orbitals because
one-electron energies of FOs always may be entirely included into the zero order
matrix H(0) and thereby diagonal elements of the first order member H(1) vanish].
It is also noteworthy that bond orders determining the component E (β)(k) originate
from members of the (k-1)th order of the power series for the DM P. If we recall
now that populations of FOs of the kth order (i.e. X
(k)
(+)i and X
(k)
(−)l) are expressed
in terms of products of the principal matrices of lower orders (G(k−1),G(k−2), etc.)
that, in turn, represent intersubset bond orders being formed within previous terms
of the same series (see Eq.(6.3)), the above-established interdependence between
components E (α)(k) and E (β)(k) causes no surprise. Moreover, charge redistribution of the
kth order may be then considered as a consequence (or counter-effect) of formation
of intersubset bond orders within terms of lower orders of the same series for the
DM P. Thus, we have to do here with a certain gradual reorganization of bond-
ing, the energetic increments of which are interrelated and governed by Eq.(8.6).
Furthermore, the above-drawn conclusions concerning absolute values of E (α)(k) and
E (β)(k) allow us to expect that stabilization of our fragmentary system vs. the set of
isolated occupied FOs (if any) is entirely due to formation of new bond orders, and
the subsequent charge redistribution actually reduces this stabilizing effect. Never-
theless, the absolute value of the relevant stabilization energy is proportional to that
of the respective charge transfer energy E (α)(k) as the first relation of Eq.(8.7) shows.
Indeed, the minus signs of Eqs.(8.7) and (8.8) cancel out one another and we obtain
[61]
E(k) = 1
k − 1
∑
(+)i
∑
(−)l
x
(k)
(+)i,(−)l(ε(+)i + ε(−)l). (8.9)
On this basis, an interpretation of the total kth order energy as the charge transfer
energy also becomes acceptable (in spite of its somewhat oversimplified nature). This
interpretation along with Eq.(8.9) provides us with a quantum- chemical analogue
of the intuition-based relation between stabilization and charge redistribution. If
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we recall finally the above-discussed proportionality between x
(k)
(+)i,(−)l and d
(k)
(+)i,(−)l
exhibited in Eq.(7.12), we obtain that [54]
E(k) = 2
k − 1
∑
(+)i
∑
(−)l
d
(k)
(+)i,(−)l(ε(+)i + ε(−)l). (8.10)
As a result, the correction E(k) is accordingly interpretable as the energy of the
intersubset delocalization of initially-localized pairs of electrons. Hence, the well-
known intuition- based relation between delocalization and stabilization [10,67] also
acquires a quantum- chemical support.
Let us turn now to the case of simple fragmentary systems consisting of individual
chemical bonds and lone electron pairs (if any) (Section 5). Each of these two-center
fragments evidently is represented by two basis functions. [Note that a faked ABO
may be introduced without affecting the final results [51] in the case of a lone electron
pair]. Let the Ith fragment to be accordingly described by the occupied orbital
(BBO) ϕ(+)i and its vacant counterpart (ABO) ϕ(−)l. As a result, the component E (α)(k)
and thereby the total kth order energy E(k) is representable as a sum of contributions
E(k)I of individual fragments (bonds), where
E(k)I = 1
k − 1
∑
(−)l
x
(k)
(+)i,(−)l(ε(+)i + ε(−)l) =
2
k − 1
∑
(−)l
d
(k)
(+)i,(−)l(ε(+)i + ε(−)l). (8.11)
It is seen that each individual contribution to the energy correction E(k) is still
additive with respect to increments of other fragments (ABOs). Thus, a two-fold
additivity of the kth order energy may be concluded. If we now confine ourselves to
simple homogeneous systems and choose a negative energy unit coinciding with ε(+)i,
the equality ε(+)i = ε(−)i = 1 for any i becomes acceptable (Section 5). Employment
of the latter within Eqs. (8.9) and (8.10) yields
E(k) = 2
k − 1
∑
(+)i
∑
(−)l
x
(k)
(+)i,(−)l =
4
k − 1
∑
(+)i
∑
(−)l
d
(k)
(+)i,(−)l. (8.12)
After invoking Eqs. (7.3) and (7.4), the above expression takes the form
E(k) = 4
k − 1D
(k)
(+), (8.13)
where D
(k)
(+) is defined as follows
D
(k)
(+) =
∑
(+)i
D
(k)
(+)i = SpurD
(k)
(+) (8.14)
and may be referred to as the kth order complete delocalization coefficient [50]
of occupied LMOs. Thus, proportionality between delocalization and stabilization
takes an especially simple form in this case.
As already mentioned (Section 5), the principal matrices G(k) are expressible via
entire submatrices of the initial Hamiltonian matrix in the case of similar homoge-
neous compounds as shown in Eq.(5.15). The relation between first order matrices
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G(1) and R is especially noteworthy here. The point is that just this relation allows
us to substitute −2G(1) for R within any energy correction of Eq.(8.3) and thereby
to express the latter in terms of matrices G(k) only [64,65], e.g.
E(2) =4Spur(G(1)G+(1)), E(3) = 4Spur(G(2)G+(1)),
E(4) =4Spur[(G(3) + G(1)G+(1)G(1))G+(1)], (8.15)
E(5) =4Spur[(G(4) + 3G(2)G+(1)G(1))G+(1)], etc.
Moreover, alternative expressions for corrections E(4) and E(5) have been derived that
contained the principal matrices up to G(2) and G(3), respectively, viz.
E(4) =4Spur(G(2)G+(2))− 4Spur(G(1)G+(1)G(1)G+(1)), (8.16)
E(5) =4Spur[(G(3) −G(1)G+(1)G(1))G+(2)].
Formulae of the above-exemplified type underly the original approach of Refs. [64,65]
to evaluating and rationalizing relative stabilities of simple homogeneous compounds
of similar constitutions. This approach proved to be especially successfull in the case
of conjugated hydrocarbons modelled as sets of weakly-interacting initially-double
(C=C) bonds, including isomers of dienes, individual Kekule´ valence structures of
benzenoids, etc. Local nature of stabilization of these hydrocarbons vs. the relevant
sets of isolated C=C bonds and thereby the dependence of the stabilization energy
upon local peculiarities of constitution was among principal conclusions here [64].
Moreover, a large extent of additivity of this extra energy with respect to transferable
increments of definite substructures (fragments) has been established. On the whole,
these results indicate stabilization energies of conjugated hydrocarbons to be of
quasi-classical nature. Finally, the analogy between the perturbative approach under
discussion and models based on the concepts of conjugated circuits [68] and paths
[69] deserves mentioning here.
In summary, the results overviewed in Sections 5-8 form the basis of the pertur-
bative non-canonical theory of molecular orbitals further referred to as the PNCMO
theory [55]. The subsequent Sections 9-12 are devoted to applications of this theory.
9 Analysis of heterolytic organic reactions in terms
of direct and indirect participation of separate
fragments
In accordance with the classical principle of locality (Section 1), a definite func-
tional group is regarded as taking part in the given chemical process directly and
it is usually referred to as the reaction center [70]. Again, the remaining parts of
molecules (e.g. substituents) are supposed to participate in the same process indi-
rectly by exerting certain electron-donating or accepting effects upon this center.
Moreover, the extents of these effects are usually considered to be quite different at
various stages of the reaction [10,71]. Extinction of the indirect influence when the
distance between the given fragment and the reaction center grows also is among
the expectations. Besides, the above-outlined concepts originated from studies of
34
heterolytic (i.e. electrophilic and nucleophilic) organic reactions, the latter being
often accordingly referred to as the classical ones. Specific features of homolytic
(pericyclic) reactions are discussed in Section 10.
Let us note immediately that the standard quantum- chemical approaches to early
stages of organic reactions [11,23, 67,70, 72-74] allow no revealing of roles of separate
fragments. The point is that these approaches are based on an initial passing into
the basis of delocalized (canonical) MOs of isolated compounds and thereby on the
concept of a non-local intermolecular interaction even if local fragments of extended
compounds actually come into contact.
To formulate quantum-chemical analogues of the above-discussed classical con-
cepts and to be able to discuss chemical reactions in terms of local structures and/or
interactions, the PNCMO theory of Sections 5-8 has been applied both to the general
case of two interacting fragmentary molecules A and B [54, 75, 76] and to some spe-
cific reactions [54, 58, 77-83]. This alternative methodology has been jointly called
the semilocalized approach to chemical reactivity. Electron density redistributions
among basis orbitals (FOs) of both participants of the given process along with the
related delocalization coefficients of LMOs [54] are the principal characteristics here
instead of the total intermolecular interaction energy or constitutions of canonical
MOs as usual [although the total energy also may be derived either on the basis of
Eq.(8.2) or by means of Eqs. (8.9) and (8.10) as discussed in Section 10].
Let us start with the general additivity property of the total DM (CBO matrix)
P of two interacting molecules A and B [76]. Indeed, this matrix was shown to be
representable as follows
P = P(A) ⊕P(B) + δP, (9.1)
where the first term coincides with the direct sum of DMs of isolated molecules A
and B, and the second one (δP) is a correction originating from the intermolecular
interaction and vanishing if this interaction turns to zero. An analogous relation
may be easily proven for the LMO representation matrix C too. Such an additivity
property of the principal matrices P and C implies that new contributions to ele-
ments of the latter arising as a result of the intermolecular contact may be studied
separately and independently from the intramolecular ones. As a result, a general
formula has been derived and analyzed for an alteration (δX
(A)
(+)i) in the population of
a certain initially-occupied FO (ϕ
(A)
(+)i) of the molecule A due to its contact with the
molecule B. As with the DM P itself (Section 6), this alteration also takes the form
of the power series with respect to intermolecular resonance parameters. Separate
terms of this series, in turn, are expressible as sums of partial increments (δx
(A,k))
(+)i,(−)l)
referring to various initially-vacant FOs (k stands here for the order parameter as
previously). Finally, the relevant alterations in delocalization coefficients of LMOs
(i.e. δD
(A)
(+)i and δD
(A)
(−)m) also take analogous forms because of interrelations
δX
(A)
(+)i = 2δD
(A)
(+)i, δX
(A)
(−)m = 2δD
(A)
(−)m (9.2)
that may be easily proven on the basis of the results of Section 7.
Before turning to an overview of both general and specific results of the semilo-
calized approach, let us recall some definitions of Ref.[76]. Thus, the directly inter-
acting (contacting) fragments of molecules A and B have been called the reaction
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centers and denoted by RC(A) and RC(B). (The direct contact implies that the
intermolecular resonance parameters take non-zero values for pairs of FOs of only
these fragments). Further, the fragments of molecules A and B, the FOs of which
interact directly only with those of reaction centers of their own molecules (but not
with orbitals of opposite molecule) have been referred to as the nearest-neighboring
fragments and denoted by NN(A) and NN(B), respectively. Analogously, the next-
nearest- neighboring fragments NNN(A) and NNN(B) have been defined and so
forth. Given that all direct interorbital interactions vanish in our RC (i.e. G(1)il = 0
for all i and l belonging to the RC), the term ’a simple RC’ has been used. It is
evident that reaction centers containing only a single fragment (the FOs of which
are defined as eigenfunctions of the respective Hamiltonian matrix block) comply
with this definition. Otherwise, we have to do with an extended RC. An assumption
that both RC(A) and RC(B) are simple reaction centers usually implies that only
two elementary fragments of our molecules actually come into contact. This case
has been referred to as that of a local intermolecular contact. Otherwise, we have
to do with the case of a non-local contact.
Let us return again to the population alteration δX
(A)
(+)i. It is evident that the un-
derlying orbital ϕ
(A)
(+)i may belong to any of the above-defined fragments (i.e. RC(A),
NN(A), etc.) and, consequently, distinct population alterations δX
(A)
(+)i actually arise.
Analysis of separate members of the relevant power series showed that the higher
is the order parameter of the given increment (k), the more distant fragments are
embraced by the relevant charge redistribution [76].
To illustrate the above-drawn general conclusion, let us start with second order
terms (k = 2). These terms contain an intermolecular component only that depends
on squares of the relevant first order elements G(1)il (see Eq.(6.8)) and represents the
charge transfer between orbitals of directly contacting fragments RC(A) and RC(B).
The actual nature of these RCs (i.e. whether they are simple or extended) plays
no essential role in the formation of these terms. By contrast, non-zero third order
increments arise only if at least one of reaction centers is an extended RC. Although
these contributions also embrace the reaction centers only, both intra- and inter-
molecular components are possible here, and these describe charge redistributions
inside the extended RC and between the RC(A) and RC(B), respectively.
On the whole, the above-discussed local charge redistributions demonstrate the
primary role of reaction centers in chemical processes and may be regarded as quan-
tum chemical analogues of the supposed direct participation of the RC(A) and
RC(B) fragments in the given reaction.
The fourth order terms of the same series represent additive components of an
indirect influence of a certain nearest-neighboring fragment NN(A) (e.g. of a sub-
stituent) upon the reactivity of the whole system. Three principal components may
be mentioned here: i) The NN(A) fragment exerts an additional electron-donating
or accepting effect upon the reaction center of its own molecule (RC(A)) under
influence of the approaching reaction center of the opposite molecule (RC(B)), be-
cause the latter offers its orbitals as mediators for specific indirect intramolecular
interaction; ii) The NN(A) fragment exerts an analogous effect upon the reaction
center of the opposite molecule (RC(B)) owing to an ability of orbitals of its own
reaction center (RC(A)) to mediate specific indirect intermolecular interactions; iii)
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The NN(A) fragment offers its orbitals as mediators for indirect interorbital inter-
actions that gives rise to additional electron density redistributions both inside the
reaction center of its own molecule and between RC(A) and RC(B). The whole of
the above-enumerated effects may be accordingly regarded as a quantum chemical
analogue of an indirect participation of the NN(A) fragment in the given reaction.
In the case of a still more remote fragment (e.g. NNN(A)), terms of even higher
orders are required to describe the relevant effects. Thus, extinction of an indi-
rect influence is predicted when the distance between the given fragment and the
reaction center(s) grows. Moreover, the relative importance of higher order terms
may be expected to increase when passing from the early stages of reaction to later
ones. Finally, the above-enumerated results may be easily reformulated in terms
of reshapings of LMOs of reacting molecules due to an intermolecular contact [54].
Thus, the classical concepts (mental images) overviewed at the beginning of this
section acquire a full support.
This outcome of our analysis, however, is not the only one. Indeed, the above-
outlined general results form the basis for constructing abstract semi-local models
for specific reactions [54, 58, 77-83]. As opposed to popular numerical studies re-
ferring to individual compounds and/or processes, these models are intended for
embracing all reactions of a certain type in accordance with their chemical classifi-
cation. These models usually contain orbitals of the supposed reaction centers and
of some neighboring fragments of particular interest. Meanwhile, details of specific
systems may be easily ignored in these models for the benefit of both simplicity and
generality. As a result, the overall approach allows direct qualitative comparisons
of similar processes including alternative routes of the same reaction and processes
embracing reactants or reagents of related chemical constitution (e.g. a hydrocarbon
and its heteroatom-containing derivative). Let us now turn to an overview of these
important points and the relevant achievements.
It is evident that a single initially-occupied (vacant) orbital ϕ(+)N (ϕ(−)E) may
be successfully used to represent a nucleophilic (electrophilic) reagent B when com-
paring alternative directions of its attack upon the same reactant A [such a one-
orbital model implies that the reagent B consists only of a simple reaction center
RC(B)]. Furthermore, absolute values of direct intermolecular interactions often
may be assumed to be uniform in the above-discussed comparisons. [The latter
assumption is based on the fact that alternative routes of a certain reaction are
most commonly characterized by different spatial arrangements of non-neighboring
fragments. For example, the α- and β-attacks of electrophile upon a substituted
ethene (Z-CαH=CβH2) are described by different positions of the reagent relatively
to the substituent Z [78]. This implies the absolute value of direct intermolecular
interactions and thereby the second order partial transferred populations to play
no important role in the formation of predominant routes of reactions]. Finally,
heterolytic organic reactions may be classified on the basis of the order parameter
(k) of the decisive terms of power series [83].
For illustration, let us consider the so-called extended model [77] of the bimolec-
ular nucleophilic substitution (SN2) process between a substituted alkane Z-CαH2-
CβH2-. . . and nucleophile (Nu), where Z stands for a heteroatom (nucleofuge). As
opposed to the usual local models of the same process containing the orbital of the
reagent (ϕ(+)N) and the electron-accepting (antibonding) orbital of the Cα-Z bond
37
(ϕ(−)a) [23,70], orbitals of the Cα-Cβ and/or Cα-H bonds also have been included
into our model and resonance parameters between these extra orbitals and the or-
bital ϕ(+)N have been taken into account explicitly. This implies an assumption
about an extended reaction center RC(A) containing four bonds (viz. the Cα-Z
bond and its three geminal neighbours). As a result, non-zero third order charge
redistributions both inside the above-specified reaction center and between orbitals
ϕ(+)N and ϕ(−)a were shown to be peculiar to this reaction. Moreover, the partial
population (δx
(3)
(+)N,(−)a) transferred between orbitals ϕ(+)N and ϕ(−)a indirectly and
defined as follows
δx
(3)
(+)N,(−)a = 4G(1)NaG(2)Na (9.3)
(see Eq. (6.8)) proved to be of the largest absolute value among the third order
increments concerned, whereG(1)Na stands for the direct interaction between orbitals
ϕ(+)N and ϕ(−)a and G(2)Na coincides with the respective indirect interaction by
means of orbitals of the Cα-Cβ and/or Cα-H bonds. The most important aspect
here, however, consists in opposite signs of the above-mentioned principal third
order partial transferred populations for alternative directions of the attack, viz.
positive (negative) signs of the latter correspond to the back (frontal) position of
nucleophile (see also [83]). When added (subtracted) to (from) the uniform positive
second order increments, these corrections ensure a larger (smaller) value of the total
population acquired by the Z-Cα bond for the back (frontal) attack of nucleophile.
It is natural to assume that the more population the nucleofuge acquires, the easier
it leaves. Hence, a greater efficiency of the back attack unambiguosly follows from
our analysis in aggreement with the well-known experimental facts [10,23,70, 74, 84,
85]. Analogous conclusions may also be easily drawn using partial delocalization
coefficients of LMOs as the principal terms [54]. In particular, a more significant
partial delocalization of the lone pair of electrons of nucleophile over the Z-Cα bond
is predicted to refer to the predominant back attack vs. the frontal one.
Our next example serves to illustrate comparisons of relative reactivities of related
chemical compounds. We mean here the SN2 reactions of derivatives of substituted
alkanes containing additional unsaturated groups at the Cα atom. These deriva-
tives are known to be generally characterized by largely higher relative reactivities
as compared to the relevant alkyl analogues [11]. Moreover, a further increase of
reactivity is observed when the C=C bond is replaced by a C=O bond, e.g. in
halogen-substituted ketones (Z-CαH2-RCβ=O) vs. allyl halogenides (see [11] and
references therein). In this connection, increments have been comparatively ana-
lyzed [79] that represent the indirect participation of orbitals of Cβ=Cγ and Cβ=O
bonds in the decisive third order charge transfer between the above-specified basis
functions ϕ(+)N and ϕ(−)a. It turned out that participation of the bonding pi−orbital
of the Cβ=Cγ bond in the indirect interaction G(2)Na of Eq.(9.3) contributes to low-
ering of the positive partial transferred population δx
(3)back
(+)N,(−)a and thereby of the
relative reaction rate, whereas that of the antibonding pi−orbital gives rise to an
opposite effect. For highly electron-donating (soft) nucleophiles, the second contri-
bution was shown to predominate over the first one in addition. Just this fact served
to account for the higher reactivity of allyl halogenides vs. their alkyl analogues.
Finally, passing from the Cβ=Cγ to the Cβ=O bond proved to be accompanied by
such changes in shapes and one-electron energies of bond orbitals of the pi−type
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that ensure a significant reduction of the absolute value of the negative increment
of the bonding orbital and a simultaneous increase of the positive contribution of
the antibonding orbital to the population acquired by the Z-Cα bond. This re-
sult formed the basis for a new interpretation of the largely increased reactivity of
α−halocarbonyl compounds vs. their hydrocarbon analogues.
Similarities between reactions of seemingly different nature also are among possi-
ble outcomes of application of our approach. In this respect, comparative analysis of
early stages of the above-discussed SN2 reactions, on the one hand, and of the AdN2
reactions of carbonyl compounds [82], on the other hand, serves as an excellent ex-
ample. Indeed, electron-accepting substituents attached to the carbon atom of the
carbonyl group were shown to exert a rate-accelerating effect, the overall mechanism
of which closely resembles the above-overviewed mechanism of the indirect influence
of the C=O group in the SN2 reactions of α-halocarbonyl compounds. It also de-
serves adding here that the double C=O bond has been represented in Ref.[82] by
two equivalent bent bonds, only one of them being under attack of nucleophile.
The aromatic electrophilic substitution (SE2) reaction of pyridine is another out-
standing example of third order processes. The usual (canonical) MOs of benzene
played the role of basis functions in the relevant model [81] along with a single
vacant orbital of electrophile (ϕ(−)E). After taking into account the perturbation
of the Coulomb parameter (α) at the site of replacing the carbon atom by a nitro-
gen one, non-zero direct intramolecular interactions arise in the pyridine molecule so
that the latter becomes an extended RC. As a result, third order partial populations
(δx
(3)
(+)2,(−)E) transferred between the HOMO of the reactant (ϕ(+)2) and the only or-
bital of the reagent (ϕ(−)E) become responsible for alterations in relative reactivities
of carbon atoms when passing from benzene to pyridine. Moreover, the corrections
δx
(3)
(+)2,(−)E proved to be negative quantities for all possible directions of the attack
(i.e. ortho, meta and para) in aggreement with well-known lowered reactivities of all
sites of pyridine vs. that of benzene. Finally, the correction δx
(3)meta
(+)2,(−)E was shown
to take the smallest absolute value vs. the remaining ones in accordance with the
highest reactivity of meta position of pyridine.
To exemplify the fourth order processes, let us consider electrophilic addition
(AdE2) reaction of substituted ethenes (Z-CαH=CβH2). In the case of an electron-
donating substituent (Z=D), the relevant semilocal model [78] contains the occupied
orbital of the substituent D (ϕ(+)d), the electron-accepting (vacant) orbital of elec-
trophile (ϕ(−)E), as well as two bond orbitals of the ethene fragment, i.e. the BBO
ϕ(+)e and the ABO ϕ(−)e. Direct interactions between orbitals ϕ(+)d and ϕ(−)E have
been ignored in this model because of their small values. Consequently, our reactant
(A) contains a simple RC consisting of the ethene group and an NN(A) fragment
coinciding with the substituent D. That is why fourth order partial transferred pop-
ulations play the decisive role in the formation of distinct reactivities of the Cα
and Cβ atoms under influence of the substituent D. Moreover, specific fourth or-
der contributions and the effects underlying the latter (enumerated below) are in
line with the above-discussed three principal components of an indirect influence
of an NN fragment: First, the substituent D exerts an additional intramolecular
electron-donating effect upon the ethene fragment under influence of the approach-
ing electrophile. This effect proves to be governed by the following fourth order
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partial population
δx
(4)
(+)d,(−)e = 4G(1)deG(3)de, (9.4)
where G(1)de stands for the direct interaction between orbitals ϕ(+)d and ϕ(−)e and
G(3)de represents the relevant indirect interaction mediated by orbitals ϕ(+)e and
ϕ(−)E. Second, the substituent D exerts influence upon the intermolecular charge
transfer between the ethene fragment and electrophile described by the following
correction
δx
(4)
(+)e,(−)E = 4G(1)eEG(3)eE (9.5)
[The orbital ϕ(+)d participates here as a mediator of the indirect interaction G(3)eE].
The indirect electron-donating effect of the substituent D upon the electrophile may
be mentioned as the third contribution. This effect is represented by the fourth
order partial transferred population between orbitals ϕ(+)d and ϕ(−)E, viz.
δx
(4)
(+)d,(−)E = 2(G(2)dE)
2. (9.6)
Furthermore, positive (negative) values of increments of Eqs.(9.4) and (9.5) have
been established to refer to attacks of electrophile upon the Cβ(Cα) atoms. This
implies that the approaching reagent contributes to an increase of electron- donating
effects both from the substituent D to the ethene fragment and from the latter
to the electrophile itself provided the the Cβ atom is under attack. Otherwise,
both effects are predicted to be suppressed. So far as the increment of Eq.(9.6)
is concerned, a large (small) absolute value of the indirect interaction G(2)dE and
thereby of the partial transferred population δx
(4)
(+)d,(−)E itself has been found for an
attack of electrophile upon the Cβ(Cα) atoms. This implies the indirect electron-
donating effect of the substituent D upon the reagent to be more significant just for
the β-attack.
Using interrelations between partial populations transferred between FOs and the
relevant delocalization coefficients (Section 7), we may reformulate the above results
in terms of LMOs [54] as follows: The lone pair of electrons of the substituent D be-
comes delocalized more significantly both over the antibonding orbital of the ethene
fragment (C=C bond) and over the FO of electrophile, if the reagent approaches the
Cβ atom vs. the Cα atom. Similarly, the initially-localized pair of electrons of the
C=C bond proves to be delocalized more substantially over the FO of electrophile
in the case of the β−attack. In summary, the above-overviewed results indicate
the Cβ atom to be of greater relative reactivity as compared to the Cα atom in
aggreement with the well-known Markovnikov rule [10,11, 70,85].
The case of an electron-accepting substituent (Z=A) also has been considered
similarly [78]. As opposed to the above-discussed donor-containing system, no indi-
rect charge transfer is now possible between the substituent and the reagent. As a
result, two fourth order increments remain, namely partial populations transferred
from the initially-occupied orbital of ethene (ϕ(+)e) to that of the substituent (ϕ(−)a)
and to the orbital of electrophile (ϕ(−)E). The relevant analysis showed that these
corrections are of positive (negative) signs for Cα(Cβ) attacks. This implies the
electron-accepting effects both of the substituent A and of the reagent (E) upon
the C=C bond to become strengthened for the α-attack. Otherwise, the same ef-
fects are predicted to be suppressed. Analogously, the pair of electrons of the C=C
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bond becomes delocalized more substantially over the FO of electrophile just for the
α−attack [54]. These results also are in line with experimental facts [10, 11, 85].
It deserves adding finally that the above-overviewed results concerning the AdE2
reaction of substituted ethenes allows some conclusions to be drawn the scope of ap-
plicability of which is rather wide. This primarily refers to the above-demonstrated
interdependence between the extent of an electron-donating (accepting) effect of
an external subsystem and the structure of the remaining part of the whole sys-
tem. In other words, we actually have to do here with the variable nature of
electron-donating and accepting effects. Equivalence between an electrophile and
an electron-accepting substituent (A) also is noteworthy [both are represented by
an initially-vacant orbital]. It is no surprise in this connection that similar results
have been obtained also when studying intersubstituent interactions [86].
Furthermore, the above-concluded variable nature of electron- donating (accept-
ing) effects concerns not only the relative extents of the latter, but also their direc-
tions, namely a substituent proves to be able to turn from donor to acceptor (or
vice versa) if the constitution of the remaining system is altered substantially. To
illustrate this general statement, let us refer to an analogous study of addition reac-
tions of butadiene [58]. In the relevant model, one of the two H2C=CH-fragments
has been supposed to be under a direct attack of the reagent (either electrophile
or nucleophile) and thereby to coincide with a simple reaction center RC(A) of the
reactant A. Meanwhile, the remaining H2C=CH-group has been assumed to play the
role of an NN(A) fragment (substituent), the latter being now represented by both
an initially-occupied (electron-donating) and an initially-vacant (accepting) orbital.
It has been demonstrated that the effects of these orbitals upon the remaining frag-
ments of the whole system (i.e. upon the RC(A) and the reagent) may be considered
independently whatever the nature of the reaction. However, a strong interdepen-
dence has been established between the actual relative extents of the above-specified
two components of the total effect of the H2C=CH-group and the electron-donating
(accepting) properties of the reagent. Moreover, the H2C=CH-group was shown to
manifest itself as an electron-donating (accepting) substituent under influence of an
electrophilic (nucleophilic) attack.
The stereoselective bimolecular β-elimination (E2) reactions of substituted alka-
nes may be mentioned finally as an example of the fifth order heterolytic processes
[80]. As opposed to the competing SN2 reaction of the same substrates discussed
above, it is the H-Cβ bond that is assumed to be under a direct attack of an external
base (B..) in this case. As a result, the above-mentioned bond and the base may be
considered as simple reaction centers RC(A) and RC(B), respectively. Accordingly,
the Cα-Cβ and Cα-Z bonds have been correspondingly regarded as the NN(A) and
the NNN(A) fragments. It is no surprise in this connection that decisive additional
indirect electron-accepting effects of the Cα-Z bond upon both Cβ-H bond and the
external base (B..) proved to be represented by specific fifth order partial transferred
populations. Moreover, positive (negative) signs of these populations for trans (cis)
elimination processes formed the basis for a conclusion about the former being the
predominant route of the given reaction.
In summary, alternative routes of heterolytic reactions were shown to be accom-
panied by decisive partial transferred populations of opposite signs.
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10 Applications of the semilocalized approach to
pericyclic processes. The common selection
rule for organic reactions
Numerous new organic reactions have been discovered within the last several decades
including the so-called pericyclic processes [10, 11, 15]. Peculiarities of these reac-
tions and rules governing them seem to differ significantly from those of heterolytic
processes discussed in Section 9. Indeed, ”a concerted reorganization of bonding oc-
curs throughout a cyclic array of continuosly bounded atoms ”[11] in this case and
thereby no local reaction center is likely to be present. Another (an even more impor-
tant) distinctive feature of pericyclic processes consists in their high stereospecificity
that has been successfully accounted for by applying just the CMO method (cf. the
famous Woodward-Hoffmann rule [87-89]). The concept of the Hu¨ckel and Mo¨bius
aromaticity (cf. the Dewar-Zimmerman rule [90-93]) also has been invoked to treat
the same problem (Note that this concept is traditionally applied to delocalized
pi-electron systems of benzenoids). The above-enumerated circumstances usually
create an impression that delocalization is an immanent feature of pericyclic reac-
tions in contrast to heterolytic ones. In this context, a question of particular interest
is about applicability to pericyclic reactions of the PNCMO theory of Sections 5-8
and thereby of the semilocalized perspective to chemical processes in general. It is
evident that an affirmative answer to this principal question would imply feasibil-
ity of a unified theory for both types of reactions in terms of direct and indirect
interactions of localized basis functions (FOs).
The thermal electrocyclic closure of polyenes containing N C=C bonds (C2NH2N+2)
is among the most well-known examples of pericyclic processes that often serves as
a common model for all reactions of this type. Thus, applicability of the PNCMO
theory to initial open polyene chains becomes a necessary condition here. This
point has been explored in Ref.[34]. The relevant zero and first order Hamilto-
nian matrices contained resonance parameters between pairs of 2pz AOs referring to
initially-double (C=C) and initially-single (C-C) bonds, respectively. Convergence
of the power series for the CBO matrix and for the total energy of pi-electrons of open
polyenes has been demonstrated for chains of a small and medium size even if all
carbon-carbon bonds are formally represented by resonance parameters of uniform
values. Thereupon, the same approach has been employed to investigate the closure
process [94]. To this end, an additional resonance parameter (λ1,2N) has been as-
sumed to emerge between the 2pz AOs χ1 and χ2N of the terminal carbon atoms C1
and C2N . This new parameter has been considered as a small perturbation (vs. the
intrachain ones) when studying very early stages of reactions. Accordingly, alter-
ations in total energies of polyene chains due to perturbation λ1,2N are expressible
as follows
∆E = E(1) = 2P1,2Nλ1,2N , (10.1)
where P1,2N stands for bond orders between the terminal AOs χ1 and χ2N in the
initial (open) chains. Formulae for P1,2N , in turn, have been derived by invoking
the retransformation procedure for the DM described below (Section 11). It turned
out that the signs of bond orders P1,2N alternate with growing N values. Moreover,
positive (negative) signs of P1,2N have been established for odd (even) total numbers
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of C=C bonds. Consequently, positive (negative) λ1,2N values are required to ensure
positive energy corrections ∆E of Eq.(10.1) and thereby stabilization of the whole
system (Note that negative energy units were used). Positive (negative) resonance
parameters λ1,2N and /or overlap integrals, in turn, were shown to correspond to
disrotatory (conrotatory) ways of closure. Thus, a conrotatory closure of the chain
followed for even N values (e.g. butadiene) and a disrotatory one was expected for
odd N values (e.g. hexadiene). Inasmuch as 4n and 4n + 2 electrons, respectively,
correspond to these cases, the above-established result coincides with the Woodward-
Hoffmann rule [87-89]. An important point here is that no passing to delocalized
(canonical) MOs was required when obtaining this result.
Another essential aspect of the above-outlined derivation is that the decisive bond
orders P1,2N depend on definite matrix elements (G(k)il) describing the interactions
between BOs of terminal bonds of an open polyene chain either directly (e.g. in
butadiene) or indirectly by means of the remaining BOs of the chain. Accordingly,
alternation of signs of P1,2N is determined by an analogous behaviour of the above-
specified interactions with growing number of intervening bonds. Inasmuch as λ1,2N
refers to the direct overlap of the terminal BOs owing the closure process, the energy
correction ∆E of Eq.(10.1) seems to depend upon a certain roundabout interaction
over the whole cycle. The latter anticipation has been proven rigorously in Ref.[95],
where a somewhat different model of pericyclic processes has been suggested that
was intended for representing a later stage of the whole process. Both the newly-
emerging resonance parameter (λ1,2N) and those referring to initially-single (C-C)
bonds were assumed to take similar and small values relatively to parameters re-
ferring to the initially-double (C=C) bonds in this alternative model. Application
of the power series for the DM then accordingly resulted into an analogue of the
Woodward- Hoffmann rule for pericyclic reactions in terms of the so-called round-
about interaction of the newly-formed cycle (Ω(N)) also alternatively referred to as
topological factor. This characteristic has been defined explicitly as a product of
resonance parameters (or overlap integrals) between BOs of neighboring C=C bonds
over the whole cycle and contained a definite N -dependent parity factor in addition.
Besides, the overall pattern of the reorganization of bonding during the reaction
(including alterations in orders of intrachain bonds) also was shown to be governed
by the newly-formulated analogue of the Woodward- Hoffmann rule. Finally, anal-
ysis of the same reactions in terms of delocalization coefficients of LMOs has been
carried out [54]. The extents of delocalization of initially-localized pairs of electrons
of C=C bonds were shown here to obey an analogue of the Woodward- Hoffmann
rule too.
On the whole, the above-overviewed results demonstrate adequacy of the PNCMO
theory for investigation of pericyclic reactions and thereby interpretability of these
reactions in terms of direct and indirect interactions of orbitals of initially-double
(C=C) bonds.
In this connection, attempts have been made to construct a unified approach to
both types of reactions. Let us turn now to discussion of the most outstanding
achievements in this direction.
Analysis of early stages of the most popular electrophilic and nucleophilic reac-
tions showed certain cycles of basis orbitals [96] to be formed in this case in some
analogy with pericyclic processes. For example, the initially-occupied orbital of
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nucleophile (ϕ(+)N) interacts with orbitals of both Cα-Z and Cα-Cβ(Cα-H) bonds,
the latter also interacting one with another. This implies closure of at least three-
membered cycle to underly the SN2 processes of substituted alkanes. To represent
the overlap topologies of these newly-revealed cycles [96], a topological factor has
been defined like that discussed above (Ω(N)). Moreover, the popular concept of
the usual (Hu¨ckel) cycle and of its Mo¨bius analogue has been generalized by defin-
ing them as cycles described by positive and negative topological factors, respec-
tively. Accordingly, the classical 4n + 2/4n rule representing the Hu¨ckel [19, 20]
and Mo¨bius aromaticities [97] has been extended. The predominant routes of the
most well-known heterolytic reactions are then shown to be governed by the ex-
tended 4n+ 2/4n rule, the latter being an analogue of the Dewar-Zimmerman rule
for pericyclic reactions. Thus, a common description of both types of reactions
has been achieved in this case by invoking the concept Hu¨ckel [19, 20] and Mo¨bius
aromaticities [97].
Another unified description of both homolytic and heterolytic processes has been
suggested in Ref.[83] and called the common selection rule for organic reactions.
To discuss this rule, let us return to the power series for the total energy E of frag-
mentary molecules, the separate members of which (E(k)) are represented either via
partial populations (x
(k)
(+)i,(−)l) transferred between basis orbitals (FOs) of opposite
initial occupation as shown in Eq.(8.9) or in terms of the related partial delocaliza-
tion coefficients of LMOs (d
(k)
(+)i,(−)l) of Eq.(8.10). Let us dwell on the first represen-
tation for convenience. As is seen from Eq.(8.9), the correction E(k) contributes to
stabilization (destabilization) of the whole system if the partial populations x
(k)
(+)i,(−)l
contained within the relevant definition are of positive (negative) signs [Negative en-
ergy units are assumed to be chosen here as previously so that ε(+)i + ε(−)l > 0].
For the second order member E(2), positive signs of x(2)(+)i,(−)l unambiguosly follow
from Eq.(6.8.8) whatever the particular FOs ϕ(+)i and ϕ(−)l. So far as increments
of higher orders (k = 3, 4...) are concerned, positive (negative) signs of the relevant
partial transferred populations x
(k)
(+)i,(−)l are ensured if the interorbital interactions
contained within the relevant definitions of Eq.(6.8) (i.e. G(1)il, G(2)il, G(3)il, etc) are
of coinciding (opposite) signs for separate pairs of FOs. Thus, it is the signs of
direct and indirect interorbital interactions that may be expected to determine the
predominant ways of chemical reactions. In this context, correlations between signs
referring to different pairs of FOs ϕ(+)i and ϕ(−)l also become essential. Three cases
may be distinguished here: The first one embraces reactions described by all (or
almost all) positive increments x
(k)
(+)i,(−)j to the decisive k-th order energy correction
E(k) so that the positive sign and thereby the stabilizing nature of the latter is un-
ambiguosly ensured. These processes have been referred to as allowed k-th order
reactions. The second case embraces processes represented by all (or almost all)
negative increments x
(k)
(+)i,(−)l and thereby by a negative k-th order correction E(k).
The term “the forbidden k-th order reactions” has been employed in this case. An
intermediate case also is possible here when the principal pairs of FOs of opposite
initial occupation yield contributions of different signs to the above-specified correc-
tions. Due to the strong correlation of signs of interorbital interactions for different
pairs of FOs peculiar to specific reactions, the actual processes prove to belong to
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either allowed or forbidden ones.
This general rule has been successfully applied to numerous specific reactions
including both heterolytic and pericyclic. These achievements are overviewed in
Ref. [83] in a detail. In this connection, we will confine ourselves here to third order
processes and discuss their heterolytic and pericyclic representatives.
For the SN2 reaction of substituted alkanes, the third order partial population
transferred between the electron-donating orbital of nucleophile (ϕ(+)N) and the
electron-accepting (antibonding) orbital of the Cα-Z bond (ϕ(−)a) playes the decisive
role in the choice of the predominant route as discussed in Section 9. The relevant
definition is exhibited in Eq.(9.3) and contains the direct interaction of these orbitals
(G(1)Na) along with their indirect interaction (G(2)Na) by means of orbitals of Cα
-Cβ (Cα-H) bonds. Analysis of these matrix elements for frontal and back attacks
of nucleophile yields the following result
G
(b)
(1)Na < 0, G
(f)
(1)Na > 0, G(2)Na < 0. (10.2)
The last relation of Eq.(10.2) indicates the sign of the indirect interaction G(2)Na to
be independent of the position of nucleophile. It is also seen that the back attack
is represented by the principal first and second order interorbital interactions of
coinciding signs and thereby may be considered as an allowed process. Meanwhile,
the frontal attack is characterized by the same interactions of opposite signs and
proves to be forbidden.
In the cace of the SE2 reaction of pyridine, the decisive third order partial trans-
ferred population (δx
(3)
(+)2,(−)E) refers to the HOMO of the parent system (benzene)
(ϕ(+)2) and the orbital of electrophile (ϕ(−)E) and also is accordingly determined
by interactions G(1)2E and G(2)2E. Moreover, the second order (indirect) interaction
G(2)2E and thereby the correction δx
(3)
(+)2,(−)E contain two components representing
the mediating effects of the LUMO of benzene ϕ(−)5 and of the HOMO itself (the
so-called self-mediating effect). These components are denoted below by ’ and ” ,
respectively. Analysis of the relevant expressions showed that G′′(2)2E and thereby
δx
(3)′′
(+)2,(−)E are negative quantities whatever the direction of the attack. Hence, the
predominant route of the given reaction proves to be determined by the increment
δx
(3)′
(+)2,(−)E containing the LUMO ϕ(−)5 as a mediator. The signs of the relevant
indirect interactions are actually conditioned by the structure of the LUMO ϕ(−)5
itself. We then obtain
G
′(o)
(2)2E > 0, G
′(m)
(2)2E > 0, G
′(p)
(2)2E < 0 (10.3)
for the ortho-, meta- and para- positions of electrophile, respectively. Meanwhile,
the relevant direct interactions G(1)2E are of the following signs
G
(o)
(1)2E < 0, G
(m)
(1)2E > 0, G
(p)
(1)2E > 0 (10.4)
that are determined by the constitution of the HOMO of benzene ϕ(+)2. Comparison
of Eqs.(10.3) and (10.4) allows us to conclude that just the predominant meta attack
of electrophile is characterized by the principal interorbital interactions of coinciding
signs and thereby may be considered as an allowed process.
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The electrocyclic closure of hexatriene (C6H8) and the Diels-Alder reaction be-
tween butadiene and ethene are the most illustrative representatives of third order
pericyclic processes. These systems contain three initially-double (C=C) bonds that
form six-membered cycles during the closure process. Thus, a single model may be
actually applied to these reactions and the relevant conclusions also closely resemble
one another. Let us consider the closure process of hexatriene as an example. Let
the AOs χ1, χ2, ...χ6 of this molecule to form six BOs that acquire numbers 1,2 and
3, viz. ϕ(+)1(ϕ(−)1), ϕ(+)2(ϕ(−)2) and ϕ(+)3(ϕ(−)3). Resonance parameters between
pairs of AOs inside the C=C bonds will be assumed to coincide with 1, whereas
those of C-C bonds will be denoted by κ, where 0 < κ < 1. Accordingly, λ will
stand for the newly-formed resonance parameter between the terminal AOs χ1 and
χ6. Orbitals of the terminal bonds C1=C2 and C5=C6, viz. ϕ(+)1 and ϕ(−)3, inter-
act both directly (owing to the parameter λ) and indirectly through orbitals of the
intervening C3=C4 bond. The latter interactions (i.e G(2)13) coincide with κ
2/8 and
are positive quantities whatever the actual way of closure. Hence, a positive sign
of the direct interaction G(1)13 also is required to ensure positive third order trans-
ferred population δx
(3)
(+)1,(−)3. Inasmuch as G(1)13 equals to λ/4, the above condition
proves to be met for positive λ values, the latter corresponding to a disrotatory way
of closure. Interactions of other pairs of BOs may be considered analogously. For
example, matrix elements describing the interactions between BOs ϕ(+)1 and ϕ(−)2
are as follows
G(1)12 = −κ
4
, G(2)12 = −κλ
8
(10.5)
It is seen that G(1)12 and G(2)12 are of uniform (negative) signs if λ is a positive
parameter as previously. Hence, the disrotatory way of closure of hexatriene meets
our definition of an allowed process in accordance with expectation and experimental
facts. Hence, similarity between the pericyclic and heterolytic reactions is now
supported also in respect of applicability of the common selection rule in terms of
signs of direct and indirect interactions.
11 The local retransformation procedure and its
applications to define environment- determined
intrafragmental effects
In comparative studies of related chemical compounds, we often have to do with
distinct systems containing the same fragment(s). Changes in the structures of the
environment of the given fragment when passing from one compound to another
seems to give rise to certain intrafragmental effects. Such an anticipation follows
from numerous experiment- based conclusions. As for instance, replacement of a
hydrogen atom of an alkane by a heteroatom is known to cause a definite polarization
of the neighboring C-C and C-H bonds (cf. the so-called induced dipoles [85, 98]).
An additional polarization of the heteroatom-containing bond under influence of an
electron-donating effect of an approaching nucleophile during early stages of SN2
reactions also may be mentioned here along with a specific reorganization of the
aromatic ring into a non-aromatic system under influence of an electrophilic attack
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(cf. the Wheland intermediate) [11, 15, 16, 23]. Moreover, the above-enumerated
effects are always observed in similar constitutional situations and thereby are likely
to be conditioned mostly by the structure of the given fragment and of its nearest
environment.
It deserves an immediate mentioning that fragmental orbitals (FOs) underlying
the PNCMO theory of Sections 5-8 are not the optimum basis functions in respect
of describing the intrafragmental effects. Quite the reverse, just the usual bases of
AOs and/or hybrid AOs (HAOs) offer much more convenient representations of the
same effects. These standard basis functions, however, do not meet the requirements
of the PNCMO theory. To find the way out of this situation, a certain additional
procedure evidently is required. Before turning to the latter, let us recall some
principles of the standard (canonical) MO method.
The essence of the above-mentioned popular method consists in passing from the
initial basis of AOs or HAOs {χ} into that of canonical MOs(CMOs) {ψ}, wherein
the Hamiltonian (or Fockian) matrix of our system H takes the diagonal form [1-3].
The respective representation matrix of the one-electron DM P also is diagonal in
the CMO basis and involves occupation numbers of these orbitals equal to either
two or zero. This implies no bond orders to arise between CMOs. To obtain the
usual CBO matrix of the same system P′ containing populations of AOs(HAOs)
and bond orders between the latter, we retransform the matrix P into the AO basis
again. The relation concerned is as follows [1]
P′= TPT+, (11.1)
where the matrix T contains the standard MO LCAO coefficients in its columns,
and the superscript + designates the transposed (or Hermitian-conjugate) matrix
as previously. This relation along with the above-specified diagonal constitution of
the matrix P yields the usual expressions for elements of the CBO matrix P′ in the
form of sums of the MO LCAO coefficients over occupied MOs.
In our context, the most important property of Eq.(11.1) consists in its validity
for any pair of basis sets, provided that the DM of the right-hand side is known
or easily constructable. The latter requirement is met in the basis of FOs {Φ} as
the results of Section 6 indicate. Thus, the retransformation procedure like that of
Eq.(11.1) may be alternatively applied [99-101] to derive the usual CBO matrix of
our system(s) P′ using the relevant DM of Section 6. Instead of Eq.(11.1) we then
obtain
P′= UPU+, (11.2)
where U stands for the matrix of the FO LCAO coefficients. As opposed to the
above-desribed standard procedure, the DM under transformation (i.e. P) now
contains non-zero off-diagonal elements coinciding with bond orders between FOs
defined by Eqs.(6.2) and (6.3). Moreover, diagonal elements of this matrix are
somewhat different from either 2 or 0 as follows from Eq.(6.3). Consequently, the
actual expression for the CBO matrix being sought generally contains sums of FO
LCAO coefficients over all FOs, as well as over their pairs instead of occupied MOs
only.
Another important difference of the above-described procedure from the standard
one consists in the block-diagonal structure of the retransformation matrix U. To
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clarify this point, let us assume our system to consist of certain fragments I,II,III,
etc. The total basis of FOs {Φ} will be then accordingly composed of subsets
{ΦI}, {ΦII}, {ΦIII}, etc., each of basis orbitals being localized on a single fragment
only. Consequently, the total matrix U is representable as follows
U =
∣∣∣∣∣∣∣∣
UI 0 0 ...
0 UII 0 ...
0 0 UIII ...
. . . ...
∣∣∣∣∣∣∣∣ (11.3)
where UI ,UII ,UIII , etc. are non-zero submatrices of FO LCAO coefficients of sep-
arate fragments. The DMs P and P′ of Eq.(11.2) also may be divided into intra
and interfragmental blocks without any restriction. Substituting the matrix U of
Eq.(11.3) into Eq.(11.2) then allows the overall retransformation procedure to be
partitioned into local ones, each of them embracing a single fragment only, e.g.
P′I= UIPIU
+
I , P
′
II= UIIPIIU
+
II , etc. (11.4)
and being performable separately. Again, we should recall here that elements of
the DM P of Section 6 contain sums of products of interorbital interactions over
the whole molecule under study (see e.g. the definition of the element G
(f)
(2)il of
Eq.(5.14) determining the bond orders between FOs of opposite initial occupation
as Eq.(6.2) shows). This implies a particular block of the matrix P (e.g. PI) to
depend implicitly upon the remaining fragments of the given system. As a result,
the relevant submatrix of the CBO matrix obtained (i.e. P′I , respectively) reflects
the influence of the remaining part of the molecule upon the charge and bond order
distribution inside the given fragment (I) as demonstrated below. Inasmuch as
elements of the DM P depend mostly on the nearest environment of the FO (FOs)
concerned (Section 6), the same state of things may be expected to refer to elements
of the CBO matrix P′ too. Additivity of influences of separate neighbors is another
anticipation here. The decisive role of FOs of the given fragment and thereby of the
structure of the latter in the formation of intrafragmental effects also may be easily
predicted on the basis of Eq.(11.4). Indeed, relations shown there indicate that both
populations of AOs (HAOs) and bond orders between the latter referring to a definite
fragment (I) are expressible as linear combinations of elements of the respective block
of the DM P(PI), the nature of these combinations being determined by elements
of the matrix UI , i.e. by the structure of FOs of the given fragment. That is why it
appears that the relations of Eq.(11.4) may be analyzed for each type of fragments
separately without specifying either the remaining fragments of the system or the
interfragmental interaction. As a result, general algebraic expressions have been
derived for intrafragmental effects inside the most popular fragments as overviewed
below.
The above-outlined retransformation procedure may be easily extended to em-
brace other characteristics of electronic structures too. For the LMO representation
matrix, we accordingly obtain [102]
C′= UC (11.5)
instead of Eq.(11.2), where C′ refers to the basis of AOs(HAOs). Employment of
the block-diagonal matrix U of Eq.(11.3) followed by the respective partition of
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matrices C and C′ into intra- and interfragmental blocks yields a series of relations
C′I= UICI , C
′
II= UIICII , etc. (11.6)
representing the relevant local retransformation procedures for LMOs.
To consider the total energy, let us start with the notation that general rela-
tions between α- and β-components of corrections E(k) shown in Eqs.(8.6) and (8.7)
are invariant against unitary transformations of the basis set including the above-
described retransformation. The same evidently refers to definitions of components
E (α)(k) and E (β)(k) of Eq.(8.5), where matrices P(k),P(k−1), H(0) and H(1) should be re-
placed by their stroked counterparts referring to the basis of AOs (HAOs). If we
confine ourselves to fragmentary molecules defined as sets of weakly-interacting el-
ementary fragments I, II, III, etc. (Section 5), the relevant zero order Hamiltonian
matrix (H′(0) ) may be assumed to take a block-diagonal form like that of Eq.(11.3),
where intrafragmental blocks H′(0)I ,H
′
(0)II , etc. occupy the diagonal positions. At
the same time, the relevant first order member (H′(1)) contains zero submatrices in
the same positions. We may conclude on this basis that the energy component E (β)(k)
depends on bond orders formed between AOs(HAOs) of different fragments within
the correction of the CBO matrix of the (k-1)th order (P′(k−1)) and thereby may
be called the interfragmental part of the kth order energy [101]. Meanwhile, the
remaining component E (α)(k) is determined only by intrafragmental elements of the
correction P′(k) [including both occupation numbers of AOs(HAOs) and bond orders
between the latter] and proves to be the intrafragmental part of the same energy
correction E(k). Consequently, the relation of Eq.(8.6) becomes interpretable as that
between energetic increments of the interfragmental interaction and of the intrafrag-
mental response to the latter. Moreover, stabilization of the whole system due to
formation of interfragmental bond orders (if any) necessarily is accompanied by an
overall internal destabilization of fragments [This evidently does not imply that any
individual fragment is destabilized].
Let us turn now to specific fragments. Let us start with the most widespread
fragment, namely the two-center chemical bond. For the sake of generality, let us
consider a heteropolar bond between a certain heteroatom (Z) and a carbon atom
(C). [The homopolar bond corresponds to a particular case of the heteropolar one].
Let the bond under our interest to acquire the Ith number. Fragmental orbitals
(FOs) then coincide with the BBO ϕ(+)i and the ABO ϕ(−)i and are defined as
simple linear combinations of respective AOs (HAOs) χZ and χC . Diagonal elements
of the original DM P referring to BOs ϕ(+)i and ϕ(−)i then follow from Eq.(6.3)
and coincide with respective occupation numbers X(+)i and X(−)i, whereas the only
off-diagonal element (bond order between the same BOs) is defined by Eq.(6.2)
and contains elements G(1)ii, G(2)ii, etc. After performing the above-described local
retransformation procedure, the occupation numbers of AOs (HAOs) χZ and χC
have been expressed as follows [101-105]
XZ (XC) =1± cos γI + 1
2
∆X(2)I ± p(2)I ± d(2)I+
1
2
∆X(3)I ± p(3)I ± d(3)I + ... (11.7)
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where the upper signs of the right-hand side refer to XZ , whereas the lower ones
correspond to XC . Notation γI is used here for the principal parameter of our bond
defined as follows
γI = arctan
2βI
αIZ − αIC , (11.8)
where αIZ and αIC stand for Coulomb parameters of AOs (HAOs) χZ and χC ,
respectively, and βI is the relevant intrabond resonance parameter. The energy
reference point and the energy unit are assumed here to be chosen so that parameters
αIZ , αIC and βI take positive values and the equality αIZ > αIC is valid (a negative
energy unit is actually accepted).
The contributions 1/2∆X(k)I , (k = 2, 3...) of Eq.(11.7) are related to respective
members of power series for occupation numbers of BOs (X(+)i and X(−)i), viz.
∆X(k)I = X
(k)
(+)i +X
(k)
(−)i − 2 (11.9)
and represent the total kth order populations lost (acquired) by the Ith bond due
to its interaction with neighboring fragments. As for instance, the second order
member ∆X(2)I takes the form
∆X(2)I = 2
∑
(+)j
[(G(1)ji)
2 − (G(1)ij)2], (11.10)
(see Eqs.(6.6)-(6.8)). It is seen that the increment ∆X(2)I actually consists of differ-
ence between absolute values of the population lost by the BBO ϕ(+)i and of that
acquired by the ABO ϕ(−)i. The remaining increments of Eq.(11.7) are as follows
p(k)I = −2G(k)ii sin γI , d(k)I = 1
2
∆R(k)I cos γI , (11.11)
where the term
∆R(k)I = X
(k)
(+)i −X(k)(−)i − 2 (11.12)
describes the total kth order redistributed population referring to the Ith bond. The
respective second order member is accordingly representable as follows
∆R(2)I = −2
∑
(+)j
[(G(1)ji)
2 + (G(1)ij)
2]. (11.13)
This term is determined by the sum of absolute values of the above-mentioned
lost and acquired populations. It is seen that negative contributions to ∆R(2)I
arise owing to both the additional occupation of the ABO ϕ(−)i and the partial
deoccupation of the BBO ϕ(+)i (see Eqs.(6.6)-(6.8)) to within the second order
approximation. Hence, a negative sign of the second order redistributed population
∆R(2)I unambiguously follows. The analogous formula for the internal bond order
(BI) between AOs (HAOs) χZ and χC , in turn, takes the form
BI = sin γI + λ(2)I + ω(2)I + λ(3)I + ω(3)I + ... (11.14)
where
λ(k)I = 2G(k)ii cos γI , ω(k)I =
1
2
∆R(k)I sin γI (11.15)
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for k = 2, 3..etc.
Let us turn now to interpretation of these expressions. The zero order dipole-like
increment ± cos γI to populations of orbitals χZ and χC does not depend on the
structure of the whole compound and has been interpreted as the primary dipole
of the Ith bond. Similarly, the zero order term of Eq.(11.14), i.e. sin γI , coincides
with the respective primary bond order. Alterations both in occupation numbers
of orbitals χZ and χC and in the internal bond order after embedding the Ith bond
into our molecule are then determined by subsequent terms of Eqs.(11.7) and (11.14)
starting with k = 2. Additive nature of these alterations with respect to contribu-
tions of the remaining fragments of the given compound follows straightforwardly
from Eqs.(11.10) and (11.13) along with the relevant property of indirect interorbital
interactions G(k)ij (Section 5). Additivity between the environment- determined
corrections and the primary characteristics of our bond also deserves mentioning.
Again, dependence of the same alterations mostly on the structure of the nearest
environment of the given bond may be concluded on the basis of extinction of ma-
trix elements G(k)ij and G(k)ii when the distance between the BOs concerned grows.
Thus, the environment- determined intrabond effects seem to be in line with the
classical rule of locality in addition. Transferability of these effects for the same
neighborhoods of the Ith bond also is among expectations. It deserves emphasizing
here that the above conclusions are drawn without specifying the structure of the
whole compound and thereby are of a quite general scope of validity. More informa-
tion concerning the nature of the intrabond effects follows from analysis of separate
second order terms of Eqs. (11.7) and (11.14).
Let us start with terms originating from the interfragmental charge redistribution
(charge transfer): First, uniform increments (1/2)∆X(2)I to occupation numbers of
both χZ and χC may be mentioned that coincide with a half of the total population
lost (acquired) by the given bond. Meanwhile, it is the dipole-like term ±d(2)I that
is responsible for the non-uniform actual distribution of the same lost (acquired)
population among AOs (HAOs) χZ and χC . Moreover, the a priori negative sign
of d(2)I follows from the above-discussed negative sign of ∆R(2)I . This implies the
lost (acquired) population always to give rise to lowering of the primary dipole of
our bond. This effect may be easily accounted for by constitution of the BBO ϕ(+)i
and of the ABO ϕ(−)i and has been accordingly called depolarization. Similarly, the
contribution ω(2)I to the bond order BI also is a negative quantity depending on the
same total redistributed population ∆R(2)I . This implies reduction of the primary
bond order under influence of the interfragmental charge redistribution. The above-
mentioned simultaneous effects (i.e. depolarization of an initially-heteropolar bond
and the related reduction of the internal bond order) reflect a trend towards a
homolytic dissociation of the given bond after including it into the molecule under
study. In this connection, the term ’homolytic predissociation’ seems to describe
these interdependent effects [101].
Let us turn now to the remaining second order terms p(2)I and λ(2)I originating
from the newly-formed bond order between BOs of the given bond (ϕ(+)i and ϕ(−)i).
The sign of the matrix element G(2)ii contained within the relevant expressions of
Eqs.(11.11) and (11.15) cannot be established a priori (i.e. without specifying the
structure of the system). The same then refers to signs of both p(2)I and λ(2)I .
Nevertheless, an interdependence between these signs is evident, namely reduction
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of the bond order (predissociation) is expected to take place for a negative element
G(2)ii and this effect is predicted to be accompanied by emergence of a positive
dipole p(2)I . Just this fact makes the term polarization dipole used to refer to
p(2)I [103] even more appropriate. Inasmuch as the total dipole of our bond grows
in this case, we have actually to do with the ’heterolytic predissociation’ of our
initially-heteropolar bond [101]. Thus, two alternative ways of predissociation reveal
themselves as the principal intrabond effects in the case of a heteropolar bond.
Moreover, emergence of just these effects may be entirely traced back to the structure
of BOs ϕ(+)i and ϕ(−)i and thereby of the given bond. In this connection, the effects
themselves may be regarded as manifestation of the principle of locality in the sense
that their nature is entirely determined by the relevant local structure. This state
of things is largely similar to that concerning the local constitution of MOs (Section
3). Additivity of contributions representing the homo- and heterolytic ways of the
overall predissociation of our bond also is among important conclusions. Owing
to the opposite nature of these two alternatives, we may then expect a certain
competition to take place between them in an actual compound, the outcome of
which seems to depend upon the specific constitution of the latter. An example
of such a competition may be found in Ref.[105], where the additional dipole of
a single or double heteroatom-containing bond has been studied that arises under
influence of an electron-donating effect of an external orbital (e.g. of an approaching
nucleophile). It turned out that the direction of the additional dipole depends
decisively on the relative electronegativity of the heteroatom Z and thereby on the
initial polarity of the bond. Moreover, predominance of the polarization dipole
and thereby of the heterolytic predissociation in general has been found for bonds
of relatively low initial polarity but not for those of high polarity. This result
served to account for the well-known experimental fact that highly electronegative
heteroatoms usually are bad nucleofuges in SN2 processes [11,15,85].
Let us return again to expressions of Eqs.(11.7)-(11.15) and consider the par-
ticular case of a homopolar bond characterized by equalities αI1 = αI2, γI = pi/2
and cos γI = 0. The depolarization dipole d(2)I is then easily seen to vanish and
the homolytic predissociation actually resolves itself into lowering of the bond order
in accordance with the expectation. Again, a secondary polarization p(2)I also may
arise in homopolar bonds. In particular, these terms were shown to be responsible for
the induced dipoles of C-C (C-H) bonds under influence of a heteroatom-containing
bond (cf. the so-called inductive effect). Emergence of such a dipole, however, is not
accompanied by reduction of the internal bond order (as λ(2)I = 0 for homopolar
bonds) and thereby does not imply its heterolytic predissociation.
Terms of Eqs.(11.7) and (11.14) of higher orders may be analyzed similarly. As
opposed to the above-discussed second order term ∆R(2)I , however, the sign of the
relevant third order analogue (∆R(3)I) cannot be established a priori. Neverthe-
less, lowering of the bond order BI (predissociation) corresponds to negative signs
of ∆R(3)I as Eq.(11.15) indicates. Consequently, the third order homolytic pre-
dissociation also may be defined for heteropolar bonds in analogy with its second
order counterpart discussed above. An example of systems, when the third order
increments are important, may be found in Ref.[104].
Finally, application of Eqs.(11.5) and (11.6) to our heteropolar bond allowed us
to express the so-called heads of LMOs Ψ(+)i and Ψ(−)i attached to our bond [102]
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as linear combinations of AOs (HAOs) χZ and χC , e.g.
Ψ(+)i = rIχZ + sIχC + ... (11.16)
where dots stand for the tail of the LMO. Thereupon, we have found twofold squares
of coefficients rI and sI , as well as their twofold product. Comparison of these
expressions to those of Eqs.(11.7) and (11.14) allowed us then to establish the con-
tribution of the own LMO of the Ith bond and thereby of the respective ”own” pair
of electrons to the overall homo and/or heterolytic predissociation. The relevant
study [102] showed that the heterolytic predissociation, in general, and the polar-
ization dipole, in particular, may be entirely traced back to reshaping of the ”own”
LMO Ψ(+)i and thereby to shift of the ”own” pair of electrons of the Ith bond. This
conclusion embraces also the formation of secondary dipoles of initially homopolar
bonds (e.g. of C-C and C-H bonds in substituted alkanes). Meanwhile, the overall
situation concerning the homolytic predissociation is somewhat more complicated.
Thus, the parts of the depolarization dipole d(2)I and of the related reduction of
the bond order ω(2)I originating from deoccupation of the BBO ϕ(+)i and propor-
tional to X(+)i ( see Eq.(11.12)) may be traced back to contribution of the LMO
Ψ(+)i, whilst the remaining (X(−)i-containing) parts of the same characteristics re-
sult from contributions of occupied LMOs of other bonds extending over the ABO
ϕ(−)i. Consequently, the hypothesis of the classical chemistry about bond dipoles
resulting from shifts of separate pairs of electrons may be proven provided that the
dipole concerned originates mainly from the polarization term, i.e. for bonds of
relatively low initial polarity.
Similar local retransformation procedures have been developed also for other frag-
ments, e.g. for phenyl rings [106]. The latter evidently are more extended systems
as compared to a homopolar bond. In this connection, a few analogues of the po-
larization dipole p(2)I and of the term 1/2∆X(2)I arise in the relevant expression for
occupation numbers of 2pz AOs of carbon atoms. In particular, three environment-
determined secondary (induced) dipoles have been revealed instead of the single one
(i.e. of p(2)I), namely the so-called ipso-ortho (para-meta), para-ipso and ortho-
meta dipoles. Just the latter two moments proved to play the principal role in the
formation of the observed picture of the electron density distribution in substituted
benzenes.
Applications of analogous retransformation procedures to two weakly- interact-
ing molecules A and B [99,100] also deserve mentioning, where CMOs of isolated
compounds play the role of FOs. Explicit algebraic expressions have been derived
and analyzed in this case for the reorganization of bonding inside the reactant (say
A) under influence of an approaching reagent (B). The crucial role of the initial
structure of the substrate (A) in the subsequent reorganization of bonding during
the reaction process was the principal conclusion here that is in line with the usual
discussions of chemical reactivity of a certain compound in terms of peculiarities
of its initial constitution. A detailed overview of the relevant achievements may
be found in Ref.[99]. The case of allyle cation (anion) under attack of nucleophile
(electrophile) [100] is an especially illustrative example of these studies. Two effects
have been revealed to manifest itself inside the allyle ion if a particular terminal
carbon atom is attacked by the reagent, namely an induced lengthwise polarization
and a partial switch of bond order from one C-C bond to another. As a result, a
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trend is observed towards formation of a lone electron pair and of vacancy at the
carbon atom under attack for systems anion+ electrophile and cation+ nucleophile,
respectively, along with weakening of the nearest C-C bond and strengthening of
the remaining bond. This phenomenon has been called the deconjugation effect.
Given that the system under study consists of uniform fragments (as it is the
case with simple homogeneous fragmentary molecules defined in Section 5), retrans-
formation procedures of Eqs.(11.4) and (11.6) also are similar. As a result, these
may be joined together to embrace total matrices P and C instead of their separate
blocks (PI and CI). To this end, a certain renumbering of basis orbitals (both of
FOs and of AOs (HAOs)) is required. As a result, separate blocks of the retrans-
formed DM start to yield individual intrafragmental effects [107,108]. If we assume,
for example, that our system consists of N homopolar bonds, matrix analogues may
be constructed for terms 1/2∆X(k)I , p(k)I and ω(k)I of Eqs.(11.9), (11.11) and (11.15)
that accordingly represent the interbond charge redistribution, the intrabond polar-
ization and the so-called rebonding effect [107] [Note that lowering of internal bond
orders due to the increment ω(2)I is related to formation of those between BOs of dif-
ferent bonds as discussed above and this fact serves to justify the term ’rebonding’].
Given that our system is supposed to be alternant in addition [this case embraces
the aliphatic conjugated hydrocarbons], the matrix analogue of the increment ω(k)I
(denoted by Ω(k)) proved to be the only non-zero submatrix of the retransformed
correction P′(k). Accordingly, the rebonding effect starts to play the decisive role in
the formation of the relevant electronic structures [108].
It is seen, therefore, that universal environment-determined intrafragmental ef-
fects may be defined and studied for systems containing a certain common fragment.
Moreover, the rules of qualitative chemical thinking (viz. additivity, transferability
and locality) are applicable in discussions of these effects.
12 The non-canonical MO theory of alternant hy-
drocarbons
Alternant hydrocarbons (AHs) are among the first and most popular objects of
quantum chemistry. Application of the standard HMO theory (based on the Hu¨ckel
model in the framework of the canonical MO method) was especially fruitful here.
These studies resulted into the well-known common rules governing the structures
of CMOs of AHs and the relevant one-electron energies that are included nowadays
into almost all quantum chemistry textbooks (see e.g. [22, 48]). It also deserves
mentioning that CMOs of AHs are delocalized over the whole system and depend
on their individual structures as usual. The less-known general form of the relevant
CBO matrix P [31] may be added here as a related achievement and/or as a corollary
of the above-mentioned common constitution of CMOs of AHs. Two alternative
expressions have been obtained for the matrix P, viz.
P =
∣∣∣∣ I RBB+R I
∣∣∣∣ , P = ∣∣∣∣ I BQQB+ I
∣∣∣∣ , (12.1)
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where B is the only non-zero submatrix of the common Hu¨ckel type Hamiltonian
matrix of AHs shown in Eq.(3.1) and
R = (BB+)−1/2, Q = (B+B)−1/2. (12.2)
[Note that the positive square root is assumed to be chosen here]. Uniqueness of the
matrix P is ensured here by the equality
RB = BQ. (12.3)
The common CBO matrix of AHs P of Eq.(12.1) indicates these systems to
resemble a single object. An analogous conclusion about AHs being a class of
chemical compounds has been drawn also in Section 3. Thus, existance of the
relevant common LMO representation matrix C is among natural expectations here.
To prove this hypothesis, we should evidently turn to the block-diagonalization
problem like that of Eq.(5.1) for the common Hamiltonian matrix of AHs shown in
Eq.(3.1). The basis of 2pz AOs {χ} may be assumed to be orthogonal as usual and
thereby the unitarity condition of Eq.(5.2) may be imposed on the matrix C being
sought. So far as the standard requirements of perturbation theory are concerned,
these are not met by the Hamiltonian matrix of AHs of Eq.(3.1). Thus, we have to
look for a non-perturbative solution of the relevant block-diagonalization problem.
Solution of the above-desired type has been found in Ref.[109]. As a result, two
alternative forms of the matrix C like those of Eq.(12.1) have been derived, viz.
C =
1√
2
∣∣∣∣ I RBB+R −I
∣∣∣∣ , C = 1√2
∣∣∣∣ I BQQB+ −I
∣∣∣∣ . (12.4)
A large extent of similarity between matrices C and P is evident. Moreover, the
matrix P of Eq.(12.1) was shown to follow also from the commutation equation of
Eq.(6.1), i.e. without invoking CMOs. Expressions of Eqs.(12.1) and (12.4) form
the basis for the non-canonical MO theory of AHs and their derivatives developed
in Refs [109-113].
Let us turn now to the principal achievements of this alternative theory and start
with properties of NCMOs (LMOs) of AHs [109]. Expressions for these MOs easily
follow from Eq.(12.4). In particular, an occupied NCMO (Ψ(+)i) and a vacant one
(Ψ(−)m) take the form
Ψ(+)i =
1√
2
[χ∗i +
n∑
k=1
χ◦k(B
+R)ki],
Ψ(−)m =
1√
2
[−χ◦m +
n∑
j=1
χ∗j(B
+R)jm], (12.5)
where sums over k and over j embrace AOs of subsets {χ◦} and {χ∗}, respectively.
It is seen that each NCMO is attached to an individual AO. Thus, one-to-one cor-
respondence between NCMOs and AOs immediately follows along with the zero
intrasubset delocalization of the former. Moreover, occupied and vacant NCMOs
originate from different subsets of AOs, i.e. from {χ∗} and {χ◦}, respectively.
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Furthermore, uniform extents of delocalization are among the most important dis-
tinctive features of NCMOs of AHs. Thus, both the relative weights of the principal
basis orbitals (AOs) and the respective total intersubset delocalization coefficients
are uniform for all NCMOs and equal to 1/2. This result also implies that partial
delocalization of NCMOs cannot exceed the relative weight of the principal AO.
Hence, NCMOs of AHs are actually of the principal- orbital- and-tail constitution
as it was the case with other classes of molecules.
Finally, from similarity of Eqs.(12.1) and (12.4) it follows that the vectors of co-
efficients of NCMOs of AHs coincide with respective columns (rows) of the CBO
matrix P (up to the normalization factor 1/
√
2). Consequently, the shapes of par-
ticular NCMOs may be predicted on the basis of bond orders that are formed by
the respective principal AO and the AOs of the opposite subset. In particular, the
AO of the second subset χ◦k contributes to the NCMO Ψ(+)i if the bond order be-
tween AOs χ◦k and χ
∗
i takes a non-zero value. Substantial bond orders of conjugated
hydrocarbons are known to arise for neighboring pairs of 2pz AOs corresponding to
chemical bonds, whilst those for other (non-neighboring) pairs are at least two times
smaller. These trends allow us to expect that the shape of a certain NCMO (e.g. of
Ψ(+)i) depends decisively upon the number of the nearest neighbors for the carbon
atom (Ci), the respective principal AO (χ
∗
i ) is pertinent to and thereby on valency
of this atom. Inasmuch as mono-, di- and tri-valent carbon atoms are present in
AHs, the relevant NCMOs may be accordingly classified into two-, three- and four-
center non-canonical orbitals. As compared to LMOs of the bond-orbital- and- tail
constitution of alkanes (Section 5), the above-mentioned NCMOs are generally less
localized. This principal conclusion is in line with the well-known hypothesis about
the increasing overall extent of delocalization of separate pairs of electrons when
passing from saturated hydrocarbons (alkanes) to their unsaturated analogues and
especially to aromatic compounds. It deserves adding in this context that the chem-
ical classification of molecules, in general, is based on the presumed different extents
of delocalization of these pairs in real space [10,85].
Let us turn now to comparison of NCMOs of AHs shown in Eq.(12.5) to the
ε−dependent basis orbitals (GBOs) of the same systems [33] discussed in Section
3 and shown in Eq.(3.5). Let us note first that the eigenblocks (E1 and E2) of the
common Hamiltonian matrix of AHs of Eq.(3.1) (corresponding to the subsets of
occupied and vacant NCMOs, respectively) are as follows
E1 = R
−1= (BB+)1/2, E2 = −Q−1 = −(B+B)1/2. (12.6)
This implies that the occupied CMOs of AHs are expressible as linear combinations
of only occupied NCMOs (LMOs) Ψ(+)i, i = 1, 2...N, the coefficients of these combi-
nations coinciding with eigenvectors of the matrix (BB+)1/2. [In the case of vacant
CMOs(NCMOs), the matrix (B+B)1/2 playes the same role]. Inasmuch as matrices
BB+ and (BB+)1/2 are characterized by a common set of eigenvectors, we may then
conclude both the above-mentioned linear combination and its counterpart in terms
of GBOs (see Eq.(3.4) of Section 3) to contain the same set of coefficients. This fact
makes the comparison of NCMOs to GBOs even more intriguing.
Similarity between NCMOs of AHs and their GBOs is beyond any doubt. In-
deed, both (occupied) NCMOs Ψ(+)i and the relevant GBOs ϕi(ε) are attached to
individual AOs χ∗i as Eqs.(3.5) and (12.5) indicate. Moreover, the overall shapes
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of both orbitals are determined by the valency of the respective carbon atom and
thereby by the local structure. Thus, the conclusion of Section 3 about the local
structures of CMOs of AHs to be determined by local spatial constitutions of these
hydrocarbons proves to be additionally supported. Again, significant differences be-
tween these orbitals also deserve mentioning. The most important one concernes the
way, the influence of the global structure upon the particular orbital is represented
by. Indeed, this influence manifests itself via the eigenvalue εi and via the bond
orders (B+R)ki in the GBO ϕi(εi) of Eq.(3.5) and in the NCMO Ψ(+)i of Eq.(12.5),
respectively. Accordingly, the NCMOs of Eq.(12.5) possess tails embracing the re-
maining AOs of the opposite subset along with their principal parts localized on the
nearest neighborhood of the given carbon atom. Meanwhile, GBOs possess no such
tails and thereby are more localized. Finally, the NCMOs of the present section are
orthogonal and eigenvalue-independent, whereas GBOs represent just the opposite
case.
Transformability of the common Hu¨ckel type Hamiltonian matrix of Eq.(3.1) into
a block-diagonal form by means of the matrix C of Eq. (12.4) allowed a new and
efficient methodology to be developed for solution of block-diagonalization problems
and/or commutation equations for more involved Hamiltonian matrices representing
various derivatives of AHs [110-113]. In these cases, the total Hamiltonian matrix
contains a zero order term H(0) referring to the respective parent AHs and a first
order term H(1). The overall solution procedure then consists of three principal
steps: i) An initial passing to the basis of NCMOs of the parent AHs by applying
the transformation of Eq.(12.4) to both terms of the total Hamiltonian matrix, ii)
Application of the perturbation theory like that of Sections 5 and 6 to solve the
relevant non-canonical problems for the transformed Hamiltonian matrix and iii)
The subsequent retransformation of the results of the second step into the basis of
AOs {χ} again.
The above-described methodology has been successfully applied to study the so-
called perturbed AHs (PAHs) in Ref.[110], including systems characterized by a
certain alteration of an individual Coulomb parameter originating from replacement
of the respective carbon atom by a more electronegative heteroatom. The first order
member P(1) of the power series for the CBO matrix P of AHs due to perturbation
has been analyzed. The well-known results concerning the consequent charge and
bond order redistributions in AHs have been rederived in this study without invoking
CMOs (including the famous rule of the alternating polarity). On this basis, the
above-mentioned results have been considered as a part of the NCMO theory of
PAHs.
Relations between reshapings of NCMOs due to perturbations and the relevant
charge redistributions rank among the principal new achievements of the same the-
ory. In particular, reshaping of a single NCMO was shown to reflect the rule of
the alternating polarity, namely of that NCMO the principal AO of which coincides
with the site of perturbation. Moreover, the overall reshaping pattern of NCMOs
proved to be in line with predictions of the simple resonance theory about increased
contributions of certain quinoidal structures to the electronic strctures of PAHs due
to perturbations.
Obtaining of general algebraic expressions for the second order corrections (P(2))
to the CBO matrix of AHs (P) also is among new achievements [111]. These correc-
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tions were shown to determine alterations in bond orders between chemically bound
pairs of atoms of AHs under influence of the most popular types of perturbation,
as well as to play an important role in the formation of the stabilization energy of
PAHs [Invariance of Eqs.(8.4)-(8.7) towards an unitary transformation including the
matrix C of Eq.(12.4) allows the component E (α)(2) of AHs to be related to alterations
in the neighboring bond orders due to perturbation]. On this basis, an additional
insight was given into the content of the well-known formulae for total energies of
PAHs in terms of self-polarizabilities of atoms and bonds, viz. an energy correction
was shown to be made up of a difference between the primary stabilizing contribu-
tion of perturbation (which is twice as large as the final stabilization energy) and the
destabilizing increment related to weakening of remaining chemical bonds. Again,
the same stabilization energy has been established to be additive with respect to
contributions of separate chemical bonds. Finally, a non-trivial and intriguing sim-
ilarity has been concluded between electronic structures of compounds originating
from the same parent hydrocarbon (R) after perturbation of the Coulomb parameter
of a certain AO χr and after building up a composite AH (R-R’) by formation of a
new bond between AOs χr and χr′ of two identical AHs R and R’ (e.g. pyridine and
biphenyl). Besides, this similarity is in line with conclusions of the simple resonance
theory too.
Another application of the same methodology concerns the substituted AHs
(SAHs) [112]. New rules have been established that govern the effects of substituents
upon charge and bond order redistributions in AHs. In particular, two additive com-
ponents have been revealed within these effects, namely the charge transfer between
the AH and the substituent and the intersubset polarization inside the AH, the
latter being governed by a second order analogue of the rule of the alternating po-
larity. As a result, a certain analogy has been concluded between electron density
distributions in PAHs and SAHs containing an electron-accepting substituent.
Finally, the latest achievement in the same field [113] concerns relative reactiv-
ities of carbon atoms of PAHs vs. those of the parent AHs in the electrophilic
substitution (SE2) reactions. Indeed, replacement of a carbon atom of an AH by
a more electronegative heteroatom (e.g. when passing from benzene to pyridine)
is known to give rise to suppression of reactivities of the remaining carbon atoms.
To prove this experiment-based rule, the reactivities were related to the relevant
extents of the intermolecular charge transfer. General algebraic expressions have
been derived and analyzed for these extents for various directions of the attack of
electrophile, the latter being represented by a single initially-vacant orbital (ϕ(−)E)
(Section 9). Changes in the intermolecular charge transfer when passing from an AH
to a PAH were shown to consist of two components, viz. of an initial-population-
dependent component contributing increments of alternating signs for shifting po-
sitions of electrophile along the hydrocarbon chain and of an additional negative
contribution originating from the increased interval between one-electron energies
of orbitals participating in the charge transfer. For soft electrophiles, the negative
contribution was shown to predominate over the alternating one. This implies the
charge transfer between heteroaromatic reactants (PAHs) and electrophiles to be
suppressed vs. the relevant values for hydrocarbon-containing systems. Hence, the
above-discussed result of Ref. [81] concerning the suppressed reactivity of pyridine
vs. benzene (Section 9) is now generalized to any pair of a PAH and of its parent
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AH.
13 Applications of the block-diagonalization trans-
formation beyond the limits of the Brillouin
theorem
In Section 5, the block-diagonalization problem arose as a matrix representation
of the Brillouin theorem (see Eqs.(5.1)-(5.3) and discussion nearby). The initial
Hamiltonian matrix (H) has been transformed in this case into a specific block-
diagonal matrix (E), namely into that consisting of two eigenblocks E
(n×n)
1 and
E
(s×s)
2 , the dimension of the former (n) being unambiguosly determined by the
total number of electrons in the given system (2n). To formulate and to solve
this non-canonical one-electron problem perturbatively, the system under study was
additionally assumed to be representable by two weakly-interacting subsets of basis
functions {Φ1} and {Φ2}. After partitioning the initial matrix H into respective four
submatrices (blocks), the intersubset blocks (R) have been accordingly supposed to
be first order terms vs. the intrasubset ones (see Eq.(5.4)). Solution of the problem
has been consequently expressed in terms of entire blocks of the matrix H without
specifying their internal structures.
It is evident that neither the block-diagonalization problem itself nor its solution
of the above-discussed rather general nature are necessarily related to the Brillouin
theorem. Indeed, we may look for transformation of our initial matrix (H) into
a block-diagonal form of any constitution, e.g. into that consisting of N eigen-
blocks E
(m×m)
1 , E
(s×s)
2 , E
(p×p)
3 ...E
(t×t)
N of arbitrary dimensions m, s, p, ..t, whatever
the total number of electrons. Given that our system is additionally representable
by N weakly interacting subsets of corresponding dimensions {Φ1}, {Φ2}, {Φ3}...
{ΦN}, the above-described perturbative way of solution also seems to be accord-
ingly generalizable. It is also obvious that transformations of this type may serve as
intermediate steps in the way of diagonalization of the matrix H, i.e. as additional
procedures inside the canonical one-electron problem.
To clarify what is the good of this extra expenditure, let us dwell on molecules
and/or molecular systems consisting of N weakly interacting subsystems. Let the
basis functions of individual subsystems to be included into separate subsets {Φ1},
{Φ2}, {Φ3}... {ΦN}. Suppose that the relevant total Hamiltonian matrix is trans-
formed into a block-diagonal form consisting of N eigenblocks E
(m×m)
1 , E
(s×s)
2 , E
(p×p)
3
...E
(t×t)
N of the appropriate dimensions. These eigenblocks then seem to coincide with
effective Hamiltonian matrices for separate subsystems influenced by the intersub-
system interaction. Moreover, elements of these matrices are likely to comply with
the rule (principle) of locality just owing to the perturbative nature of expressions
for eigenblocks. In this respect, a certain analogy may be expected between the ap-
proach under present discussion and the alternative way of dealing with eigenvalue
equations outlined in Section 3.
Let us now turn to illustrations of these rather abstract assertions. Let us con-
fine ourselves first to the simplest case of systems containing two weakly interacting
subsystems (N = 2). The initial Hamiltonian matrix of our system is then repre-
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sentable as shown in Eq.(5.4), except for the dimensions of blocks m and s being
now determined by sizes of subsystems instead of the total number of electrons. The
same evidently refers to dimensions of eigenblocks E
(m×m)
1 and E
(s×s)
2 being sought.
The block-diagonalization problem to be considered also coincides with that shown
in Eqs. (5.1) and (5.2). Thus, no more is now required as to supplement the solution
of Section 5 by expressions for eigenblocks. These are as follows [114]
E
(m×m)
1 =E(+) + T−
1
2
(RG+(1) + G(1)R
+)−1
2
(RG+(2) + G(2)R
+)− ...,
E
(s×s)
2 =− E(−) + Q+
1
2
(G+(1)R + R
+G(1))+
1
2
(G+(2)R + R
+G(2)) + ..., (13.1)
where terms of power series to within the third order inclusive are explicitly shown.
Matrices G(1) and G(2) coincide with those of Sections 5 and are conditioned by
Eq.(5.7) as previously.
As is seen from Eq.(13.1), the zero and first order members of the power series for
eigenblocks coincide with respective blocks of the matrix H of Eq.(5.4) referring to
subsets {Φ1} and {Φ2}. Thus, correspondence between the eigenblocks E(m×m)1 and
E
(s×s)
2 , on the one hand, and subsystems of our system, on the other hand, is beyond
any doubt. At the same time, the eigenblocks imbibe the intersubsystem interac-
tion as the second and third order terms of the same expressions indicate. Hence,
matrices E
(m×m)
1 and E
(s×s)
2 are nothing more than those of effective Hamiltonians
of subsystems in accordance with our above statement. Furthermore, expressions of
Eq.(13.1) resemble those for diagonal blocks of the CBO matrix P (see Eq. (6.3))
in the sense that products of matrices of intersubset interaction of lower orders, i.e.
R,G(1),G(2), etc. are present there. Thus, elements of the eigenblocks E
(m×m)
1 and
E
(s×s)
2 seem to comply with the rules of additivity and transferability along with
that of locality as it was the case with occupation numbers of basis orbitals and
bond orders between the latter (Section 6). To demonstrate these peculiarities of
eigenblocks in a more detail, let us turn to the case of diagonal zero order Hamil-
tonian matrices as shown in Eq.(5.12) and referring to fragmentary systems. Let
us also assume that one-electron energies are uniform inside individual subsystems
and coincide with certain constants ε(0)1 and ε(0)2 as it was the case with simple
homogeneous systems (Section 5). Furher, the energy reference point will be chosen
in the middle of the intersubsystem energy gap. Consequently, matrices G(1) and
G(2) are expressible in terms of entire blocks of the first order Hamiltonian matrix
as shown in Eq.(5.15). The same then accordingly refers to eigenblocks E
(m×m)
1 and
E
(s×s)
2 . As for instance, we obtain
E
(m×m)
1 =ε(0)1I + T+
1
ε(0)1 + ε(0)2
RR+ +
1
(ε(0)1 + ε(0)2)2
[RQR+−
− 1
2
(RR+T + TRR+)] + ... (13.2)
instead of the first relation of Eq.(13.1). As a result, diagonal and off-diagonal
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elements of the first eigenblock are as follows
E
(m×m)
1,ii =ε(0)1 + Tii +
1
ε(0)1 + ε(0)2
(2)∑
k
(Rik)
2 + ...
E
(m×m)
1,ij =Tij +
1
ε(0)1 + ε(0)2
(2)∑
k
RikRjk + ... (13.3)
and contain sums of various types of direct and of indirect interactions of orbitals
concerned, i.e. of ϕ1,i and ϕ1,j. In particular, the first order increment to the
element E
(m×m)
1,ij (i.e. Tij) represents the direct (through-space) interaction of the
above-mentioned orbitals, whilst the respective second order correction describes the
relevant indirect interaction, wherein orbitals of the second subsystem play the role
of mediators (sums over k embrace here the basis functions of the second subsystem
ϕ2,k). It is also seen that second order contributions to elements E
(m×m)
1,ii and E
(m×m)
1,ij
depend on increments of individual orbitals of the opposite subsystem in an additive
way [Accordingly, the third order increments contain sums over pairs of basis func-
tions, at least one of them belonging to the opposite subsystem]. If we recall here
the known extinction of resonance parameters when the distance between the rele-
vant basis orbitals grows (Section 5), elements of the effective Hamiltonian matrix
may be concluded to be determined mainly by that part of the second subsystem
which is attached to orbitals underlying the elements concerned (i.e. ϕ1,i and ϕ1,j).
Given that the above-specified local environments are similar, the relevant elements
of the eigenblock E
(m×m)
1 are transferable. Besides, analogous conclusions may be
drawn also in the case of non-uniform one-electron energies of basis functions, when
elements of matrices G(1) and G(2) are expressible as shown in Eqs.(5.13) and (5.14).
Therefore, the effective Hamiltonian matrices of separate subsystems are in line with
the principles of qualitative chemical thinking.
As the first specific example, let us consider the AMs B(GaCh) of chemical graphs
of alkanes in terms of atoms (Section 4). Diagonal elements of these matrices were
shown to coincide with 3 and 0 for carbon and hydrogen atoms, respectively. These
atoms will be now correspondingly regarded as the first and the second subsystem.
Accordingly, parameters ε(0)1 and ε(0)2 of Eq.(13.2) coincide with 3 and 0, respec-
tively. Further, the off-diagonal elements of the AMs B(GaCh) referring to both C-C
and C-H bonds were shown to take unit values. This implies the relevant elements
of matrices T and R to coincide with 1, whilst those of the matrix Q vanish owing
to absence of H-H bonds. Thus, the intersubsystem energy gap (vs. the relevant
interaction) coincides with 3 and seems to be sufficient for our illustrative purposes.
Equation (13.2) then yields the following formula for the eigenblock E
(m×m)
1 corre-
sponding to the C-skeleton of our alkane, viz.
E
(m×m)
1 = 3I + T+
1
3
RR+ − 1
18
[RR+T + TRR+] + ... (13.4)
It is seen that the influence of hydrogen atoms upon the AM of the C-skeleton
(3I + T) is described mainly by the second order term 1/3RR+. Off-diagonal el-
ements of this term vanish because two carbon atoms usually possess no common
hydrogen atoms in alkanes. Meanwhile, diagonal elements of the same correction
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are additive with respect to increments of the attached hydrogen atoms and thereby
are proportional to the relevant number of the latter. For example, 2/3 and 1 follow
from this term for internal and terminal carbon atoms of normal alkanes, respec-
tively. Thus, the terminal atoms prove to be characterized by elements of effective
Hamiltonian matrices of higher absolute values as compared to internal atoms. This
result seems to be in an excellent aggreement with that following from Eq.(3.8). To
make sure this is the case, we should recall here that the notation v of Eq.(3.8)
stands for the valency of the given carbon atom in the reduced graph Ga∗ch. For in-
ternal and terminal carbon atoms of normal alkanes, these valencies equal to 2 and
1, respectively. Further, the energy variable ε may be approximately replaced by
3. The second term of Eq.(3.8) then also correspondingly yields corrections 2/3
and 1. Thus, parallelism between the results of Section 3 and those of the present
approach is beyond any doubt. It should be emphasized here, however, that a direct
application of Eq.(13.2) to the AMs A(GbCh) of graphs of alkanes in terms of bonds
(GbCh) is hardly possible because the requirements of the perturbation theory are not
met in this case. Hence, the overall scope of applicability of the present procedure
seems to be narrower as compared to that of the alternative approach of Section
3. Again, Eq.(13.1) provides us with energy-variable- independent expressions for
characteristics under interest in contrast to formulae of Section 3.
Our second example belongs to regular quasi-one- dimensional systems defined
in Section 3, i.e. to chains of cyclic constitution characterized by translational sym-
metry. Several chains of this type have been considered in Ref.[115]. Let us confine
ourselves here to a regular chain of N uniform atoms each of them contributing two
AOs of the s type (e.g. ns = 1s and n′s = 2s) separated by a substantial energy gap.
The overall chain may be then considered as consisting of two weakly- interacting
translationally- symmetric subchains embracing the ns ans n′s AOs, respectively.
The first step of our analysis coincides with transforming the relevant initial Hamil-
tonian matrix into a block-diagonal form containing two eigenblocks E
(N×N)
1 and
E
(N×N)
2 that is equivalent to a direct application of Eq.(13.2) in practice. Thus, we
actually start with taking into account the intersubchain interactions. The transla-
tional symmetry is automatically preserved during this step and is dealt with later
as described below. Hence, the present approach also proves to be an alternative to
the standard solid state theory as it was the case with that of Section 3.
Given that the energy reference point is chosen in the middle of the above-
mentioned gap and the latter coincides with the double negative energy unit, el-
ements of the resulting effective Hamiltonian matrices E
(N×N)
1 and E
(N×N)
2 are uni-
form over the subchains and take the form [115]
E
(N×N)
1,ij =(1 + β
2 +
1
2
γ2)δij + (σ + βγ)(δi,j+1 + δi,j−1) +
1
2
β2(δi,j+2 + δi,j−2) + ...
E
(N×N)
2,ij =− (1 + β2 +
1
2
γ2)δij + (ω − βγ)(δi,j+1 + δi,j−1)− 1
2
β2(δi,j+2 + δi,j−2) + ...
(13.5)
where ω, σ, β and γ are resonance parameters of different types [ω and σ correspond-
ingly stand for resonance parameters between the neighboring pairs of AOs inside
the first and the second subchain, whilst γ and β are intersubchain parameters inside
a single atom and for a neighboring pair of atoms, respectively]. The influence of the
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intersubchain interaction upon the intrasubchain Hamiltonian matrix elements may
be easily seen from Eq.(13.5). Thus, one-electron energies of the ns AOs become
increased by
∆ = β2 +
1
2
γ2 (13.6)
under influence of the n′s AOs, whereas those of the n′s AOs are decreased accord-
ingly. This correction originates from the second order term of Eqs.(13.2) and/or
(13.3) and describes the indirect self-interaction of the ns(n′s) AOs. Furthermore,
the interactions between the first-neighboring AOs of the first subchain becomes
increased by βγ owing to the indirect interaction of these AOs by means of the
nearest AOs of the second subchain. The most important peculiarity of elements
E
(N×N)
1,ij and E
(N×N)
2,ij , however, consists in the emergence of new effective interactions
between the second-neighboring pairs of AOs of the first (second) subchain under
influence of the second (first) one. Basis orbitals of the opposite subchain situated
in between the interacting AOs play the role of mediators in this case. Effective
parameters of these new interactions coincide with ±1/2β2. [It deserves mentioning
here that third and subsequent members of the same power series give birth to new
interactions between pairs of more remote AOs that are not exhibited explicitly in
Eq.(13.5). The main reason for that consists in their relatively small absolute val-
ues (the effective parameters accordingly depend upon products of three and more
parent resonance parameters)].
If we recall now the overall block-diagonal constitution of the transformed Hamil-
tonian matrix (that contains the eigenblocks E
(N×N)
1 and E
(N×N)
2 in its diagonal po-
sitions), we may conclude our initial chain to be partitioned into two non-interacting
chains of regular and rather simple constitutions that may be subsequently studied
separately and independently.
To this end, the well-known methods of obtaining the dispersion relations for
simple chains may be applied. After employment of terms of the solid state theory
[39-41] (i.e. of k and a defined in Section 3), the final dispersion relations for the
relevant two energy bands are as follows
ε1(k) =(1 + ∆)δij + 2(σ + βγ) cos(ka) + β
2 cos(2ka) + ...
ε2(k) =− (1 + ∆)δij + 2(ω − βγ) cos(ka)− β2 cos(2ka) + ... (13.7)
Similarity of these relations to those of Eqs.(3.10) and (3.11) is obvious. Moreover,
an evident interelation between separate terms of Eqs.(13.5) and (13.7) along with
the above-discussed local nature of the former allows an interpretation of individual
additive components of dispersion relations of Eq.(13.7) in terms of local structure.
Thus, the first k− independent terms of these relations originate from effective
energies of AOs determined by parameter ∆ of Eq.(13.6). Similarly, coefficients
of the cos(ka)− like terms are related to effective interactions between the first-
neighboring AOs. Finally, the ”weights” of the cos(2ka)− like increments depend
on the relative value of the new effective interaction between the second- neighboring
AOs. These terms were shown to determine significant changes of the final dispersion
curves as compared to the simple cos(ka)−like shape. Hence, the above-concluded
parallelism between the results of Section 3 and those of the present procedure is
now supported by another example. Besides, some simple chains have been found
in Ref.[115], when both approaches yield coinciding results.
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The third important specific example may be found in Ref.[114]. The model stud-
ied there embraces molecules and molecular systems described by a general formula
A-(X)n-B, where A and B stand for some terminal functional groups and -(X)n- is
a bridge usually consisting of a certain number of similar elementary units X. The
effective interaction between groups A and B was the principal characteristic under
interest. In this connection, the terminal groups and the bridge have been consid-
ered as separate subsystems. Moreover, each terminal fragment has been represented
by a single orbital for simplicity. As a result, the only off-diagonal element of the
eigenblock E
(2×2)
1 has been expected to represent the effective interaction concerned.
Besides, the functional groups A and B were assumed to be generally dissimilar so
that the overall model served to illustrate the case of non-uniform zero order one-
electron energies inside subsets. Explicit algebraic expressions have been derived
and analyzed for the above-described decisive matrix element to within the fourth
order members of power series inclusive. Additive nature of the effective interac-
tion between groups A and B has been demonstrated. The direct (through-space)
interaction between the orbitals concerned and various types of the relevant indi-
rect (bridge-assisted) interactions proved to be among additive components here. In
other words, the effective interaction energy has been established to contain sums
of increments, each of them corresponding to a certain pathway through the bridge
from one terminal group to another. In this respect, a certain analogy reveals itself
between the present approach and the so-called partitioning technique [1]. A more
detailed discussion of this point may be found in Ref.[114].
Let us return again to the case of systems consisting of an arbitrary number of
weakly-interacting subsystems and/or of subsets. A general form of the perturba-
tion theory (PT) suitable for solution of the relevant block-diagonalization problem
has been developed in Ref.[53-55]. Comparison of this new PT to the standard
Rayleigh-Schro¨dinger PT (RSPT) [2, 116, 117] showed that we actually have to do
with passing from the usual one-dimensional Hamiltonian matrix elements to mul-
tidimensional parameters (i.e. submatrices) . Since commutative quantities become
replaced by non-commutative ones in this case, the new PT has been called the non-
commutative Rayleigh-Schro¨dinger PT (NCRSPT). Peculiarities of this alternative
PT vs. the standard RSPT has been discussed in Ref.[55] in a detail. Let us confine
ourselves here to properties of eigenblocks Ei(i = 1, 2...N).
Let us assume the initial Hamiltonian matrix H to consist of a certain zero order
member H(0) [being a direct sum of N non-zero blocks E(0)i(i = 1, 2...N) ] and of a
first order (perturbation) term denoted by V as usual. The ith eigenblock Ei takes
then the following form [115]
Ei = E(0)i + Vii +
1
2
∑
j
(1− δij)(V+jiC(1)ji + C(1)+ji Vji) + ... (13.8)
where the sum over j embraces here all the subsets of basis functions. Notations
C
(1)
ji , in turn, are used for blocks of the first order member C
(1) of the power series
for the transformation matrix C as it was the case in Eq.(5.5). These blocks are
conditioned by matrix equations like that of Eq.(5.7) as previously. If we recall
that G(1) of Eq.(13.1) coincides with C
(1)
12 (see Eq.(5.6)), the new formula (13.8)
proves to be a direct generalization of Eq.(13.1) to the case of an arbitrary number
of subsystems.
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In this context, comparison of the present approach to the so-called PMO theory
[23] also deserves attention. Let us start with a brief specifying of the latter.
Traditional ways of investigation of systems consisting of weakly interacting sub-
systems are based on application of the quasi-degenerate RSPT [2, 116, 117]. The
overall treatment then starts with diagonalization of the intrasubsystem blocks of
the initial Hamiltonian matrix, whilst taking into account the intersubsystem (in-
tersubset) interaction makes up the second step. This procedure actually implies
passing to the basis of delocalized (canonical) MOs of isolated subsystems from the
very outset of solving the problem and a subsequent regard for interaction between
these MOs. Just this approach is usually referred to as the PMO theory [23]. It is
evident that application of the NCRSPT offers us a possibility of an opposite order
of operations versus that of the PMO theory. Indeed, the intersubsystem interac-
tions are taken into account by means of an initial block-diagonalization procedure,
i.e. before regard fot the intrasubsystem ones. Thereupon, the eigenblocks obtained
may be diagonalized as usual.
Before finishing this Section, let us return to comparison of the present alternative
approach to that of Section 3 and summarize their similarities and differencies. First,
both alternative ways of dealing with secular equations are based on an inverted
order of the principal operations vs. the usual one. Second, both approaches comply
with the classical principles of the qualitative chemical thinking, i.e. with those of
locality, additivity and trasferability. Significant differences between these approches
also deserve mentioning. First, the eigenvalue- dependent effective Hamiltonian
matrices of Section 3 describe the whole system under study and not its separate
subsystems. Second, quite extended fragments of the system and not separate AOs
correspond to diagonal elements of matrices of Section 3. Finally, no conditions of
perturbative nature have been imposed when using the approach of Section 3 in
contrast to the present one.
14 Conclusions
The principal achievements of above-overviewed studies are as follows:
1. Common quantum-chemical (algebraic) problems are formulated for extended
classes of molecules in analogy with the classical chemistry, where a class of com-
pounds is considered as a single object. The new problems coincide either with
eigenblock equations for the relevant common Hamiltonian matrices or with com-
mutation equations determining the one-electron density matrices and thereby find
themselves beyond the usual secular (eigenvalue) problems for Hamiltonian matrices
of individual compounds. Again, an eigenblock equation is shown to be a general-
ization of an eigenvalue equation for a definite two-dimensional matrix, wherein
multidimensional (non-commutative) quantities (submatrices) play the role of the
usual matrix elements. Accordingly, general solutions of these newly-formulated
problems are obtained in terms of entire submatrices of the common Hamiltonian
matrix of the given class of molecules without specifying either the structures or
dimensions of these submatrices.
2. Formations of numerous fundamental quantum-chemical characteristics of
molecules are shown to be governed by rules of qualitative chemical thinking, viz.
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additivity, transferability and locality. This refers not only to traditionally ”semi-
classical” characteristics (e.g. total energies, dipole moments, etc.), but also to
such ”purely quantum-mechanical” quantities as one-electron spectra and canonical
MOs. In particular, dispersion relations representing one-electron energy bands of
regular quasi-one- dimensional systems are shown to consist of a few additive com-
ponents, each of them being interpretable in terms of specific peculiarities of local
constitutions.
3. Quantum-chemical and thereby algebraic analogues are constructed for nu-
merous qualitative chemical concepts including different roles of the reaction center
and of its neighbourhoods in chemical processes, the Lewis perspective on chemi-
cal reactions (cf. the so-called ”curly arrow chemistry”) and others. Accordingly,
some known intuition-based verbal relations now acquire rigorous algebraic forms,
e.g. the relation between charge redistribution, delocalization and stabilization, the
relation between peculiarities of the inductive effect and the extent of delocalization
of electrons in the parent hydrocarbon, etc.
4. Scopes of applicability of some classical concepts and/or models are explored
and conditions of their validity are formulated explicitly. This primarily refers to
various local and semilocal models of chemical reactions, as well as to models based
on the ”curly arrow chemistry”. Moreover, the above-mentioned intuition-based
relations also are shown to be of a limited validity.
5. A great cognitive potential of quasi-classical alternatives under developement is
demonstrated by defining new generalities and by introducing new concepts and/or
rules. Universal environment- determined intrafragmental effects (such as homo- and
heterolytic predissociation of bonds) and recently-defined classes of fragmentary and
homogeneous molecules may be mentioned as examples of new generalities. Again,
the newly- introduced rules may be exemplified by the common selection rule for
organic reactions in terms of signs of direct and indirect interorbital interactions.
Novel applications of the classical concepts in the ”purely quantum-mechanical”
fields also may be added here, e.g. interpretation of one-electron spectra in terms
of peculiarities of the relevant chemical formulae (molecular graphs).
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