Abstract. We present an new angle on the introduction of the homotopy-analysis method of Liao [6] . The homotopy-analysis method is then applied to produce a series solution of the Blasius problem in two different ways and comparison made with the work of Wang [7] , Hashim [5] and Ahmad [3] . A standard (Aitken [2]) acceleration technique is applied to improve the main results of the analysis.
Introduction
There has arisen, in recent years, a number of methods of approach to the solution of non-linear differential equations. Of these methods the decomposition method (DM), associated with the name of G. Adomian [1] , and the homotopy-analysis method (HAM), developed in its current form by S.J. Liao [6] , have proven both enduring (popular) and successful. The general method of approach of the DM is well described in Adomian's monograph [1] and the relationship between the DM and the HAM is addressed in Liao's book [6] . In what follows, we will review the relationship between the HAM and the DM from a somewhat different angle than usual, by re-deriving the standard solution algorithm (see equations (6) (1) to recover, in Section 2, the HAM.
Once we have recovered the HAM, we use the solution algorithm to reconsider a certain power-series solution to the Blasius equation. We tackle this problem in two ways: as an iterative solution in Section 3 and, more directly, as an assumed power-series solution in Section 4. This brings us into immediate contact with the work of Wang [7] and Hashim [5] -the iterative solution -and Ahmad [3] -the assumed power-series solution.
The treatment presented here is different from both that of Wang and Hashimthe basic equation is treated differently -and Ahmad -the derivation is new. Further, the refined determination of the critical parameter (see equation (17) below) in the solution of the Blasius problem, an unknown initial condition, is treated differently, with the standard Aitkin sequence-acceleration technique being used to advance the convergence of a derived sequence of values converging on this initial condition. The form of the solution to the Blasius problem-a power-series and a sequence of real numbers -facilitates comparison with previous work.
Reviewing the Homotopy-Analysis Algorithm
We begin by assuming that we wish to solve the (generally) non-linear differential equation
(the operator N is in general a non-linear operator) to find the unknown function , ), ( u Ω ∈ r r subject to given boundary conditions, as an infinite series of functions of the form
The problem becomes, now, the determination of the functions .
by simple multiplication by rewriting the original equation as
and, in addition, we impose a linear term to both sides of the scaled equation, thus
Remarks on homotopy-analysis method
where ) ( u 0 r satisfies the boundary conditions and the linear operator L is restrained by
It is to the modified equation (5) that we now apply Adomian's methodology [1] . First, an ordering parameter, , λ is introduced, with the equation being written now as
(which, as we see presently, is directly related Liao's homotopy-analysis approach [6] ) and the solution, ), ( u r is expressed as a formal power series in λ of the form
Next, we substitute the formal power series into the parameterised equation, (7),
It is now possible to produce an iterative process, to determine the ), ( u k r from this last relation as follows. Differentiate through the above equation 1 n + times with respect to , λ divide through by )! 1 n ( + and set , 0
is a so-called Adomian polynomial [1] . The basic equations, (6) and (7), are simply a form of the homotopy-analysis approach of Liao [6] . Indeed, if we combine (6) and (7) and re-arrange them slightly, we end up with
which is essentially the basic starting point of Liao's method [6[, along with equation (8). Indeed, from (12) and (8), we see that with 0 = λ we get
while with 1 = λ we regain the original equation, that is, equation (2), the basic idea of the homotopy method. Strangely enough, in this approach to the topic, this is now a (micro-) theorem!
The algorithm described by equations (6) to (11), then, is just Liao's homotopy-analysis approach [6] . Clearly, we are free to choose the linear operator L and the 'convenience function' ), (r ε subject to the above limitations on ), ( u 0 r and it is this flexibility that we should try to take advantage of in applications. To see this more clearly, we attack a standard benchmark problem, in the form of the Blasius equation [4] .
The Blasius Equation
As a 'benchmark' example of the method, we consider the Blasius equation [4] 
with the boundary conditions
Using the Crocco-Wang substitutions (see Wang [7] )
the Blasius boundary value problem transforms into (the dashes denote differentiation with respect to x)
which is a (singular) boundary value problem of reduced order. Further, from ,
with 'a' an unknown initial condition (to be determined below) for the original Blasius problem. The methodology behind the solution process is now straightforward [7] . First, we solve the initial value problem
To get a solution in terms of the unknown constant 'a'. Then, we determine the constant 'a' by applying the remaining boundary condition,
with the corresponding initial conditions
and the assumed solution becomes It is necessary, then, to identify the missing initial condition
This is achieved [7] by applying the second boundary condition, , 0 ) 1 ( y = to our approximate solution to obtain a polynomial equation for 'a'. The result of applying the condition , 0 ) 1 ( y = at each level of approximation, is a slowly converging sequence of values of 'a', presented in Table 1 . On applying the standard Aitken acceleration technique to the sequence of values of 'a', we get an 'improved' value of 'a' as
468554
. 0 a ≈ is a difference of about % 22 . 0 − from the 'accepted' value of 0.469600.
Hashim [5] , improving on the original work of Wang [7] , has solved equation (18) 
for its solution. In fact, the power-series expansion gives identical results to the 'Adomian approach' of section 2 above (which is hardly surprising). Continuing the power-series expansion calculations up to , x 246 we find an 'a' value of 10 0.46930340 a ≈ or, just over 0.6% difference from the 'accepted' value of 0.469600. Again, we may 'accelerate' the sequence of 'a' values if required, however, Ahmad [3] has taken the series solution well beyond 246 x and we refer to Ahmad's Table 1 for further refinement of the value of 'a' [3] .
Ahmad [3] makes a number of points that emerge from the series solution to the transformed Blasius problem. First, after the first two terms, the series progresses in powers of three. This leads to a general expression for the equation evaluating 'a', that is (in our notation) 
Final Remarks
The approach to the HAM and the classical Blasius problem presented here, differs in a number of ways from previous authors undertakings [3, 5, 6, 7] . First, the development of the HAM is presented as a matter of basic arithmetic, with the insertion of the convenience parameter, , ε and the linear operator, , L being purely a matter of multiplication and addition. Secondly, the manner in which the convenience parameter, , ε has been utilised differs from its previous interpretation as a convergence factor [6] . It is this difference in interpretation of the convenience parameter, , ε that has enabled us first to apply the HAM to the Blasius problem developed as (18) -directly and not after a rewrite as (28) -and then to achieve a simplification with the power-series method, having circumvented the step of multiplying two infinite series together that would otherwise have arisen, as in Ahmad's approach [3] . Thirdly, the resultssummarized in Table 1 suggest that the Aitkin method [2] used to accelerating the 'a'-sequence as well as being arithmetically straightforward also looks to be reasonably successful, certainly over the range of values studied here. 
