Background: Uterine cancer, also known as endometrial cancer, can seriously affect the female reproductive organs, and histopathological image analysis is the gold standard for diagnosing endometrial cancer. Computer-aided diagnosis (CADx) approaches based on traditional machine learning algorithms have been proposed to assist pathologists in interpreting histopathological images efficiently. However, due to the limited capability of modeling the complicated relationships between histopathological images and their interpretations, these CADx approaches often failed to achieve satisfying results. Methods: In this study, we developed a CADx approach using a convolutional neural network (CNN) and attention mechanisms, called HIENet. Because HIENet used the attention mechanisms and feature map visualization techniques, it can provide pathologists better interpretability of diagnoses by highlighting the histopathological correlations of local (pixel-level) image features to morphological characteristics of endometrial tissue. We then evaluated the classification performance of HIENet in ten-fold cross-validation on ~3,300 hematoxylin and eosin (H&E) images (collected from ~500 endometrial specimens from October 2017 to August 2018) and external validation on additional 200 H&E images (collected from 50 randomly-selected female patients during the first quarter of 2019). Results: In the ten-fold cross-validation process, the CADx approach achieved a 76.91 ± 1.17% (mean ± s. d.) classification accuracy for four classes of endometrial tissue, namely normal endometrium, endometrial polyp, endometrial hyperplasia, and endometrial adenocarcinoma. Also, HIENet achieved an area-under-the-curve (AUC) of 0.9579 ± 0.0103 with an 81.04 ± 3.87% sensitivity and 94.78 ± 0.87% specificity in a binary classification task that detected endometrioid adenocarcinoma ("Malignant"). Besides, in the external validation process, the CADx approach
Introduction
Cancer of the uterine corpus (or corpus uteri), also called uterine cancer (as opposed to cervical cancer), was the sixth most frequently diagnosed cancer among women worldwide, with an estimated 319,600 diagnosed new cases in 2012 [1] . Endometrial cancer, which arises from the endometrium of the uterus, is the most common form of uterine cancer. Therefore, endometrial cancer is sometimes known as uterine cancer in a general sense. Incidence and mortality rates for endometrial cancer in females are higher in developed countries, and the incidence rate is increasing [2] . According to a report released by the American Cancer Society in 2018 [3] , endometrial cancer is the fourth most common cancer overall in the United States, accounting for 7% of all new cancer diagnoses in women. In general, if endometrial lesions can be detected early using commonly-used clinical screening and detection techniques (for example, transvaginal ultrasound [4] , hysteroscopy [5] , and hysterosalpingography [6] ), the treatment outcome will be favorable. Moreover, the five-year survival rate for endometrial cancer after undergoing appropriate treatment is over 80% [7] .
Since computer-aided diagnosis (CADx), also known as computer-aided detection (CADe), can assist doctors in efficiently analyzing and evaluating a vast number of medical images like ultrasound images and X-rays, it has been used in the radiologic diagnosis of some common cancers, including breast cancer [8] , lung cancer [9] , and colon cancer [10] , in clinical environments. In recent years, a few researchers also developed CADx systems that were able to process hysteroscopic [11, 12] , ultrasound [13, 14] , magnetic resonance [15] , and histological images [16] for early detection of endometrial cancer. However, due to the small size of training samples and limited capability of feature extraction (that is to say, heavy dependence on handcrafted image features), these CADx systems failed to achieve an adequate level of overall performance. For example, Neofytou et al. [12] developed a support vector machine (SVM) classification model (or called an SVM classifier) with statistical and gray-level difference statistics (GLDS) features, but only obtained an 81% accuracy on a dataset of 516 regions of interest.
Deep learning [17] , one of the most exciting recent advances in machine learning, has made considerable success in many real-world applications like image recognition [18] , playing the game of Go [19] , and machine translation [20] . Besides, it has achieved a breakthrough in the digital image-based identification of some specific cancers or rare diseases, such as diabetic retinopathy [21, 24] , congenital cataract [22] , skin cancer [23] , and bacterial and viral pneumonia [24] , showing human expert-levels of performance in the classification of diseases. Thus, the combination of CADx and deep learning has great potential to improve further the efficacy of traditional CADx systems for endometrial cancer using big data in clinical imaging.
In addition to the potential applications in radiology, other critical future applications include research fields such as pathology, especially in digital pathology based on whole-slide imaging [25] and artificial intelligence (AI). As we know, endometrial biopsy [26] with histopathological confirmation is the gold standard for diagnosing endometrial cancer [27] . Also, understanding the histopathology of endometrial cancer at the cellular level is currently recognized as the most reliable diagnosis of the disease. The demand for such applications in pathology is exploding [28] because the dearth of pathologies has become a real bottleneck to efficient, accurate, and convenient medical care in most of the developing countries in the world. For example, according to the Chinese Pathologist Association, China, as a country with a population of 1.4 billion, has only 20,000 licensed pathologists -about the same number as the United States. As a result, most pathologists in these countries are overworked and forced to examine histological sections of stained endometrial specimens as quickly as possible, which sometimes leads to reports of conflicting results or even an incorrect result. The status quo would be changed by digital pathology with the advent of deep learning that will be used to classify digitized pathology slides automatically -similar to the recent successful works in radiology for diabetic retinopathy, lung cancer, breast cancer and so on [29] .
The purpose of this study is to develop a CADx approach based on deep learning to assist pathologists in efficiently evaluating histological images from endometrial tissue samples stained with hematoxylin and eosin (H&E). In addition to accurate image classification, we attempt to provide diagnostic interpretability (that is, histopathological correlation of different types of endometrial tissues with H&E image features extracted by our CADx approach) for pathologists to interpret and analyze H&E images effectively. Therefore, we expect our work may help improve the efficiency and productivity of pathologists in diagnosing endometrial diseases.
Materials and Methods

Sample collection
The Institutional Review Board of the Third Affiliated Hospital of Zhengzhou University approved this study. Selected female patients who were treated at the Third Affiliated Hospital of Zhengzhou University from October 2017 to August 2018 participated in the study with informed consents. Fresh endometrial specimens were collected via hysteroscopic surgery or hysterectomy, and none of the patients underwent hormone therapy, radiotherapy, or chemotherapy before surgery. Eventually, we obtained 498 endometrial tissue samples from these patients without collecting their personal information.
Sample preparation
The entire procedure follows a standard protocol of histological reporting of endometrial cancer released by the Royal College of Pathologists (https://www.rcpath.org). Fixation is the first step to prepare a standard sample of endometrial tissue for light microscopy. Fresh endometrial specimens were promptly fixed in 10% neutral buffered formalin at room temperature for 18-24 hours. The second step is dehydration, which removes water from formalin-fixed specimens by immersing them in a series of alcohol solutions of increasing alcoholic concentration [30] . After clearing the dehydrated specimens with organic solvents, the third step in sample preparation is embedding them in melted paraffin. Once cooled, each paraffin-embedded block (1.5 x 1.5 x 0.3 cm 3 ) was sectioned into serial four μm slices, each of which was then placed onto a slide with albumin. The fourth step of staining begins after the dissolution of the paraffin. Histological slides of endometrial tissue were stained with H&E, which is the most frequently used stain in medical diagnosis [31] . Eventually, three skilled pathologists with more than ten years of experience in pathology examined the histological slides under light microscopy and selected representative H&E slides with diagnostic results which were made unanimously.
Digital imaging
By using a Mixotic scanner, these selected H&E slides were scanned into high-resolution digital images that were captured at 10x or 20x magnification. To facilitate medical image analysis using deep learning algorithms, we saved the digital images in a file format of the joint photographic experts group (JPEG).
Histopathological image processing
For each digital image obtained, we further extracted histopathological images (640 x 480 pixels) of a lesion or a healthy tissue from the original whole-slide image using Olympus ImageView. Besides, each digital histopathological image was marked with a class label derived from the corresponding diagnosis (see the taxonomy of digital histopathological image labels). Postoperative pathology reports demonstrated that there were four fine-grained classes of endometrial tissue, namely the (normal) endometrium within a regular menstrual cycle, endometrial polyp, endometrial hyperplasia, and endometrial adenocarcinoma. As described in 
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Here, p (short for "patience") represents the number of epochs in a training process. If no improvement in classification accuracy on training data is achieved for p epochs, the learning rate will be reduced.
As a widely-used class of deep learning algorithms, convolutional neural networks (CNNs) have proven to be successful in the field of biomedical imaging. To compare the performance of various deep learning algorithms on the experimental dataset, we trained four different classifiers using four commonly-used CNNs, namely AlexNet [32] , VGG-16 [33] , InceptionV3 [34] , and ResNet-50 [35] . Note that these classifiers were trained end to end with different hyper-parameters. As with some previous studies [36] , we took advantage of pre-trained weights on a subset of the ImageNet dataset [37] to fine-tune the four classifiers. Table 2 presents the basic configuration settings for them.
HIENet
In this study, we proposed a skillfully-designed network structure, entitled HIENet, to perform classification tasks for histopathological images of the endometrium. Fig. 1a presents the overall architecture of HIENet. HIENet is designed based on a backbone network of VGG-16 and introduces two essential blocks built with the visual attention mechanism [39] . HIENet shares the same configuration setting as VGG-16. For each input image, the backbone of HIENet extracts its image features and outputs a feature map represented by a three-dimensional (3-D) matrix. The two blocks of HIENet, namely Position Attention and Channel Attention, take the feature map as an input and then produce two new feature maps of equal size. After concatenating the new feature maps and the original one into a bigger feature map, global average pooling (GAP) and flattening operations are applied to it separately to generate two new feature vectors. Then, three consecutive fully-connected layers process the concatenation of the two feature vectors. At last, the softmax function of HIENet calculates a probability distribution over four predicted output classes. The Position Attention block (see Fig. 1b ) introduces a self-attention mechanism, that is, non-local operation [40] , to capture the relationships (more specifically, context relations) between different local areas in the input image. Recent studies [41] - [43] have demonstrated that such a type of information can improve the effects of semantic segmentation using CNNs. As mentioned above, this block takes the original feature map extracted by the backbone as an input. Three convolutional layers are trained to learn different context relations in the original feature map in parallel. Reshaping, activation, max pooling (MP), and matrix multiplication operations are then employed to deal with the intermediate results of the three convolutional layers. A detailed calculation process of the non-local operation refers to Appendix S2. Finally, the last convolutional layer outputs a new feature map that contains the context relations between local features extracted by the backbone.
The primary goal of the Channel Attention block (see Fig. 1c ) is to learn the channel-wise attention, more specifically, the weights of channels. Previous studies [44] , [45] have proved that different channels of feature maps extracted by CNNs imply semantic information of varying degrees of importance. Therefore, it is helpful to achieve better image classification results by leveraging such a type of information. First of all, the channel weights of the original feature map are initialized by a GAP operation. Then, two consecutive fully-connected layers are trained to learn new weights for those original features. At last, a new feature map is generated by 
Image processing for model training
To leverage the global information of each histopathological image, we used the whole image as an input to these CNN-based classifiers. At first, each input image was resized to 224 x 224 pixels (299 x 299 pixels for InceptionV3) to meet the size requirement of CNNs. Then, we utilized a commonly-used data normalization method, the standard score (also called z-score), to normalize the input images. During the training process, a random data augmentation (that is, the probability of horizontal or vertical flip is 50%) process was applied to each of the training images to provide rich information for the CNN-based classifiers. Besides, we used the batch normalization (BN) method [46] to normalize layer inputs.
Evaluation methods
Our evaluation of the five CNN-based classifiers' classification results used the ten-fold cross-validation method [47] . The experimental dataset was randomly partitioned into ten equal-sized subsamples, one of which was used for testing and the remaining nine subsamples for training each time. The cross-validation process was repeated ten times, with each of the ten subsamples used only once as test data. We then averaged the ten results as an overall evaluation.
To compare the difference between human and machine in image classification, three experienced pathologists (Investigators 1, 2, and 3) who were associate chief physicians from the Department of Pathology in the Third Affiliated Hospital of Zhengzhou University participated in this study. Our evaluation of the three experts' classification results used a two-step method including pre-testing and blinded-testing. Each investigator was required to make a diagnosis for each of the 50 images in the same pre-testing dataset. After the diagnosis was made, we provided instant feedback with ground truth to each investigator to help the investigator identify these digital histopathological images. The pre-testing process was repeated until each investigator was ready for the final test. Finally, the three investigators performed a blinded test and evaluated 100 label-free images (that is, a subset of one subsample of the experimental dataset in the ten-fold cross-validation process) separately and independently. For both human and machine, the likelihood that an image belongs to a general class (that is, "Benign" or "Malignant") is inferred by summing up the probabilities over all the subclasses of the general class.
Evaluation metrics
We quantified evaluation results using three frequently-used metrics, namely accuracy, sensitivity, and specificity. Suppose TP, TN, FP, and FN represent true positives (classified as positive correctly), true negatives (classified as negative correctly), false positives (classified as positive incorrectly), and false negatives (classified as negative incorrectly), respectively, the three metrics are defined as follows.
Besides, we visualized the performance of the proposed HIENet and human experts using confusion matrices (also known as error matrices) [48] and receiver operating characteristic (ROC) curves [49] . In a confusion matrix, each row (or column) represents predicted results while each column (or row) represents actual classes, thus making it easy to see misclassification patterns made by them. A ROC curve is generated by plotting sensitivity against (1 -specificity) at various threshold settings. Also, the area under the ROC curve (AUC) was calculated to evaluate the performance of the five CNN-based classifiers in a binary classification task. Higher AUC values indicate better binary classification results.
Image feature visualization
In this study, two commonly-used visualization methods for feature maps were utilized to help pathologists understand and reason about the output of HIENet. We provided better interpretability of our approach via the correlation of pixel-level image features (that is, the concatenation of the three feature maps in Fig. 1a ) to histopathological interpretations. Springenberg et al. [50] proposed a method of guided backpropagation (GB), a new variant of the "deconvolution approach," which has been used to visualize image features learned by CNNs. We also used a class activation map (CAM) [51] that generated a heat map to highlight which regions in an image were relevant to the given class.
External Validation
A recent report by Kim et al. [52] found that only 31 out of 516 published studies on the diagnostic analysis of medical images using AI algorithms performed external validation. In addition to the internal validation based on ten-fold cross-validation, we collected a new dataset of histopathological images to test the generalizability and robustness of HIENet. This dataset used for external validation has a total number of 200 images, including 74 NE images, 12 EP images, 55 EH images, and 59 EA images (29.5%). They were collected from 50 randomly-selected Chinese female patients who had been examined at the Third Affiliated Hospital of Zhengzhou University during the first quarter of 2019. The dataset is available for research at https://github.com/ssea-lab/DL4ETI.
Code availability
Our experiments of image classification were performed on a Dell Precision workstation T5810 with one central processing unit (CPU, Intel Xeon E5-1620 v3, 3.5 GHz) and one graphics processing unit (GPU, NVIDIA GeForce GTX 1080, 8GB). 
Results
Comparison among different CNN-based classifiers We designed a four-class classification task and a binary classification task for the As shown in Table 3 , HIENet also performed the best in the binary classification task. HIENet achieved a 93.53 ± 0.81% accuracy and was slightly better than VGG-16. Generally speaking, the remaining three CNN-based classifiers worked well in the binary classification task because their AUC values were close to 0.9. It is worth noting that HIENet achieved an AUC value of 0.9579 ± 0.0103 with an 81.04 ± 3.87% sensitivity and 94.78 ± 0.87% specificity. In particular, the performance of HIENet was considerably better than those of the other four CNN-based classifiers regarding sensitivity. Moreover, Fig. 2 shows that the misclassification rate of HIENet for "Malignant" (including EA) was decreased by 15.09% compared with VGG-16. The first part presents seven cases that were correctly identified by HIENet but misclassified by the three investigators, the second part shows ten cases that all subjects failed, and the third part displays five cases that were correctly classified by the three investigators but wrongly identified by HIENet.
Comparison between HIENet and human experts
We then compared our CADx approach (HIENet) and three human experts in the two classification tasks and presented their classification results in Table 4 . In the four-class classification task, the three investigators achieved, on average, a 62.67% accuracy, which was ~14% lower than that of HIENet. Even for the best investigator (Investigator 1) with the highest accuracy value, the investigator's accuracy was ~6% lower than that of HIENet. Fig. 3 Fig. 4) , and the three investigators reported seven false positives in three cases.
As shown in Table 4 , in the binary classification task, HIENet's accuracy was ~5% higher than the average level of the three investigators. Compared with the best investigator (Investigator 2) with the highest accuracy value, HIENet's accuracy and sensitivity were ~1.5% and ~2% higher than those of the investigator, respectively. Also, HIENet's specificity was very close to the diagnostic level of the best investigator. Moreover, only nine "Benign" images (out of 276 images) were misclassified by HIENet as "Malignant," three of which refer to case numbers 38, 65, and 73 in Fig. 4 . The misclassification rate of HIENet for "Benign" (including NE, EP, and EH) was only 3.26%, suggesting that HIENet did have a stronger ability to reject "Benign" images without a condition correctly. Fig. 5 further depicts a ROC curve of HIENet with an AUC value of 0.9559 in the binary classification task. It is evident from Fig. 5 that HIENet outperformed two investigators who were denoted by solid (blue) circles lying below the (black cyan) ROC curve, and that HIENet and the remaining investigator were evenly matched in this classification task. Therefore, the average level of the three investigators, which was denoted by the (red) square, dropped below the ROC curve. Although HIENet achieved an AUC value of 0.9579 ± 0.0103, its sensitivity was ~8% lower than the average sensitivity of the three investigators due to a minimal number of EA images. The (black cyan) ROC curve denotes the performance of HIENet, each solid (blue) circle denotes the performance of a human expert, and the (red) square denotes the average level of the three human experts. Points above the diagonal with a dotted line indicate classification results better than random; that is, the AUC value is 0.5.
Besides these commonly-used evaluation metrics, we also provided two useful metrics, namely the positive predictive value (PPV) and negative predictive value (NPV), to evaluate the classification results. According to the last column in Table 4 , HIENet was indeed comparable to the three investigators regarding the average NPV value. Moreover, HIENet was far better than them in terms of the average PPV value. For example, the PPV value of HIENet was ~4% higher than that of the best investigator (Investigator 2). In summary, HIENet could provide diagnoses with accuracy comparable to and in some cases better than human experts in this classification task. The left H&E image showed a focus of an irregular shaped endometrial gland surrounded by loose endometrial stroma; moreover, the lumen of the gland appeared to have the "sawtooth" serrated contour. Both the BP map and CAM map captured the serrated contour of this gland. The H&E image in Fig. 6b demonstrates an example of NE in the follicular phase. Several simple tubular glands scattered in an orderly manner, and the density of the surrounding endometrial stroma was relatively uniform. The gland-to-stroma ratio was, overall, smaller than 1:1 due to stromal proliferation. It is evident from . 6b , there were thick-walled vessels (TWVs) in the fibrotic stroma, which is a morphological feature commonly found in EP [54] . In addition to the above characteristic, glandular architectural abnormality in the form of dilated glands with irregular shapes was also found in the H&E image in Fig. 6d . In general, the BP and CAM maps captured the collection of TWVs and the surrounding fibrotic stroma. In particular, the CAM map in Fig. 6d emphasized the cluster of blood vessels in a large polyp.
Visualization of pixel-level morphological features
EH, which is an abnormal glandular proliferation of the endometrium, has become a risk factor for the development or sometimes co-existence of endometrial cancer. Fig.  6e demonstrates an example of simple hyperplasia without atypia. The H&E image in Fig. 6e shows a focus of a dilated gland with marked cystic expansion, though its appearance looked normal. Besides, the gland-to-stroma ratio increased and was higher than the observed value in normal endometrium (see Fig. 6b ). Compared with the BP map, the CAM map had a more exceptional ability to highlight the above changes in the glandular lumen as well as in the endometrial stroma between the dilated gland and its lower-right neighbor. Besides, the H&E image in Fig. 6f displays an example of complex hyperplasia without atypia, showing crowding of glands that appeared disorganized and had luminal outpouching. It is evident from Fig. 6f that the CAM map emphasized such a structural alteration of glands, which is one of the primary morphological characteristics that distinguish complex from simple hyperplasia [55] . Fig. 6g and 6h present two examples of invasive endometrial cancer (more specifically, adenocarcinoma). Clear contours of individual glands appeared to be almost lost. Although the two well-differentiated endometrial tumor samples appeared on a background of complex hyperplasia, they were identified by the finding of "back-to-back" (B2B) glands with little intervening stroma. The CAM maps in Fig.  6g and 6h highlighted such a marked morphological feature of adenocarcinoma [56] .
External validation result
In the four-class classification and binary classification tasks, our CADx approach, HIENet, achieved 84.50% and 93.50% accuracy, respectively, on the dataset used for external validation. In particular, it achieved an AUC of 0.9829 (see Fig. 7c ) with a 77.97% (95% CI, 65.27%-87.71%) sensitivity and 100% (95% CI, 97.42%-100.00%) specificity. Moreover, PPV and NPV values reached 100% (95% CI, 92.29%-100.00%) and 91.56% (95% CI, 86.00%-95.43%), respectively. This classification result matches well with the overall performance of HIENet in the ten-fold cross-validation process. As shown in Fig. 7b , the misclassification rate of HIENet for "Benign" was zero, indicating that it was indeed able to identify H&E images of benign endometrial tissues correctly. 
Discussion
As we know, training a high-quality machine learning classifier for a specific cancer classification task via deep learning always requires a massive amount of labeled image data. Due to the high cost of the image annotation work in both time and effort, as well as the protection of patient privacy, there exist few datasets of endometrial images available to the public. For example, there are only two datasets of radiologic images for endometrial carcinoma on the website of the Cancer Imaging Archive (https://www.cancerimagingarchive.net), a public open-access database of medical images for cancer research. The shortage of labeled medical images is thus the primary challenge in endometrial image analysis using deep learning [29] . In this study, we spent one year collecting and annotating 3,500 H&E images of endometrial specimens. Although this dataset was small, our CADx approach (HIENet) performed well in both the ten-fold cross-validation for 3,300 images and the external validation for 200 images. We plan to collect more tissue samples of the endometrium in the future to enrich this dataset. The performance of HIENet (especially sensitivity) will, predictably, improve along with the increasing volume of labeled image data (especially of endometrial cancer images).
The biggest concern of this study is that HIENet had a relatively higher false negative rate than the three human experts. In particular, a few EA images had been misclassified by HIENet into EH (see Fig. 3a and Fig. 7a ). The main reasons are two-fold. First, as mentioned above, the number of EA and "Complex" EH images is insufficient to train HIENet to distinguish the difference between the two types of images precisely. Second, because all the H&E images in this dataset obtained under low magnification, HIENet had to identify different types of images without segmentation according to morphological characteristics. However, a few subtle features of EA need to be detected at the cellular level [54, 56] . Under these circumstances, the three human experts had more experience in utilizing only morphological characteristics to diagnose EA cases than our approach. As shown in Fig. 8 , our approach was confused by three EA images (see case numbers 0, 54, and 60 in Fig. 4 ) that have many irregular glands scattered in a disorderly manner. Also, the regions highlighted by HIENet were very different from those recognized by the three investigators. This result implies that our approach trained by a small-scale image dataset, in some cases, failed to capture certain subtle features that can distinguish similar morphological characteristics between EA and EH. Although the proposed CADx approach cannot be applied directly to the clinical environment, it has vast potential to be used in a man-machine collaboration pattern for grading diagnosis in endometrial diseases. This pattern will make full use of their respective advantages. HIENet can be trained as a binary classifier (denoted by HIENetBC) to screen out negative samples efficiently, as well as to provide suspected lesion areas in each possible positive sample image for pathologists. As shown in the last rows in Tables 3 and 4 , in the ten-fold cross-validation process, HIENetBC's sensitivity and specificity were increased by ~3.4% and ~3.4%, respectively, compared with those of HIENet. The former's PPV value was ~7.1% higher than that of the latter. Besides, in the external validation, HIENetBC achieved an AUC of 0. 9971 with an 86.44% sensitivity (95% CI, 75.02%-93.96%) and 100% specificity (95% CI, 97.42%-100.00%). Its sensitivity was ~8.5% higher than that of HIENet. Moreover, its PPV and NPV values reached 100% (95% CI, 92.29%-100.00%) and 94.63% (95% CI, 89.69%-97.65%), respectively. Confusion matrices of HIENetBC corresponding to Fig. 3e and Fig. 7b are shown in Appendix S4. Once HIENetBC generates a report of binary classification results, pathologists can quickly review the report and then focus on those possible positive samples. We expect that such an AI-enabled pattern could facilitate the diagnosis process of endometrial cancers and help increase the productivity of pathologists.
Our future work to realize this pattern in the clinical environment includes three aspects. First, we will collect more image data in volume and type to enrich this dataset. For example, this dataset does not contain any image of atypical endometrial hyperplasia, which is a premalignant condition of the endometrium. The enrichment of H&E images is useful for the accurate identification of more types of endometrial diseases. Second, we will design an interactive framework of human (more specifically, expert)-in-the-loop [57, 58] for HIENet. In this framework, our CADx approach collaborates with skilled pathologists and learns how they make a pathologic diagnosis on malignant endometrial lesions, which may help make HIENet both more effective and approachable. In some cases, HIENet needs to learn how to leverage human expert's feedback to correct its wrong decisions. Third, a few machine learning techniques, such as deep reinforcement learning [59] and transfer learning [60] , will be applied to HIENet to enhance the self-learning ability that can convert human expert's knowledge and skill into machine-readable representation and teach itself.
Conclusion
In summary, we developed a CADx approach to histopathological images of endometrial diseases using a convolutional neural network and attention mechanisms. The CADx approach, called HIENet, was shown to be effective for binary and multi-class classification tasks on a small-scale dataset composed of 3,500 H&E images in ten-fold cross-validation and external validation, demonstrating better classification accuracies than three associate chief physicians. By using attention mechanisms and a class activation map, HIENet can also identify and highlight morphological characteristics in H&E images to provide better interpretability (that is, histopathological correlation of pixel-level H&E image features) for pathologists. Considering the advantages mentioned above, HIENet holds the potential to be used in a human-machine collaboration pattern for grading diagnosis in endometrial diseases, which may help increase the productivity of pathologists. 
