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Abstract 
Several secondary flow correction models have been proposed in the literature to account for the 3d flow 
characteristics of secondary flow which is often lost in depth-averaged hydrodynamic model. In this paper two 
typical correction models are selected as representatives which are Lien (L) and Bernard (B) models. And one 
singular bend channel and one meandering channel are applied to evaluate their performances in flow simulation. 
The simulation results in water surface level and longitudinal velocity distributions across sections of L and B model 
are compared with that of traditional depth-averaged model with no correction (N model). The results show that the 
water surface level of B model is a bit higher than that of the other models in the two flumes. As for velocity 
simulation results, B model performs best by comparison with the other two models, especially when the channel 
bends become complex. B and L model mainly improves the velocity simulation results around the wall region. The 
velocity distributions of L model become irrational in flow simulation of the complex meandering channel. While B 
model works well in sharply curved channel and complex meandering channel. Therefore, B model is applicable for 
flow simulation in meandering channels. The analysis of the distribution of correction terms of B model demonstrate 
that the correction term is at the same order of the viscosity stress term and the maximum values of it are around the 
wall region which enabled the redistribution of the longitudinal velocities. 
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1. Introduction  
Nomenclature 
As,  Ds    empirical coefficient of B model (As =5.0, Ds =0.5 used in this paper) 
C            Chezy factor (m1/2/s) 
Cf           Friction factor 
g            gravitational acceleration (m/s2) 
H            water depth (m) 
h1            metric coefficients in ζ- directions 
h2            metric coefficients in η- directions 
n              unit vector normal to the vector 
Q            discharge from inlet (m3/s) 
Ω            streamwise vorticity (s-1) 
ρ             water density (kg/m3) 
Rc           radius of channel centerline (m) 
rs radius of  streamline curvature (m) 
r             radius of channel geometry (m) 
S             the distance from inlet (m) 
Sζ            correction (dispersion) terms in ζ- direction (m2/s2) 
Sη            correction (dispersion) terms in η- direction (m2/s2) 
τs             secondary shear stress (kg/(m·s2)) 
Δt            time interval (t) 
u            depth-averaged velocity vector (m/s) 
u             longitudinal velocity (m/s) 
U            longitudinal depth- averaged velocity (m/s) 
U0                the mean velocity from inlet (m/s) 
V            transverse depth-averaged velocity (m/s) 
v             transverse velocity (m/s) 
νe                  eddy viscosity (m2/s) 
w            the width of channels (m) 
y             distance from left bank (m) 
ζ             orthogonal curvilinear coordinates in streamwise axis and transverse axis 
η             orthogonal curvilinear coordinates in streamwise axis and transverse axis 
Z             water surface elevation (m) 
 
Helical flow or secondary flow which was a main characteristic of meandering river has been studied by many 
researchers [1~3] via field observation, laboratory experiments, theoretical and numerical methods. It causes a 
transverse flow and products additional bed shear stress which are responsible for the redistribution of the 
downstream momentum and a transverse bedload sediment transport respectively. [4] More importantly, the 
secondary flow plays an important role on the lateral channel evolution. [5~7] Most researches about secondary flow 
have been concentrated on singular bend in laboratory scale. However, the nature meandering rivers always trend to 
be continuous with several bends. 
As numerical models can provide more detailed information than field measurements and experiments, 
various numerical models have been used to simulate curved channel flows. Despite 3d numerical models are 
more favorable to simulate the three dimensional flow features, 2d numerical models remain practical for 
investigation of long-term and large-scale dynamics process. However, the vertical structure of the flow is lost 
due to the depth-integration of the momentum equations so that the secondary flow effects on flow field are 
neglected. In order to account for these effects in 2d numerical model, various correction models have been 
proposed by many researchers. [8~11] 
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Basically, these models can be classified into two categories: linear model and nonlinear model [3, 11]. As the 
nonlinear models are either computationally time consuming or still based on the results of the linear model, only the 
linear models are considered in this paper. There are varieties of linear models proposed in literature. The main 
differences lying in the linear models are the adopted vertical velocity profiles and whether considering the phase lag 
effects between the secondary flows and driving curvature. Lien et al. [8] and Song [11] adopted the logarithmic 
velocity distribution of streamwise and radial velocity deduced by de Vriend[1]. Duan[9] assumed that the longitudinal 
velocity satisfied logarithmic law and the transverse velocity followed the linear distribution proposed by Odgaard[12]. 
Begnudelli[10] employed the power-law for longitudinal velocity and linear form for the transverse component. All of 
the models mentioned above do not consider the lag effects of secondary flow. Delft-2d[2] applied the logarithmic 
profiles for the streamwise velocity and the radial velocity calculated by solving a depth-averaged equation for the 
secondary flow strength to account for the lag effects. Wu[13] used the power-function distribution for streamwise 
velocity and semi-empirical function for the radial velocity which was obtained by simplifying the equation for 
secondary flow strength proposed by Delft-2d[2]. Bernard[14] considered the lag effects by presenting a model 
pertaining to the transport of secondary-flow vorticity.  
Though there are varieties of correction models, which model is preferred among others and their performances in 
meandering channels are still questioning. In addition, though there are some assumptions when employing these 
velocity profiles, the correction models have been applied to channel bends irrespective of that. Whether these 
correction models still work when flow conditions cannot satisfy these assumptions is needed to be answered. 
Therefore, in this paper two typical models were selected from the literature to examine their performances in flow 
simulation of meandering channels and applicability when the assumptions cannot be satisfied.  
2. Governing equations 
The unsteady 2D depth-averaged flow governing equations written in orthogonal curvilinear coordinates which 
include continuity and momentum equations are as follows[15]. 
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Where [ andK = orthogonal curvilinear coordinates in longitudinal axis and transverse axis, respectively; h1 and h2= 
metric coefficients in [ - and K -directions, respectively;  ,u U V =depth-averaged velocity vector; H= water 
depth; Z = water surface elevation; C = Chezy factor; 
eX  = eddy viscosity; g = gravitational acceleration; S[ and SK  
= correction terms (dispersion terms) resulting from the discrepancy between the depth-averaged velocity and the 
actual velocity in [ - and K -directions, respectively. 
2.1. L and B correction models 
In order to calculate the dispersion terms in Eq.(2) and (3), several methods has been proposed in the literature. 
Among them, Lien[8](L) model has been widely used. L model employs the velocity profiles proposed by de 
Vriend[1] who deduced the logarithmic distribution of the streamwise and radial velocity. However, L model 
assumed that the secondary flow has been fully developed. As Blanckaert et al. [16] has pointed that the secondary 
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flow lags behind the driving curvature due to inertia. It will take a certain distance for secondary flow to fully 
develop. Bernard[14] developed the secondary flow correction model to account for these lag effects by solving a 
transport equation for streamwise vorticity. The two models are concisely described as follows. 
L model, 
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Where (u, v) = velocity vector. The velocity profiles of u and v proposed by deVriend[1] are adopted in this model 
which can refer to Lien[8]. 
B model,  
Bernard[14] (B) model proposed in general curvilinear coordinates is transformed to orthogonal curvilinear 
coordinates. B model is concisely clarified as follows. 
The vorticity equation, 
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Depth-averaged secondary shear stress, 
s
g
H u
C
W U :                                                                                                                                                           (9) 
Where :  = streamwise vorticity; U =water density; As and Ds = empirical coefficient, As = 5.0, Ds = 0.5[14]; rs = the 
streamline curvature radius. 
Correction terms, 
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Where Sx and Sy = correction terms in [ - and K -directions, respectively; n  = unit vector normal to the vector u . The 
detailed derivation process can refer to Bernard[14] and Finnie[17].  
Boundary conditions, 
At the inlet :  is assumed to be zero. The gradient of :  is zero at the sidewalls and outlets. As and Ds reduced 
by one-half in all boundary-adjacent cells to roughly account for the disappearances of the secondary flow on the 
sidewalls. 
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3. Results 
In order to evaluate the performances of L and B model, two laboratory channel bends are selected to test them, 
one singular bend channel and one meandering channel. Table 2 has summarized the dimensions and flow 
conditions of the two channels. Although literatures did not have a simple method to distinguish mildly, moderate 
and strongly curved channels, most researchers[8, 9] regarded Rozovsikii [18] channel bend as strongly curved channel. 
Based on Rc/B and the numbers of bend, He [19] flume is obviously more complex than meandering rivers in nature. 
Table 2 Channel Dimensions and Flow Conditions of the two Experiments 
Experiments 
Discharge 
Q/m3/s 
Depth 
H/m Width w/m Bend radius Rc           Rc/w         H/Rc 
Friction 
factor Cf 
Rozovskii[18] 0.0123 0.058 0.8 0.8 1 0.073  0.0027 
He[19] 0.01266 0.0976 0.4 1 2.5 0.0976  0.00185 
3.1. Flow in a sharply curved singular channel 
Rozovskii [18] ‘s flume includes a 3 m straight approach, a 180° bend and a 6 m straight exit. Fig. 1 has shown 
the layout of the flume. The entire channel has a horizontal bed. The summery of detailed channel dimension and 
flow parameters are included in Table 2. A mesh of 33 × 43, a time interval Δt = 0.012 s, and the slip boundary at 
the banks are applied in the numerical simulation.  
 
Fig. 1 Geometry of laboratory channel of Rozovskii[18] experiment 
Fig. 2 plots water surface elevations along channel central axis, inner and outer walls. Here, Z is the surface 
elevation and S is the distance from inlet shown in Fig. 1. N means the simulation results with no correction, while L 
and B represents L and B methods respectively. Fig. 2 clearly shows that the water surface elevation simulated by B 
model is the highest, followed by L model and then N model. B model improves the results at the inner bank. 
  
Fig. 2 water surface profiles of Rozovskii[18] experiment 
Comparison of longitudinal velocities across dimensionless transverse distance among the three models has been 
shown in Fig. 3. U/U0 means the ratio of longitudinal velocity U and the inlet velocity U0, and y/w represents the 
ratio of distance y from left bank and the channel width w. As for the longitudinal velocities across the channel, B 
model shows better consistency with the experimental data than N and L model especially near the exit of the bend 
(section 143° and 186°) which can be found in Fig. 3. That is to say only B model exactly follows the variation trend 
of the maximum depth-averaged velocities that the main flow shifts from inner bank to outer bank. Both B and L 
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model improves the simulation results at the wall region compared with N model. 
 
Fig. 3 Longitudinal velocities across dimensionless transverse distance 
3.2. Flow in a complex curved meandering channel 
He [19] channel geometry has been shown in Fig. 4. It is consisted by four 90° bends in alternating connection and 
2.0 m straight approach and 1.0 m straight exit. The channel bed slop is 0.0003. The flow conditions can refer to 
Table 2. Grids 221 × 22 in the longitudinal and transverse directions respectively and a time interval Δt = 0.02 s are 
used in the simulation. 
 
Fig. 4 Geometry of laboratory channel of He[19] 
L model cannot give reasonable results, so only the results of N and B model are displayed in Fig. 5 and 6. The 
water surface profile along the channel centerline is plotted in Fig. 5. The water surface elevation of B model is 
slightly higher than N model. The water profiles trend of the two models satisfies with the experimental data. 
 
Fig. 5 water surface profiles along the centerline of He[19] experiment 
The velocities results show that B model has improved the simulation results than N model at the wall region in 
Fig. 6 (SEC 5, 9 and 23). The more the flow approaches the bend exit, the better results L model can get (SEC 23). 
 
Fig. 6 Longitudinal velocities across dimensionless transverse distance 
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4. Analyses 
In order to quantify the differences between velocity results of three models and measured data, the RMSE of 
longitudinal velocities by each model is presented in Table 3. From this table, L and B model has improved the 
results in most of transverse sections. According to Mean-RMSE, the performance of these three models in 
descending order are B, L and N model which means that it is effective to use the correction models to take account 
of the secondary flow effects. However, the improvement made by L model is limited. As for B model, it improves 
results in sharply curved bend channel (Rozovskii[18] flume) and complex meandering channel (He [19] flume). In 
conclusion, B model can obtain reasonable results and L model improves the simulation results slightly. 
Table 3 Sectional RMSE and mean-RMSE of velocities of N, L and B model 
Rozovskii[18] 
model/section 0 35° 65° 100° 143° 186°    
Mean-
RMSE 
N 0.5226 0.0672 0.0633 0.0484 0.0939 0.1150 0.2259 
L 0.5164 0.0555 0.0501 0.0303 0.0384 0.0931 0.2173 
B 0.5139 0.0715 0.0838 0.0453 0.0485 0.0423 0.2170 
He[19] 
model/section 1 5 7 9 13 16 18 20 23 
Mean-
RMSE 
N 0.8731 0.2468 0.2621 0.1783 0.1736 0.1713 0.2316 0.2381 0.2269 0.3405 
B 0.8718 0.2416 0.2504 0.1670 0.1688 0.1673 0.2318 0.2411 0.2370 0.3404 
 
Based on the results above, we can get the conclusions that the water surface elevation simulated by L and B 
model are a bit higher than that of N model and B model performed best among the three models (RMSE are shown 
in Table 3). In addition, L and B model improve the simulation results at the wall region and B model gets better 
results when the flow approaches the bend exit. It is obvious that the flow conditions of Rozovskii[18] and He[19] 
flumes are out of the bounds shown in Table 1, but B model show accepted simulation results for them.  
As B model performs best among the three models and the improvements mainly occur around the wall region, 
the correction term is analysed to find the possible reasons. Fig. 7 has shown the correction term in longitudinal 
direction (Sζ) for the values in transverse direction (Sη) is about 10-5 order which is much smaller than the values of 
Sζ. As for the order of viscosity stresses term is about 10-3 which is the same with that of Sζ, the correction term 
cannot be neglected when simulating flow in sharply curved channels and complex meandering channels. As shown 
in Fig.7, maximum of the correction terms are always along the wall region. From the boundary conditions used to 
solve vorticity equation, :  is about zero at the wall regions which results in the higher gradient of secondary shear 
stress (τs) than the other parts of the channel. Therefore, the maximum of Sζ is along the wall regions and the 
correction effects are consequently around the wall region. In addition, Sζ is greater than 0 in most part of the 
channel in Fig. 7. The momentum equations subtract this term in the right hand side (eq. 2~3) which means that the 
correction terms used in B model act as a role like frictional terms inducing additional energy loss. Therefore, the 
water elevation is a bit higher than N model. 
 
Fig. 7 Distribution of correction term in Rozovskii[18] and He[19] flume (unit: m2/s2) 
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5. Conclusions 
In the present study, two correction methods of depth-averaged flow governing equations are used to take 
account of the secondary flow effects. The mainly differences of the two models (L and B model) lie in whether 
considering the phase lag effects of the secondary flow. Two laboratory flumes are used to examine their 
performances. 
According to the simulation results, the water surface level of B model is a bit higher than N model in the two 
flumes. For the simulation results of longitudinal depth-averaged velocities, B model ranks in the first place among 
the three models. While the velocity distributions of L model become irrational in flow simulation of the complex 
meandering channel (He[19] flume). Therefore B model is applicable for meandering channel simulations according 
to the simulation results of the meandering channels used in this paper. In addition, B model works well when the 
flow conditions cannot satisfy the assumptions. B model improves the velocity simulation results mainly around the 
wall region. Through the analyses of the correction term in the longitudinal direction (Sζ), this term has the same 
order of the viscosity stress term which underlines the significance of considering the correction term. And the high 
values of it occur around the wall regions which play an important role for the correction of boundary velocities. 
Though B model performs best among the three models in the two flumes there are still some problems in 
dealing with the boundary conditions, because it can be clearly seen that there are negative values around the 
boundary in Fig. 7. In addition, whether B model is applicable when there are bed forms is still needed to be studied 
further. 
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