INTEGRALS OF CONTINUOUS FUNCTIONS

MARK FINKELSTEIN AND ROBERT WHITLEY
Semicontinuous and related functions are characterized as integrals of continuous functions in several variables. For example: a new result of classical type is that the nonnegative lower semicontinuous functions on the real line are exactly those functions / which can be written as
/(s) = Γ h(s, t)dt,
with h nonnegative and continuous on R x R and h{s, •) integrable. There is a similar representation for functions of Baire class 0 or 1 but the integral involved is the (conditional) improper Riemann integral. Generalization leads to a concept of conditional integrals in a more general setting.
We will consider a locally compact but not compact metric space S. All functions on S will be real valued, not extended real valued.
Recall that [1, 2, 5, 6] : a function / is lower semicontinuous iff /"^α, oo) is open for each a, and a function / is l.s.c. iff there is a monotone increasing sequence of continuous functions converging pointwise to /. THEOREM 
A nonnegative function f on S is lower semicontinuous iff there is a nonnegative function h, continuous on S x R, with h(s, •) integrable for each s, and
f(s)= Γ h(s,x)dx.
J-oo
Proof. Suppose that (1) holds as described. The function
h(s, x)dx
-n is continuous. The sequence {f n } converges monotonically to / which is therefore l.s.c. Conversely, suppose that / is l.s.c. and let {/»}, with f ί = 0, be a sequence of continuous functions increasing pointwise to /. By truncating each function f n at ±n (redefine f n to be n when f n (s) > n and redefine f n to be -n when f n (s) < -n) we have \f n \^n.
There is obviously a sequence of continuous functions h n on R satisfying 0 ^ h n ^ l/(2n + 1)2* and \ h n {x)dx = 1. Consider
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This nonnegative function is continuous on S x R because of the uniform convergence of the series. Integrate both sides of (2) and apply the monotone convergence theorem to obtain equation (1). 
J-oo h(s, x)dx and / belongs to either Baire class 0 or Baire class 1.
Conversely, suppose that / belongs to Baire class 0 or 1; f(s) = lim/ % (s), the pointwise limit of a sequence of continuous functions. We can take / x = 0.
As in Theorem 1, by truncating the functions f n we may suppose that I/J <; w. At this point in the proof we need to use more finesse than in Theorem 1 in choosing the functions {h n }.
, and h n linear otherwise. The important properties that these continuous functions have are:
π , Γ h n {x) = 1, and for any a < 0 < 6, \ h n (x)dx J -oo J a converges monotonically to zero as n tends to infinity.
, a continuous function on S x R. For a < 0 < 6, apply the bounded convergence theorem to obtain (4) 
JR JR
Proof. It will suffice to consider the case n = 2. If / can be written as (5), then f(s) = lim*-,,* I I g(s, x lf x 2 )dx ί dx J-mjR and / is a pointwise limit of functions in Baire class ^1. Conversely, suppose that / belongs to Baire class 5^2, f(s) -lim/ n (s), a pointwise limit of functions f n in Baire class ^1. As in Theorem 2, with f t = 0,
JR
The integrand is a uniformly convergent sequence of functions in Baire class 1 or 0 and so is itself in Baire class 1 or 0. Consequently the integrand can be written as
with g continuous on S x R x R. This is by applying Theorem 2 to the integrand defined on S x R, with S of the theorem replaced by S x R. Hence / has the form (5).
The integral which occurs in (5) is the iterated improper Riemann integral; it is not, in general, absolutely convergent.
In [6, II, §111] the notion of, say, a ul function is defined: such a function is the monotone non-increasing limit of a sequence of l.s.c. functions (which are, of course, themselves the monotone nondecreasing limit of sequences of continuous functions). Using the monotone convergence theorem twice, as in Theorem 1, any such / can be written in the form of (5) 
JT
Proof. Suppose that (6) holds as described. The compact space T is the union T = U K n of a increasing sequence of compact sets K n . Then
fM = \ h(s, t)dμ{t)
Jκ n is continuous. The sequence {f n } converges monotonically to / which is therefore l.s.c.
By the regularity of μ there is an open neighborhood U n of K % with μ{ U n ) ^ μ(K n ) + 1 < °o. By the normality of T there is a continuous function g, 0 <; g ^ 1, with g(K n ) = 1 and g(U^) = 0. The analog of Theorem 2, and thus Theorem 3, is more interesting.
The first requirement is a satisfactory definition of a conditionally convergent integral. The type of integral obtained will be governed by the choice of a collection {K a } of compact sets.
DEFINITION. Let T be a noncompact topological space, μ a regular measure on T, and {K a } a given collection of compact sets with the limit lim K a -T, the limit taken with the direction of set inclusion. For a continuous function g the (conditional {iΓ α }-integral) r of g is defined as the generalized limit, if it exists, lim \ gdμ taken over the sets {K a } directed by set inclusion. Any finite products of these examples will furnish additional examples.
The second requirement for a satisfactory generalization of Theorem 2 is the existence of functions on T which behave essentially like the functions {h n } in the proof of Theorem 2. Theorem 5 will show that it is sufficient to have the following condition satisfied: (*) Let T and μ be given with μ(T) = oo, and let {K a } be the collection of compact sets which are specified in order to define the conditional integral. The condition needed is that there be a sequence of compact sets {CJ increasing to T with μ{K a Π C n )/μ(C n ) converging monotonically (to zero) for each sufficiently large K a (K a ^ K aQ ). 2. {C n } = {[ -n, n] x [ -n, n]: n = 1, 2, •}, K aQ any rectangle containing the origin. This is a general result. If each member of a finite product satisfies (*), then the product does also.
3.
In general, if {K n } is a countable monotone family of compact sets, then C n = K n will satisfy (*). Thus, by applying Theorem 5, one can represent each Baire class 0 or 1 function as in (7) . Such a representation would not, in general, be possible using the Lebesgue intesgral, as we discussed following Theorem 1.
There is a subtlety here: The smaller the family {K a }, the larger the class of continuous functions which are {ifj-integrable. One useful property of the improper Riemann integral is that the associated family {K a } is large, and so while it integrates more continuous functions than the Lebesgue integral, still the functions which it integrates are not too badly behaved. Exactly how conflicting demands influence the "appropriate" choice of the family {K a } is a deep matter, and our understanding of it shallow. We believe that when it is better understood, representation theorems in general settings, like Theorem 5, will be broadly used. THEOREM Proof. If / can be represented in the form (7), then f n {s) =
Let T be a locally compact metric space which is σ-compact but not compact, and let μ be a regular measure on T with μ(T) infinite. Further suppose that there is a sequence {C n } of compact sets increasing monotonically to T with the property (*).
Then a function f on S belongs to Baire class 0 or 1 iff there is a continuous function h on S x T, with h(s, •) conditionally integrable
S h(s, t)dμ(t) is a sequence of continuous functions converging to /.
The function / is therefore in Baire class 0 or 1.
Conversely, suppose that / belongs to Baire class 0 or 1 and is thus the pointwise limit f(s) = limf n (s) of a sequence of continuous functions on S. As before, we may suppose that \f n \^n and Λ = 0. Set g n -0-lμ(C n ))χ Cn . Given δ > 0, by Lusin's theorem there is a continuous function w n ^ 0 of compact support with | g n -w n | g 2/μ(C n ), and \ \w n -g n \dμ S δ. Let a n = \w n dμ. Then 1 -δ <^ a n g 1 + δ. By passing to a subsequence {h n } of {wjαj and the corresponding subsequence of the {g n }, which we will also call {g n }, the following can be satisfied: h n continuous, Define h(s, ί) = Σ (Λ+iOO -f*(s))h n (t), continuous on S x T. Let K be a set in {if a } large enough that the condition (*) on the (subsequence {CJ is satisfied. Let A n f(s) = / n+1 (s) -f n (s).
Given ε > 0, choose N so that |ΣϊUΛ/(s)l ^ ε for A; ^ iV. Then
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