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Chapitre 1
Introduction
Dirigez-vous vers votre cuisine, choisissez votre meilleure poêle et placez-là
sur un feu fort. Attendez 15 secondes et laissez tomber quelques gouttes d’eau.
Observez le résultat :
Figure 1.1 – Photo prise avec un bridge Fujifilm S100FS, équipé d’une bonnette
Marumi Macro 330 (+3) achromatique. Paramètres de prise de vue : 400 mm (eq.
24x36), f/8.0, 1/180s, ISO 200, flash et trépied.
La goutte adhère à la paroi de la poêle, se met à bouillir ce qui la déforme vio-
lemment et elle finit par s’évaporer en quelques secondes. Le phénomène est telle-
ment violent que la goutte peut se disloquer en envoyant de plus petites gouttes en
l’air. Ceci survient par exemple quand la température de la poêle est préalablement
un peu au-dessus de 100 ◦C
Attendez maintenant un peu plus longtemps, on va dire une bonne minute,
que la plaque soit vraiment très chaude (disons 250 ◦C voire probablement plus)
et réitérez notre expérience en y jettant des gouttes d’eau. La photo 1.2 suivante
illustre le résultat.
La goutte semble rouler sur la plaque, il ne semble pas y avoir de résistance
au mouvement et d’ailleurs elle se déplace aisément à quelques centimètres par
seconde. Sa forme est bien régulière (comme une bille si la goutte est petite) à
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Figure 1.2 – Photo prise avec le même matériel et les mêmes paramètres de prise
de vue que la photo 1.1 précédente.
l’instar d’une goutte d’eau posée sur une feuille de lotus. Étonnamment, bien que la
température de la poêle soit très supérieure que lors de votre première expérience,
la goutte s’évapore très doucement et reste "en vie" plusieurs dizaines de secondes,
voire plusieurs minutes.
La température de la poêle apparaît comme le paramètre important différen-
ciant nos deux expériences. En cuisine, il est d’ailleurs parfois conseillé de tester
la température de sa poêle en y jetant un peu d’eau : si l’eau forme des billes qui
roulent sur la surface, la température est alors adaptée à la cuisson.
L’objet de cette thèse est d’avancer sur la compréhension des phénomènes
entrant en jeu dans cette expérience, par une approche de type modélisation /
calcul numérique. Avant de détailler son contenu et les choix de modélisation et
calcul qui y ont été proposés, essayons de cerner ce qui peut se dérouler entre cette
goutte et cette plaque.
Quand la température de la poêle est faible, la goutte, en tombant, évacue
l’air sous elle jusqu’à entrer en contact avec la surface de la poêle. La goutte s’étale
sur celle-ci et son angle de contact respecte d’ailleurs une loi dépendant des tensions
de surface associées aux trois interfaces en présence : solide/liquide, solide/gaz
et liquide/gaz. Le métal de la poêle et l’eau liquide étant de bons conducteurs
thermiques, le flux de chaleur provenant du feu est alors efficacement transmis de
la poêle vers la goutte d’eau. Quand le liquide atteint sa température de saturation
(environ 100 ◦C à pression atmosphérique), elle y reste (presque) et tout apport
de chaleur se traduit alors par le passage d’une portion de la goutte de l’état
liquide à l’état gazeux. Ce flux de chaleur qui n’a pas servi à l’augmentation de
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la température mais au changement de phase est, en quelques sortes, stockée dans
l’eau à l’état gazeux sous ce que l’on appelle couramment la chaleur latente (latente
car elle sera "libérée" si la vapeur d’eau se liquéfie, sous forme de buée sur la vitre
par exemple ou sous forme de micro-gouttelettes dans les nuages).
La goutte continue à s’évaporer, voire bouillir quand le feu est fort, jusqu’à sa
complète disparition. D’ailleurs, le fait que la chaleur latente de vaporisation de
l’eau soit élevée (2257 × 103 J kg−1), et surtout le fait que sa température d’ébul-
lition soit relativement faible, explique que l’eau est couramment utilisée pour le
refroidissement ou le transfert d’énergie.
Quand la température de la poêle est très supérieure à celle de notre
première expérience, au-dessus d’environ 150 ◦C, la goutte, en s’approchant de la
surface de la poêle, commence à s’évaporer car l’air en-dessous a une température
supérieure à la température de saturation. Plus elle s’approche de la poêle, plus
le flux de chaleur qu’elle reçoit est important. Elle éjecte donc du gaz qui, étant
produit entre la goutte et la poêle, doit s’évacuer par les côtés et c’est là le point
essentiel. La viscosité, même faible, de la vapeur d’eau et sa vitesse nulle au contact
avec la poêle, conduisent à une résistance au mouvement de ce gaz. Si le flux de
chaleur que reçoit la goutte est suffisamment élevé, la vapeur produite ne s’évacue
pas assez vite, entraînant une augmentation de la pression sous la goutte qui finit
par compenser son propre poids.
La goutte est alors en sustentation au-dessus de la plaque et ne la touche pas
malgré l’épaisseur très faible (environ une trentième de millimètre pour la photo
1.2). On appelle ce phénomène la caléfaction quand il s’agit, de manière générale,
du décollement d’une phase liquide de la source de chaleur par une couche de sa
propre vapeur, et l’effet Leidenfrost pour les gouttes d’eau en particulier.
Pourquoi s’évapore-t-elle alors si lentement ? Tout simplement parce que, n’exis-
tant plus de contacts directs entre la goutte et la poêle, le transfert de chaleur se
fait essentiellement par l’intermédiaire de la vapeur d’eau dont la conductivité
thermique est très faible, environ vingt fois moins que l’eau liquide. Ce film de
vapeur isole la goutte d’eau de la poêle et réduit énormément l’énergie transmise à
la phase liquide, d’où un changement de phase moins marqué. Cet état est stable
tant que le flux de chaleur est suffisamment important pour que des instabilités ne
se développent pas sous la goutte (qui amèneraient alors un contact entre la goutte
et la poêle). La goutte va ainsi mettre parfois plusieurs minutes avant de s’évapo-
rer complètement. Sa durée de vie en fonction de la température a d’ailleurs été
étudiée (voir [Biance 03] et [Bernardin 99]) et il a été remarqué qu’elle augmente
avec la température jusqu’à un point critique appelé température de Leidendrost.
Au delà, le temps de vie se met à diminuer. Cette température de Leidenfrost pour
l’eau varie entre 171 ◦C et 263 ◦C en fonction de sa pureté et de la finition de la
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surface.
La présentation du travail de thèse dans ce manuscrit suit le plan suivant :
Dans le deuxième chapitre, nous introduisons la modélisation et l’étude de
la caléfaction en film, et plus précisément le cas d’une couche de liquide uniforme
en espace isolée de la plaque chauffante par une couche, également uniforme, de
vapeur. Les symétries du problème permettent de réduire sa modélisation à un cas
unidimensionnel. L’interface est considérée raide et on propose un modèle tridi-
mensionnel diphasique avec changement de phase dont chaque phase est modélisée
séparément et couplée par des équations reliant les sauts des différentes quantités
thermodynamiques.
Le modèle est ensuite réduit à une dimension et une discrétisation du pro-
blème est proposée, avec la particularité de gérer un domaine de simulation de
taille variable grâce à la méthode Arbitrary Lagrangian-Eulerian. Le code qui en
découle est enfin validé par comparaison avec des solutions analytiques obtenues
en simplifiant le modèle.
Dans le troisième chapitre, nous nous intéressons à la simulation du phéno-
mène en dimension supérieure. Afin d’éviter les difficultés d’un suivi paramétrique
de l’interface gaz/liquide, on choisit la méthode de capture d’interface Level-Set
dans laquelle l’interface est représentée par la ligne de niveau 0 d’une fonction.
Cette fonction a plusieurs avantages : son transport par un champ de vitesse
approprié permet le suivi de l’interface, et son gradient normalisé représente la
normale à l’interface (dont on déduit alors la courbure).
Pour des raisons essentiellement numériques, l’interface est artificiellement épais-
sie et les quantités thermodynamiques y sont régularisées. Le choix d’une fonction
Level-Set représentant la distance à l’interface permet alors de garantir l’uniformité
de la zone interfaciale.
Les deux phases pures sont considérées incompressibles mais la présence de
changement de phase (et donc de variation de la densité) dans la zone interfaciale
implique que le champ de vitesse n’y est pas à divergence nulle. Le second phéno-
mène important de notre modèle est la tension superficielle qu’on modélise par un
terme volumique localisé à l’interface.
Dans le quatrième chapitre, nous abordons l’implémentation numérique de
ce modèle. Nous y décrivons les algorithmes choisis spécifiquement pour le trai-
tement de la fonction Level-Set afin de garantir sa propriété de fonction distance
tout en conservant la masse de la goutte (relativement au changement de phase).
5
La discrétisation du modèle y sera aussi détaillée et on terminera par l’introduc-
tion d’un nouveau schéma aux différences finies compact, pour l’approximation du
gradient, particulièrement précis sur les fonctions distances.
Dans le dernier chapitre, après avoir détaillé l’obtention d’une courbe théo-
rique d’évolution du volume de la goutte ainsi qu’une estimation de son temps
de vie, on présentera les résultats du code de calcul que l’on validera grâce à ces
courbes.
Enfin, nous conclurons ce document en présentant quelques perspectives sur ces
travaux, ainsi que les applications de l’effet Leidenfrost.
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Chapitre 2
La caléfaction en films
Dans ce premier chapitre, nous allons nous intéresser à un cas particulier de
caléfaction : l’étude d’une couche de liquide d’épaisseur uniforme séparée de la
source de chaleur par un film de vapeur lui-même aussi d’épaisseur uniforme. On
considérera un cas idéal dans lequel les instabilités de type Rayleigh-Taylor sont
ignorées, ce qui permet de nous ramener à des équations unidimensionnelles.
2.1 Modélisation
2.1.1 Les équations de Navier-Stokes
On souhaite modéliser un fluide de la manière la plus complète possible. Pour
cela, nous allons considérer les équations de Navier-Stokes :
∂ρ
∂t
+ div (ρu) = 0 (2.1a)
∂ρu
∂t
+ div (ρu ⊗ u) = div σ + ρg (2.1b)
∂E
∂t
+ div (Eu) = div (σu) + ρg · u − div q (2.1c)
où :
– ρ est la densité du fluide ;
– u est le champ de vitesse advectant le fluide et ρu représente la quantité de
mouvement ;
– σ = τ − pI est le tenseur des contraintes du fluide composé de la pression p
et du tenseur des contraintes visqueuses τ ;
– g est l’accélération dûe au champ de pesanteur ;
– E est l’énergie totale du fluide composée de l’énergie interne ρe et de l’énergie
cinétique 1
2
ρu · u ;
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– q est le flux de chaleur.
On supposera dans la suite que notre fluide est newtonien, d’où l’expression du
tenseur des contraintes visqueuses :
τ = 2µ Du + λ div uI
où µ et λ sont les coefficients de viscosité dynamique du fluide qu’on relira grâce
à l’hypothèse de Stokes :
2µ + 3λ = 0,
et où Du est le gradient symétrisé du champ de vitesse u :
Du =
1
2
(
∇u + t∇u
)
.
On pourra trouver une explication claire et complète de l’obtention de ces
équations dans le livre de Duvaut [Duvaut 98]. Il est tout de même important de
comprendre que ces équations proviennent de bilans effectués sur des volumes de
contrôle ω(t) qui se déplacent avec le fluide, sous l’effet du champ de vitesse u
(description lagrangienne du fluide). Ces bilans correspondent à la conservation de
la masse, de la quantité de mouvement et de l’énergie totale :
d
dt
∫
ω(t)
ρ dx = 0 (2.2a)
d
dt
∫
ω(t)
ρu dx =
∫
∂ω(t)
σþn ds +
∫
ω(t)
ρg dx (2.2b)
d
dt
∫
ω(t)
E dx =
∫
∂ω(t)
(σu − q) · þn ds +
∫
ω(t)
ρg · u dx (2.2c)
où d
dt
est la dérivée totale par rapport au temps (ou dérivée particulaire). L’intégra-
tion se faisant sur un domaine ω(t) dépendant du temps, la substitution de cette
intégration et de la dérivée totale en temps fait apparaître un terme correspondant
au flux de la quantité considérée à travers la frontière de ω(t) (voir [Duvaut 98,
théorème I.8]) :
d
dt
∫
ω(t)
• dx =
∫
ω(t)
(
∂•
∂t
+ div(•u)
)
dx.
De plus, ces équations étant valable pour tout ω(t) ouvert inclus dans le domaine
considéré, on fait alors apparaître les équations (2.1) valables pour presque tous
points du domaine.
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2.1.2 Termes interfaciaux entre phases
Les phases sont définies comme étant un continuum des variables thermody-
namiques (voir par exemple [Faccanoni 08]). À contrario, l’interface entre deux
phases est alors caractérisée par la discontinuité d’une ou plusieurs variables ther-
modynamiques, comme la densité ou l’énergie interne. L’application des équations
de Navier-Stokes en présence de discontinuités fait alors apparaître des relations
entre les sauts des différentes quantités. Ces équations vont être la base de la
modélisation du changement de phase et de la tension de surface.
2.1.2.1 Obtention des équations à l’interface
Repartons des équations de Navier-Stokes (2.2) sous forme de bilan sur des
volumes de contrôle ω(t).
Soit Γ(t) l’interface entre les deux phases et considérons un volume de contrôle
ω(t) dont l’intersection avec l’interface est non vide. On peut alors découper ω(t)
en deux sous-partie ω1(t) et ω2(t) séparées par Γ(t). La dérivée particulaire d’une
quantité Ψ sur ω1(t) fait apparaître sa dérivée partielle en temps sur ce même
volume plus le flux à vitesse u à travers le bord ∂ω1(t)\Γ(t) et le flux à la vitesse
(normale à l’interface) w de l’interface sur le bord Γ(t). Faisant le même bilan sur
ω2(t) et en soustrayant ces deux bilans de celui fait sur le volume de contrôle entier
ω(t), il reste la différence du flux à vitesse w de chaque côté de l’interface.
De manière générale (voir [Duvaut 98, p. 52] pour de plus amples explications),
une équation de conservation de Ψ de la forme :
d
dt
∫
ω(t)
Ψ dx =
∫
ω(t)
A dx +
∫
∂ω(t)
B(þn) ds
impose sur la surface de discontinuité l’équation de saut :
JΨ (u − w) · þnK = JB(þn)K
où w est la vitesse de l’interface, þn sa normale orientée vers l’extérieur (de la phase
liquide vers la phase gazeuse) et où on utilise les notations pour les sauts :
JΨK = Ψℓ − Ψg
avec Ψℓ (respectivement Ψg) symbolisant la valeur limite dans la phase liquide
(respectivement gazeuse) de Ψ sur l’interface.
Des équations de Navier-Stokes (2.2), on obtient alors les équations suivantes
imposées à l’interface :
Jρ (u − w) · þnK = 0 (2.3a)
Jρu (u − w) · þnK = JσþnK (2.3b)
JE (u − w) · þnK = J(σu − q) · þnK . (2.3c)
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Si on sépare le tenseur des contraintes σ en sa partie −pI dûe à la pression et
sa partie τ visqueuse, on obtient alors le système
Jρ (u − w) · þnK = 0 (2.4a)
Jρu (u − w) · þnK + JpþnK = JτþnK (2.4b)
JE (u − w) · þnK + Jq · nK + Jpu · þnK = Jτu · þnK . (2.4c)
où, négligeant l’effet de la viscosité, on retrouve les conditions de Rankine-Hugoniot
comme dans [Duvaut 98, p. 54] et [Nguyen 01, p. 74].
Remarque : si on donne un sens à un prolongement continu, à proximité de
l’interface, de la vitesse w de cette discontinuité et de sa normale þn, et si les autres
variables sont aussi continues dans chaque phase, ces équations de sauts nous disent
alors que les quantités
ρ (u − w) · þn,
ρu (u − w) · þn − σþn,
et E (u − w) · þn − (σu − q) · þn
sont continues autour de l’interface. Cela peut avoir un intérêt pour certaines
méthodes numériques, comme la méthode Ghost-Fluid (voir [Fedkiw 99, p. 397])
dans laquelle les variables continues ne nécessitent pas de traitement particulier à
travers l’interface, et pour le couplage de manière générale.
Si ce prolongement est trivial en 1D, on peut imaginer s’appuyer sur la méthode
de capture d’interface Level-Set (voir 3.2) pour prolonger la normale en dimension
supérieure. Plus généralement et aussi bien pour la normale que pour la vitesse de
l’interface, on peut prolonger ces quantités le long de caractéristiques partant de
l’interface (guidées par exemple par la normale) avec une équation de Hamilton-
Jacobi. On pourra consulter [Osher 03, §8] pour plus d’informations sur le sujet.
Tension de surface. À ces équations à l’interface, on doit maintenant ajouter
l’effet de la tension de surface. En effet, en présence de discontinuité de certains
paramètres du fluide (comme la densité), et à fortiori à la frontière entre plusieurs
phases, apparaît un déséquilibre des forces intermoléculaires se traduisant par une
force localisée à l’interface et agissant sur celle-ci.
D’un point de vue énergétique, cela se traduit par un excès d’énergie, localisé
le long de l’interface, apparaissant quand on compare l’énergie totale du système
multiphasique complet avec l’énergie totale de chaque phase prise séparément.
Cette énergie de surface apparaît comme étant proportionnelle à la surface de
l’interface avec un coefficient χ (d’unité J m−2) qu’on appelle tension de surface
ou énergie de surface.
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Même si on considérera, dans cette thèse, que le coefficient de tension de surface
χ est constant, il dépend en fait de plusieurs paramètres dont principalement
la température. De fait, si on s’intéresse au mouillage d’une goutte de liquide
sur un solide dont l’angle de contact à l’interface des trois phases (solide, liquide
et gazeuse) dépend des coefficients de tension de surface des trois interfaces en
présence (solide/liquide, solide/gaz et liquide/gaz), l’existence d’un gradient de
ces coefficients (à cause par exemple d’un gradient de température) peut induire
un mouvement de cette goutte (voir [Brzoska 93], [Brochard 89] et [de Gennes 02,
§10].
Si l’on considère le fait que le système complet tende à minimiser son énergie
totale, cela signifie qu’il tend à minimiser la surface de l’interface. Cela se tra-
duit alors localement par une force de surface dépendant de la courbure de cette
interface.
Plusieurs méthodologies existent pour prendre en compte la tension de surface
dans nos équations. Les fluides de Van der Waals affichent une énergie libre de
Helmholtz (correspondant à l’énergie interne diminuée de la température fois l’en-
tropie) ne dépendant plus uniquement de la température et de la densité, mais
aussi du gradient de la densité. Ce terme supplémentaire, justifié plus tard dans
le cadre de la théorie du champ moyen, fait apparaître, quand il est intégré à tra-
vers une interface, un excès d’énergie par rapport à l’intégration de l’énergie libre
usuelle sur chaque phase. Cet excès correspond justement à l’énergie de surface.
On pourra consulter [Jamet 01] et [Jamet 02] pour une étude de cette méthode et
son application numérique dans le cadre de la théorie du second gradient.
On a choisi une méthode plus ad-hoc consistant à conserver une modélisation
simple de chaque phase et à ajouter dans le système (2.3), qui modélise l’interface,
un terme prenant en compte la force et l’énergie associée à la tension de surface.
Dans leur livre [Ishii 06], Ishii et Hibiki donnent une expression générale de ce
terme permettant de modéliser à la fois sa composante normale dépendant de la
courbure moyenne κ de l’interface et sa composante tangentielle dûe à un gradient
du coefficient de tension de surface (voir équation (2-62)). Comme dans notre cas,
on considère que le coefficient de tension de surface χ est constant, on ne conservera
alors que la composante normale, ce qui nous rajoute le terme source χκþn dans
l’équation (2.3b) du saut de la quantité de mouvement et le terme χκþn · w dans
l’équation (2.3c) du saut de l’énergie totale (voir les équations correspondantes
(2-72) et (2-84) dans [Ishii 06]), soit :
Jρ (u − w) · þnK = 0 (2.5a)
Jρu (u − w) · þnK − JσþnK = χκþn (2.5b)
JE (u − w) · þnK − J(σu − q) · þnK = χκþn · w . (2.5c)
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2.1.2.2 Remarques et reformulations
Jusque-là, on ne s’est pas occupé de la détermination de la vitesse w de l’in-
terface, qui est directement reliée au flux de masse à travers l’interface. Ce flux de
masse peut avoir plusieurs origines :
– il peut être artificiel si on choisit une interface n’ayant aucun sens physique,
comme pour une décomposition de domaine dans le but de paralléliser une
simulation ;
– si l’interface suit la propagation d’un choc à travers un milieu compressible,
ce flux de masse correspond au passage du fluide de la zone pre-choc à la
zone post-choc ;
– si l’interface sépare deux phases, ce flux de masse correspond alors au taux
de changement de phase.
C’est donc ce dernier point qui nous intéresse ici.
Tout comme pour la tension de surface, plusieurs méthodes sont envisageables
pour modéliser le changement de phase. Par exemple, dans leur thèse [Caro 04]
et [Faccanoni 08], Caro et Faccanoni utilisent une loi de comportement de Van
der Waals décrivant aussi bien la phase liquide que la phase gazeuse et donc en
particulier le passage de l’une à l’autre. Différents principes thermodynamiques
permettent ensuite d’en déduire un comportement cohérent au sein de l’interface
diffuse et ils obtiennent ainsi un modèle complet décrivant l’ensemble du système.
Nous avons choisi une démarche plus classique en nous laissant le choix d’une
loi de comportement différente sur chaque phase (par exemple gaz parfait et liquide
incompressible). En contrepartie, il nous manque des informations sur ce qui est
nécessaire pour passer d’une phase à l’autre. En particulier, si on considère un
fluide dont les deux phases liquide et gazeuse sont, au niveau de leur interface
commune, à température et pression de saturation, il nous reste à définir ce qui
pilote le changement d’état entre ces deux phases.
Si l’on observe le comportement des quantités thermodynamiques à travers
l’interface, on remarque une augmentation de l’énergie interne e entre la phase
liquide et la phase gazeuse (on rappelle que l’énergie interne représente la part de
l’énergie totale dûe à l’état microscopique de notre fluide, composé de l’agitation
thermique ainsi que de l’énergie potentielle dont une part provient des interactions
entre particules). Cette augmentation provient en fait principalement du passage
de l’état liquide où les molécules sont proches et en interaction permanente à l’état
gazeux où les molécules interagissent très peu entre elles.
Ce saut d’énergie est couramment quantifié par la chaleur latente L de vapo-
risation, d’unité [J kg−1], qui représente la quantité d’énergie à fournir sous forme
de chaleur (provenant d’un gradient de température) pour transformer un kilo-
gramme de fluide de l’état liquide à l’état gazeux. Le terme "latente" provient
du fait que cette énergie interne potentielle contenue dans le gaz est libérée sous
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forme de chaleur lors de la liquéfaction, phénomène très important par exemple en
météorologie.
La quantité thermodynamique naturellement associée est alors l’enthalpie (spé-
cifique) h = e + p
ρ
qui intervient dans les transformations isobares et dont la va-
riation est liée à l’apport d’énergie sous forme de chaleur à l’exclusion du travail
des forces de pression dû au déplacement de l’interface (voir [Atkins 99, p. 58]). La
chaleur latente est alors définie par la différence d’enthalpie massique, à pression
et température données, entre la phase gazeuse et liquide :
L = hg − hℓ = − JhK . (2.6)
C’est cette relation qui va être le moteur du changement de phase dans notre
modélisation et nous allons donc reformuler le système (2.5) pour faire apparaître
l’enthalphie.
Il faut tout de même remarquer que la chaleur latente de vaporisation dépend
de la température et de la pression. La relation de Clapeyron (voir [Atkins 99,
p. 151]) nous donne d’ailleurs la relation suivante valable le long de la courbe de
saturation :
dp
dT
= − L
T
r
1
ρ
z .
Arithmétique à l’interface. Pour utiliser la relation (2.6) dans notre système
(2.5), nous avons besoin de donner quelques règles de manipulation de l’opérateur
J·K de saut et l’opérateur 〈·〉 de moyenne à l’interface.
Rappelons d’abord leur définition pour un scalaire a :
JaK = aℓ − ag,
〈a〉 = 1
2
(aℓ + ag) .
On a alors les relations suivantes évidentes :
Ja ± bK = JaK ± JbK ,
〈a ± b〉 = 〈a〉 ± 〈b〉 .
Le fait qu’un scalaire α soit continu à l’interface est alors caractérisé par son
saut nul et sa moyenne à l’interface égale à sa valeur de chaque côté de l’interface :
αℓ = αg ⇐⇒ JαK = 0 ⇐⇒ 〈α〉 = αℓ ⇐⇒ 〈α〉 = αg
Il sera alors courant d’omettre l’indice de phase pour ce genre de quantité (voir le
taux de changement de phase plus loin).
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Il sera aussi bien utile de pouvoir développer le produit de deux scalaires a et
b :
JabK = 〈a〉 JbK + JaK 〈b〉 ,
〈ab〉 = 〈a〉 〈b〉 + 1
4
JaK JbK
ce qui nous permet de développer le produit d’un scalaire a quelconque par un
scalaire α continu à l’interface :
JαaK = α JaK ,
〈αa〉 = α 〈a〉 .
On peut aussi donner un sens à l’application de ces opérateurs sur des vecteurs :
JþuK :=
∑
i
JþuiKþei ⇐⇒ JþuKi = JþuiK
et de même pour l’opérateur de moyenne à l’interface. On en déduit alors les mêmes
propriétés précédentes dans le cas vectoriel avec toutefois quelques spécificités dans
le cas du produit scalaire de deux vecteurs þu et þv :
Jþu · þvK = 〈þu〉 · JþvK + JþuK · 〈þv〉 ,
〈þu · þv〉 = 〈þu〉 · 〈þv〉 + 1
4
JþuK · JþvK
et pour le produit d’un vecteur þu par un scalaire a :
JaþuK = 〈a〉 JþuK + JaK 〈þu〉 ,
〈aþu〉 = 〈a〉 〈þu〉 + 1
4
JaK JþuK .
Flux de masse à l’interface. Reprenons maintenant le système d’équations à
l’interface :
Jρ (u − w) · þnK = 0 (2.5a)
Jρu (u − w) · þnK − JσþnK = χκþn (2.5b)
JE (u − w) · þnK − J(σu − q) · þnK = χκþn · w . (2.5c)
La première équation nous dit alors que la quantité ρ (u − w) ·þn est continue à
l’interface ce qui, en vertu des propriétés énoncées précédemment, nous permet de
le mettre en facteur dans les deux autres équations et ce sans préciser dans quelle
phase on l’évalue. Cette quantité correspond au flux de masse à travers l’interface
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et cette première équation nous dit simplement que le flux de masse sortant d’un
côté de l’interface égale le flux de masse entrant de l’autre côté (cette relation
provient justement de l’équation de conservation de la masse). On notera Φm cette
quantité dans la suite :
Φm := ρ (u − w) · þn.
On peut donc factoriser nos équations à l’interface :
JΦmK = 0, (2.8a)
Φm JuK + JpKþn − JτþnK = χκþn, (2.8b)
Φm
s
E
ρ
{
+ Jpu · þnK + Jq · þnK − Jτu · þnK = χκþn · w (2.8c)
en ayant explicité le tenseur des contraintes σ = τ − pI.
Négligeant l’effet de la viscosité dans ces équations, on retrouve d’ailleurs les
conditions de Rankine-Hugoniot (cf [Duvaut 98, p. 54] et [Nguyen 01, p. 74]).
Autour de la conservation de la masse. De l’équation (2.8a), on déduit la
relation suivante :
Φm
s
1
ρ
{
= J(u − w) · þnK = JuK · þn (2.9)
en remarquant que la vitesse w de l’interface, ayant évidemment la même valeur
de chaque côté, est de saut nul. Cette relation signifie qu’une différence de volume
massique 1
ρ
implique, en présence de flux de masse à travers l’interface, un saut de
la vitesse u dans la direction normale à l’interface. En l’absence de flux de masse
(Φm = 0), on retrouve une condition qu’on pourrait qualifier de "non-décollement"
imposant la continuité de la composante normale de la vitesse.
Si on s’intéresse à la moyenne du volume massique, nous avons aussi l’équation :
Φm
〈
1
ρ
〉
= 〈u − w〉 · þn. (2.10)
En combinant ces deux dernières relations, on obtient :
q
((u − w) · þn)2
y
= Φ2m
s
1
ρ2
{
(2.11)
qui, après avoir remarqué que
r
1
ρ2
z
(et aussi
r
1
ρ
z
) est négatif, nous dit que la
composante normale de la vitesse du fluide relativement à l’interface est toujours
dans la phase gazeuse de module supérieur ou égal à celui dans la phase liquide :
|(uℓ − w) · þn| ≤ |(ug − w) · þn| . (2.12)
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De plus, l’équation (2.5a) nous dit que cette vitesse relative à l’interface est de
composante normale (u − w) · þn de même signe de chaque côté de l’interface :
sgn ((uℓ − w) · þn) = sgn ((ug − w) · þn) . (2.13)
D’autre part, on peut obtenir une relation sur la vitesse de l’interface :
w · þn = Jρu · þnKJρK . (2.14)
Cela nous permet de déterminer la composante normale de la vitesse de l’interface
à partir de la densité et la vitesse du fluide dans chaque phase. Toutefois, il faut
remarquer que seul w ·þn intervient dans l’ensemble des équations obtenues jusque-
là. Cela signifie donc que sa composante tangentielle est non contrainte et on la
choisira souvent nulle par convention.
Autour de la conservation de la quantité de mouvement. Si on prend le
produit scalaire de l’équation (2.8b) par la normale þn à l’interface, on obtient :
Φm JuK · þn + JpK − Jτþn · þnK = χκ (2.15)
qui, utilisant (2.9), équivaut à :
JpK = Jτþn · þnK + χκ − Φ2m
s
1
ρ
{
. (2.16)
On peut faire deux remarques sur ce dernier résultat : premièrement, en l’ab-
sence de changement de phase et si on néglige l’effet de la viscosité, on obtient :
JpK = χκ (2.17)
qui correspond à la loi de Young-Laplace et nous dit que le saut de pression à
l’interface est proportionnel à la courbure de celle-ci. On peut appréhender cette
relation en s’imaginant une goutte d’eau liquide sphérique dont l’enveloppe tend
à réduire sa surface (comme une surface élastique). À l’équilibre, la pression dans
la goutte est donc supérieure pour compenser la pression extérieure plus la force
exercée par l’interface. Plus le rayon de la goutte devient petit, plus le rapport de
son volume par la surface de l’interface devient faible et donc plus la pression dans
la goutte doit augmenter pour compenser. C’est d’ailleurs en comparant le travail
des forces de pression avec la variation d’énergie de la surface qu’on retrouve cette
relation.
Deuxièmement, toujours en négligeant l’effet de la viscosité et en considérant
une interface de courbure nulle, on obtient :
JpK = −Φ2m
s
1
ρ
{
(2.18)
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d’où, en remarquant que
r
1
ρ
z
est négatif :
JpK ≥ 0. (2.19)
Cette relation surprenante affirmant que la pression dans la phase liquide est tou-
jours supérieure ou égale à celle dans le gaz a peut-être un début d’explication
dans la relation (2.12) sur le module de la vitesse relative à l’interface, ainsi que
dans le théorème de Bernouilli.
Intéressons nous maintenant à la composante tangentielle de la relation (2.8b) :
Φm Ju · þτK = Jτþn · þτK (2.20)
où þτ désigne n’importe quelle tangente à l’interface.
Si le flux de masse est nul, on obtient alors que les composantes de cisaillement
dans le plan tangent du tenseur des contraintes est continu à l’interface :
Jτþn · þτK = 0
alors que le saut de la composante tangentielle de la vitesse n’est pas contrainte.
Étonnamment, si le flux de masse devient non nul, cette composante tangen-
tielle de la vitesse devient contrainte par la relation :
Ju · þτK = Jτþn · þτK
Φm
.
Ajouter une hypothèse de non glissement entre les deux phases Ju · þτK = 0 im-
pliquera donc Jτþn · þτK = 0 quel que soit le flux de masse. Comme déjà remarqué
dans [Gibou 07, (11)] et [Nguyen 01, (13)], l’équation (2.9) et l’hypothèse de non-
glissement sont équivalentes à l’équation suivante :
JuK = Φm
s
1
ρ
{
þn (2.21)
qu’on utilisera un peu plus tard.
Enfin, si on considère le produit scalaire de l’équation (2.8b) par la moyenne
〈u〉 du champ de vitesse à l’interface, on obtient la relation :
1
2
Φm Ju · uK + JpK 〈u〉 · þn − JτþnK · 〈u〉 = χκ 〈u〉 · þn (2.22)
qu’on peut voir comme une relation sur le saut de l’énergie cinétique à l’interface.
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Autour de la conservation de l’énergie. En utilisant cette dernière relation
(2.22) sur le saut de u · u à l’interface, on peut reformuler l’équation (2.8c) en
développant le terme E
ρ
= e + 1
2
u · u :
Φm JeK + 〈p〉 JuK · þn + JqK · þn − 〈τþn〉 · JuK = −χκ 〈u − w〉 · þn
ou encore, en utilisant la relation (2.9) :
Φm
(
JeK + 〈p〉
s
1
ρ
{)
+ JqK · þn − 〈τþn〉 · JuK = −χκ 〈u − w〉 · þn.
La relation (2.10) nous permet en plus de factoriser la tension de surface dans le
premier membre :
Φm
(
JeK + 〈p〉
s
1
ρ
{
+ χκ
〈
1
ρ
〉)
= 〈τþn〉 · JuK − JqK · þn.
Toutes ces relations, équivalentes à (2.22), portent sur le saut de l’énergie in-
terne e. Pour utiliser la relation (2.6) reliant la chaleur latente L à l’enthalpie
h = e + p
ρ
, nous allons y faire apparaître l’enthalpie. Son saut à l’interface est :
JhK = JeK + 〈p〉
s
1
ρ
{
+ JpK
〈
1
ρ
〉
(2.23)
ce qui permet de reformuler la relation précédente :
Φm
(
JhK − JpK
〈
1
ρ
〉
+ χκ
〈
1
ρ
〉)
= 〈τþn〉 · JuK − JqK · þn
d’où, en utilisant (2.6) :
Φm
(
−L − JpK
〈
1
ρ
〉
+ χκ
〈
1
ρ
〉)
= 〈τþn〉 · JuK − JqK · þn. (2.24)
2.1.2.3 Modèle avec chaleur latente
Finalement, on utilisera à l’interface le système d’équations suivant :
JΦmK = 0, (2.25a)
Φm JuK + JpKþn − JτþnK = χκþn, (2.25b)
Φm
(
−L +
(
χκ − JpK
) 〈1
ρ
〉)
− 〈τþn〉 · JuK + JqK · þn = 0 (2.25c)
ou encore :
JΦmK = 0, (2.26a)
Φm JuK + JpKþn − JτþnK = χκþn, (2.26b)
−ΦmL +
(
χκ − JpK
)
〈u − w〉 · þn − 〈τþn〉 · JuK + JqK · þn = 0. (2.26c)
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2.1.2.4 Simplification du changement de phase
Le taux de changement de phase, représenté ici par le flux de masse Φm, est
clairement la variable importante du modèle et le fait que l’introduction de la
chaleur latente soit nécessaire à la modélisation de ce phénomène nous fait penser
que l’équation en énergie est le moteur du phénomène. On va donc s’intéresser à
l’équation de conservation de l’énergie (2.25c) et tenter de simplifier cette équation
pour trouver une expression du flux de masse Φm dépendant du moins de variable
possible et ce dans l’optique de l’utiliser dans le couplage de la phase liquide et
gazeuse.
En multipliant l’équation (2.16) par Φm
〈
1
ρ
〉
et en l’utilisant dans (2.25c), on
obtient :
− ΦmL − Φm
〈
1
ρ
〉
JτþnK · þn + Φ3m
〈
1
ρ
〉 s
1
ρ
{
− 〈τþn〉 · JuK + JqK · þn = 0 (2.27)
où on peut remarquer que la tension de surface n’intervient plus.
Pour continuer à simplifier cette expression, nous allons émettre l’hypothèse,
évoquée précédemment, de non glissement du fluide de part et d’autre de l’inter-
face, soit Ju · þτK = 0, ce qui équivaut avec l’équation (2.9) à l’équation (2.21) :
JuK = Φm
s
1
ρ
{
þn. (2.21)
En insérant cette expression dans l’équation précédente, on obtient :
−ΦmL + Φ3m
〈
1
ρ
〉 s
1
ρ
{
− Φm
〈
1
ρ
〉
JτþnK · þn − Φm
s
1
ρ
{
〈τþn〉 · þn + JqK · þn = 0
qui finalement se simplifie en :
1
2
Φ3m
s
1
ρ2
{
+
(
−L −
s
τþn · þn
ρ
{)
Φm + JqK · þn = 0 (2.28)
ce qui nous donne une équation du troisième degré en le flux de masse Φm. On
retrouve alors l’équation [15] de [Juric 98] (sans le saut de température à l’interface)
et, en l’absence de viscosité, l’équation (3) de [Daru 06].
Résolution. On peut déjà remarquer qu’en l’absence de saut du flux de chaleur
(JqK · þn = 0) et en l’absence de viscosité, l’unique solution 1 de cette équation est
Φm = 0 d’où JuK = 0 et JpK = 0.
1. Il faut remarquer que
r
1
ρ2
z
est strictement négatif et L est positif.
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Dans le cas général, on va utiliser les formules de Cardan pour résoudre cette
équation : pour une équation du type z3 + bz + a = 0, on définit le discriminant
∆ = a2 + 4
27
b3 ce qui nous donne ici :
∆ =


2
JqK · þns
1
ρ2
{


2
+
4
27


−2
L +
s
τþn · þn
ρ
{
s
1
ρ2
{


3
. (2.29)
Du signe de ce discriminant dépend alors le nombre de solutions réelles à notre
équation :
– si ∆ > 0, il n’y a qu’une solution réelle ;
– si ∆ = 0, il y a deux solutions réelles ;
– si ∆ < 0, il y a trois solutions réelles.
Discriminant positif. Si le discriminant est strictement positif, comme c’est
le cas si le tenseur de viscosité est nul, alors l’unique solution réelle Φm de notre
équation est donnée par :
Φm = m
+ + m− avec m± =
3
√
−a ±
√
∆
2
c’est-à-dire
Φm = m
+ + m− avec m± = 3
√√√√√√
1
2

−2JqK · þnr
1
ρ2
z ±
√
∆

 . (2.30)
Discriminant négatif ou nul. On se demande alors dans quels cas le discrimi-
nant pourrait s’annuler ou devenir négatif. Pour cela, il faudrait que le terme au
cube du discriminant (2.29) soit négatif ou nul, c’est-à-dire que :


−2
L +
s
τþn · þn
ρ
{
s
1
ρ2
{


3
≤ 0 ⇐⇒ − 2
L +
s
τþn · þn
ρ
{
s
1
ρ2
{ ≤ 0
⇐⇒ L +
s
τþn · þn
ρ
{
≤ 0 car
s
1
ρ2
{
< 0
⇐⇒ L ≤ τgþn · þn
ρg
− τℓþn · þn
ρℓ
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ce qui signifie qu’il faudrait que l’énergie spécifique émise par le saut de la contrainte
d’élongation/compression dans la direction normale à l’interface soit supérieure à
la chaleur latente. Pour se donner une idée de ce que cela représente, plaçons-nous
dans le cas unidimensionnel, supposons que la phase liquide soit incompressibles
et que la phase gazeuse soit un fluide newtonien :
τg = µg
(
∇u + t∇u
)
+ λg div(u)I
et qu’il satisfasse la loi de Stokes :
2µg + 3λg = 0.
Dans ce cas là, le tenseur des contraintes dans le liquide est nul et, dans le gaz, il
se simplifie par :
τgþn · þn = 2µg∂xu + λg∂xu =
4
3
µg∂xu
d’où la réécriture de l’inégalité au-dessus :
∂xu ≥
3
4
L ρg
µg
. (2.31)
Pour se donner un ordre de grandeur de la borne sur ∂xu, calculons-la dans
un cas qui nous concerne, par exemple pour de l’eau à pression p = 1 bar et à
température de saturation Tsat = 372,76 K. La densité de la phase de vapeur est
alors 2 ρg = 0,590 34 kg m−3, sa viscosité dynamique vaut µ = 1,2256 × 10−5 Pa s
et la chaleur latente est L = 2257,4 × 103 J kg−1. On calcule alors la borne sur ∂xu
suivante :
∂xu ≥ 81 549 864 311,358 s−1 .
Cette quantité, qui est l’unique coefficient du tenseur de déformation de notre
fluide, représente un taux d’élongation/compression dont la borne ci-dessus sort
complètement du cadre de notre étude. Pour donner un ordre d’idée, cela corres-
pond à passer d’une vitesse nulle à une vitesse d’environ un quarantième de celle
de la lumière sur une distance d’un dixième de millimètre.
On peut aussi se demander dans quels cas le terme L ρg
µg
devient suffisamment
petit pour que l’on n’ait pas unicité des solutions pour une valeur de ux raisonnable.
Cela pourrait se produit si le rapport ρg
µg
devient petit (viscosité cinématique très
élevée) ou quand la chaleur latente L devient petite. Concernant ce dernier cas,
la chaleur latente diminue effectivement le long de la courbe de saturation quand
on augmente la température, pour finalement s’annuler au point critique au-delà
duquel le fluide change spontanément d’état entre liquide et gaz. Toutefois, pour
2. selon les tables disponibles sur le site http://webbook.nist.gov/chemistry/fluid/.
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l’eau, le point critique se situe à environ Tc = 647 K et pc = 218 atm ce qui est loin
du cadre de notre étude.
On admettra donc que le système d’équations à l’interface (2.25c) admet une
unique solution donnée par (2.30).
Flux de masse simplifié. Généralement (voir [Juric 98], [Son 01], [Daru 06],
[Tanguy 07], . . .), l’équation de conservation de l’énergie à l’interface (2.25c) est
plutôt simplifiée par :
Φm =
JqK · þn
L . (2.32)
Dans un premier temps, nous allons comparer cette expression simplifiée avec la
valeur exacte du flux de masse (2.30) sur un cas test. On se replace dans un cas
unidimensionnel avec un film de vapeur d’épaisseur L = 0,1 mm surmonté de la
phase liquide. Les paramètres au niveau de l’interface sont repris du test précédent
(p = 1 bar, Tsat = 372,76 K, ρg = 0,590 34 kg m−3 et L = 2257,4 kJ kg−1) et la
température de la plaque chauffante, sous le film de vapeur, est fixée à Twall =
Tsat + 200 = 572,76 K. La densité de la phase liquide est ρℓ = 958,63 kg m−3 et sa
température est constante et égale à Tsat. On fixe la conductivité thermique de la
vapeur à kg = 0,025 053 W m−1 K−1 et on suppose le flux de chaleur constant dans
le film, d’où la densité du flux de chaleur qg = 50 106 W m−2. On néglige aussi les
effets de la viscosité. On obtient alors le tableau comparatif suivant :
Équation (2.30)
de degré 3
Équation (2.32)
simplifiée
Écart relatif
Φm (kg m−2 s−1) −22,196 × 10−3 −22,196 × 10−3 3,11 × 10−10
JpK (Pa) 8,341 × 10−4 8,341 × 10−4 6,23 × 10−10
JuK (m s−1) 3,758 × 10−2 3,758 × 10−2 3,11 × 10−10
qui montre une erreur relative de l’ordre de 10−10 ce qui peut justifier l’utilisation
de l’expression simplifiée du flux de masse.
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2.1.3 Le cas du film de vapeur
x
0
xv(t)
xl(t)
y,z
plaque
gaz
liquide
atmosphère
compressible
gaz parfait
incompressible
pression et température constantes
vitesse nulle, température constante
Dans un premier temps, on se place dans le cadre de l’étude d’une couche
de liquide au-dessus d’une paroi chauffante et séparée de celle-ci par un film de
vapeur. On suppose que :
– la paroi chauffante est plane, horizontale et à température constante ;
– le film de vapeur et la couche de liquide sont d’épaisseur uniforme et variant
dans le temps ;
– afin de restreindre le changement de phase (liquéfaction et vaporisation) à
l’interface liquide/vapeur, on suppose la température de la vapeur toujours
supérieure à la température de saturation et celle du liquide toujours infé-
rieure ;
– la couche liquide est surmontée d’une couche de gaz qu’on appellera atmo-
sphère et dont on ne modélisera pas le comportement. Celle-ci applique une
pression uniforme sur la couche liquide et impose, de manière générale, des
conditions aux bords (température ou flux de chaleur) uniformes.
Sous ces hypothèses, la tension de surface n’a aucun rôle dans l’étude de ce
phénomène et donc aucune instabilité de type Rayleigh-Taylor n’est attendue. De
plus, les symétries en jeu font que le modèle se réduit à un problème unidimen-
sionnel, orienté selon l’axe de gravité, sur un domaine de taille variable.
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2.1.4 Navier-Stokes en 1D
On peut donc simplifier les équations de Navier-Stokes (2.1) afin d’obtenir leur
formulation unidimensionnelle suivante :
∂tρ + (ρu)x = 0 (2.33a)
(ρu)t +
(
ρu2
)
x
+ (p − τ)x + ρg = 0 (2.33b)
∂tE + (Eu)x + ((p − τ)u)x + ρug + ∂xq = 0 (2.33c)
où l’on rappelle que
E = ρe +
1
2
ρu2 et q = −k∂xT
avec k la conductivité thermique. On supposera aussi que notre fluide est newto-
nien, et donc que :
τ = µ
(
∇u + t∇u
)
+ λ div(u)I
ce qui nous donne dans le cas unidimensionnel :
τ = (2µ + λg) ux.
On a en plus la relation 2µ + 3λ = 0, d’où :
τ =
4
3
µux.
Ce modèle permet alors de modéliser aussi bien la phase vapeur que la phase
liquide. Toutefois, des hypothèses supplémentaires vont permettre de simplifier
ces équations pour prendre en compte les spécificités des deux phases.
2.1.5 Phase gazeuse
Pour fermer le modèle concernant la phase gazeuse, il nous faut choisir une loi
d’état pour la pression p. Nous avons choisi de considérer la vapeur comme étant
un gaz compressible, satisfaisant la loi des gaz parfaits
p
ρ
= RsT où Rs est la constante spécifique des gaz parfaits,
et de type Laplace ce qui implique que les capacités calorifiques cp et cV sont
constantes.
Le fait que le gaz soit parfait nous dit que la variation d’énergie interne s’écrit
en fonction de la variation de la température par de = cV dT (relation qui est aussi
valable pour les fluides incompressibles) où cV est la capacité calorifique massique
à volume constant. Le flux de chaleur s’exprime alors q = − k
cV
∂xe.
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Le gaz étant de plus de type Laplace, la capacité calorifique à volume constant
ne dépend donc pas de la température ce qui permet d’intégrer la première relation
pour obtenir e = cV(T − T0) où T0 définit la température à laquelle on considère
l’énergie interne nulle.
Il faut tout de même signaler que la vapeur d’eau à saturation ne satisfait pas
exactement la loi des gaz parfaits comme cela a déjà été signalé dans [Caro 04,
p. 87] ou comme on peut le remarquer en consultant une table thermodynamique
de l’eau 3. Toutefois, c’est un choix courant dans la littérature pour l’étude de
phénomènes similaires (voir [Caro 04], [Daru 06], [Tanguy 07], [Faccanoni 08, p.
121]) qui permet d’avoir une loi d’état simple pour la pression. D’autres lois ont
tout de même été étudiées comme des lois de type Van der Waals (voir [Caro 04],
[Faccanoni 08]), de type stiffened gaz (voir [Caro 04], [Faccanoni 08]) ou des lois
tabulées comme dans [Faccanoni 08, p. 195].
2.1.6 Interface
À partir des équations de sauts (2.25c) et en y remplaçant l’équation d’énergie
par l’expression simplifiée (2.32) du flux de masse Φm. Dans notre cas unidimen-
sionnel, on obtient les équations suivantes :
JΦmK = 0 , (2.34a)
Φm JuK + Jp − τK = 0 , (2.34b)
Φm −
JqK
L = 0. (2.34c)
2.1.7 Phase liquide
Concernant la phase liquide, on considère qu’elle est incompressible et de tem-
pérature constante égale à la température de saturation Tsat (100 ◦C par exemple).
{
ux = 0 ,
ρut + px + ρg = 0 .
(2.35)
2.1.8 Conditions aux limites
On utilise comme conditions aux limites :
T = Twall en x = 0 au niveau de la plaque chauffante,
u = 0 en x = 0,
T = Tsat au niveau de l’interface gaz/liquide,
p = patm en x = xl(t), en haut du film liquide, à l’interface avec l’atmosphère.
3. voir les tables disponibles sur le site http://webbook.nist.gov/chemistry/fluid/.
26 CHAPITRE 2. LA CALÉFACTION EN FILMS
2.2 Simulation numérique
On va maintenant décrire la méthode de résolution numérique de ce modèle et
les résultats obtenus.
2.2.1 Méthode ALE
Les différentes phases ayant une taille qui varie dans le temps, il faut choisir
une méthode permettant de gérer ces frontières libres. Alors qu’en dimension supé-
rieure, on aurait probablement préféré choisir une méthode de capture d’interface
de type Level-Set (voir 3.2), le cas unidimensionnel est suffisamment simple pour
utiliser un suivi explicite des interfaces.
Ayant fait le choix de simuler chaque phase séparément et de les coupler via
l’interface, il faut alors discrétiser la phase gazeuse de telle sorte à prendre en
compte la hauteur variable de cette phase. Pour cela, on va utiliser la méthodologie
ALE (pour Arbitrary Lagrangian-Eulerian, voir [Donea 04]) qui permet de passer
de manière continue du repère eulérien, où les points de discrétisation sont fixes
dans le temps, au repère lagrangien où les points de discrétisation sont transportés
par le champ de vitesse et suivent donc les particules du fluide.
Dans notre cas, le bas de la phase gazeuse est fixe (position de la plaque chauf-
fante) tandis que le bord supérieur correspond à l’interface gaz/liquide et se déplace
donc à la vitesse w(t). Choisissant un nombre de points de discrétisation constant,
cela implique que la maille située au haut du domaine va se déplacer à la vitesse
w(t) tandis que la maille en bas du domaine reste fixe. Afin de garder un pas
d’espace constant, on choisit une vitesse ω(x, t) de transport du maillage variant
linéairement entre 0 et w(t) :
ω(x, t) = w(t)
x
δ(t)
où δ(t) est la hauteur de la phase gazeuse.
De la méthode ALE, on déduit que la modélisation de la vitesse du maillage
consiste en l’ajout d’un terme −ω∇• de transport des inconnues (ρ, ρu, E) de
notre modèle par la vitesse −ω, prenant ainsi en compte le flux de ces quantités
entre les mailles de notre maillage (voir [Donea 04, p. 7]).
Des équations de Navier-Stokes unidimensionnelles (2.33), on tire leur équi-
valent dans la méthodologie ALE :
∂tρ + (ρu)x − ωρx = 0 (2.36a)
(ρu)t +
(
ρu2
)
x
− ω (ρu)x + (p − τ)x + ρg = 0 (2.36b)
∂tE + (Eu)x − ωEx + ((p − τ)u)x + ρug + ∂xq = 0 (2.36c)
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Numériquement, on se pose la question de comment discrétiser le terme pro-
venant de la méthode ALE. Par exemple, on peut écrire l’équation de conservation
de la masse de deux manières différentes :
ρt + (ρu)x − ωρx = 0 (2.37)
ou
ρt + (ρ(u − ω))x + ρωx = 0 (2.38)
et on aimerait connaître l’influence de ce choix sur la conservation de la masse
pour un schéma de discrétisation donné.
On considère un domaine compris entre xb(t) et xh(t) (xb < xh) avec une
vitesse de maillage au bord du domaine donnée par ωb(t) et ωh(t). La vitesse du
maillage est ensuite interpolée linéairement à partir de ces deux vitesses et donc
la dérivée spatiale de cette vitesse est constante. Notre domaine est discrétisé en
N cellules et les points de discrétisation sont placés au centre de ces cellules. Voici
les notations que l’on va utiliser :
xb(t), xh(t) : positions des bords du domaine,
ωb(t) =
∂
∂t
xb(t) : vitesse du bord bas du maillage,
ωh(t) =
∂
∂t
xh(t) : vitesse du bord haut du maillage,
L(t) = xh(t) − xb(t) : taille du domaine,
W = ∂
∂t
L(t) = ωh(t) − ωb(t) : taux de dilatation du domaine,
∆t, •(n) : pas de discrétisation temporelle et notation pour une valeur au temps
tn,
N, h(t) = L(t)
N
, ·i : nombre de points de discrétisation, pas d’espace et notation
pour une valeur au point xi, i ∈ {12 , 32 , . . . , N − 12},
h(n) = L
(n)
N
: pas d’espace au temps tn,
L(n+1) = L(n) + W∆t : discrétisation de l’évolution de la longueur du domaine,
x
(n)
i = x
(n)
b + ih
(n) : points de discrétisation spatiale,
ω(n)(x) = ω
(n)
b +
x−x
(n)
b
L(n)
W : vitesse du maillage au temps tn,
ω
(n)
i = ω
(n)
b + i
h(n)
L(n)
W = ω
(n)
b + i
W
N
: ω(n) discrétisé en espace,
ω(n)x =
W
L(n)
: dérivée spatiale de la vitesse du maillage (constante en espace),
ω
(n)
i+1/2 − ω
(n)
i−1/2 =
W
N
: différence de vitesse du maillage entre deux mailles consé-
cutives,
h(n+1) = h(n)
(
1 + ω(n)x ∆t
)
: évolution du pas d’espace,
M (n) =
∑N−1/2
i=1/2 h
(n)ρ
(n)
i : masse de fluide au temps tn.
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Formulation (2.38). On choisit de discrétiser les termes d’advection/conservation
par une méthode à base de flux, c’est-à-dire (ρu)x,i+1/2 ≈ 1h ((ρu)i+1 − (ρu)i). Com-
mençons par étudier la discrétisation de l’équation :
ρt + (ρ(u − ω))x + ρωx = 0 . (2.38)
Cette équation se discrétise par :
ρ
(n+1)
i+1/2 − ρ
(n)
i+1/2
∆t
+
1
h(n)
(
(ρ(u − ω))(n)i+1 − (ρ(u − ω))(n)i
)
+ ρ
(n)
i+1/2ω
(n)
x = 0 ,
⇐⇒ρ(n+1)i+1/2 = ρ
(n)
i+1/2 −
∆t
h(n)
(
(ρ(u − ω))(n)i+1 − (ρ(u − ω))(n)i
)
− ∆tρ(n)i+1/2ω(n)x
dont on calcule la masse associée ρ au temps tn+1 :
M (n+1) =
N−1∑
i=0
h(n+1)ρ
(n+1)
i+1/2,
=
N−1∑
i=0
h(n)ρ
(n)
i+1/2 + h
(n)ω(n)x ∆t
N−1∑
i=0
ρ
(n)
i+1/2
− h
(n+1)
h(n)
∆t
N−1∑
i=0
[
(ρ(u − ω))(n)i+1 − (ρ(u − ω))
(n)
i
]
− h(n+1)ω(n)x ∆t
N−1∑
i=0
ρ
(n)
i+1/2,
= M (n) + ω(n)x ∆t
N−1∑
i=0
ρ
(n)
i+1/2
(
h(n) − h(n+1)
)
,
− h
(n+1)
h(n)
∆t
[
(ρ(u − ω))(n)N − (ρ(u − ω))
(n)
0
]
,
= M (n) −
(
ω(n)x ∆t
)2
M (n)
−
(
1 + ω(n)x ∆t
)
∆t
[
(ρ(u − ω))(n)N − (ρ(u − ω))
(n)
0
]
,
M (n+1) = M (n) − ∆t
[
(ρ(u − ω))(n)N − (ρ(u − ω))
(n)
0
]
(2.39a)
−
(
ω(n)x ∆t
)2
m(n) − ω(n)x ∆t2
[
(ρ(u − ω))(n)N − (ρ(u − ω))
(n)
0
]
(2.39b)
où, dans la dernière équation, la première ligne (2.39a) correspond à l’expression
correcte de la masse au temps tn+1, c’est-à-dire la masse au temps tn plus le flux de
matière aux interfaces. La deuxième ligne (2.39b) est un terme d’erreur introduit
par le choix de la discrétisation.
On peut aussi choisir d’impliciter la densité dans le terme ρωx pour obtenir la
discrétisation suivante :
(
1 + ω(n)x ∆t
)
ρ
(n+1)
i+1/2 = ρ
(n)
i+1/2 −
∆t
h(n)
(
(ρ(u − ω))(n)i+1 − (ρ(u − ω))(n)i
)
. (2.40)
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En calculant la masse associée, on obtient alors :
M (n+1) =
1
1 + ω
(n)
x ∆t
(
N−1∑
i=0
h(n+1)ρ
(n)
i+1/2
−h
(n+1)
h(n)
∆t
[
(ρ(u − ω))(n)N − (ρ(u − ω))
(n)
0
])
,
=
1 + ω(n)x ∆t
1 + ω
(n)
x ∆t
N−1∑
i=0
h(n)ρ
(n)
i+1/2
− ∆t1 + ω
(n)
x ∆t
1 + ω
(n)
x ∆t
[
(ρ(u − ω))(n)N − (ρ(u − ω))
(n)
0
]
,
M (n+1) = M (n) − ∆t
[
(ρ(u − ω))(n)N − (ρ(u − ω))
(n)
0
]
(2.41)
où il n’y a pas de termes d’erreur.
Formulation (2.37). Pour faciliter l’étude de la discrétisation du terme −ωρx,
on va considérer que ω est positif sur tout le domaine, ce qui revient à dire que
ωb(t) ≥ 0 et ωh(t) ≥ 0. On discrétise alors ce terme, en utilisant un schéma amont,
par :
−ω(xi+1/2, tn)ρx(xi+1/2, tn) ≈ −ω(n)i+1/2
ρ
+,(n)
i+1 − ρ+,(n)i
h(n)
.
Le calcul de la masse au temps tn+1 nous donne alors :
M (n+1) = M (n) − ∆t
[
(ρ(u − ω))(n)N − (ρ(u − ω))
(n)
0
]
(2.42a)
−
(
ω(n)x ∆t
)2
M (n) − ω(n)x ∆t2
[(
(ρu)
(n)
N − ρ+,(n)N ω(n)N−1/2
)
−
(
(ρu)
(n)
0 − ρ+,(n)0 ω(n)1/2
)]
(2.42b)
+ ∆t
[(
ρ
+,(n)
N ω
(n)
N−1/2 − (ρω)
(n)
N
)
−
(
ρ
+,(n)
0 ω
(n)
1/2 − (ρω)
(n)
0
)]
(2.42c)
+ ω(n)x h
(n+1)∆t
(
N−1∑
i=0
ρi+1/2 −
N−1∑
i=1
ρ
+,(n)
i
)
(2.42d)
où la première ligne (2.42a) est le terme attendu et où la seconde ligne (2.42b)
se rapproche du terme d’erreur apparaissant dans la première discrétisation de
la formulation (2.38). S’ajoutent à ceux-ci deux autres termes d’erreur (2.42c) et
(2.42d).
Du point de vue de la conservation de la masse, nous préfèrerons ici la formu-
lation (2.38) discrétisée par (2.40).
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2.2.2 Phase gazeuse
Dans le traitement de l’équation d’énergie, nous allons traiter le terme de dif-
fusion thermique de manière implicite et le terme de viscosité de manière explicite
car la contrainte de stabilité associée n’est pas restrictive dans notre cas. Rappelons
tout d’abord l’équation d’énergie :
Et + (E(u − ω))x + Eωx + ((p − τ)u)x + ρug + qx = 0
qui, discrétisée selon le temps, se réécrit alors :
E(n+1) + q(n+1)x ∆t = E
(n)
− ∆t
[
(E(u − ω))(n)x + (Eωx)
(n) + ((p − τ)u)(n)x + (ρug)
(n)
]
.
Nous allons maintenant faire le lien entre le flux de chaleur q = −kTx et l’énergie
totale E.
Dans le cas d’un gaz parfait, la variation d’énergie interne est directement liée
à la variation de température par la relation
de = cV dT
où cV est la capacité thermique massique à volume constant. Si on considère en plus
que le gaz parfait est de type Laplace, c’est-à-dire si cV est considérée constante
(elle dépend normalement de la température), on peut alors intégrer l’expression
ci-dessus pour obtenir e = cVT + cste. Par convention, on choisit que l’énergie
interne est nulle quand la température est nulle. Finalement, on obtient :
e = cVT .
Le flux de chaleur se réécrit alors q = − k
cV
ex d’où
qx = −
k
cV
exx .
Si on choisit de discrétiser la dérivée seconde en espace de l’énergie interne par
le schéma centré d’ordre 2 usuel :
exx(xi) ≈
ei−1 − 2ei + ei+1
h2
et en utilisant le fait que e = E
ρ
− 1
2
u2, on obtient la discrétisation de qx(xi)
suivante :
qx(xi) ≈ −
k
cVh2
(
1
ρi−1
Ei−1 −
2
ρi
Ei +
1
ρi+1
Ei+1
)
+
k
2cVh2
(
u2i−1 − 2u2i + u2i+1
)
.
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Ce terme étant évalué au temps n + 1, on utilisera ρ(n+1) et m(n+1) = (ρu)(n+1)
calculés dans les étapes explicites précédentes pour calculer u(n+1) nécessaire ci-
dessus.
On rappelle que le tenseur des contraintes visqueuses τ s’écrit dans le cas
unidimensionnel :
τ =
4
3
ηux et τu =
4
3
ηuux =
2
3
η
(
u2
)
x
.
Finalement, notre discrétisation de l’équation d’énergie devient :
− k
cVρ
(n+1)
i−1
∆t
h(n+1)
2 E
(n+1)
i−1 +
(
1 +
2k
cVρ
(n+1)
i
∆t
h(n+1)
2
)
E
(n+1)
i −
k
cVρ
(n+1)
i+1
∆t
h(n+1)
2 E
(n+1)
i+1 =
E
(n)
i − ∆t
[
k
2cVh(n+1)
2
(
u
(n+1)
i−1
2 − 2u(n+1)i
2
+ u
(n+1)
i+1
2
)
+ (E(u − ω))(n)x,i + E
(n)
i ω
(n)
x,i + (pu)
(n)
x,i −
1
3
η
(
u2
)(n)
xx,i
+ (ρug)(n)i
]
. (2.43)
Il faut remarquer que comme le domaine varie dans le temps, le pas d’espace h varie
aussi, d’où les termes h(n+1) ci-dessus calculés grâce à ω(n). Les termes (E(u−ω))x,i
et (pu)x,i sont approchés par un schéma conservatif à base de flux. Le terme ωx,i est
connu exactement à partir des vitesses du bord du domaine et la dérivée seconde
en espace de u(n)
2
est approchée par un schéma d’ordre deux comme celui utilisé
sur u(n+1)
2
.
Si on choisit d’impliciter aussi le terme Eωx, comme dans (2.40), on obtient la
discrétisation suivante :
− k
cVρ
(n+1)
i−1
∆t
h(n+1)
2 E
(n+1)
i−1 +
(
1 + ω(n)x ∆t +
2k
cVρ
(n+1)
i
∆t
h(n+1)
2
)
E
(n+1)
i
− k
cVρ
(n+1)
i+1
∆t
h(n+1)
2 E
(n+1)
i+1 = E
(n)
i − ∆t
[
k
2cVh(n+1)
2
(
u
(n+1)
i−1
2 − 2u(n+1)i
2
+ u
(n+1)
i+1
2
)
+ (E(u − ω))(n)x,i + (pu)
(n)
x,i −
1
3
η
(
u2
)(n)
xx,i
+ (ρug)(n)i
]
. (2.44)
Conditions aux bords sur la température. Considérons le cas où on veut
imposer une condition de type Dirichlet pour la température au bord du domaine.
Comme notre maillage est décalé par rapport aux bords du domaine, il nous faut
exprimer une condition imposée à l’interface entre deux cellules de notre discré-
tisation par une relation entre les données sur les points de discrétisations. Par
exemple, si on veut imposer la température TI à l’interface entre les mailles i et
i + 1, on obtient à l’ordre deux la relation
Ti + Ti+1
2
= TI .
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On va maintenant ramener cette équation à une relation sur l’énergie totale E.
En utilisant la relation e = cVT , cette équation se traduit par
ei + ei+1
2
= cVTI
puis en utilisant la relation entre l’énergie interne et l’énergie totale e = E
ρ
− 1
2
u2,
on obtient
1
2
(
Ei
ρi
+
Ei+1
ρi+1
)
− 1
2
(
1
2
u2i +
1
2
u2i+1
)
= cVTI
d’où
Ei
ρi
= −Ei+1
ρi+1
+ 2cVTI +
1
2
(
u2i + u
2
i+1
)
et finalement
− k
cVρi
∆t
h2
Ei =
k
cVρi+1
Ei+1 −
k
cV
∆t
h2
(
2cVTI +
1
2
ui +
1
2
ui+1
)
(2.45)
qui nous permet d’inclure dans le schéma (2.43) notre condition au bord sur la
température.
Application des conditions aux bords. De manière général, pour appliquer
les conditions aux bords, on va utiliser une méthode de type Ghost Cell : on étend
artificiellement la taille du domaine pour y introduire des points de discrétisation
fictifs. On associe à ces points, des valeurs de nos inconnues choisies de telle sorte
que notre schéma numérique appliqué à proximité du bord du domaine se com-
porte de la même manière que si on l’avait modifié pour y prendre en compte
les conditions aux bords. Cela permet de traiter de manière uniforme l’ensemble
du domaine de calcul sans modifier tous les opérateurs à proximité du bord du
domaine.
Au niveau de la paroi chauffante, on doit appliquer des conditions au bord de
type mur. La vitesse est alors étendue en dehors du domaine de manière antisy-
métrique : u(−x) = u(x). La densité, quant à elle, est étendu symétriquement :
ρ(−x) = ρ(x). La température, comme suggéré plus haut, est extrapolée linéaire-
ment sous la plaque : T (−x) = 2T (0) − T (x).
Au niveau de l’interface avec le liquide, la vitesse sera aussi extrapolée en
fonction de la valeur imposée au bord : pour x > xv(t), u(x) = 2u(xv)−u(2xv −x).
Il en sera de même pour la température (et donc l’énergie interne) et la densité.
Termes de transport. Concernant la discrétisation des termes de transport,
on utilise un schéma ENO3 (voir 4.1.1) avec une méthode de splitting de flux
amont/aval de type Lax-Friedrichs global (voir, ainsi que pour ENO3, les deux
articles de Shu et Osher : [Shu 88] et [Shu 89]).
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Intégration en temps. Concernant l’intégration en temps pour la phase ga-
zeuse, on a choisi le schéma de Runge-Kutta TVD (Total Variation Diminishing)
d’ordre 3 (voir [Gottlieb 98] et [Shu 97, §4.2.1]) : pour intégrer en temps une
équation différentielle du type
∂tψ = L(ψ, t)
ce schéma approche ψ au temps tn + ∆t, à partir d’une approximation ψn de ψ au
temps tn, en suivant la procédure suivante :
ψ(1) = ψn + ∆t L(ψn, tn) ,
ψ(2) =
3
4
ψn +
1
4
(
ψ(1) + ∆t L
(
ψ(1), tn + ∆t
))
,
ψn+1 =
1
3
ψn +
2
3
(
ψ(2) + ∆t L
(
ψ(2), tn +
1
2
∆t
))
.
Dans le cadre particulier de la méthode ALE, on applique ce schéma non seule-
ment aux quantités thermodynamiques de notre modèle, mais aussi aux proprié-
tés de notre maillage, c’est-à-dire essentiellement à la position xint de l’interface
gaz/liquide en se basant sur la relation :
∂txint(t) = w(t)
où w(t) est la vitesse de l’interface gaz/liquide.
2.2.3 Phase liquide
Concernant la phase liquide, modélisée par les équations (2.35) :
{
ux = 0 ,
ρut + px + ρg = 0 .
(2.35)
elle n’a clairement pas besoin d’être discrétisée et, la pression étant donnée aux
deux interfaces, l’évolution temporelle de la vitesse est immédiate. On rappelle
que la température de la phase liquide est supposée constante et que la pression
imposée en haut du domaine est celle de l’atmosphère.
2.2.4 Interface et couplage
On rappelle les équations (2.34) déterminant le couplage entre la phase liquide
et vapeur :
JΦmK = 0 , (2.34a)
Φm JuK + Jp − τK = 0 , (2.34b)
Φm −
JqK
L = 0. (2.34c)
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Le couplage des deux phases par l’intermédiaire l’interface est effectué selon
l’algorithme suivant :
1. le flux de chaleur qg(xv) provenant de la phase vapeur est calculé à l’interface
à partir des données provenant de la phase vapeur à l’itération précédente ;
2. le flux de masse Φm correspondant est calculé en utilisant l’équation (2.34c) ;
3. la pression pℓ(xv) à imposer à l’interface pour la phase liquide est calculée à
partir de l’équation (2.18) équivalent à (2.34b) ci-dessus ;
4. la vitesse wℓ de l’interface gaz/liquide utilisée pour la résolution de la phase
liquide est calculée avec la relation wℓ = uℓ − Φmρℓ en utilisant la vitesse uℓ de
la précédente itération ;
5. on résout la phase liquide : la nouvelle vitesse est calculée par la deuxième
équation de (2.35) et le domaine de la phase liquide est modifié sous l’effet
de la vitesse de l’interface gaz/liquide et de l’interface liquide/atmosphère
(égale à la vitesse du liquide) ;
6. le flux de masse n’est pas modifié ;
7. la pression pg(xv) à imposer à la phase gazeuse est calculée avec la relation
(2.18) en utilisant la densité de la vapeur provenant de l’itération précédente ;
8. la densité ρg(xv) de la phase gazeuse à l’interface est alors calculée avec la
loi d’état des gaz parfaits utilisant la pression ci-dessus et la température de
saturation ;
9. la vitesse ug(xv) de la phase gazeuse à l’interface est calculée à partir de
l’équation (2.9) équivalente à (2.34a) ;
10. la vitesse de l’interface gaz/liquide utilisée pour la résolution de la phase
gazeuse est calculée avec la relation wg = ug − Φmρg ;
11. on résout la phase vapeur et son domaine est modifié par la vitesse de l’in-
terface wg ;
12. on recommence l’algorithme tant que le critère d’arrêt n’est pas satisfait.
avec comme critère d’arrêt que la modification relative du flux de masse entre deux
itérations du couplage soit de module inférieur à une tolérance donnée.
Une particularité de ce couplage est que le code de calcul pour chaque phase
mémorise séparément la position de l’interface gaz/liquide. Le critère d’arrêt sur la
variation du flux de masse entre deux itérations borne aussi la différence de vitesse
d’interface prise en compte par chacune des phases. Toutefois, pour que le modèle
complet reste cohérent, la position de l’interface gaz/liquide est synchronisée entre
chaque phase à la fin du couplage en translatant la phase liquide de telle sorte à
ce qu’elle soit dans le prolongement de la phase gazeuse.
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2.2.5 Résultats numériques
Nous allons maintenant valider le code sur un cas test en comparant la solution
numérique avec une solution analytique pour un modèle simplifié.
2.2.5.1 Solution analytique pour un modèle simplifié.
Pour obtenir cette solution analytique, nous allons simplifier le modèle avec les
hypothèses suivantes :
– tout d’abord, la pression à l’interface est considérée constante au cours du
temps et fixée à la pression hydrostatique dûe à la phase liquide. Cette hy-
pothèse sera raisonnable pour une modification pas trop importante de la
masse de la phase liquide, donc un temps de simulation pas trop grand ;
– la pression sera aussi constante, en espace et en temps, dans la phase vapeur,
négligeant ainsi le poids de la vapeur vu sa faible densité ;
– la température sera supposée, dans la phase gazeuse, affine en espace mais
non constante dans le temps.
Notons δ(t) la hauteur de la phase gazeuse au temps t. La température est
donc donnée par :
T (x, t) = Twall + (Tsat − Twall)
x
δ(t)
où Tsat est la température de saturation imposée à l’interface gaz/liquide et Twall
est la température de la plaque chauffante, constante dans le temps. On pose
∆T = Tsat − Twall la différence de ces deux températures.
Utilisant la loi des gaz parfaits, on déduit la densité :
ρg(x, t) =
p
RsTwall + x
Rs∆T
δ(t)
dont la primitive en espace est :
∫ x
0
ρg(x, t) dx = p
δ(t)
Rs∆T
ln
(
RsTwall + x
Rs∆T
δ(t)
)
+ C.
Notons Mg(t) la masse de la phase vapeur :
Mg(t) =
∫ δ(t)
0
ρg(x, t) dx
=
[
p
δ(t)
Rs∆T
ln
(
RsTwall + x
Rs∆T
δ(t)
)]δ(t)
0
= p
δ(t)
Rs∆T
ln
(
Tsat
Twall
)
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d’où
δ(t) =
Rs∆T
p ln
(
Tsat
Twall
).
Le flux de masse Φm est donné par l’équation (2.34c) :
Φm(t) = −
qg(δ(t), t)
L =
kg∆T
Lδ(t) =
kgp ln
(
Tsat
Twall
)
LRsMg(t)
.
Or, l’opposé du flux de masse à l’interface correspond à la dérivée de la masse de
la phase vapeur :
M ′g(t) = −Φm(t) = −
kgp ln
(
Tsat
Twall
)
LRsMg(t)
ce qui équivaut à
M2g (t) = −
2kgp ln
(
Tsat
Twall
)
LRs
t + Mg
2
0.
Soit MT = Mg(t) + Mℓ(t) la masse totale de fluide qui est donc constante dans
le temps. Le temps τ d’extinction de la phase liquide correspond au temps où
Mg(τ) = MT , c’est-à-dire :
τ = − LRs
2kgp ln
(
Tsat
Twall
)
(
M2T − Mg20
)
.
On a supposé que la température est affine en espace dans la phase vapeur
mais la validité de cette hypothèse dépend de la vitesse dans la phase gazeuse. En
effet, si on suppose T affine en espace, l’équation de conservation de l’énergie dans
la phase gazeuse, écrite avec la température, s’écrit alors (en négligeant l’effet de
la viscosité) :
∂tT (x, t) + u(x, t)∂xT (x, t) = 0.
Si on dérive en espace cette équation, on obtient :
∂t∂xT (x, t) + ∂xu(x, t)∂xT (x, t) + u∂
2
xT (x, t) = 0.
La température étant affine selon x, ∂xT (x, t) est donc une constante en espace,
d’où :
∂t∂xT (t) + ∂xu(x, t)∂xT (t) = 0.
Si u n’est pas affine en espace, ∂xu(x, t) n’est donc pas constant selon x ce qui
amène une contradiction avec l’hypothèse que T est affine. Vérifions donc si u est
affine ou non.
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On va déduire l’expression de u à partir de l’équation de conservation de la
masse ∂tρ + (ρu)x = 0. Dérivons en temps la densité :
∂tρg(x, t) =
∂tδ(t)xpRs∆T
(δ(t)RsTwall + xRs∆T )
2
= p∂tδ(t)
[
1
δ(t)RsTwall + xRs∆T
− δ(t)RsTwall
(δ(t)RsTwall + xRs∆T )
2
]
et primitivons-la en espace :
∫ x
0
∂tρg(x, t) dx =
p∂tδ(t)
Rs∆T
[
ln (δ(t)RsTwall + xRs∆T ) +
δ(t)RsTwall
δ(t)RsTwall + xRs∆T
]
+ C(t)
=
p∂tδ(t)
Rs∆T
ln (δ(t)RsTwall + xRs∆T ) +
ρg(x, t)∂tδ(t)
∆T
+ C(t).
La primitive en espace de l’équation de conservation de la masse nous donne alors
l’expression de la vitesse :
ug(x, t) = −
1
ρg(x, t)
(∫ x
0
∂tρg(x, t) dx + C(t)
)
= − ∂tδ(t)
δ(t)Rs∆T
(δ(t)RsTwall + xRs∆T ) ln (δ(t)RsTwall + xRs∆T )
− ∂xδ(t)Twall
∆T
− C(t)δ(t)RsTwall + xRs∆T
pδ(t)
.
Ayant ug(0, t) = 0, alors
C(t) =
p∂tδ(t)
Rs∆T
(1 + ln(δ(t)RsTwall))
d’où
ug(x, t) = −∂t(t)
Twall
∆T
[(
1 +
x
δ(t)
∆T
Twall
)
ln
(
1 +
x
δ(t)
∆T
Twall
)
− x
δ(t)
∆T
Twall
]
qui n’est clairement pas affine en x. La température n’est donc pas affine mais
on va se contenter des solutions analytiques trouvées avec cette hypothèse. On
s’attend tout de même à ce que le flux de chaleur à l’interface soit, en réalité, plus
faible que dans le cas affine à cause du fait que, relativement à l’interface, du gaz
à Tsat est introduit dans la phase gazeuse.
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2.2.5.2 Simulation et validation
On utilise, pour de l’eau à pression atmosphérique, les paramètres de modèle
suivants :
– Température de saturation Tsat = 373,16 K ;
– Température de la plaque chauffante Twall = Tsat + 250 ;
– Constante spécifique des gaz parfaits Rs =
8,314 472
18 × 10−3
J kg−1 K−1 ;
– Capacité calorifique massique à volume constant de la vapeur cVg =
Rs
0,4
ce
qui correspond à un coefficient adiabatique γ = 1.4 ;
– Viscosité dynamique de la vapeur µg = 12,269 × 10−4 Pa s ;
– Conductivité thermique de la vapeur kg = 2,5096 W m−1 K−1 ;
– Gravité g = 9,81 m s−2 ;
– Chaleur latente de vaporisation L = 2257,4 × 103 J kg−1 ;
– Densité de la phase liquide ρℓ = 1 × 103 kg m−3 ;
– Pression exercée par l’atmosphère patm = 1 × 105 N m−2 ;
– Hauteur initiale de la phase gazeuse δg = 1 × 10−3 m ;
– Hauteur initiale de la phase liquide δℓ = 1 × 10−5 m.
La taille de la phase liquide a été choisie petite pour que la simulation ne dure pas
trop longtemps afin de pouvoir comparer avec les solutions théoriques calculées
plus haut. Justement, avec ces paramètres et en prenant une pression à l’interface
pint = patm + ρℓδℓ, on obtient le temps d’évaporation de la phase liquide :
τ = 0,441 13 s.
On arrêtera donc la simulation numérique un peu avant pour éviter les problèmes
liés à l’évaporation complète de la phase liquide.
Comparons tout d’abord le flux de masse. Pour mettre en évidence les diffé-
rences entre la courbe numérique et théorique, on les a représentées sur deux in-
tervalles de temps contigus. La figure 2.1 compare ces deux courbes sur l’intervalle
de temps t ∈ [0, 0.05] tandis que la figure 2.2 concerne l’intervalle t ∈ [0.05, 0.44].
Comme on s’y attendait, le flux de masse numérique est légèrement plus faible que
sa valeur théorique. C’est probablement dû au fait que l’hypothèse de profil affine
de la température surestime celle-ci, surtout proche de l’interface là où du gaz à
température de saturation est éjecté depuis la phase liquide. Mais globalement, le
comportement de ces deux courbes est similaire.
La figure 2.3 compare, quant à elle, la position numérique et théorique de
l’interface gaz/liquide. Du fait de la surestimation du flux de masse par la solu-
tion théorique, la position théorique de l’interface augmente plus rapidement que
celle constatée numériquement et dont l’écart entre les deux augmente au cours
du temps. Toutefois, l’évolution de la courbe numérique paraît cohérente avec la
solution théorique.
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Figure 2.1 – Flux de masse théorique et simulé pour t ∈ [0, 0.05].
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Figure 2.2 – Flux de masse théorique et simulé pour t ∈ [0.05, 0.44].
Enfin, on a voulu analyser brièvement le comportement de notre algorithme de
couplage. La figure 2.4 représente le nombre moyen (sur 10 pas de temps consécu-
tifs) d’itérations du couplage nécessaires pour arriver à convergence (selon notre
critère d’arrêt). Les parties du graphe où le trait semble épais correspondent à une
oscillation rapide de cette moyenne entre deux valeurs. On constate une diminution
du nombre d’itération de couplage nécessaire au fil du temps. Après une phase de
stabilisation au début de la simulation, cette diminution est probablement liée à
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Figure 2.3 – Position de l’interface gaz/liquide théorique et simulée pour t ∈
[0, 0.44].
l’aplatissement du flux de masse, et donc de la vitesse de l’interface, au cours du
temps ce qui signifie moins de modification des paramètres du modèle entre deux
pas de temps et donc un couplage moins perturbé entre les deux phases.
Il faut aussi remarquer l’augmentation du nombre d’itérations de couplage en
toute fin de simulation. On pense que cela est dû à la prochaine disparition de la
phase liquide qui entraîne des instabilités de l’interface.
2.3 Conclusion
Dans ce chapitre, après avoir rappelé les équations de Navier-Stokes dans un
cadre général, nous en avons déduit les équations sur les sauts des différentes
variables du modèle en présence d’une surface de discontinuité. Ces équations font
apparaître le flux de masse Φm à travers l’interface.
Cette surface représentant l’interface entre nos deux phases liquide et gazeuse
et puisqu’on a choisi d’utiliser des équations d’état séparées pour chaque phase (au
lieu d’une équation générale comme la loi de Van der Walls), nous avons modifié
en conséquences les équations de sauts pour prendre en compte les phénomènes
particuliers se produisant à l’interface :
– l’effet de la tension de surface dû à une différence, de chaque côté de l’in-
terface, des interactions entre molécules de notre fluide. On modélise cet
effet en ajoutant un terme source, proportionnel à la courbure de l’interface,
2.3. CONCLUSION 41
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0
1
2
3
4
5
6
Temps t [s]
N
om
br
e 
d’
itÃ
©
ra
tio
ns
 p
ou
r 
le
 c
ou
pl
ag
e
Figure 2.4 – Nombre moyen d’itérations nécessaires pour le couplage gaz/liquide,
pour t ∈ [0, 0.44]
dans les équations de sauts correspondant à la conservation de la quantité
de mouvement et de l’énergie ;
– le changement de phase (vaporisation ou liquéfaction) se produisant à l’inter-
face. La température y étant à saturation, toute différence à l’interface, du
flux de chaleur entre la phase gazeuse et liquide, est absorbée par l’interface
(sous forme de chaleur latente) et se traduit par un changement de phase.
On modélise ce phénomène en faisant apparaître, dans l’équation du saut de
l’énergie, l’enthalpie du fluide dont le saut à travers l’interface est connu et
dépend de la température de saturation. Ce saut est appelé chaleur latente.
De ces équations de sauts, on a extrait un florilège de relations utiles entre
les sauts des différentes variables du système et on a adopté une simplification
courante de l’expression du flux de masse en fonction du saut du flux de chaleur
et de la chaleur latente.
Enfin, on a considéré le cas d’un film de liquide sur une couche de vapeur. Ce
cas est alors modélisable par un système unidimensionnel dont on a explicité les
équations. On a ensuite discrétisé ce problème et comparé avec succès les résultats
numériques avec une solution analytique d’un cas simplifié.
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Chapitre 3
Modélisation de l’effet Leidenfrost
Dans le chapitre précédent, nous avons étudié un cas très particulier de caléfac-
tion pouvant se simplifier en un problème à une dimension. Nous allons maintenant
considérer un cas plus général en dimension trois : l’effet Leidenfrost appliqué à
une goutte d’eau.
Dans cette optique, nous devons modifier notre modèle pour prendre en consi-
dération les problématiques soulevées par la simulation numérique comme la re-
présentation et le suivi de l’interface liquide/vapeur.
3.1 Représentation des interfaces
En effet pour la caléfaction en film, grâce à l’hypothèse d’uniformité de la
couche vapeur, la connaissance de l’interface se réduit simplement à sa hauteur
au-dessus de la plaque chauffante. En l’absence de cette hypothèse, l’interface peut
prendre une forme quelconque et se pose alors la question de sa représentation.
Kim et Lowengrub, dans leur article [Kim 06], recensent les méthodes les plus
communes de suivi et de capture d’interface. On va brièvement en faire le tour
avant de se concentrer sur la méthode choisie dans notre modélisation.
3.1.1 Méthodes de suivi d’interface
Dans les méthodes de suivi d’interface, l’interface est définie par des marqueurs
Lagrangiens, c’est à dire advectés avec l’interface. Cette interface est reconstruite
explicitement à partir de ces marqueurs pour permettre le calcul des quantités
intéressantes comme la normale ou la courbure.
Dans cette catégorie, on pourrait citer la méthode d’intégrale de frontière
([Hou 01]) et la méthode de frontière immergée ([Peskin 02]). Cette description ex-
plicite est justement leur intérêt principal. En contre-partie et comme pour d’autres
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méthodes à base de description Lagrangienne (méthode particulaire par exemple),
se pose le problème de la densité de ces marqueurs au fil du temps. En effet, l’ad-
vection de ces marqueurs va modifier leur répartition le long de l’interface, créant
ainsi des zones plus denses et d’autres moins denses où la précision de représen-
tation de l’interface va être modifiée. Il faut alors re-distribuer régulièrement ces
marqueurs en utilisant des méthodes appropriées (voir par exemple [Magni 11]).
De plus, le changement de topologie comme la rupture ou la coalescence d’une
même phase n’est pas nativement gérée par ces méthodes et nécessite l’ajout de
procédures spécifiques et compliquées.
3.1.2 Méthodes de capture d’interface
À contrario, il existe des méthodes où l’interface est décrite implicitement, sou-
vent par une ligne de niveau d’une fonction, et qui gèrent nativement le changement
de topologie.
Dans la méthode Volume-of-fluid (VOF, voir [Hirt 81]), cette fonction décrit
la fraction volumique d’une phase donnée dans chaque cellule de la discrétisation
du domaine. L’interface est alors reconstruite, advectée et la fraction volumique
recalculée.
Dans la méthode de champ de phase (voir [Anderson 98]), l’interface raide est
remplacée par une zone interfaciale d’épaisseur non nulle dans laquelle les différents
termes du modèle sont régularisés. Les différentes phases sont suivies grâce à un
paramètre physique constant sur chaque phase et variant aux interfaces, comme
la concentration massique ou la densité.
La méthode Level-Set, quant à elle, assimile l’interface à la ligne de niveau 0
d’une fonction advectée de la même manière que l’interface. Quand cette fonction
représente la distance signée à l’interface, elle permet facilement de retrouver des
quantités géométriques utiles comme la normale à l’interface, sa courbure ou son
étirement au cours du temps. Couramment, et comme pour la méthode champ de
phase, les quantités sont régularisées sur une zone interfaciale d’épaisseur donnée.
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3.2 La méthode Level-Set
Γ(t)
Ω
þn
Ω−(t) Ω+(t)
La méthode Level-Set [Osher 88, Osher 03] est une méthode classique de capture
d’interface. Pour le suivi d’une hypersurface Γ(t) fermée bornée dans un domaine
ouvert Ω ⊂ Rd sur un intervalle de temps [0, T ], cette méthode introduit une
fonction supplémentaire ϕ : Ω × [0, T ] → R dont la ligne de niveau 0 coïncide avec
Γ(t) :
Γ(t) = {x ∈ Ω; ϕ(x, t) = 0}.
Partant de la position initiale Γ(0) capturée par la fonction ϕ0, le transport de
Γ(t) par un champ de vitesse u : Ω×]0, T ] → Rd équivaut à résoudre l’équation de
transport sur ϕ suivante :



∂tϕ + u · ∇ϕ = 0 sur Ω×]0, T ],
ϕ = ϕ0 sur Ω × {0}.
(3.1)
Par convention, on dira que x est dans le domaine intérieur de Γ(t), noté Ω−, si
et seulement si ϕ(x) < 0 et x est dans le domaine extérieur Ω+ si et seulement si
ϕ(x) > 0. On introduit pour cela la fonction de Heaviside H̄ définie par :
H̄ (x) =
{
0 si x < 0
1 si x ≥ 0 ,
ce qui implique
H̄ (ϕ(x, t)) =
{
0 si x ∈ Ω−(t)
1 si x ∈ Ω+(t) .
La fonction H̄ (ϕ) étant solution, au sens des distributions, de la même équation
de transport que ϕ, on peut alors l’utiliser pour définir toute quantité g valant g1
dans Ω−(t) et g2 dans Ω+(t) avec l’équation :
g(x, t) = g1(x, t)
(
1 − H̄ (ϕ(x, t))
)
+ g2(x, t)H̄ (ϕ(x, t)) . (3.2)
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Cependant, pour des raisons numériques, il est courant d’utiliser à la place une
fonction de Heaviside régularisée. Pour cela, on introduit une fonction cut-off ζ,
c’est à dire une fonction positive, à support compact et d’intégrale égale à 1. Il est
alors connu (voir [Chang 96]) que si |∇ϕ| ≥ α > 0 dans un voisinage de {ϕ = 0},
1
ε
ζ
(
ϕ
ε
)
|∇ϕ| ⇀
ε→0
δ{ϕ=0},
au sens des mesures bornées sur Ω. On a alors, pour ε petit :
δε(ϕ) :=
1
ε
ζ
(
ϕ
ε
)
|∇ϕ| ≃ δ{ϕ=0}.
Cependant, on doit remarquer que, si δ{ϕ=0} ne dépend pas de l’échelle de ϕ, ce
n’est pas le cas de la fonction régularisée δε(ϕ). C’est un des problèmes de cette
approche car on a besoin de récupérer, à partir de la fonction Level-Set ϕ, des
informations sur la distance à l’interface ce qui n’est toujours évident (voir les
questions de redistanciation dans la section 4.1.2).
Pour la régularisation de la fonction de Heaviside H̄, on utilise simplement la
primitive H de ζ s’annulant en −1. Il existe plusieurs choix possibles pour ζ mais
nous utiliserons ici le choix le plus courant :
ζ (x) =



0 si x < −1
1
2
(1 + cos(πx)) si −1 ≤ x ≤ 1
0 si x > 1
,
H (x) =



0 si x < −1
1
2
(
x +
1
π
sin(πx) + 1
)
si −1 ≤ x ≤ 1
1 si x > 1
.
Grâce à ces régularisations, on peut remplacer la formulation (3.2) des quantités
à travers l’interface par sa version régularisée :
g(x, t) = g1(x, t)
(
1 − H
(
ϕ(x, t)
ε
))
+ g2(x, t)H
(
ϕ(x, t)
ε
)
(3.3)
où 2ε > 0 correspond à l’épaisseur de l’interface régularisée. Cependant, on verra
qu’il sera plus judicieux pour certaines quantités de les régulariser à l’aide d’une
moyenne pondérée harmonique plutôt qu’arithmétique comme l’équation ci-dessus.
Un des avantages de la modélisation Level-Set est que l’on peut facilement récu-
pérer des informations géométriques sur la surface Γ. Ainsi, la normale extérieure
þn à Ω− et la courbure κ de Γ sont données par :
þn(x, t) =
∇ϕ(x, t)
|∇ϕ| (x, t) , κ = div þn = div
∇ϕ
|∇ϕ| . (3.4)
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3.3 Le modèle de changement de phase
On veut donc modéliser et simuler l’effet Leidenfrost. On s’intéresse donc à une
goutte de liquide, de l’eau en pratique, à température de saturation et qui est posée
au-dessus d’une plaque chauffante dont la température est largement supérieure
à la température de saturation (au moins 50 ◦C). La goutte s’évapore alors avant
d’entrer en contact avec la plaque et le gaz évacué sous la goutte permet, de part
sa viscosité et son adhérence à la paroi (à l’instar d’un aéroglisseur), de maintenir
cette dernière en sustentation au-dessus de la plaque. Ce même gaz sert alors aussi
d’isolant, ralentissant alors grandement la vitesse d’évaporation de la goutte en
comparaison du cas où celle-ci serait en contact direct avec la plaque (mouillage).
On va donc utiliser une fonction Level-Set ϕ dont la ligne de niveau 0 représente
la position de l’interface gaz/liquide. Cette interface est alors artificiellement épais-
sie pour permettre la régularisation des différentes quantités physiques à travers
l’interface.
þn
Ωg(t)Ωℓ(t)
Ωint(t)
Les densités des différentes phases en présence sont :
– densité de la phase liquide : ρℓ, supposée constante ;
– densité de la phase gazeuse : ρg < ρℓ, supposée constante ;
– densité du mélange liquide/gaz :
ρ(x, t) = ρℓ
(
1 − H
(
ϕ(x, t)
ε
))
+ ρgH
(
ϕ(x, t)
ε
)
, (3.5)
où ϕ est la fonction Level-Set capturant l’interface du changement de phase.
Remarque. Les deux hypothèses d’incompressibilité sont de différentes natures :
le liquide est considéré incompressible car ses variations de densité sont très faibles.
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Concernant le gaz, on considère que sa compressibilité n’est que peu sollicitée puis-
qu’il est éloigné de la goutte. On suppose donc implicitement que la couche située
entre la plaque chauffante et la goutte est principalement composée de mélange
liquide/gaz.
Des définitions au-dessus, on identifie trois régions de notre domaine :
– La phase liquide : Ωℓ(t) = {x ∈ R3| ϕ(x, t) < −ε} ;
– Le mélange liquide/gaz : Ωint(t) = {x ∈ R3| − ε < ϕ(x, t) < ε} ;
– La phase gazeuse : Ωg(t) = {x ∈ R3| ϕ(x, t) > ε}.
3.3.1 Équations de conservation
On pourrait simplement modéliser la conservation de la masse dans notre fluide
par l’équation usuelle :
∂tρ + div(ρu) = 0 (3.6)
mais cette équation seule ne rend pas compte du changement de phase entre les
deux phases.
Pour cela, on s’inspire de la démarche de [Allaire 02] qui étudie la dynamique de
deux fluides compressibles, non miscibles et en l’absence de changement de phase,
dont l’interface est diffuse. Pour cela, les auteurs proposent un modèle à cinq
équations composé de deux équations correspondant à la conservation de la masse
dans chaque fluide, de l’équation de conservation de la quantité de mouvement et
de l’énergie totale pour le fluide généralisé (sans distinction entre les fluides sous-
jacents) et enfin d’une équation de transport du marqueur de fluide qui correspond
à la fraction volumique d’un des deux fluides. L’introduction des équations de
conservation séparées y est justifié par le besoin de pouvoir récupérer les quantités
thermodynamiques de chaque fluide séparément.
Si on remplace la fraction volumique par le terme correspondant dans la mé-
thodologie Level-Set, on obtient les deux équations de conservation suivante :
∂t
(
ρℓ
(
1 − H
(
ϕ
ε
)))
+ div
(
ρℓ
(
1 − H
(
ϕ
ε
))
u
)
= 0,
∂t
(
ρgH
(
ϕ
ε
))
+ div
(
ρgH
(
ϕ
ε
)
u
)
= 0 .
On peut maintenant introduire le changement de phase en ajoutant un terme
source à chacune de ces équations :
∂t
(
ρℓ
(
1 − H
(
ϕ
ε
)))
+ div
(
ρℓ
(
1 − H
(
ϕ
ε
))
u
)
= −Φm |∇ϕ|
1
ε
ζ
(
ϕ
ε
)
, (3.7a)
∂t
(
ρgH
(
ϕ
ε
))
+ div
(
ρgH
(
ϕ
ε
)
u
)
= Φm |∇ϕ|
1
ε
ζ
(
ϕ
ε
)
(3.7b)
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où Φm représente toujours le flux de masse à travers l’interface (d’unité kg m−2 s−1).
Φm est donc positif quand le fluide passe de l’état liquide à gazeux (vaporisation)
et il est négatif quand le fluide passe de l’état gazeux à liquide (liquéfaction).
Le terme |∇ϕ| 1
ε
ζ
(
ϕ
ε
)
dont la limite est la masse de Dirac quand ε tend vers
0 permet de localiser le changement de phase à l’interface tout en régularisant les
quantités associées.
On vérifie bien qu’en sommant ces deux équations on obtient l’équation (3.6)
de conservation de la masse du fluide dans sa globalité alors que le cheminement
inverse n’est pas possible.
Nos phases pures étant considérées incompressibles, leur densité ρℓ et ρg est
donc constante ce qui permet de simplifier les équations (3.7). Toutefois, ces deux
équations ne sont pas équivalentes puisque, dans l’interface Ωint, la vitesse u n’est
pas à divergence nulle : en effet, divisant (3.7a) par ρℓ et (3.7b) par ρg et sommant
ces deux équations, on obtient une expression de div u dépendant du flux de masse
Φm :
div u = Φm
(
1
ρg
− 1
ρℓ
)
|∇ϕ| 1
ε
ζ
(
ϕ
ε
)
ce qui nous fournit un système équivalent (puisque ρℓ Ó= ρg) à (3.7) :
∂tρ + div(ρu) = 0, (3.8a)
div u = Φm
(
1
ρg
− 1
ρℓ
)
|∇ϕ| 1
ε
ζ
(
ϕ
ε
)
(3.8b)
ce qui se rapproche du modèle proposé par Juric et Tryggvason [Juric 98].
Il nous reste, bien entendu, à définir le flux de masse Φm dans le cadre d’une
interface diffuse de taille 2ε de telle sorte à tendre, à la limite, vers sa formulation
(2.32) pour une interface raide. L’expression de div u ci-dessus est d’ailleurs à
rapprocher de l’expression
JuK · þn = Φm
s
1
ρ
{
, (2.9)
obtenue pour une interface raide, en remarquant que le terme div u fait apparaître
le terme JuK · þn dans les équations interfaciales en cas de discontinuité.
Dynamique de l’interface. La divergence de u n’étant pas nulle (sauf en l’ab-
sence de changement de phase), l’équation de conservation (3.6) n’équivaut donc
pas à l’équation de transport correspondante ∂tρ + u · ∇ρ = 0. Cela signifie que
l’interface, et donc ϕ, n’est pas transportée à la vitesse u ce que l’on a par ailleurs
déjà remarqué dans le cas de l’interface raide.
À partir des équations précédentes, essayons de trouver quelle équation de
transport satisfait ϕ. On considère l’équation (3.8a) et on y insère la définition
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(3.5) de la densité ρ :
∂t
(
ρℓ
(
1 − H
(
ϕ
ε
)))
+ div
(
ρℓ
(
1 − H
(
ϕ
ε
))
u
)
+ ∂t
(
ρgH
(
ϕ
ε
))
+ div
(
ρgH
(
ϕ
ε
)
u
)
= 0,
puis on factorise par ρℓ et ρg :
⇐⇒ −ρℓ
[
∂tH
(
ϕ
ε
)
+ div
(
H
(
ϕ
ε
)
u
)
− div u
]
+ ρg
[
∂tH
(
ϕ
ε
)
+ div
(
H
(
ϕ
ε
)
u
)]
= 0
et par H
(
ϕ
ε
)
:
⇐⇒ ∂tH
(
ϕ
ε
)
+ div
(
H
(
ϕ
ε
)
u
)
= − ρℓ
ρg − ρℓ
div u.
Développant le terme en divergence et utilisant la définition de ρ, on obtient une
équation de transport non homogène sur H
(
ϕ
ε
)
:
⇐⇒ ∂tH
(
ϕ
ε
)
+ u · ∇H
(
ϕ
ε
)
= −
(
ρℓ
ρg − ρℓ
+ H
(
ϕ
ε
))
div u
⇐⇒ ∂tH
(
ϕ
ε
)
+ u · ∇H
(
ϕ
ε
)
=
ρ
ρℓ − ρg
div u. (3.9)
On développe ensuite les dérivées sur H
(
ϕ
ε
)
:
⇐⇒ 1
ε
ζ
(
ϕ
ε
)
[∂tϕ + u · ∇ϕ] =
ρ
ρℓ − ρg
div u
et on utilise la formule (3.8b) sur div u :
⇐⇒ 1
ε
ζ
(
ϕ
ε
)
[∂tϕ + u · ∇ϕ] =
ρ
ρℓ − ρg
(
1
ρg
− 1
ρℓ
)
Φm |∇ϕ|
1
ε
ζ
(
ϕ
ε
)
⇐⇒ 1
ε
ζ
(
ϕ
ε
)
[∂tϕ + u · ∇ϕ] =
ρ
ρgρℓ
Φm |∇ϕ|
1
ε
ζ
(
ϕ
ε
)
.
Faisant remarquer que |∇ϕ| = ∇ϕ
|∇ϕ|
· ∇ϕ , on obtient :
⇐⇒ 1
ε
ζ
(
ϕ
ε
) [
∂tϕ +
(
u − ρ
ρgρℓ
Φm
∇ϕ
|∇ϕ|
)
· ∇ϕ
]
= 0
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ce qui nous donne une équation de transport sur ϕ valable là ou 1
ε
ζ
(
ϕ
ε
)
ne s’annule
pas, c’est à dire dans l’interface Ωint.
Comme souvent dans la méthodologie Level-Set, on étend la validité des équa-
tions hors de l’interface pour avoir un modèle unique sur l’ensemble du domaine.
On va donc considérer comme valable sur tout le domaine l’équation suivante :
∂tϕ +
(
u − ρ
ρgρℓ
Φm
∇ϕ
|∇ϕ|
)
· ∇ϕ = 0
qui correspond à une équation de transport de ϕ par le champ de vitesse u corrigé
par une vitesse V normale à l’interface et telle que :
∂tϕ + (u + V ) · ∇ϕ = 0 (3.10a)
avec V = − ρ
ρgρℓ
Φm
∇ϕ
|∇ϕ| . (3.10b)
Prenant le produit scalaire de cette dernière expression par la normale ∇ϕ
|∇ϕ|
, on
obtient :
V · ∇ϕ|∇ϕ| = −
ρ
ρgρℓ
Φm.
On peut d’ailleurs se rapprocher une fois de plus des équations dans le cas
d’une interface raide. L’interface y est transportée à une vitesse w, la correction
de vitesse V présentée ci-dessus correspondrait donc à w − u dans le cas raide.
Rappelons l’équation (2.10) :
Φm
〈
1
ρ
〉
= 〈u − w〉 · þn. (2.10)
On peut voir la moyenne 〈·〉 à l’interface dans le cas raide comme une interpolation
dans l’interface pour la méthodologie Level-Set, ce à quoi correspond la formulation
(3.3). Dans cette optique, le terme 〈u − w〉 ·þn est assimilable à −V · ∇ϕ
|∇ϕ|
et le terme
〈
1
ρ
〉
=
1
2
(
1
ρℓ
+
1
ρg
)
=
ρg + ρℓ
2
1
ρgρℓ
à
ρ
ρgρℓ
.
Forces de capillarité. La dynamique de l’interface étant modifiée par le chan-
gement de phase, nous devons déduire l’expression des forces de capillarité dans ce
cas-là. L’énergie de capillarité Ec, ou énergie de surface, est définie par l’intégrale
sur l’interface gaz/vapeur pondérée par la tension de surface χ. Dans la méthodo-
logie Level-Set, cette intégration de surface est la limite, quand ε tend vers 0, de
l’intégrale de volume pondérée par la masse de Dirac approchée 1
ε
ζ
(
ϕ
ε
)
, soit :
Ec =
∫
{ϕ=0}
χ dS = lim
ε→0
∫
Ω
χ |∇ϕ| 1
ε
ζ
(
ϕ
ε
)
dx. (3.11)
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On va donc utiliser l’énergie de capillarité régularisée
Eεc =
∫
Ω
χ |∇ϕ| 1
ε
ζ
(
ϕ
ε
)
dx (3.12)
qui, considérant la tension de surface χ constante 1, se réécrit :
Eεc = χ
∫
Ω
∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣ dx. (3.13)
Sachant que la dérivée temporelle de l’énergie de capillarité équivaut au travail
de la force correspondante Fc :
dEεc
dt
= −
∫
Ω
Fc · u dx (3.14)
on peut déduire Fc de l’expression de
dEεc
dt
, soit :
dEεc
dt
= χ
∫
Ω
∂t
(∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣
)
dx. (3.15)
Intéressons-nous donc au terme ∂t
(∣∣∣∇H
(
ϕ
ε
)∣∣∣
)
. On rappelle l’équation de trans-
port que satisfait H
(
ϕ
ε
)
:
∂tH
(
ϕ
ε
)
+ u · ∇H
(
ϕ
ε
)
=
ρ
ρℓ − ρg
div u. (3.9)
On applique le gradient à cette expression :
(
∇H
(
ϕ
ε
))
t
+ u · ∇
(
∇H
(
ϕ
ε
))
+ t∇u∇H
(
ϕ
ε
)
=
∇ρ
ρℓ − ρg
div u +
ρ
ρℓ − ρg
∇(div u)
et on considère son produit scalaire par ∇H
(
ϕ
ε
)
:
1
2
∂t
(∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣
2
)
+
1
2
u · ∇
(∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣
2
)
+ t∇H
(
ϕ
ε
)
t∇u∇H
(
ϕ
ε
)
= −
∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣
2
div u +
ρ
ρℓ − ρg
∇H
(
ϕ
ε
)
· ∇(div u) .
1. Elle dépend de la température mais on considérera la température de l’interface fixée à
Tsat.
3.3. LE MODÈLE DE CHANGEMENT DE PHASE 53
où on a utilisé le gradient de la densité ∇ρ = −(ρℓ − ρg)∇H
(
ϕ
ε
)
.
En se restreignant à la zone où
∣∣∣∇H
(
ϕ
ε
)∣∣∣ ne s’annule pas, soit l’interface Ωint =
{|ϕ| < ε}, et en utilisant la relation
t∇H
(
ϕ
ε
)
t∇u∇H
(
ϕ
ε
)
= ∇H
(
ϕ
ε
)
⊗ ∇H
(
ϕ
ε
)
: ∇u,
on obtient, après division par
∣∣∣∇H
(
ϕ
ε
)∣∣∣,
∂t
∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣ + u · ∇
∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣
= −
∇H
(
ϕ
ε
)
⊗ ∇H
(
ϕ
ε
)
∣∣∣∇H
(
ϕ
ε
)∣∣∣
: ∇u −
∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣ div u +
ρ
ρℓ − ρg
∇(div u) ·
∇H
(
ϕ
ε
)
∣∣∣∇H
(
ϕ
ε
)∣∣∣
.
Puisqu’on considère cette équation dans Ωint, alors
∇H(ϕε )
|∇H(ϕε )| =
∇ϕ
|∇ϕ|
d’où finale-
ment :
∂t
∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣ + div
(∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣ u
)
= −1
ε
ζ
(
ϕ
ε
) ∇ϕ ⊗ ∇ϕ
|∇ϕ| : ∇u
+
ρ
ρℓ − ρg
∇(div u) · ∇ϕ|∇ϕ| . (3.16)
De plus, grâce à l’expression (3.8b) et puisque ζ est C1, on remarque que les deux
termes de cette équation s’annulent en dehors de la zone interfaciale ce qui fait
que cette équation est valable sur tout le domaine Ω.
Reprenant la formule (3.15) de la puissance de l’énergie de capillarité, on ob-
tient :
dEεc
dt
= χ
∫
Ω
∂t
(∣∣∣∣∇H
(
ϕ
ε
)∣∣∣∣
)
dx = −χ
∫
Ω
1
ε
ζ
(
ϕ
ε
) ∇ϕ ⊗ ∇ϕ
|∇ϕ| : ∇u
− ρ
ρℓ − ρg
∇(div u) · ∇ϕ|∇ϕ| + div
(
|∇ϕ| 1
ε
ζ
(
ϕ
ε
)
u
)
dx.
L’intégration par partie du dernier terme annule celui-ci car 1
ε
ζ
(
ϕ
ε
)
s’annule sur le
bord du domaine Ω (l’interface n’intersecte pas le bord du domaine ∂Ω). Pour la
même raison, l’intégration par partie du premier terme annule le terme de bord :
dEεc
dt
= −χ
∫
Ω
− div
(
1
ε
ζ
(
ϕ
ε
) ∇ϕ ⊗ ∇ϕ
|∇ϕ|
)
· u − ρ
ρℓ − ρg
∇(div u) · ∇ϕ|∇ϕ| dx.
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Enfin, on intègre deux fois par partie le premier terme : le terme de bord de la
première intégration par partie s’annule car div u = 0 sur ∂Ω (toujours l’hypothèse
de non-intersection avec Ωint) et la deuxième intégration se simplifie en supposant
(u·þn) div ∇ϕ
|∇ϕ|
= 0 sur ∂Ω. On isole ainsi u dans l’expression au-dessus pour obtenir :
dEεc
dt
= −χ
∫
Ω
[
− div
(
1
ε
ζ
(
ϕ
ε
) ∇ϕ ⊗ ∇ϕ
|∇ϕ|
)
− ∇
(
div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ|
))]
· u dx.
(3.17)
L’hypothèse (u · n) div ∇ϕ
|∇ϕ|
= 0 sur ∂Ω implique donc des conditions aux bords
que doivent respecter u et ϕ. Pour des conditions au bord sur u de type Dirichlet
homogène, cette hypothèse est bien entendu vérifiée. Par contre, pour d’autres
conditions au bord, et plus particulièrement pour des conditions de type Neumann,
on doit imposer à ϕ que div ∇ϕ
|∇ϕ|
= 0, c’est à dire que ses lignes de niveaux soient
de courbures nulles au bord du domaine. Pour un bord plat, une condition de
Neumann homogène sur ϕ suffira. On pourra, sinon, considérer une réinitialisation
de la fonction Level-Set comme minimum de ϕ avec la fonction distance à une
droite extérieure au domaine. Par exemple, pour un bord d’équation y = 1 tel
que y > 1 soit extérieur au domaine et pour une zone interfaciale de taille 2ε, on
pourra réinitialiser ϕ à min(ϕ(x, y), 1 + 3ε − y).
Il faut tout de même remarquer que la dynamique de notre modèle est, de base,
contrôlée par H et que les équations ont été étendues sur ϕ en dehors de l’interface
Ωint de manière artificielle ce qui autorise une certaine liberté sur ϕ en dehors de
cette zone. De plus, les bords du domaine sur lesquels u n’aura pas de condition de
Dirichlet homogène peuvent être supposés suffisamment éloignés (quitte à agrandir
le domaine) de la zone interfaciale pour que les modifications sur ϕ n’affectent pas
la dynamique de l’interface. Enfin, les bords dont Ωint sera proche correspondent
aux parois fixes (comme la plaque chauffante) sur lesquelles u sera de composante
normale nulle.
Comparant (3.17) et (3.14), on en déduit l’expression de la force de capillarité :
Fc(x, t) = −χ
[
div
(
1
ε
ζ
(
ϕ
ε
) ∇ϕ ⊗ ∇ϕ
|∇ϕ|
)
+ ∇
(
div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ|
))]
. (3.18)
Conservation de la quantité de mouvement. Comparant la dérivée parti-
culaire de la quantité de mouvement et la somme des forces appliquées, ce qui
comprend les forces volumes (gravité) et les forces de capillarité, on obtient l’équa-
tion de conservation de la quantité de mouvement :
(ρu)t + div(ρu ⊗ u) = ρg + div σ
− χ div
(
∇ϕ ⊗ ∇ϕ
|∇ϕ|
1
ε
ζ
(
ϕ
ε
))
− χ∇
(
div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ|
))
(3.19)
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avec le tenseur de contrainte σ = µ(∇u + t∇u) + (λ div u − p)I.
Conservation de l’énergie. On cherche à déterminer une expression de l’éner-
gie totale (et donc de l’énergie interne) uniforme sur tout le domaine. La capacité
calorifique massique à volume constant cV est définie comme la variation, à vo-
lume constant, de l’énergie interne en fonction de la température (voir [Atkins 99,
§2.4.b]) :
cV =
(
∂e
∂T
)
V
.
Chacune de nos phases étant considérées incompressibles et de densité indépen-
dante de la température, on a donc dans chaque phase
de = cV dT .
cV étant en plus considéré constant dans chaque phase (ne dépendant donc pas de
la température), on obtient une relation affine entre e et T dont les coefficients
diffèrent dans chaque phase. Si on se replace dans le cas d’une interface raide,
utilisant H̄ comme fonction de Heaviside (non régularisée), on peut écrire cette
relation affine ainsi :
e = cVT + α
avec cV = cVℓ
(
1 − H̄(ϕ)
)
+ cVgH̄(ϕ) et α = αℓ
(
1 − H̄(ϕ)
)
+ αgH̄(ϕ).
D’un autre côté, l’enthalpie h = e + p
ρ
s’écrira donc :
h = cVT + α +
p
ρ
.
On se place maintenant sur la courbe de saturation en (Tsat, psat) et on utilise le
fait que le saut de l’enthalpie y est égal à la chaleur latente L(Tsat, psat) :
L = hg − hℓ =
(
cVg − cVℓ
)
Tsat + (αg − αℓ) +
(
1
ρg
− 1
ρℓ
)
psat.
En choisissant comme convention que l’énergie interne e est nulle dans la phase
liquide en (Tsat, psat), c’est à dire que αℓ = −cVℓTsat, on détermine α dans la phase
gazeuse :
αg = L − cVgTsat +
(
1
ρℓ
− 1
ρg
)
psat
d’où l’expression de l’énergie interne :
e = cV (T − Tsat) +
(
L +
(
1
ρℓ
− 1
ρg
)
psat
)
H̄.
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En repassant à une description diffuse de l’interface et en considérant que le
changement de phase aura toujours lieu à la température de saturation Tsat corres-
pondant à la pression de référence psat (la pression atmosphérique par exemple),
négligeant ainsi les variations de la pression à l’interface, on obtient l’expression
de l’énergie interne suivante :
e = cV (T − Tsat) +
(
L +
(
1
ρℓ
− 1
ρg
)
psat
)
H
(
ϕ
ε
)
où cV = cVℓ
(
1 − H
(
ϕ
ε
))
+ cVgH
(
ϕ
ε
)
. (3.20)
On notera
Le := L +
(
1
ρℓ
− 1
ρg
)
psat
ce qu’on pourrait appeler l’énergie interne de changement de phase. Pour com-
parer ces deux énergies associées au changement de phase gaz/liquide, plaçons
nous à pression atmosphérique psat = 1 atm = 101 325 Pa avec une tempéra-
ture de saturation correspondante Tsat = 373,12 K = 99,974 ◦C et les densités
ρℓ = 958,17 kg m−3 et ρg = 0,597 66 kg m−3. L’enthalpie de changement de phase
est alors L = 2,2564 × 106 J kg−1 et l’énergie interne de changement de phase
Le = 2,0870 × 106 J kg−1 soit une différence de 1,6943 × 105 J kg−1.
L’énergie totale spécifique ET, incluant l’énergie de surface, est alors définie
par :
ET = e +
|u|2
2
+
1
ρ
χ |∇ϕ| 1
ε
ζ
(
ϕ
ε
)
.
La variation de l’énergie totale égale alors le flux d’énergie et les sources d’éner-
gie (voir [Ishii 06, p. 15, équation (2-6)]) :
∂t(ρET) + div(ρETu) = − div J + ρΨ. (3.21)
Le flux d’énergie dans notre système correspond d’une part aux contraintes de
surfaces de types visqueuses et capillaires et d’autre part au flux de chaleur q dont
la loi est supposée de type Fourier q = −k(ϕ)∇T . On obtient alors le flux suivant :
J = −k(ϕ)∇T − σ · u + χ1
ε
ζ
(
ϕ
ε
) ∇ϕ ⊗ ∇ϕ
|∇ϕ| · u + χ div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ|
)
u.
En l’absence de source de chaleur, seule la gravité intervient comme source d’éner-
gie : Ψ = g · u. Finalement, on obtient l’équation de conservation de l’énergie :
∂t(ρET) + div(ρETu) = div (k(ϕ)∇T ) + div(σ · u) − div
(
χ
1
ε
ζ
(
ϕ
ε
) ∇ϕ ⊗ ∇ϕ
|∇ϕ| · u
)
− div
(
χ div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ|
)
u
)
+ ρg · u (3.22)
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Conservation de l’énergie écrite avec la température. Plutôt que de tra-
vailler avec l’énergie totale, nous allons formuler une équation équivalente utilisant
la température, variable thermodynamique plus facilement mesurable. De l’énergie
totale, on extrait l’énergie cinétique et son équation d’évolution
∂t
(
ρ
u2
2
)
+ div
(
ρ
u2
2
u
)
= (∂t(ρu) + div(ρu ⊗ u)) · u
dont l’expression est donnée par l’équation de conservation de la quantité de mou-
vement :
∂t
(
ρ
u2
2
)
+ div
(
ρ
u2
2
u
)
= ρg · u + div(σ) · u
− χ div
(
∇ϕ ⊗ ∇ϕ
|∇ϕ|
1
ε
ζ
(
ϕ
ε
))
· u − χ∇
(
div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ|
))
· u. (3.23)
En soustrayant cette équation de l’équation de conservation de l’énergie totale
et en utilisant l’équation (3.16) pour le terme de tension de surface, on obtient
l’équation de conservation de l’énergie interne :
∂t(ρe) + div(ρeu) = div(k(ϕ)∇T ) + σ : ∇u − χ div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ| div u
)
(3.24)
On remarque alors que les forces de capillarité n’interviennent dans l’énergie in-
terne (et donc la température) uniquement si div u = 0, c’est à dire si du change-
ment de phase à lieu. En effet, en l’absence de changement de phase, la capillarité
est une force, de type élastique, non dissipative.
En remplaçant l’énergie interne par son expression (3.20) et en remarquant que
∂t
(
ρH
(
ϕ
ε
))
+ div
(
ρH
(
ϕ
ε
)
u
)
= ρ
(
∂tH
(
ϕ
ε
)
+ u · ∇H
(
ϕ
ε
))
=
ρ2
ρℓρg
Φm |∇ϕ|
1
ε
ζ
(
ϕ
ε
)
,
on obtient l’équation en température :
∂t(ρcVθ) + div(ρcVθu) = div(k(ϕ)∇θ) −
ρ2
ρgρℓ
ΦmLe |∇ϕ|
1
ε
ζ
(
ϕ
ε
)
+ σ : ∇u
− χ div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ| div u
)
. (3.25)
où on utilise la température normalisée θ = T − Tsat.
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3.3.2 Un modèle simplifié pour le flux de masse Φm
Afin de clore le modèle ci-dessus, on doit expliciter une relation entre le flux de
masse Φm et les autres variables. Dans ces travaux, on considère la goutte comme
étant à température constante égale à la température de saturation : T = Tsat ⇔
θ = 0. D’un point de vue numérique, cette propriété sera assurée par l’ajout d’un
terme de pénalisation sur la température. Faire en sorte que le changement de
phase ait lieu à température de saturation est une des difficultés de ce genre de
simulation. Ainsi, on pense que l’ajout de ce terme de pénalisation va permettre
de simplifier l’expression du flux de masse et de stabiliser l’ensemble du modèle.
En initialisant la température du domaine à Tsat, tout chauffage va conduire à
l’augmentation de la température autour de la goutte. La température dans celle-ci
restant constante, un flux de chaleur va apparaître à l’interface tandis que, suivant
la loi de Fourier
q = −k∇T ,
il sera nul dans la goutte. C’est cette variation du flux de chaleur, à l’image du saut
de q dans le cas de l’interface raide, qui va être capturée dans la zone interfaciale
par le changement de phase. Puisque ce flux de chaleur est nul dans la goutte, cela
signifie que l’ensemble du flux de chaleur provenant de l’extérieur de la goutte sera
absorbé par le changement de phase au lieu de modifier la température.
Considérons une petite partie ω de la zone interfaciale {|ϕ| < ε} dont la surface
médiane ω ∩ {ϕ = 0} est de mesure δσ. Après avoir rappelé que la chaleur latente
L représente la chaleur nécessaire au changement d’une unité de masse de liquide
en gaz, on écrit l’équation régularisée du bilan local de la chaleur sur ω :
div q = −LΦm
1
ε
ζ
(
ϕ
ε
)
|∇ϕ|
Notons alors que
∫
ω
1
ε
ζ
(
ϕ
ε
)
|∇ϕ| dx =
ε∫
−ε
∫
{|ϕ|=r}∩ω
1
ε
ζ
(
ϕ
ε
)
dσ dr
=
ε∫
−ε
1
ε
ζ
(
r
ε
) (∫
{|ϕ|=r}∩ω
dσ
)
dr → δσ
quand ε → 0, ce qui, en intégrant le bilan de la chaleur sur ω et en négligeant les
contributions tangentielles du flux de chaleur, nous donne :
Φmδσ ≈ −
1
L
∫
ω
div q dx ≈ − 1L(qℓ · nℓδσ + qg · ngδσ)
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où qℓ (respectivement qg) est le flux de chaleur au niveau du bord liquide {ϕ =
−ε} (respectivement gazeux {ϕ = ε}) de la zone interfaciale et nℓ, ng sont les
normales extérieures correspondantes. La température étant supposée constante
dans la phase liquide, le flux de chaleur y est donc nul : qℓ = 0. Supposant que le
flux de chaleur varie linéairement dans l’interface, q vaut alors qg/2 au milieu de
la zone interfaciale. On a donc dans ω :
Φm ≈ −
2q · n
L =
2
Lk(ϕ)∇θ ·
∇ϕ
|∇ϕ| .
Dans cette formule, nous avons supposé la température constante dans la goutte
et que le flux de chaleur est orthogonal à l’interface dans la zone de changement
de phase. Si la température dans la phase vapeur est supérieure à Tsat, le gradient
de température est alors orienté vers l’extérieur de la goutte tandis que le flux de
chaleur q est orienté vers l’intérieur d’où q ·n < 0 et donc Φm > 0 ce qui correspond
bien, selon l’équation (3.7a), à l’évaporation de la goutte.
Une méthode permettant de s’assurer numériquement que la température reste
constante dans la goutte est d’ajouter un terme de pénalisation dans l’équation en
température :
∂t(ρcVθ) + div(ρcVθu) +
1
η
(
1 − H
(
ϕ
ε
))
θ = div(k(ϕ)∇θ)
− ρ
2
ρgρℓ
ΦmLe |∇ϕ|
1
ε
ζ
(
ϕ
ε
)
+ σ : ∇u − χ div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ| div u
)
(3.26)
où η > 0 est un petit paramètre.
Remplaçant le flux de masse Φm par son expression, on obtient :
∂t(ρcVθ) + div(ρcVθu) +
1
η
(
1 − H
(
ϕ
ε
))
θ = div(k(ϕ)∇θ)
− 2ρ
2
ρgρℓ
Le
L k(ϕ)∇θ · ∇ϕ
1
ε
ζ
(
ϕ
ε
)
+ σ : ∇u − χ div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ| div u
)
(3.27)
Au passage, si on veut faire apparaître l’équation en température et donc fac-
toriser par cV, il faut noter que ce paramètre n’est pas constant ce qui nous donne
la relation suivante :
∂t(ρcVθ) + div(ρcVθu) = ρcV(∂tθ + u · ∇θ) + (cVg − cVℓ)
ρ2θ
ρgρℓ
Φm |∇ϕ|
1
ε
ζ
(
ϕ
ε
)
.
3.3.3 Modèle final
Première formulation. Regroupant les équations précédemment explicitées,
on obtient une première formulation du modèle diphasique avec changement de
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phase :



∂tρ + div(ρu) = 0
div u = α
2k(ϕ)∇θ
L · ∇ϕ
1
ε
ζ
(
ϕ
ε
)
∂t(ρu) + div(ρu ⊗ u) − div σT = ρg
ρcV(∂tθ + u · ∇θ) +
1
η
(
1 − H
(
ϕ
ε
))
θ − div(k(ϕ)∇θ)
+
(
Le + (cVg − cVℓ)θ
) ρ2
ρgρℓ
2k(ϕ)∇θ
L · ∇ϕ
1
ε
ζ
(
ϕ
ε
)
= N
∂tϕ + u · ∇ϕ =
2ρ
ρgρℓL
k(ϕ)∇θ · ∇ϕ
(3.28)
avec
α =
1
ρg
− 1
ρℓ
> 0, σ = 2µD(u) + (λ div u − p)I,
σT = σ − χ
1
ε
ζ
(
ϕ
ε
)
∇ϕ ⊗ ∇ϕ − χ div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ|
)
I
θ = T − Tsat
cV est la capacité calorifique massique à volume constant
N = σ : ∇u − χ div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ| div u
)
Les inconnues du modèle sont alors : ρ, u = (u1, u2, u3), p, θ, ϕ.
Autre formulation de la tension de surface. La tension de surface est donnée
par :
−χ div
(
∇ϕ ⊗ ∇ϕ
|∇ϕ|
1
ε
ζ
(
ϕ
ε
))
− χ∇
(
div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ|
))
.
Le développement du premier terme donne :
div
(
∇ϕ ⊗ ∇ϕ
|∇ϕ|
1
ε
ζ
(
ϕ
ε
))
= div
(
∇ϕ ⊗ ∇ϕ
|∇ϕ|
)
1
ε
ζ
(
ϕ
ε
)
+ |∇ϕ|
(
∇ϕ ⊗ ∇ϕ
|∇ϕ|2
− I
)
∇
(
1
ε
ζ
(
ϕ
ε
))
+ |∇ϕ| ∇
(
1
ε
ζ
(
ϕ
ε
))
.
Cependant
(
∇ϕ⊗∇ϕ
|∇ϕ|2
− I
)
est la projection sur le plan tangent à {ϕ = 0} tandis que
∇
(
1
ε
ζ
(
ϕ
ε
))
est orthogonal à ce même plan. Le terme correspondant s’annule donc.
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De plus
div
(
∇ϕ ⊗ ∇ϕ
|∇ϕ|
)
1
ε
ζ
(
ϕ
ε
)
= div
(
∇ϕ
|∇ϕ|
)
∇ϕ1
ε
ζ
(
ϕ
ε
)
+ ∇(∇ϕ) ∇ϕ|∇ϕ|
1
ε
ζ
(
ϕ
ε
)
.
Puisque
∇(∇ϕ) ∇ϕ|∇ϕ| = ∇|∇ϕ| ,
on obtient
div
(
∇ϕ ⊗ ∇ϕ
|∇ϕ|
1
ε
ζ
(
ϕ
ε
))
= div
(
∇ϕ
|∇ϕ|
)
∇ϕ1
ε
ζ
(
ϕ
ε
)
+ ∇
(
|∇ϕ| 1
ε
ζ
(
ϕ
ε
))
.
Factorisant les termes en gradient dans l’expression de la tension de surface, on
obtient :
− χκ(ϕ)1
ε
ζ
(
ϕ
ε
)
∇ϕ − χ∇
[
div
(
ρ
ρℓ − ρg
∇ϕ
|∇ϕ|
)
+ |∇ϕ| 1
ε
ζ
(
ϕ
ε
)]
, (3.29)
qui, en utilisant ∇ρ = −(ρℓ − ρg)∇ϕ1εζ
(
ϕ
ε
)
, se simplifie pour donner la forme
alternative suivante :
− χκ(ϕ)1
ε
ζ
(
ϕ
ε
)
∇ϕ − χ∇
[
ρ
ρℓ − ρg
κ(ϕ)
]
, (3.30)
où κ(ϕ) est la courbure définie par :
κ(ϕ) = div
(
∇ϕ
|∇ϕ|
)
. (3.31)
En développant le terme en gradient et utilisant l’expression de ∇ρ, on obtient
la formulation simple (équivalente à (3.18)) de la force de capillarité :
Fc = −χ
ρ
ρℓ − ρg
∇κ(ϕ). (3.32)
Remarque. Sachant que dans le cas incompressible avec des conditions de Di-
richlet homogène sur la vitesse, la puissance d’une force dérivée d’un potentiel a
une contribution globale nulle :
∫
Ω
F · u dx =
∫
Ω
∇ψ · u dx =
∫
Ω
div(ψu) dx =
∫
∂Ω
ψu · þn ds = 0,
on peut se demander si la force de capillarité Fc ci-dessus a un effet sur notre
système, d’autant plus que la loi de Young-Laplace stipule que la force exercée à
l’interface est proportionnelle à la courbure alors qu’ici, seul le gradient de cette
courbure apparaît. Ce n’est toutefois pas le cas ici puisque l’écoulement n’est pas
incompressible dans la zone interfaciale quand le changement de phase est non
nul ce qui explique que cette formulation n’est pas équivalente à la loi de Young-
Laplace.
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Seconde formulation Néanmoins, la formulation (3.32) met en avant un pro-
blème : puisque qu’elle n’est pas localisée dans la zone interfaciale, son calcul va
nécessiter l’évaluation de la courbure des fonctions niveaux de ϕ en tout point
du domaine, ce qui n’est pas souhaitable puisque cette courbure tend vers l’infini
quelque-part au centre de la goutte. Le premier terme de (3.30) étant localisé dans
la zone interfaciale, ce problème provient du second terme. Ce terme étant sous
la forme d’un gradient, on peut alors l’intégrer avec la pression et l’ensemble sera
calculé par une méthode de projection de Chorin (voir 4.2.1.1) pour satisfaire la
contrainte de divergence fixée du champ de vitesse.
On introduit donc une nouvelle pression p̃ définie par :
p̃ = p + χ
ρ
ρℓ − ρg
κ(ϕ) (3.33)
et modifier en conséquence le tenseur des contraintes σ̃ = 2µD(u) + (λ div u − p̃)I
et la force de capillarité F̃c = −χκ(ϕ)1εζ
(
ϕ
ε
)
∇ϕ. La pression thermodynamique p
pourra, si nécessaire, être facilement calculée à partir de p̃.
Nous devons aussi modifier le terme N pour prendre en compte que les termes
en gradient sont source de chaleur dans l’interface compressible. On obtient alors
comme modèle le système suivant :



∂tρ + div(ρu) = 0
div u = α
2k(ϕ)∇θ
L · ∇ϕ
1
ε
ζ
(
ϕ
ε
)
∂t(ρu) + div(ρu ⊗ u) − div σ̃ = ρg − χκ(ϕ)1εζ
(
ϕ
ε
)
∇ϕ
ρcV(∂tθ + u · ∇θ) +
1
η
(
1 − H
(
ϕ
ε
))
θ − div(k(ϕ)∇θ)
+
(
Le + (cVg − cVℓ)θ
) ρ2
ρgρℓ
2k(ϕ)∇θ
L · ∇ϕ
1
ε
ζ
(
ϕ
ε
)
= N
∂tϕ + u · ∇ϕ =
2ρ
ρℓρgL
k(ϕ)∇θ · ∇ϕ
(3.34)
avec
α =
1
ρℓ
− 1
ρg
< 0, σ̃ = 2µD(u) + (λ div u − p̃)I,
θ = T − Tsat,
cV est la capacité calorifique massique à volume constant,
N = σ̃ : ∇u − χ∇
(
ρ
ρℓ − ρg
div u
)
· ∇ϕ|∇ϕ| .
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3.4 Conclusion
Nous avons donc présenté un système d’équations complet permettant de mo-
déliser l’effet Leidenfrost, et qui comprend, entre autres, la modélisation du chan-
gement de phase et de l’effet de la tension de surface. La dernière formulation du
modèle a la particularité d’introduire une nouvelle pression, corrigée par un terme
provenant de l’expression de la tension de surface. Penchons-nous à présent sur la
mise en œuvre numérique de ce modèle.
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Chapitre 4
Implémentation numérique
Avant de passer aux résultats numériques sur ce modèle, nous allons détailler
l’implémentation du code numérique. Dans un premier temps, on va se concen-
trer sur la fonction Level-Set et sur les précautions à prendre d’un point de vue
numérique pour qu’elle conserve de bonnes propriétés au cours du temps. Dans
la deuxième partie, nous allons parler du reste de la discrétisation afin de simuler
l’effet Leidenfrost dans un cas axisymétrique. Ce choix est essentiellement motivé
par deux arguments :
– On souhaite dans un premier temps valider le code numérique en comparant
par exemple les temps de vie simulés, expérimentaux et théoriques. Pour
cela, l’hypothèse d’axisymétrie permet de stabiliser la goutte d’eau autour
de l’axe vertical pour pouvoir se concentrer sur le changement de phase ;
– De plus, l’hypothèse d’axisymétrie permet de discrétiser notre modèle tri-
dimensionnel par un maillage bidimensionnel, ce qui est un gain évident de
temps de calcul.
Enfin, dans la dernière partie, nous introduirons un nouveau schéma compact,
pour le calcul du gradient, qui semble particulièrement adapté aux fonctions dis-
tance. Ce schéma n’étant pas encore totalement au point, il ne sera pas utilisé dans
nos simulations.
4.1 Considérations particulières aux Level-Set
4.1.1 Transport et diffusion - Les schémas WENO
Un des intérêts principaux de la méthode Level-Set réside en la possibilité de
pouvoir facilement récupérer des informations utiles sur notre interface :
– la distance à l’interface qui permet de savoir si un point se trouve dans la
zone interfaciale ou dans une phase pure ;
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– la normale à l’interface ;
– et la courbure de l’interface.
Il est donc important de transporter la fonction Level-Set ϕ de manière la plus
précise possible.
Un schéma simple et classique est le schéma amont :
ϕn+1i − ϕni
∆t
+ uni
ϕni − ϕni−1
∆x
= 0
pour une vitesse uni positive. Ce schéma n’est pas diffusif si on choisit une condi-
tion de Courant Friedrichs-Lewy (CFL) égale à 1, soit ∆t = ∆x
un
i
mais en pratique,
on ne peut pas avoir la CFL égale à 1 partout pour diverses raisons : vitesse non
uniforme, pas d’espace variable, contrainte de stabilité sur la diffusion (viscosité ou
température) ou pour la tension de surface, . . .Dans ces cas-là, ce schéma devient
très diffusif ce qui se traduira, dans notre cas, par un épaississement de l’interface
et une modification de la masse de chaque phase. D’autre schémas existent : Lax-
Wendroff, méthodes des caractéristiques, Beam-Warning, Fromm, . . .mais souffrent
soit d’une complexité de conception, soit d’oscillations en présence de fortes varia-
tions de la solution.
Harten, Engquist, Osher et Chakravarthy proposent dans les années 80 le
schéma ENO (pour Essentially Non Oscillatory, voir [Shu 88] et [Shu 89]). Ce
schéma approche la solution numérique en utilisant différents stencils et choisit le
meilleur en fonction de la régularité locale de la solution numérique. Le schéma
WENO (pour Weighted Essentially Non Oscillatory, voir [Shu 97] et [Shu 03])
améliore le schéma ENO en prenant une combinaison convexe des différentes ap-
proximations de la solution. Les poids de cette combinaison convexe dépendent de
la régularité locale de la solution. Plus récemment en 2008, le schéma WENOZ
(voir [Borges 08]) a été introduit et propose de nouveaux indicateurs de régularité
de la solution.
Pour expliquer le fonction des schémas basés sur ENO, plaçons nous en dimen-
sion une et étudions la discrétisation de l’équation de transport
∂tφ + u∂xφ = 0
sur laquelle on utilise un schéma d’Euler explicite pour l’intégration en temps :
φn+1 − φn
∆t
+ unφnx = 0
On discrétise le domaine spatial et on considère cette équation au nœud i :
φn+1i − φni
∆t
+ uni (φx)
n
i = 0 (4.1)
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À l’ordre 1, il existe deux approximations courantes de φx au nœud i :
(φ−x )i =
φi − φi−1
∆x
et (φ+x )i =
φi+1 − φi
∆x
.
Afin que le schéma puisse être stable, il faut choisir entre ces deux approximations
en fonction du signe de la vitesse ui. C’est en cela que consiste le schéma amont :
(φx)i ≈



(φ−x )i si ui > 0
(φ+x )i si ui < 0
. (4.2)
Avec ce choix, le schéma amont est stable sous la condition de Courant-Friedrichs-
Lewy (CFL) :
∆t <
∆x
max |u| (4.3)
Les schémas ENO et WENO utilisent aussi des différences finies d’ordre 1 pour
approcher (φx)i mais ces différences finies sont calculées sur un stencil beaucoup
plus étendu. Pour calculer φ−x , les valeurs {φi−3, φi−2, φi−1, φi, φi+1, φi+2} sont uti-
lisées tandis que pour calculer φ+x , on utilise les valeurs décalées vers la droite, soit
{φi−2, φi−1, φi, φi+1, φi+2, φi+3}. Le choix entre φ−x et φ+x se fait alors en fonction
du signe de la vitesse ui, comme pour le schéma amont.
Détaillons le calcul de φ−x . Posons
v1 =
φi−2 − φi−3
∆x
, v2 =
φi−1 − φi−2
∆x
, v3 =
φi − φi−1
∆x
,
v4 =
φi+1 − φi
∆x
, v5 =
φi+2 − φi+1
∆x
.
On considère trois groupes consécutifs de ces valeurs : (v1, v2, v3), (v2, v3, v4) et
(v3, v4, v5). De chacun de ces groupes, on extrait une interpolation à l’ordre 3 de
φx au nœud i. Par exemple pour le groupe composé de v1, v2 et v3, on détermine
le polynôme de degré 2 dont la moyenne sur [xi−3, xi−2] vaut v1, dont la moyenne
sur [xi−2, xi−1] vaut v2 et dont la moyenne sur [xi−1, xi] vaut v1. L’évaluation de
ce polynôme au point xi nous donne une approximation d’ordre 3 de (φx)i. On
obtient alors les trois approximations suivantes :
φ1x =
v1
3
− 7v2
6
+
11v3
6
, φ2x = −
v2
6
+
5v3
6
+
v4
3
, φ3x =
v3
3
+
5v4
6
− v5
6
.
Le schéma ENO d’ordre 3 choisit alors la meilleure de ces approximations en
se basant sur la minimisation des différences divisées d’ordres successifs 1, 2 et 3.
On obtient bien un schéma d’ordre trois mais quand la solution est suffisamment
régulière, il a été remarqué qu’une combinaison convexe particulière de ces trois
approximations fournit une approximation d’ordre 5.
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Le schéma WENO détermine ces coefficients à partir d’indicateurs de régula-
rité et de telle sorte à obtenir l’ordre 5 sur des solutions régulières, et l’ordre 3
autrement. Soient les indicateurs de régularités :
S1 =
13
12
(v1 − 2v2 + v3)2 +
1
4
(v1 − 4v2 + 3v3)2 (4.4)
S2 =
13
12
(v2 − 2v3 + v4)2 +
1
4
(v2 − v4)2 (4.5)
S3 =
13
12
(v3 − 2v4 + v5)2 +
1
4
(3v3 − 4v4 + v5)2 (4.6)
à partir desquels on définit
α1 =
0.1
(S1 + ε)2
, α2 =
0.6
(S2 + ε)2
, α3 =
0.3
(S3 + ε)2
où ε > 0 est petit (par exemple ε = 10−6 max{v2k} + 10−99). Enfin, les poids de la
conbinaison convexe sont donnés par :
ωk =
αk
α1 + α2 + α3
, k = 1, 2, 3
ce qui permet de reconstruire (φ−x )i :
(φ−x )i ≈ ω1φ1x + ω2φ2x + ω3φ3x.
Il a été remarqué que la valeur couramment choisie pour ε diminue la précision
des indicateurs de régularité. Borges, Carmona, Costa et Sun Don ont alors proposé
en 2008 (voir [Borges 08]) des indicateurs de régularité d’ordre supérieur ce qui
permet d’obtenir le schéma WENOZ qui s’avère plus précis que WENO. À partir
des indicateurs Si précédents, on calcule
τ5 = |S1 − S3|
ce qui permet de définir de nouveaux indicateurs :
SZk =
Sk + ε
Sk + τ5 + ε
pour k = 1, 2, 3
et enfin les nouveaux poids ωZk :
ωZk =
αZk
αZ1 + α
Z
2 + α
Z
3
avec
αZ1 =
0.1
SZk
, αZ2 =
0.6
SZk
et αZ3 =
0.3
SZk
.
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Équation de conservation. On peut aussi utiliser ces schémas pour des équa-
tions de conservation :
∂tφ + ∂x(uφ) = 0.
où la dérivée en espace est discrétisée par :
∂x(uφ)(xi, tn) ≈
(uφ)ni+1/2 − (uφ)ni−1/2
∆x
.
(uφ)−i−1/2 est reconstruit à partir de
v1 = (uφ)i−3, v2 = (uφ)i−2, v3 = (uφ)i−1, v4 = (uφ)i, v5 = (uφ)i+1
et en utilisant le schéma ENO, WENO ou WENOZ. De même pour (uφ)+i−1/2. Le
choix, ou la combinaison, entre ces deux reconstructions se fait alors grâce à des
méthodes de splitting de flux (voir [Shu 97]).
Comparaison numérique. On compare ces différents schémas sur deux cas
tests. Le premier traite de l’équation de transport monodimensionnelle d’une fonc-
tion distance tronquée. Le domaine spatial [0, 10] est discrétisé en 200 points ré-
gulièrement espacés, soit un pas d’espace ∆x = 0.05. On choisit une CFL de 0.2
qui, même si elle semble faible, est représentative de ce qu’on est obligé de choisir
en pratique, du fait de contraintes de stabilité pour la diffusion, la viscosité, ou
encore la tension de surface.
Par défaut, on utilisera un schéma d’intégration en temps de type Euler expli-
cite, sauf pour le schéma centré en espace pour lequel un schéma d’intégration en
temps d’ordre supérieur (ici RK3, voir [Gottlieb 98]) est nécessaire à sa stabilité.
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Les schémas ENO et WENO montrent bien leur capacité à ne pas développer
de post ou pré-oscillations et, de plus, le schéma WENO5 est clairement le meilleur
de tous ces schémas.
Dans un deuxième cas test, on étudie le transport bidimensionnel d’une fonc-
tion Level-Set ϕ dont la ligne de niveau 0 représente un cercle de rayon 0.002.
Le domaine est D = [0, 0.01] × [0, 0.04] discrétisé avec 50 points dans la pre-
mière dimension et 200 dans la deuxième. Le cercle, initialement positionné en
(0.005, 0.035) est transporté par la vitesse (0, −1) pendant un temps tf = 0.03,
4.1. CONSIDÉRATIONS PARTICULIÈRES AUX LEVEL-SET 71
ce qui correspond à 15 fois le rayon. Les figures ci-dessous comparent le cercle
transporté numériquement avec la solution attendue, et cela pour les schémas
amonts(upwind), ENO2, ENO3, WENO et WENOZ avec un schéma d’intégration
en temps de type Euler explicite ou TVD RK3. La condition CFL est toujours
fixée à 0.2.
Pour se rapprocher de la méthode Level-Set, on calcule la masse occupée par
le cercle avec la formule régularisée :
masse =
∫
D
(
1 − H
(
ϕ
ε
))
dx dy
avec
H (x) =



0 si x < −1
1
2
(
x +
1
π
sin(πx) + 1
)
si −1 ≤ x ≤ 1
1 si x > 1
.
et ε = 3 max(∆x, ∆y). C’est le rapport entre la masse finale et la masse initiale
qui est indiquée dans le titre de chaque figure.
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Pour le schéma d’intégration en temps de type Euler, les schémas ENO3,
WENO et WENOZ se valent concernant la forme du cercle obtenu même si elle est
plus régulière avec ENO3. Concernant la masse du cercle, même si les différences
sont minimes, WENOZ fait mieux que WENO qui fait mieux que ENO3.
Avec RK3 et pour les schémas ENO3, WENO et WENOZ, on discerne diffici-
lement la solution numérique de celle analytique. La différences de précision sur
la masse est par contre plus flagrante et WENOZ est clairement le meilleur sur ce
point.
Le schéma amont illustre, quel que soit le schéma d’intégration en temps, sa
très forte diffusivité numérique à faible CFL.
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4.1.2 Redistanciation
L’interface gaz/liquide est capturée par la ligne de niveau 0 de la fonction ϕ
qui est advectée par le champ de vitesse u + V . Même si seule sa ligne de niveau 0
importe au positionnement de l’interface, il faut se rappeler que cette interface a
été artificiellement épaissie pour des questions de régularisation. Cela signifie que
les termes interfaciaux (principalement le changement de phase et la tension de
surface) sont intégrés dans une zone d’épaisseur non nulle. Il est donc important
que cette taille d’interface, fixée à 2ε, reste constante au cours du temps afin
d’éviter de modifier l’importance des différents phénomènes qui s’y produisent.
L’épaisseur effective de l’interface est en fait directement liée à la norme du
gradient de ϕ qui, idéalement, doit rester égale à 1. Or, le transport de ϕ modifie
cette norme et donc la taille de l’interface. La figure 4.1 montre la position des
lignes de niveau −ε, 0, ε de ϕ à l’initialisation du code de calcul. Après 200 itéra-
tions, comme l’illustre la figure 4.2, ces lignes de niveau ne sont plus régulièrement
espacées, à tel point que la discrétisation du domaine ne permet pas toujours de
les discerner.
Figure 4.1 – Lignes de niveau −ε, 0 et
ε de la fonction Level-Set ϕ au temps
initial.
Figure 4.2 – Lignes de niveau −ε, 0
et ε de la fonction Level-Set ϕ après
200 itérations, sans réinitialisation.
Pour résoudre ce problème, on peut réinitialiser régulièrement la fonction ϕ en
résolvant l’équation de Hamilton-Jacobi (voir [Osher 88]) :
∂ϕ
∂τ
+ sgn(ϕ0) (|∇ϕ| − 1) = 0
qui équivaut à une équation de transport non homogène :
∂ϕ
∂τ
+ sgn(ϕ0)
∇ϕ
|∇ϕ| · ∇ϕ = sgn(ϕ0).
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À l’origine, sgn(ϕ0) est le signe de la fonction Level-Set au début de la réinitia-
lisation. Toutefois, ce choix oblige à effectuer une redistanciation séparément pour
la partie négative et positive de ϕ (voir [Vigneaux 07, p. 74]) ce qui peut demander
un traitement particulier et peut devenir problématique avec des schémas à large
stencil, comme le schéma WENO. Pour pallier ce problème (voir [Russo 00]), on
utilise une fonction signe S régularisée :
S(ϕ) =
ϕ√
ϕ2 + ∆x2
.
L’équation est résolue en utilisant le schéma WENO pour la partie transport
et le schéma TVD RK3 pour l’intégration en temps τ . En pratique, on résout cette
équation jusqu’au temps (fictif) τ = 2ε pour garantir la redistanciation de ϕ au
niveau de l’interface tout en ne perdant pas de temps à la réinitialiser sur tout
le domaine de calcul. La figure 4.3 illustre la même simulation que précédemment
mais en utilisant la réinitialisation.
Figure 4.3 – Lignes de niveau −ε, 0 et ε de la fonction Level-Set ϕ après 200
itérations, avec réinitialisation.
4.1.3 Conservation du volume
La redistanciation, comme on l’a vu, est une étape nécessaire pour mener à
bien notre simulation. Toutefois, cette étape ne garantit pas la conservation de
la masse de chaque phase. Le temps de vie des gouttes dans l’effet Leidenfrost
étant relativement long, il est nécessaire de garantir que l’évolution de la masse de
chaque phase corresponde bien à celle attendue.
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À cet effet, on va introduire une étape permettant de corriger la masse de
chaque phase. Pour cela, il faut remarquer qu’on peut modifier ϕ en lui ajoutant
une constante C de telle sorte à obtenir la masse voulue.
Dans [Smolianski 05], il est proposé une expression de C à l’ordre 2 pour la
conservation du volume :
C =
V0 − V (ϕ)
L({ϕ = 0})
où V0 est le volume recherché, V (ϕ) le volume de {ϕ < 0} et L({ϕ = 0}) est la
surface de la ligne de niveau 0 de ϕ.
Dans notre cas, on propose en plus de prendre en considération le changement
de la masse dû au changement de phase. En effet, pour une masse Mn de liquide
au temps tn :
Mn = ρℓ
∫
D
(
1 − H
(
ϕn
ε
))
dx,
et connaissant le flux de masse Φnm au même pas de temps, on en déduit la masse
de liquide qu’on devrait obtenir au pas de temps suivant :
Mn+1 = Mn −
∫
D
Φnm|∇ϕn|
1
ε
ζ
(
ϕn
ε
)
dx.
La modification C à apporter à la fonction Level-Set est, dans notre cas, déterminée
par dichotomie jusqu’à atteindre un seuil de tolérance fixé.
4.2 Discrétisation de notre modèle
On rappelle maintenant le modèle (3.34) que l’on utilise afin de détailler ensuite
sa discrétisation :



∂tρ + div(ρu) = 0
div u = α
2k(ϕ)∇θ
L · ∇ϕ
1
ε
ζ
(
ϕ
ε
)
∂t(ρu) + div(ρu ⊗ u) − div σ̃ = ρg − χκ(ϕ)1εζ
(
ϕ
ε
)
∇ϕ
ρcV(∂tθ + u · ∇θ) +
1
η
(
1 − H
(
ϕ
ε
))
θ − div(k(ϕ)∇θ)
+
(
Le + (cVg − cVℓ)θ
) ρ2
ρgρℓ
2k(ϕ)∇θ
L · ∇ϕ
1
ε
ζ
(
ϕ
ε
)
= N
∂tϕ + u · ∇ϕ =
2ρ
ρℓρgL
k(ϕ)∇θ · ∇ϕ
(3.34)
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avec
α =
1
ρℓ
− 1
ρg
< 0, σ̃ = 2µD(u) + (λ div u − p̃)I,
θ = T − Tsat,
cV est la capacité calorifique massique à volume constant,
N = σ̃ : ∇u − χ∇
(
ρ
ρℓ − ρg
div u
)
· ∇ϕ|∇ϕ| .
4.2.1 Discrétisation en temps
4.2.1.1 Schéma de type Euler
On propose ici de découpler les équations de ce modèle et ainsi, développer
un schéma de discrétisation en temps explicite. Les contributions thermiques des
forces de capillarité et de viscosité (correspondant au terme N dans (3.34)) sont
ici négligées comme cela a été précédemment justifié dans [Juric 98].
À partir des données ρn, un, θn, Φnm et ϕ
n au temps tn de l’itération n, on
calcule ces mêmes quantités à l’itération n + 1 en résolvant les étapes suivantes :
Advection de la fonction Level-Set ϕ :
ϕn+1 = ϕn − ∆t
(
un − ρ
n
ρℓρg
Φnm
∇ϕ
|∇ϕ|
)
· ∇ϕn. (4.7)
Reconstruction de la densité ρ :
ρn+1 = ρℓ
(
1 − H
(
ϕn+1
ε
))
+ ρgH
(
ϕn+1
ε
)
. (4.8)
Résolution de l’équation en température :
ρn+1cV(ϕ
n+1)
θn+1 − θn
∆t
+ ρn+1cV(ϕ
n+1)un · ∇θn
+
1
η
(
1 − H
(
ϕn+1
ε
))
θn+1 − div
(
k(ϕn+1)∇θn
)
= −
(
Le + (cVg − cVℓ)θn
) (ρn+1)2
ρgρℓ
Φnm|∇ϕn+1|
1
ε
ζ
(
ϕn+1
ε
)
(4.9)
où le terme de diffusion en température est explicité. Ce choix se justifie par le fait
que la condition de stabilité ∆t ≤ ∆x2 min(ρℓcVℓ
2kℓ
,
ρgcVg
2kg
) imposée par ce terme, est du
même ordre de grandeur que celle imposée par le terme de transport, ∆t ≤ ∆x
max(|u|)
,
si on considère un pas d’espace ∆x = 0.005
128
.
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Calcul du taux de changement de phase Φm :
Φn+1m =
2k(ϕn+1)∇θn+1
L ·
∇ϕn+1
|∇ϕn+1| . (4.10)
Résolution de l’équation en vitesse. On souhaite résoudre numériquement
les équations suivantes :



ρ (∂tu + (u · ∇)u) − div(2µD(u)) − λ∇(div u) + ∇p̃ = f
div u = αΦm |∇ϕ| 1εζ
(
ϕ
ε
)
avec α = 1
ρℓ
− 1
ρg
. (4.11)
La difficulté ici est de résoudre la première équation en vitesse tout en garantissant
que sa divergence respecte la contrainte donnée par la deuxième équation. C’est
en fait la pression p̃ qui peut être vue comme un multiplicateur de Lagrange de
cette contrainte. Dans le cas incompressible div u = 0, l’algorithme de projection
de Chorin propose ainsi de découpler vitesse et pression en résolvant tout d’abord
la première équation sans le terme en pression, puis en corrigeant la vitesse obte-
nue via une pression, calculée en fonction du non-respect de la contrainte sur la
divergence de u.
Dans notre modèle, on va légèrement modifier cet algorithme pour prendre en
compte le fait que la divergence du champ de vitesse dépend du flux de masse à
l’interface. Dans un premier temps, on calcule une estimation u∗ de la vitesse par :
ρn+1
(
u∗ − un
∆t
+ (un · ∇)un
)
− div
(
2µ(ϕn+1)D(un)
)
− λ(ϕn+1)∇(div un)
= ρn+1g − χκ(ϕn+1)1
ε
ζ
(
ϕn+1
ε
)
∇ϕn+1 (4.12)
où la viscosité est explicitée pour les mêmes raisons évoquées pour justifier l’ex-
plicitation de la diffusion en température.
Afin de garantir la contrainte sur la divergence de u, on calcule la pression p̃n+1
correspondante en résolvant l’équation de Poisson :
div
(
∇p̃n+1
ρn+1
)
= − 1
∆t
(
αΦn+1m
∣∣∣∇ϕn+1
∣∣∣
1
ε
ζ
(
ϕn+1
ε
)
− div u∗
)
, (4.13)
puis en corrigeant la vitesse pour obtenir un+1 :
un+1 = u∗ − ∆t∇p̃
n+1
ρn+1
. (4.14)
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4.2.1.2 Schéma de type Runge-Kutta
On souhaite implémenter un schéma d’intégration en temps de type Runge-
Kutta TVD d’ordre 3 (voir 2.2.2). Dans leur livre, Osher et Fedkiw interprètent
les schémas de type Runge-Kutta comme des successions d’étapes basées sur un
schéma d’Euler (voir [Osher 03, p. 38]). C’est cette réécriture que l’on utilise afin
d’implémenter facilement ce nouveau schéma d’intégration en temps à partir de la
discrétisation en temps de type Euler décrite précédemment.
4.2.2 Discrétisation en espace et le cas axisymétrique
4.2.2.1 Interpolation des quantités à l’interface
En introduisant la méthodologie Level-Set, on a suggéré dans (3.3) une mé-
thode couramment utilisée pour interpoler les quantités du modèle dans la zone
interfaciale :
ψ(ϕ) = ψℓ
(
1 − H
(
ϕ
ε
))
+ ψgH
(
ϕ
ε
)
qui s’interprète comme une moyenne arithmétique de poids 1 − H
(
ϕ
ε
)
et H
(
ϕ
ε
)
.
En construisant notre modèle, nous avons d’ailleurs choisi cette formulation
pour définir la densité ρ et la capacité calorifique à volume constant cV de notre
fluide dans la zone interfaciale. Le développement de ce modèle est, par contre,
indépendant de la formulation choisie pour la conductivité thermique k et les
coefficients de viscosité µ et λ.
Dans le livre de Patankar, il est suggéré (voir [Patankar 80, p.45]) d’utiliser
plutôt une moyenne harmonique pour interpoler ces quantités. Pour appuyer ce
choix, l’auteur étudie le cas stationnaire unidimensionnel de l’équation de la chaleur
à travers l’interface séparant deux milieux de conductivités thermiques différentes.
L I G
δ
x
Figure 4.4 – Avec une température donnée en L et G et une conductivité constante
sur chaque sous-domaine [L, I) et (I, G], on cherche la conductivité effective à
l’interface I.
On considère donc sur la droite réelle (voir figure 4.4), deux points L et G où,
respectivement, la température est TL et TG. Entre ces deux points se situe une
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interface symbolisée par le point I. On pose δ := G − L l’écart entre les points L
et G et x := I −L la position de l’interface par rapport au point L. Sur le domaine
[L, I), la conductivité thermique est supposée constante égale à kℓ. De même sur
(I, G] où la conductivité thermique vaut kg.
On souhaite alors déterminer la conductivité thermique effective k à l’interface
I comme si notre matériau était de conductivité homogène sur le domaine [L, G].
Le flux de chaleur correspondant serait alors :
qI = −k
TG − TL
δ
.
L’étude de l’équation de la chaleur, dans le cas stationnaire, de chaque côté de
l’interface nous dit que le flux de chaleur qI est identique au flux de chaleur dans
le domaine [L, I) et dans le domaine (I, G] :
k
TG − TL
δ
= kℓ
TI − TL
x
= kg
TG − TI
δ − x .
En résolvant TI dans la deuxième égalité et en l’insérant dans la première, on
trouve l’expression du flux de chaleur à l’interface :
qI = −
(
x
δ
k−1ℓ +
δ − x
δ
k−1g
)−1
TG − TL
δ
soit une conductivité thermique effective :
k(x) =
(
x
δ
k−1ℓ +
δ − x
δ
k−1g
)−1
ce qui s’interprète comme la moyenne harmonique des conductivités des deux mi-
lieux, pondérée par la position relative de l’interface par rapport aux points L et
G. Le même raisonnement est applicable à la viscosité.
Dans le cadre de la méthodologie Level-Set, on utilisera plutôt les poids 1 −
H
(
ϕ
ε
)
et H
(
ϕ
ε
)
ce qui nous donne les interpolations suivantes :
k(ϕ) =
(
k−1ℓ
(
1 − H
(
ϕ
ε
))
+ k−1g H
(
ϕ
ε
))−1
,
µ(ϕ) =
(
µ−1ℓ
(
1 − H
(
ϕ
ε
))
+ µ−1g H
(
ϕ
ε
))−1
,
λ(ϕ) =
(
λ−1ℓ
(
1 − H
(
ϕ
ε
))
+ λ−1g H
(
ϕ
ε
))−1
.
En pratique, ce choix amène à une meilleure stabilité de l’interface gaz/liquide
dans les simulations. Ce résultat peut s’interpréter par le fait qu’on a choisi une
interpolation correspondant à un état stationnaire, ce qui nous faire dire qu’un
autre choix aura tendance à écarter la solution numérique de cet équilibre.
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4.2.2.2 Le cas axisymétrique
Nous allons maintenant détailler la discrétisation en espace de nos équations.
Comme précisé dans l’introduction de ce chapitre, nous allons considérer le cas
axisymétrique.
z
r
Figure 4.5 – Illustration de l’effet Leidenfrost dans le cas axisymétrique.
On s’intéresse, dans un premier temps, à la simulation de l’effet Leidenfrost en
l’absence de tout mouvement, afin de valider notre modèle et le code associé sur des
aspects principalement liés au changement de phase et la tension de surface. On se
place donc en coordonnées cylindriques (r, z, θ) en choisissant l’axe selon z vertical
et passant par le centre de gravité de goutte. On considère alors le problème comme
étant axisymétrique d’axe z et donc invariant selon l’angle θ. Numériquement, on
se ramène alors à une simulation à deux dimensions (r, z) restreinte au demi-plan
r > 0. La plaque chauffante est horizontale et délimite la partie basse du domaine
de discrétisation (z = 0).
Sous ces hypothèses, on se ramène à un domaine de simulation à deux dimen-
sions. Toutefois, la discrétisation des différents opérateurs intervenant dans notre
modèle ne se réduit pas à celle en deux dimensions, mais prend en compte les
coordonnées cylindriques et l’hypothèse d’axisymétrie. On rappelle à cet effet les
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expressions de ces opérateurs dans ce cas-là :
∇ϕ = ∂ϕ
∂r
þer +
∂ϕ
∂z
þez,
div u = div(urþer + uzþez) =
1
r
∂rur
∂r
+
∂uz
∂z
=
∂ur
∂r
+
∂uz
∂z
+
ur
r
,
div(k∇T ) = 1
r
∂
∂r
(
rk
∂T
∂r
)
+
∂
∂z
(
k
∂T
∂z
)
=
∂
∂r
(
k
∂T
∂r
)
+
∂
∂z
(
k
∂T
∂z
)
+
1
r
k
∂T
∂r
,
τ = 2µDu + λ div(u)I =


2µ∂ur
∂r
µ
(
∂ur
∂z
+ ∂uz
∂r
)
0
µ
(
∂ur
∂z
+ ∂uz
∂r
)
2µ∂uz
∂z
0
0 0 2µur
r

 + λ div(u)I,
div τ =


1
r
∂
∂r
(rτrr) +
∂τzr
∂z
− 1
r
τθθ
1
r
∂
∂r
(rτzr) +
∂τzz
∂z
0

 .
On considère alors une discrétisation de m cellules dans la direction r et n dans
la direction z, d’où des pas d’espace : ∆r = Lr
m
et ∆z = Lz
n
où Lr et Lz sont les
tailles du domaine selon les directions respectives r et z. La grille de discrétisation
en espace est alors définie par (ri, zj) =
(
(i − 1
2
)∆r, (j − 1
2
)∆z
)
.
Le positionnement des inconnues suit la stratégie MAC (Marker And Cell)
comme illustré dans la figure 4.6 : la pression, ainsi que la fonction Level-Set et la
température, sont positionnées au centre des cellules, aux points de discrétisation
(ri, zj). Le champ de vitesse, quant à lui, est positionné au milieu des côtés des
cellules : la composante ur selon r est discrétisée sur les côtés verticaux des cellules,
aux points (ri+ 1
2
, zj) tandis que la composante uz selon z est placée sur les côtés
horizontaux, aux points (ri, zj+ 1
2
). Ce positionnement MAC permet d’éviter des
modes parasites pour la pression en évitant de discrétiser son gradient, dans l’étape
de projection de Chorin, par un schéma d’ordre 2 sur trois points. Ainsi, les schémas
d’ordre 2 pour les dérivées premières de ur selon r et de uz selon z sont positionnées
sur les nœuds de pression, tandis que les composantes du gradient de la pression
sont positionnées de la même manière que les composantes de u correspondantes.
On utilise alors la discrétisation suivante pour la divergence de u :
(div u)i,j ≈
ri+ 1
2
,jur|i+ 1
2
,j − ri− 1
2
,jur|i− 1
2
,j
ri,j∆r
+
uz|i,j+ 1
2
− uz|i,j− 1
2
∆z
ce qui nous amène, afin d’être cohérent avec cette formulation de la divergence,
à privilégier, pour les composantes de la vitesse aux nœuds (i, j), une moyenne
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z
r
p̃i,j
ur|i− 1
2
,j ur|i+ 1
2
,j
uz|i,j+ 1
2
uz|i,j− 1
2
p̃1,1
p̃m,n
Figure 4.6 – Positionnement des nœuds de discrétisation pour la pression p̃ (la
fonction Level-Set ϕ et la température θ sont positionnées aux mêmes nœuds), la
vitesse horizontale ur et verticale uz.
arithmétique pondérée par r :
(ur)i,j ≈
ri− 1
2
,jur|i− 1
2
,j + ri+ 1
2
,jur|i+ 1
2
,j
2ri,j
,
(uz)i,j ≈
uz|i,j− 1
2
+ uz|i,j+ 1
2
2
.
Les quantités s’exprimant en fonction de ϕ (comme ρ, k et les viscosités) sont
interpolées sur les différents nœuds du maillage en les reconstruisant à partir de
l’interpolation de ϕ sur ces nœuds. Par exemple, on aura :
ϕi+ 1
2
,j ≈
ϕi,j + ϕi+1,j
2
,
ρi+ 1
2
,j ≈ ρℓ
(
1 − H
(ϕi+ 1
2
,j
ε
))
+ ρgH
(ϕi+ 1
2
,j
ε
)
.
Les composantes du gradient de la pression p̃ s’expriment :
(∂rp̃)i+ 1
2
,j ≈
p̃i+1,j − p̃i,j
∆r
,
(∂zp̃)i,j+ 1
2
≈ p̃i,j+1 − p̃i,j
∆z
.
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Afin de résoudre l’équation (4.13), on utilise la discrétisation suivante sur les
nœuds de la pression :
∀ 2 ≤ i ≤ m − 1, 2 ≤ j ≤ n − 1
(
div
(
∇p̃
ρ
))
i,j
≈ 1
ri,j∆r


ri+ 1
2
,j(∂rp̃)i+ 1
2
,j
ρi+ 1
2
,j
−
ri− 1
2
,j(∂rp̃)i− 1
2
,j
ρi− 1
2
,j


+
1
∆z


(∂zp̃)i,j+ 1
2
ρi,j+ 1
2
−
(∂zp̃)i,j− 1
2
ρi,j− 1
2


≈ 1
ρi+ 1
2
,j∆r
2
(
ri+ 1
2
,j
ri,j
)
(p̃i+1,j − p̃i,j)
− 1
ρi− 1
2
,j∆r
2
(
ri− 1
2
,j
ri,j
)
(p̃i,j − p̃i−1,j)
+
1
ρi,j+ 1
2
∆z2
(p̃i,j+1 − p̃i,j)
− 1
ρi,j− 1
2
∆z2
(p̃i,j − p̃i,j−1)
et on obtient ∀ 2 ≤ i ≤ m − 1, 2 ≤ j ≤ n − 1
a⊕i,j p̃i+1,j + a
⊖
i,j p̃i−1,j + b
⊕
i,j p̃i,j+1 + b
⊖
i,j p̃i,j−1 + ci,j p̃i,j = fi,j
avec
f = − 1
∆t
(
αΦn+1m
∣∣∣∇ϕn+1
∣∣∣
1
ε
ζ
(
ϕn+1
ε
)
− div u∗
)
,
a⊕i,j =
1
ρi+ 1
2
,j∆r
2
ri+ 1
2
,j
ri,j
,
a⊖i,j =
1
ρi− 1
2
,j∆r
2
ri− 1
2
,j
ri,j
,
b⊕i,j =
1
ρi,j+ 1
2
∆z2
,
b⊖i,j =
1
ρi,j− 1
2
∆z2
,
ci,j = −
(
a⊕i,j + a
⊖
i,j + b
⊕
i,j + b
⊖
i,j
)
.
Sur les bords et en prenant en compte les conditions aux bords qu’on utilisera,
on obtient :
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sur le bord gauche, correspondant à l’axe de symétrie, on a ∂rp̃(0, z) = 0 qu’on
discrétise par p̃0,j = p̃1,j. On obtient donc, pour i = 1 et 2 ≤ j ≤ n − 1 :
a⊕i,j p̃i+1,j + b
⊕
i,j p̃i,j+1 + b
⊖
i,j p̃i,j−1 +
(
a⊖i,j + ci,j
)
p̃i,j = fi,j ;
sur le bord bas, au niveau de la plaque chauffante, on impose une vitesse nor-
male nulle ce qui correspond à une condition de Neumann sur p̃, ∂zp̃(r, 0) = 0
qui se discrétise par p̃i,0 = p̃i,1. On obtient donc pour 2 ≤ i ≤ m−1 et j = 1 :
a⊕i,j p̃i+1,j + a
⊖
i,j p̃i−1,j + b
⊕
i,j p̃i,j+1 +
(
b⊖i,j + ci,j
)
p̃i,j = fi,j ;
sur le bord haut, on impose une condition de Dirichlet sur la pression physique
p. Comme la courbure de ϕ y est imposée nulle (voir page 54), la pression
physique p égale la pression modifiée p̃ et on a donc la condition p̃(r, Lz) = 0
qu’on discrétise par 1
2
p̃i,n +
1
2
p̃i,n+1 = 0. On obtient donc pour 2 ≤ i ≤ m − 1
et j = n :
a⊕i,j p̃i+1,j + a
⊖
i,j p̃i−1,j + b
⊖
i,j p̃i,j−1 +
(
ci,j − b⊕i,j
)
p̃i,j = fi,j ;
sur le bord droit, on impose une pression hydrostatique p(Lr, z) = (Lz − z)gρg.
Comme précédemment, la courbure de ϕ y étant nulle, la condition hy-
drostatique revient à imposer p̃(Lr, z) = (z − Lz)gρg qui se discrétise par
1
2
p̃m,j +
1
2
p̃m+1,j =
(
n − j + 1
2
)
∆zgρg. On obtient donc pour i = m et
2 ≤ j ≤ n − 1 :
a⊖i,j p̃i−1,j + b
⊕
i,j p̃i,j+1 + b
⊖
i,j p̃i,j−1 +
(
ci,j − a⊕i,j
)
p̃i,j = fi,j
− 2a⊕i,j
(
n − j + 1
2
)
∆zgρg.
Concernant les coins du maillage, on fusionne les conditions sur les bords cor-
respondant et on obtient :
a⊕1,1p̃2,1 + b
⊕
1,1p̃1,2 +
(
a⊖1,1 + b
⊖
1,1 + c1,1
)
p̃1,1 = f1,1,
a⊕1,np̃2,n + b
⊖
1,np̃1,n−1 +
(
a⊖1,n + c1,n − b⊕1,n
)
p̃1,n = f1,n,
a⊖m,np̃m−1,n + b
⊖
m,np̃m,n−1 +
(
cm,n − a⊕m,n − b⊕m,n
)
p̃m,n = fm,n − a⊕m,n∆zgρg,
a⊖m,1p̃m−1,1 + b
⊕
m,1p̃m,2 +
(
b⊖m,1 + cm,1 − a⊕m,1
)
p̃m,1 = fm,1 − 2a⊕m,1
(
n − 1
2
)
∆zgρg.
4.2.2.3 Advection des quantités
Les termes d’advection des différentes quantités sont discrétisés grâce au schéma
WENO5 décrit à la section 4.1.1.
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4.3 Schéma orienté pour le calcul du gradient
4.3.1 Introduction
Approximation de la courbure. Un problème récurent (voir [Jamet 02],
[Vigneaux 07, §6], . . .) qui apparaît avec les méthodes de capture d’interface où la
tension de surface est modélisée, est l’apparition spontanée d’instabilités de surface
(souvent appelées courants parasites) qui apparaissent à l’interface alors même que
le système se trouve dans un état théoriquement stationnaire. Même si la cause
de ce phénomène n’est pas complètement cernée, il est probable qu’il soit princi-
palement dû à l’anisotropie de l’approximation du Laplacien de notre fonction de
capture (la fonction Level-Set par exemple) à cause des directions privilégiées du
maillage sous-jacent.
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Schema classique pour la courbure
Figure 4.7 – Erreur relative sur l’approximation de la courbure aux points
{(cos(θ), sin(θ)) ; θ ∈ [0, π
2
]} de la fonction distance signée au cercle unité cen-
tré à l’origine.
Par exemple, prenons le cas d’un maillage cartésien à deux dimensions et de
pas d’espace ∆x = ∆y = 10−2 sur lequel une fonction Level-Set ϕ représente la
distance signée au cercle unité centré à l’origine. La figure 4.7 représente l’erreur
commise sur l’approximation de la courbure κ(ϕ) = ∆ϕ au point (cos(θ), sin(θ))
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pour θ ∈ [0, π
2
] et en utilisant le schéma aux différences finies couramment utilisé :
κ(ϕ) (cos(θ), sin(θ)) ≈ 1
∆x2


0 0 0
1 −2 1
0 0 0

 ϕ (cos(θ), sin(θ))
+
1
∆y2


0 1 0
0 −2 0
0 1 0

 ϕ (cos(θ), sin(θ))
où on utilise la notation :


α−1,1 α0,1 α1,1
α−1,0 α0,0 α1,0
α−1,−1 α0,−1 α1,−1

 ϕ(x, y) =
∑
i∈{−1,0,1},j∈{−1,0,1}
αi,jϕ(x + i∆x, y + j∆y).
On remarque des variations d’erreur de l’ordre de 4 × 10−5 entre l’angle θ ≈ 20◦
et 45◦. Même si ces variations sont relativement faibles, les différences de force de
capillarité peuvent induire des circulations entre ces extrema. Les positions de ces
derniers sont d’ailleurs cohérentes avec les courants parasites que l’on observe en
pratique.
On s’intéresse donc à l’obtention d’un schéma numérique d’ordre plus élevé
permettant d’approcher la courbure tout en minimisant les effets de l’anisotropie
du maillage sous-jacent. Pour cela, on va tout d’abord traiter le cas du gradient.
Approximation du gradient. Dans le cadre des schémas numériques aux dif-
férences finies, l’approximation de la dérivée première et plus généralement du
gradient est courant. Par exemple, en dimension deux, le schéma souvent utilisé
pour approcher le gradient d’une fonction f est
∇f(x, y) = ∂xf(x, y)þex + ∂yf(x, y)þey
≈ 1
∆x


0 0 0
−1
2
0 1
2
0 0 0

 f(x, y)þex +
1
∆y


0 1
2
0
0 0 0
0 −1
2
0

 f(x, y)þey (4.15)
où ∆x et ∆y sont les pas d’espaces respectivement selon þex et þey.
L’étude de consistance de ce schéma fait apparaître son ordre deux en espace.
Écrivons, par exemple selon þex, son erreur de troncature aux ordres supérieurs :
des développements limités
f(x ± ∆x, y) = f(x, y) ± ∆x∂xf(x, y) +
∆x2
2
∂x2f(x, y) ±
∆x3
3!
∂x3f(x, y)
+
∆x4
4!
∂x4f(x, y) ±
∆x5
5!
∂x5f(x, y) + o(∆x
5)
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on obtient l’erreur de troncature
f(x + ∆x, y) − f(x − ∆x, y)
2∆x
− ∂xf(x, y)
=
∆x2
3!
∂x3f(x, y) +
∆x4
5!
∂x5f(x, y) + o(∆x
4) .
On remarque que là où la dérivée 3e de f selon x s’annule, le schéma devient
d’ordre 4. C’est le cas pour une fonction distance considérée aux points où son
gradient est orienté selon þex : en effet, sa restriction selon þex est alors une fonction
affine (de pente 1).
Dans le cas où le gradient d’une telle fonction distance est orienté différemment
(autre que les directions propres du maillage), on se demande s’il est possible de
trouver un schéma numérique de même stencil que le schéma (4.15) (i.e. les 8 points
autour du point d’évaluation) approchant le gradient à l’ordre 4. En particulier,
dans le cas où le gradient est orienté selon l’angle π
4
, il peut paraître naturel
qu’utiliser les valeurs de f aux quatre coins du stencil permette d’être plus précis
que le schéma (4.15).
4.3.2 Cadre général
Considérons un espace de fonctions F , définies sur Ω ⊂ R2 et à valeurs dans
R, que l’on projette sur un espace fini Fh. Dans le cas des différences finies, on se
donne un ensemble de n points X = (xi, yi)i=1...n de Ω et on définit Fh = X × R.
L’opérateur de projection entre F et Fh consiste alors à évaluer une fonction en
chaque point de X .
Si on a un opérateur O défini sur F , la construction d’un opérateur Oh sur Fh
approchant O peut se faire ainsi :
1. pour chaque point X de X , on se donne un sous-ensemble (le stencil) ∂X de
points de X ;
2. on définit un sous-espace fini P de F et un opérateur de plongement qui,
à tout élément de Fh restreint à ∂X, associe une fonction de P dont la
projection sur Fh coïncide avec l’élément de départ sur ∂X ;
3. l’opérateur discrétisé Oh est alors la composée de cet opérateur de plonge-
ment avec l’opérateur continu O et avec l’opérateur de projection.
On pourra consulter l’habilitation à diriger des recherches de Stéphane Labbé,
[Labbé 06], pour plus de détails sur ce cadre général.
4.3.3 Cadre « classique »
Pour se placer dans un cadre courant, prenons Ω le domaine carré [0, 1] × [0, 1]
maillé régulièrement selon þex et þey : pour nx points selon þex et ny points selon þey,
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on définit les pas d’espaces ∆x = 1
nx
et ∆y = 1
ny
. On obtient ainsi n = nx · ny
points de discrétisation définis par
X = {(xi, yj) = ((i − 1)∆x, (j − 1)∆y) ; i = 1, . . . , nx et j = 1, . . . , ny} .
Pour chaque point (xi, yj) avec i ∈ {2, . . . , nx − 1} et j ∈ {2, . . . , ny − 1}, on
définit le stencil ∂Xi,j = {(xk, yl) ; k = i − 1, i, i + 1 et l = j − 1, j, j + 1} (voir la
figure 4.8). On choisit comme sous-espace fini P l’espace des fonctions polynomiales
généré par {1, x, y, xy, x2, y2, xy2, x2y, x2y2} et on associe à cette base la fonction
vectorielle suivante :
−→P (x, y) =
[
1, x, y, xy, x2, y2, xy2, x2y, x2y2
]
.
x
y
i − 1, j − 1
i − 1, j
i − 1, j + 1
i, j − 1
i, j
i, j + 1
i + 1, j − 1
i + 1, j
i + 1, j + 1
Figure 4.8 – Stencil à 9 points couramment utilisé dans le cadre des différences
finies.
Le schéma (4.15) au point (xi, yi) est alors obtenu en déterminant la fonction
de P interpolant f sur les 9 points de ∂Xi,j et en évaluant le gradient de cette
fonction au point (xi, yi).
On peut déjà remarquer que dans le cas d’une grille cartésienne dont les pas
d’espaces ∆x et ∆y sont égaux, le fait que le maillage est invariant par transla-
tion induit que les schémas construits ne dépendent pas de la position du point
d’évaluation. On peut alors se ramener à la détermination du schéma sur le sten-
cil ∂X = {−∆x, 0, ∆x} × {−∆y, 0, ∆y} voir même, grâce à un changement de
variable, sur un stencil canonique ∂X = {−1, 0, 1} × {−1, 0, 1}.
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De manière générale, déterminer cette fonction polynomiale revient à résoudre
un système linéaire à 9 inconnues et 9 équations : à (i, j) ∈ {2, . . . , nx − 1} ×
{2, . . . , ny −1} fixé, on cherche à déterminer les coefficients de P(x, y) = α1 +xα2 +
yα3 + xyα4 + x
2α5 + y
2α6 + xy
2α7 + x
2yα8 + x
2y2α9 tels que P(x, y) = f(x, y) pour
tous (x, y) ∈ ∂Xi,j. Ces relations sont équivalentes au système linéaire suivant :
A ·


α1
...
α9

 =


f(x1, y1)
...
f(x9, y9)

 (4.16)
avec
A :=


1 x1 y1 x1y1 x
2
1 y
2
1 x1y
2
1 x
2
1y1 x
2
1y
2
1
1 x2 y2 x2y2 x
2
2 y
2
2 x2y
2
2 x
2
2y2 x
2
2y
2
2
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
1 x9 y9 x9y9 x
2
9 y
2
9 x9y
2
9 x
2
9y9 x
2
9y
2
9


=


−→P (x1, y1)−→P (x2, y2)−→P (x3, y3)−→P (x4, y4)−→P (x5, y5)−→P (x6, y6)−→P (x7, y7)−→P (x8, y8)−→P (x9, y9)


où (x1, y1), . . . , (x9, y9) sont les 9 points du stencil ∂Xi,j et où on utilise la notation
formelle :


−→P (x1, y1)−→P (x2, y2)
...−→P (x9, y9)


=


−→P 1(x1, y1)
−→P 2(x1, y1) · · ·
−→P 9(x1, y1)−→P 1(x2, y2)
−→P 2(x2, y2) · · ·
−→P 9(x2, y2)
...
...
. . .
...−→P 1(x9, y9)
−→P 2(x9, y9) · · ·
−→P 9(x9, y9)


=
−→P (∂Xi,j).
On supposera pour le moment A inversible ce qui nécessite dans tous les cas
que le nombre de points du stencil soit égal au nombre d’éléments dans la base P .
Sous cette hypothèse, les coefficients αk sont définis de manière unique par :


α1
...
α9

 = A
−1 ·


f(x1, y1)
...
f(x9, y9)

 .
On peut donc évaluer cette fonction polynomiale en tout point (x, y) :
P(x, y) =
[
1, x, y, xy, x2, y2, xy2, x2y, x2y2
]
· t(α1, . . . , α9)
=
−→P (x, y) · t(α1, . . . , α9)
=
−→P (x, y) · A−1 · t(f(x1, y1), . . . , f(x9, y9))
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où
−→P (x, y)A−1 sont alors les coefficients d’un schéma aux différences finies appro-
chant f(x, y).
Pour approcher la dérivée première selon x de f (opérateur O := ∂x), on dérive
P selon x :
∂xP(x, y) = ∂x
(−→P (x, y)A−1 · t(f(x1, y1), . . . , f(x9, y9))
)
=
(
∂x
−→P (x, y)
)
A−1 · t(f(x1, y1), . . . , f(x9, y9)).
La dérivée n’étant appliquée que sur
−→P , il suffit alors de déterminer la fonction
vectorielle ∂x
−→P pour déterminer le schéma en tout point, le reste de la formulation
étant indépendante du point d’évaluation.
Exemple. Par exemple, pour le stencil :
∂X = {(−∆x, −∆y), (0, −∆y), (∆x, −∆y), (−∆x, 0), (0, 0), (∆x, 0),
(−∆x, ∆y), (0, ∆y), (∆x, ∆y)}
et pour l’espace P pris en exemple au-dessus, on obtient la matrice A suivante :
A :=


1 −∆x −∆y ∆x∆y ∆x2 ∆y2 −∆x∆y2 −∆x2∆y ∆x2∆y2
1 0 −∆y 0 0 ∆y2 0 0 0
1 ∆x −∆x −∆x∆y ∆x2 ∆y2 ∆x∆y2 −∆x2∆y ∆x2∆y2
1 −∆x 0 0 ∆x2 0 0 0 0
1 0 0 0 0 0 0 0 0
1 ∆x 0 0 ∆x2 0 0 0 0
1 −∆x ∆y −∆x∆y ∆x2 ∆y2 −∆x∆y2 ∆x2∆y ∆x2∆y2
1 0 ∆y 0 0 ∆y2 0 0 0
1 ∆x ∆y ∆x∆y ∆x2 ∆y2 ∆x∆y2 ∆x2∆y ∆x2∆x2


.
qui peut s’exprimer sous la forme du produit de deux matrices :
A =


1 −1 −1 1 1 1 −1 −1 1
1 0 −1 0 0 1 0 0 0
1 1 −1 −1 1 1 1 −1 1
1 −1 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0 0
1 1 0 0 1 0 0 0 0
1 −1 1 −1 1 1 −1 1 1
1 0 1 0 0 1 0 0 0
1 1 1 1 1 1 1 1 1


· diag (1, ∆x, ∆y, ∆x∆y, ∆x2, ∆y2,
∆x∆y2, ∆x2∆y, ∆x2∆y2)
On reconnaît dans la première matrice celle correspond au stencil canonique {−1, 0, 1}×
{−1, 0, 1}, la deuxième matrice diagonale provenant du changement de variable.
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L’inverse de A est alors :
A−1 =
diag
(
1,
1
∆x
,
1
∆y
,
1
∆x∆y
,
1
∆x2
,
1
∆y2
,
1
∆x∆y2
,
1
∆x2∆y
,
1
∆x2∆y2
) · 1
4


0 0 0 0 4 0 0 0 0
0 0 0 −2 0 2 0 0 0
0 −2 0 0 0 0 0 −2 0
1 0 −1 0 0 0 −1 0 1
0 0 0 2 −4 2 0 0 0
0 2 0 0 −4 0 0 2 0
−1 0 1 2 0 −2 −1 0 1
−1 2 −1 0 0 0 1 −2 1
1 −2 1 −2 4 −2 1 −2 1


.
On retrouve alors quelques schémas aux différences finies courants :
f(0, 0) =
−→P (0, 0)A−1 (f(xk, yk)){k=1,...,9} = f(x5, y5) = f(0, 0),
∂xf(0, 0) ≈ ∂x
−→P (0, 0)A−1 (f(xk, yk)){k=1,...,9} =
1
2∆x
(f(∆x, 0) − f(−∆x, 0)) ,
∂xxf(0, 0) ≈ ∂xx
−→P (0, 0)A−1 (f(xk, yk)){k=1,...,9} =
f(−∆x, 0) − 2f(0, 0) + f(∆x, 0)
∆x2
.
On peut en plus remarquer que dans notre cas, la dérivée de
−→P peut s’exprimer
par une application linéaire appliquée à
−→P . En l’occurence, les matrices :
Dx =


0 1 0 0 0 0 0 0 0
0 0 0 0 2 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 2 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 2
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


et Dy =


0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 2 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 2
0 0 0 0 0 0 0 0 0


représentent respectivement la dérivée selon x et y telles que :
−→P · Dx =
[
0, 1, 0, y, 2x, 0, y2, 2xy, 2xy2
]
= ∂x
−→P ,
−→P · Dy =
[
0, 0, 1, x, 0, 2y, 2xy, x2, 2x2y
]
= ∂y
−→P .
On peut aussi utiliser ces matrices pour dériver aux degrés supérieurs :
−→P · Dx2 =
[
0, 0, 0, 0, 2, 0, 0, 2y, 2y2
]
= ∂xx
−→P ,
−→P · Dy2 =
[
0, 0, 0, 0, 0, 2, 2x, 0, 2x2
]
= ∂yy
−→P ,
−→P · DxDy = [0, 0, 0, 1, 0, 0, 2y, 2x, 2xy] = ∂xy
−→P .
4.3.4 Schéma orienté
Parlons maintenant de la construction d’un schéma orienté. Soit l’angle θ ∈
[0, π
2
) et soit la base orthonormée directe (þed, þeδ) telle que les vecteurs þex et þed
forment un angle θ (voir figure 4.9).
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i − 1, j − 1
i − 1, j
i − 1, j + 1
i, j − 1
i, j
i, j + 1
i + 1, j − 1
i + 1, j
i + 1, j + 1
Figure 4.9 – Stencil à 9 points utilisé avec un base polynomiale orientée selon
l’angle θ.
On définit dans ce nouveau repère le sous-espace fini Pθ des fonctions po-
lynomiales généré par {1, d, δ, dδ, d2, δ2, dδ2, d2δ, d2δ2} avec la fonction vectorielle
associée : −→P θ(d, δ) =
[
1, d, δ, dδ, d2, δ2, dδ2, d2δ, d2δ2
]
.
On va alors appliquer la même méthodologie que précédemment mais en gardant
un stencil dont on n’a pas modifié l’orientation.
Pour simplifier la suite, on va considérer le stencil canonique ∂X = {−1, 0, 1}×
{−1, 0, 1}. Pour se rapprocher au plus près du cas non orienté, on se place dans
le repère (þed, þeδ) associé à notre base polynomiale orientée Pθ. Pour calculer les
coordonnées des points du stencil dans ce nouveau repère, on va leur appliquer
une rotation. Soit Rθ la matrice de rotation d’angle θ en deux dimensions :
Rθ =
[
cos θ − sin θ
sin θ cos θ
]
,
les coordonnées d’un point (xk, yk) du stencil ∂X exprimées dans le repère (þed, þeδ)
sont (dk, δk) données par la rotation d’angle −θ appliquée à (xk, yk) :
t(dk, δk) = R−θ · t(xk, yk)
ce qui donne le stencil exprimé dans la nouvelle base :
∂Xθ = {(dk, dk) ; k = i − 1, i, i + 1 et l = j − 1, j, j + 1} .
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À partir de là, on utilise la même machinerie que précédemment : on cherche la
fonction de Pθ interpolant f(d, δ) sur les 9 points de ∂Xθ. La matrice du système
linéaire associé est alors :
Aθ :=


1 d1 δ1 d1δ1 d
2
1 δ
2
1 d1δ
2
1 d
2
1δ1 d
2
1δ
2
1
1 d2 δ2 d2δ2 d
2
2 δ
2
2 d2δ
2
2 d
2
2δ2 d
2
2δ
2
2
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
1 d9 δ9 d9δ9 d
2
9 δ
2
9 d9δ
2
9 d
2
9δ9 d
2
9δ
2
9


=


−→P θ(d1, δ1)−→P θ(d2, δ2)−→P θ(d3, δ3)−→P θ(d4, δ4)−→P θ(d5, δ5)−→P θ(d6, δ6)−→P θ(d7, δ7)−→P θ(d8, δ8)−→P θ(d9, δ9)


.
Le déterminant de cette matrice, calculé formellement grâce à Maple, est :
det Aθ = 64
(
6 cos4 θ − 6 cos2 θ + 1
) (
−3 cos2 θ + 1 + 3 cos4 θ
)
dont il existe (au moins) quatre racines réelles approchées numériquement : 1.093138018,
04776583086, 2.048454636 et 2.663934345. Cela signifie donc que Aθ n’est pas in-
versible pour tout θ. Toutefois, on va voir que son inverse calculé formellement et
utilisé pour approcher les dérivées de f fournit des schémas donc les coefficients
sont bien définis quelque soit θ.
L’expression de Aθ
−1, calculée formellement grâce à Maple, est beaucoup trop
longue pour être donnée ici (voir l’annexe B). Par contre, utilisée pour trouver le
polynôme interpolant Pθ :
Pθ(d, δ) =
−→P θ(d, δ) · A−1θ · t(f(d1, δ1), . . . , f(d9, δ9))
et en déduire une approximation des dérivées premières de f selon d ou δ au point
(0, 0) :
∂dPθ(0, 0) =
(
∂d
−→P θ(0, 0)
)
A−1θ · t(f(d1, δ1), . . . , f(d9, δ9))
nous donne une expression du schéma aux différences finies correspondant beau-
coup plus simple :
∂df(0, 0) ≈
1
4γ


α (a − b) −2βb α (a + b)
−2βa 0 2βa
−α (a + b) 2βb −α (a − b)

 f(x, y) (4.17)
et
∂δf(0, 0) ≈
1
4γ


α (a − b) −2βa −α (a + b)
−2βb 0 2βb
α (a + b) 2βa −α (a − b)

 f(x, y) (4.18)
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où
a = cos3(θ),
b = sin3(θ),
α = sin θ cos θ,
β = 2 cos2 θ − 1,
γ = a2 + b2 = cos6(θ) + sin6(θ).
De même pour les dérivées premières de f selon x et y au point (0, 0) :
∂xf(0, 0) ≈
1
4γ


−α(α − β) −2αβ α(α + β)
−2β2 0 2β2
−α(α + β) 2αβ α(α − β)

 f(x, y) (4.19)
et
∂yf(0, 0) ≈
1
4γ


α(α + β) 2β2 α(α − β)
−2αβ 0 2αβ
−α(α − β) −2β2 −α(α + β)

 f(x, y) (4.20)
Le terme γ n’ayant aucune racine réelle, ces schémas aux différences finies sont
donc bien définis pour tout θ.
On rappelle qu’on a considéré un stencil unitaire, c’est à dire de pas d’espace
égal à 1. Ces schémas sont identiques, au ratio 1
∆x
(respectivement 1
∆y
) près, si le
pas d’espace ∆x selon x (respectivement ∆y selon y) est différent de 1. On peut
aussi remarquer que pour θ = 0 (d’où α = 0, β = 1 et γ = 1), on retrouve le
schéma aux différences finies (4.15).
Erreur de troncature. Les erreurs de troncature pour les schémas (4.17) et
(4.18), selon la base orientée, sont les suivantes :
∂f
∂d
(0, 0) =
1
4γ∆d


α (a − b) −2βb α (a + b)
−2βa 0 2βa
−α (a + b) 2βb −α (a − b)


∆d,∆δ
f(x, y)
+ ∆d2
1
6
cos4(θ) + sin4(θ)
cos6(θ) + sin6(θ)
∂3f
∂d3
(0, 0)
+
∆δ3
∆d
1
6
cos(θ) sin(θ) (cos2(θ) − sin2(θ))
cos6(θ) + sin6(θ)
∂3f
∂δ3
(0, 0)
+ O(∆d4 + ∆δ4) (4.21)
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et
∂f
∂δ
(0, 0) =
1
4γ∆δ


α (a − b) −2βa −α (a + b)
−2βb 0 2βb
α (a + b) 2βa −α (a − b)


∆d,∆δ
f(x, y)
+
∆d3
∆δ
1
6
cos(θ) sin(θ) (sin2(θ) − cos2(θ))
cos6(θ) + sin6(θ)
∂3f
∂d3
(0, 0)
+ ∆δ2
1
6
cos4(θ) + sin4(θ)
cos6(θ) + sin6(θ)
∂3f
∂δ3
(0, 0)
+ O(∆d4 + ∆δ4). (4.22)
Celles pour les schémas (4.19) et (4.20), selon la base canonique, sont décrites dans
l’annexe B.
4.3.5 Application au gradient d’une fonction distance si-
gnée
Commençons par tester ce schéma sur une fonction distance. Le schéma qu’on
a construit dépend du paramètre θ représentant l’angle d’orientation de la base
des polynômes utilisée. Ce paramètre apparaît d’ailleurs dans les erreurs de tron-
cature ci-dessus : les coefficients devant les dérivées partielles dépendent de θ et ces
dérivées partielles d’ordre 3 sont en fait des dérivées directionnelles selon l’angle θ
et θ + π
2
.
Comme énoncé précédemment, la particularité des fonctions distance signée à
une interface est qu’elles sont affines dans la direction normale à cette interface
et, plus généralement, à toute ligne de niveau de cette fonction. Dans ce cas-là,
il apparaît judicieux de choisir θ orienté selon la normale à la ligne de niveau
passant par le point d’évaluation, afin que le terme dans l’erreur de troncature,
dépendant de la dérivée troisième, s’annule. Le terme restant, correspondant à la
dérivée troisième dans la direction tangente, s’interprète comme la variation de la
courbure de cette ligne de niveau le long de celle-ci.
4.3.5.1 Distance signée à un cercle
Nous commencerons donc par tester le schéma sur la fonction distance signée
à un cercle, puisque la courbure des ses lignes de niveaux est constante.
Afin de comprendre l’influence du choix de θ sur la précision de notre schéma,
étudions un premier cas test. La figure 4.10 représente l’erreur L2 commise en
approchant le gradient ∇f(cos(π
6
), sin(π
6
)) pour f fonction distance signée au cercle
unité et pour un pas d’espace ∆x = ∆y = 10−2. Dans ce cas précis, le choix de
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Figure 4.10 – Erreur L2 commise en approchant le gradient ∇f(cos(π
6
), sin(π
6
))
pour f la fonction distance signée au cercle unité et pour un pas d’espace ∆x =
∆y = 10−2.
θ = π
6
, c’est à dire l’orientation de la normale à l’interface, semble être le meilleur
choix.
Étudions maintenant le comportement de ce schéma quand on l’oriente sys-
tématiquement selon le gradient. En pratique, cela nécessite de connaître cette
orientation. Pour cela, on effectue une première évaluation du gradient en utilisant
le schéma classique d’ordre 2 (voir (4.15)) qui correspond en fait à orienter notre
schéma avec θ = 0. L’orientation du gradient ainsi estimé est alors utilisée dans le
nouveau schéma (en pratique, on a juste besoin de cos(θ) et sin(θ), c’est-à-dire les
composantes du gradient). On obtient ainsi un schéma non linéaire.
Cette première évaluation est probablement erronée. On peut donc imaginer un
processus itératif permettant d’affiner l’angle pour gagner en précision. On verra
toutefois, qu’en pratique, un itération suffit.
La figure 4.11 compare, pour l’approximation du gradient de la fonction dis-
tance signée au cercle unité, la convergence du schéma classique d’ordre 2 par
rapport au schéma orienté dont l’angle est estimé en une itération. Dans ce cas-là,
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Figure 4.11 – Comparaison de la convergence L2 du schéma classique (ordre 2)
et du schéma orienté (ordre 4) pour le calcul du gradient ∇f(cos( π
12
), sin( π
12
)) de
la fonction f distance signée au cercle unité.
on y observe la convergence à l’ordre 4 de ce nouveau schéma.
Cette constatation est valable quelque soit l’orientation du gradient. La figure
4.12 compare justement l’ordre de convergence, pour l’approximation du gradient
de la fonction distance au cercle unité, en fonction de l’orientation réelle du gra-
dient. L’ordre du nouveau schéma se maintient donc à 4 avec un phénomène de
super-convergence quand le gradient est orienté selon les diagonales (idem selon
þex et þey même si le graphique n’en rend pas compte).
Comme on peut s’en douter, une mauvaise orientation du schéma influe sur sa
précision. La figure 4.13 illustre la convergence en espace, en fonction de l’erreur
commise sur l’estimation de l’orientation du gradient. On constate un décrochage
par rapport à l’ordre 4 en dessous d’un pas d’espace limite qui augmente avec
l’erreur sur l’orientation.
4.3.5.2 Distance signée avec courbure non constante
Considérons maintenant le cas d’une fonction distance signée à une parabole
y = x2. Ses lignes de niveaux ne sont donc plus de courbure constante ce qui
implique, si notre schéma est orienté selon le gradient, que le terme en dérivée
troisième dans la direction tangente sera non nul dans l’erreur de troncature. On
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Figure 4.12 – Comparaison de l’ordre de convergence L2, en fonction de l’orien-
tation du gradient, du schéma classique et orienté pour le calcul du gradient de la
fonction distance signée au cercle unité.
retombe donc sur un schéma d’ordre 2.
Toutefois, il faut remarquer que la dérivée première selon la direction orthogo-
nale au gradient est nécessairement nulle. De ce fait, l’estimation de cette dérivée
première avec notre gradient orienté vaut, à l’ordre 2, la dérivée tangentielle d’ordre
3 (voir la troncature (4.22)). La multipliant par le bon facteur, on peut l’annuler
dans la troncature (4.21) de la dérivée normale et ainsi obtenir une variante de
notre schéma orienté d’ordre 4.
L’erreur de troncature de cette variante ne fait effectivement plus apparaître de
termes en dérivée troisième tangentielle mais, par contre, inclus un terme d’ordre
0 en espace et d’ordre 1 selon la dérivée première tangentielle (soit approximative-
ment selon l’erreur sur l’orientation du schéma). Numériquement, en déterminant
très précisément l’orientation du schéma, on constate effectivement l’ordre 4. Mal-
heureusement, la précision nécessaire s’avère trop élevée pour que l’orientation
puisse être estimée numériquement.
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Figure 4.13 – Décrochement de l’ordre de convergence du schéma orienté, pour le
calcul du gradient ∇f(cos( π
12
), sin( π
12
)), en fonction de l’erreur commise sur l’orien-
tation de ce gradient et pour f la fonction distance signée au cercle unité.
4.3.6 Remarques
Même si l’ordre 4 ne semble atteignable, pour le moment, que pour un type
particulier de fonction, on remarque une légère diminution de l’erreur sur l’ap-
proximation du gradient. Malgré cela, il serait intéressant d’étudier l’extension de
ce schéma pour l’approximation de la courbure et analyser sa precision en fonc-
tion de l’orientation du gradient (voir la figure 4.7) pour savoir elle présente moins
d’irrégularités que le schéma classique.
Nous projetons également d’étudier une variante de ce schéma utilisant une
base orientée non orthogonale.
4.4 Conclusion
Nous avons donc détaillé une méthodologie de discrétisation adaptée à notre
modèle, en particulier l’utilisation de schémas de transport de type WENO et
de procédure de correction de la fonction Level-Set afin de garantir ses bonnes
propriétés : distance à l’interface et conservation de la masse. La bonne prise en
compte du changement de masse est en effet cruciale dans notre phénomène. Dans
4.4. CONCLUSION 101
le chapitre suivant nous allons confronter nos résultats numériques à des solutions
analytiques, sur lesquelles nous allons tout d’abord nous arrêter.
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Chapitre 5
Résultats et validation
numériques
Nous pouvons maintenant implémenter le code et analyser ses résultats.
5.1 Temps de vie théorique
Résumé. On se propose ici de simplifier l’effet Leidenfrost pour retrouver
certaines variables caractéristiques de ce phénomène : durée de vie de la goutte,
évolution de son volume et de la taille du film de vapeur, etc, l’idée étant de pouvoir
ensuite les comparer à des simulations numériques.
Notre point de départ est la formule (6.9), page 156 du livre de Brennen
([Brennen 05]) du temps de vie de la goutte, dont on corrigera certaines étapes
de calcul. Après quelques remarques sur le domaine de validité de ce modèle, on
notera que l’hypothèse d’incompressibilité dans le cas d’un écoulement de Poi-
seuille radial amène des absurdités (vitesse infinie, pression négative) qu’il est
possible de corriger en intégrant artificiellement le changement de phase par un
flux volumique bien choisi.
Enfin, on considérera un modèle (peut-être) plus réaliste d’un écoulement in-
compressible avec flux surfacique à l’interface liquide/vapeur dont on étudiera une
solution simple.
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5.1.1 Introduction
5.1.1.1 Hypothèses
On suppose que la goutte est de forme hémisphérique de rayon R(t) et qu’elle
est en sustentation à une hauteur uniforme δ(t) au-dessus de la plaque chauffante.
La pression au niveau de la plaque, sous le bord de la goutte, est égale à pa. La
température de la goutte est supposée uniforme et égale à Tsat (ce sera typiquement
la température d’ébullition du liquide à la pression pa) tandis que la plaque est
à la température Twall. On considère le cas axisymétrique, d’axe vertical passant
par le centre de la goutte et dont l’origine se situe sur la plaque ; on n’utilisera
donc le système de coordonnées cylindriques. On ne s’intéresse qu’au changement
de phase se produisant sous la goutte et on suppose que l’espace entre la goutte
et la plaque n’est constitué que de la vapeur provenant de la goutte. L’écoulement
de la vapeur sous la goutte est considéré de type Poiseuille radial. On note par ρℓ
la densité du liquide considéré et par ρg la densité de sa vapeur. On les considère
constantes.
On s’intéresse au temps de vie tt(Twall, R(0)) de la goutte et plus généralement
à l’évolution de son volume V (t) et de son rayon R(t) au cours du temps.
Figure 5.1 – Modèle hémisphérique d’une goutte de liquide pour l’étude du phé-
nomène de Leidenfrost. c©Brennen
5.1.1.2 Validité des hypothèses
Concernant la forme de la goutte, il faut s’intéresser au rapport entre
les forces gravitationnelles et la tension de surface, c’est à dire au nombre de Bond
défini par
Bo =
(ρℓ − ρg)gR2
χ
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où g est l’accélération dûe à la gravité et χ la tension superficielle.
Un nombre de Bond trop grand signifie que l’effet de la tension de surface est
très faible devant la gravité et que la goutte aura probablement une forme plus plate
qu’une hémisphère ce qui peut induire des erreurs au niveau du calcul du volume
de la goutte (ou de la surface soumise au changement de phase). Au contraire, un
nombre de Bond trop faible signifie que la gravité devient négligeable devant la
tension de surface, ce qui implique que la forme de la goutte se rapprochera de
celle d’une sphère et non d’une hémisphère. À titre d’exemple, la figure 5.2 est la
photo d’une goutte d’environ 4 mm de rayon. Le nombre de Bond correspondant
est ici d’environ 670. Il semble raisonnable de considérer que sa forme est presque
hémisphérique.
Figure 5.2 – Photo d’une goutte d’eau d’environ 4 mm de rayon sur une plaque
chauffante à plus de 200 ◦C. Le nombre de Bond correspondant est ici d’environ
670.
Le volume de la goutte, et donc son rayon, variant au cours du temps, cela
signifie que les formules du volume et du rayon de la goutte en fonction du temps
seront à considérer sur un intervalle de temps correspondant à un nombre de Bond
raisonnable. En outre, le temps de vie calculé est à prendre avec des pincettes.
Le bas de la goutte est supposé plat. En réalité, une légère surélévation
de la goutte est présente sous la goutte. Le flux de chaleur subit par la goutte, et
donc le flux de masse à travers l’interface, ne sera alors plus uniforme (plus faible
au niveau du ménisque). Quid de la validité de l’écoulement de Poiseuille dans ce
cas là ?
L’écoulement est supposé de type Poiseuille avec vitesse tangentielle
nulle de la vapeur au niveau de la goutte mais on peut imaginer, du fait de ce flux
de vapeur, qu’il y ait une circulation du liquide dans la goutte, suivant ce flux. On
reviendra aussi sur l’hypothèse d’incompressibilité et de Reynolds faible.
On suppose que la goutte est en sustentation mais si la température de
la plaque est trop basse et donc si le flux de masse produit par le changement de
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phase est trop faible, des instabilités de type Rayleigh-Taylor peuvent se produire
et mener au mouillage de la goutte, ce qui sort évidemment du cadre de ce docu-
ment. Le temps de vie de la goutte est donc à considérer pour une température de
la plaque Twall suffisamment élevée.
Dans le cours de Delhaye sur les transferts de chaleur, on trouve une formule
(voir [Delhaye 90, (6) p. 5] donnant le flux de chaleur minimal nécessaire à la
stabilité d’une ébullition en film sur une plaque plane horizontale :
qmin = 0,09ρgL
(
gχ (ρℓ − ρg)
(ρℓ + ρg)
2
) 1
4
(5.1)
où χ représente la tension superficielle du liquide. Dans le cas de la goutte d’eau
de 4 mm de rayon, cette formule nous dit que la plaque chauffante doit avoir une
température au moins 42 K supérieure à la température d’ébullition. Il est d’ailleurs
intéressant de noter que ce ∆T minimum varie comme R
1
3 .
Attention, on parle ici de flux de chaleur nécessaire au maintient de l’ébullition
en film. Il est beaucoup plus faible que le flux de chaleur déclenchant une ébullition
en film à partir d’une ébullition nucléée.
5.1.2 Calculs
5.1.2.1 Flux de masse dans la couche de vapeur
La température de la plaque est à Twall et le bas de la goutte est considéré à
température de saturation Tsat. En supposant le coefficient de conductivité ther-
mique kg de la vapeur constant et en supposant le flux de chaleur orienté selon
l’axe des z, on en déduit que le flux de chaleur dans la couche de vapeur, au ni-
veau de l’interface vapeur/liquide, vaut kg Twall−Tsatδ . La température dans la goutte
étant supposée constante, le débit massique de liquide évaporé est donc donné par
kg
Twall−Tsat
δL
où L est la chaleur latente de vaporisation (ou enthalpie de changement
de phase). On utilisera dans la suite la notation ∆T := Twall − Tsat.
En considérant un cylindre vertical de rayon r ≤ R, centré sur l’origine, le
flux total de vapeur sortant de ce cylindre, sous la goutte, doit être égal au débit
de vapeur produit par l’évaporation au sein de ce même cylindre, c’est à dire
πr2kg
∆T
ρgδL
.
Partant de là, la vitesse du flux de vapeur, moyenné sur l’épaisseur du film, est
donné par
ū(r) =
kg∆T
2ρgL
r
δ2
. (5.2)
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5.1.2.2 Écoulement de Poiseuille radial
On considère la vapeur sous la goutte décrite par les équations de Stokes :
− µg∆u + ∇p = 0 (5.3)
où µg est la viscosité dynamique de la vapeur. On considère donc que l’écoulement
est incompressible, soit div(u) = 0 et que la vitesse tangentielle au niveau de la
plaque et du bas de la goutte est nulle, soit ur(r, θ, 0) = uθ(r, θ, 0) = 0. De plus, vu
les symétries et vu qu’on suppose l’écoulement radial, on a u(r, θ, z) = u(r, z) =
(ur(r, z), 0, 0).
Le laplacien de u en coordonnées cylindriques s’écrit :
∆u =


∂2ur
∂r2
+
1
r2
∂2ur
∂θ2
+
∂2ur
∂z2
+
1
r
∂ur
∂r
− 2
r2
∂uθ
∂θ
− ur
r2
∂2uθ
∂r2
+
1
r2
∂2uθ
∂θ2
+
∂2uθ
∂z2
+
1
r
∂uθ
∂r
+
2
r2
∂ur
∂θ
− uθ
r2
∂2uz
∂r2
+
1
r2
∂2uz
∂θ2
+
∂2uz
∂z2
+
1
r
∂uz
∂r


qui, en utilisant les hypothèses précédentes, se simplifie en :
∆u =
(
∂2ur
∂r2
+
∂2ur
∂z2
+
1
r
∂ur
∂r
− ur
r2
, 0, 0
)
.
De plus, la divergence de u s’écrit :
div(u) =
1
r
∂rur
∂r
+
1
r
∂uθ
∂θ
+
∂uz
∂z
=
1
r
∂rur
∂r
=
∂ur
∂r
+
1
r
ur = 0
qui, si on la dérive par r, nous donne :
∂
∂r
div(u) =
∂2ur
∂r2
+
1
r
∂ur
∂r
− ur
r2
= 0. (5.4)
Finalement, le laplacien de u se simplifie par :
∆u =
(
∂2ur
∂z2
, 0, 0
)
.
Enfin, le gradient de la pression s’écrit :
∇p =
(
∂p
∂r
,
1
r
∂p
∂θ
,
∂p
∂z
)
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ce qui nous permet d’obtenir le système suivant :



∂2ur
∂z2
=
1
µg
∂p
∂r
0 =
∂p
∂θ
0 =
∂p
∂z
. (5.5)
Les deux dernières équations de (5.5) signifient que la pression est indépendante
de θ et de z. On peut alors facilement intégrer deux fois la première équation par
rapport à z :
ur(r, z) =
1
2µg
dp
dr
(r)z2 + C1(r)z + C2(r).
Les conditions de non-glissement ur(r, 0) = 0 et ur(r, δ) = 0 nous disent que C2 ≡ 0
et C1(r) = − δ2µg
dp
dr
(r) d’où
ur(r, z) =
1
2µg
z (z − δ) dp
dr
(r). (5.6)
Enfin, on moyenne ur sur l’épaisseur du film de vapeur pour obtenir ū :
ū(r) =
1
δ
∫ δ
0
ur(r, z) dz =
1
δµg
dp
dr
(r)
[
1
6
z3 − δ
4
z2
]δ
0
d’où finalement
ū(r) = − δ
2
12µg
dp
dr
(r). (5.7)
5.1.2.3 Distribution de la pression
En remplaçant u(r) dans les équations (5.2) et (5.7), nous pouvons intégrer
selon r pour obtenir la distribution de vapeur sous la goutte :
(5.2) et (5.7)
=⇒ dp
dr
(r) = −6µgkg∆T
ρgL
r
δ4
⇐⇒ p(r) = C − 3µgkg∆T
ρgL
r2
δ4
.
En utilisant l’hypothèse selon laquelle la pression au niveau de la plaque, sous
le bord de la goutte (ie r = R), vaut pa, on obtient la valeur de la constante
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C = pa + 3
µgkg∆T
ρgL
R4
δ4
d’où l’expression de la pression :
p(r) = pa + 3
µgkg∆T
ρgL
(R2 − r2)
δ4
(5.8)
On peut déjà remarquer un différence avec la formule (6.7) de [Brennen 05] (coef-
ficient 1/2).
5.1.2.4 Taille du film de vapeur
En intégrant p(r) − pa sur l’ensemble du fond Ω de la goutte, on obtient la
force supplémentaire (par rapport à la pression atmosphérique) exercée par le film
de vapeur sur la goutte. Cette force est donnée par
∫
Ω
(p(x, y) − pa) dx dy =
∫ 2π
0
∫ R
0
(p(r) − pa)r dr dθ
= 2π
∫ R
0
(p(r) − pa)r dr
= 2π
3kgµg∆T
ρgLδ4
(
R2
R2
2
− R
4
4
)
= 2π
3
4
R4
kgµg∆T
ρgLδ4
.
Cette force est à comparer avec la différence entre le poids de la goutte 2πρℓ R
3
3
g
et la poussée d’Archimède 2πρg R
3
3
g qu’elle subit (égale au poids du gaz occupant
le meme volume). On obtient alors l’égalité
2π
3
4
R4
kgµg∆T
ρgLδ4
= 2π(ρℓ − ρg)
R3
3
g
d’où la relation liant la taille du film de vapeur δ et le rayon R de la goutte
hémisphérique :
δ(t) = 4
√√√√9
4
µgkg∆T
ρg(ρℓ − ρg)Lg
R(t) . (5.9)
5.1.2.5 Évolution du rayon et du volume
On connait déjà le débit total de masse produite par l’évaporation de la goutte :
πR2kg
∆T
δL
. En le divisant par la densité du liquide ρℓ, cela nous donne le débit
volumique de liquide à comparer avec la variation de volume de la goutte :
dV
dt
(t) = −πR2(t) kg∆T
ρℓδ(t)L
.
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Le volume de la goutte étant donné par V = 2
3
πR3, on en déduit la variation
du rayon en fonction du temps :
dR(t)
dt
=
1
2πR2(t)
dV (t)
dt
= −kg∆T
2ρℓL
1
δ(t)
.
En utilisant l’équation (5.9) pour remplacer δ dans l’équation ci-dessus et consi-
dérant le rayon de la goutte non nul, on obtient
dR(t)
dt
= −kg∆T
2ρℓL
(
4
9
ρg(ρℓ − ρg)Lg
µgkg∆T
) 1
4
R−
1
4
dont la solution est :
R
5
4 (t) = −5
4
kg∆T
2ρℓL
(
4
9
ρg(ρℓ − ρg)Lg
µgkg∆T
) 1
4
t + R
5
4 (0).
Après avoir noté R0 := R(0), on obtient finalement l’équation d’évolution du
rayon de la goutte hémisphérique en fonction du temps :
R(t) =

− 5
8ρℓ
(
kg∆T
L
) 3
4
(
4
9
ρg(ρℓ − ρg)g
µg
) 1
4
t + R
5
4
0


4
5
. (5.10)
De même pour le volume de la goutte en fonction du temps :
V (t) =

− 5π
12ρℓ
(
3
2π
) 7
12
(
kg∆T
L
) 3
4
(
4
9
ρg(ρℓ − ρg)g
µg
) 1
4
t + V
5
12
0


12
5
(5.11)
ou encore l’évolution de l’épaisseur de la couche de vapeur en fonction du temps :
δ(t) =

−45
32
(
kg∆T
L
)2
µg
ρgρℓ (ρℓ − ρg) g
t + δ50


1
5
(5.12)
avec
δ0 =
4
√√√√9
4
µgkg∆TR0
ρg (ρℓ − ρg) Lg
. (5.13)
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5.1.2.6 Temps d’extinction
En cherchant tt, le temps d’évaporation complète de la goutte, tel que V (tt) =
R(tt) = 0, on trouve :
tt =
8
5
R
5
4
0 ρℓ
(
L
kg∆T
) 3
4
(
9
4
µg
ρg (ρℓ − ρg) g
) 1
4
(5.14)
ce qui nous permet de simplifier l’expression de R(t), V (t) et δ(t) :
R(t) = R0
(
1 − t
tt
) 4
5
,
V (t) = V0
(
1 − t
tt
) 12
5
,
δ(t) = δ0
(
1 − t
tt
) 1
5
.
Le temps d’extinction trouvé est ici complètement différent de celui formulé
dans [Brennen 05] :
tt = 4
(
2µg
9ρgg
) 1
4
(
(ρℓ − ρg) LR0
kg∆T
) 3
4
. (5.15)
À titre de comparaison, pour de l’eau à pression atmosphérique et avec ∆T = 150,
la durée de vie d’une goutte de rayon 4 mm (voir figure 5.2) est d’environ 278 s
(4 min 38 s) selon l’équation (5.14) et d’environ 6162 s (1 h 42 min 42 s) selon la
formule (5.15).
5.1.2.7 Homogénéité des équations
Vérifions l’homogénéité des unités dans les équations précédentes. Pour cela, on
va se ramener aux unités SI. On rappelle tout d’abord l’équivalent SI de quelques
unités de bases :
– N = [force] = [masse] · [accélération] = kg m s−2 ;
– Pa = [pression] = [force] / [surface] = N m−2 = kg m−1 s−2 ;
– J = [énergie] = [travail] = [force] · [distance] = N m = kg m2 s−2 ;
– W = [puissance] = [énergie] / [temps] = J s−1 = kg m2 s−3 .
Écrivons maintenant les unités des différentes constantes utilisées ici :
– la viscosité dynamique de la vapeur : [µg] = Pa s = kg m−1 s−1 ;
– la densité : [ρ] = kg m−3 ;
– la pesanteur : [g] = m s−2 ;
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– la chaleur latente : [L] = J kg−1 = m2 s−2 ;
– la conductivité thermique : [kg] = W m−1 K−1 = kg m s−3 K−1 ;
– le rayon de la goutte : [R] = m .
Vérifions l’homogénéité de la formule (5.14) :
tt =
8
5
R
5
4
0 ρℓ
(
L
kg∆T
) 3
4
︸ ︷︷ ︸
①
(
9
4
µg
ρg (ρℓ − ρg) g
) 1
4
︸ ︷︷ ︸
②
; (5.14)
[①] =
(
m2 s−2 kg−1 m−1 s3 K K−1
) 3
4 =
(
kg−1 m s
) 3
4 = kg−
3
4 m
3
4 s
3
4 ;
[②] =
(
kg m−1 s−1 kg−1 m3 kg−1 m3 m−1 s2
) 1
4 =
(
kg−1 m4 s
) 1
4 = kg−
1
4 m s
1
4 ;
[tt] = m
5
4 kg m−3 · [①] · [②] = m 54 kg m−3 kg− 34 m 34 s 34 kg− 14 m s 14 = s .
ce qui est donc cohérent.
Vérifions l’homogénéité de la formule (5.15) :
tt = 4
(
2µg
9ρgg
) 1
4
︸ ︷︷ ︸
③
(
(ρℓ − ρg) LR0
kg∆T
) 3
4
︸ ︷︷ ︸
④
; (5.15)
[③] =
(
kg m−1 s−1 kg−1 m3 m−1 s2
) 1
4 =
(
m s2
) 1
4 = m
1
4 s
1
4 ;
[④] =
(
kg m−3 m2 s−2 m kg−1 m−1 s3 K K−1
) 3
4 =
(
m−1 s
) 3
4 = m−
3
4 s
3
4 ;
[tt] = [③] / [④] = m
1
4 s
1
4 m−
3
4 s
3
4 = m−
1
2 s
ce qui n’est pas cohérent avec l’unité attendu [s].
5.1.3 Remarques et développements
Les forces de sustentation. Dans les calculs ci-dessus, on introduit la poussée
d’Archimède mais on peut se poser la question de son influence sur la sustentation
de la goutte. De même, l’éjection de matière à travers l’interface produit une force
de poussée non prise en compte dans l’estimation théorique. Le tableau suivant
récapitule l’effet de ces forces dans le cas de la goutte 5.2 :
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Force Poids Poussée d’Archimède Force de poussée
Formule FP = mℓg =
2π
3
R3ρℓg FA = mgg =
2π
3
R3ρgg Fe = veqm =
(
kg∆T
ρgδL
) (
πR2
kg∆T
δL
)
Goutte de 4 mm 1,26 × 10−3 N 7,86 × 10−7 N 4,09 × 10−8 N
Rapport au poids 100 % 6,24 × 10−2 % 3,24 × 10−3 %
On remarque donc que la poussée d’Archimède et la force de poussée n’explique
qu’une part rédhibitoire (moins de 0,1 %) de la force permettant à la goutte d’être
en sustentation, la majorité de cette force étant probablement dûe aux effets de la
viscosité.
Le rayonnement. On ne prendra pas en compte ici le rayonnement émis par la
plaque chauffante supposant que sa participation dans le flux de chaleur transmis
à la goutte est négligeable.
5.1.3.1 Écoulement de Poiseuille
Nombre de Reynolds. Quand on considère un écoulement de Poiseuille, on
suppose que le terme non-linéaire dans Navier-Stokes est négligeable devant le
terme visqueux, c’est à dire que le nombre de Reynolds
Re =
ρLU
µ
(5.16)
est petit devant 1. Dans l’exemple de la figure 5.2, pour ∆T = 150 et δ = 30×10−6,
le nombre de Reynolds au bord de la goutte est d’environ 9.
Incompressibilité. Dans la section 5.1.2.2 sur l’écoulement de Poiseuille radial,
on suppose que le flux de vapeur est incompressible, ce qui se traduit par div(u) =
∂ur
∂r
+ 1
r
ur = 0 dont la solution est ur(r, z) =
C(z)
r
qui, sauf si u ≡ 0, tend vers +∞
quand r tend vers 0.
On peut même aller plus loin en utilisant la relation (5.6) et le fait que p est
invariant par rapport à z pour montrer que la pression est de la forme p(r) =
C̃ ln(αr) et donc qu’elle tend vers −∞ quand r tend vers 0 (sauf si p ≡ 0).
Flux volumique constant. On va essayer de ne pas supposer le fluide incom-
pressible en intégrant le flux de masse dû au changement de phase. On sait que
le flux de masse par unité de surface, à l’interface vapeur/liquide, est donné par
kg
∆T
δL
. On décide de répartir ce flux uniformément sur l’épaisseur δ du film de
vapeur, ce qui nous donne le flux volumique de masse F :
F = kg∆T
δ2L .
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Si on considère l’équation stationnaire de conservation de la masse div(ρgu) = F ,
on obtient l’expression de la divergence du champ de vitesse :
div(u) =
F
ρg
.
Considérant maintenant l’équation stationnaire de conservation de la quantité de
mouvement où le terme convectif est supposé négligeable :
∇p = µg∆u +
(
η +
µ
3
)
∇ (div(u)) ,
le terme en gradient de la divergence de u est nul vu que le flux F est constant. On
retrouve donc la formule (5.7) d’un écoulement de Poiseuille. De même, la dérivée
selon r de la divergence de u est nulle comme dans l’équation (5.4). On retombe
finalement sur les mêmes résultats que si on considère l’écoulement incompressible.
La divergence du champ de vitesse nous donne même quelques informations
supplémentaires :
div(u) =
F
ρg
⇐⇒ ∂rur
∂r
=
F
ρg
r
⇐⇒ rur(r, z) =
1
2
F
ρg
r2 + C(z)
où, en prenant r = 0, on obtient que C ≡ 0, d’où finalement
ur(r, z) =
1
2
F
ρg
r =
kg∆T
2ρgL
r
δ2
(5.17)
ce qui nous redonne l’équation (5.2) de la vitesse moyenne. On peut donc se passer
de la section 5.1.2.1 et trouver ū à partir des équations de l’écoulement.
Par contre, le système semble sur-contraint car les conditions de non-glissement
ne sont pas respectées : dans l’équation ci-dessus, ur n’est pas nul pour z = 0 et
z = δ.
Flux volumique fonction de z. On va donc tester une approche alternative en
utilisant un flux F dépendant de z. La première condition raisonnable à imposer
à F est que son intégrale selon z corresponde au flux de masse provenant du
changement de phase, soit :
∫ δ
0
F(z) dz = kg∆T
δL . (5.18)
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De plus, la première égalité de l’équation (5.17) impose que F soit nul en z = 0 et
z = δ. Ces conditions font que F ne peut être linéaire (à moins que ur ≡ 0).
Supposons alors que F soit un polynôme de degré 2, donc de la forme F(z) =
a + bz + cz2. F(0) = 0 implique a = 0, F(δ) = 0 implique b = −cδ. Enfin, la
condition (5.18) équivaut à :
∫ δ
0
F(z) dz = c
∫ δ
0
−δz + z2 dz = −cδ
3
6
=
kg∆T
δL d’où c = −
6kg∆T
δ4L
soit finalement l’expression de F :
F(z) = −6kg∆T
δ4L z(z − δ). (5.19)
Si on reprend l’équation stationnaire de conservation de la quantité de mouve-
ment
∇p = µg∆u +
(
η +
µ
3
)
∇ (div(u)) ,
le gradient de la divergence de u n’est plus nul dans la direction de z, ce qui
nous donne alors le système suivant, à comparer avec (5.5) (l’équation (5.4) reste
valable) : 


∂2ur
∂z2
(r, z) =
1
µg
∂p
∂r
(r, z)
0 =
∂p
∂θ(
λg +
µg
3
)
1
ρg
∂F
∂z
(z) =
∂p
∂z
(r, z)
. (5.20)
De la dernière égalité, on déduit une expression générale de la pression :
p(r, z) = −
(
µg +
λg
3
)
6kg∆T
ρgδ4L
z(z − δ) + C(r)
dans laquelle on remarque que les variables r et z ne sont pas couplées d’où le fait
que la dérivée de p par rapport r, ∂p
∂r
= ∂C
∂r
, ne dépende pas de z.
En utilisant l’expression (5.19) de F dans l’expression (5.17) de ur, on obtient
l’expression de ur :
ur(r, z) = −
3kg∆T
ρgδ4L
z(z − δ)r
dont la dérivée seconde par rapport à z est :
∂2ur
∂z2
(r) = −6kg∆T
ρgδ4L
r.
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Remplaçant ces derniers résultats dans la première égalité du système (5.20), on
obtient l’équation
∂C
∂r
(r) = −6µgkg∆T
ρgδ4L
r
d’où
C(r) = −3µgkg∆T
ρgδ4L
r2 + C2.
Enfin, on utilise la condition au bord p(R, 0) = pa pour déterminer la constante
C2, ce qui nous donne l’expression finale de la pression :
p(r, z) = −
(
λg +
µg
3
)
6kg∆T
ρgδ4L
z(z − δ) + 3µgkg∆T
ρgL
(R2 − r2)
δ4
+ pa.
Pour calculer la force exercée (en plus de la pression atmosphérique) par le film
de vapeur sur la goutte, on intègre p(r, δ) − pa sur l’interface liquide/vapeur et
comme, en posant z = δ dans l’expression de p le terme en z disparaît, on retrouve
la même expression de p que (5.8) et on obtient les mêmes résultats que dans la
section 5.1.2.4. Les formules suivantes restent alors valables avec les hypothèses de
cette section. On a donc pu, en bricolant, se débarrasser des incohérences provenant
de l’hypothèse d’incompressibilité.
5.1.3.2 Écoulement plus réaliste ?
Toujours en ignorant le terme de convection, on peut supposer le flux de vapeur
provenant du bas de la goutte. On peut alors trouver une solution sous forme d’un
écoulement découpé en deux parties : une partie où le flux de vapeur est vertical
et une autre où il est horizontal. La frontière entre les deux est donnée par un cône
dont la base est le bas de la goutte et dont le sommet sur l’axe de symétrie, au
niveau de la plaque.
5.1.4 Autres formes de gouttes
Dans l’article [Biance 03], Biance, Clanet et Quéré ont également obtenu des
formules d’évolution théorique de la goutte en se basant sur une forme de goutte
différente.
On approchant la goutte par un cylindre, ils obtiennent une évolution du rayon
donnée par :
R(t) = R0
(
1 − t
tf
)2
(5.21)
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avec le temps de vie tf donné par :
tf = 2
(
4ρℓaL
k∆T
)3/4 ( 3µ
ρgg
)1/4
R
1/2
0
où a est la longueur capillaire approchée par :
a =
√
χ
ρg
.
La hauteur du film de vapeur est alors donnée par :
δ(t) =
(
3
4
k∆TµR20
Lρgρℓga
) 1
4
(
1 − t
tf
)
.
Les auteurs ont aussi étudié le cas de la forme sphérique, quand le volume de
la goutte devient faible par rapport à la longueur capillaire, en prenant en compte
que la température de l’air ambiant induit un changement de phase sur l’ensemble
de la surface de la goutte.
5.1.5 Comparaison
Nous allons maintenant comparer ces courbes théoriques sur un cas test : on
considère une goutte hémisphérique de rayon 3 mm, soit un volume de 18π ×
10−9m3. Le liquide a une densité ρℓ = 1000 kg m−3. La phase gazeuse, quant
à elle, est de densité ρg = 1,3 kg m−3, de viscosité µg = 1,5 × 10−5 Pa s et de
conductivité thermique kg = 1,6 × 10−2 W m−1 K−1. La chaleur latente vaut L =
2,25 × 106 J kg−1, la gravité g = 9,81 m s−2 et on considère un écart de tempéra-
ture entre la plaque et la saturation de ∆T = 150 ◦C. La tension de surface est de
χ = 0,06 N m−1 d’où une longueur capillaire a = 2,4731 × 10−3 m.
Les temps de vie de la goutte sont alors estimés à :
– 6226 s pour la courbe proposée par Brennen dans le cas d’une forme hémi-
sphérique ;
– 244 s pour la même courbe dont l’expression a été corrigée ;
– 759 s pour la courbe proposée par Biance et ses co-auteurs dans le cas d’une
forme cylindrique.
La figure 5.3 compare, pour ce cas test, l’évolution du volume de la goutte
au cours du temps, donnée par les différentes courbes théoriques introduites pré-
cédemment. La figure 5.4 compare, quant à elle, l’évolution de la hauteur de la
couche de vapeur au cours du temps, pour les mêmes courbes théoriques.
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Comparaison de differentes courbes theoriques pour le volume de la goutte en fonction du temps.
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Figure 5.3 – Comparaison du volume de la goutte en fonction du temps pour
différentes courbes théoriques proposées par Brennen [Brennen 05] (forme hémi-
sphérique) et Biance (et co-auteurs) [Biance 03] (forme cylindrique).
5.2 Implémentation logicielle
Le code numérique a été initialement développé par Houssam Khalil, post-
doctorant dans le projet MIGAL (MIcro-Gouttes Auto-propuLsées), dans le lan-
gage Matlab, puis C++. J’ai ensuite repris, corrigé et amélioré le code pendant
ma thèse. Le code C++ actuel utilise la librairie Blitz++ (voir http://sourceforge.
net/projects/blitz/) pour la gestion aisée des matrices utilisant la technique des
expression templates pour optimiser les performances. La résolution de système
linéaire, en particulier pour la projection de Chorin, utilise la librairie UMFPACK
(voir http://www.cise.ufl.edu/research/sparse/umfpack/) qui se base sur une mé-
thode de type LU. L’algorithme de résolution de l’équation de Hamilton-Jacobi
pour la redistanciation de ϕ s’inspire de la toolbox Level-Set développée par Baris
Sumengen (voir http://barissumengen.com/level_set_methods/) en Matlab. La li-
brairie Boost (voir http://www.boost.org/) est utilisée pour les facilités qu’elle offre
dans la gestion des options d’exécution, formatage des sorties, gestion des fichiers,
chronométrage, . . .Enfin, les solutions du code numérique sont enregistrées dans la
version XML du format VTK (voir http://www.vtk.org/VTK/img/file-formats.pdf)
et sont réparties dans le temps via un fichier au format PVD géré par le logiciel
de visualisation scientifique ParaView (voir http://www.paraview.org/).
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Comparaison de differentes courbes theoriques pour la hauteur de la couche vapeur en fonction du temps.
 
 
Biance − Puddle
Brennen − Hemisphere
Brennen corrige − Hemisphere
Figure 5.4 – Comparaison de la hauteur de la couche vapeur en fonction du
temps pour différentes courbes théoriques proposées par Brennen [Brennen 05]
(forme hémisphérique) et Biance (et co-auteurs) [Biance 03] (forme cylindrique).
5.3 Simulation numérique
5.3.1 Conditions aux bords et initiales
Pour les simulations numériques qu’on présentera par la suite, on utilise les
conditions aux bords suivantes :
sur le bord gauche, correspondant à l’axe de symétrie, on impose :
ur = 0, ∂ruz = 0, ∂rp̃ = 0, ∂rϕ = 0, ∂rθ = 0
sur le bord bas, au niveau de la plaque chauffante, on impose :
u = 0, ∂zp = 0, θ = Twall − Tsat
sur le bord haut, on utilise les conditions aux bords :
∂zur = 0, ∂zuz = 0, p = 0, ∂zϕ = 0, θ = 0
sur le bord droit, on impose des conditions de pression hydrostatique :
∂ruz = 0, ∂ruz = 0, p̃ = (Lz − z)ρgg, ∂rϕ = 0, ∂rθ = 0
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Concernant l’état initial du système, la température est initialement fixée à
saturation :
θ(t = 0) = 0,
le champ de vitesse est nul :
ur(t = 0) = 0, uz(t = 0) = 0
et la fonction Level-Set est initialisée pour représenter une goutte dont le profil a
une forme d’ellipse tronquée sur le dessous :
ϕ(r, z, t = 0) = max
(√
r2 + 2(z − H)2 − R, H − R
4
− z
)
où R est le rayon de la goutte et H la hauteur du centre de l’ellipse. La fonc-
tion Level-Set ϕ est ensuite redistanciée complètement afin d’obtenir une fonction
distance signée à l’interface.
5.3.2 Paramètres de simulation
Comme paramètres thermodynamique du modèle, on utilisera :
pour la phase liquide :
– densité ρℓ = 1000 kg m−3 ;
– viscosité µℓ = 2,8 × 10−4 kg m−1 s−1 ;
– conductivité thermique kℓ = 0,3 W m−1 K−1 ;
– capacité calorifique massique à volume constant cVℓ = 4186 J kg−1 K−1.
pour la phase gazeuse :
– densité ρg = 1,3 kg m−3 ;
– viscosité µg = 1,5 × 10−5 kg m−1 s−1 ;
– conductivité thermique kg = 1,6 × 10−2 W m−1 K−1 ;
– capacité calorifique massique à volume constant cVg = 1850 J kg−1 K−1.
pour l’interface et autres données :
– tension de surface χ = 6 × 10−2 N m ;
– chaleur latente de vaporisation L = 2258 × 103 J kg−1 ;
– gravité g = 9,81 m s−2 ;
– température de la plaque chauffante Twall = Tsat + 157 ◦C.
Concernant la discrétisation de notre modèle, on utilisera pour la principale simu-
lation présentée les paramètres suivants :
– taille du domaine Lr = 10 mm et Lz = 5 mm ;
– nombre de mailles n = 128 selon r et m = 64 selon z, soit des pas d’espace
correspondant ∆x = ∆y = 7,8125 × 10−5 m ;
– demi-épaisseur de l’interface ε = 3
2
∆x ≈ 1,17 × 10−4 m.
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5.3.3 Précision de la méthode de projection de Chorin
Une étape importante de notre code numérique est la projection de Chorin qui
permet d’obtenir une divergence du champ de vitesse en accord avec le flux de
masse à l’interface. Pour cela, on a proposé une discrétisation du système linéaire
associé page 84 et on utilise une méthode de décomposition LU afin de résoudre
ce système. En pratique, après avoir corrigé la vitesse, on vérifie que la divergence
du champ de vitesse obtenu a une précision suffisante. L’erreur maximale relative
ainsi constatée sur div u est toujours de l’ordre de 10−13 ce qui nous paraît tout à
fait suffisant.
5.3.4 Évolution du volume
Dans un premier temps, et afin de valider le code numérique développé, nous
allons comparer l’évolution du volume qu’il simule avec les diverses courbes théo-
riques explicitées dans la partie précédente.
La figure 5.5 compare la courbe de descente de volume simulé avec les courbes
théoriques proposées par Brennen et Biance.
La courbe simulée obtenue a un comportement qui, qualitativement, semble
correct vis à vis des courbes théoriques tracées. La taux de changement de phase
est toutefois inférieur à celui prédit par les deux formules théoriques considérées
comme justes. Cela s’explique probablement par le fait que la zone interfaciale,
sous la goutte, n’est pas entièrement comprise dans le domaine de discrétisation,
du fait de la faible hauteur de la couche vapeur. On a choisi de ne pas pénaliser
la pénétration de la zone interfaciale dans la plaque chauffante pour éviter que la
hauteur de la couche vapeur ne soit bornée inférieurement par ε. Ce paramètre
ε, du même ordre que le pas d’espace, pourrait donc être réduit en diminuant
ce dernier. Toutefois, le temps de calcul alors nécessaire nous empêche pour le
moment de suffisamment diminuer ε.
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Comparaison de l’evolution du volume simule avec diverses courbes theoriques
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Figure 5.5 – Volume simulé de la goutte au cours du temps comparé aux courbes
théoriques proposées par Brennen [Brennen 05] (forme hémisphérique) et Biance
(et co-auteurs) [Biance 03] (forme cylindrique). Les courbes théoriques ont été
paramétrées pour se croiser là où on considère que la goutte simulée est suffisam-
ment stable. La goutte a initialement un rayon légèrement inférieur à 3 mm et la
température de la plaque est de 157 K supérieure à la température de saturation.
5.3.5 Forme de la goutte
Mahadevan et Pomeau, dans leur article [Mahadevan 99], étudient la dyna-
mique d’une goutte de liquide non-mouillant sur une surface inclinée. Dans cette
étude, ils utilisent une approximation du rayon l du cercle de contact de la goutte
sur la surface, dépendant de la densité du liquide, de la tension de surface entre le
liquide et le gaz environnant, et la gravité :
l ≈
√
ρℓg
χ
R2 (5.22)
où R est le rayon de la sphère de même volume que la goutte.
On va comparer cette estimation de la surface de la zone de contact avec
la surface de la goutte située à proximité de la plaque chauffant et qu’on peut
considérée comme plane. Pour cela, on utilise la formulation du rayon du cercle de
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contact simulé suivante :
lh = max
{
r ; min
z∈[0,h]
ϕ(r, z) ≤ 0
}
où h est la hauteur maximale de l’interface à prendre en compte. On choisira en
pratique h = 2ε.
Figure 5.6 – Contour de la goutte considérée au temps t = 5 s. Chaque trait de
la grille est espacé de 1 mm.
Pour la simulation analysée ici, on obtient au temps t = 5 s le profil de la
goutte représenté dans la figure 5.6. Sur ce profil, on mesure un rayon de la zone
de contact égal environ à 2,23 mm pour un rayon théorique, donné par la formule
ci-dessus, de 2,37 mm. L’accord entre ces deux valeurs nous semble raisonnable et
la forme obtenue apparaît réaliste.
5.3.6 Oscillations
Les résultats numériques montrent une oscillation rapide, mais de faible am-
plitude, de la goutte. La figure 5.7 illustre l’évolution du rayon R et de la hauteur
H (couche de vapeur comprise) de la goutte dans l’intervalle de temps [5, 6]s alors
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que son volume vaut approximativement 5,935 × 10−8 m3. Ces quantités ont été
mesurées à partir de la ligne de niveau 0 de ϕ avec les formulations suivantes :
R(t) = max{r ; ϕ(r, z, t) = 0},
H(t) = max{z ; ϕ(r, z, t) = 0}.
On y constate une oscillation de ces deux dimensions de même fréquence,
d’environ 16,67 Hz. Les amplitudes correspondantes sont approximativement de
4,26 × 10−4 m pour la hauteur et 1,78 × 10−4 m pour le rayon. On remarque d’ailleurs
que ces deux courbes sont en opposition de phase ce qui paraît logique si la masse
est conservée.
Nous n’avons pas déterminé si ces oscillations sont physiques ou si elles pro-
viennent d’une instabilité numérique. Toutefois, l’observation réelle de l’effet Lei-
denfrost montre en effet la présence d’oscillations rapide.
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Evolution des dimensions de la goutte au cours du temps
 
 
Rayon de la goutte
Hauteur de la goutte
Figure 5.7 – Évolution des dimensions (rayon et hauteur) de la goutte dans
l’intervalle de temps [5, 6]s. Le volume de la goutte est d’environ 5,94 × 10−8 m3.
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5.3.7 Hauteur de la couche vapeur
Les formules théoriques obtenues dans la partie 5.1 fournissent aussi une esti-
mation de la hauteur de la couche vapeur. Dans notre solution, au temps t = 5 s,
le volume constaté est d’approximativement 5,935 × 10−8 m3. Les formules théo-
riques nous donne alors les estimations suivantes pour la hauteur δ de la couche
de vapeur :
– avec la formule de Brennen originale, on obtient δ = 4,8903 × 10−5 m ;
– avec la formule de Brennen corrigée, on obtient δ = 5,8156 × 10−5 m ;
– la formule obtenue par Biance (et co-auteurs) donne δ = 4,4319 × 10−5 m.
La hauteur minimale de la couche de vapeur sous la goutte simulée au temps t = 5 s
est d’environ δ = 5,1634 × 10−5 m ce qui correspond aux ordres de grandeurs
obtenus théoriquement.
5.3.8 Champ de vitesse et température
Les figures suivantes présentent l’état de la simulation précédente prise aux
temps 0, 5, 10, 15 et 20 secondes. L’interface est représentée par une courbe blanche
ou bleue en fonction du fond. Le champ de vitesse est représenté en deux parties :
son orientation est illustrée par un champ de flèches de longueur constante tandis
que la norme de u est symbolisée par la couleur du fond. Pour chaque instant
de simulation, nous proposons deux versions de la palette de couleur illustrant la
norme de u. La première utilise une échelle linéaire mettant en avant les vitesses
élevées. La deuxième version utilise une échelle logarithmique permettant de mieux
analyser les zones de faible vitesse.
Enfin, la température est représentée par ses lignes de niveaux pour différentes
valeurs.
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On observe plusieurs phénomènes :
– avec l’échelle de couleur linéaire, on remarque l’accélération du champ de
vitesse dans la couche de vapeur, sous la goutte, qui atteint son maximum
sur le bord extérieur du film de vapeur ;
– dans la goutte, on observe un vortex toroïdal dont le champ de vitesse descend
au niveau de l’axe de symétrie et remonte sur les bords de la goutte. Cela peut
s’expliquer car, du fait de la condition d’adhérence implicite entre la phase
liquide et gazeuse, on s’attend à ce que le liquide en bas de la goutte suive
la dynamique du gaz juste en dessous, c’est à dire du centre vers l’extérieur
5.3. SIMULATION NUMÉRIQUE 131
du film de vapeur ;
– on remarque que le gaz, venant de dessous la goutte, longe la paroi de cette
goutte jusqu’à s’échapper du domaine de calcul par ce qu’on pourrait appeler
une cheminée sur l’axe de symétrie.
5.3.9 Pression modifiée
La figure suivante illustre la pression modifiée p̃ à l’instant t = 5 s.
On y remarque le saut de la pression, suivant la loi de Laplace, à travers l’interface.
On observe aussi une dépression à laquelle on s’attend au centre du tourbillon
dans la goutte. De plus, on peut voir le gradient de pression sous la goutte lié à
l’augmentation de la vitesse en allant vers l’extérieur.
5.3.10 Flux de masse à l’interface
On illustre ici le changement de phase localisé Φm 1εζ
(
ϕ
ε
)
simulé à l’instant
t = 5 s.
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On observe ici une alternance du sens de changement de phase à travers l’interface :
entre la plaque et l’interface {ϕ = 0}, on observe une vaporisation du liquide
(Φm < 0) tandis qu’au-dessus, entre l’interface et la ligne de niveau {ϕ = −ε}, le
gaz se liquéfie (Φm > 0). Une légère dissymétrie en faveur de la vaporisation induit
alors un flux de masse global négatif.
Toutefois, on suppose que cette variation brutale à travers l’interface est syno-
nyme de perte de précision dans le calcul du changement de phase. De plus, le fait
qu’une partie de l’interface ne soit pas capturée numériquement induit probable-
ment une sous-évaluation du taux de vaporisation, expliquant ainsi l’écart avec les
courbes théoriques observé dans la figure 5.5.
Nous travaillons actuellement sur une expression alternative du flux de masse
Φm permettant de s’affranchir des problèmes soulevés ci-dessus.
5.4 Conclusion
Après avoir introduit des courbes d’évolution théorique de temps de vie, nous
avons proposé une comparaison avec celles-ci. L’accord semble très raisonnable
au regard de la complexité du phénomène, notre code de calcul se situant en ef-
fet entre plusieurs de ces courbes théoriques. Pour entrevoir le type d’écoulement
qui s’installe autour de la goutte, nous avons représenté plusieurs grandeurs inter-
venant dans le phénomène pour illustrer la complexité de celui-ci. Ces résultats
mériteraient maintenant d’être lancés à grande échelle pour divers jeux de para-
mètres afin de caractériser au mieux les divers régimes qui peuvent survenir dans
ce couplage complexe.
Chapitre 6
Conclusion
Dans cette thèse, nous nous sommes intéressés à l’effet Leidenfrost. Nous en
avons proposé une modélisation originale basée sur la méthode Level-Set de cap-
ture d’interface et utilisant une zone interfaciale d’épaisseur non nulle. Des choix
algorithmiques particuliers ont été faits afin de permettre une simulation viable
de l’effet Leidenfrost. À cet effet, un code numérique a été développé et comparé
quantitativement avec des courbes théoriques d’évolution du volume de la goutte.
Ce code fournit des résultats convenables malgré la complexité extrême du phéno-
mène.
Ce phénomène a-t-il des applications ? Citons tout d’abord les cas où il ne
faut pas qu’il s’applique : si on cherche à refroidir efficacement une surface, il faut
éviter que le phénomène de caléfaction se produise car, le flux de chaleur évacué
étant alors très réduit, la température de la plaque va alors augmenter très vite.
Nukiyama, en 1934, utilise pour étudier les différents régimes d’ébullition des li-
quides, un fil conducteur qui, quand on fait passer un courant électrique, chauffe le
liquide par effet Joule. Passé une certaine intensité, le fil se rompt brutalement. En
fait, un film de vapeur s’interpose entre le liquide et le fil, conduisant à l’augmen-
tation de la température de ce dernier au point que le métal ne fonde. Nukiyama
a d’ailleurs remarqué un phénomène d’hystérésis : si le métal résiste à cette hausse
de température, il faut alors fortement réduire l’intensité du courant pour que
le liquide revienne en contact avec le fil. Les centrales nucléaires sont d’ailleurs
conçues afin d’éviter que ce phénomène se produise, car la température du com-
bustible augmenterait alors beaucoup trop pendant le laps de temps nécessaire à
la réduction suffisante de la réaction.
Mais y a-t-il tout de même des applications ? Heiner Linke, et ses co-auteurs,
présentent dans [Linke 06] un effet particulièrement étonnant : si la surface de la
plaque a un profil en dents de scie, la goutte est alors propulsée dans la direction
orthogonale aux dents (voir figure 6.1). Cela s’explique majoritairement par le fait
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que l’asymétrie de la texture implique une asymétrie du flux de vapeur et donc
une poussée correspondante. Le phénomène de propulsion ayant aussi été remarqué
avec des palets de carboglace, la tension de surface n’est donc pas un phénomène
crucial dans ce déplacement.
Figure 6.1 – Illustration de l’auto-propulsion d’une goutte liquide sur une plaque
chauffante dont le profil est en dents de scie.
Ils ont aussi observé que la goutte monte spontanément sur une marche de
la surface et qu’elle peut remonter une pente. Linke présente, sur un site web
dédié (http://darkwing.uoregon.edu/~linke/dropletmovies/), les différentes applica-
tions envisageables.
En construisant un tube dont le profil intérieur est en dents de scies, on peut
pomper un liquide sans avoir besoin de parties mécaniques comme une pompe. On
peut alors imaginer refroidir une surface par un liquide dont la circulation sera
assurée par la chaleur émise de la surface.
On peut aussi imaginer une buse d’imprimante ne s’encrassant pas car l’encre
ne touche pas les parois. Une autre application serait de texturer une surface de
telle sorte à contrôler la trajectoire des gouttes de liquide. On peut penser par
exemple à une application en micro-fluidique.
Perspectives. On en vient alors à présenter la suite envisageable de ces travaux :
– Simuler le phénomène en "vraie" 3D ;
– Modéliser une plaque chauffante de géométrie quelconque. On pourrait utili-
ser une seconde fonction Level-Set représentant la distance à la plaque chauf-
fante et ajouter un terme de pénalisation dans les équations du modèle pour
imposer les conditions aux bords (vitesse, température, . . .) ;
– Étudier le cas d’une plaque chauffante ayant une géométrie en dents de scie
pour étudier le phénomène d’auto-propulsion mis en évidence par Heiner
Linke ;
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– Remplacer la couche de vapeur par un modèle simplifié (type couche mince,
. . .) qui permettrait une simulation précise de cette zone sans nécessité de
l’utilisation d’un maillage fin (gourmand en ressources). Des travaux de Mat-
thieu Bonnivard sont actuellement en cours sur le sujet.
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Annexe A
Visualisation réaliste de gouttes
d’eau
On expliquera comment, à partir des résultats d’une simulation axisymétrique,
on peut obtenir une représentation tridimensionnelle de la surface avec Paraview
tout en exigeant de bonnes propriétés du maillage : espaces tangents partout bien
définis, nœuds régulièrement espacés, normales régulières.
Ce maillage sera importé dans Blender dans la perspective d’un rendu avec le
moteur de lancers de rayon non biaisé LuxRender. À cet effet, les paramètres de
la scènes devront être définis :
– les éclairages : position, orientation, focalisation, puissance, couleur, tempé-
rature, . . .
– la caméra : position, orientation, taille du capteur, focale, ouverture, . . .
– le décors : le sol, les objets environnants, la scène englobante, . . .
– les propriétés physiques des éléments de la scène : opacité, indice de diffrac-
tion, absorption, diffusion, dispersion (via une approximation de la diffraction
à l’ordre supérieure, du genre équation de Cauchy), . . .
– paramètres du moteur de rendu LuxRender, choix de l’algorithme d’échan-
tillonnage, algorithme de rendu, . . .
Le rendu sera ensuite effectué par LuxRender en utilisant les différentes res-
sources de calculs disponibles (parallélisation sur différents serveurs répartis sur
un réseau).
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A.1 Format de sortie du code de calcul
A.2 Traitement sous Paraview
A.2.1 Contour
A.2.2 Extrusion rotationnelle
A.2.3 Lissage et autres corrections du maillage
A.3 Paramétrage sous Blender
A.3.1 Définition de la scène
A.3.2 Paramètres physiques
A.3.3 Paramètres de rendus
A.4 Rendus sous LuxRender
A.4.1 Exportation de la scène
A.4.2 Configuration des ressources de calculs
A.4.3 Utilisation avancée
A.5 Visualisation de données scientifiques
A.5. VISUALISATION DE DONNÉES SCIENTIFIQUES 139
140 ANNEXE A. VISUALISATION RÉALISTE DE GOUTTES D’EAU
Annexe B
Feuille Maple pour le schéma
orienté
On présente ci-dessous un exemple de feuille Maple permettant de retrouver et
d’analyser le schéma orienté présenté dans la section 4.3. Le modificateur ∼ per-
mettant d’obtenir des opérations composantes par composantes est utilisé plusieurs
fois dans cette feuille, nécessitant donc l’utilisation de la version 13 ou supérieure
de Maple. On peut toutefois s’en passer en utilisant des boucles à la place.
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(1)
(2)
Changement de coordonnées de la base canonique vers la base 
Base des fonctions polynômiales :
Coordonnées du stencil dans la base canonique :
Matrice de Vondermonde associée à l'interpolation :
(4)
(3)
(5)
Inverse de cette matrice (trop complexe pour être lisible) : 
Déterminant de cette matrice, sa factorisation, ses racines 
réelles :
(6)
intéressons-nous aux dérivées des polynômes reconstruits au 
point (0,0) :
Dérivée selon X (base orientée) :
Dérivée selon Y (base orientée) :
(7)
(8)
Regardons aussi les dérivées selon x et y (base canonique) :
Dérivée selon x :
Dérivée selon y :
(9)
Ces coefficients présentent plusieurs termes récurrents :
le dénominateur commun : 
le produit : 
le terme : 
sans oublier l'anti-symétrie de ces coefficients selon le centre (0,0).
(10)
Le schéma trouvé est en fait simplement le schéma aux différences finies classique 
 appliqué sur un polynôme interpolant exprimé dans une autre base 
:
(11)
(13)
(14)
(12)
Erreur de troncature dans le cas général :
Développement de taylor à l'ordre 4 d'une fonction quelconque:
Erreur de troncature sur la dérivée directionnelle dans la base orientée :
Erreur de troncature sur la dérivée directionnelle dans la base canonique :
(15)
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