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Abstract
We study the relationship between the first eigenvalue of the Laplacian and Cheeger constant when the Cheeger
constant converges to zero, in the case of compact Riemannian manifolds and of finite graphs.
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1. Introduction and main results
The aim of this paper is to study the sharpness of the Cheeger and Buser inequalities as the Cheeger
constant becomes very small. We refer to the book of Chavel [5] for all details and usual definitions
concerning the spectrum of the Laplacian on a manifold and to the book of Chung [7] w.r.t. the discrete
Laplacian on graphs.
Let (M,g) be a compact, n-dimensional Riemannian manifold. Denote by λ1(M,g) the first nonzero
eigenvalue of the Laplacian acting on functions, by h(M,g) the Cheeger isoperimetric constant and by
Ric(M,g) the Ricci curvature tensor of (M,g). The Cheeger inequality [6] states
λ1(M,g)
h(M,g)2
4
.
* Corresponding author.
E-mail addresses: Bruno.Colbois@unine.ch (B. Colbois), mateiam@math.mcmaster.ca (A.-M. Matei).0926-2245/$ – see front matter  2003 Elsevier B.V. All rights reserved.
doi:10.1016/S0926-2245(03)00035-4
282 B. Colbois, A.-M. Matei / Differential Geometry and its Applications 19 (2003) 281–293If in addition Ric(M,g)  −(n − 1)δ2g, the Buser inequality [4] gives the following upper bound for
λ1(M,g):
λ1(M,g) c(n)
(|δ|h(M,g)+ h(M,g)2),
where c(n) is a constant depending only on the dimension of M .
It follows that if (gn)n∈N is a family of Riemannian metrics with h(M,gn) → 0 as n→ ∞ and
Ric(M,gn) uniformly bounded from below, then λ1(M,gn) = h(M,gn)αn , with αn ∈ [1,2] for n big
enough.
The main question that we address in this paper is whether any α ∈ [1,2] may occur as a limit for αn.
For example, in the simple case gn = n2g, we have λ1(M,gn)= 1n2λ1(M,g), h(M,gn)= 1nh(M,g), i.e.,
limn→∞ αn = 2.
Our first result gives an affirmative answer to this question:
Theorem 1. Let M be an n-dimensional compact manifold. For any fixed α ∈ [1,2] there exists a family
of Riemannian metrics (gj )j∈N on M and two positive constants C1,C2 such that
• Ric(M,gj )−(n− 1)δ2gj ,
• limj→∞ h(M,gj )= 0,
• C1  λ1(M,gj )/h(M,gj )α C2.
However, things may be quite different if we impose further restrictions on the geometry of the
manifold. For example:
– if Ric(M,gn) 0, then Cheeger and Buser inequalities imply that when h(M,gn)→ 0, λ1(M,gn) is
of the order of h(M,gn)2 and limn→∞ αn = 2;
– on the other hand, in the case of hyperbolic surfaces of fixed genus, limn→∞ αn = 1 (see for instance
the remark in the introduction of [4]).
In the following we will concern ourselves with compact hyperbolic manifolds but without fixing the
topology (the hyperbolic metric is unique in dimension  3). We prove that in contrast with the afore-
mentioned cases, in this case anything can occur:
Theorem 2. For any n 2 and any α ∈ [1,2] there exists a family of n-dimensional hyperbolic manifolds
(Mi)i and two positive constants C ′1,C ′2 such that
• limi→∞ h(Mi)= 0,
• C ′1  λ1(Mi)/h(Mi)α C ′2.
Note that even if it is known that many hyperbolic manifolds exists, it is always difficult to control
their geometry well enough to infer precise informations on the spectrum. In this respect, the interest of
Theorem 2 is that it provides examples of hyperbolic manifolds where one can have a “good” estimation
of the first eigenvalue.
One can address the same type of questions at the combinatorial level, which is a priori much more
rigid. More precisely, let Γ = (V ,E) be a finite connected graph, where V denotes the set of vertices
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Γ is bounded from above by a constant K , the Cheeger constant of the graph h(Γ ) gives an estimate for
the first nonzero eigenvalue λ1(Γ ) of the combinatorial Laplacian acting on Γ :
(1)h(Γ )
2
2K
 λ1(Γ ) 2h(Γ )
(see for instance [8]). One may study then the relationship between λ1 and the power of h as h→ 0. We
prove that in this case anything may happen too, namely:
Theorem 3. For any constant α ∈ [1,2] there exists a family (ΓL) of graphs of degrees uniformly bounded
and two positive constants K1,K2 such that
• limL→∞ h(ΓL)= 0,
• K1  λ1(ΓL)/h(ΓL)α K2.
Remark 1. By extracting a subsequence, it is even possible to find in each case a sequence such that the
ratio λ1/hα converges to a positive constant.
In Section 2 we begin with the proof of Theorem 3 by giving a family of graphs with the required
property.
To prove Theorem 1 we model the manifold M on this family of graphs and we compare the first
eigenvalue and the isoperimetric constant of the manifold thus modeled with those of the graph. Then we
use Theorem 3 to conclude.
A recent result of Bergeron [1] allows us to model in any dimension a family of hyperbolic manifolds
on the considered family of graphs. The proof of Theorem 2 follows then from the same arguments as
the proof of Theorem 1.
2. Proofs
The first step is to prove the result concerning the graphs by a direct calculation. The main idea is to
glue together a linear graph (where λ1 is of the order of h2) and a tree type graph (where λ1 is of the
order of h) and then choose the appropriate number of vertices in order to obtain the desired estimate,
i.e., λ1 of the order of hα .
Let L be a linear graph with 2L+1 vertices p−L, . . . , p0, . . . , pL and let S be a graph with (3N +1)/2
vertices (qi,j )0iN, 0j<3i−1 , where q0,0 and q1,0 are linked by an edge and for 1  i  N − 1, qi,j is
linked to each of qi+1,3j , qi+1,3j+1, respectively qi+1,3j+2 by an edge, as shown in Fig. 1 for N = 3.
Consider now the graph Γ obtained by attaching at each extremity of L two pieces of S by
identifying q0,0 with pL, respectively p−L. We denote these pieces by S,S ′,S ′′,S ′′′ and their vertices by
(qi,j ), (q
′
i,j ), (q
′′
i,j ), (q
′′′
i,j ) (see Fig. 2).
We describe first some natural isometries of Γ that we will use to study the first nonzero eigenvalue
of the combinatorial Laplacian:
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(i) I the natural involution of Γ w.r.t. p0:
I(pk)= p−k, 0 k  L,
I(qi,j )= q ′′i,j , I(q ′i,j )= q ′′′i,j , 0 i N, 0 j < 3i−1,
I ◦ I = IdΓ .
(ii) Denote by Γ + the subgraph of Γ containing p0,p1, . . . , pL and S,S ′:
– there is an obvious isometry Y of Γ + which fixes p0,p1, . . . , pL and permutes S with S ′:
Y(qi,j )= q ′i,j , 0 i N , 0 j < 3i−1;
– for any vertex qi0,j0 ∈ S there exists three canonical isometries of Γ +, (ϕui0,j0), u = 0,1,2, each
permuting two of the three branches parting from qi0,j0 and fixing the third one (the same works
for q ′i0,j0 ∈ S ′; we denote the corresponding isometries by ϕ¯ui0,j0 ).
More precisely, (ϕui ,j ):0 0
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namely:
ϕui0,j0(qi0+t ,3t j0+s)= qi0+t ,3t j0+(s+3t−1)mod 3t ,
ϕui0,j0(qi0+t ,3t j0+(s+3t−1)mod 3t )= qi0+t ,3t j0+s, t, s as above,
– leaves the rest of Γ + unchanged.
The isometries Y and ϕui,j , ϕ¯ui,j form a subgroup G0 of the group of isometries of Γ + which fix
p0,p1, . . . , pL. Fix i0, 0  i0  N − 1, and denote by Γi0 = {{qi0,j } ∪ {q ′i0,j },0  j < 3i0−1}. The
subgroup G0 acts transitively on each subset Γi0 .
We proceed now to the study of λ1(Γ ).
Lemma 1. Denote by λD1 (Γ +) the first eigenvalue for the combinatorial Laplacian on Γ + with Dirichlet
condition in p0. Then λ1(Γ )= λD1 (Γ +) .
Proof. Let φ be an eigenfunction for λ1(Γ ). Since φ is orthogonal to constants, φ must change sign and
therefore φ = φ ◦ I . (Indeed, if φ = φ ◦ I , then φ has at least three nodal domains which contradicts the
Courant Theorem for graphs [9].)
Then φ¯ = (φ − φ ◦ I)/2 = 0 is an eigenfunction for λ1(Γ ) antisymmetric w.r.t. I and φ¯(p0) = 0.
The variational characterisations for λ1(Γ ) and λD1 (Γ +) [7] yield then that φ¯|Γ + is an eigenfunction for
λD1 (Γ
+) and λ1(Γ )= λD1 (Γ +).
Lemma 2. There exists an eigenfunction z for λD1 (Γ +) such that z(qi,j )= z(q ′i,j )= z(i) depends only on
i, ∀1 i N , and is increasing.
Proof. Let ϕ be an eigenfunction for λD1 (Γ +), ϕ > 0. If we compose ϕ with any element of G0 we
obtain again a positive eigenfunction and the mean value of several positive eigenfunctions is a positive
eigenfunction for λD1 (Γ +) too. Moreover, for 0 i0 N − 1 fixed, G0 acts transitively on the level Γi0 .
It is now standard to construct a positive eigenfunction whose restriction to the subset Γi0 is constant.
Reiterating the process we obtain the desired eigenfunction z.
Consider now the function z¯ on Γ +: z¯(p0) = 0, z¯(pk) = z¯(pk−1) + |z(pk) − z(pk−1)| and z¯(i) =
z¯(i − 1)+ |z(i)− z(i − 1)|. From the variational characterisation of λD1 (Γ +) it follows that z= z¯, i.e., z
is increasing.
We may reduce then the study of an eigenfunction for λD1 (Γ +) to the study of an eigenfunction for
λD1 (Γ˜ ), where λD1 (Γ˜ ) denotes the first eigenvalue for the Dirichlet problem on a linear weighted graph Γ˜
of vertices p0, . . . , pL,Q1, . . . ,QN (with Dirichlet condition in p0) and of edges pkpk+1, 0 k  L− 1,
QiQi+1, 0 i N − 1 (where Q0 = pL) with
weight(pk)= 1, 0 k L, weight(Qi)= 2 · 3i−1, 1 i N, and
(2)weight(pkpk+1)= 1, weight(QiQi+1)= 2 · 3i .
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quotient (see [7, (1.4)])
λD1 (Γ˜ )=min
z =0
E(z)
‖z‖2 ,
where z denotes a function on Γ˜ with
z(p0)= 0, ‖z‖ =
(
L∑
k=0
z(pk)
2 +
N∑
i=0
2 · 3i−1z(Qi)2
)1/2
its norm and E(z) its energy:
E(z)=
L−1∑
k=0
(
z(pk+1)− z(pk)
)2 + N−1∑
i=0
2 · 3i(z(Qi+1)− z(Qi))2.
It is immediate that
(3)λ1(Γ )= λD1 (Γ +)= λD1 (Γ˜ ),
In order to obtain lower bounds for λD1 (Γ˜ ) we estimate the minimal energy of an increasing function
on Γ˜ .
The study of the energy on Γ˜ . Let Γ˜1, respectively, Γ˜2 be the subgraphs of Γ˜ of vertices {p0, . . . , pL},
respectively, {Q0, . . . ,QN } (recall that pL =Q0) and weights as in (2) above.
• We want to obtain a lower bound for the energy on the space of functions x : Γ˜1 → R, x(p0) = 0,
x(pL)= a. Denote by xk = x(pk).
The critical points of the energy
E(x)=
L−1∑
k=0
(xk+1 − xk)2
are the solutions of
∂E
∂xk
= 0 ⇔ xk+1 − 2xk + xk−1 = 0, k = 1, . . . ,L− 1, x0 = 0, xL = a.
We have(
xk+1
xk
)
=
(
2 −1
1 0
)(
xk
xk−1
)
⇒
(
xk+1
xk
)
=
(
k+ 1 −k
k −(k− 1)
)(
x1
x0
)
.
Hence the critical point is xk = (k/L)a and the minimal value of the energy is E(x)= a2/L.
• We want to obtain a lower bound for the energy on the space of functions y : Γ˜2 → R, y(Q0)= a,
y(QN)= b. Denote by yi = y(Qi).
The critical points of
E(y)=
N−1∑
(yi+1 − yi)22 · 3i
i=0
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∂E
∂yi
= 0 ⇔ 3yi+1 − 4yi + yi−1 = 0, i = 1, . . . ,N − 1, y0 = a, yN = b.
Therefore(
yi+1
yi
)
= 1
3
·
(
4 −1
3 0
)(
yi
yi−1
)
⇒
(
yi+1
yi
)
= 1
2 · 3i
(
3i+1 − 1 −3i + 1
3i+1 − 3 −3i + 3
)(
y1
y0
)
.
A straightforward calculation gives the critical point and the minimum of the energy:
(4)yi = a + 3
N − 3N−i
3N − 1 (b− a) and E(y)=
4
3
3N
3N − 1(b− a)
2.
Proof of Theorem 3. Because of the symmetry of Γ it is easy to see that h(Γ ) = 1/(L+ 3N − 1).
Recall that λ1(Γ ) = λD1 (Γ˜ ). Let z be an eigenfunction for λD1 (Γ˜ ), ‖z‖ = 1. Denote by z(pk) = xk and
z(Qi)= yi . Since z is increasing, y2N(L+ 3N − 1) 1 and therefore yN 
√
h(Γ ).
• α = 1. In this case it suffices to consider the graph with L = 0 (i.e., without linear part). From (3)
and the previous study of the energy we have
λ1(Γ )= λD1 (Γ˜ )=E(z)=
4
3
3N
3N − 1y
2
N 
4
3
h(Γ ).
• 1 < α  2. Let Φ : Γ˜ →R,Φ(pk)= k/L and Φ(Qi)= 1. The variational characterization for λD1 (Γ˜ )
yields
(5)λD1 (Γ˜ )
∑L−1
k=0 (
1
L
)2
1
L2
(
∑L
k=0 k2)+ 3N − 1
 3
L(L+ 3N − 1)
(the last inequality in (5) is straightforward). On the other hand, from (4) we obtain
(6)λD1 (Γ˜ )=E(z)E(z|Γ˜2)
4
3
(yN − xL)2.
Inequalities (5) and (6) imply that xL  yN/2 for L 9. Hence
(7)λD1 (Γ˜ )=E(z)E(z|Γ˜1)
1
L
x2L 
1
4L
y2N 
1
4L(L+ 3N − 1) .
Setting now
N =
[
1
α − 1
lnL
ln 3
]
we obtain from (5) and (7) that for L 9 there exists two positive constants c1, c2 such that
c1 
λ1(Γ )
h(Γ )α
 c2.
Quite to change the constants, this implies the desired result.
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graphs constructed in Theorem 3. The main idea is to model the manifold M on ΓL without changing
the topology. For this we first excise a small disk from the manifold and then glue to the manifold
with boundary thus obtained a topological hemisphere constructed along the graph ΓL by means of four
fundamental pieces. These fundamental pieces will be open manifolds. The first of these pieces M0, will
contain all the topology of the manifold M . The three other ones, denoted by C,Y and X are much
simpler and consist of topological n-spheres with respectively two, three and four holes.
Let us describe this more precisely:
Consider first a Riemannian metric on M which is flat in the neighbourhood of a point. After a
dilatation we may suppose that the flat part contains a ball of radius 1, isometric to the euclidean ball
of the same radius 1. We excise this ball from M and we obtain M0. We change the metric on M0 in
order to have a neighbourhood of the boundary isometric to Sn−1 × [0,1], where Sn−1 denotes the n− 1
dimensional euclidean sphere of radius 1.
The second piece Y , is an n-dimensional compact manifold with boundary having three connected
components (∂Y )1, (∂Y )2, (∂Y )3, and with the property that a neighbourhood of each of these
components is isometric to Sn−1 × [0,1]. We glue a copy of Y to M0 by identifying ∂M0 and ∂Y1.
We associate the piece thus obtained to the vertex p0 of ΓL.
The piece C is an n-dimensional euclidean cylinder, with boundaries euclidean spheres of radius 1.
We associate to each vertex pk , k = 1, . . . ,L− 1, a copy of C that we denote by Ck . To pL, we associate
a copy of Y that we denote YL.
To each qi,j (respectively q ′i,j ) we associate a copy of a manifold X (compact and n-dimensional)
with boundary having four connected components (∂X)1, (∂X)2, (∂X)3, (∂X)4. We assume that a
neighbourhood of each connected component of the boundary is isometric to Sn−1 ×[0,1]. Denote these
pieces by Xi,j (respectively X′i,j ).
We glue together these pieces along Γ +L by identifying the components of their boundaries as follows:
(∂Y )2 ∼ (∂C1)1, (∂Ck)2 ∼ (∂Ck+1)1, k = 1, . . . ,L− 2,
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(∂Xi+1,3j )1 ∼ (∂Xi,j )2, (∂Xi+1,3j+1)1 ∼ (∂Xi,j )3, (∂Xi+1,3j+2)1 ∼ (∂Xi,j )4,
i = 1, . . . ,N − 1,
and proceed in the same way with the connected components of ∂X′i,j .
We close the boundaries (∂XN,j )2,3,4 and (∂X′N,j )2,3,4 by identical hemispheres Hj ,H′j . We proceed
then by symmetry on all of ΓL. Denote by ML the manifold modelled in this way on the whole ΓL and
by M+L the open manifold modeled on Γ
+
L \ {p0}, with boundary ∂M+L = (∂C)0.
Since M0 contains all the topology of M and ML \M0 is a topological hemisphere, the manifold ML
is diffeomorphic to M , and since we have used a finite number of types of pieces, the Ricci curvature of
ML is bounded from below as L→∞. In view of Theorem 3 it suffices to prove that λ1(ML) and λ1(ΓL)
(respectively h(ML) and h(ΓL)) are of the same order. This is the object of the following two lemmas.
Lemma 3. There exists two constants A1,A2 > 0 not depending on L such that
A1 
λ1(ML)
λ1(ΓL)
A2.
Lemma 4. There exists two constants B1,B2 > 0 not depending on L such that
B1 
h(ML)
h(ΓL)
 B2.
Remark 2. Lemmas 3 and 4 and their proofs are still true for more general graphs and for the manifolds
modeled on these graphs using only a finite number of types of pieces.
In particular, in these situations it follows that the first eigenvalues of the graphs converge to zero iff
the first eigenvalues of the manifolds converge to zero (see also [3]).
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Lemma 2, with ‖z‖ = 1. Denote z(pk)= xk and z(qi,j )= yi . Let ϕ :C→ R, ψ :T → R and θ :X→ R
be C∞ functions such that
ϕ|(∂C)1 = 1, ϕ|(∂C)2 = 0, ψ |(∂Y )1 = 1, ψ |(∂Y )2 =ψ |(∂Y )3 = 0,
θ |(∂X)1 = 1, θ |(∂X)2 = θ |(∂X)3 = θ |(∂X)4 = 0.
We construct a function f ∈H 10 (M+L ) by setting
f |Ck = xk + (xk−1 − xk)ϕ, k = 1, . . . ,L− 1,
f |YL = xL + (xL−1 − xL)ψ,
f |Xi,j = f |X′i,j = yi + (yi−1 − yi)θ, i = 1, . . . ,N,
f |Hj = f |H′j = yN,
we have∫
M+L
f 2 
L−1∑
k=1
(
x2k Vol(C)+ 2(xk−1 − xk)
∫
C
ϕ + (xk−1 − xk)2
∫
C
ϕ2
)
+ x2L Vol(Y )+ 2(xL−1 − xL)
∫
Y
ψ + (xL−1 − xL)2
∫
Y
ψ2
+
N∑
i=1
2 · 3i−1
(
y2i ·Vol(X)+ 2(yi−1 − yi)
∫
X
θ + (yi−1 − yi)2
∫
X
θ2
)
.
But
L∑
k=1
x2k +
N∑
i=1
2 · 3i−1y2i = 1,
L∑
k=1
(xk−1 − xk)2 +
N∑
i=1
2 · 3i (yi−1 − yi)2 = λD1 (Γ +L )→ 0 when L→∞,
and
L∑
k=1
(xk−1 − xk)+
N∑
i=1
2 · 3i−1(yi−1 − yi)

(
L+ 3N − 1)1/2( L∑
k=1
(xk−1 − xk)2 +
N∑
i=1
2 · 3i(yi−1 − yi)2
)1/2
= (L+ 3N − 1)1/2λD1 (Γ +L )1/2

√
3
L
,
where the last inequality follows from (3) and (5).
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∫
M+L
f 2  c3.
On the other hand it is immediate that∫
M+L
|df |2  c4
(
L∑
k=1
(xk−1 − xk)2 +
N∑
i=1
2 · 3i(yi−1 − yi)2
)
= c4λD1 (ΓL)= c4λ1(Γ ),
with c4 =max{
∫
C
|dϕ|2, ∫
Y
|dψ |2, ∫
X
|dθ |2}.
Hence there exists A2 > 0 such that
(8)λD1 (M+L )
∫
M+L
|df |2∫
M+L
|f |2 A2λ1(ΓL)
where λD1 (M
+
L ) denotes the first eigenvalue for the Dirichlet problem on M
+
L .
On the other hand, since M+L is isometric to an open submanifold of ML \M+L we have λD1 (M+L ) 
λD1 (ML \M+L ). Therefore
λ1(ML)max
{
λD1 (M
+
L ), λ
D
1 (ML \M+L )
}= λD1 (M+L ).
Inequality (8) yields
λ1(ML)A2λ1(ΓL).
Return to the left inequality. In order to simplify the notations we denote the vertices of ΓL by vl and
the corresponding pieces used to construct ML by Pl with l ∈ I = [−L− 3N + 1,L+ 3N − 1]. Let f
be an eigenfunction for λ1(ML), ‖f ‖ = 1. We construct a function z on ΓL by setting z(vl)= zl =
∫
Pl
f .
Then
∑
l∈I zl = 0. By the Mean value Theorem there exists ml ∈ Pl such that zl = f (ml)/Vol(Pl). Hence
for any l1, l2 ∈ I such that Pl1 and Pl2 are adjacent we have that there exists positive constants c5, c6 such
that
|zl1 − zl2 | c5
∣∣f (ml1)− f (ml2)∣∣ (‖df ‖∞)Pl1∪Pl2 diam(Pl1 ∪ Pl2) c6(‖df ‖2)Pl1∪Pl2 ,
where the last inequality follows from the Sobolev inequality. The constant c6 depends only on the
geometry of the four fundamental pieces.
It follows that there exists c7 > 0 such that∑
l1∼l2
|zl1 − zl2 |2  c7
∫
ML
|df |2 = c7λ1(ML).
(Here the notation l1 ∼ l2 means that Pl1 and Pl2 are adjacent.) On the other hand
(9)1=
∫
ML
f 2 =
∑
l∈I
∫
Pl
f 2 =
∑
l∈I
(∫
Pl
(
f − zl
Vol(Pl)
)2
+ z
2
l
Vol(Pl)
)
.
Denote by µ1(Pl) the first eigenvalue for the Neumann problem on Pl . From the variational charac-
terization for µ1(Pl) we obtain
(10)
∑
l∈I
∫
P
(
f − zl
Vol(Pl)
)2

∑
l∈I
∫
Pl
|df |2
µ1(Pl)
 λ1(ML)
max(µ1(Pl))
.l
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exists A1 > 0 such that
λ1(ΓL)
∑
l1∼l2 |zl1 − zl2|2∑
l z
2
l
 1
A1
λ1(ML),
which completes the proof.
Proof of Lemma 4. We have
h(ΓL)= 1
L+ 3N − 1 and h(ML)
Volm−1((∂C1)1)
Vol(M+L )
B2
1
L+ 3N − 1 =B2h(ΓL).
The other inequality is more difficult to prove. By classical arguments [2,4], h(ML) is attained by an
integral current TL which is regular outside a set of high codimension. But TL may be combinatorialy
big even if it is geometricaly small.
The regular part of TL has constant mean curvature, denote it by ηL. Since Ric(ML) is uniformly
bounded from below, a result of Buser [4] implies that |ηL| is bounded from above by a constant η as
L→∞. On the other hand, let x0 ∈ TL ∩ P , where P may be any piece used in the construction of ML.
Denote the injectivity radius of P by 2ρ and by B(x0, ρ) a geodesic ball in P , centered in x0 and of
radius ρ. We can use now a result of Brooks [2] who proved that Volm−1(TL ∩B(x0, ρ)) c9, where c9
is a positive constant depending on η,ρ and the upper bound of the mean curvature of an embedding of
P in some Rp. Hence
h(ML)
2Volm−1(TL)
Vol(ML)
 2c9
Vol(ML)
B1
1
L+ 3N − 1 = B1h(ΓL),
with B1 positive constant.
To prove Theorem 2 we will model a compact hyperbolic manifold on ΓL. In general it is difficult
to model a hyperbolic manifold of dimension greater than 2 on a graph. For this we use a recent
result of Bergeron [1, Theorem 2] where fundamental hyperbolic pieces (like X pieces in dimension
2) are constructed in any dimension. He proved in fact that any geodesical cycle of codimension 1 in a
hyperbolic manifold has two disjoint coverings (in a finite covering) whose images are two embedded
submanifolds totally geodesic with non-separating union.
Proof of Theorem 2. Let H be an n-dimensional hyperbolic manifold with boundary having four totally
geodesic isometric connected components [1]. Denote them by (∂H)1,2,3,4. We associate to each vertex
pk a piece of H that we denote by Hk , k = 1, . . . ,L, and to each vertex qi,j (respectively q ′i,j ) a piece of
H that we denote Hi,j (respectively H ′i,j ). We model first a manifold on Γ +L by gluing these pieces along
the components of theirs boundaries as follows:
– on the linear part of Γ +:
(∂Hk)3 ∼ (∂Hk+1)2, (∂Hk)4 ∼ (∂Hk+1)1;
– at the extremity of the linear part:
(∂HL)3 ∼ (∂H1,0)1, (∂HL)4 ∼ (∂H ′1,0)1;
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– at level N we close the boundaries by gluing them two by two:
(∂HN,0)2 ∼ (∂HN,0)3, (∂HN,0)4 ∼ (∂HN,1)2, (∂HN,1)3 ∼ (∂HN,1)4, . . .
(∂HN,3N−1−1)4 ∼ (∂H ′N,0)1, . . . .
We extend then by symmetry this construction on all of ΓL.
The manifold thus obtained is hyperbolic and the rest of the proof goes the same way as in Theorem 1,
with the difference that here we have used only one fundamental piece to construct the manifold.
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