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EXPONENTIAL DECAY OF CORRELATIONS FOR PIECEWISE
CONE HYPERBOLIC CONTACT FLOWS
VIVIANE BALADI AND CARLANGELO LIVERANI
Abstract. We prove exponential decay of correlations for a realistic model of
piecewise hyperbolic flows preserving a contact form, in dimension three. This
is the first time exponential decay of correlations is proved for continuous-time
dynamics with singularities on a manifold. Our proof combines the second
author’s version [30] of Dolgopyat’s estimates for contact flows and the first
author’s work with Goue¨zel [6] on piecewise hyperbolic discrete-time dynamics.
1. Introduction, definitions, and statement of the main theorem
1.1. Introduction. Many chaotic continuous-time dynamical systems posess an
ergodic physical (or SRB) measure [49], the simplest case being when volume is pre-
served (and ergodic). When such systems are mixing, it is natural to ask at which
speed decay of correlations takes place, for Ho¨lder observables, say. Controlling
the rate of decay of correlations is notouriously more difficult for continuous-time
than for discrete-time dynamics: For mixing smooth Anosov (uniformly hyperbolic)
flows, exponential decay of correlations was obtained only in the late nineties, in
dimension three (or under a bunching assumption) in a groundbreaking work of
Dolgopyat [20], while the analogous result for Anosov diffeomorphisms had been
known for almost twenty years, see e.g. [49]. Dolgopyat’s result implies that ge-
odesic flows on surfaces of variable strictly negative curvature are exponentially
mixing, a generalisation of the result in constant negative curvature ([34], [36]) ob-
tained more than a dozen years before. Liverani [30] was then able to discard the
bunching assumption when the flow preserved a contact form, generalising Dolgo-
pyat’s result to geodesic flows on manifolds of variable strictly negative curvature
in any dimension.
Some natural chaotic systems are only piecewise smooth. The most prominent
example is given by dispersive (Sinai) billiards (see [16] and references therein).
Exponential decay of correlations was obtained for a discrete-time version of the
billiard (and other piecewise hyperbolic maps) by Young [47] (see also the work of
Chernov [13]–[14] and earlier work of Liverani [29] on piecewise hyperbolic maps).
For the actual billiard flow, only a stretched exponential upper bound is known,
recently proved by Chernov [15]. (Since then, Melbourne [33] has proved super-
polynomial decay of correlations — a weaker result — in a more general setting.)
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Some results of exponential decay of correlations for piecewise hyperbolic flows
or semi-flows do exist, but under assumptions which avoid the main difficulties,
making them unfit for generalisation to realistic flows with singularities (such as
the Sinai billiard): Baladi–Valle´e [9] extended Dolgopyat’s results to some systems
with infinite Markov partitions, but although this idea could later be applied to
Teichmu¨ller flows ([2]) and Lorenz-type flows ([1]), it does not seem applicable to
billiards (in the infinite Markov partition given by Young’s tower [47], the relation
between the metric and the initial euclidean structure is lost, making it impossible
to exploit uniform non joint integrability). Stoyanov [39] obtained exponential
decay for open billiard flows, where the discontinuities in fact do not play a role,
and for Axiom A flows with C1 laminations [40].
We believe that a new approach is needed to attack exponential decay of corre-
lations for chaotic flows with singularities. Most proofs 1 of exponential decay of
correlations for a map F , or a flow Tt, boil down to a spectral gap for a transfer
operator (or a one parameter semigroup of operators). Classical approaches [47]
first reduce the hyperbolic dynamics F or Tt to an expanding Markov system, and
a great amount of information is lost in this procedure. We think that studying the
original transfer operators
Lψ = ψ ◦ F
−1
| detDF | ◦ F−1 , Ltψ =
ψ ◦ T−t
| detDTt| ◦ T−t
on a suitable space of (anisotropic) distributions on the manifold will be the key to
obtaining exponential decay of correlations for many systems which have resisted
the traditional techniques.
Appropriate anisotropic Banach spaces were first introduced by Blank, Keller,
and Liverani [11] to give a new proof of exponential decay of correlations for smooth
Anosov diffeomorphisms (as well as other results). This approach was developed
in the next few years for smooth discrete-time hyperbolic dynamics by Baladi [3],
Goue¨zel-Liverani [23]–[24], and Baladi–Tsujii [7]–[8], and more recently for some
smooth hyperbolic flows (Butterley-Liverani [12], Tsujii [45] [46]). Except for the
Sobolev–Triebel spaces used in [3] (where a strong assumption of regularity of the
dynamical foliation was required), it turns out that the Banach spaces appropriate
for smooth hyperbolic dynamics are not suitable for systems with discontinuities,
because multiplication by the characteristic function of a domain, however nice, is
not a bounded operator for the corresponding norms. For this reason, we unfor-
tunately cannot exploit directly Tsujii’s [46] remarkable work on smooth contact
hyperbolic flows, which would give much more than exponential decay. Very re-
cently, new anisotropic spaces which satisfy this bounded multiplier property were
introduced by Demers–Liverani [18] and Baladi–Goue¨zel [5]–[6] to obtain in partic-
ular exponential decay of correlations for various piecewise hyperbolic maps. The
approach of [5]–[6] consists in adapting the Sobolev–Triebel space results of [3] to
the piecewise hyperbolic case, exploiting a key work of Strichartz [41], and using
families of (noninvariant) foliations to replace the actual stable foliation, which is
only measurable in general for piecewise smooth systems.
In the present paper, building on the analysis from [6], we introduce anisotropic
spaces adapted to piecewise hyperbolic continuous-time systems. Using these spaces,
we then adapt Liverani’s [30] version of the Dolgopyat estimate for Anosov contact
flows to obtain the first result of exponential decay of correlations for hyperbolic
1An important exception is given by the “coupling” methods introduced in this context by
L-S.Young in [48] and greatly generalised by D.Dolgopyat in [21] giving rise to the “coupling of
standard pairs” method. See Chernov and others [16] for a review on how to obtain exponential
mixing for the discrete-time Sinai billiard via coupling of standard pairs. Implementing this
strategy for flows, let alone the billiard flow, does not currently seem an approachable task.
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systems with (true) singularities. Our result applies to various natural examples
(Subsection 1.3), and we explain in Remark 1.6 below how close we are to solving
the actual Sinai billiard flow problem.
After this paper was completed, we learned that Demers and Zhang [19] obtained
a spectral proof of exponential decay of correlations for the discrete time Sinai
billiard.
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1.2. Definitions and the main theorem. In this subsection, we state our main
result and outline the structure of our argument (and of the paper), ending by the
main formal definitions.
Let Tt : X0 → X0 be a piecewise C2 cone hyperbolic flow defined on a closed
subset X0 of a compact d-dimensional (d = 2k + 1 ≥ 3) C∞ manifold M (see
Definition 1.3, and note that X0 is the union of finitely many closed flow boxes).
Let α be a C2 contact form on M . Recall that a flow generated by a vector field V
is the Reeb flow of α if V ∈ Ker(dα) and α(V ) = 1. This implies ddtα(DTtv) = 0 for
each v ∈ TM , i.e., the flow is contact. Assume also that Tt is the Reeb flow of α. In
particular, Tt preserves the volume dx = ∧kdα ∧ α, and | detDTt| ≡ 1. If M = X0
and Tt is a hyperbolic geodesic flow, or more generally an Anosov flow preserving a
contact form α, then Tt is the Reeb flow of α, up to replacing α by α(V )
−1α, where
V is the vector field generating the flow, see [45, p. 1496 and §2]. More generally, in
Appendix A we show that all ergodic piecewise smooth hyperbolic contact flows are
Reeb. (For example, a billiard flow with speed one is the Reeb flow of the contact
form p dq.)
Our main result is the following theorem (its proof can be found at the end of
Section 3):
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Theorem 1.1 (Exponential mixing for piecewise hyperbolic contact flows). Let
M be a compact 3-dimensional manifold. Let Tt be a piecewise C
2 cone hyperbolic
flow on a closed subset X0 of M , which is the Reeb flow of a C
2 contact form α.
Assume in addition that Tt is ergodic for dx, that complexity grows subexponentially
(Definition 1.5), and that Tt satisfies the transversality condition of Definition 1.4.
Then for each ξ > 0 there exist Kξ > 0 and σξ > 0, so that for any C
ξ functions
ψ1, ψ2 :M → C
|
∫
ψ1(ψ2 ◦ Tt) dx−
∫
ψ1 dx
∫
ψ2 dx| ≤ Kξ‖ψ1‖Cξ‖ψ2‖Cξe−σξt , ∀t ≥ 0 .
Our proof is based on a spectral analysis of the linear operator Ltψ = ψ ◦ T−t,
defined initially on bounded functions, e.g. (By definition, L∗t preserves dx.) The
strategy, following [30], is to study Lt as an operator on a suitable Banach space
H˜ of anisotropic distributions, and to prove Dolgopyat-like estimates. Just like in
[30], we do not claim that the transfer operator L1 associated to the time-one map
T1 has a spectral gap. However, the resolvent method we adapt from [30] gives us a
precise description of the spectrum of the generatorX of the semigroup of operators
Lt in a half-plane large enough to deduce exponential decay of correlations (see
Corollaries 3.6 and 3.10). The spaces H˜r,s,qp that we shall use are a modification
(see Subsection 2.2) of the spaces Hr,sp (s < 0 < r and 1 < p < ∞) of [6] for
piecewise hyperbolic maps (the spaces in [6] generalise earlier constructions in [5]
and [3], more directly related to standard Triebel spaces). In particular, the norm
is defined by taking a supremum over a class of admissible foliations (which are
compatible with the stable cones and satisfy some regularity property). The main
difference between Hr,sp and H˜
r,s,q
p , is due to the direction of the time that must be
added to the foliation class (leading to the additional regularity parameter q ≥ 0).
As a consequence the proof of the key Lemma 3.3 from [6] (invariance of the class of
admissible foliations under the action of the dynamics) had to be rewritten in full
detail, because a new phenomenon appears in continuous time (see Lemma C.2): We
get invariance only modulo precomposition by a perturbation ∆ limited to the flow
direction. This can be dealt with, up to a worsening of the regularity exponents
in the time direction (Lemma B.8). It follows that the “bounded” term in our
Lasota-Yorke bound (Lemma 3.1) is not really bounded. The “compact” term in
the Lasota–Yorke bound is not compact either, due to a loss of regularity in the flow
direction of a more elementary origin (see Lemma 4.1), which also played a part
in Liverani’s [30] proof. Like in [30], we may overcome these problems because we
work with the resolvent R(z) = ∫∞0 e−ztLt dt which involves integration along the
time direction. A price needs to be paid, in the form of a power of the imaginary
part of z in the estimates, see Lemma 3.4, and note that our Lasota-Yorke estimate
for the resolvent is Lemma 3.8. Another difference with respect to [6] is that we
need to decompose the time t, taking into account the Poincare´ maps and the
return times, so that the proof of the Lasota-Yorke estimate Lemma 3.1 needs to
be rewritten in full (the use of the Strichartz bound Lemma B.2 in the argument is
also a bit different). With respect to Liverani’s argument [30] for contact Anosov
flows, the key Dolgopyat estimate Lemma 6.1 (leading to Proposition 3.9) uses the
same idea of “averaging in the (un)stable direction” (see the definition of Aδ in
Section 5). The main nontrivial difference is that, to prove Lemma 6.1, instead of
the actual strong stable foliation W s used in [30], but which is only measurable in
the present setting, we work with “fake stable foliations” which lie in the stable
cones and belong to the kernel of the contact form. This is possible because the
arguments in [30, §6, App B] (in particular Lemma B.7 there) do not require the
fact that W s is the actual invariant foliation of the flow. What matters is that the
contact form α vanishes along the leaves of the fake stable foliation.
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This is why, although the contact assumption is not needed for smooth Anosov
flows in dimension three [20] since the foliation is C1 (by this we mean that the
tangent space to the leaves vary in a C1 manner), the contact assumption is essen-
tial in the present setting, where the foliation is only measurable. In fact, we show
in Appendix D that, locally, one can effectively approximate the unstable foliation
by a Lipschitz foliation, yet this alone does not suffice to apply Dolgopyat’s argu-
ment. The contact form is our leverage towards the lower bounds which yield the
“oscillatory integral”-type cancellations we need.
For smooth contact flows it is well-known [27, Thm 3.6] that ergodicity implies
mixing, and a similar result holds for two-dimensional dispersing billiards ([16, §6.9]
and references therein). Yet, we are not aware of such a general theorem for contact
systems with discontinuities, even though it is probably true. In any case, we do not
deduce mixing directly from ergodicity and the contact property: In our uniformly
hyperbolic setting it follows from the Dolgopyat estimate, Lemma 6.1, which gives
our stronger spectral/exponential mixing result. (Our proof is thus organised a bit
differently from [30], where mixing was given by [27, Thm 3.6].)
We emphasize also that Lemma 6.1 does not involve the anisotropic norms:
It is formulated as an upper bound on the supremum norm, with respect to the
supremum and H1∞ norms. We are able to exploit this upper bound by using the
fact that our spaces H˜r,0,0p (when s = 0 and q = 0) are isomorphic to the ordinary
Sobolev spacesHrp , and by using mollification operators (see Section 5), and Sobolev
embeddings. Finally, note that we restrict to the three-dimensional setting in this
work to simplify as much as possible the intricate estimate in Section 6. The other
arguments hold in general odd dimension d ≥ 3, and do not become shorter or
simpler for d = 3. We hope that the three-dimensional assumption limitation can
be removed (bunching, however, is necessary with the present technology, as in [6],
to prove invariance of admissible charts, see Appendix C).
The paper is organised as follows: Subsection 1.3 discusses a simple class of
examples to which our result applies. After introducing the anisotropic Banach
spaces in Section 2, we show in Section 3 how to reduce our theorem to Lasota-
Yorke estimates (Lemma 3.1) and Dolgopyat estimates (Proposition 3.9, which
hinges on Lemma 6.1). Lemma 3.1 is proved in Section 4. In Section 5 we study
mollification operators Mǫ, and stable-averaging operators Aδ. These operators
are used to reduce to Lemma 6.1, the bound in Section 6, which is the heart of
the paper. In Section 6, we follow the lines of [30, §5, §6], but we must take into
account the fact that our Banach spaces are different. Section 7 contains the proof
of Proposition 3.9. Finally Appendix A contains some useful facts about contact
flows and changes of coordinates, Appendices B and C detail several basic results
needed to construct and study our Banach spaces, and Appendices E and D contain
constructions fundamental for the arguments in Section 6.
We end this subsection by defining piecewise C2 cone hyperbolic flows and the
assumptions needed for our theorem.
Definition 1.2 (Cones in Rd). A k-dimensional cone in Rd, for an integer 1 ≤ k ≤
d − 1, is a closed subset C of Rd so that there exists a linear coordinate system
Rd−k × Rk and a maximal rank linear map A : Rk → Rd for which
(1.1) C = {(x, y) ∈ Rd−k × Rk | |x| ≤ |Ay|} .
In particular 2, a cone C has nonempty interior, it is invariant under scalar multipli-
cation, and its dimension is the maximal dimension of a vector subspace included
in C. If C is a k-dimensional cone in Rd and C′ is a k′-dimensional cone in Rd (not
2See [6, Def. 2.1] and the remark thereafter for a more general notion of cone and the corre-
sponding notion of transversality.
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necessarily for the same coordinate systems), we say that C and C′ are transversal
if C ∩C′ = {0}. We say that C(w) depends continuously on w if both the coordinate
system and the map A(w) depend continuously on w.
Note that in our main application to three dimensional flows, only one-dimensional
cones are needed.
Let M be a smooth d-dimensional compact manifold, with d = du + ds + 1, for
integers du ≥ 1, ds ≥ 1. Again, the reader only interested in the application to
three-dimensional flows can focus on visualising the case du = ds = 1. (It would
not shorten the exposition to restrict to that case.)
Definition 1.3 (Piecewise C2 cone hyperbolic flows). A measurable flow Tt : X0 →
X0 is a piecewise C
2 hyperbolic flow on a closed subset X0 of M if there exist
ǫ0 > 0 and finitely many codimension-one C
2 open hypersurfaces {Oi, i ∈ I} of M ,
uniformly transversal to the flow direction, and for each i ∈ I, there exists Ji ⊂ I
so that:
(0) For each j ∈ Ji there exists an open subset (in the sense of hypersurfaces)
Oi,j ⊂ Oi so that Oi = ∪j∈JiOi,j (modulo a zero Lebesgue measure set), this
union is disjoint, and each boundary ∂Oi,j is a finite union of codimension-two C
1
hypersurfaces. For each j ∈ Ji there exists a C2 real-valued and strictly positive
function τi,j defined on a neighbourhood O˜i,j of Oi,j (as hypersurfaces), so that
Tt(w) ∈ X0 , ∀w ∈ Oi,j , ∀t ∈ [0, τi,j(z)) , Tτi,j(w)(w) ∈ Oj , ∀w ∈ Oi,j ,
and, setting,
Bi,j = ∪z∈Oi,j ∪t∈[0,τi,j(z)) Tt(z) ,
the sets Bi,j , i ∈ I, j ∈ Ji (called “flow boxes”) are two by two disjoint, and
X0 = ∪i∈I ∪j∈Ji Bi,j (modulo a zero Lebesgue measure set).
For w ∈ Bi,j , we let z(w) ∈ Oi,j and t(w) ∈ (0, τi,j(z(w)) be such that
(1.2) w = Tt(w)(z(w)) .
Note that τi,j is the restriction to Oi,j of the first return time of Tt to the section
M0 := ∪kOk .
(1) For each j ∈ Ji there exists a neighbourhood B˜i,j of the closure of the flow
box Bi,j and a C
2 flow Ti,j,t defined in B˜i,j such that for each w ∈ Bi,j and every
t such that Tt(w) ∈ Bi,j we have Tt(w) = Ti,j,t(w). In addition, there exists a
neighbourhood Ôi,j in M of the closure of O˜i,j so that Tτi,j(w)(w) : Oi,j → Oj
extends to a C2 map Pi,j : Ôi,j → M , which is a diffeomorphism onto its image.
The C2 map
Pi,j := Pi,j|O˜i,j
restricted to Oi,j is the first return (Poincare´) map to the section M0.
(2) For each j ∈ Ji, there exist two continuous families C(u)i,j (w) and C(s)i,j (w)
of cones on Bi,j , where C(u)i,j (w) ⊂ TwM is du-dimensional, C(s)i,j (w) ⊂ TwM is
ds-dimensional, and, denoting the flow direction by flowdir(w) ⊂ TwM ,
C(u)i,j (w) ∩ C(s)i,j (w) = {0} , C(u)i,j (w) ∩ flowdir(w) = flowdir(w) ∩ C(s)i,j (w) = {0} ;
in addition, for any t00 > 0, there exist a smooth norm on TM and continuous
functions λi,j,u : Bi,j → (1,∞) and λi,j,s : Bi,j → (0, 1) such that, for each w ∈ Bij
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and each t ∈ (t00, τi,j(z(w)) − t(w)], letting (k, ℓ) be 3 such that Ti,j,t(w) ∈ Bk,ℓ,
we have
DTi,j,t(w)C(u)i,j (w) ⊂ C(u)k,ℓ (Ti,j,t(w)) and |DTi,j,t(w)v| ≥ λti,j,u(w)|v| ,
for all v ∈ C(u)i,j (w), and
DT−1i,j,t(Ti,j,t(w))C(s)k,ℓ (Ti,j,t(w)) ⊂ C(s)i,j (w) and |DT−1i,j,t(Ti,j,t(w))v| ≥ λ−ti,j,s(w)|v| ,
for all v ∈ C(s)k,ℓ(w).
We must still formulate the transversality and complexity conditions. We shall
do this at the level of the Poincare´ maps Pi,j .
For n ≥ 1, and i ∈ In+1, we let Pni = Pin−1in ◦ · · · ◦ Pi0i1 , which is defined on a
neighbourhood of Oi ⊂M0, where O(i0i1) = Oi0,i1 , and
(1.3) O(i0,...,in) = {z ∈ Oi0,i1 | Pi0i1(z) ∈ O(i1,...,in)} .
Conditions (0)-(1)-(2) imply that for each iterate of the Poincare´ map Pni , and
every z ∈ Oi, there exist weakest contraction and expansion constants λ(n)i,s (z) < 1
and λ
(n)
i,u (z) > 1, and a strongest expansion constant Λ
(n)
i,u (z) ≥ λ(n)i,u (z). We put
λs,n(z) = sup
i
λ
(n)
i,s (z) < 1 , λu,n(z) = infi
λ
(n)
i,u (z) > 1 .
We can now formulate the bunching condition on a piecewise C2 hyperbolic flow:
For some n ≥ 1
(1.4) sup
i∈In,z∈M0
(
λ
(n)
i,s (z)λ
(n)
i,u (z)
−1Λ
(n)
i,u (z)
)
< 1 .
(The bunching condition (1.4) is automatically satisfied if du = 1, which implies
that Λ
(n)
i,u (z)/λ
(n)
i,u (z) tends to 1 as n → ∞, uniformly.) If (1.4) holds for n, there
exists β > 0 so that
(1.5) sup
i∈In,z∈M0
(
(λ
(n)
i,s (z))
1−βλ
(n)
i,u (z)
−1(Λ
(n)
i,u (z))
1+β
)
< 1 .
(It is in fact the above condition (1.5) which appears in our argument.)
As is usual in piecewise hyperbolic settings (see e.g. [47]), we assume transver-
sality and subexponential complexity. In view of the transversality definition, it is
convenient to assume that the cone fields C(s)i,j do not depend on i and j, i.e., they
are continuous throughout (see [6] for an alternative definition of transversality in
the general case, and Remark 2.4 there) and we shall do so. (This allows us to use a
simplified definition of the norm (2.18), and is useful also in the proof of Lemma 3.4
below: Otherwise a further argument is needed since we cannot apply Strichartz’
result [41], [5] for q = 1, except if we have continuity at least in the time direction.)
Definition 1.4 (Transversality). Let Tt be a piecewise C
2 hyperbolic flow. We say
that the flow Tt satisfies the transversality condition if
• the cone fields C(s)i,j do not depend on i, j;
• each ∂Oi,j is a finite union of C1 hypersurfaces Ki,j,k, the image of each
of which by the Poincare´ map is transversal to the stable cone (i.e., for
all z ∈ Ki,j,k, the tangent space Tz(Pi,j(Ki,j,k)) contains a du-dimensional
subspace which intersects C(s)i only at 0).
3Note that either (k, ℓ) = (i, j), or t = τi,j(w) with Ti,j,t(w) ∈ Ok,ℓ for k = j and ℓ ∈ Jj .
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Definition 1.5 (Subexponential complexity). Let Tt be a piecewise C
2 hyperbolic
flow. For n ≥ 1 and i = (i0, . . . , in) ∈ In+1, set
Dbn = max
z∈M0
Card{i = (i0, . . . , in) | z ∈ Oi} ,
and
Den = max
z∈M0
Card{i = (i0, . . . , in) | z ∈ Pni (Oi)} .
We say that complexity is subexponential if
(1.6) lim sup
n→∞
1
n
ln(Den) = 0 and lim sup
n→∞
1
n
ln(Dbn) = 0 .
1.3. Examples. We present a simple example to which our main theorem applies.
Given M = T2 × R and τ ∈ L∞(M,R), we define the set X0 = {(x, y, z) ∈M :
(x, y) ∈ T2, z ∈ [0, τ(x, y)]}.
To define the dynamics we consider a piecewise C2 hyperbolic symplectic (with
respect to the symplectic form dx ∧ dy) map f : T2 → T2. Let τ : [0, 1]2 → R+.
Let {Oˆi} be the domains on T2 in which f is smooth and define Oi = {(x, y, z) ∈
M : (x, y) ∈ Oˆi, z = 0}, we assume that the Oi are simply connected and that f
has a C2 extension in a neighbourhood of each Oˆi.
We now define the flow on X0 by
Tt(x, y, z) = (x, y, z + t)
for all t ∈ [0, τ(x, y)− z), while
Tτ(x,y)−z(x, y, z) = (f(x, y), 0) = (f1(x, y), f2(x, y), 0) .
The contact form is the standard one: α = dz − ydx. In order to check that α is
preserved by the flow, we must ensure that the form does not change while going
through the roof. A direct computation shows that this is equivalent to requiring
∂xτ = y − f2(x, y)∂xf1(x, y) =: a ,
∂yτ = −f2(x, y)∂yf1(x, y) =: b .
By the symplecticity of f it follows that a dx + b dy is a closed form, and hence τ
is uniquely defined on each Oˆi apart from a constant. In particular, we can chose
such constants as to ensure that there exists τ− > 0 such that inf τ ≥ τ−. We
have thus a piecewise smooth contact flow. The sets Oi,j are defined in the obvious
way, and Pi,j = Tτ |Oi,j . If the map f is uniformly hyperbolic, then one can define
continuous cones Cˆui,j ⊂ R2 that are mapped strictly inside themselves by df and
such that each vector in them is expanded at least by some λ > 1. We can then
define the cones Cui,j(x, y, z) = {(η, ξ, ζ) ∈ R3 : (η, ξ) ∈ Cui,j(x, y), δ|ζ| ≤ ‖(η, ξ)‖}.
One can verify that this cone family is strictly invariant under the Poincare´ maps
and that the Poincare´ map is hyperbolic, provided δ is chosen small enough. The
transversality hypothesis is then satisfied by the flow if it is satisfied by the map f .
Next we provide an open set of examples in which this construction yields a flow
that satisfies all our hypotheses, many other similar examples can be constructed.
Consider the map f0 : T
2 → T2 defined by
f0(x, y) =
{
(x+ y, x2 +
3y
2 ) mod 1 for x ∈ [0, 1), y ∈ [0, 1− x]
(x+ y, x2 +
3y
2 − 12 ) mod 1 for x ∈ [0, 1), y ∈ (1− x, 1) .
Note that any cone of the type Ca = {(x, y) : |x − y| ≤ a|x + 2y|} is strictly
invariant. In particular Df0Ca ⊂ C a
4
.4 To prove hyperbolicity one can first define
the norm ‖(x, y, z)‖ = ‖(x, y)‖ + δ|ζ| under which Tt((x, y, z) is hyperbolic for
4The eigenvalues of the matrix are 2, 1
2
, for eigenvectors (1, 1) and (1,− 1
2
). One must write
the cone is such coordinates to have standard form used in Definition 1.3.
DECAY OF CORRELATIONS FOR PIECEWISE HYPERBOLIC FLOWS 9
t ≥ τ(x, y) − z, provided a, δ are small enough. Then one modifies the norm as to
distribute the expansion and contraction in the return map evenly between (x, y, 0)
and (x, y, τ(x, y)). The discontinuity manifold is given by {y = 1 − x}, while the
discontinuity line of the inverse map is {x = 0}. Note that the discontinuity is not
contained in the cone C1, while its image is contained in C1, thus, by defining the
Poincare´ map to be some higher power of f0, the transversality holds. Since such
properties are open, they hold also for all maps f = f0 ◦ φ, where φ : T2 → T2 is a
smooth symplectic map sufficiently close to the identity. For such maps, we have
thus both transversality and also subexponential complexity growth since we can
apply Theorem 2 of [35].
The only property left to check is ergodicity. This follows from the ergodicity of
f that can be proved by applying the Main Theorem in [32, section7].
Remark 1.6. Our original motivation was to understand billiard flows (in dimension
two, i.e., the flow acts on a three-dimensional manifold), let us explain now how
close we are to this goal: Sinai dispersive billiard flows are of course contact flows.
It follows from well-known results (see e.g. [16]) that the ergodicity, transversal-
ity, and subexponential complexity assumptions are satisfied for the flows of two-
dimensional Sinai dispersive billiards with finite horizon. Sinai billliards are piece-
wise cone hyperbolic (see [16], and also [32, Section 3], noting that our Poincare´
map Pij includes the contribution of what is called the “collision map” Γ there),
except for the requirement that the flow is smooth all the way to the boundary of
the domains Bij (billiards flows are smooth on the open domains, but their deriva-
tives blow up along some of the boundaries). This is a nontrivial difficulty, and
we hope that the tools being developed in [4] will allow to solve it eventually. It
should be remarked that some other natural examples suffer from the same “blowup
of derivatives along boundaries” problem that affects discrete and continuous-time
billiards, and hence do not fit in our framework: For example, consider a compact
connected manifold partitioned in regions Bi with nice boundaries. Put on each
region a different metric, all with strictly negative curvature, and consider the re-
sulting geodesic flow. Generically, there will be geodesics tangent to the boundaries
of the regions with non degenerate tangency. If we now consider a geodesic in Bi
tangent to the boundary between Bi and Bj , then there exists an ε-close geodesic
that will spend a time
√
ε in Bj , and this means that the derivative of the flow
at the boundary will be infinite, exactly as in the case of tangent collisions for
billiards. Thus our result does not applies to examples obtained as patchwork of
different geodesic flows, unless the cutting and pasting is done in the unitary tan-
gent bundle (rather than on the manifold), where one can easily construct regions
with boundaries uniformly transversal to the flow.
2. Definition of the Banach spaces Hr,s,qp (R)
Throughout the paper C# denotes a generic constant that may vary from line
to line.
Let β ∈ (0, 1) satisfy (1.5). For p ∈ (1,∞) and real numbers r, s, and q, we
shall introduce in Subsection 2.2 scales of Banach spaces Hr,s,qp (R) of (anisotropic)
distributions on M , supported in X0, and parametrised by β, p, r, s, q, and a
large zoom parameter R > 1, and auxiliary real parameters C0 > 1, C1 > 2C0.
When the meaning is clear, we write Hr,s,qp (R), or just H
r,s,q
p . Just like in [6],
the spaces will depend on the stable cones and5 on β. In Lemma 3.2, we prove
5See (C.1) in Appendix C for the use of β, which will also play a role later in the compact
embedding Lemma 3.2.
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that Hr,0,0p (R) is isomorphic to the usual Sobolev space H
r
p (X0) on X0 whenever
max(−β,−1 + 1/p) < r < 1/p.
2.1. Anisotropic spaces Hr,s,qp in R
d and the class F(z0, Cs) of local folia-
tions. In this subsection, we recall the anisotropic spaces Hr,s,qp in R
d (generalising
those used in [5] and [6]), and we define a class of cone admissible local foliations in
Rd with uniformly bounded C1 norms (in Lemma C.2 we show that this class is in-
variant under the action of the transfer operator). These are the two building blocks
we shall use in Subsection 2.2 to define our spaces of anisotropic distributions.
Let d = du + ds + 1 with ds ≥ 1 and du ≥ 1. (Once more, the reader is welcome
to concentrate on the case ds = du = 1.) We write x ∈ Rd as x = (xu, xs, x0) with
xu = (x1, . . . , xdu) , x
s = (xdu+1, . . . , xd−1) , x
0 = xd .
The subspaces {xu} × Rds × {x0} of Rd will be referred to as the stable leaves in
Rd, and the lines {(xu, xs)} × R1 are the flow directions in Rd. We say that a
diffeomorphism of Rd preserves stable leaves or flow directions if its derivative has
this property. For C > 0 and x ∈ Rd, let us write
B(x,C) = {y ∈ Rd | |yu − xu| ≤ C, |ys − xs| ≤ C, |y0 − x0| ≤ C} ,
B(xu, xs, C) = {y ∈ Rdu+ds | |yu − xu| ≤ C, |ys − xs| ≤ C} ,
B(xu, C) = {yu ∈ Rdu | |yu − xu| ≤ C} , B(xs, C) = {ys ∈ Rds | |ys − xs| ≤ C} .
We denote the Fourier transform in Rd by F. An element ξ of the dual space of
Rd will be written as ξ = (ξu, ξs, ξ0) with ξu ∈ Rdu , ξs ∈ Rds and ξ0 ∈ R.
The anisotropic Sobolev spaces Hr,s,qp = H
r,s,q
p (R
d) belong to a class of spaces
first studied by Triebel [42]:
Definition 2.1 (Sobolev spaces Hr,s,qp and H
r
p in R
d). For 1 < p < ∞, r, s, and
q ∈ R, let Hr,s,qp be the set of (tempered) distributions v in Rd such that
(2.1) ‖v‖Hr,s,qp :=
∥∥F−1(ar,s,qFv)∥∥Lp <∞ ,
where
(2.2) ar,s,q(ξ) = (1 + |ξu|2 + |ξs|2 + |ξ0|2)r/2(1 + |ξs|2)s/2(1 + |ξ0|2)q/2 .
We set Hrp = H
r,0,0
p .
Triebel proved that rapidly decaying C∞ functions are dense in each Hr,s,qp (see
e.g. [5, Lemma 18]). So we could equivalently define Hr,s,qp to be the closure of
rapidly decaying C∞ functions for the norm (2.1). Triebel also obtained complex
interpolation results which apply to the spaces Hr,s,qp , see [5, Lemma 18]. Section
3.1 of [5] contains reminders about complex interpolation and references (such as
[10] and [43]). In particular, if B1 and B2 are two Banach spaces forming a com-
patible couple [10, §2.3] and 0 < θ < 1 is real then [B1,B2]θ denotes their complex
interpolation [10, §4.1]. In Appendix B, we adapt the results in [6, Section 4] on
the anisotropic spaces used there to our current setting.
We next move to the definition of the cone-admissible foliations (also called
admissible charts). We shall work with local foliations indexed by points m in
appropriate finite subsets of Rd (the sets will be introduced in Section 2.2). We
view β ∈ (0, 1] as fixed, satisfying (1.5), while the constants C0 > 1 and C1 > 2C0
will be chosen later in Lemma C.2 (see also the quantifiers for the estimate (4.3) in
the proof of the Lasota-Yorke-type bound Lemma 3.1). These constants play the
following role: If C0 is large, then the admissible foliation covers a large domain; if
C1 is large, then the leaves of the foliation are almost parallel. (We use the notation
F(m, Cs, β, C0, C1) introduced in [6], despite the fact that the spaces are slightly
different in view of the additional time direction.)
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Definition 2.2 (Sets F(m, Cs, β, C0, C1) of cone-admissible foliations). Let Cs be
a ds-dimensional cone in R
d, transversal to Rdu × {0} × R, let β ∈ (0, 1), let
1 < C0 < C1/2, and let m = (m
u,ms,m0) ∈ Rd. Then F(m, Cs, β, C0, C1) is the
set of maps
φ = φF : B(m,C0)→ Rd , φF (xu, xs, x0) = (F (xu, xs), xs, F˜ (xu, xs, x0)) ,
where F : B(mu,ms, C0)→ Rdu and F˜ : B(m,C0)→ R are C1, with F (xu,ms) =
xu, ∀|xu| ≤ C0, F˜ (xu,ms, x0) = x0, ∀|x0| ≤ C0, ∀|xu| ≤ C0,
(∂xsF (x)v, v, ∂xs F˜ (x)v) ∈ Cs, ∀v ∈ Rds , ∀x ∈ B(mu,ms,m0, C0) ,
and for all (xu, xs, x0), (yu, ys, y0) ∈ B(mu,ms, C0), on the one hand
(2.3) |DF (xu, xs)−DF (xu, ys)| ≤ |x
s − ys|
C1
,
(2.4) |DF (xu, xs)−DF (yu, xs)| ≤ |x
u − yu|β
C1
,
and
(2.5)
|DF (xu, xs)−DF (xu, ys)−DF (yu, xs) +DF (yu, ys)| ≤ |x
s − ys|1−β |xu − yu|β
C1
,
and on the other hand,
(2.6) ∂x0F˜ (x
u, xs, x0) ≡ 1 ,
where, writing F˜ (xu, xs, x0) = x0 + f˜(xu, xs)
(2.7) |Df˜(xu, xs)−Df˜(xu, ys)| ≤ |x
s − ys|
C1
.
One easily proves that the set F(m, Cs, β, C0, C1) is large, adapting the argument
in [6], below Definition 2.8 there. We refer to [6, Remarks 2.10 and 2.11] for
comments on the conditions (2.3), (2.4) and (2.5), in particular, why they are
natural in view of the graph transform argument used in the proof of Lemma C.2.
The fact that F does not depend on x0 is useful e.g. in Lemma 3.4. The
smoothness condition on f˜ is new with respect to [6]. Beware that we shall need
to use Lemma B.8 below because of Step 2 in the proof of Lemma C.2, but that
Steps 4–5 of the same proof imply that we cannot force F˜ (xu, xs, x0) = f(x0) in
general (which is intuitively clear: otherwise, all stable leaves would lie in planes
x0 =constant, which means that the ceiling times are cohomologous to a constant,
a situation we do not allow).
The following lemma will justify our “foliation” terminology: The graphs
{(F (xu, xs), xs, F˜ (xu, xs, x0)), xs ∈ B(ms, C0)} , xu ∈ B(mu, C0) , x0 ∈ B(m0, C0) ,
form a partition of a neighbourhood of m of size of the order C0
6, into sets whose
(ds-dimensional) tangent space is everywhere contained in Cs. The maps F , F˜
thus define a local foliation, and the map φF is a diffeomorphism straightening this
foliation, i.e., the leaves of the foliation are the images of the stable leaves of Rd
under the map φF . (The conditions in the definition imply that the local foliation
defined by F , F˜ is C1+Lip along the stable leaves.) Note that the image of a flow
direction by φF is again a flow direction, parametrised at constant unit speed.
6Through the R-zoomed charts to be introduced in Section 2.2, this will correspond to a
neighbourhood of size of the order C0/R in the manifold.
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Lemma 2.3 (Admissible foliations are C1+β foliations). Let Cs be a ds-dimensio-
nal cone which is transversal to Rdu × {0} × R. Then there exists a constant
C# depending only on Cs such that, for any 1 < C0 < C1/2, and any φF ∈
F(m, Cs, β, C0, C1), the map φF is a diffeomorphism onto its image with
‖DφF ‖Cβ ≤ C# and
∥∥Dφ−1F ∥∥Cβ ≤ C# .
Moreover, φF (B(m,C0)) contains B(m,C
−1
# C0).
The proof of Lemma 2.3 does not require (2.5).
Proof. Lemma 2.3 can be proved like [6, Lemma 2.9], using [6, Appendix A.1]. We
just explain how to show that the C1 norm of F is uniformly bounded (the argument
for F˜ is similar, using that Cs is transversal to {0}×{0}×R and (2.7)): First, ∂xsF
is bounded since the cone Cs is transversal to Rdu+1 × {0}. Next, F (xu,ms) = xu,
so that ∂xuF (x
u,ms) = id, hence
(2.8) |∂xuF (xu, xs)− id| = |∂xuF (xu, xs)−∂xuF (xu,ms)| ≤ |x
s −ms|
C1
≤ C0
C1
< 1 .
Finally, estimate (2.8) implies that DF is everywhere invertible, and its inverse has
uniformly bounded norm. 
2.2. Spaces of distributions. In this subsection, we introduce appropriate C2
coordinate patches κi,j,ℓ = κζ on the manifold and cones Csi,j in Rd (recall that the
flow is piecewise C2). Combining them with admissible charts in suitable families
F(m, Cs, β, C0, C1) we glue together the local spaces Hr,s,qp via a partition of unity,
and, zooming by a large factor R, we define the space Hr,s,qp (R) of distributions.
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Definition 2.4. An extended cone C is a set of four closed cones (Cs, Cs0 , Cu, Cu0 ) in
Rd such that:
Cs ∩ Cu = {0}; Cs ∩ ({0} × {0} × R) = Cu ∩ ({0} × {0} × R) = {0}.
Cs0 is ds-dimensional and contains {0} × Rds × {0},
Cu0 is du-dimensional and contains Rdu × {0} × {0};
Cs0 \ {0} is contained in the interior of Cs, Cu0 \ {0} is contained in the interior of Cu.
Given two extended cones C and C˜, we say that an invertible matrix A : Rd → Rd
sends C to C˜ compactly if ACu is contained in C˜u0 , and A−1C˜s is contained in Cs0 .
For all i ∈ I and j ∈ Ji, we fix once and for all a finite number of open sets
Ui,j,ℓ,0 ofM , for ℓ ∈ Ni,j , covering Bi,j , and included in the open neighbourhood of
Bi,j where the stable and unstable cones extend continuously (recall Definition 1.3).
Let also κi,j,ℓ : Ui,j,ℓ,0 → Rd, for i ∈ I, j ∈ Ji, and ℓ ∈ Ni,j , be a finite family of
C2 charts mapping flow orbits to flow directions, i.e., for each τ , each (z, t) with
z ∈ O˜i,j and each t in a neighbourhood of [0, τi,j(z)− τ ] (given by Definition 1.3)
so that Ti,j,τ (z, t) ∈ Ui,j,ℓ,0
∃(xu, xs)(z) ∈ Rd−1 , s.t. κi,j,ℓ(Ti,j,τ (z, t)) = (xu(z), xs(z), 0) + (0, 0, τ + t) ,
(2.9)
(where the function (xu, xs)(·) is C2, recalling (2) in Definition 1.3), and so that
the images of the cones C(s)i,j and C(u)i,j satisfy
{0} × Rds × {0} ⊂ Dκi,j,ℓ(w)C(s)i,j (w) , Rdu × {0} × {0} ⊂ Dκi,j,ℓ(w)C(u)i,j (w) , ∀w .
(2.10)
We shall take as “standard” contact form in Rd the following one form
(2.11) α0 = dx
0 − xsdxu .
7This is a modification of the space Hr,sp in [6].
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We require in addition that each chart κi,j,ℓ is Darboux (see [45, §2]), i.e., it satisfies
(2.12) κ∗i,j,ℓ(α) = α0 .
(Condition (2.12) is used to study the averaging operator Aδ in Section 5.)
Finally, for any fixed small t00 > 0, and each i ∈ I, j ∈ Ji, let Ci,j,ℓ be extended
cones in Rd such that, for every t ≥ t00 and each x ∈ Rd so that κi′,j′,ℓ′ ◦Tt◦κ−1i,j,ℓ(x)
is defined,
(2.13) D(κi′,j′,ℓ′ ◦ Tt ◦ κ−1i,j,ℓ)x sends Ci,j,ℓ to Ci′,j′,ℓ′ compactly.
Such charts and cones exist, as we explain now. Since the flow is hyperbolic
(recall (2) in Definition 1.3) and the image of the unstable cone is included in
the unstable cone, small enlargements of the unstable cones are sent strictly into
themselves by the map Tt for any t ≥ t00 (and similarly for the stable cones). Since
Tt is the Reeb flow of α, we can assume that the same charts satisfy (2.12) (see
[45, p. 1496 and §2]), and Appendix A). Therefore, if one considers charts with
small enough supports satisfying (2.9), (2.10), and (2.12), locally constant cones
Csi,j,ℓ, Cui,j,ℓ slightly larger than the cones Dκi,j,ℓ(w)C(s)i,j (w), Dκi,j,ℓ(w)C(u)i,j (w), and
finally slightly smaller cones Csi,j,ℓ,0, Cui,j,ℓ,0, they satisfy the previous requirements.
We also fix open sets Ui,j,ℓ,1 covering X0 such that Ui,j,ℓ,1 ⊂ Ui,j,ℓ,0, and we let
Vi,j,ℓ,k = κi,j,ℓ(Ui,j,ℓ,k), k = 0, 1.
The spaces of distributions will depend on a large “zoom” parameter R ≥ 1: If
R ≥ 1 and W is a subset of Rd, denote by WR the set {R · z | z ∈ W}. Let also
κRi,j,ℓ(w) = Rκi,j,ℓ(w), so that κ
R
i,j,ℓ(Ui,j,ℓ,k) = V
R
i,j,ℓ,k. Let
(2.14) Zi,j,ℓ(R) = {m ∈ V Ri,j,ℓ,0 ∩ Zd | B(m,C0) ∩ V Ri,j,ℓ,1 6= ∅} ,
and
(2.15) Z(R) = {(i, j, ℓ,m) | i ∈ I, j ∈ Ji, ℓ ∈ Ni,j ,m ∈ Zi,j,ℓ(R)} .
To ζ = (i, j, ℓ,m) ∈ Z(R) is associated the point wζ := (κRi,j,ℓ)−1(m) of M .
These are the points around which we shall construct local foliations, as follows.
Let us first introduce useful notations: We write, for ζ = (i, j, ℓ,m) ∈ Z(R),
(2.16)
Oζ = Oi,j , Bζ = Bi,j , Uζ,k = Ui,j,ℓ,k , k = 0, 1 , κ
R
ζ = κ
R
i,j,ℓ and Cζ = Ci,j,ℓ .
These are respectively the partition set, the chart and the extended cone that we
use around wζ . Let us fix some constants C0 > 1 and C1 > 2C0. If R is large
enough, say R ≥ R0(C0, C1), then, for any ζ = (i, j, ℓ,m) ∈ Z(R) and any chart
φζ ∈ F(m, Csζ , β, C0, C1), we have φζ(B(m,C0)) ⊂ V Ri,j,ℓ,0. For ζ = (i, j, ℓ,m) ∈
Z(R), we can therefore consider the set of charts (R, C0 and C1 do not appear in
the notation for the sake of brevity)
(2.17) F(ζ) := {Φζ = (κRζ )−1 ◦ φζ : B(m,C0)→M , φζ ∈ F(m, Csζ , β, C0, C1)} .
The image under a chart Φζ ∈ F(ζ) of the stable foliation in Rd is a local foliation
around the point wζ , whose tangent space is everywhere contained in (Dκ
R
ζ )
−1(Csζ ).
This set is almost contained in the stable cone C(s)i (wζ), by our choice of charts κi,j,ℓ
and extended cones Ci,j,ℓ.
Let us fix once and for all a C∞ function8 ρ : Rd → [0, 1] such that
ρ(z) = 0 if |z| ≥ d and
∑
m∈Zd
ρ(z −m) = 1 .
For ζ = (i, j, ℓ,m) ∈ Z(R), let ρm(z) = ρ(z −m), and
ρζ := ρζ(R) = ρm ◦ κRζ :M → [0, 1] .
8Such a function exists since the balls of radius d centered at points in Zd cover Rd.
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Since ρm is compactly supported in κ
R
i,j,ℓ(Ui,j,ℓ,0) if m ∈ Zi,j,ℓ(R) (and R is large
enough, depending on d), the above expression is well-defined. This gives a partition
of unity in the following sense:∑
m∈Zi,j,ℓ(R)
ρi,j,ℓ,m(w) = 1 , ∀w ∈ Ui,j,ℓ,1 , ρi,j,ℓ,m(w) = 0 , ∀w /∈ Ui,j,ℓ,0 .
Our choices ensure that the intersection multiplicity of this partition of unity is
bounded, uniformly in R, i.e., for any point w, the number of functions such that
ρζ(w) 6= 0 is bounded independently of R.
The space we shall consider depends in an essential way on the parameters p, r,
s, and q. It will also depend, in an inessential way, on the choices we have made
(i.e., the reference charts κi,j,ℓ, the extended cones Ci,j,ℓ, the constants C0 and
C1, the function ρ, and R ≥ R0(C0, C1)): Different choices would lead to different
spaces, but all such spaces share the same features.
Definition 2.5 (Spaces Hr,s,qp (R,C0, C1) of distributions on M). Let 1 < p <∞,
r, s, q ∈ R, let 1 < C0 < C1/2, and let R ≥ R0(C0, C1). For any system of charts
Φ = {Φζ ∈ F(ζ) | ζ ∈ Z(R)}, let for ψ ∈ L∞(X0)
(2.18) ‖ψ‖Φ =
 ∑
ζ∈Z(R)
‖(ρζ(R)ψ) ◦ Φζ‖pHr,s,qp
1/p ,
and put ‖ψ‖Hr,s,qp (R,C0,C1) = supΦ ‖ψ‖Φ, the supremum ranging over all such sys-
tems of charts Φ.
The space Hr,s,qp (R,C0, C1) is the closure, for the norm ‖ψ‖Hr,s,qp (R,C0,C1), of
{ψ ∈ L∞(X0) : ‖ψ‖Hr,s,qp (R,C0,C1) <∞}.
Recall that our assumption from Definition 1.4 implies that the cones are continu-
ous, this is why we replace (ρζ(R)·1Bζψ)◦Φζ in the definition of [6] by (ρζ(R)·ψ)◦Φζ .
Remark 2.6. In general, Hr,s,qp (R,C0, C1) is not isomorphic to a Triebel space
Hr,s,qp (X0). However, Lemma 3.2 implies that the Sobolev space H
σ
p (X0) is iso-
morphic with the Banach space Hσ,0,0p (R,C0, C1) if max(−β,−1+1/p) < σ < 1/p,
and that Hσ,0,0p (R,C0, C1) ⊂ Hr,s,qp (R,C0, C1) if s ≤ 0, q ≤ 0 and r ≤ σ.
3. Reduction of the theorem to Dolgopyat-like estimates
For each t ∈ R we define an operator on L∞(X0) by setting
Lt(ψ) = ψ ◦ T−t .
For β ∈ (0, 1) satisfying (1.5), p ∈ (1,∞), and real numbers r, s, and q, we in-
troduced in Subsection 2.2 a space Hr,s,qp (R) of (anisotropic) distributions on M ,
supported in X0. Since L
∞(X0) is dense in H
r,s,q
p (R), it makes sense to talk about
the extension of Lt to the Banach space Hr,s,qp . In Section 4, adapting the bounds
in [6], we prove:
Lemma 3.1 (Lasota-Yorke type estimate). Let Tt be a piecewise C
2 hyperbolic
flow satisfying transversality (Definition 1.4) and Let β ∈ (0, 1) satisfy (1.5). Fix
ǫ > 0. Then, for all large enough C0 and C1, for all 1 < p < ∞, all real numbers
s, s′, and r, r′ satisfying
−1 + 1/p < s′ < s < 0 ≤ r′ < r < 1/p , −β < r + s < 0 ,(3.1)
all q ≥ 0 satisfying
(3.2) (1 + q/r)(r − s) <
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and
1/p− 1 < s(1 + q
r
) ≤0 ≤ r(1 + q
r
) < 1/p .(3.3)
there exist C# > 1 (independent of C1 and C0), t0, τ˜ > 0, and A0 ≥ 0, so that for
any t ≥ t0 there exists R(t) so that for all R ≥ R(t)
(3.4) ‖Lt(ψ)‖Hr,s,qp (R) ≤ C#eA0t‖ψ‖Hr,s,qp (R) ,
and
‖Lt(ψ)‖Hr,s,qp (R) ≤ C#λt‖ψ‖Hr,s,q+r−sp (R)(3.5)
+ C#R
2(r−r′+s−s′)eA0t‖ψ‖
Hr
′,s′,q+2r−r′−s
p (R)
,
where
λ := (1 + ǫ)1/τ˜ [(De⌈t/τ˜⌉)
(p−1)/p(Db⌈t/τ˜⌉)
1/p‖max(λ−ru,⌈t/τ˜⌉, λ−(r+s)s,⌈t/τ˜⌉ )‖L∞ ]1/⌈t⌉ .
Throughout, C# denotes a constant (which can vary from line to line) depending
on r, s, q, p, r′, q′, and the dynamics, possibly on C0, but not on C1 or R, not
on the iterate t, and not on the parameter z = a + ib of the resolvent R(z) to be
introduced soon.
Let t0 be as in Lemma 3.1, and set
(3.6) ‖ψ‖H˜r,s,qp (R) = sup
t∈[0,t0]
‖Lt(ψ)‖Hr,s,qp (R) .
We get as an easy corollary of (3.4) that there exists A ≥ A0 so that for all large
enough C1 and R and all t ≥ 0
(3.7) ‖Lt(ψ)‖H˜r,s,qp (R) ≤ C#eAt‖ψ‖H˜r,s,qp (R) .
(It is not clear in general that Lt is bounded for small t < t0, for the normHr,s,qp (R).
It seems that it is necessary in particular to find charts so that the changes of charts
preserve stable leaves.) The bounds (3.7) and (3.5) imply that if q = 2r − r′ − s
satisfies (3.2) then for every t > 0
‖Lt(ψ)‖H˜r,s,qp (R) ≤(3.8)
Ct0#λ
t‖ψ‖H˜r,s,q+r−sp (R) + C#R2(r−r
′+s−s′)eAt‖ψ‖
H˜r
′,s′,q+2r−r′−s
p (R)
.
For r, s, q, p and R as in Lemma 3.1, we define H˜r,s,qp (R) to be the closure of
9
(3.9) {Lt(ψ) | ψ ∈ C1(X0) , t ≥ 0 , ‖ψ‖H˜r,s,qp (R) <∞}
for the norm ‖ψ‖H˜r,s,qp (R), setting also H˜ = H˜r,s,0p (R) and ‖ · ‖ = ‖ · ‖H˜. Note that
H˜ is not included in H˜r
′,s′,2r−r′−s
p (R), and H˜ is not included in H˜
r,s,r−s
p (R) (a
fortiori there is no compact embedding). Therefore, the inequality (3.5) does not
give a “true” Lasota-Yorke inequality. Like in [30], we shall overcome this problem
by working with the resolvent R(z) (there is a difference with [30] here: even the
“bounded term” of our Lasota-Yorke inequality is unbounded!).
For 1 < p <∞ and σ ∈ R, denote by Hσp (M) the standard (generalised) Sobolev
space on M and set 10
Hσp (X0) = {ψ ∈ Hσp (M) | support (ψ) ⊂ X0} ,
9In [6], we took the closure of L∞(X0) in the analogous definition. The present definition is
adapted in particular for (3.12).
10For max(−β,−1 + 1/p) < σ < 1/p, Corollary 4.2 implies that Hσp (X0) coincides with the
“Whitney” definition, i.e., the restriction to X0 of elements in Hσp (M); beware however that if
σ ≥ 1 then, for example, 1X0 /∈ H
σ
p (X0).
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endowed with the Hσp (M)-norm. We put L
p(X0) = H
0
p (X0), also for p = ∞. We
have the following embedding and compact embedding properties 11:
Lemma 3.2 (Bounded and compact embeddings). Let 1 < p < ∞. Then for
all max(−β,−1 + 1/p) < σ < 1/p, the Banach space Hσp (X0) is isomorphic with
Hσ,0,0p (R) and with H˜
σ,0,0
p (R).
If r′ ≤ r, s′ ≤ s, and q′ ≤ q we have the following continuous inclusions
(3.10) H˜r,s,qp (R) ⊂ H˜r
′,s′,q′
p (R) , H˜
r,s,q
p (R) ⊂ H˜r−|s|−|q|,0,0p (R) ,
(and similarly for Hr,s,qp (R)). If
max(−β, r′) < r − |s| ,
the following inclusion is compact
(3.11) H˜r,s,0p (R) ⊂ H˜r
′,0,0
p (R) .
Proof of Lemma 3.2. We fix R, C0, C1. (For fixed R, the sum in (2.18) involves a
uniformly bounded number of terms.)
The continuous embedding claims (3.10) follow from the definitions and proper-
ties of Triebel spaces, taking the supremum over all admissible charts (for example,
since Hr,s,qp (R
d) is included in H
r−|s|−|q|
p (Rd), it follows by taking the supremum
over the admissible charts that Hr,s,qp is included in H
r−|s|−|q|,0,0
p ). We thus only
need to prove the compact embedding statement and the relation with Sobolev
spaces.
Fix s ≤ 0 ≤ r, q, and r0 < r, with r0 − |s| − |q| > −β. For any admissible charts
φ1, φ2 ∈ F(ζ) for some ζ (recall (2.17)), the change of coordinates φ2 ◦ φ−11 is C1
and has a (uniformly) Cβ Jacobian. Since r − |s| − |q| > −β, it follows from the
functional analytic preliminary in [6, Lemma 4.4] (which requires Lemma B.1 for
β˜ = β) that changing the system Φ of charts in the definition of the Hσ,0,0p -norm
gives equivalent norms. Hence, Hσ,0,0p is isomorphic to the Sobolev space H
σ
p (X0).
To prove that ‖ψ‖H˜σ,0,0p (R) ≤ C#‖ψ‖Hσ,0,0p (R), it suffices to apply (4.22) and
the definition. For the converse bound, ‖ψ‖Hσ,0,0p (R) ≤ ‖ψ‖H˜σ,0,0p (R) just use the
definition and L0(ψ) = ψ.
To prove the compact embedding statement (3.11), we use H˜r,s,0p ⊂ Hr−|s|,0,0p
and that the inclusion H
r−|s|
p (X0) ⊂ Hr′p (X0) is compact since r′ < r − |s| and X0
is compact (see e.g. [3, Lemma 2.2]). 
Clearly, L0 is the identity and Lt′ ◦ Lt = Lt′+t for all t, t′ ∈ R+. We claim that
for any fixed ψ ∈ H˜r,s,0p
(3.12) lim
t↓0
Lt(ψ) = ψ .
Indeed, by the definition, in particular (3.9), we can approach any ψ in H˜r,s,0p by a
sequence, Ltn(ψn) with ψn ∈ C1 and tn ≥ 0. Then we write
Lt(ψ)− ψ = Lt(ψ − Ltnψn)− Ltn(Lt(ψn)− ψn) + (Ltnψn − ψ) .
Recall (3.7). The first and last term in the right-hand-side above tend to zero in H˜
as n→∞, uniformly in 0 ≤ t ≤ 1. Then, using the bounded inclusion H1p (X0) ⊂ H˜
from Lemma 3.2,
‖Ltn(Lt(ψn)− ψn)‖ ≤ CeAtn‖Lt(ψn)− ψn‖H1p(X0) ,
11 The proof requires the Jacobian of the charts in Definition 2.2 to be β-Ho¨lder.
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so that it suffices to see that limt↓0 ‖Ltψ − ψ‖H1p(X0) = 0 for any C1 function ψ.
Now this is easy to check, because for any fixed small t, the flow Tt is C
2 except
on a set of Lebesgue measure zero. By [17, Prop 1.18] it follows that the map
(t, ψ) 7→ Lt(ψ) is jointly continuous on R+ × H˜r,s,0p .
In particular, Lt acting on H˜ is a one parameter semigroup, and we can define
its infinitesimal generator X by
X(ψ) = lim
t↓0
Lt(ψ)− ψ
t
,
the domain of X being the set of ψ for which the limit exists.
Using Lemma 3.2 to get Hσp (X0) ⊂ H˜ boundedly for any σ ≥ r (we take σ < 1),
and since a piecewise C2 flow is C2 except on a set of Lebesgue measure 0, it is
not difficult to see that C2(X0) is included in the domain of X . A priori, X is
not a bounded operator on H˜, but it is closed (see e.g. [17]). For z not in the
spectrum of X (i.e., so that z −X is invertible from the domain D(X) of X to H˜,
or, equivalently, bijective from D(X) to H˜), we shall consider the resolvent
R(z) = (z −X)−1 ,
which is a bounded operator. For z ∈ C with ℜz > A, classical results [17] imply
(3.13) R(z)(ψ) =
∫ ∞
0
e−ztLt(ψ) dt .
Remark 3.3. We will deduce below from the ergodicity and contact assumptions
that Lt does not have any eigenvalue of modulus strictly larger than 1 on H˜, and
that its only eigenvalue of modulus 1 is the simple eigenvalue corresponding to the
fixed point ψ ≡ 1. However, since we do not know if the essential spectral radius
of Lt is strictly smaller than 1, we cannot deduce from this eigenvalue control that
A = 0. We shall overcome this problem by working with the resolvent R(z).
The following lemma, together with the compact embeddings from Lemma 3.2,
will allow us to deduce from Lemma 3.1 a bound on the essential spectral radius of
R(z) (Lemma 3.5). In Section 7, Lemma 3.4 will also be used with the Dolgopyat
bound to obtain the key estimate, Proposition 3.9, on the resolvent.
Lemma 3.4 (R(z) improves regularity in the flow direction). Fix 1 < p < ∞,
s < 0 < r, and q ≥ 0 as in Lemma 3.1. Then for any q′ ≥ q there exists C# > 0
so that for each z = a+ ib ∈ C with a > A, |b| ≥ 1
‖R(z)(ψ)‖
H˜r,s,q
′
p (R)
≤ C#
(
1 +
|z|
R
)q′−q( 1
a−A + 1
)‖ψ‖H˜r,s,qp (R) .(3.14)
Proof. We first check that for any q = q′ ≥ 0 satisfying (3.2),
(3.15) ‖R(z)(ψ)‖H˜r,s,qp ≤
C#
a−A‖ψ‖H˜r,s,qp .
This is a simple computation, using (3.7):
‖R(z)(ψ)‖H˜r,s,qp ≤
∫ ∞
0
e−at‖Ltψ‖H˜r,s,qp dt ≤ C
∫ ∞
0
e−(a−A)t‖ψ‖H˜r,s,qp dt ≤ C
‖ψ‖
a−A ,
just note that
∫∞
0 e
−u du = 1.
To show the claim for q′ > q, we shall use the easily proved fact that
(3.16) ∂t(R(z)(ψ)) ◦ Lt|t=t1 = z
(R(z)(Lt1(ψ))) − Lt1(ψ) ∀t1 ∈ R+ .
The rest of the proof uses the Triebel norms and the admissible charts defined in
Section 2, as well as interpolation tricks presented in Section 5, and is postponed
to Subsection 5.3. 
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Using Lemma 3.1, following the arguments of [30, §2], and simplifying the argu-
ment in [30, §4], we next estimate the essential spectral radius of R(z):
Lemma 3.5 (Essential spectral radius of R(z)). In the setting of Lemma 3.1,
assume that −β < r + s and in addition that complexity is subexponential so that,
up to choosing a larger t0, we have λ < 1.
Then, for each space H˜r,s,0p (R) so that (3.4) and (3.8) hold for some A0 ≤ A,
and for each z ∈ C with a = ℜz > A, the operator R(z) on H˜r,s,0p (R) has essential
spectral radius bounded by (a+ ln(1/λ))−1.
Proof. By induction, one gets from (3.13) that if ℜz > A then (see [17, §2])
(3.17) R(z)n(ψ) = 1
(n− 1)!
∫ ∞
0
tn−1e−ztLt(ψ) dt .
From (3.17) and the consequence (3.8) of Lemma 3.1, we obtain for all large enough
C0, C1, and R a constant C# so that, for all a > A, n ≥ 0 and ψ ∈ H˜, writing
z = a+ ib
‖R(z)n+1(ψ)‖ ≤ C#
∫ ∞
0
tn−1
(n− 1)!
(
e−t(a+ln(λ
−1))(‖R(z)(ψ)‖H˜r,s,r−sp(3.18)
+ e−t(a−A)‖R(z)(ψ)‖
H˜r
′,s′,2r−r′−s
p
)
)
dt
≤ C#
(‖R(z)(ψ)‖H˜r,s,r−sp
(a+ ln(1/λ))n
+
‖R(z)(ψ)‖
H˜r
′,s′,2r−r′−s
p
(a−A)n
)
.
Lemma 3.4 applied to s′ < s, −β < r′ < s+ s′ and q = 2r − r′ − s implies that
‖R(a+ ib)(ψ)‖
H˜r
′,s′,2r−r′−s
p
≤ C#
( |z|
R
+ 1
)2r−r′−s−s′(
1
a−A + 1
)
‖ψ‖
H˜r
′,s′,0
p
,
and applied to r, s and q = r − s gives
‖R(a+ ib)(ψ)‖H˜r,s,r−sp ≤ C#
( |z|
R
+ 1
)r−s(
1
a− A + 1
)
‖ψ‖H˜r,s,0p .
Since s′ ≤ 0, Lemma 3.2 gives
‖ψ‖
H˜r
′,s′,0
p (R)
≤ C#‖ψ‖H˜r′,0,0p (R) ≤ C#‖ψ‖Hr′p (X0) .
To prove the bound on the essential spectral radius, take a high enough iterate n,
depending on |z|/R and on r, r′, s, and use that H˜r,s,0p ⊂ H˜r−|s|,0,0p and that the
inclusion H˜
r−|s|,0,0
p ⊂ Hr′p (X0) is compact by (3.11) in Lemma 3.2 since r′ < s <
r − |s| and −β < r − |s| = r + s. (We use Hennion’s theorem [25].) 
It will next be easy to bound the spectral radius of R(z):
Lemma 3.6 (Spectral radius of R(z)). Under the assumptions of Lemma 3.5, for
each z ∈ C with a = ℜz > A, the operator R(z) on H˜r,s,0p has spectral radius
bounded by a−1. In addition, if there exists ψ ∈ H˜r,s,0p and ρ ∈ C, |ρ| = a−1, such
that R(z)(ψ) = ρψ, then ψ ∈ L∞. Conversely, if there exists ψ ∈ L1 and |ρ| = a−1,
such that R(z)(ψ) = ρψ,12 then ψ ∈ H˜r,s,0p ∩ L∞.
Proof. Lemma 3.5 implies that the spectrum of R(z) outside of the disk {|ρ| ≤
(a + ln(1/λ))−1}, for ℜz = a > A, consists only of isolated eigenvalues of finite
multiplicity. Let us assume that there is a unique maximal eigenvalue ρ(z) (the case
of finitely many maximal eigenvalues is treated in exactly the same way, apart for
12Remember that R(z) is a well-defined operator both on L∞ and L1, abusing notation we
use the same name for the operator defined on different spaces.
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the necessity of a heavier notation). If |ρ(z)| ≥ a−1 then by spectral decomposition,
[26], we can write
R(z) = ρ(z)Π(z) +N(z) +Q(z) ,
where13 Π, N,Q commute and ΠQ = NQ = 0; Π, N are finite rank, Π2 = Π,
ΠN = N , and, if N 6= 0, there exists d(z) ∈ N such that N(z)d(z)+1 = 0 while
N(z)d(z) 6= 0. In addition there exist C(z) > 0, ρ0(z) < ρ(z) such that ‖Qn(z)‖ ≤
C(z)ρ0(z)
n. Note that14
lim
n→∞
1
nd+1
n−1∑
k=0
ρ−kR(z)k = lim
n→∞
1
nd+1
n−1∑
k=0
 d∑
j=0
(
k
j
)
ρ−jΠN j +O(ρ−kρk0)

= CdN
d ,
for some appropriate constant Cd > 0.
In the following, we will use two properties of H˜r,s,0p : There exists a set D ⊂
L∞(X0) that is dense in H˜
r,s,0
p (see (3.9) and remember that Lt is a contraction in
L∞); if ψ ∈ H˜r,s,0p and
∫
M ψϕdx = 0 for all ϕ ∈ C2, then ψ = 0 (this follows from
the embedding properties stated in Lemma 3.2 and the fact that C∞ is dense in
the usual Sobolev spaces).
Let ψ ∈ D, then for k ≥ 1, using that Lt preserves volume,
(3.19)
∣∣ρ−kR(z)k(ψ)∣∣
∞
≤ |ρ−k|
∫ ∞
0
tk−1e−at
(k − 1)! |ψ ◦ T−t|∞ dt ≤ |ρ
−k|a−k|ψ|∞ .
But then, if |ρ(z)| > a−1, for each ϕ ∈ C2, we have
Cd(z)
∣∣∣∣∫ Nd(z)(z)ψ · ϕdx∣∣∣∣ ≤ limn→∞ 1nd(z)+1
n−1∑
k=0
∣∣∣∣ρ(z)−k ∫ R(z)k(ψ) · ϕdx∣∣∣∣
≤ lim
n→∞
1
nd(z)+1
n−1∑
k=0
|ρ(z)|−ka−k|ψ|∞|ϕ|L1 = 0 .
(3.20)
Hence Ndψ = 0, but then the density of D implies Nd = 0 contrary to the hy-
potheses. The only possibility left is that N = 0, but then, arguing as before, one
would obtain Π = 0, also a contradiction.
Next, note that if |ρ(z)| = a−1, then (3.20) implies again N = 0 (no Jordan
blocks). In other words we have the spectral representation
(3.21) R(z) =
∑
k
a−1eiθk(z)Πk(z) +Q(z) ,
where θk ∈ R, ΠkΠj = δjkΠk, ΠkQ = QΠk = 0 and ‖Qn‖ ≤ Cρn0 for some
constants C > 0, ρ0 ∈ (0, a−1).
Moreover, for θ ∈ R, we have
(3.22) lim
n→∞
1
n
n−1∑
m=0
ame−imθR(z)m =
{
Πk(z) if θ = θk(z)
0 otherwise.
Hence, for each ψ ∈ D and ϕ ∈ C∞, arguing as in (3.19),
(3.23)
∣∣∣∣∫ Πk(z)ψ · ϕdx∣∣∣∣ ≤ |ψ|L∞ |ϕ|L1 .
This implies that Πk(D) ⊂ L∞, but since the range of Πk is finite-dimensional, it
follows that the Πk(z) are bounded operators from H˜
r,s,0
p to L
∞.
13To ease notation, we will suppress the z dependence when irrelevant or no confusion can
arise.
14The convergence is in H˜r,s,0p .
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On the other hand, suppose that there exist ψ(z) ∈ L1 \ {0} and ρ(z), |ρ(z)| =
a−1, such that R(z)(ψ(z)) = ρ(z)ψ(z), then we can consider a sequence {ψε(z)} ⊂
C∞ that converges to ψ(z) in L1 and consider as before
lim
n→∞
1
n
n−1∑
k=0
ρ−kR(z)k(ψε) .
Note that by (3.22) such a limit always exists, and it is zero if ρ(z) 6∈ σ(R(z)), while
it equals Π(z)(ψε(z)) if ρ(z) ∈ σ(R(z)), where Π(z) is the eigenprojector associated
to ρ(z). In the first case, for each ϕ ∈ C2,∣∣∣∣∫ ψ(z)ϕdx∣∣∣∣ ≤ limε→0 limn→∞ 1n
n−1∑
k=0
ak
∫ ∞
0
e−at
tk−1
(k − 1)! |ψε(z)− ψ(z)|L1 · |ϕ ◦ T (t)|L∞ dt
≤ lim
ε→0
|ψε(z)− ψ(z)|L1 · |ϕ|L∞ = 0 .
We would then have ψ(z) = 0, which is a contradiction. Hence ρ(z) must be an
eigenvalue, and by the same computation as above
(3.24)
∣∣∣∣∫ (ψ(z)−Π(z)(ψε(z)))ϕ∣∣∣∣ ≤ |ψε(z)− ψ(z)|L1 · |ϕ|L∞ .
Since Π(z) is a projector we can write it as Π(z)(ψ˜) =
∑
k ψk(z)[ℓk(z)](ψ˜), where
ψk(z) ∈ H˜r,s,0p ∩ L∞, the ℓk(z) belong to the dual of H˜r,s,0p and ℓk(ψj) = δkj .
Then (3.24) shows that the sequences ℓk(ψε) are bounded. We can then extract
a subsequence {ψεj (z)} such that Π(z)(ψεj (z)) is convergent. In turn, this shows
that ψ(z) is a linear combination of the ψk(z), which concludes the proof. 
As a consequence of Lemmata 3.5 and 3.6, we get:
Corollary 3.7 (Spectrum of X). Under the assumptions of Lemma 3.5, the spec-
trum of X on H˜ = H˜r,s,0p (R) is contained in the left half-plane ℜz ≤ 0. Also, the
spectrum of X on H˜ in the half-plane {z ∈ C | ℜz > lnλ} consists of at most
countably many isolated points, which are all eigenvalues of finite multiplicity. The
spectrum on the imaginary axis is a finite union of discrete additive subgroup of R.
If the flow is ergodic, then the eigenvalue zero has algebraic multiplicity one.
Proof. A nonzero ρ ∈ C lies in the spectrum of R(z) on H˜ if and only if ρ =
(z − ρ0)−1, where ρ0 lies in the spectrum of X as a closed operator on H˜ (see e.g.
[17, Lemma 2.11]). The first claim then follows from Lemma 3.6. Indeed, if ρ0
is in the spectrum of X , then for all a ≥ A and all b, we have |ρ0 − a − ib| ≥ a.
The corresponding complement of union of discs is contained in the left-half plane
ℜ(ρ0) ≤ 0. Similarly, the second claim follows from Lemma 3.5.
To prove the third claim note that if X(ψ) = ibψ, b 6= 0, then, for z = a + ib,
R(z)(ψ) = a−1ψ. Another simple computation, using [17, Theorem 1.7] (noting
that ψ˜t = e
ibtψ satisfies ∂tψ˜t|t=s = X(ψ˜s) so that Lt(ψ˜0) = ψ˜t) gives
(3.25) ψ ◦ Tt = e−ibtψ .
Moreover Lemma 3.6 implies that ψ ∈ L∞. Then if X(ψk) = ibkψk, k ∈ {1, 2}, we
have ψ1, ψ2 ∈ L∞ and
R(z)(ψ1ψ2) =
∫ ∞
0
e−zt(ψ1 ◦ T−t)(ψ2 ◦ T−t) dt = ψ1ψ2
∫ ∞
0
e−zt+i(b1+b2)tdt
= (z − ib1 − ib2)−1ψ1ψ2 .
By Lemma 3.6 again, it follows that either ψ1ψ2 = 0 or ib1 + ib2 ∈ σ(X). On the
other hand, a similar argument applied to ψ¯k shows that −ibk ∈ σ(X). Thus |ψ¯k|2
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belongs to the finite dimensional eigenspace of the eigenvalue zero and {imbk}m∈Z ⊂
σ(X). Finally, if A is a positive measure invariant set, then 1A is a eigenvector
associate to zero and if ψ is an eigenvector associated to zero then {ψ ≥ λ} are
invariant sets,15 that is ψ must be piecewise constant (otherwise zero would have
infinite multiplicity). In other words the eigenspace of zero is spanned by the
characteristic functions of the ergodic decomposition of Lebesgue. 
In the setting of [30], it was straightforward to bound the norm of R(z)n by
Ca−n. Here, by Lemma 3.6 we have for each η > 0 a constant Cη(z) so that
‖R(z)n‖ ≤ Cη(z)(a − η)−n for all n. This abstract nonsense bound (with no
control on the z-dependence of Cη) will not suffice. In addition, we shall need in
Section 7 a Lasota-Yorke type estimate for R(z) improving the one obtainable from
(3.18) (which contains an unfortunate (a−A)n factor). This is the purpose of the
following lemma:
Lemma 3.8 (Lasota-Yorke estimate for R(z)). For 1 < p < ∞, s < −r < 0 < r,
and R > 1 as in setting of Lemma 3.1, assume in addition that complexity is
subexponential so that λ < 1 (up to choosing a larger t0), and assume that |s| ∈
(0, 2r). Then there exists Λ > 0, depending on p, but not on r, s, and there exists
C#, so that for any N ≥ 1 such that
(3.26) (1 + 3N)r < min
{
1
3
,
1
p
, 1− 1
p
}
,
then, for all z = a+ ib, for a > A (with A given by (3.7)), and all n ≥ 0, we have
‖R(z)n+1‖H˜r,s,0p (R) ≤ CN#
(1 + |z|R )
N(r−s)
(a− Λ|s| − AN )n
,(3.27)
and, for every −1 + 1/p < s′ ≤ s,
‖R(z)n+1(ψ)‖H˜r,s,0p (R) ≤ C#(
1
a−A + 1)
(1 + |z|R )
N(r−s)
(a+ ln(1/λ))n
‖ψ‖H˜r,s,0p (R)
(3.28)
+ CN#
(1 + |z|R )
(N−1)(r−s)+r−s′
(a− Λ|s| − AN )n
‖ψ‖
H˜s
′,0,0
p (R)
.
This lemma is proved in Section 4, after the proof of Lemma 3.1.
The main bound in the paper is the following Dolgopyat-like estimate (in the
style of [30, Prop 2.12]), which will be proved in Section 7:
Proposition 3.9. Under the assumptions of Lemma 3.5, and if d = 3, then, up to
taking larger p > 1 and smaller |r| and |s|, there exist CA ≥ 10, b0 ≥ 1, 0 < c˜1 < c˜2,
and ν ∈ (0, 1), so that
‖R(a+ ib)n‖H˜r,s,0p (R) ≤
(
1
a+ ν
)n
,
for all |b| > b0, a ∈ [CAA, b] and n ∈ ⌈c˜1a ln |b|, c˜2a ln |b|⌉.
(The assumption that d = 3 is only used to prove Lemma 6.1 which is a key
ingredient of the proof of Proposition 3.9.)
Proposition 3.9 immediately implies the following strengthening of Corollary 3.7
(just like the proof of [30, Cor. 2.13]):
15We can assume ψ real since, if not, then its real and imaginary part must also be invariant.
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Corollary 3.10. Under the assumptions of Lemma 3.5, if d = 3 and s < 0 < r,
1 < p < ∞ are given by Proposition 3.9, then there exists δ0 > 0 so that the
spectrum of X on H˜r,s,0p (R) in the half-plane
{z ∈ C | ℜ(z) > −δ0}
consists only of the eigenvalue 0. If the flow is ergodic zero is a simple eigenvalue.
Proof. By Proposition 3.9 and Corollary 3.7 the set {z ∈ C : ℜ(z) > −ν, |ℑ(z)| >
b0} and {z ∈ C : ℜ(z) > 0} is included in the resolvent set of X . This can be
deduced using, for a,A′, b ∈ R,
(3.29) R(a+ ib) = (1 + (a−A′)R(A′ + ib))−1R(A′ + ib) .
On the other hand, Corollary 3.7 implies that in the region {z ∈ C : ℜ(z) >
−ν, |ℑ(z)| ≤ b0} there can be only finitely many eigenvalues. The first statement
of the lemma would then follow if we could prove that zero is the only eigenvalue
on the imaginary axis. Suppose this is not the case and there exists ψ such that
X(ψ) = ibψ, 0 6= |b| ≤ b0. Then Corollary 3.7 implies that, for each m ∈ Z,
ibm ∈ σ(X), but this leads to a contradiction with Proposition 3.9 by choosing
m > b0b
−1. The last statement follows from Corollary 3.7 again. 
Our main theorem will then follow:
Proof of Theorem 1.1. Exponential decay for ξ-Ho¨lder observables can be deduced
from exponential decay for C1 observables by a standard approximation argument
(which may modify the decay rate). So it suffices to show that there exists σ > 0
and C > 0 so that for each ψ, ϕ in C1 with
∫
ψ dx = 0
(3.30) |
∫
ϕLt(ψ) dx| ≤ Ce−σt‖ψ‖C1‖ϕ‖C1 .
Indeed, for any ψ, ϕ in C1, since Lt fixes constant functions,
|
∫
ψ(ϕ ◦ Tt) dx −
∫
ψ dx
∫
ϕdx| =
∫
Lt
(
ψ − 1 ·
∫
ψ dx
)
ϕdx .
To show (3.30), like in [30, Proof of Theorem 2.4], we shall apply the following
easily checked fact: Let B be a Banach space on which Lt is bounded. Then for
any z in the resolvent set of X (for B) and any ψ in the domain of X2 (for B) we
have (in B)
(3.31) R(z)(ψ) = z−1ψ + z−2X(ψ) + z−2R(z)(X2(ψ)) .
In view of applying (3.31) to B = H˜ = H˜r,s,0p (which will be necessary to exploit
Proposition 3.9 below), we fix a C∞ function φ : R+ → R+, supported in (0, 1),
with
∫
φ(u) du = 1, and, for ψ ∈ C1, we define (as in [30, Proof of Theorem 2.4])
ψǫ =
∫ ∞
0
φ(t/ǫ)
ǫ
Lt(ψ) dt .
(Note that
∫
ψǫ dx = 0.) For each m ≥ 1 the function ψǫ belongs to the domain of
Xm for H˜, and, letting r0 = r+ |s| (we assume that r0 < 1/p), an easy computation
shows
(3.32) ‖Xm(ψǫ)‖Hr0p (X0) ≤ Cǫ−m‖φ(m)‖L1‖ψ‖C1 , m = 0, 1, 2 .
In addition
(3.33) ‖ψǫ − ψ‖L∞ ≤
∫ ∞
0
φ(u/ǫ)
ǫ
‖ψ ◦ T−u − ψ‖L∞ du ≤ ǫ‖ψ‖C1 .
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Next, if ψ, ϕ ∈ C1 then
|
∫
ϕLt(ψ) dx| ≤ |
∫
ϕLt(ψǫ) dx|+ |
∫
ϕLt(ψǫ − ψ) dx|
≤ |
∫
ϕLt(ψǫ) dx|+ ‖ϕ‖L1 · ‖ψ − ψǫ‖L∞
(3.34)
To prove (3.30) it suffices then to prove that, for each zero average ψ ∈ C1,
|
∫
ϕLt(ψ)| ≤ Ce−σ0t(‖X2(ψ)‖Hr0p (X0) + ‖X(ψ)‖Hr0p (X0))‖ϕ‖C1 .(3.35)
Indeed, using (3.33), (3.35) and (3.32) to estimate (3.34) the result follows with
σ = σ03 after choosing ε
3 = e−σ0t.
Let us prove (3.35). We claim that (3.31) implies that for each a0 > 0
(3.36) Lt(ψ) = 1
2iπ
lim
w→∞
∫ w
−w
ea0t+ibtR(a0 + ib)ψ db , ∀t > 0 ,
in the L∞(X0) norm. Indeed, noting that the resolvent set of X for L
∞(X0)
contains the half-plane ℜ(z) > 0, the identity (3.31) for B = L∞ implies that for
any z with |z| > ζ
(3.37) ‖R(z)(ψ)‖L∞ ≤ (‖ψ‖L∞ + ζ
−1‖X(ψ)‖L∞ + ζ−1‖R(z)(X2(ψ))‖L∞)
|z| .
Hence (adapting [30, proof of (2.8), footnote 9]), for almost all x ∈ X0 and each
fixed a > ζ the function b 7→ (R(a + ib)ψ)(x) is in L2(R). One can thus apply
the inverse Laplace transform for such x and get (3.36) pointwise (that is, the
limit (3.36) takes place in the L2([0,∞], e−at dt) sense, as a function of t). On
the other hand, t 7→ Lt(ψ) ∈ L∞(X0) is continuous, and, using again (3.31),
b 7→ R(a + ib)ψ − (a + ib)−1ψ is in L1(R, L∞), while, clearly, b 7→ e(a+ib)ta+ib is in
L1(R). Hence, the limit in (3.36) converges in the L∞(X0) norm for each t ∈ R+.
The inverse Laplace transform expression (3.36) will be our starting point. We
shall use a change of contour to obtain an integral over a vertical in the left half-
plane ℜ(z) < 0. For this, we first study the map z 7→ R(z)(ψ).
Since the simple eigenvalue zero for X corresponds to the eigenvector dx for
X∗, and since
∫
ψ dx = 0, Corollary 3.10 implies that for suitable s < 0 < r,
1 < p <∞, R > 1, and δ0 > 0, the function z 7→ R(z)(ψ) is analytic from the strip
{ℜ(z) > −δ0} to H˜r,s,0p (R). Pick −σ0 ∈ (−δ0, 0) and fix b0 > 1.
We may assume that a0 ≤ 1, σ0 ≤ 1 and A ≥ 1 (recall (3.7)). We claim that
Proposition 3.9 implies that, up to taking smaller r and |s|, and larger b0 (possibly
depending on r and s), there exists K1 > 0 so that
16 for b0 ≤ |b|,
(3.38) sup
a∈[−σ0,a0]
‖R(a+ ib)‖ ≤ K1
√
|b| .
Let us check (3.38). Following [30, Proof of Thm 2.4] we shall use (3.29). Fix
A′ ∈ [CAA, b0] and a ∈ [−σ0, a0] (in particular |a| < A′). Setting n = ⌈c˜2A′ ln |b|⌉,
Proposition 3.9 implies that for some ν > 0
‖(a−A′)nR(A′ + ib)n‖ ≤ (A′ − a)n(A′ + ν)−n ≤ (1 + ν/A′)−n .
Clearly, if |b| > b0 > 1 and A′ is large enough, then (1+ ν/A′)−c˜2A′ ln |b| < |b0|−c˜2ν .
16We pick 1/2 because any exponent < 1 suffices, we could get arbitrarily small exponent > 0.
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Next, if N ≥ 1 is such that (1 + 3N)r < min(1/3, 1/p, 1 − 1/p), then (3.27)
applied to z = A′ + ib and N gives, for all 0 ≤ j < n
‖(a−A′)jR(A′ + ib)j‖ ≤ CN#
(1 + |z|N(r−s))(A′ − a)j
(A′ − Λ|s| −A/N)j
≤ CN#
(1 + |z|N(r−s))
(1 − (Λ|s|+A/N)/A′)j .
Up to taking smaller r, larger N , smaller |s|, we may assume that A′ is large enough
so that
c˜2 ln
[( 1
1− ((Λ|s|+A/N))/A′
)A′]
< 2c˜2 ln(e
Λ|s|+A/N ) < 1/8 .
Finally, we can assume that b0 > 2A
′ and N(r − s) < 1/4 so that
(1 + |z|)N(r−s) ≤ C#|b|N(r−s) ≤ C#|b|1/4 .
Therefore, we can find a constant K1 so that for any a ∈ [−σ0, a0], b0 ≤ |b|, and
large enough A′
‖(1 + (a−A′)R(A′ + ib))−1‖
≤
∞∑
k=0
‖(a−A′)knR(A′ + ib)kn‖
n−1∑
j=0
‖(a−A′)jR(A′ + ib)j‖
≤ C#
1− (1 + νA′ )−c˜2A′ ln |b|
(1 + |b|N(r−s))c2A′ ln |b|
(
1
1− Λ|s|+A/NA′
)c˜2A′ ln |b|
≤ K1|b|1/2 , proving (3.38).
Now, since ‖Xm(ψ)‖H˜ ≤ C#‖Xm(ψ)‖Hr0p (X0) for m = 1, 2, the identity (3.31)
gives the following upper bound for ‖R(z)ψ‖H˜:
(3.39)
‖ψ‖H˜
|z| + C(R)
(‖X(ψ)‖Hr0p (X0)
|z|2 +
‖R(z)‖H˜‖X2(ψ)‖Hr0p (X0)
|z|2
)
.
(The constant C(R) may depend on R, but R is fixed, so we shall replace it by C#,
slightly abusing notation.)
Therefore, the bound (3.38) implies that for each fixed b with |b| ≥ b0 the integral
over the horizontal segments satisfies
‖
∫ a0
−σ0
eat+ibtR(a0 + ib)ψ da‖H˜ ≤ ‖ψ‖H˜
∣∣∣∣∫ a0
−σ0
eat+ibt
a+ ib
da
∣∣∣∣
+
2C#|a+ σ0|emax(σ0,a)t
2π
(‖X(ψ)‖Hr0p
|b|2 +K1
‖X2(ψ)‖Hr0p
|b|3/2
)
.
Thus, since ∣∣∣∣∫ a0
−σ0
eat+ibt
a+ ib
da
∣∣∣∣ ≤ emax(σ0,a)t|b| ,
and since the isomorphism Hsp(X0) ∼ Hs,0,0p (R) given by Lemma 3.2 imply that for
any Ψ ∈ H˜r,s,0p (R) and each ϕ ∈ C|s|
(3.40) |
∫
Ψϕdx| ≤ C#‖Ψ‖Hsp(X0)‖ϕ‖H|s|
p′
(X0)
≤ C#‖Ψ‖H˜‖ϕ‖C|s| ,
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we get
‖
∫ a0
−σ0
eat+ibtR(a0 + ib)ψ da‖(C|s|)∗ ≤ C#‖
∫ a0
−σ0
eat+ibtR(a0 + ib)ψ da‖H˜
≤ K2emax(σ0,a)t
∑2
m=0 ‖Xm(ψ)‖Hr0p
|b| ,
which tends to zero for each fixed t as |b| → ∞. Therefore, changing contours (the
residue of the pole at z = 0 vanishes since
∫
ψ dx = 0) transforms (3.36) into
Lt(ψ) = 1
2iπ
lim
w→∞
∫ w
−w
e−σ0t+ibtR(−σ0 + ib)(ψ) db ,
where both sides above are viewed in (C1)∗. Since | ∫ w−w e−σ0t+ibt−σ0+ib db| = O(|w|−1),
uniformly in t, we have
Lt(ψ) = 1
2iπ
lim
w→∞
∫ w
−w
e−σ0t+ibt(R(−σ0 + ib)(ψ)− ψ−σ0 + ib) db ,
Thus, using again (3.31), (3.38), and (3.40), we find a constant C# > 0 so that, for
ϕ ∈ C1, and arbitrary t > 0,
|
∫
ϕLt(ψ) dx| ≤ C# e
−σ0t‖ϕ‖C1
2π
∫
R
‖R(−σ0 + ib)(ψ)− ψ−σ0 + ib‖H˜ db
= C#
e−σ0t‖ϕ‖C1
2π
∫
R
‖R(−σ0 + ib)(X2(ψ)) +X(ψ)‖H˜
| − σ0 + ib|2 db
≤ C# ‖ϕ‖C1
2πeσ0t
(‖X2(ψ)‖Hr0p (X0) ∫ K1|b|1/2σ0 + b2 db+
∫ ‖X(ψ)‖Hr0p (X0)
σ0 + b2
db
)
.
(3.41)
This proves equation (3.35) and ends the proof of our main theorem. 
4. The Lasota-Yorke estimates
In this section, we prove the basic Lasota-Yorke estimate Lemma 3.1 on Lt
and the Lasota-Yorke estimate Lemma 3.8 on R(z). The section also includes
Lemma 4.2, about multiplication by 1X0 .
The following easy lemma is the heart the proof of Lemma 3.1. It is the analogue
of [6, Lemma 4.6]. Note however that a new phenomenon appears in the present
setting: the loss of smoothness (of r − r′) in the time direction
Lemma 4.1. For all s < −r ≤ 0 ≤ r, for all p ∈ (1,∞), q ≥ 0, and every r′ < r,
s′ ≤ s, there exists a constant C#, depending only on r, s, p, s′, r′, such that the
following holds:
Let D =
(
A 0 0
0 B 0
0 0 1
)
be a block diagonal matrix, with A of dimension du, B of
dimension ds, and 1 a scalar. Assume that there exist λu > 1, λs < 1 such that
|Av| ≥ λu|v| and |Bv| ≤ λs|v|. Then∥∥w ◦D−1∥∥
Hr,s,qp
≤ C#| detD|−1/p
(
max(λ−ru , λ
−(r+s)
s ) ‖w‖Hr,s,qp + ‖w‖Hr′ ,s′,q+r−r′p
)
∥∥w ◦D−1∥∥
Hr,s,qp
≤ C#| detD|−1/p ‖w‖Hr,s,qp .
Proof of Lemma 4.1. Write
t
D−1 =
 U 0 00 S 0
0 0 1
 with |Uξu| ≤ λ−1u |ξu| and
|Sξs| ≥ λ−1s |ξs|. Let
b(ξu, ξs, ξ0) = ar,s,q ◦ tD−1(ξu, ξs, ξ0)
= (1 + |Uξu|2 + |Sξs|2 + |ξ0|2)r/2(1 + |Sξs|2)s/2(1 + |ξ0|2)q/2
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Let us prove that there exist K1 and K
′
1 depending only on r and s (but not on
D), and K2 depending only on r, s, s
′ ≤ s, r′ < r (but not on D) so that we have
b ≤ K1max(λ−ru , λ−(r+s)s )ar,s,q +K2ar′,s′,q+r−r′ , b ≤ K ′1ar,s,q .(4.1)
Assume that we can prove this bound, as well as the corresponding estimates for
the successive derivatives of b. Then the Marcinkiewicz multiplier theorem applied
to b/(K1max(λ
−r
u , λ
−(r+s)
s )ar,s,q +K2ar′,s′,q+r−r′) as in [5, Lemma 25] gives∥∥F−1(bFv)∥∥
Lp
≤ C
∥∥∥F−1((K1max(λ−ru , λ−(r+s)s )ar,s,q +K2ar′,s′,q+r−r′)Fv)∥∥∥
Lp
,∥∥F−1(bFv)∥∥
Lp
≤ C ∥∥F−1((K ′1ar,s,q)Fv)∥∥Lp ,
(recall that F denotes the Fourier transform) which yields the two claims of the
lemma, using the arguments in the first part of the proof of [5, Lemma 25].
Let us now prove (4.1) (the proof for the derivatives of b is similar). We shall
freely use the following trivial inequalities: for x ≥ 1 and λ ≥ 1,
(4.2)
1
λ
(1 + λx) ≤ 1 + x ≤ 2
λ
(1 + λx) .
Assume first |Sξs|2 > |Uξu|2 and |Sξs|2 ≥ 1. Then, if |Sξs|2 ≥ |ξ0|2, we get since
r ≥ 0 and r + s < 0,
b(ξu, ξs, ξ0) ≤ (1 + 3|Sξs|2)r/2(1 + |Sξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(1 + |Sξs|2)r/2(1 + |Sξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(1 + λ−2s |ξs|2)(r+s)/2(1 + |ξ0|2)q/2
≤ 3r/2(λ−2s /2)(r+s)/2(1 + |ξs|2)(r+s)/2(1 + |ξ0|2)q/2
≤ 3r/22−(r+s)/2λ−(r+s)s ar,s,q(ξu, ξs, ξ0) ,
and if |Sξs|2 < |ξ0|2, we get since r ≥ 0 and s < 0
b(ξu, ξs, ξ0) ≤ (1 + 3|ξ0|2)r/2(1 + |Sξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(1 + |ξ0|2)r/2(1 + |Sξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(1 + |ξu|2 + |ξs|2 + |ξ0|2)r/2(1 + λ−2s |ξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(λ−2s /2)s/2ar,s,q(ξu, ξs, ξ0)
≤ 3r/22−s/2λ−(r+s)s ar,s,q(ξu, ξs, ξ0) .
If |Uξu|2 > max(|Sξs|2, |ξ0|2) and |Uξu|2 ≥ 1, then since r ≥ 0 and s < 0,
b(ξu, ξs, ξ0) ≤ (1 + 3|Uξu|2)r/2(1 + |Sξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(1 + |Uξu|2)r/2(1 + λ−2s |ξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(1 + λ−2u |ξu|2)r/2(1 + |ξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(2λ−2u )r/2(1 + |ξu|2)r/2(1 + |ξs|2)s/2(1 + |ξ0|2)q/2
≤ 3rλ−ru ar,s,q(ξu, ξs, ξ0) .
If |ξ0|2 ≥ |Uξu|2 ≥ |Sξs|2, we get if |Sξs|2 ≥ 1, since r ≥ 0 and s < 0,
b(ξu, ξs, ξ0) ≤ (1 + 3|ξ0|2)r/2(1 + |Sξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(1 + |ξ0|2)r/2(1 + λ−2s |ξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(λ−2s /2)s/2(1 + |ξ0|2)r/2(1 + |ξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(λ−2s /2)s/2(1 + |ξu|2 + |ξs|2 + |ξ0|2)r/2(1 + |ξs|2)s/2(1 + |ξ0|2)q/2
≤ 3r/2(λ−2s /2)(r+s)/2ar,s,q(ξu, ξs, ξ0) ,
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and, finally, if |Sξs|2 ≤ 1, on the one hand,
b(ξu, ξs, ξ0) ≤ (1 + 3|ξ0|2)r/2(1 + |Sξs|2)s/2(1 + |ξ0|2)q/2
≤ Cs3r/2(1 + |ξ0|2)r/2(1 + |ξs|2)s/2(1 + |ξ0|2)q/2
≤ Cs3r/2(1 + |ξu|2 + |ξs|2 + |ξ0|2)r/2(1 + |ξs|2)s/2(1 + |ξ0|2)q/2 ,
and on the other hand,
b(ξu, ξs, ξ0) ≤ (1 + 3|ξ0|2)r/2(1 + |Sξs|2)s/2(1 + |ξ0|2)q/2
≤ Cs,s′3r/2(1 + |ξ0|2)r/2(1 + |ξs|2)s′/2(1 + |ξ0|2)q/2
≤ Cs,s′3r/2(1 + |ξ0|2)r′/2(1 + |ξ0|2)(q+r−r′)/2(1 + |ξs|2)s′/2
≤ Cs,s′3r/2(1 + |ξu|2 + |ξs|2 + |ξ0|2)r′/2(1 + |ξ0|2)(q+r−r′)/2(1 + |ξs|2)s′/2
≤ Cs,s′3r/2ar′,s′,q+r−r′(ξu, ξs, ξ0) .
Thus, (4.1) follows by choosing K2 large enough depending on s and s
′. 
Combining the lemma we just proved with the results in Appendix B and Ap-
pendix C, we now prove the Lasota-Yorke type estimate:
Proof of Lemma 3.1. We start with (3.5). We claim that there exist Λ > 1, τ˜0, τ˜1,
and C# > 0 so that, for any N ≥ 1 there exists C1(N) so that, for any C1 ≥ C1(N)
there exists t0(C1) ≥ N so that, for any t ≥ t0 there exists R(t), so that for any
R ≥ R(t), setting Y = 2(r − r′ + s− s′)
‖Lt(ψ)‖Hr,s,qp (R,C0,C1) ≤
(4.3)
C#
( [t/τ˜1]∑
n=[t/τ˜0]
(C#N
p)n/N (Den)
(p−1)
p (Dbn)
1
p max(λ−ru,n, λ
−(r+s)
s,n )
)
‖ψ‖Hr,s,q+r−sp (R,C0,C1)
+ C#R
Y Λ3t
( [t/τ˜1]∑
n=[t/τ˜0]
(C#N
p)n/N (Den)
(p−1)
p (Dbn)
1
p
)
‖ψ‖
Hr
′,s′,q+2r−r′−s
p (R,C0,C1)
.
The bound (3.5) immediately follows from the above estimate.
All the ingredients of the proof of Lemma 5.1 in [6] are at our disposal to prove
(4.3): The analogue of the iteration lemma for charts [6, Lemma 3.3] is Lemma C.2
in Appendix C. Our Lemma 4.1 plays the part of [6, Lemma 4.6] on composition
with hyperbolic matrices. The analogues of Lemmata 4.1 (Leibniz formula), 4.2
(multiplication with a characteristic function), 4.3 (localisation), 4.5 (partition of
unity), and 4.7 (composition with a C1 diffeomorphism which is C1+Lip along stable
leaves) from [6] are Lemmata B.1, B.2, B.3, B.4, and B.6 in Appendix B below.
Note however that Lemma C.2 does not have such a nice form as [6, Lemma 3.3],
and this will force us in Step 2 of the proof below to invoke a result specific to our
continuous-time setting, Lemma B.8. This point, together with the comparison of
the “continuous-time” and “discrete-time” complexities (via the set N (t)) are the
main differences between the present proof and that of [6, Lemma 5.1].
Before giving a detailed account of the proof of (4.3), let us describe the order
in which we choose the constants. First, N is fixed in the statement (it will be used
in the second step of the proof in order to apply Lemma B.2). Then, we choose C1
very large, depending on N , also in the second step below, so that the admissible
charts φζ are close enough to linear maps. Then, in Step 3 we fix t very large
depending on C1 (large enough so that every branch of Tt is hyperbolic enough so
that Lemma C.2 applies). Finally, we choose R very large so that, at scale 1/R, all
28 VIVIANE BALADI AND CARLANGELO LIVERANI
the iterates Ts up to time t look like linear maps, and all the boundaries of the sets
we are interested in look like hyperplanes. For the presentation of the argument,
we will start the proof with some values of C1, t, R, and increase them whenever
necessary, checking each time that C1 does not depend on t, R, and that t does
not depend on R, to avoid bootstrapping issues. We will denote by C# a constant
which could depend on r, s, p, C0 but does not depend on N , C1, t, R, and may
vary from line to line. We shall use that for any s′ < s
(4.4) ‖ · ‖Hr′+s′−s,s,q ≤ C#‖ · ‖Hr′,s′,q .
For every i ∈ In+1, we fix a small neighbourhood O˜i of Oi (as a hypersurface)
such that Pni admits an extension to O˜i with the same hyperbolicity properties
as the original Pni . Reducing these sets if necessary, we can ensure that their
intersection multiplicity is bounded by Dbn, and that the intersection multiplicity
of the sets Pni (O˜i) is bounded by D
e
n.
Our assumptions (in particular the fact that the return times are bounded from
above and from below) imply that there exist τ˜0 > 0 and τ˜1 > 0, with the following
properties: For each flow box Bij , for every w ∈ Bij , we let z(w) ∈ Oi,j and
t(w) ∈ (0, τi,j(z(w))) be as in (1.2). Then for every large enough t > 0, there exist
uniquely defined
n = n(t, w) ≥ 1 , i = i(t, w) = i(n,w) ∈ In+1 , i0 = i , i1 = j ,
0 ≤ tn+1(w) ≤ τin−1in(Pni1...in(z(w))) ,
so that, setting t0(w) = τij(z(w)) − t(w)
t = t0(w) + tn+1(w) +
n−1∑
ℓ=1
τiℓiℓ+1(P
ℓ
i1...iℓ(z(w))) ,(4.5)
with n ∈ [t/τ˜0 − Λ−1, t/τ˜1 − Λ−1] for some constant Λ depending only on the
dynamics.
Fix t > 0 large. Let N (t) be the finite set of possible values of n(t, w), when i
and j range in I, as w ranges over Bij . We define for n ∈ N (t) the set
I(n, t) = {i ∈ In+1 | i = (i0, . . . , in) appears in a decomposition (4.5) for t} ,
and we put I(t) = ∪m∈N (t)I(m, t). Introduce for n ∈ N (t) and i = (i0, . . . , in+1) ∈
I(n, t) the refined flow boxes
Bi,t = {w ∈ Bi0i1 | n = n(t, w) , i(t, w) = i } .
Note that if w ∈ Bi,t then z(w) ∈ Oi, while t(w) lies between the graphs of two
piecewise C2 functions of z(w), which coincide either with 0 or the ceiling time, or
are the images by the flow of the transversals Oi0i1 or Oi1i2 . We let Ti,t be the re-
striction of Tt to Bi,t. By definition, Ti,t admits a C
2 extension to a neighbourhood
B˜i,t of Bi,t.
For ζ = (i, j, ℓ,m) ∈ Z(R), let us write
A(ζ) = A(ζ, R) = (κRζ )
−1(B(m, d)) ⊂M .
The set A(ζ) is a neighbourhood of wζ , of diameter bounded by C#R
−1, and
containing the support of ρζ .
Let us fix some system of charts Φ as in the Definition 2.5 of the Hr,s,qp (R)-norm.
We want to estimate ‖Ltψ‖Φ.
First step: Complexity at the end. For any n ∈ N (t) the closures of the sets
{Ti,t(Bi,t) | i ∈ I(n, t)}, or (up to taking a smaller neighbourhood) {Ti,t(B˜i,t) | i ∈
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I(n, t)} have intersection multiplicity at most Den (the partition cannot be refined
along the time direction). Therefore, writing17
Lt(ψ) =
∑
n∈N (t)
∑
i∈I(n,t)
1Ti,tBi,t(ψ) ◦ Ti,−t ,
we get by Lemma B.4 that for each ζ ∈ Z(R)
‖(ρζLt(ψ)) ◦ Φζ‖pHr,s,qp
≤ C#
∑
n∈N (t)
(Den)
p−1
∑
i∈I(n,t)
∥∥(ρζ1Ti,tBi,tψ ◦ Ti,−t) ◦ Φζ∥∥pHr,s,qp
+ C#R
Y/2
∑
n∈N(t)
i∈I(n,t)
λ−Y/2s,n (D
e
n)
p−1
∥∥(ρζ1Ti,tBi,tψ ◦ Ti,−t) ◦ Φζ∥∥pHr′ ,s′,qp .
(The factor C#(λ
−1
s,nR)
Y/2 = C#(λ
−1
s,nR)
r−r′+s−s′ comes from the Cr−r′+s−s′ norm
in (B.6) and (4.4).) Summing over ζ ∈ Z(R), we obtain
‖Lt(ψ)‖pΦ ≤
C#
∑
n∈N (t)
(Den)
p−1
∑
ζ∈Z(R),i∈I(n,t)
∥∥(ρζ1Ti,tBi,tψ ◦ Ti,−t) ◦ Φζ∥∥pHr,s,qp
+ C#R
Y/2
∑
n∈N(t)
ζ∈Z(R),i∈I(n,t)
λ−(r−r
′+s−s′)
s,n (D
e
n)
p−1
∥∥(ρζ1Ti,tBi,tψ ◦ Ti,−t) ◦ Φζ∥∥pHr′,s′,qp .
For i ∈ I, j ∈ Ji, let Ui,j,ℓ,2, j ∈ Ni,ℓ, be arbitrary open sets covering a fixed
neighbourhood B˜0i,j of Bi,j , such that Ui,j,ℓ,2 ⊂ Ui,j,ℓ,1 (they do not depend on
t and R). For each ζ ∈ Z(R), n ∈ N (t), and i = (i0, . . . , in) ∈ I(n, t) such
that Ti,t(Bi,t) intersects A(ζ), the point Ti,−t(wζ) belongs to B˜
0
i0,i1
if R is large
enough. We can therefore consider k such that Ti,−t(wζ) belongs to Ui0,i1,k,2. Then∑
ℓ∈Zi0,k(R)
ρi0,i1,k,ℓ is equal to 1 on a neighbourhood of fixed size of Ti,−t(wζ),
so that
∑
ℓ∈Zi0,i1,k(R)
ρi0,i1,k,ℓ ◦ Ti,−t is equal to 1 on A(ζ) if R is large enough
(depending on t but not on Φ or ζ). Therefore, claim (B.4) in Lemma B.3 (note
that (B.3) is (3.2)) gives, if R is large enough (uniformly in Φ, ζ, k, i)∥∥(ρζ1Ti,tBi,tψ ◦ Ti,−t) ◦ Φζ∥∥pHr,s,qp
≤ C#
∑
ℓ∈Zi0,i1,k(R)
∥∥(ρζ1Ti,tBi,t(ρi0,i1,k,ℓ · ψ) ◦ Ti,−t) ◦ Φζ∥∥pHr,s,qp .(4.6)
Taking R large enough and summing over ζ ∈ Z(R), n ∈ N (t), i ∈ I(n, t) and
k in Ni0i1 such that Ti,−t(wζ) ∈ Ui0,i1k,2, we get (writing ζ′ = (i0, i1, k, ℓ) ∈ Z(R))
‖Lt(ψ)‖pΦ ≤ C#
∑
n,ζ,i,ζ′
(Den)
p−1
∥∥(ρζ1Ti,tBi,t(ρζ′ · ψ) ◦ Ti,−t) ◦Φζ∥∥pHr,s,qp
(4.7)
+ C# · RY/2
∑
n,ζ,i,ζ′
(Den)
p−1λ−Y/2s,n
∥∥(ρζ1Ti,tBi,t(ρζ′ · ψ) ◦ Ti,−t) ◦ Φζ∥∥pHr′,s′,qp ,
where the sum is restricted to those (ζ, i, ζ′) such that the support of ρζ′ is included
in B˜i,t, the support of ρζ is included in Ti,t(B˜i,t), and Bζ′ = Bi0i1 (this restriction
will be implicit in the rest of the proof).
17Elements of L∞ are defined almost everywhere, and the transfer operator is defined initially
on L∞(X0), so the fact that
⋃
ij Bij = X0 only modulo a zero Lebesgue measure set is irrelevant.
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Second step: Getting rid of the characteristic function. We claim that, if R is
large enough, then for any ζ, n, i, ζ′ as in the right-hand-side of (4.7), we have
(4.8)
∥∥(ρζ1Ti,tBi,t(ρζ′ · ψ) ◦ Ti,−t) ◦ Φζ∥∥pHr,s,qp
≤ C#(C#Np)n/N ‖(ρζ(ρζ′ · ψ) ◦ Ti,−t) ◦ Φζ‖pHr,s,qp .
To prove the above inequality, it is sufficient to show that multiplication by 1Ti,t(Bi,t)◦
Φζ acts boundedly on H
r,s,q
p , with norm bounded by (C#N
p)n/N . First note that
there exist C2 functions τ˜i,k(z, t), k = 0, 1, so that the images of the dynamically
refined flow boxes are of the form
Ti,t(Bi,t) = {Tτ (z) | z ∈ Pni (Oi) , τ ∈ [τ˜i,0(z, t), τ˜i,1(z, t))} .
For n ∈ N (t), let κ = n/N and decompose i = (i0, . . . , in) into subsequences of
length N , as (i0, . . . , iκ−1). Then 1Pn
i
Oi
∏κ−1
j=0 1Oij
◦ P−(κ−j)Nij ij+1...iκ−1 . Define a set
Ωj = P
(κ−j)N
ij ij+1...iκ−1
(Oij ) ,
it is therefore sufficient to show that multiplication by 1{w∈Bin−jN ,in−jN+1 |z(w)∈Ωj}◦
Φζ (this takes care of the lateral boundaries) acts boundedly on H
r,s,q
p , with norm
at most C#N
p and multiplication by (this takes care of the top and bottom bound-
aries)
(4.9) 1{w|z(w)∈Oin−1,in , τ(w)∈[τ˜i,0(w,t),τ˜i,1(w,t))} ◦ Φζ
acts boundedly on Hr,s,qp , with norm at most C#.
Recall that (3.3) holds. Working with our flow box charts (see (2.9)), the as-
sertion on (4.9) is an immediate application of Lemma B.2 (the number Mcc of
connected components being then uniform in N), since the functions τ˜i,k are C
2,
uniformly in t, k, i (they are obtained by composing the original roof functions by
a C2 and hyperbolic restriction of the composition of the Poincare´ maps). Next,
we assume for a moment that each ∂Oi,j is a finite union of C
1 hypersurfaces
Ki,j,k, each of which is transversal to the stable cone. Then the second step
of the proof of [6, Lemma 5.1] allows us to apply Lemma B.2 (using Fubini in
flow box coordinates) which implies that, if R and C1 are large enough (depend-
ing only on N), then the multiplication by the characteristic function of each set
{w ∈ Bin−jN ,in−jN+1 | z(w) ∈ Ωj} has operator-norm on Hr,s,qp bounded by C#NL.
Definition 1.4 required only transversality in the image, but, using the fact that the
cone fields C
(s)
i,j do not depend on i (see Definition 1.4), we can apply the arguments
in [6, Appendix C], in particular [6, Theorem C.1] there in the case where the set
called Π1 there coincides with the entire manifold M . This proves (4.8).
Combining (4.7) with (4.8) and with the analogous bound in Hr
′,s′,q
p for −1+r <
−1 + 1/p < r′ < r, we get
‖Ltψ‖pΦ ≤ C#
∑
ζ,n,i,ζ′
(C#N
p)n/N (Den)
p−1 ‖(ρζ(ρζ′ · ψ) ◦ Ti,−t) ◦ Φζ‖pHr,s,qp
(4.10)
+ C#R
Y/2
∑
ζ,n,i,ζ′
λ−Y/2s,n (D
e
n)
p−1(C#N
p)n/N ‖(ρζ(ρζ′ · ψ) ◦ Ti,−t) ◦ Φζ‖p
Hr
′,s′,q
p
.
Third step: Using the composition lemma. In this step, we shall use Lemma C.2,
to pull the charts Φζ in the right hand side of (4.10) back at time −t (glueing
some pulled-back charts together to get rid of the summation over ζ), and exploit
Lemma 4.1 to obtain decay from hyperbolicity.
Let us partition Z(R) into finitely many subsets Z1, . . . ,ZE , such that Ze is
included in one of the sets Zi,j,ℓ(R), and |m−m′| ≥ C(C0) whenever (i, j, ℓ,m) 6=
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(i, j, ℓ,m′) ∈ Ze, where C(C0) is the constant C constructed in Lemma C.2 (it only
depends on C0). The number E may be chosen independently of t and n ∈ N (t).
We shall prove the following: For any ζ′ ∈ Z(R), any t > 0, any n ∈ N (t) and
i ∈ I(n, t) (such that the support of ρζ′ is included in B˜i,t and Bζ′ = Bi0i1), and
any 1 ≤ e ≤ E, there exists an admissible chart Φ′ = Φ′ζ′,i,e ∈ F(ζ′) such that∑
ζ∈Ze
‖(ρζ(ρζ′ · ψ) ◦ Ti,−t) ◦ Φζ‖pHr,s,qp ≤ C#χn
∥∥(ρζ′ · ψ) ◦Φ′ζ′,i,e∥∥pHr,s,q+r−sp(4.11)
+ C#λu,n · λ−1s,n
∥∥(ρζ′ · ψ) ◦ Φ′ζ′,i,e∥∥pHr′,s′,q+2r−r′−sp ,
where
(4.12) χn =
∥∥∥max(λ−ru,n, λ−(s+r)s,n )p∥∥∥
L∞
.
As always, the sum on the left hand side of (4.11) is restricted to those values of ζ
such that the support of ρζ is included in Ti,t(B˜i,t)
Let us fix ζ′, t, n ∈ N (t), i ∈ I(n, t) and e as above, until the end of the proof
of (4.11). All the objects we shall now introduce shall depend on these choices,
although we shall not make this dependence explicit to simplify the notations. Let
i, j, ℓ be such that Ze ⊂ Zi,j,ℓ(R), and let J = {m | (i, j, ℓ,m) ∈ Ze}. Since the
points in J are distant of at least C(C0), Lemma C.2 will apply.
Increasing R, we can ensure that the map
T := κRζ ◦ Ti,t ◦ (κRζ′)−1
is arbitrarily close to its differential A = DT (ℓ) at ℓ := κζ′(wζ′ ), i.e., the map
(T −1[·+ T (ℓ)]− ℓ) ◦ A is close to the identity in the C2 topology, say on the ball
B(0, 2d), and that n(·, t) is constant on (κRζ′)−1B(0, 2d) . Moreover, the matrix A
sends Cζ′ to Cζ compactly (recall (2.13), and note that t00 can be fixed small while
we may require t ≥ t0 with t0 depending on t00), and
(4.13) C# ≥ λu(A, Cζ′ , Cζ)/λ(n)u (wζ′ ) ≥ C−1# ,
with similar inequalities for λs and Λu. In addition A(0, 0, v0) = (0, 0, v0) for
any v0 ∈ R. Since T is uniformly hyperbolic and satisfies the bunching condition
(1.5), we can ensure up to taking larger t (and thus n, and also R, in view of
the requirements in the beginning of the paragraph) that A satisfies the bunching
condition (C.1) for the constant ǫ = ǫ(C0, C1) constructed in Lemma C.2.
Let us make explicit the dependence of t on C1 > 1 and of R on t (and therefore
on C1). Let λβ < 1 be the supremum in the left-hand-side of the bunching condition
(1.5) (λβ only depends on the dynamics). From (C.17) in the proof of Lemma C.2,
there is a constant C# depending only on (the extended cones and) C0 so that we
may take ǫ(C0, C1) = C#C
−1
1 . Therefore, there is a constant C# depending only on
C0, so that if n ≥ ln(ǫ−1)/ ln(λ−1β ) = C# ln(C1) then the bunching condition (C.1)
holds for ǫ(C0, C1). Since n ≥ t/τ˜0 − C#, the condition on n transforms to t ≥
t0(C1) = C# ln(C1), for a different constant C# depending only on the dynamics.
Finally, there are Λ > 1 depending only on the dynamics, and C# depending only
on the dynamics and on C0, so that, for t ≥ t0(C1), if R ≥ R(t) = C#Λt with
Λt ≥ C#CC# ln Λ1 then the requirements in the beginning of the previous paragraph
(and those in the first step regarding (4.6)) hold for t.
Applying 18 Lemma C.2, we obtain a block diagonal matrix D = Dζ′ , a chart
φ′ℓ = φ
′
ℓ,ζ′ around ℓ, time-shifts ∆m = ∆m,ζ′ and diffeomorphisms Ψm = Ψm,ζ′, and
18In order to apply Lemma C.2, we need to extend T to a diffeomorphism of Rd, which can
be done exactly as in the third step of the proof of [6, Lemma 5.1].
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Ψζ′ , such that, for anym in the set J ′ of those elements in J for which ρζ ·ρζ′ ◦Ti,−t
is nonzero,
(4.14) T −1 ◦ φζ = φ′ℓ,ζ′ ◦Ψζ′ ◦D−1ζ′ ◦Ψm,ζ′ ◦∆m,ζ′
on the set where (ρζ · ρζ′ ◦ Ti,t) ◦ Φζ is nonzero.
Writing ψζ′ = (ρζ′ · ψ) ◦ (κRζ′)−1, we have (recall that (i, j, ℓ) is fixed so that
Ze ⊂ Zi,j(R))
∑
ζ∈Ze
∥∥(ρζ(ρζ′ · ψ) ◦ Ti,−t) ◦ Φζ∥∥pHr,s,qp
(4.15)
=
∑
m∈J ′
∥∥(ρm ◦ φi,j,ℓ,m) · (ψζ′ ◦ T −1 ◦ φi,j,ℓ,m)∥∥pHr,s,qp
=
∑
m∈J ′
∥∥((ρm ◦ φi,j,ℓ,m ◦∆−1m ) · (ψζ′ ◦ φ′ℓ ◦Ψ ◦D−1 ◦Ψm)) ◦∆m∥∥pHr,s,qp .
Lemma B.8 bounds the previous expression by
(4.16)
C#
∑
m∈J ′
∥∥((ρm ◦ φi,j,ℓ,m ◦∆−1m ◦Ψ−1m ) · (ψζ′ ◦ φ′ℓ ◦Ψ ◦D−1)) ◦Ψm)∥∥pHr,s,q+r−sp .
Using the notations and results of Lemma C.2, the terms in this last equation are
of the form v ◦Ψm, where v is a distribution supported in Ψm(φ−1i,j,ℓ,m(B(m, d))) ⊂
B(Πm,C
1/2
0 /2). Since the range of Ψm contains B(Πm
u, C
1/2
0 ), if q ≥ 0 is small
enough so that q+(r−s) < (1−r+s)/(r−s), Lemma B.6 gives ‖v ◦Ψm‖Hr,s,q+r−sp ≤
C# ‖v‖Hr,s,q+r−sp . Therefore (4.16) is bounded by
(4.17) C#
∑
m∈J ′
∥∥(ρm ◦ φi,j,ℓ,m ◦∆−1m ◦Ψ−1m ) · (ψζ′ ◦ φ′ℓ ◦Ψ ◦D−1)∥∥pHr,s,q+r−sp .
The functions ρm ◦ φi,j,ℓ,m ◦ ∆−1m ◦ Ψ−1m have a bounded C1 norm and are sup-
ported in the balls B(Πm,C
1/2
0 /2), whose centers are distant by at least C0, by
Lemma C.2 (a). Therefore, by the localisation Lemma B.3 (using that (3.2) is
(B.3)), the sum in (4.17) (and thus also the left-hand-side of (4.15)), is bounded by
(4.18) C#
∥∥ψζ′ ◦ φ′ℓ ◦Ψ ◦D−1∥∥pHr,s,q+r−sp .
Similarly, but giving up the glueing in Step 2 of Lemma C.2 (and therefore the
need to work with ∆m and the regularity loss in the flow direction), up to the cost
of exponential growth, we get, applying the second estimate in Lemma 4.1 (recall
that r′ ≥ 0) to the composition with D−1,∑
ζ∈Ze
∥∥(ρζ(ρζ′ · ψ) ◦ Ti,−t) ◦ Φζ∥∥pHr′ ,s′,qp ≤ C#λu,n ∥∥ψζ′ ◦ φ′ℓ ◦Ψ ◦D−1∥∥pHr′ ,s′,qp
≤ C#λu,n ‖ψζ′ ◦ φ′ℓ‖pHr′ ,s′,qp .(4.19)
We next apply the first estimate in Lemma 4.1 to the composition with D−1 in
(4.18), in order to obtain a contraction in the Hr,s,q+r−sp norm, up to a bounded
term in the Hr
′,s′,q+2r−r′−s
p norm for r
′ < r. Since ψζ′ is supported in B(ℓ, C
1/2
0 /2)
while the range of Ψ contains B(ℓ, C
1/2
0 ) (by Lemma C.2), Lemma B.6 implies that
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the composition with Ψ is bounded. Summing up, we obtain∑
ζ∈Ze
‖(ρζ(ρζ′ · ψ) ◦ Ti,−t) ◦ Φζ‖pHr,s,q+r−sp
≤ C#
(
χ(0)n (wζ′)
∥∥(ρζ′ · ψ) ◦ (κRζ′)−1 ◦ φ′ℓ∥∥pHr,s,q+r−sp(4.20)
+
∥∥(ρζ′ · ψ) ◦ (κRζ′)−1 ◦ φ′ℓ∥∥pHr′,s′,q+2r−r′−sp ) ,
where
χ(0)n (wζ′) = (max(λ
−r
u,n, λ
−(s+r)
s,n )
p)(wζ′ ) ≤ χn ,
concluding the proof of (4.11). Summing over all possible values of ζ′, n, i, and e,
we obtain
‖Ltψ‖pΦ ≤ C# · χ[t/τ˜0]
∑
n,ζ′,i
(C#N
p)n/N (Den)
p−1
E∑
e=1
∥∥(ρζ′ψ) ◦ Φ′ζ′,i,e∥∥pHr,s,q+r−sp
+ C#Λ˜
2[t/τ˜0] · RY/2
∑
n,ζ′,i
(C#N
p)n/N (Den)
p−1
E∑
e=1
∥∥(ρζ′ψ) ◦ Φ′ζ′,i,e∥∥pHr′ ,s′,q+2r−r′−sp .
(4.21)
for some Λ˜ > 1 depending only on the dynamics.
Fourth step: Complexity at the end/ conclusion of the proof of (3.5). The right
hand side of (4.21) is of the form ‖ψ‖pΦ′ for some family of admissible charts Φ′,
except that several admissible charts may be assigned to a point wζ′ for ζ
′ ∈ Z(R).
Since E is independent of n, the number of those charts around wζ′ is at most
C# · Card{i | B˜i,t ∩ A(ζ′) 6= ∅}. If R is large enough, we can ensure that this
quantity is bounded by the intersection multiplicity of the sets B˜i,t, which is at
most Db[t/τ˜1] by construction (using again that there is no refinement in the flow
direction). Therefore, Lemma B.4 gives
‖Ltψ‖pΦ ≤ C# max
n∈N (t)
{
(C#N
p)n/N (Den)
p−1Dbnχn
} ‖ψ‖p
Hr,s,q+r−sp (R)
+ C#Λ˜
2[t/τ˜0] · RY max
n∈N (t)
{
(C#N
p)n/N (Den)
p−1Dbn
} ‖ψ‖p
Hr
′,s′,q+2r−r′−s
p (R)
.
This concludes the proof of (4.3) and therefore of (3.5).
Proof of (3.4). To show (3.4), we revisit the steps of the proof of (4.3), without
attempting to get an exponential contraction in the first term, or to obtain “com-
pactness” in the second term. In the estimate (B.6) in the first step, we replace
Hr−1,s,q by Hr,s,q. We must explain how to avoid the loss from the Hr,s,0p norm
to the Hr,s,r−sp -norm. Since we may use the second bound of Lemma 4.1 instead
of the first, this loss could occur only through the introduction of ∆m in Step 1
of Lemma C.2 (see Lemma C.4), invoked in the third step of the present proof .
In Step 1 of Lemma C.2, we got rid both of the xs and xu dependence of F˜
(1)
m .
The xs dependence was a problem in Step 2 of Lemma C.2 (glueing). If we give
up this glueing step in Lemma C.2 then F˜
(1)
m can be allowed to depend on xs, to
the cost of exponential growth (in Λt˜, for Λ > 1 related to the dynamics). The
xu dependence was a problem in Step 3 of Lemma C.2, where F˜ (2)(Axu, Bxs, x0)
could create exponential growth in the norm. Again, if we are willing to deal with
an exponential factor, we can allow F˜
(1)
m to depend on xu. In other words, we can
get rid of ∆m in Lemma C.2. This ends the proof of (3.4), and of Lemma 3.1. 
Using our transversality assumption and a simplification of the application of
Strichartz’ result in Step 2 in the proof of Lemma 3.1, and recalling Lemma 3.2, we
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obtain the following bound, which will be useful to exploit mollifying and averaging
operators to be introduced in the next section:
Corollary 4.2. For any 1 < p < ∞ and every max(−β,−1 + 1/p) < σ < 1/p,
there is C# > 0 so that for any ϕ,
‖1X0ϕ‖Hσp (M) ≤ C#‖1X0ϕ‖Hσp (X0) ≤ C2#‖ϕ‖Hσp (M) .
It remains to show the Lasota-Yorke estimates for R(z):
Proof of Lemma 3.8. We start with a premilinary bound which is also useful else-
where. Its proof will use interpolation, and we refer to Section 3.1 of [5] for re-
minders and references (such as [10] and [43]) about complex interpolation.
Clearly, ‖Lt(ψ)‖H0p(X0) ≤ ‖ψ‖H0p(X0) for all 1 ≤ p ≤ ∞. Fix 1 < p < ∞ and
0 < s0 < 1/p
′ = 1− 1/p. A toy-model version of the proof of Lemma 3.1 (working
on isotropic spaces, and using the original result of Strichartz [41]) easily gives that
‖Lt(ψ)‖Hs0p (X0) ≤ Λ˜eΛ˜t‖ψ‖Hs0p′ (X0) .
Here, Λ˜ may depend on R, and s0, and p
′ which are fixed. One can see that Λ˜ is
uniform in p′ as p′ → 1. By duality ‖Ltψ‖H−s0p (X0) ≤ Λ˜eΛ˜t‖ψ‖H−s0p (X0). Therefore,
using complex interpolation for s0 < s < 0 and Lemma 3.2 we get Λ (which may
depend on R, p, and s0, which are fixed) so that for any −s0 < s < 0
‖Ltψ‖Hs,0,0p ≤ Λ‖Ltψ‖Hsp(X0) ≤ ΛeΛ|s|t‖ψ‖Hsp(X0) ≤ ΛeΛ|s|t‖ψ‖Hs,0,0p .(4.22)
Recall (3.17). For large integerN , applying (3.8) twice, and exploiting Lemma 3.4,
we obtain a constant C# so that for all a > A, n ≥ 0, and ψ ∈ H˜, writing z = a+ ib
‖R(z)n+1(ψ)‖H˜r,s,0p ≤ C#
∫ ∞
0
tn−1
(n− 1)!
(
e−at−t ln(λ
−1)/N (‖Lt−t/NR(z)(ψ)‖H˜r,s,r−sp
+ e−at+At/N‖Lt−t/NR(z)(ψ)‖H˜s,0,2(r−s)p
)
dt
≤ C#
∫ ∞
0
tn−1
(n− 1)!
[
e−at−2t ln(λ
−1)/N)‖Lt−2t/NR(z)(ψ)‖H˜r,s,2(r−s)p
+ e−t ln(λ
−1)/Ne−at+At/N‖Lt−2t/NR(z)(ψ)‖H˜s,0,3(r−s)p
+ C#
(
1 +
|z|
R
)2(r−s)
(
1
a−A + 1)e
−at+At/N‖Lt−t/N (ψ)‖H˜s,0,0p
]
dt .
Exploiting (4.22), and applying (3.8) N − 2 more times, we get
‖R(z)n+1(ψ)‖H˜r,s,0p ≤ C#
∫ ∞
0
tn−1
(n− 1)!
[
e−t(a−ln(λ
−1))‖R(z)(ψ)‖
H˜
r,s,N(r−s)
p
+ [e−(N−2)t ln(λ
−1)/Ne−(N−1)Λt|s|/N + · · ·
+ e−t ln(λ
−1)/N
(
1 +
|z|
R
)(3−N)(r−s) e−2Λt|s|/N
CN−1#
+
(
1 +
|z|
R
)(2−N)(r−s) e−Λt|s|N
CN−2#
]
· CN−1#
(
1 +
|z|
R
)N(r−s)
(
1
a−A + 1)e
−t(a−Λ|s|−AN )‖ψ‖H˜s,0,0p
]
dt
≤ C#
( 1
a−A + 1
)(
1 +
|z|
R
)N(r−s)( 1
(a+ ln(1/λ))n
+
CN−1#
(a− Λ|s| −A/N)n
)
‖ψ‖H˜r,s,0p .
This is (3.27). We have applied (3.8) successively to qj = j(r−s), for j = 0, . . . , N .
We need conditions (3.2) and (3.3) to hold for each qj . It suffices to check both
inequalities on qN , and they are satisfied if |s| ≤ 2r and (3.26) hold. A slight
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modification of the above argument gives (3.28) (the condition on N does not
depend on s′). 
5. Mollifiers and stable-averaging operators
It will be convenient in Section 7 to mollify distributions, replacing them by
nearby distributions in C1. As is often the case, our mollification operators Mǫ are
obtained through convolution. In this section, we also introduce a key tool in the
Dolgopyat estimate of Section 6, the stable averaging operators Aδ.
Remark 5.1 (Minkowski-type integral inequalities). We note for further use that
for any real r and any 1 < p < ∞, there exists C > 0 so that for any integrable
η˜ : Rd → R+ and any family ωy ∈ Hrp(Rd), uniformly bounded in y,∥∥∥∥∫
Rd
η˜(y)ωy(·) dy
∥∥∥∥
Hrp(R
d)
≤ C
∫
Rd
η˜(y) ‖ωy‖Hrp(Rd) dy(5.1)
≤ C ‖η˜‖L1(Rd) sup
y
‖ωy‖Hrp (Rd) .
Indeed, if r = 0 the above estimate is the classical Minkowski integral inequality, see
e.g. [38, App.A]. The case |r| ≤ 1 may be proved by considering first r = 1, recalling
that ‖ψ‖H1p ∼ ‖ψ‖Lp + ‖Dψ‖Lp (see e.g. [37, Prop 2.1.2 (iv)+(vii)]), then r = −1,
using duality (Hr,0,0p = H
−r,0,0
p′ with p
′ = 1/(1−1/p)) and d-dimensional Fubini (see
e.g. [5, Beginning of §4]), and finally using complex interpolation (see [42], and [10]
in particular §2.4, §4.1, and Theorem 5.1.2, which says that [L1(B1, ν), L1(B2, ν)]θ =
L1([B1,B2]θ, ν), applied here to ν = η dx, this is Theorem 1.18.4 in [42]). The cases
|r| > 1 are handled similarly by considering higher order derivatives.
Remark 5.2 (Variants of complex interpolation). We shall use two easy variants of
complex interpolation. Let P1, P2, and P3 be linear operators acting on B1, B2, an
interpolation pair of Banach spaces. Then, interpolating at θ ∈ [0, 1] between
(5.2) ‖P1ω‖B1 ≤ C1‖P2ω‖B1 and ‖P1ω‖B2 ≤ C2‖P2ω‖B1
gives
‖P1(ω)‖[B1,B2]θ ≤ C1−θ1 Cθ2‖P2(ω)‖B1 ,
while interpolating at θ between
(5.3) ‖P1(ω)‖B1 ≤ ‖P2(ω)‖B1 and ‖P1(ω)‖B2 ≤ C1‖P2(ω)‖B1 + C2‖P3(ω)‖B1 ,
gives
‖P1(ω)‖[B1,B2]θ ≤ max(Cθ1 , Cθ2 )(‖P2(ω)‖B1 + ‖P3ω‖B1) .
For (5.2), one can easily adapt the argument in the last paragraph of [10, Theorem
4.1.2]. Using the notation there (in particular FB1,B2), let ω ∈ B1. Put g(z) =
Cz−11 C
−z
2 P1(ω). Then g ∈ FB1,B2 with ‖g‖F ≤ ‖P2(ω)‖B1 . In addition, g(θ) =
Cθ−11 C
−θ
2 P1(ω) so that
‖P1(ω)‖[B1,B2]θ ≤ C1−θ1 Cθ2‖g‖F ≤ C1−θ1 Cθ2‖P2(ω)‖B1 .
For (5.3), put g(z) = (max(C1, C2))
−zP1(ω). Then g ∈ FB1,B2 with ‖g‖F ≤
max(‖P2ω‖B1 , ‖P2(ω)‖B1+‖P3(ω)‖B1)‖P2(ω)‖B1+‖P3(ω)‖B1 . In addition, g(θ) =
(max(C1, C2))
−θP1(ω) so that
‖P1(ω)‖[B1,B2]θ ≤ (max(C1, C2))θ‖g‖F ≤ max(Cθ1 , Cθ2 )(‖P2(ω)‖B1 + ‖P3(ω)‖B1) .
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5.1. Mollification Mǫ of distributions on M . Fix ǫ0 small. Let η : R
d → [0,∞)
be a bounded and compactly supported C∞ function, supported in |x| ≤ 1 and
bounded away from zero on |x| ≤ 1/3, with ∫ η(x) dx = 1, and set, for 0 < ǫ < ǫ0,
ηǫ(y) =
1
ǫd
η
(y
ǫ
)
.
Recall the family of C2 charts κi,j,ℓ : Ui,j,ℓ,0 → Rd from Section 2.2 and the
standard contact form α0 from (2.11). We have (0, x
s, 0) ∈ Kerα0 for all xs, and
we shall use this as a local fake stable foliation to define the averaging operator
Asδ in Section 5.2 and in the proof of the Dolgopyat estimate in Section 6. Fix
C∞ functions θ¯i,j,ℓ : M → [0, 1], supported in the set Ui,j,ℓ,1 (recall that U i,j,ℓ,1 ⊂
Ui,j,ℓ,0) and so that ∑
i,j,ℓ
θ¯i,j,ℓ(q) = 1 ∀q ∈ Y0 := ∪i,j,ℓ U¯i,j,ℓ,2 .
(Recall that Ui,j,ℓ,2 was introduced in Step 1 of the proof of Lemma 3.1, with
U i,j,ℓ,2 ⊂ Ui,j,ℓ,1, and that the definition ensures that X0 is contained in the interior
of Y0.) As before, we write ζ = (i, j, ℓ) to simplify notation. (Note that the
parameter m ∈ Zd does not appear in this section.)
The mollifier operator Mǫ is defined for 0 < ǫ < ǫ0
19 by first setting for ψ ∈
L∞(X0) and x ∈ κi,j,ℓ(Ui,j,ℓ,1),
(Mǫ(ψ))ζ(x) =
∫
Rd
ηǫ(x − y)ψ(κ−1ζ (y)) dy = [ηǫ ∗ (ψ ◦ κ−1ζ )](x) .
Then, we set for ψ ∈ L∞(X0)
(5.4) Mǫ(ψ) =
∑
ζ
θ¯ζ(((Mǫ(ψ))ζ ◦ κζ) .
Since ψ is supported in X0, then Mǫ(ψ) is supported in Y0 for small enough ǫ. We
have the following bounds for Mǫ:
Lemma 5.3. For each p ∈ (1,∞), and all −1 < r′ ≤ 0 and r′ ≤ r < 2 + r′ in R,
there exists C# so that for all small enough ǫ > 0 and every ψ ∈ Hr′p (M), supported
in X0,
(5.5) ‖Mǫ(ψ)‖Hrp(M) ≤ C#ǫr
′−r‖ψ‖Hr′p (M) .
(Smoothness of η is important in the proof of (5.5).)
Lemma 5.4. Let p ∈ (1,∞) and −1 < r′ < s < 0. There exists C# > 0 so that
for any small enough ǫ > 0, and all ψ ∈ Hsp(X0)
(5.6) ‖Mǫ(ψ)− ψ‖Hr′p (M) ≤ C#ǫ
s−r′ ‖ψ‖Hsp(X0) .
Proof of Lemma 5.3. We assume that ǫ is small enough so that Mǫ(ψ) is supported
in the interior of Y0. Hence, we can implicitly replace H
σ
p (M) by H
σ
p (Y0) in the
argument.
Since the charts and partition of unity are C2, the bound (5.5) on classical
Sobolev spaces is standard, using Remark 5.1 and interpolating (interpolation is
allowed for Triebel spaces on Rd or a manifold, beware it cannot be used directly
for our spaces H). We provide details for the convenience of the reader: We shall
use that for any real −1 < r′ < 1 and any 1 < p <∞
(5.7) ‖ψ‖
H1+r
′
p (M)
≤ C#(‖Dψ‖Hr′p (M) + ‖ψ‖Hr′p (M)) .
19In the application, we shall take ǫ0 small enough as a function of n = ⌈c ln |b|⌉, in particular
much smaller than 1/R and than the “gap” between Y0 and X0.
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To prove (5.7), combine ‖ω‖
H1+r
′
p
∼ ‖ω‖Hr′p + ‖Dω‖Hr′p (this can be proved by
interpolation and duality from the corresponding results for integer r′ ≥ 0 available
e.g. in [37, Prop 2.1.2 (iv)+(vii)]), with (5.2), using that θ¯ζ and κζ are C
2.
The Minkowski integral inequality (5.1) implies that for each r′ ∈ R and 1 < p <
∞, there exists C# so that ‖ηǫ ∗ ω‖Hr′p ≤ C# ‖ω‖Hr′p for all ǫ. Next, |Dℓ(ηǫ)(x)| ≤
C#ǫ
−ℓ|(Dℓη)ǫ|, which implies
∫ |Dℓ(ηǫ)(x)| dx ≤ C#ǫ−ℓ for all integers ℓ ≥ 1. Thus,
by (5.1), for any integer ℓ ≥ 1,∥∥(Dℓ(ηǫ ∗ ω)∥∥Hr′p = ∥∥(Dℓ(ηǫ)) ∗ ω∥∥Hr′p ≤ C#ǫ−ℓ ‖ω‖Hr′p .
Therefore, applying (5.1) again, this time with (5.7), and since
D(Mǫψ) =
∑
ζ
(Dθ¯ζ)(Mǫ(ψ))ζ ◦ κζ +
∑
ζ
θ¯ζD(Mǫ(ψ))ζ ◦ κζ Dκζ
with D(Mǫ(ψ))ζ(x) = D(ηǫ) ∗ (ψ ◦κ−1ζ )(x), and similarly for the second derivative,
and also, putting Gζ′ζ = κζ′ ◦ κ−1ζ , if the domain of the map is nonempty,
[((θ¯ζ θ¯ζ′) ◦ κ−1ζ )((Mǫ(ψ))ζ′ ◦Gζ′ζ ](x)
=
(θ¯ζ θ¯ζ′)(κ
−1
ζ (x))
ǫd
∫
Rd
η
(Gζ′ζ(x)− y
ǫ
)
ψ(κ−1ζ ◦G−1ζ′ζ(y)) dy ,
we find for ℓ = 0, 1, 2, and −1 < r′ ≤ ℓ+ r′ < 2
(5.8) ‖Mǫ(ψ)‖Hℓ+r′p (M) ≤ C#ǫ
−ℓ ‖ψ‖Hr′p (M) .
Our assumptions imply that there exists 0 ≤ ℓ ≤ 1 so that ℓ + r′ ≤ r < ℓ+ 1 + r′.
Interpolating between the corresponding inequalities (5.8) (at (r − ℓ − r′)/r′), we
obtain (5.5). 
Proof of Lemma 5.4. Lemma 5.3 implies that
(5.9) ‖Mǫ(ψ)− ψ‖Hr′p (M) ≤ C#‖ψ‖Hr′p (M) .
We shall next prove that there exists a constant C# so that for all −1 ≤ r′ ≤ 0
(5.10) ‖Mǫ(ψ)− ψ‖Hr′p (M) ≤ C#ǫ‖ψ‖Hr′+1p (M) .
Interpolating at θ = 1 − (s − r′) ∈ (0, 1) between (5.9) and (5.10) gives the result
since ‖ψ‖Hσp (M) = ‖ψ‖Hσp (X0) for ψ ∈ Hσp (X0), by our definition.
Putting Gζ′ζ = κζ′ ◦ κ−1ζ , if the domain of the map is nonempty, we have
[(θ¯ζ θ¯ζ′) ◦ κ−1ζ ((Mǫ(ψ))ζ′ ◦Gζ′ζ ](x)(5.11)
=
(θ¯ζ θ¯ζ′)(κ
−1
ζ (x))
ǫd
∫
Rd
η
(y
ǫ
)
ψ(κ−1ζ ◦G−1ζ′ζ(Gζ′ζ(x)− y)) dy .
Therefore, to prove (5.10), we must bound the Hr
′
p norm of
(θ¯ζ θ¯ζ′)(κ
−1
ζ (x))
ǫd
∫
Rd
η(y/ǫ)(5.12)
· [ψ(κ−1ζ ◦G−1ζ′ζ(Gζ′ζ(x)− y))− ψ(κ−1ζ ◦G−1ζ′ζ(Gζ′ζ(x))] dy.
Setting u = Gζ′ζ(x) and ω = ψ ◦ κ−1ζ ◦G−1ζ′ζ , the integral remainder term in the
order-zero Taylor expansion gives
ω(u− y)− ω(u) = −
d∑
ℓ=1
∫ 1
0
yℓ · ∂ℓω(u− ty) dt .(5.13)
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Therefore, using the Minkowski integral inequality (5.1), and setting θ¯ζζ′ =
(θ¯ζ θ¯ζ′) ◦ κ−1ζ , we get that the Hr
′
p norm of (5.12) is bounded by
C# sup
ζ,ζ′,y∈2ǫ supp(η),ℓ
‖θ¯ζζ′(x)[∂ℓψ(κ−1ζ ◦G−1ζ′ζ)](Gζ′ζ(x)− y))‖Hr′p .
To conclude the proof of (5.10), use that for all ℓ = 1, . . . , d, we have |yℓ| ≤ C#ǫ
for yℓ in (5.13) and
θ¯ζζ′ · ∂ℓ[ψ ◦ κ−1ζ ] = ∂ℓ[θ¯ζζ′(ψ ◦ κ−1ζ )]− ∂ℓ[θ¯ζζ′ ]ψ ◦ κ−1ζ ,
and that ‖∂ℓω‖Hr′p ≤ C# ‖ω‖Hr′+1p . 
5.2. The stable-averaging operator. We now discuss the main technical idea
used to exploit Dolgopyat’s method [20]. It is borrowed from [30] and consists in
replacing ψ by its average over a piece of (fake) stable 20 manifold. 21 Put
ηs : R
ds → [0, 1] , ηs(x) = 1{‖xs‖≤1} , ηs,δ(xs) = 1
Sdsδ
ds
ηs(x
s/δ) ,
where Sds is the volume of the ds-dimensional unit ball. For fixed small δ > 0 (so
that 22 the δ-neighbourhood of κζ(Uζ,1) is included in the domain of κ
−1
ζ for each
ζ = (i, j, ℓ)) we set for each ζ, ψ ∈ L∞(X0), and x ∈ κζ(Uζ,1)
(Asδ(ψ))ζ(x
u, xs, x0) =
∫
Rds
ηs,δ(x
s − ys)ψ(κ−1ζ (xu, ys, x0)) dys .
(In the above, we implicitly extend ψ by zero outside of its support X0.)
We set for ψ ∈ L∞(X0)
(5.14) Asδ(ψ) =
∑
ζ
θ¯ζ · (Asδ(ψ))ζ ◦ κζ .
We shall assume that δ is small enough so that Asδ(ψ) is supported in the interior
of Y0. The key estimate on A
s
δ is contained in the next lemma.
Lemma 5.5. Let 1 < p <∞ and −1 + 1/p < r′ < s ≤ 0. There exists C# > 0 so
that for every small enough δ > 0, and every bounded function ψ supported in X0
‖Asδ(ψ)− ψ‖Hr′p (M) ≤ C#δ
s−r′‖ψ‖Hsp(M) ,
and also ‖1X0Asδ(ψ)− ψ‖Hr′p (X0) ≤ C#δs−r
′‖ψ‖Hsp(X0) .
There is no equivalent to Lemma 5.3 (Asδ is not a mollifier!).
Proof. We proceed as in Lemma 5.4 to prove the first bound. Note in particular that
the argument there only used that η ∈ L1 was a probability density (no smoothness
of η was required).
The analogue of (5.11) is
(θ¯ζ θ¯ζ′)(κ
−1
ζ (x))
∫
Rds
ηs
(
ys
δ
)
Sdsδ
ds
ψ(κ−1ζ (Gζ′ζ)
−1(Gζ′ζ(x) − ys)) dys .(5.15)
To prove the analogue of (5.10), we put ω = ψ ◦ κ−1ζ ◦G−1ζ′ζ and consider
(θ¯ζ θ¯ζ′)(κ
−1
ζ (x))
∫
Rds
ηs
(
ys
δ
)
Sdsδ
ds
[ω(Gζ′ζ(x) − ys)− ω(Gζ′ζ(x))] dys .
20In [30], unstable manifolds were used because of the dual nature of the argument there.
21In particular, since we do not require the equivalent of [30, Sublemma 3.1] but only the
analogue of [30, Sublemma 4.1], we need less smoothness: Liverani [30] required C4, although he
points out that C2+ǫ should suffice in [30, footnote 6].
22In Section 7, we shall need to choose δ small enough as a function of n = ⌈c ln |b|⌉.
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Then, (5.13) is replaced by the following zero-order Taylor expansion with integral
remainder term
ω(u− ys)− ω(u) = −
du+ds∑
ℓ=du+1
∫ 1
0
ysℓ · ∂ℓω(u− tys) dt .(5.16)
Note that, even if ℓ corresponds to a stable coordinate, ∂ℓ(ψ ◦ κ−1ζ ◦ Gζ′ζ)−1) can
involve all partial derivatives of ψ, since Gζ′ζ does not preserve stable leaves in
general. We obtain the claimed C#δ
s−r′ factor by interpolation, since |yℓ| ≤ C#δ.
The second claim follows from the first one, Corollary 4.2 and the identity
(1X0A
s
δ(ψ)) − ψ = 1X0(Asδ(ψ)− ψ) for any ψ supported in X0. 
5.3. End of the proof of Lemma 3.4 on R(z).
End of the proof of Lemma 3.4 on R(z). Let us deduce Lemma 3.4 from (3.16).
The proof is by interpolation, but this interpolation must be done at the level of
Triebel spaces. Also, the special form of the admissible charts must be used.
First note that LtR(z) = R(z)Lt so that
‖R(z)(ψ)‖H˜r,s,qp (R) = sup
τ∈[0,t0]
‖R(z)Lτ (ψ)‖Hr,s,qp (R) .
Let us first take q′ = 1, and q = 0, setting ψ˜ = R(z)(Lτ (ψ)) for 0 ≤ τ ≤ t0. By
Definition 2.5, we must consider ∑
ζ=(i,j,ℓ,m)∈Z(R)
∥∥∥[ρm · (ψ˜ ◦ (κRζ )−1)] ◦ φζ∥∥∥p
Hr,s,1p
1/p .
Now,∥∥∥[ρm · (ψ˜ ◦ (κRζ )−1)] ◦ φζ∥∥∥
Hr,s,1p
≤ C#
∥∥∥[ρm · (ψ˜ ◦ (κRζ )−1)] ◦ φζ∥∥∥
Hr,s,0p
+ C#
∥∥∥∂x0 [ρm · (ψ˜ ◦ (κRζ )−1) ◦ φζ ]∥∥∥
Hr,s,0p
.(5.17)
We have∥∥∥∂x0 [ρm · (ψ˜ ◦ (κRζ )−1) ◦ φζ ]∥∥∥
Hr,s,0p
≤ C#
∥∥∥[(∂x0ρm) · (ψ˜ ◦ (κRζ )−1)] ◦ φζ∥∥∥
Hr,s,0p
+ C#
∥∥∥[ρm · ∂x0(ψ˜ ◦ (κRζ )−1)] ◦ φζ∥∥∥
Hr,s,0p
.(5.18)
Recall that φζ(x
u, xs, x0) = (F (xu, xs), xs, x0+f(xu, xs)). If t > 0 is small enough,
since the charts κζ = κi,j,ℓ preserve the flow direction and time units, we find
R(z)Lτ (ψ((κRζ )−1(F (xu, xs), xs, x0 + f(xu, xs)))
−R(z)(Lτψ)((κRζ )−1(F (xu, xs), xs, x0 − t+ f(xu, xs))
= (R(z)Lτ (ψ)−R(z)Lτ+t/R(ψ))((κRζ )−1 ◦ φζ)(x) .(5.19)
Dividing by t and letting t → 0, it follows from (3.16) at t1 = τ and from (5.17-
5.18-5.19) that∥∥[ρm · (R(z)(Lτ (ψ)) ◦ (κRζ )−1)] ◦ φζ∥∥Hr,s,1p(5.20)
≤ C#
(
1 +
|z|
R
) ∥∥[ρm · (R(z)(Lτ (ψ)) ◦ (κRζ )−1)] ◦ φζ∥∥Hr,s,0p
+ C#
∥∥[(∂x0ρm) · (R(z)(Lτ (ψ))) ◦ (κRζ )−1] ◦ φζ∥∥Hr,s,0p
+ C#
∥∥[ρm · (Lτ (ψ) ◦ (κRζ )−1)] ◦ φζ∥∥Hr,s,0p .
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Since
∑
m′∈Zi,j,ℓ(R)
ρi,j,ℓ,m′ ≡ 1, we may use Lemma B.1 (for β˜ = ∞) and (B.4)
in Lemma B.3 (using (3.2)=(B.3)) to replace ∂x0ρm by a finite sum of ρm′∂x0ρm
for neighbours m′ of m (the number of neighbours is uniformly bounded, which
gives rise to a bounded overcounting). For q > 0 and q′ ∈ (q, q + 1), setting
q′′ = q(1 − (q − q′)) and applying complex interpolation (see (5.3)) at θ = q/q′′
between (5.20) and∥∥[ρm · (R(z)(Lτ (ψ)) ◦ (κRζ )−1)] ◦ φζ∥∥Hr,s,q′′p
≤ ∥∥[ρm · (R(z)(Lτ (ψ))) ◦ (κRζ )−1] ◦ φζ∥∥Hr,s,q′′p ,
we get, since 1 ≤ ( |z|R + 1)q
′−q, summing all terms, ∑
ζ=(i,j,ℓ,m)∈Z(R)
∥∥∥[ρm · ((ψ˜ ◦ (κRζ )−1] ◦ φζ)∥∥∥p
Hr,s,q
′
p
1/p
≤ C#
( |z|
R
+ 1
)q′−q[( ∑
ζ=(i,j,ℓ,m)∈Z(R)
∥∥[ρm · (R(z)(Lτ (ψ)) ◦ (κRζ )−1)] ◦ φζ∥∥pHr,s,0p )1/p
+
( ∑
ζ=(i,j,ℓ,m)∈Z(R)
∥∥[ρm · (Lτ (ψ) ◦ (κRζ )−1)] ◦ φζ∥∥pHr,s,qp )1/p] .
In view of (3.15), this ends the proof of Lemma 3.4. 
6. The Dolgopyat estimate
The purpose of this section is to prove the following lemma.
Lemma 6.1. Assume d = 3. There exist C# > 0, λ¯ > 1 and γ0 > 0 so that for all
a > 1 , b > 1, γ ≥ γ0, m ≥ C#aγ ln b, and ψ˜ ∈ H1∞(M)
‖Asδ(R(a + ib)2m(ψ˜))‖L∞(X0) ≤ C#a−2mb−γ0(‖ψ˜‖L∞(M) + ν−ma ‖ψ˜‖H1∞(M)) ,
where δ = b−γ and νa = (1 + a
−1 ln λ¯)−1.
In the present section, C#, γ0, and λ¯ denote constants which depend only on
the dynamics and not on r, s, or p.
Note that, since R(a+ ib) = R(a − ib) the obvious counterpart of the above
lemma holds true for b < 0.
The rest of the section consists in the proof of Lemma 6.1 and is a direct, but
lengthy, computation.
In the present section, it is more convenient to work directly with the flow rather
than with the Poincare´ sections, and we will often look at the dynamics at different
time steps τ+ > τ0 ≫ τ−. Let us be more precise: Remember from (4.5) the choice
of τ˜1 ≤ infi,j,z τi,j(z) and τ˜0 ≥ supi,j,z τi,j(z). Fix once and for all τ0 ≤ 14 τ˜1 and let
µ0 = ⌈ τ˜0τ0 ⌉, τ+ = µ0k0τ0 ≥ k0τ˜0. The size of k0 will be chosen large enough, but
fixed, during the proof of Lemma 6.2. Also, we introduce the following rough bounds
for the minimal average expansion and contraction: Let λ¯u = infz [λu,k0(z)]
1
τ+ > 1,
λ¯s = supz [λs,k0(z)]
1
τ+ < 1 and set λ¯ = min{λ¯u, λ¯−1s }. Thus the minimal expansion
and contraction in a time t ≥ τ+ will be bounded by λ¯u,t = λ¯t−τ+ , λ¯s,t = λ¯−t+τ+ .
This said, we start to compute. First of all it is convenient to localise in time:
Consider a smooth function p˜ : R → R such that supp p˜ ⊂ (−1, 1), p˜(s) = p˜(−s),
and
∑
ℓ∈Z p˜(t− ℓ) = 1 for all t ∈ R. In the following it is convenient to proceed by
very small time steps τ− =
τ+
k1
, k1 ∈ N. Let p(t) = p˜( tτ− ).
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For each f ∈ L∞(M, vol) we write
R(z)m(f) =
∑
ℓ∈Z
∫ ∞
0
p(t− ℓτ−) t
m−1
(m− 1)!e
−ztLtf dt
=
∑
ℓ∈N∗
∫ τ−
−τ−
p(s)
(s+ ℓτ−)
m−1
(m− 1)! e
−zℓτ−−zsLτ−ℓLsf ds
+
∫ τ−
0
p(s)
sm−1
(m− 1)!e
−zsLsf ds .
(6.1)
Next we recall the stable average introduced in Section 5.2. Setting pm,ℓ,z(s) =
p(s) (s+ℓτ−)
m−1
(m−1)! e
−zℓτ−−zs, for each w ∈ X0 we can write23
(6.2) Asδ(R(z)m(f))(w) =
∑
ℓ∈N∗,ζ
∫ τ−
−τ−
pm,ℓ,z(s)θ¯ζ(w)
∫
W sδ,ζ(w)
p˜δ,ζ(w, ξ) · Lℓτ−Lsf(ξ) ,
where (see Section 5.2) W sδ,ζ(w) = {κ−1ζ (κ˜ζ(w)u, ys, κ˜ζ(w)0)}ys∈[−δ,δ] ∩ X0. The
integral is meant with respect to the volume form determined by the Riemannian
metric restricted toW sδ,ζ and p˜δ,ζ(w, ξ) = ηs,δ(κζ(w)
s−κζ(ξ)s)Jζ(w, ξ), where Jζ is
the Jacobian of the change of coordinates κζ restricted to the manifold W
s
δ,ζ . Note
that if w is extremely close to a corner of X0, then W
s
δ,ζ(w) could be extremely
short, yet in such a case the integral will be trivially small. We can rewrite (6.2) as
A
s
δ(R(z)m(f))(w) =
∑
ℓ∈N∗,ζ
∫ τ−
−τ−
pm,ℓ,z(s)θ¯ζ(w)
∫
T−ℓτ−W
s
δ,ζ
p˜δ,ζ ◦ Tℓτ− · Jsℓτ− · Lsf
=
∑
ℓ∈N∗,ζ
θ¯ζ(w)
∑
W∈Wℓ(w)
∫ τ−
−τ−
pm,ℓ,z(s)
∫
W˜
pδ,ζ ◦ Tℓτ− · Jsℓτ−Lsf ,
(6.3)
where Jsℓτ− is the Jacobian of the change of variable,
∫
W sδ,ζ(w)
p˜δ,ζ(w, z) ≤ 1, and
Wℓ(w) := {Wα}α∈Aℓ(w) is a decomposition of T−ℓτ−W sδ,ζ in regular connected
pieces. By regular we mean that there exists t ∈ [0, τ−] such that T−tWα is a
C2 manifold. 24
The decomposition Wℓ is performed as follows. We choose L0 > 0 such that a
curve in the stable cone of length L0‖λs,µ0k0‖L∞ intersecting an Oi must lie entirely
in its τ0/4 neighbourhood and then we define Wk1κ, κ ∈ N, recursively: 25 First,
let W0 be the collection of the connected components of W sδ,ζ \ ∪i,j∂Bi,j . Given
Wk1κ define first W˜k1(κ+1) to be the union of the connected regular pieces of the
curves T−τ+W for W ∈ Wk1κ. Next, if a curve W ∈ W˜k1(κ+1) is longer than L0, we
decompose it in curves of length 12L0 apart from the last piece that will have length
in the interval [ 12L0, L0). The set of curves so obtained is Wk1(κ+1). Finally, for
the ℓ ∈ {k1κ+1, . . . , k1(κ+1)− 1} we define Wℓ as the collection of the connected
regular pieces of T(k1κ−ℓ)τ−W , W ∈ Wk1κ. We will call the curves shorter than
L0/2 short, and the others long. Note that, by construction, for each α ∈ Aℓ there
23 Here and in the following, when we write
∑
ℓ∈N∗ we mean to include implicitly also the last
term in (6.1). In any case, we will see in (6.12) that the total contributions of the first terms in
the sum is negligible.
24 The issue here is that if Wα intersects one Oi, then it may be discontinuous. Yet, such a
lack of smoothness is only superficial since once the manifold is flowed past the section, it becomes
smooth. More precisely, ifWα does not intersect any Oi, then it has uniformly bounded curvature
(i.e., if g is its parametrisation by arc-length, then ‖g′′‖L∞ ≤ C#). This can be proved exactly
as one proves the same bound on the curvature of the stable leaves of an Anosov map, see [28] for
details.
25 For simplicity we suppress the dependence on w, ζ when this does not create confusion.
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exists tα ∈ [0, τ0] such that T−tαWα is a C2 curve with uniform C2 norm and
Tℓτ+−tα , restricted to T−tαWα, is a C
2 map.
The density p˜δ,ζ has the property |∇ log p˜δ,ζ|∞ ≤ C#, for some fixed constant
C#. Then, setting
(6.4) pℓ,α =
p˜δ,ζ ◦ Tℓτ− · Jsℓτ−
Zℓ,α
; Zℓ,α =
∫
Wα
p˜δ,ζ ◦ Tℓτ− · Jsℓτ− ,
we have |∇ log pℓ,α|∞ ≤ C#, provided C# is chosen large enough.26 In addition,
note that
∑
α Zℓ,α ≤ 1.27
Next, it is convenient to define the r-boundary ∂r(Wℓ) of the family Wℓ:
∂r(Wℓ) = ∪α∈Aℓ{x ∈Wα : d(x, ∂Wα) ≤ r} ,
where, given any two sets A,B, we define d(A,B) = infx∈A,y∈B d(x, y). Not sur-
prisingly, we will call |∂r(Wℓ)| :=
∑
α∈Aℓ
Zℓ,α
∫
{d(x,∂Wα)≤r}
pℓ,α the measure of the
r-boundary of Wℓ.28
Lemma 6.2. There exists σ ∈ (0, 1) such that, for all δ small enough, |∂r(Wℓ)| ≤
C#max{r, σ
ℓ
k1 rδ−1}. In addition, for each υ ∈ (0, 1) and σℓ < δk1 , there exists
Cυ > 0 such that the measure of ∪j≤mTjτ−∂υjτ−r(Wj) is bounded by Cυr .
Proof. If x ∈ ∂r(Wℓ) then we have the following possibilities
(1) Tℓτ−x belongs to a rλ¯
−τ−ℓ-neighbourhood of ∂
(
W sδ,ζ \ ∪i,jOi,j
)
.
(2) there exists n ∈ N, n ≤ ℓ/k1, such that Tnτ+−tx, t ∈ [0, τ+], intersects the
λ¯−τ−(ℓ−nk1)r neighbourhood of the lateral boundaries of the flow boxes, i.e.,
∪i,j∂Bi,j \ (Oi,j ∪ Tτi,j (Oi,j)).
Let us call ∂1r (Wℓ) and ∂2r (Wℓ), respectively, the parts of ∂r(Wℓ) that satisfy the
above two conditions. Clearly, |∂1r (Wℓ)| ≤ C#λ¯−τ−ℓδ−1r.
To analyze the second case, we must follow the creation of the Wα. By the
complexity assumption 1.5, for each ν ∈ (0, 1/2) we can chose k0 ∈ N and L0 > 0
so that for each curve W in the stable direction and of size smaller than L0, the
number of smooth connected pieces of T−τ+W is smaller than λ¯
τ+ν.
Remark that, by construction, there exists c1 > 1 such that, for each j ∈
{0, . . . , k1} and r′ > 0, Tjτ−∂r′(Wκk1+j) ⊂ Tk1τ−∂c1r′(W(κ+1)k1). Accordingly,
it suffices to study ∂r(Wk1ℓ′), ℓ′ ∈ N. Let Wj =Wk1j .
For each W ′ ∈ Wκ we say that W ′′ ∈ Wj , j ≤ κ, is its ancestor if W ′′ is long
and, for each l ∈ {0, . . . , κ − j − 1}, Tlτ+W ′ never belongs to a long element of
Wκ−l. Now for each ancestor W ′′ ∈ Wκ, we can consider the short pieces that are
generated29 in Wℓ′ , ℓ′ = ℓk1 , by the complexity bound their number is less than
λ¯τ+(ℓ
′−κ)νℓ
′−κ. Note that the image of a curve of length r in W ∈ Wℓ′ under
Tτ+(ℓ′−κ) will be of length smaller than λ¯
−τ+(ℓ
′−κ)r. Thus, the union of the images,
call it Pℓ′,κ,r, of the r-boundary of the short pieces of Wℓ′ in an ancestor belonging
to Wκ will have total length bounded by νℓ′−κr. By the usual distortion estimate
26Indeed, the flow induces one-dimensional maps between Tκτ0−tκWα and T(κ+1)τ0−tκ+1Wα
(tk ∈ [0, τ0] properly chosen), which, by parametrising the curves by arc-length, are uniformly C
2.
So the claim follows by the usual distortion results on one-dimensional maps, see [28] for details.
27In fact, the sum is exactly equal to one if no manifold is cut by the boundary of X0.
28Note that |∂rWℓ| =
∫
Tℓτ−
[∂r(Wℓ)]
p˜δ,ζ and hence the measure of Tℓτ− [∂r(Wℓ)] is bounded,
above and below, by C#δ|∂r(Wℓ)|.
29That is the set of short pieces in Wℓ′ whose ancestor is the given curve.
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(see footnote 26) this implies that, calling m the induced Riemannian measure on
W sδ,ζ ,
m(Tκτ+Pℓ′,κ,r)
m(Tκτ+(W
′′))
≤ C#L−10 νℓ
′−κr .
Thus the measure of the image, inW sδ,ζ , of the r-boundary belonging to short pieces
with an ancestor inWκ will have measure bounded by C#δrνℓ′−κ. Hence, the total
measure of such pieces will be bounded by C#δr, while the number of pieces that
do not have any ancestor must be less than λ−τ+ℓ
′
νℓ
′
and thus their total measure
will be less than νℓ
′
r. The first statement follows then by footnote 28 choosing30
(6.5) σ = max{λ¯−τ+ , ν} 12 .
The last statement follows by applying the previous results together with foot-
note 28 again. 
Next, it is convenient to localise in space as well. To this end we need to define
a sequence of smooth partitions of unity.
Given a parameter θ ∈ (0, 1) to be chosen later, there exists C# > 0 such that,
for each r ∈ (0, 1), there exists a C∞ partition of unity {φr,i}q(r)i=1 enjoying the
following properties 31
(i) for each i ∈ {1, . . . , q(r)}, there exists xi ∈ Uζi,1 ⊂ M such that φr,i(z) = 0
for all z 6∈ Brθ(xi) (the ball, in the sup norm of the chart κζi , of radius rθ
centered at xi);
(ii) for each r, i we have ‖∇φr,i‖L∞ ≤ C#r−θ;
(iii) q(r) ≤ C#r−3θ .
W sδ,ζ T−ℓτ−
Bcrθ(xi) Brθ (xi)
·xi
discarded manifolds in Dℓ,i
unstable
sta
ble
fl
o
w
crθ
cr
θ
c
r
θ
Figure 1. The manifolds {Wα}α∈Aℓ,i .
Fix c > 2. For each xi, let Aℓ,i = {α ∈ Aℓ : Wα ∩ Brθ(xi) 6= ∅}, Dℓ,i =
{α ∈ Aℓ,i : ∂(Wα ∩ Bcrθ(xi)) 6⊂ ∂Bcrθ(xi)}, Eℓ,i = Aℓ,i \Dℓ,i. Call the manifolds
with index in Dℓ,i the discarded manifolds. We choose c large enough so that a
manifold intersecting Brθ(xi) can intersect only the front and rear vertical part of
the boundary of Bcrθ(xi), see figure 1.
32
30The square root is for later convenience, see the proof of Lemmata 6.3 and 6.8.
31For example, using the function p˜ introduced to partition in time, one can define, in the
charts κζ , p˜(k¯r
θ/2 + 2r−θτ−η)p˜(j¯rθ/2 + 2r−θτ−ξ)p˜(¯irθ/2 + 2rθ/2τ−s).
32This can be achieved thanks to the fact that the Wα belong to the stable cone.
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Set Wα,i =Wα ∩Bcrθ(xi) and
(6.6) pℓ,ζ,α,i =
p˜δ,ζ ◦ Tℓτ− · Jsℓτ−
Zℓ,α,i
; Zℓ,α,i =
∫
Wα,i
p˜δ,ζ ◦ Tℓτ− · Jsℓτ− .
Moreover it is now natural to chose
(6.7) k1 = ⌈r−θτ+⌉, hence τ− ∼= rθ .
Our next step is to estimate the contribution of the manifolds Wα,i, α ∈ Dℓ,i.
Let Ki ⊂ Dℓ,i be the collection of indices for which Wα,i ∩ (∪jOj) 6= ∅, then
∪α∈Dℓ,i\KiWα,i ⊂ ∂crθ (Wℓ), hence, by Lemma 6.2 the total measure of the elements
in Dℓ,i \ Ki, is bounded by C#max{rθ, σ
ℓ
k1 rθδ−1}.33 It remains to estimate how
many pieces are cut by a manifold Oi. This is done in the following lemma whose
proof can be found at the end of Appendix E.
Lemma 6.3. There exists ℓ0 ≥ 0 such that for each ℓ ≥ k1ℓ0, any codimension-one
disk 34 O˜ of measure S > 0 and ρ∗ > 0, if we let Dℓ(O˜, ρ∗) = {Wβ,i : d(Wβ,i, O˜) ≤
ρ∗} , then ∑
{(β,i):Wβ,i∈Dℓ(O˜,ρ∗)}
Zβ,i ≤ C#
[√
S(ρ∗ + rθ) + Sσ
ℓ + δ−1σℓ
]
.
Next, it is convenient to introduce the parameter c∗ ∈ (0, 1) defined by
(6.8) c∗eaτ+ = σ ,
where a = ℜ(z), and assume that m is such that
(6.9) σc∗m ≤ δr θ2 .
Applying Lemma 6.3 with ρ∗ = r
θ, O˜ = Ol, we have that∑
i
∑
β∈Ki
Zβ,i ≤ C#r θ2 .
Thus,35
(6.10)
∣∣∣∣∣∣
∑
ℓ≥c∗k1m
∑
k,i
∑
α∈Dℓ,i
∫ τ−
−τ−
pm,ℓ,z(s)
∫
Wα,i˜
pδ,ζ ◦ Tℓτ− · Jsℓτ− · Lsf
∣∣∣∣∣∣ ≤ C# r
θ
2
am
|f |∞ .
We are left with the small ℓ and the elements of Eℓ,i. To treat these cases,
it is convenient to introduce extra notation. For each α ∈ Aℓ, define W cα =
∪t∈[−τ−,τ−]Wα. For each Wα ⊂ Uζ′,0, the manifold κζ′(W cα) can be seen as the
graph of Fα(ξ, s) := (Fα(ξ), yα + ξ,Nα(ξ) + s), ξ, s ∈ R, where Fα, Nα are uni-
formly C2 functions and Fα(ξ, 0) is the graph of Wα.
Given the above discussion, to estimate the integrals in equation (6.2) it suffices
to estimate the integrals
(6.11)
∫ τ−
−τ−
pm,ℓ,z(s)
∫
Wα˜
pδ,ζ ◦ Tℓτ− · Jsℓτ− · Lsf =
∫
W cα
p¯m,ℓ,z,α · p¯δ,ζ ◦ Tℓτ− · J¯sℓτ− · f ,
where p¯m,ℓ,z,α◦κ−1ζ′ ◦Fα(ξ, s) = −pm,ℓ,z(−s), p¯δ,ζ ◦Tℓτ− ◦κ−1ζ′ ◦Fα(ξ, s) = p˜δ,ζ ◦Tℓτ− ◦
κ−1ζ′ ◦ Fα(ξ, 0), the same for J¯sℓ,ν apart from a factor taking into account the speed
33Remember that the Wα,i inherit from the Bcrθ (xi) the property of having a uniformly
bounded number of overlaps.
34Here we assume the curvature of the O˜ to be bounded by some fixed constant.
35 Note that if a box Bcrθ (xi) is cut by a manifold Oi or by the boundary of X0, then it is
possible that Eℓ,i = ∅. In particular, the present estimate bounds the contributions of all the
Wα,i for such a “bad” box.
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of the flow, and the integrals are taken with respect to the volume form induced by
the Riemannian metric.
Substituting (6.11) in (6.2), setting p¯ℓ,ζ,α,i =
p¯δ,ζ◦Tℓτ− ·J¯
s
ℓτ−
Zℓ,α,i
and remembering
(6.10),36
A
s
δ(R(z)m(f)) =
∑
ℓ∈N∗
∑
ζ,i
∑
α∈Aℓ,i
Zℓ,α,iθ¯ζ
∫
W cα,i
p¯m,ℓ,z,α(s)φr,i · p¯ℓ,ζ,α,i · f
=
∑
ℓ≥c∗mk1
∑
ζ,i
∑
α∈Eℓ,i
Zℓ,α,iθ¯ζ
∫
W cα,i
p¯m,ℓ,z,α(s)φr,i · p¯ℓ,ζ,α,i · f
+O(|f |∞([c∗eaτ+]m + r θ2 )a−m ,
(6.12)
Note that (6.9) implies [c∗eaτ+]
m = σm ≤ δr θ2 .
To continue, following Dolgopyat, we must show that the sum over the mani-
folds in Eℓ,i contains a lot of cancellations and this leads to the wanted estimate. In
Dolgopyat scheme such cancellations take place when summing together manifolds
that are at a distance larger than rϑ, for some properly chosen ϑ > θ. To make the
cancellations evident one must compare different leaves via the unstable holonomy
(using the fact that it is C1). In the present case, due to the discontinuities, the
unstable holonomy is defined only on a Cantor set. To overcome this problem, we
construct in Appendix D an approximate holonomy which is Lipschitz. Next (fol-
lowing [30]), we use the fact that the flow is contact to show that Lipschitz suffices
to have the wanted cancellations, see Appendix E. Unfortunately, the approximate
holonomy is efficient only when its fibers are very short, in particular one cannot
hope to use it effectively to compare leaves that are at a distance rθ . We need then
to collect our weak leaves into groups that are at a distance smaller than r and
require that ϑ > 1.
To start with, we consider the line 37 xi+(u, 0, 0), u ∈ [−rθ, rθ], and we partition
it in intervals of length r/3. To each such interval I we associate a point xi,j ∈
∪α∈Eℓ,iW cα ∩ I, if the intersection is not empty. Next, we associate to each point
xi,j Reeb coordinates κ˜xi,j . More precisely, let xi,j ∈W cα, we ask that xi,j is at the
origin in the κ˜xi,j coordinates, that κ˜xi,j (W
c
α) ⊂ {(0, y, z)}, y, z ∈ R, and that the
vectorDxi,jT−ℓτ−(1, 0, 0) belongs to the unstable cone. Such changes of coordinates
exist and are all uniformly smooth by Lemma A.4.
For each xi,j , let us consider (in the coordinates κ˜xi,j) the box Br = {(η, ξ, s) :
|η| ≤ r, |ξ| ≤ rθ, |s| ≤ rθ}. We set Br,i,j = κ˜−1xi,j (Br). The next lemma ensures that
Figure 2 is an accurate representation of the manifolds intersecting Br.
Lemma 6.4. There exists c > 0 such that, if a manifold Wα, α ∈ Eℓ,i, intersects
Br,i,j, then κ˜xi,j (W cα) ∩ ∂Bcr,i,j is contained in the unstable boundary of Bcr,i,j,
provided θ ∈ (12 , 1) and λ¯−c∗m < r
1−θ
2 .
Proof. By construction, for each Br,i,j there is a manifold W cα going through its
center and perpendicular to (1, 0, 0) (in the κ˜xi,j coordinates). Let τα ∈ [−τ−, τ−]
be such that W˜α = TταWα ∩ I 6= ∅.38
36 The sum over the first c∗mk1 elements is estimated by |f |∞ times the integral
C#
a−m+1
(m − 1)!
∫ c∗mτ+
0
e−ax(xa)m−1dx ≤ C#a
−m (c∗maτ+)
m−1
(m − 1)!
≤ C#a
−m(c∗aeτ+)
m ,
where we have used the Stirling formula.
37In the κζi coordinates.
38 When no confusion arises, to ease notation, we will identify κ˜xi,j (W
c
α) and W
c
α.
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Bcr
cr
θ
cr
κ˜xi,j (W
c
α)
κ˜xi,j (W
c
α)∩Bcr
c
r
θ
Figure 2. A manifold intersecting Br.
Next, consider another W cβ , β ∈ Eℓ,i, intersecting Br,i,j and let u be the intersec-
tion point with I. Again, let W˜β = TτβWβ . Consider the segment J = [0, u] and its
trajectory TtJ , t ∈ [0, ℓτ−]. Let t0 be the first time t for which Tt−τ−J∩(∪i∂Oi) 6= ∅.
Since Tt0W˜α, Tt0W˜β are uniformly transversal to ∪t∈[0,2τ−]Tt∂Oi = ∂cOi and do not
intersect it, it follows that their length must be smaller than C#|Tt0J |, see figure
3.
Tt0(J)
∂cOi
Tt0
(W˜β)
Tt0
(W˜α)
Figure 3. Meeting ∂Oi.
Hence, setting Λ =
|W˜α,i|
|Tt0W˜α,i|
, by the invariance of the contact form it follows that
C−1# Λ ≤
|Tt0(J)|
|J | ≤ C#Λ .
Thus,
(6.13) crθ ≤ C#Λ|Tt0W˜α,i| ≤ C#Λ|Tt0(J)| ≤ C#Λ2|J | ≤ C#Λ2r .
It follows that the forward dynamics in a neighbourhood of J behaves like in the
smooth case until it experiences a hyperbolicity Λ of order at least C#r
− 1−θ2 . More-
over our conditions imply that this amount of hyperbolicity will be achieved in the
time we are considering. In turn, this means that the tangent spaces of W˜α and
W˜β , at zero and u respectively, differ at most of C#r
1−θ.39 Thus the tangents to
39Since hyperbolicity Λ implies that the image of the cone (which contains the tangent to
the manifolds) has size, in the horizontal plane, Λ2 while the axes of two cones at a distance r
can differ at most by C#r, which can be proved in the same manner in which is proven the C
1
regularity of the foliation in the case of a smooth map, see [28].
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the manifolds at the above points can at most be at a distance C#r inside the box.
By the uniform C2 bounds of the manifolds it follows that the distance between
the two manifolds must be bounded by C#(r + r
2θ). From this, Lemma 6.4 easily
follows by choosing c large enough. 
Remark 6.5. Note that the estimates on the tangent plane to the manifolds con-
tained in the previous lemma imply that the “angle” between two nearby boxes
Br,i,j is of the order r1−θ, hence the maximal distance in the unstable direction is
of order r. This implies that the covering {Br,i,j} has a uniformly bounded number
of overlaps.
Returning to the proof of Lemma 6.1, in view of the previous result it is conve-
nient decompose Eℓ,i as ∪jEℓ,i,j where if α ∈ Eℓ,i,j , then κ˜xi,j (Wα,i) ∩Br 6= ∅. We
can then rewrite (6.12) as
A
s
δ(R(z)m(f)) =
∑
ℓ≥c∗mk1
∑
ζ,i,j
∑
α∈Eℓ,i,j
Zℓ,α,iθ¯ζ
∫
W cα,i
p¯m,ℓ,z,α(s)φr,i · p¯ℓ,ζ,α,i · f
+O(|f |∞r θ2 )a−m ,
(6.14)
To elucidate the cancellation mechanism it is best to fix ℓ, i, j and use the above
mentioned charts (in fact from now on, we will call the quantities in such a coordi-
nate charts with the same names of the corresponding ones in the manifold). For
each α ∈ Eℓ,i,j , Wα ∩ Bcr can be seen as the graph of Fα(ξ) := (Fα(ξ), ξ, Nα(ξ))
for ‖ξ‖ ≤ cr, where Fα, Nα are uniformly C2 functions, and, by Lemma 6.4,
|F ′α| ≤ C#r1−θ. Note that, since both α and dα are invariant under the flow,
and the manifolds are the image of manifolds with tangent space in the kernel of
both forms, it follows that N ′α(ξ) = ξF
′
α(ξ).
To simplify notations, let us introduce the functions40
F˜α(ξ, s) = (Fα(ξ), ξ, Nα(ξ)− s)
Ξℓ,r,i,ζ,α = φr,i · p¯ℓ,ζ,α,i
Fℓ,m,i,α(ξ, s) = p(s)
(ℓτ− − s)m−1
(m− 1)! e
−zℓτ−+as · Ξℓ,r,i,ζ,α ◦ Fα(ξ, s) · Ωα(ξ) ,
(6.15)
where Ωαds ∧ dξ is the volume form on W cα in the coordinates determined by Fα.
Note that41
|Fℓ,m,i,α|∞ ≤ C#r−θ (ℓτ−)
m−1
(m− 1)! e
−aℓτ−
‖Fℓ,m,i,α‖Lip ≤ C#r−2θ (ℓτ−)
m−1
(m− 1)! e
−aℓτ− .
(6.16)
We can then write,∫
W cα,i
p¯m,ℓ,z,αφr,i · p¯ℓ,ζ,α,i · f
=
∫ τ−
−τ−
ds
∫
‖ξ‖≤crθ
dξ eibsFℓ,m,i,α(ξ, s)f(Fα(ξ), ξ, Nα(ξ) + s) .
(6.17)
At this point, we would like to compare different manifolds by sliding them along
an approximate unstable direction. To this end, we use the approximate unstable
40To ease notation we suppress some indices.
41By tracing the definition of p¯δ,ζ,i just after (6.11), of Zℓ,α,i and pℓ,ζ,α,i in (6.6), and of p˜δ,ζ
after (6.2), it follows that the only large contribution to the Lipschitz norm comes from φr,i and
p. In particular (6.6) implies that |pℓ,ζ,α,i| ≤ C#r
−θ, the other estimate follows then by property
(ii) of the partition.
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fibers Γκi,j,r constructed in Appendix D. In short, for each coordinates κ˜xi,j , we can
construct a Lipschitz foliation in Bcr in a ρ = rς neighbourhood of the “stable”
fiber (which is of length ̺ = rθ). In order to have the foliation defined in all Bcr
we need ς < 1, while for the foliation to have large part where it can be smoothly
iterated backward as needed it is necessary that ς > θ, we thus impose
(6.18) θ < ς < 1.
The foliation can be locally described by a coordinate change Gi,j,κ(η, ξ, s) =
(η,Gi,j,κ(η, ξ), Hi,j,κ(η, ξ)+s) so that the fiber Γ
κ
i,j,r(ξ, s) is the graph ofGi,j,κ(·, ξ, s).
Note that, by construction, ‖G′i,j,κ‖ is small. We consider the holonomy Θi,j,α,κ :
Wα →W∗ = {xu = 0} defined by {z} = Γκi,j,r(Θi,j,α,κ({z})) ∩Wα. Note that
Θi,j,α,κ(Fα(ξ), ξ, Nα(ξ)) = (0, hα(ξ), ω¯α(ξ)).
Accordingly, Gi,j,κ(Fα(ξ), hα(ξ), ω¯α(ξ)) = Fα(ξ), that is
Gi,j,κ(Fα(ξ), hα(ξ)) = ξ
Hi,j,κ(Fα(ξ), hα(ξ)) + ω¯α(ξ) = Nα(ξ) .
(6.19)
Lemma 6.6. There exists C#, ̟0 > 0 such that for each i, j, ℓ, ̟ ∈ [0, ̟0] and
α ∈ Eℓ,i,j the following holds true
|hα(ξ)− ξ|+ |h−1α (ξ)− ξ| ≤ C#r1−ς ; |1− h′α| ≤ C#r1−ς
|ω¯α|C1+̟ + |hα|C1+̟ ≤ C# ,
provided
(6.20) ς(1 +̟) ≤ 1 .
Proof. By Lemma D.2 and Remark D.3, both hα, ω¯α are uniformly Lipschitz func-
tions. Indeed,
ξ =Gi,j,κ(0, hα(ξ)) +
∫ Fα(ξ)
0
dz ∂zGi,j,κ(z, hα(ξ))
=hα(ξ) +
∫ Fα(ξ)
0
dz
∫ hα(ξ)
0
dw ∂w∂zGi,j,κ(z, w)
(6.21)
that is hα(ξ) = ξ(1 +O(r1−ς )). Moreover, differentiating the first of (6.19),
(6.22) h′α(ξ) =
1− ∂ηGi,j,κ(Fα(ξ), hα(ξ))F ′α(ξ)
∂ξGi,j,κ(Fα(ξ), hα(ξ))
,
and
∂ξGi,j,κ(Fα(ξ), hα(ξ)) = ∂ξGi,j,κ(0, hα(ξ)) +
∫ Fα(ξ)
0
∂z∂ξGi,j,κ(z, hα(ξ))dz
= 1 +O(r1−ς )
∂ηGi,j,κ(Fα(ξ), hα(ξ)) = ∂ηGi,j,κ(Fα(ξ), 0) +
∫ hα(ξ)
0
∂z∂ηGi,j,κ(Fα(ξ), z)dz
= ∂ηGi,j,κ(Fα(ξ), 0) +O(rθ−ς) ,
where we have used property (1) of the foliation representation (see Appendix D).
Since ∂ηGi,j,κ belongs to the unstable cone, then ∂ηGi,j,κ is uniformly bounded.
Also remember the estimate |F ′| ≤ C#r1−θ obtained in the proof of Lemma 6.4.
Hence, taking into account (6.18), |1 − h′α| ≤ C#r1−ς , and hα is invertible with
uniform Lipschitz constant.
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To estimate the Ho¨lder norm of h′ we use the above equations together with
property (6) of the foliation:42
|hα|C1+̟ ≤ C# {1 + |F ′α|∞|∂ηGi,j,κ |C̟ + |1− ∂ξGi,j,κ |C̟}
≤ C#
{
1 + r1−θ|∂ξ∂ηGi,j,κ |̟∞ +
∫ r
0
|∂ξ∂ηGi,j,κ |C̟
}
≤ C#
{
1 + r1−ς(1+̟)
}
.
Analogously,
|ω¯α|C1+̟ ≤ C|hα|C1+̟+|F ′α|∞|∂ηHi,j,κ |C̟+|∂ξHi,j,κ |C̟ ≤ C#
{
1 + r1−ς(1+̟)
}
.
This concludes the proof of Lemma 6.6. 
Next, remember that the fibers of Γκi,j,r in the domain ∆κ can be iterated back-
ward a time κτ− and still remain in the unstable cone. In the following we will use
the notation
∂κ,if = sup
(ξ,s)∈∆κ
ess-sup
|η|≤r
|〈∂ηGκ(η, ξ, s), (∇f) ◦Gκ(η, ξ, s)〉| .
With the above construction and notations, and using Lemma D.2, we can con-
tinue our estimate left at (6.17)
∫
W cα,i
p¯mℓ,z,αφr,i · p¯ℓ,ζ,α,i · f
=
∫ τ−
−τ−
ds
∫
‖ξ‖≤crθ
dξ eibsFℓ,m,i,α(ξ, s)f ◦Θi,j,α,κ(Fα(ξ), ξ, Nα(ξ) + s)
+O(r∂κ,if + rς |f |∞) (ℓτ−)
m−1
(m− 1)! e
−aτ−ℓ
= −
∫ 2τ−
−2τ−
ds
∫
‖ξ‖≤crθ
dξ eib(ωα(ξ)−s)F∗ℓ,m,i,α(ξ, s)f(0, ξ, s)
+O(r1−θ∂κ,if + rς−θ|f |∞) (ℓτ−)
m−1
(m− 1)! e
−aτ−ℓτ− ,
(6.23)
where we have set ωα(ξ) = ω¯α ◦ h−1α (ξ),
(6.24) F∗ℓ,m,i,α(ξ, s) = Fℓ,m,i,α(h
−1
α (ξ), ωα(ξ)− s)|h′α ◦ h−1α (ξ)|−1 .
42We use also the fact that |f |C̟ ≤ C#|f |
1−̟
C0
|f ′|̟
C0
.
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At last we can substitute (6.23) into (6.14) and use the Schwartz inequality (first
with respect to the integrals and then with respect to the sum on i and j) to obtain
|AsδR(z)mf | ≤ C#
∑
ℓ≥c∗mk1
e−aℓτ−
∑
ζ,i,j
|f |∞rθ
×
[ ∑
α,β∈Eℓ,i,j
Zα,iZβ,i
∫ 2τ−
−2τ−
ds
∫
‖ξ‖≤crθ
dξ eib(ωα(ξ)−ωβ(ξ))F∗ℓ,m,i,αF
∗
ℓ,m,i,β
] 1
2
+ C#(r
1−θ sup
i
∂κ,if + (r
θ
2 + rς−θ)|f |∞)a−m
≤ C#
∑
ℓ≥c∗mk1
e−aℓτ−
∑
ζ
|f |∞r− 12
×
[∑
i,j
∑
α,β∈Eℓ,i,j
Zα,iZβ,i
∫ 2τ−
−2τ−
ds
∫
‖ξ‖≤crθ
dξ eib(ωα(ξ)−ωβ(ξ))F∗ℓ,m,i,αF
∗
ℓ,m,i,β
] 1
2
+ C(r1−θ sup
i
∂κ,if + (r
θ
2 + rς−θ)|f |∞)a−m .
(6.25)
To conclude the proof of Lemma 6.1, we need two fundamental, but technical,
results whose proofs can be found in Appendix E. The first allows to estimate
the contribution to the sum of manifolds that are enough far apart, the other
shows that manifolds that are too close are few. For each two sets A,B such that
Ar,i,j = A ∩ Br,i,j 6= ∅ and Br,i,j = B ∩ Br,i,j 6= ∅, let di,j(A,B) = d(Ar,i,j , Br,i,j).
Lemma 6.7. We have
(6.26) |∂ξ [ωα − ωβ] | ≥ C#di,j(Wα,Wβ) .
In addition, if σc∗m ≤ C#r ϑ−θ2 , then
∣∣∣∣ ∫
‖ξ‖≤crθ
dξ eib(ωα(ξ)−ωβ(ξ))F∗ℓ,m,i,αF
∗
ℓ,m,i,β
∣∣∣∣
∞
≤ C# (ℓτ−)
2m−2
[(m− 1)!]2
× r−θ
[
1
di,j(Wα,Wβ)1+̟b̟
+
1
rθdi,j(Wα,Wβ)b
]
.
(6.27)
Lemma 6.8. There exists ℓ0 ∈ N such that for all ℓ ≥ ℓ0k1, ϑ > 0, α ∈ Eℓ,i and
each r > 0 ∑
β∈Dϑℓ,i,j,α
Zβ,i ≤ C#[r ϑ+θ2 + δ−1σ
ℓ
k1 ] ,
where Dϑℓ,i,j,α = {β ∈ Eℓ,i,j : d(Wα,Wβ) ≤ rϑ}.
To end the proof of Lemma 6.1, it is then convenient to assume that
(6.28) σc∗m ≤ r ϑ+θ2 δ .
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Applying Lemmata 6.7 and 6.8 to (6.25) with κ = m and f = R(z)mψ˜, we obtain43
|AsδR(z)2mψ˜|
≤ C#
∑
ℓ≥c∗m
|ψ˜|L∞ a
−2me−aℓτ−(ℓτ−)
m−1
(m− 1)! r 12
[
r−ϑ(1+̟)−θ
b̟
+
r−2θ−ϑ
b
+ r
ϑ+θ
2
] 1
2
+ C#(r
1−θνma ‖ψ˜‖H1∞ + (r
θ
2 + rς−θ)|ψ˜|L∞)a−2m
≤ C#a−2m
(
r−
1+(1+̟)ϑ+4θ
2
b
̟
2
+ r
ϑ−3θ−2
4 + rς−θ + r
θ
2
)
|ψ˜|L∞
+ C#a
−2mr1−θνma ‖ψ˜‖H1∞ ,
where νa = (1+ a
−1 ln λ¯)−1. For the reader’s convenience, we collect all the condi-
tions imposed along the computation
c∗eaτ+ = σ < 1 ; σ
c∗m ≤ r ϑ+θ2 δ ; 1
2
< θ < ς < (1 +̟)−1 .
We choose ς = 3θ2 , ϑ = 2 + 5θ, b = r
− 4+8ϑ+18θ̟ , γ0 =
̟θ
2(4+8ϑ+18θ) . Finally, if we
choose θ = 58 , ̟ <
1
15 and m ≥ C#aγ ln b, for some appropriate fixed constant C#,
we satisfy all the remaining conditions and Lemma 6.1 follows. (Note that the best
possible γ0 given by this argument is
̟
155 ≤ 12325 .) 
7. Finishing the proof
In this section, we prove Proposition 3.9, using the key bound from Lemma 6.1.
Proof of Proposition 3.9. Recall that ‖ ·‖ = ‖ ·‖H˜r,s,0p (R) with −1+1/p < s < −r <
0 < r < 1/p for p ∈ (0, 1). It will be convenient to assume
p > 3 , |s| ≤ 2r .
Let A be as in (3.7) and (3.8), and let γ0 > 0 be given by Lemma 6.1. (They
do not depend on r, s, or p.) Let us consider |b| > b0, a > 10A, and decompose
n = Lm+m+2, with m even for even n, or n = Lm+m+3, with m even for odd
n (for simplicity, we consider even n), where L ≥ 1 and b0 will be chosen later. We
will collect at the end of the argument the upper and lower bounds relating m and
a ln |b| which will have appeared along the way, and check that they are consistent.
Take r′ with max(−1 + 1/p, r − β) < r′ < s < 0 and so that r′ > − γ02p . We
view r′ as fixed, but we may need to choose larger p and smaller r, |s|, this may
affect some constants noted C#, but will not create any problems, since we may
take larger b0 (without affecting C#).
Our starting point is the Lasota-Yorke estimate (3.28) from Lemma 3.8: For any
integer N ≥ 1 such that (1 + 3N)r < 1/p (take the largest such integer), setting
η := Λ|s|+ A
N
,
for some constant Λ independent of p, r, s and r′, and also on p for large enough p
(see the beginning of the proof of Lemma 3.8) we have
‖R(z)Lm+1+m+1(ψ)‖ ≤ C#(a+ ln(1/λ))−Lm|b|N(r−s)‖R(z)m+1(ψ)‖(7.1)
+ CN# (a− η)−Lm|b|N(r−s)−r
′‖R(z)m+1(ψ)‖Hr′p (X0) ,
43Recall that ‖f‖L∞ ≤ a
−m‖ψ˜‖L∞ while ∂m,if ≤ C#(a+ln λ¯)
−m‖ψ˜‖H1∞
since H1∞ functions
are (or, better, have a representative) Lipschitz (see [22, Section 4.2.3, Theorem 5]), with Lipschitz
constant given by ‖ψ˜‖H1∞
. Lipschitz functions in R3 are Lipschitz when restricted to a C2 curve
and Lipschitz functions are almost surely differentiable by Rademacher’s Theorem.
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where we used that our assumptions ensure (1 + |z|)q(1 + 1/(a − A)) < C#|b|q.
Recall that λ ∈ (0, 1) depends on r and s. (This is why the consequence (3.18) of
the Lasota-Yorke Lemma 3.1 combined with Lemma 3.4 would not suffice here.)
In fact, if t0 is chosen large enough then there exists ĉ > 0 so that ln(1/λ) ≥ rĉ,
recalling our assumption −s < 2r.
Using now (3.27) from Lemma 3.8, we get for the same N and η,
‖R(z)ℓ+1‖ ≤ CN#
|b|N(r−s)
(a− η)ℓ , ∀ℓ ≥ 0 .
Thus, the first term of (7.1) is bounded by
CN#
|b|N(r−s)
(a+ ln(1/λ))Lm
|b|N(r−s)
(a− η)m ‖ψ‖ .(7.2)
Now, if L is large enough so that the strict inequality below holds
(7.3) η = Λ|s|+ A
N
≤ r(2Λ + 3pA) < Lrĉ
4
≤ L ln(1/λ)
4
,
then (7.2) is not larger than
CN# |b|2N(r−s)
(
1
a+ ln(1/λ)/2
)Lm+m+2
‖ψ‖ .
Therefore, if
(7.4) Lm+m+ 2 ≥ 2N(r − s) ln |b|+ 2N lnC#
ln(1 + (ln(1/λ)/(2a))− ln(1 + (ln(1/λ)/(4a)) ,
the first term of (7.1) is not larger than(
1
a+ ln(1/λ)/8
)Lm+m+2
‖ψ‖ .
We may thus concentrate on the second term of (7.1), that is, the weak norm
contribution. Taking ǫ = b−σ (for σ > 2 to be determined later), and using (3.27)
from the proof of Lemma 3.8 (which gives ‖R(z)m‖Hr′p (X0) ≤ C#Λ(a− Λ|r′|)−m),
we see that
CN# (a− η)−Lm|b|N(r−s)−r
′‖R(z)m+1(ψ)‖Hr′p (X0)(7.5)
≤ CN#
|b|N(r−s)−r′
(a− η)Lm
[‖R(z)m+1(Mǫ(ψ))‖H˜r′,0,0p
+ C#(a− Λ|r′|)−m‖ψ −Mǫ(ψ)‖Hr′p (X0)
]
.
By Lemma 5.4 and Corollary 4.2 (using also H˜r,s,0p ⊂ Hsp(X0)), the second term in
(7.5) is bounded by
CN# (a− η)−Lm(a− Λ|r′|)−m|b|N(r−s)−r
′
ǫs−r
′‖ψ‖H˜r,s,0p .(7.6)
Next, we get
CN#
|b|N(r−s)−r′−σ(s−r′)
(a− η)Lm(a− Λ|r′|)−m ≤
(
1
a+ η
)Lm+m+2
if σ and |b| are large enough and
(7.7)
Lm+m+ 2 ≤ (σ(s − r
′)−N(r − s) + r′) ln |b| −N lnC#
ln(1 + η/a)− (1 + 1/L)−1 ln(1− η/a)− (L + 1)−1 ln(1− Λ|r′|/a) .
(The right-hand-side above is positive for large enough σ.)
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The first term in (7.5) will be more tricky to handle. Lemma 5.5 implies that
this term is bounded by CN# (a− η)−Lm|b|N(r−s)−r
′
multiplied by
‖R(z)(1X0Aδ(R(z)m(Mǫ(ψ))))‖H˜r′ ,0,0p
+ ‖R(z)((id− 1X0Aδ)(R(z)m(Mǫ(ψ))))‖H˜r′ ,0,0p
≤ C#‖1X0Aδ(R(z)m(Mǫ(ψ)))‖Lp(X0)(7.8)
+ C#(a−A)−1δs−r′‖R(z)m(Mǫ(ψ))‖Hsp(X0) .(7.9)
(We used that (R(z)m(Mǫ(ψ)) is supported inX0, althoughMǫ(ψ) is not necessarily
supported in X0, and the bounded inclusion L
p(X0) ⊂ H˜r′,0,0p (R) for r′ ≤ 0.)
Since d = 3, by the Dolgopyat bound (Lemma 6.1), there exist C# > 0, γ0 > 0,
λ¯ > 1, all independent of p, r, and s, so that for γ > γ0 (we shall take γ > 1), if
(7.10) m ≥ 2C#aγ ln |b|
then (7.8) times CN# (a− η)−Lm|b|N(r−s)−r
′
is bounded by
CN# |b|N(r−s)−r
′−γ0
(a− η)Lmam
(
‖Mǫ(ψ)‖L∞(M) +
‖Mǫ(ψ)‖H1∞(M)
(1 + (ln λ¯)/a)m/2
)
.(7.11)
Now, Lemma 5.3, Lemma 3.2, Corollary 4.2, and the Sobolev embeddings give
‖Mǫ(ψ)‖L∞(M) ≤ C#‖Mǫ(ψ)‖Hd/pp (M) ≤ C#ǫ
s−d/p‖ψ‖Hsp(M)(7.12)
= C#ǫ
s−d/p‖ψ‖Hsp(X0) ≤ C#ǫs−d/p‖ψ‖H˜r,s,0p ,
(using ψ = 1X0ψ) and
‖Mǫ(ψ)‖H1∞(M) ≤ C#‖Mǫ(ψ)‖H1+d/pp (M) ≤ Cǫ
s−1−d/p‖ψ‖Hsp(M)(7.13)
= Cǫs−1−d/p‖ψ‖Hsp(X0) ≤ C#ǫs−1−d/p‖ψ‖H˜r,s,0p .
On the one hand, the estimate (7.12) then gives the following bound for the first
term of (7.11)
CN#
|b|N(r−s)+r′−γ0+σ(d/p−s)
(a− η)Lmam ≤
(
1
a+ η
)Lm+m+2
,
if γ0 −N(r − s) + r′ − σ(d/p− s) > γ0/2 (taking r and |s| smaller and p larger if
necessary), |b| is large enough, and
(7.14) Lm+m+ 2 ≤ (γ0 −N(r − s) + r
′ − σ(d/p− s)) ln |b| −N lnC#
ln(1 + η/a)− ln(1− η/a) .
On the other hand, (7.13) gives (recall that γ0 < 1/2) that the second term of
(7.11) is bounded by
CN#
bN(r−s)−r
′−γ0+σ(d/p+1−s)
(a− η)Lmam(1 + (ln λ¯)/a)m/2 ≤
(
1
a+ (ln λ¯)/(4L)
)Lm+m+2
if
(7.15) m ≥ 2 (σ(d/p+ 1− s)− γ0 +N(r − s)− r
′) ln |b|+N lnC#
ln(1 + (ln λ¯)/a) + 2(L+ 1)[ln(1− η/a)− ln(1 + (ln λ¯)/(4La))] .
We may assume that ln(1+(ln λ¯)/a) > 2(L+1)[ln(1+(ln λ¯)/(4La))− ln(1+ η/a)].
We must still estimate (7.9) times CN# (a− η)−Lm|b|N(r−s)−r
′
. Take δ = b−γ . By
(4.22) in the proof of Lemma 3.8 (as for (7.5)), and by Corollary 4.2 followed by
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Lemma 5.3 applied to r = r′ = s (which does not give us any gain), we get, using
also the bounded inclusion Hsp(X0) ⊂ H˜r,s,0p ,
CN# (a− η)−Lm|b|N(r−s)−r
′
δs−r
′‖R(z)m(Mǫ(ψ))‖Hsp(X0)(7.16)
≤ CN#Λ(a− η)−Lm
|b|N(r−s)−r′
(a− Λ|s|)m |b|
−γ(s−r′)‖ψ‖H˜r,s,0p .
Then, we have
CN# (a− η)−Lm(a− Λ|s|)−m|b|N(r−s)−r
′−γ(s−r′) ≤
(
1
a+ η
)m+Lm+2
if (recall (7.3) and note that Λ|s| < η)
(7.17) m+ Lm+ 2 ≤ (−N(r − s) + r
′ + γ(s− r′)) ln |b| −N lnC#
ln(1 + η/a)− ln(1− η/a) .
(The right-hand side above is positive if, r′ < 0 and γ > γ0 being fixed, we take |s|
and r close enough to 0 and p > 3 large enough, recalling (1 + 3N)r < 1/p.) This
takes care of (7.16).
Along the way, we have collected the lower bounds (7.4), (7.10), and (7.15).
Taking b0 large enough (depending possibly on p, r, s, in particular through L and
N) and |b| ≥ b0, they are all implied by
(7.18) m ≥ c˜1a ln |b| ,
where c˜1 is a possibly large constant, which is independent of L, a, b, p, r, and s,
but grows linearly like γ > 1.
Up to taking larger σ, the upper bounds (7.7), (7.14), and (7.17) are compatible
with the lower bound (7.18) (this determines c˜2 > c˜1) if p is large enough, r, |s| are
small enough, η = Λ|s|+A/N is small enough, and b0 is large enough. Finally, we
take ν = min( ln(1/λ)8 , η,
ln(λ¯)
4L ). (Note that ν depends on r, s, p, through η, L, and
λ.) 
Appendix A. Geometry of contact flows
In this appendix, we recall some facts about the geometry of contact flows that
may not be obvious to all readers.
Lemma A.1. All ergodic cone hyperbolic contact flows on a compact manifold are
Reeb flows.
Proof. Let vu be an unstable vector then, by the invariance of the contact form α,
α(vu) = lim
t→∞
T ∗−tα(vu) = limt→∞
α((T−t)∗v
u) = 0 .
Analogously, α(vs) = 0. Since T ∗t dα = d(T
∗
t α), we have that also dα is invariant.
Let V be the vector field generating the flow, then for each tangent vector ξ
we can decompose it as ξ = aV + vs + vu. But dα(V, V ) = 0, dα(V, vs) =
limt→∞ dα(V, (Tt)∗v
s) = 0 and analogously dα(V, vu) = 0, thus V is the kernel
of dα.
Let us define v(w) = αw(V (w)), w ∈ M . By the invariance of α we have, for
almost all w,
v(w) = αTtw(T∗tV (w)) = αTtw(V (Ttw)) = v(Tt(w)) .
Since the flow is ergodic it follows that, almost surely, v(w) = v¯−1 ∈ R. Let us
define the new one form β = v¯α. Then dβ = v¯dα, and β ∧ dβ = v¯2αdα is still a
volume form, hence β is still a contact form, and is invariant with respect to the
flow. Moreover β(V ) = 1, hence the flow is Reeb. 
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Remark A.2. In the smooth case ergodicity is not necessary since contact implies
automatically mixing, [27].
Lemma A.3. All diffeomorphisms preserving the standard contact form can be
written as
K(x, y, z) = (A(x, y), B(x, y), z + C(x, y)),
where
det
(
∂xA ∂yA
∂xB ∂yB
)
= 1 ,
∂xC = B∂xA− y and ∂yC = B∂yA.
Proof. Let us consider the general change of coordinates defined by
K(x, y, z) = (A(x, y, z), B(x, y, z), C(x, y, z)) .
The condition that α is left invariant can be written as
dC −BdA = dz − ydx
that is d(C − z) = BdA− ydx. This is possible only if BdA− ydx is a closed form,
i.e.,
∂zB∂yA− ∂zA∂yB = 0
∂zB∂xA− ∂zA∂xB = 0
∂yB∂xA− ∂yA∂xB = 1 .
(A.1)
Multiplying the first by ∂xA and subtracting it to the second multiplied by ∂yA,
we obtain ∂zA {∂xA∂yB − ∂yA∂xB} = 0. Which, by the last of the above, implies
∂zA = 0. This, in turn, implies ∂zB = 0. From which it follows that C − z is
independent of z. This implies the lemma. 
Using the above fact we can prove the following lemma:
Lemma A.4. Consider the leaf (F (xs), xs, N(xs)) with tangent space in the stable
cone, the point (x¯, y¯, z¯) = (F (y¯), y¯, N(y¯)), and the vector v in the unstable cone and
in the kernel of α. Then there exist Reeb coordinates in which the selected point is
the origin of the coordinates, the leaf reads (0, xs, 0) and the vector (1, 0, 0).
Proof. We can consider the foliation
(W(xu, xs), xs, w(xu, xs, x0)) = (xu + F (xs), xs, x0 +N(xs)) .
Let us consider a change of coordinates that preserves α. By Lemma A.3 the
change of coordinates reads (A(xu, xs), B(xu, xs), x0 + C(xu, xs)). The fact that
the foliation is sent into horizontal leaves means that A(W(xu, xs), xs) must be
independent of xs. Hence, A must be a solution of the first order PDE
0 = (∂xuA)(W(xu, xs), xs)∂xuW(xu, xs) + (∂xsA)(W(xu, xs), ξ)
= [(∂xuA) · Γ + (∂xsA)] ◦W(xu, xs) ,
where W(xu, xs) = (W(xu, xs), xs) and Γ(xu, xs) = (∂xsW) ◦W−1(xu, xs).44 In
other words, we have shown that there exist coordinates in which the foliation
reads (W (xu), xs, H(xu, xs, x0)). At last, since the leaves are in the kernel of α,
∂xsH = 0, the foliation is made of lines parallel to the x
s coordinates, as required.
Let (x˜, y˜, z˜) be the selected point in the new coordinates and perform the change
of coordinates
x = ξ + x˜ , y = η + y˜
z = ζ + z˜ + y˜ξ ,
which sends the selected point to (0, 0, 0) and hence the manifold in (0, xs, 0).
44For example choose A(x, y) = x− F (y) + F (y¯).
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Next, consider the changes of coordinates given by
η = ax+ by , ξ = cx+ dy
ζ = z +
ac
2
x2 + adxy +
bd
2
y2 ,
with ad − cb = 1. Let the vector have coordinates (u, s, t). Then b = 0 ensures
that the horizontal is sent to the horizontal, a = u−1, d = u, c = −s, imply that in
the new coordinates the vector reads (1, 0, t˜). But since the vector belongs to the
kernel of the contact form and is at the point zero, we must have t˜ = 0. 
Appendix B. Basic facts on the local spaces Hr,s,qp
We adapt the bounds of [6, §4.1], state a result about interpolation between
Lasota-Yorke inequalities due to S. Goue¨zel (Lemma B.7), and prove Lemma B.8,
necessary in view of the “glueing” procedure in Step 2 of Lemma C.2 used in Step 3
of the proof of the Lasota-Yorke claim Lemma 3.1. We start with a Leibniz bound:
Lemma B.1. Fix β˜ ∈ (0, 1). Let s ≤ 0 ≤ r, q ≥ 0 be real numbers with
(B.1) (1 + q/r)(r − s) < β˜ .
For any p ∈ (1,∞), there exists a constant C# such that for any C β˜ function
g : Rd → C,
‖g · ω‖Hr,s,qp ≤ C#‖g‖Cβ˜ ‖ω‖Hr,s,qp .
Proof. Note that (r + q)(1 − s/r) > max(r + q, r − s).
If q = 0 then the proof of [5, Lemma 22] gives the statement if r − s < β˜. If
s = r = 0 and 0 < q < β˜, we can use Fubini. If q > 0 and r − s > 0, it suffices to
observe that Hr,s,qp can be obtained by interpolating between H
r0,s0,0
p and H
0,0,q0
p
where r0 = r + q > 0, s0 = r0s/r < 0, q0 = r + q, at r/r0 ∈ (0, 1), and that our
conditions ensure r0 − s0 < β˜ and q0 < β˜. 
The following extension of a classical result of Strichartz [41] is an adaptation of
[6, Lemma 4.2].
Lemma B.2 (Strichartz bound). Let 1 < p < ∞, s ≤ 0 ≤ r and q ≥ 0 be real
numbers so that
1/p− 1 < s(1 + q
r
) ≤0 ≤ r(1 + q
r
) < 1/p .(B.2)
Let e1, . . . , ed be a basis of R
d, such that edu+1, . . . , ed−1 form a basis of {0}×Rds×
{0} and ed forms a basis of {0} × R. There exists a constant C# (depending only
on p, s, r, q and the norm of the matrix change of coordinate between e1, . . . , ed and
the canonical basis of Rd) so that, for any subset U of Rd whose intersection with
almost every line directed by a vector ei has at most Mcc connected components,
‖1Uω‖Hr,s,qp ≤ C#Mcc ‖ω‖Hr,s,qp .
Proof. Note that (1 + |q|/r)s ≤ s ≤ 0. The conditions on r, s, q are obtained by
interpolating as in the proof of Lemma B.1, and using the condition −1 + 1/p <
t < 1/p for Htp(R
d) coming from [41] (see the proof of [5, Lemma 23]). One finishes
by a linear change of coordinates preserving the Rds and Rd0 = R directions. 
The following is essentially [6, Lemma 4.3], itself based on [5, Lemma 28].
Lemma B.3 (Localisation principle). Let K be a compact subset of Rd. For each
m ∈ Zd, consider a function ηm supported in m + K, with uniformly bounded C1
norm. For any p ∈ (1,∞) and s ≤ 0 ≤ r, q ≥ 0 with
(B.3) (1 + q/r)(r − s) < 1 ,
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there exists C# > 0 so that∑
m∈Zd
‖ηmω‖pHr,s,qp
1/p ≤ C# ‖ω‖Hr,s,qp .
If, in addition, we assume that
∑
m∈Zd ηm(x) = 1 for all x, then
(B.4) ‖ω‖Hr,s,qp ≤ C#
∑
m∈Zd
‖ηmω‖pHr,s,qp
1/p .
Proof. For the first bound, our condition on r, s, q ensures we can apply Lemma B.1
to β˜ = 1 so that C# only depends on the C
1 norm of ηm (see the proof of [6,
Lemma 4.3]). For the second bound, we refer to [5, Remark 29] and [44, Theorem
2.4.7(i)]. 
The following lemma on partitions of unity is a modification of [5, Lemma 32]:
Lemma B.4 (Partition of unity). Let r, s, q be arbitrary real numbers. There exists
a constant C# such that, for any distributions v1, . . . , vl with compact support in
Rd, belonging to Hr,s,qp , there exists a constant C with
(B.5)
∥∥∥∥∥
l∑
i=1
vi
∥∥∥∥∥
p
Hr,s,qp
≤ C#mp−1
l∑
i=1
‖vi‖pHr,s,qp + C
l∑
i=1
‖vi‖pHr−1,s,qp ,
where m is the intersection multiplicity of the supports Ki of the vi’s, i.e., m =
supx∈Rd Card{i | x ∈ Ki}, and letting K ′i be neighbourhoods of the Ki having the
same intersection multiplicity as the Ki, and choosing C
∞ functions Ψi so that Ψi
is supported in K ′i and ≡ 1 on Ki, we have
(B.6) C ≤ C#mp−1 sup
i
‖Ψi‖C1 .
Replacing Hr−1,s,qp by H
r′,s,q
p with r − 1 < r′ ≤ r in the right-hand-side of (B.5),
we can replace the C1 norm by the Cr−r
′
norm (B.6).
Proof. Apply the proof of [5, Lemma 32], noting that [3, Lemma 2.7] also holds
for our symbol ar,s,q. The bound (B.6), including the claim about r − 1 < r′ ≤ r,
comes from the term in the integration by parts in the proof of [3, Lemma 2.7], and
interpolation if r − r′ /∈ Z. 
The following class of local diffeomorphisms (adapted from [6]) will be useful:
Definition B.5. For C > 0 let D12(C) denote the set of C
1 diffeomorphisms Ψ
defined on a subset of Rd, sending stable leaves to stable leaves, flow directions to
flow directions, and such that
max
(
sup |DΨ(xu, xs, x0)|, sup |DΨ−1(xu, xs, x0)|,
sup
xu,xs,x˜0,x0
|DΨ(xu, xs, x0)−DΨ(xs, xs, x˜0)|
|x0 − x˜0|
sup
xu,xs,x˜s,x0
|DΨ(xu, xs, x0)−DΨ(xs, x˜s, x0)|
|xs − x˜s|
) ≤ C .
Adapting the proof of [6, Lemma 4.7] gives:
Lemma B.6. Let C > 0, and let s ≤ 0 ≤ r and q ≥ 0 be so that (B.3) holds.
There exists a constant C′ > 0 so that for any Ψ ∈ D12(C) whose range contains a
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ball B(z, C
1/2
0 ), and for any distribution ω ∈ Hr,s,qp supported in B(z, C1/20 /2), the
composition ω ◦Ψ is well defined, and
(B.7) ‖ω ◦Ψ‖Hr,s,qp ≤ C′ ‖ω‖Hr,s,qp .
Proof. Without loss of generality, we may assume z = Ψ−1(z) = 0. Let γ be a C∞
function equal to 1 on B(0, C
1/2
0 /2) and vanishing outside of B(0, C
1/2
0 ). We want
to show that the operatorM : ω 7→ (γω) ◦Ψ is bounded by C′ as an operator from
Hr,s,qp to itself. By interpolation (see e.g. the proof of Lemma B.1), it is sufficient
to prove this statement for for Lp, for H1,0,0p , for H
0,−1,0
p and for H
0,0,1
p , H
0,0,−1
p .
This can be done by adapting the second step of the proof of Lemma 25 in [6]. The
result there is formulated for C2 diffeomorphisms, but a glance at the proof there
indicates that the C2 regularity is only used in the sense of Lipschitz regularity of
the Jacobian along the stable leaves, in the argument for H0,−1p . In our setting, we
shall also need Lipschitz regularity of the Jacobian along the flow directions, in the
argument for H0,0,−1p . The definition of D
1
2(C) ensures that the Jacobian is indeed
Lipschitz along stable leaves and along flow directions. 
The idea for the following lemma was explained to us by Se´bastien Goue¨zel:
Lemma B.7 (Interpolation of Lasota-Yorke-type inequalities). Let 1 < p <∞ and
s ≤ 0 ≤ r, q ≥ 0, q′, q′′ ≥ 0, and s′ ≤ s, r′ ≤ r. Let L be an operator for which
there exist constants cu, cs and Cu ≥ 0, Cs ≥ 0 so that
‖Lw‖Hr,0,0p < cu ‖w‖Hr,0,0p + Cu ‖w‖Hr′,0,q′p , ∀w ∈ H
r,0,0
p(B.8)
‖Lw‖H0,s,0p < cs ‖w‖H0,s,0p + Cs ‖w‖H0,s′,q′′p , ∀w ∈ H
0,s,0
p ,(B.9)
then for each θ ∈ [0, 1] and every ω ∈ Hθr,(1−θ)s,0p
‖Lω‖
H
θr,(1−θ)s,0
p
< cθuc
1−θ
s ‖ω‖Hθr,(1−θ)s,0p + C
θ
uC
1−θ
s ‖ω‖Hθr′ ,(1−θ)s′ ,θq′+(1−θ)q′′p
+ cθuC
1−θ
s ‖ω‖Hθr,(1−θ)s′ ,(1−θ)q′′p + C
θ
uc
1−θ
s ‖ω‖Hθr′ ,(1−θ)s,θq′p .
Proof of Lemma B.7. For a Triebel-type symbol a(ξu, ξs, ξ0) we write |ω|a for the
Triebel norm ‖F−1(aFω)‖Lp . By classical multiplier theorems (see [38]), the
norm cu ‖ω‖Hr,0,0p + Cr ‖ω‖Hr′,0,qp is equivalent to the Triebel norm with symbol
au(ξ
u, ξs, ξ0) equal to
cu(1 + |ξu|2 + |ξs|2 + |ξ0|2)r/2 + Cr(1 + |ξu|2 + |ξs|2 + |ξ0|2)r′/2(1 + |ξ0|2)q/2 .
Therefore, (B.8) reads
‖L(ω)‖Hr,0,0p < |ω|au .
Similarly, defining
as(ξ
u, ξs, ξ0) = cs(1 + |ξs|2)s/2 + Cs(1 + |ξs|2)s′/2(1 + |ξ0|2)q/2 ,
(B.9) becomes ‖L(ω)‖H0,s,0p < |ω|as . One may thus apply standard interpolation.
A result of Triebel gives that the interpolation of |.|au and |.|as is equivalent to
|.|aθua1−θs , with uniform equivalence constants over the norms we are considering. 
Finally, we shall need a new result, specific to our flow situation (and which is
proved with the help of Lemma B.7):
Lemma B.8 (Composing with a perturbation in the flow direction). Let ∆ be
defined by ∆(xu, xs, x0) = (xu, xs, x0 + δ(xs, xu)) , xs ∈ Rds , xu ∈ Rdu , x0 ∈ R ,
where δ : Rds+du → R is a C1 map whose range contains a ball B(z, C1/20 ). Then,
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for any s < 0 < r and q ≥ 0 so that (B.3) holds, there is C so that for any
distribution ω supported in B(z, C
1/2
0 /2),
‖ω ◦∆‖Hr,s,qp ≤ C‖ω‖Hr,s,q+r−sp .
Proof. As usual, we proceed by interpolation. The Jacobian of ∆ and of ∆−1 is
equal to 1. Therefore
(B.10) ‖ω ◦∆‖H0,0,0p ≤ ‖ω‖H0,0,0p .
Since ∂x0(ω ◦∆) = (∂x0ω) ◦∆ and ∂xs(v ◦∆−1) = (∂xsv) ◦∆−1+(∂x0v) ◦∆−1∂xsδ,
we have
(B.11) ‖ω ◦∆‖H0,−1,0p ≤ ‖ω‖H0,−1,0p + C‖Dδ‖L∞‖ω‖H0,−1,1p .
Indeed, letting Ωs ∈ H0,0,0p be such that ∂xsΩs = ω, and writing Dδ for ∂xsδ,
sup
{ψ:|ψ|
H
0,1,0
p′
≤1}
∫
(ω ◦∆) · ψ dx = sup
ψ
∫
ω · (ψ ◦∆−1) dx
= sup
ψ
(
−
∫
Ωs · ((∂xsψ) ◦∆−1)−
∫
Ωs · ((∂x0ψ) ◦∆−1) ·Dδ
)
= sup
ψ
(
−
∫
(Ωs ◦∆)∂xs · ψ −
∫
(Ωs ◦∆) · (∂x0ψ) · (Dδ ◦∆)
)
≤
∫
|Ωs ◦∆|p + sup
ψ
∫
((∂x0Ωxs) ◦∆) · ψ · (Dδ ◦∆)
≤ (
∫
|Ωxs |p)1/p + sup
ψ
∫
([(∂x0Ωxs)Dδ] ◦∆) · ψ
≤ |ω|H0,−1,0p + sup |Dδ|(
∫
|(∂x0Ωxs) ◦∆|p)1/p ≤ |ω|H0,−1,0p + sup |Dδ||ω|H0,−1,1p .
Using also ∂xu(ω ◦∆) = (∂xuω) ◦∆+ (∂x0ω ◦∆)∂xuδ, ∂xs(ω ◦∆) = ∂xs(ω) ◦∆+
(∂x0ω ◦∆)∂xsδ, we get
(B.12) ‖ω ◦∆‖H1,0,0p ≤ ‖ω‖H1,0,0p + C‖Dδ‖L∞‖ω‖H0,0,1p .
Beware that interpolating between Lasota-Yorke inequalities is not licit in general.
However, for the simple symbols in presence, we may use Lemma B.7 (for Cu =
r = r′ = q′ = 0 and s = −1, s′ = −2), and we deduce from (B.10)–(B.11) that
‖ω◦∆‖
H
0,−(1−θ′′),0
p
≤ ‖ω‖
H
0,−(1−θ′′),0
p
+C‖Dδ‖1−θ′′L∞ ‖ω‖H0,−2(1−θ′′),1−θ′′p , ∀θ
′′ ∈ [0, 1] .
and from Lemma B.7 (for Cs = s = s
′ = q′′ = 0, r = 1, r′ = 0) and (B.10)–(B.12)
that
‖ω ◦∆‖
Hθ
′ ,0,0
p
≤ ‖ω‖
Hθ
′,0,0
p
+ C‖Dδ‖θ′L∞‖ω‖H0,0,θ′p , ∀θ
′ ∈ [0, 1] .
Since ‖w‖
H
θθ′ ,−2(1−θ)(1−θ′′ ),(1−θ)(1−θ′′ )
p
and ‖w‖
H
0,−(1−θ)(1−θ′′ ),θθ′
p
, are dominated by
‖w‖Hr,s,r−sp , using again Lemma B.7 to interpolate at (r, s, 0) = θ(θ′, 0, 0) + (1 −
θ)(0,−(1− θ′′), 0), we get
‖ω ◦∆‖Hr,s,0p ≤ C
(‖ω‖Hr,s,0p +max(‖Dδ‖r−sL∞ , ‖Dδ‖rL∞, ‖Dδ‖|s|L∞)‖ω‖Hr,s,r−sp )
(B.13)
≤ C‖ω‖Hr,s,r−sp .
Finally, since ∂x0(ω ◦∆) = (∂x0ω) ◦∆, we have
(B.14) ‖ω ◦∆‖H0,0,1p ≤ ‖ω‖H0,0,1p .
Therefore, interpolating with (B.13), we get the lemma. 
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Appendix C. Admissible charts are invariant under composition
Lemma C.2 below is the analogue of [6, Lemma 3.3]. (There will be a nontrivial
difference, the presence of the map ∆m.) We need one more notation:
Definition C.1. Let C and C˜ be extended cones (Definition 2.4). If an invertible
matrix A : Rd → Rd sends C to C˜ compactly, let λu(A) = λu(A, C, C˜) be the least
expansion under A of vectors in Cu, and λs(A) = λs(A, C, C˜) be the inverse of the
least expansion under A−1 of vectors in C˜s. Denote by Λu(A) = Λu(A, C, C˜) and
Λs(A) = Λs(A, C, C˜) the strongest expansion and contraction coefficients of M on
the same cones.
Lemma C.2. Let C and C˜ be extended cones and let β ∈ (0, 1). For any large
enough C0 (depending on C and C˜) and any C1 > 2C0, there exist constants C
(depending on C, C˜ and C0) and ǫ (depending on C, C˜, C0 and C1) satisfying the
following properties:
Let T be a C2 diffeomorphism of Rd = Rdu × Rds × R with T (0) = 0, so that,
DT (z)(0, 0, v0) = (0, 0, v0) for all z ∈ Rd and v0 ∈ R, and, setting A = DT (0),∥∥T −1 ◦ A − id∥∥
C2
≤ ǫ , A sends C to C˜ compactly,
λs(A)1−βΛu(A)1+βλu(A)−1 < ǫ , λu(A) > ǫ−1 , λs(A)−1 > ǫ−1 .(C.1)
Let J ⊂ Rd be a finite set such that |m−m′| ≥ C for all m 6= m′ ∈ J , and consider
a family of charts {φm ∈ F(m, C˜s, β, C0, C1) | m ∈ J }. Then, defining
J ′ = {m ∈ J | B(m, d) ∩ T (B(0, d)) 6= ∅} ,
and setting Π(xu, xs, x0) = (xu, 0, 0), we have:
(a) |Πm−Πm′| ≥ C0 for all m 6= m′ in J ′.
(b) There exist φ′ ∈ F(0, Cs, β, C0, C1), and diffeomorphisms Tm, for m ∈ J ′,
such that
(C.2) T −1 ◦ φm = φ′ ◦ Tm on φ−1m (B(m, d) ∩ T (B(0, d))) , ∀m ∈ J ′ .
(c) For each m ∈ J ′, we can write Tm = Ψ ◦D−1 ◦Ψm ◦∆m, where
• The diffeomorphism Ψm(xu, xs, x0) = (ψ˜m(xu, xs), x0) is in D12(C), its
range contains B(Π(mu, 0), C
1/2
0 ), and
Ψm(∆mφ
−1
m (B(m, d))) ⊂ B(Πm,C1/20 /2) .
• ∆m(xu, xs, x0) = (xu, xs, x0 + δm(xu, xs)), where δm is a C1 function de-
fined on B(mu, 0), C
2/3
0 ) with ‖Dδm‖L∞ ≤ C.
• The matrix D is block diagonal, of the form D =
(
A 0 0
0 B 0
0 0 1
)
with
|Av| ≥ C−1λu(A)|v| and |Bv| ≤ Cλs(A)|v| .
• The diffeomorphism Ψ is in D12(C), its range contains B(0, C1/20 ).
Note that (c) implies in particular that each Tm sends stable leaves to stable
leaves. Note also that if C0 is large enough, then φ
′ ∈ F(0, Cs, β, C0, C1) implies
(φ′)−1(B(0, d)) ⊂ B(0, C1/20 /2) (because ‖(φ′)−1‖C1 ≤ C# by Lemma 2.3).
Remark C.3. Composing with translations, we deduce a more general result from
Lemma C.2, replacing 0 by ℓ ∈ Rd, and allowing T (ℓ) 6= ℓ: Just replace A
by DT (ℓ), the projection Π by Π(xu, xs, x0) = (xu, xsT (ℓ), x0T (ℓ)), where T (ℓ) =
(xsT (ℓ), x
u
T (ℓ), x
0
T (ℓ)), and assume that∥∥(T −1[·+ T (ℓ)]− ℓ) ◦DT (ℓ)− id∥∥
C2
≤ ǫ
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and that DT (ℓ) sends C to C˜ compactly. One then uses the condition B(m, d) ∩
T (B(ℓ, d)) 6= ∅ to define J ′. Of course, φ′ is then in F(ℓ, Cs, β, C0, C1), equality
(C.2) holds on φ−1m (B(m, d) ∩ T (B(ℓ, d))), and the range of Ψ contains B(ℓ, C1/20 ).
Finally, we have (φ′)−1(B(ℓ, d)) ⊂ B(ℓ, C1/20 /2).
The proof below is an adaptation of the proof of [6, Lemma 3.3].
Proof of Lemma C.2. We shall write π1, π2, and π3 for, respectively, the first, sec-
ond and third projection in Rd = Rdu × Rds × R.
Step zero: Preparations. We shall write C# and ǫ# for a large, respectively
small, constant, depending only on C, C˜, that may vary from line to line. For the
other parameters, we will always specify if they depend on C0 or C1.
The set A(Rdu × {0} × {0}) is contained in C˜u, hence uniformly transversal to
{0}×Rds+1. Therefore, it can be written as a graph {(xu, P (xu))} for some matrix
P with norm depending only on C˜. Let Q(xu, xs, x0) = (xu, (xs, x0) − P (xu)), so
that QA sends Rdu × {0} × {0} and {0} × {0} × R to itself. In the same way,
A−1({0}×Rds×{0}) is contained in Cs, hence it is a graph {(P ′u(xs), xs, P ′0(xs))}.
Letting Q′(xu, xs, x0)(xu − P ′u(xs), xs, x0 − P ′0(xs)), the matrix D = QA(Q′)−1
leaves {0}×{0}×R, Rdu ×{0}×{0}, and {0}×Rds ×R invariant, i.e., it is block-
diagonal, of the form
(
A 0 0
0 B 0
0 0 σ
)
, and moreover |Av| ≥ C−1# λu|v| and |Bv| ≤ C#λs|v|
(since the matrices Q and Q′, as well as their inverses, are uniformly bounded in
terms of C and C˜) and the scalar matrix σ = 1.
We can readily prove assertion (a) of the lemma. Let m ∈ J ′, there exists z ∈
B(m, d) ∩ T (B(0, d)). The set QT (B(0, d)) = DQ′(T −1A)−1(B(0, d)) is included
in {(xu, xs, x0) | |(xs, x0)| ≤ C#} for some constant C# (the role of Q is important
here). Since Qz ∈ QT (B(0, d)), we obtain |π2(Qz)| ≤ C# and |π3(Qz)| ≤ C#.
Since |z−m| ≤ d, we also have |Qz−Qm| ≤ C#, hence |π2(Qm)| ≤ C#, |π3(Qm)| ≤
C# (for a different constant C#). Since
Qm−Πm(mu, π2(Qm), π3(Qm))− (mu, 0, 0)(0, π2(Qm), π3(Qm)) ,
we obtain
(C.3) |Qm−Πm| ≤ C# .
Since the points m ∈ J ′ are far apart by assumption, the points Qm for m ∈ J ′
are also far apart, and it follows that the points Πm are also far apart. Increasing
the distance between points in J ′, we can in particular ensure that |Πm−Πm′| ≥ C0
for any m 6= m′ ∈ J ′, proving (a).
The strategy of the rest of the proof is the following: We write
(C.4) T −1 = T −1A · (Q′)−1 ·D−1 ·Q .
We shall start from the partial foliation given by the maps φm for m ∈ J , apply
Q (Step 1) to obtain a new partial foliation at Qm, modify it via glueing (Step 2)
to obtain a global foliation, and then push this foliation successively with D−1
(Step 3), (Q′)−1 (Step 4), and T −1A (last step).
We next define spaces of functions which will be used in the proof. For C# > 0,
let us denote by D(C#) the class of C1 maps Ψ defined on an open subset of Rj (the
value of j will be clear from the context), taking their values in Rj and satisfying
(C.5) C−1# |z − z′| ≤ |Ψ(z)−Ψ(z′)| ≤ C#|z − z′|,
for any z, z′ in the domain of definition of Ψ. It follows that any such Ψ is a local
diffeomorphism, and that ‖DΨ‖ ≤ C#, ‖(DΨ)−1‖ ≤ C#.
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For β ∈ (0, 1), we denote by K = Kβ(C) the class of matrix-valued functions K
on Rd−1 such that, for all xu, yu ∈ Rdu , for all xs, ys ∈ Rds ,
|K(xu, xs)| ≤ C ,
|K(xu, xs)−K(yu, xs)| ≤ C|xu − yu|β , |K(xu, xs)−K(xu, ys)| ≤ C|xs − ys| ,
|K(xu, xs)−K(yu, xs)−K(xu, ys) +K(yu, ys)| ≤ C|xu − yu|β |xs − ys|1−β .
The spaces of local diffeomorphismsD(C#) and of matrix-valued functions K(C#) =
K1,β(C#) were introduced in [6]. As in Remark A.6 of Appendix A of [6], we
will write K(C#, A) for the functions defined on a set A and satisfying the in-
equalities defining K(C#) (A will sometimes be omitted when the domain of def-
inition is obvious). The map φm = (Fm(x
u, xs), xs, x0 + f˜m(x
s, xu)) belongs to
D(C#) (see the proof of Lemma 2.3), the matrix-valued function DFm belongs to
K(C#, B((mu,ms), C0)) (boundedness of DFm is proved in Lemma 2.3, while the
Ho¨lder-like properties are given by (2.3)–(2.5)).
First step: Pushing the foliations with Q. We formulate in detail the construction
in this first step (a version of Lemma C.4 will be used also in the last step, replacing
Q by T −1A, while steps 2-3-4 are much simpler). The statement below is the
analogue in our setting of [6, Lemma 3.5]:
Lemma C.4. (Notation as in Lemma C.2 and Step 0 of its proof.) There ex-
ists a constant C# such that, if C0 is large enough and C1 > 2C0, for any m =
(mu,ms,m0) ∈ J ′ there exist maps Ψm : B((mu,ms), C2/30 ) × R → Rd, φ(1)m :
B(Πm,C
1/2
0 )→ Rd, and a map ∆m from B((mu,ms), C2/30 )×R to itself such that
φ(1)m ◦Ψm ◦∆m = Q ◦ φm on φ−1m (B(m, d)) .
Moreover, Ψm is a diffeomorphism in D
1
2(C#) whose range contains B(Πm,C
1/2
0 ),
and Ψm(∆mφ
−1
m (B(m, d))) ⊂ B(Πm,C1/20 /2), while ∆m(xu, xs, x0)(xu, xs, x0 +
δm(x
u, xs)) with ‖δm‖C1 ≤ C. Finally,
φ(1)m (x
u, xs, x0) = (F (1)m (x
u, xs), xs, x0)
on B(Πm,C
1/2
0 ), with F
(1)
m a C1 map with DF
(1)
m in K(C#, B((mu, 0), C1/20 )).
If E is the foliation given by φm(xu, xs, x0) = (Fm(xu, xs), xs, F˜m(xu, xs, x0)),
then by definition φ
(1)
m sends the stable leaves of Rd to the foliation Q(E), i.e., φ(1)m
is the standard parametrisation of the foliation Q(E).
Proof of Lemma C.4. Fix m = (mu,ms,m0) ∈ J ′. The map Q ◦ φm does not
qualify as φ
(1)
m for three reasons. First, π2 ◦ Q ◦ φm(xu, xs, x0) is not equal to xs
in general. Second, π3 ◦ Q ◦ φm(xu, xs, x0) is not equal to x0 in general. Thirdly,
π1 ◦Q ◦φm(xu, 0, x0) is not equal to xu in general. We shall use two maps Γ(0) and
Γ(1) (sending stable leaves to stable leaves, and flow directions to flow directions)
and a perturbation of the flow direction ∆m to solve these three problems. The map
Γ(0) will have the form Γ(0)(xu, xs, x0) = (xu, G(xu, xs), x0), where, for fixed x0 and
xu, the map xs 7→ G(xu, xs) is a diffeomorphism of the stable leaf {xu}×Rds×{x0},
so that π2 ◦Q◦φm◦Γ(0)(xu, xs, x0) = xs, while the map ∆m(xu, xs, x0)(xu, xs, x0+
δm(x
u, xs)) is so that π3 ◦ Q ◦ φm ◦ ∆−1m ◦ Γ(0)(xu, xs, x0) ≡ x0 (note that π2 ◦
Q ◦ φm ◦ Γ(0)(xu, xs, x0) = π2 ◦ Q ◦ φm ◦ ∆−1m ◦ Γ(0)(xu, xs, x0)). In particular,
Q ◦ φm ◦ ∆−1m ◦ Γ(0)(xu, 0, x0) is of the form (L(1)(xu), 0, x0) for some map L(1).
Choosing
Γ(1)(xu, xs, x0) = ((L(1))−1(xu), xs, x0)
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solves our last problem: the map
φ(1)m = Q ◦ φm ◦∆−1m ◦ Γ(0) ◦ Γ(1)
satisfies π2◦φ(1)m (xu, xs, x0) = xs, π3◦φ(1)m (xu, xs, x0) = x0, and π1◦φ(1)m (xu, 0, x0) =
xu, as desired. (And it still has the property that ∂x0π1◦φ(1)m (xu, xs, x0) ≡ 0.) Then,
the map Ψm = (Γ
(0)◦Γ(1))−1 sends stable leaves to stable leaves and flow directions
to flow directions, and Q ◦ φmφ(1)m ◦Ψm ◦∆m.
We shall now be more precise, justifying the existence of the maps mentioned
above, and estimating their domain of definition, their range and their smoothness.
The maps Γ(0) and ∆m. For fixed x
u the map (xu, xs) 7→ G(xu, xs) should
satisfy π2 ◦Q ◦ φm(xu, G(xu, xs), x0) = xs, i.e., it should be the inverse to the map
(C.6) Lxu : x
s 7→ π2 ◦Q ◦ φm(xu, xs, x0)xs − π2(PFm(xu, xs)) ,
where we denote φm(x
u, xs, x0) = (Fm(x
u, xs), xs, F˜m(x
s, x0)). We claim that the
map Lxu is invertible onto its image, and that there exists ǫ
0
# > 0 such that
|Lxu(ys)− Lxu(xs)| ≥ ǫ0#|ys − xs| ,(C.7)
∀xu ∈ B(mu, C0) , ∀xs, ys ∈ B(ms, C0) .
Indeed, fix xu ∈ B(mu, C0), let w = ys − xs, write F (xs) = Fm(xu, xs). We have
(C.8) Lxu(y
s)− Lxu(xs)w − π2
(
P
∫ 1
σ=0
∂xsF (x
s + σw)w dσ
)
.
Define
Cws = {v + (0, 0, x0) | v ∈ Cs, x0 ∈ R} .
Each vector (∂xsF (x
s + σw)w,w, x0) belongs to C˜ws. Since this cone is transversal
to Rdu×{0}×{0} and defined through a linear map (see (1.1) and the corresponding
footnote), the set C˜ws ∩ (Rdu × {w} × {x0}) is convex, hence
(C.9) v1
(∫ 1
σ=0
∂xsF (x
s + σw)w dσ,w, x0
)
∈ C˜ws .
On the other hand, since the graph of P is included in C˜u,
v2 = (
∫ 1
σ=0
∂xsF (x
s + σw)w dσ, P
∫ 1
σ=0
∂xsF (x
s + σw)w dσ)
belongs to C˜u. Let ǫ0# > 0 be such that B(v, ǫ0#|v|)∩ C˜u = ∅ for any v ∈ C˜ws−{0}.
Since v1 ∈ C˜ws and v2 ∈ C˜u, we get |v1 − v2| ≥ ǫ0#|v1|. As v1 and v2 have the
same first and third components if x0 := π3(P
∫ 1
σ=0 ∂xsF (x
s + σw)w dσ), this gives
|π2(v1)− π2(v2)| ≥ ǫ0#|v1|, i.e.,∣∣∣∣w − π2(P ∫ 1
σ=0
∂xsF (x
s + σw)w dσ)
∣∣∣∣ ≥ ǫ0#|w| ,
which implies (C.7) by (C.8).
For each xs the map (xu, xs) 7→ δm(xu, xs) should satisfy
π3 ◦Q ◦ φm(xu, G(xu, xs), x0 − δm(xu, G(xu, xs))) ≡ x0 ,
i.e.,
(C.10) F˜m(x
u, G(xu, xs), x0− δm(xu, G(xu, xs)))−π3(PFm(xu, G(xu, xs))) = x0 .
Letting P3 = π3P , and recalling that ∂x0F˜m(x
s, x0) ≡ 1, the condition reads, for
ys = G(xu, xs),
(C.11) f˜m(x
u, ys)− π3(PFm(xu, ys)) = δm(xu, ys) .
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The map Λ(0) : (xu, xs) 7→ (xu, Lxu(xs)) is well defined on B((mu,ms), C0),
its derivative is bounded by a constant C#, and its second component satisfies
(C.7). Then, [6, Lemma A.1] (with xu and xs exchanged) shows that Λ(0) ∈
D(C#, B((mu,ms), C0)) for some constant C#. In particular, Λ(0) admits an inverse
which also belongs to D(C#). By [6, Lemma A.2], the range of Λ(0) contains the
ball B(Λ(0)(m), C0/C#). Moreover, Λ
(0)(mu,ms) = (mu, π2(Qm)). By (C.3), we
have |Qm − Πm| ≤ C#, hence the domain of definition of (Λ(0)))−1(xu, xs) =
(xu, G(xu, xs)) contains B(Πm,C0/C# − C#). If C0 is large enough, this contains
B(Πm,C
2/3
0 ).
Finally, one gets from (C.11) and Lemma 2.3 that δm(x
u, xs) is defined on
B((mu, 0), C
2/3
0 ) with ‖δm‖C1 ≤ C# (in particular, ∆m ∈ D(C#)), and we put
Γ(0)(xu, xs, x0) = (xu, G(xu, xs), x0)((Λ(0)))−1(xu, xs), x0) ,
∆m(x
u, xs, x0) = x0 + δm(x
u, xs) .
The map Γ(1). Consider φ
(0)
m Q ◦ φm ◦∆−1m ◦ Γ(0). It is a composition of maps in
D(C#), hence it also belongs to D(C#). Moreover, its restriction to Rdu ×{0}×R
has the form (xu, 0, x0) 7→ (L(1)(xu), 0, x0). It follows that the map L(1) (defined
on a subset of Rdu) also satisfies the inequalities defining D(C#). In particular,
this map is invertible, and we may define Γ(1)(xu, xs, x0) = ((L(1))−1(xu), xs, x0).
This map belongs to D(C#). By construction, φ(1)m = Q ◦φm ◦∆−1m ◦Γ(0) ◦Γ(1) can
be written as
(F (1)m (x
u, xs), xs, x0)
with F
(1)
m (xu, 0) = xu.
We have φ
(0)
m (Qm) = Qm. Since |Πm−Qm| ≤ C# by (C.3), and φ(0)m is Lipschitz,
we obtain |φ(0)m (Πm)−Πm| ≤ C#, i.e., |L(1)(mu)−mu| ≤ C#. Since L(1) ∈ D(C#),
[6, Lemma A.2] shows that L(1)(B(mu, C
2/3
0 )) contains the ball B(m
u, C
2/3
0 /C# −
C#). Therefore, it contains the ball B(m
u, C
1/2
0 ) if C0 is large enough. Hence, the
domain of definition of the map Γ(1) contains B(Πm,C
1/2
0 ). This shows that φ
(1)
m
is defined on B(Πm,C
1/2
0 ).
The map Ψm. We can now define
Ψm = (Γ
(0) ◦ Γ(1))−1 = (L(1)(xu), Lxu(xs), x0) ,
so that Q ◦ φm = φ(1)m ◦ Ψm ◦ ∆m. We have seen that Ψm ∈ D(C#), hence DΨm
and DΨ−1m are uniformly bounded. To show that Ψm ∈ D12(C#), we should check
that |DΨm(xu, xs, x0)−DΨm(xu, ys, x0)| ≤ C#|xs−ys|. This follows directly from
the construction and the inequality (2.3) for DFm. Finally, since Ψm ∈ D(C#) and
∆m ∈ D(C#),
Ψm(∆mφ
−1
m (B(m, d))) ⊂ Ψm(B(m,C#)) ⊂ B(Ψm(m), C#) .
Since Qm = φ
(1)
m (Ψm(m)) and Πm = φ
(1)
m (Πm), we get |Ψm(m)−Πm| ≤ C#|Qm−
Πm| ≤ C# by (C.3). Therefore, Ψm(φ−1m (B(m, d))) ⊂ B(Πm,C#), and this last
set is included in B(Πm,C
1/2
0 /2) if C0 is large enough.
The regularity of DF
(1)
m . To finish the proof, we should prove that DF
(1)
m satisfies
the bounds defining K(C#) for some constant C# independent of C0. Since φ(1)m =
Q ◦ φm ◦∆−1m ◦ Γ(0) ◦ Γ(1), we have
Dφ(1)m (DQ ◦ φm ◦∆−1m ◦ Γ(0) ◦ Γ(1)) · (Dφm ◦∆−1m ◦ Γ(0) ◦ Γ(1))(C.12)
· (D∆−1m ◦ Γ(0) ◦ Γ(1)) · (DΓ(0) ◦ Γ(1)) ·DΓ(1) .
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Since K is invariant under multiplication ([6, Proposition A.4]), and under composi-
tion by Lipschitz maps sending stable leaves to stable leaves ([6, Proposition A.5]),
it is sufficient to show that Dφm, D∆
−1
m , DΓ
(0), and DΓ(1) all satisfy the bounds
defining K(C#) (note that this is where (2.4)–(2.5) will be used) For Dφm, this
follows from our assumptions, and for D∆−1m from our assumptions and (C.11).
Since Γ(0) = ((Λ(0))−1, H), we have DΓ(0) = (DΛ(0))−1 ◦ Γ(0). Since DΛ(0) is
expressed in terms of DFm, it belongs to K. As K is invariant under inversion ([6,
Proposition A.4]) and composition, we obtain DΓ(0) ∈ K(C#).
Since Dφ
(1)
m (xu, 0, x0) = id, it follows from (C.12) that, on the set {(xu, 0, x0)},
DΓ(1) is the inverse of the restriction of a function in K, and in particular
DΓ(1)(xu, 0, x0)
is a β-Ho¨lder continuous function of xu, by [6, (A.7)] and a Lipschitz function of
x0 by construction. Since DΓ(1)(xu, xs, x0) only depends on xu and x0, it follows
that DΓ(1) belongs to K. This concludes the proof of Lemma C.4. 
We return to the proof of Lemma C.2:
Second step: Glueing the foliations φ
(1)
m together.
Just as in [6], a glueing step is necessary (see Step 3 of the proof of the Lasota-
Yorke Lemma 3.1: the localisation lemma gives
∑
m∈Zd ‖ηmω‖pHr,s,qp ≤ C# ‖ω‖
p
Hr,s,qp
but not
∑
m∈Zd ‖ηmωm‖pHr,s,qp ≤ supm C# ‖ωm‖
p
Hr,s,qp
).
Let γ(xu, xs) be a C∞ function equal to 1 on the ball B(C
1/2
0 /2), vanishing out-
side of B(C
1/2
0 ). Let φ
(1)
m (xu, xs, x0) = (F
(1)
m (xu, xs), xs, x0) be a foliation defined
by Lemma C.4, and put
φ(2)m (x
u, xs, x0) = (γ(xu −mu, xs)(F (1)m (xs, xu)− xu) + xu, xs, x0) .
By construction,
φ(2)m (x
u, xs, x0) = (F (2)m (x
u, xs), xs, x0) ,
with F
(2)
m (xu, 0) = xu. In addition φ
(2)
m defines a foliation on the ball of radius C
1/2
0
around Πm, coinciding with φ
(1)
m on B(Πm,C
1/2
0 /2), with F
(2)
m equal to xu on the
(xu, xs)-boundary of B(Πm,C
1/2
0 ). Moreover, DF
(2)
m is expressed in terms of γ,
Dγ, F
(1)
m and DF
(1)
m . All those functions belong to K(C#) (the first three functions
are Lipschitz and bounded, hence in K(C#), while we proved in Lemma C.4 that
DF
(1)
m ∈ K(C#)). Therefore, DF (2)m ∈ K(C#) by a modification of [6, Proposi-
tion A.4]. We proved in (a) that the balls B(Πm,C
1/2
0 ) for m ∈ J ′ are disjoint,
therefore all the foliations φ
(2)
m can be glued together (with the trivial stable fo-
liation outside of
⋃
m∈J ′ B(Πm,C
1/2
0 )), to get a single foliation parameterised by
φ(2) : Rd → Rd. We emphasize that this new foliation is not necessarily contained
in the cone Q(C˜s), since the function γ contributes to the derivative of φ(2). Nev-
ertheless, it is uniformly transversal to the direction Rdu × {0} × R, and this will
be sufficient for our purposes. Write
φ(2)(xu, xs, x0)(F (2)(xu, xs), xs, x0)
where F (2) coincides everywhere with a function F
(2)
m or with the function (xu, xs) 7→
xu. Since all the derivatives of those functions belong to K(C#), it follows that
DF (2) ∈ K(C#) (for some other constant C#, worse than the previous one due to
the glueing). Since we will need to reuse this last constant, let us denote it by C
(0)
# .
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Third step: Pushing the foliation φ(2) with D−1. This very simple step is the
heart of the argument and this is where (C.1) is needed: Define a new foliation by
F (3)(xu, xs) = A−1F (2)(Axu, Bxs) , φ(3)(x) = (F (3)(xu, xs), xs, x0) ,(C.13)
so that D−1φ(2) = φ(3)D−1. We have F (3)(xu, 0) = xu. Moreover
∂xuF
(3)(xu, xs) = A−1(∂xuF
(2))(Axu, Bxs)A ,
∂xsF
(3)(xu, xs) = A−1(∂xsF
(2))(Axu, Bxs)B .
In particular, if |A−1| and |B| are small enough (which can be ensured by decreasing
ǫ in (C.1)), we can make ∂xsF
(3) arbitrarily small. Since |B| ≤ 1 ≤ |A|, it also
follows that (see [6, (3.12)])
|DF (3)(xu, xs)−DF (3)(xu, ys)| ≤ |A−1||A|C(0)# |B||xs − ys| .(C.14)
In the same way as (C.14) (see [6, (3.13)]),
|DF (3)(xu, xs)−DF (3)(xu, ys)−DF (3)(yu, xs) +DF (3)(yu, ys))|
≤ |A−1||A|C(0)# |A|β |B|1−β |xu − yu|β |xs − ys|1−β .
(C.15)
If the bunching constant ǫ in (C.1) is small enough (depending on C1), we can
ensure that the two last equations are bounded, respectively, by |xs − ys|/(2C1)
and |xu − yu|β |xs − ys|1−β/(4C20C1), i.e., the map F (3) satisfies the requirements
(2.3) and (2.5) for admissible foliations, with better constants.
Taking ys = 0 in (C.15), we obtain
|DF (3)(xu, xs)−DF (3)(yu, xs)|
≤ |xu − yu|β |xs|1−β/(4C20C1) + |DF (3)(xu, 0)−DF (3)(yu, 0)| .
Moreover, ∂xuF
(3)(xu, 0) = ∂xuF
(3)(yu, 0) = id, so that (see the computation in
the lines above [6, (3.14)]),
|DF (3)(xu, 0)−DF (3)(yu, 0)| ≤ |A−1||B|C(0)# |A|β |xu − yu|β .
The quantity |A−1||B||A|β is bounded by C#λ−1u λsΛβu. Choosing ǫ small enough
in (C.1), it can be made arbitrarily small. For |xs| ≤ C20 , this yields
(C.16) |DF (3)(xu, xs)−DF (3)(yu, xs)| ≤ |xu − yu|β/(2C1) ,
which is a small reinforcement of (2.4).
We see that for fixed C, C˜, there is a constant C depending only on C0 so that
the smallness condition on ǫ is of the form
(C.17) ǫ ≤ C
C1
.
Fourth step: Pushing the foliation φ(3) with (Q′)−1. Define maps
F (4)(xu, xs) = F (3)(xu, xs) + P ′u(x
s) , F˜ (4)(xs, x0) = x0 + P ′0(x
s)
and let φ(4)(xu, xs, x0) = (F (4)(xu, xs), xs, F˜ (4)(xs, x0)). The corresponding folia-
tion is the image of φ(3) under (Q′)−1. Let us fix a cone Cs1 which sits compactly
between Cs0 and Cs. Since the graph {(P ′u(xs), xs, P ′0(xs)} is contained in Cs0 , the fo-
liation F (4) is contained in Cs1 if ∂xsF (3) is everywhere small enough. Moreover, the
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bounds of the previous step concerning DF (3) directly translate into the following
bounds for DF (4) for all xu, yu ∈ Rdu and all xs, ys ∈ B(0, C20 ):
|DF (4)(xu, xs)−DF (4)(xu, ys)| ≤ |xs − ys|/(2C1) ,(C.18)
|DF (4)(xu, xs)−DF (4)(yu, xs)| ≤ |xu − yu|β/(4C20C1) ,(C.19)
|DF (4)(xu, xs)−DF (4)(xu, ys)−DF (4)(yu, xs) +DF (4)(yu, ys)|
≤ |xu − yu|β |xs − ys|1−β/(2C1) ,
.(C.20)
In particular, since ∂xF
(4)(xu, 0) = id, the bound (C.18) implies that ∂xuF
(4) is
bounded and has a bounded inverse on a ball of radius C1 ≥ 2C0.
In addition, linearity of P ′0 implies that
(C.21) |DF˜ (4)(xs, x0)−DF˜ (4)(ys, y0)| = 0 .
Last step: Pushing the foliation φ(4) with T −1A. Let U = T −1A, and consider
φ′ the foliation obtained by pushing φ(4) with U . We claim that φ′ belongs to
F(0, Cs, C0, C1), and that we can write U ◦ φ = φ′ ◦Ψ′ for some Ψ′ ∈ D21(C#).
To prove this, we follow the arguments in the proof of Lemma C.4 (with sim-
plifications here since U is close to the identity, noting also that U preserves
the flow direction so that U(xu, xs, x0)(Uu(xu, xs), Us(xu, xs), U0(xu, xs, x0) with
U0(x
u, xs, x0) = x0 + u0(x
u, xs), and in particular the property ∂x0F
′ ≡ 0 will
be given for free). First, fix xu, and consider the map Lxu : x
s 7→ π2 ◦ U ◦
φ(4)(xu, xs, x0). Writing U = id + V where ‖V‖C2 ≤ ǫ, we have Lxu(xs) =
xs + π2 ◦ V(F (4)(xu, xs), xs, F˜ (4)(xs, x0)). (Note that Lxu does not depend on x0
because Us doesn’t.) Since F
(4) is bounded in C1 on the ball B(0, 2C1), it fol-
lows that, if ǫ is small enough, then the restriction of Lxu to the ball B(0, 2C1)
(in Rds) is arbitrarily close to the identity. Therefore, its inverse is well defined,
and we can set Γ(0)(xu, xs, x0) = (xu, L−1xu (x
s), x0). By construction, the map
U ◦φ(4) ◦Γ(0)(xu, 0, x0) has the form (L(1)(xu), 0, x0+L(2)xu ) for some function L(1),
which is bounded in C1+β and arbitrarily close to the identity in C1 if ǫ is small, and
some function L(2)(xu) which is bounded in C1+β and arbitrarily close to zero in C1,
if ǫ is small. Let Γ(1)(xu, xs, x0) = ((L(1))−1(xu), xs, x0 − L(2)(xu)), then the map
φ′ = U◦φ(4)◦Γ(0)◦Γ(1) is defined on the set {(xu, xs, x0) | |xs| ≤ C1} (which contains
B(0, C0)), and it takes the form φ
′(xu, xs, x0) = (F ′(xu, xs), xs, x0+ f˜ ′(xu, xs)) for
some functions F ′, f˜ ′, with F ′(xu, 0) = xu and f˜ ′(xu, 0) = 0.
Since φ′ is obtained by composing φ(4) with diffeomorphisms arbitrarily close
to the identity, it follows from (C.18)–(C.20) that F ′ satisfies (2.3)–(2.5) and from
(C.18) (recall that F˜ 4 does not depend on xu) that f˜ ′ satisfies (2.7). Indeed, the
present analogue of (C.12) is
Dφ′(DU ◦ φ(4) ◦ Γ(0) ◦ Γ(1)) · (Dφ(4) ◦ Γ(0) ◦ Γ(1)) · (DΓ(0) ◦ Γ(1)) ·DΓ(1) ,
where Γ(0) and Γ(1) here satisfy the same properties as the maps with the same
names in the proof of Lemma C.4, and where DU ◦φ(4) ◦Γ(0) ◦Γ(1) is bounded and
Lipschitz and thus belongs to K. We may thus argue exactly as in the last step of
the proof of Lemma C.4 for F ′, while the case of f˜ ′ is easier.
Moreover, since (∂xsF
(4)(z)w,w, ∂xs F˜
(4)w) takes its values in the cone Cs1 , it
follows that (∂xsF
′(z)w,w, ∂xs f˜
′(z)) lies in the cone Cs if U is close enough to the
identity. Hence, the foliation defined by φ′ is contained in Cs. This shows that φ′
belongs to F(0, Cs, C0, C1).
Finally, the function Ψ = (Γ(0) ◦Γ(1))−1 belongs to D21(C#). This concludes the
proof of Lemma C.2. 
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Appendix D. Approximate unstable foliations
Let us consider x¯ ∈ Ui,j,ℓ,1 and ̺ so small that B(x¯, ̺) ⊂ Ui,j,ℓ,1 ∩ Bi,j .45 First
we describe all the objects in B(x¯, ̺) by using the chart κi,j,ℓ.
Let W be a surface with curvature bounded by some fixed constant C# such
that x¯ ∈ W , ∂(W ∪ B(x¯, ̺)) ⊂ ∂B(x¯, ̺) and with tangent space, at each point,
given by the span of the flow direction and a vector, in the kernel of α, contained
in the stable cone. Recall that in the present coordinates the contact form has the
expression α0 = dx
0−xsdxu. Note that almost every point inW has a well-defined
unstable direction. We can thus assume without loss of generality that the unstable
direction is well defined at x¯. By Lemma A.4 we can then change coordinates so
that x¯ = 0, W = {(0, ξ, s)}ξ,s∈R and the unstable direction at x¯ is given by (1, 0, 0).
From now on we will work in such coordinates without further mention.
Our goal is to define smooth approximate strong unstable foliations in a cρ < ̺
neighbourhood of W .
More precisely, we look for C1+Lip foliations Γm, described by the triangular
change of coordinatesGm(η, ξ, s) = (η,Gm(η, ξ), Hm(η, ξ)+s), with domains ∆m ⊂
{ξ ∈ R2 ; ‖ξ‖ ≤ ̺} and constants c,̟ > 0 , σ ∈ (0, 1), m0 ∈ N such that
(1) Gm(0, ξ) = ξ,Hm(0, ξ) = 0 ;
(2) ∂ηHm = Gm (i.e., α0(∂ηG) = 0) ;
(3) for all m0 ≥ m′ ≥ m, ∆m′ ⊂ ∆m ;
(4) for all m0 ≥ m′ ≥ m and ξ ∈ ∆m′ , ‖Gm(ξ, ·) − Gm′(ξ, ·)‖C1 ≤ cσm,
‖Hm(ξ, ·)−Hm′(ξ, ·)‖C1 ≤ cσm ;
(5) ‖∂ξ∂ηGm‖∞ + ‖∂s∂ηGm‖∞ ≤ cρ−1 ;
(6) ‖∂ξ∂ηGm‖C̟ + ‖∂s∂ηGm‖C̟ ≤ cρ−1−̟ ;
(7) if ξ ∈ ∆m, then ∂ηT−τ+nGm(η, ξ) is well defined and belongs to the unstable
cone for all n ≤ m ≤ m0 and ‖η‖ ≤ cρ ;
(8) m(∆cm ∩W ) ≤ cρ, for all m ≤ m0.
Remark D.1. Note that the above properties are not all independent, we spelled
them out in unnecessary details for the reader’s convenience. In particular, (1)
is just a condition on the parametrisation used to describe the foliation and can
be assumed without loss of generality; (3, 7) imply (4) due the the usual cone
contraction of hyperbolic dynamics.
Lemma D.2. There exists ̟0 > 0 such that, provided ̺ > ρ > 0, ̟ ∈ [0, ̟0],46
for each m0 ∈ N, there exists at least one set of foliations Γm, m ∈ {0, . . . ,m0}, in
a ρ-neighbourhood of W , which satisfies the properties (1-8).
Proof. First of all, notice that once we construct the foliation overW0 = {(0, ξ, 0)}ξ∈R
we can obtain the foliation on W by simply flowing it with the dynamics and G,H
will have automatically the wanted s dependence. Contrary to the notation in sec-
tion 6, we will callWm the set of regular manifolds obtained byW0 under backward
iteration by Tτ+ .
Second, for each ̟ ∈ (0, 1), K > 0, there exists c > 0 and υ, υ1 ∈ (0, 1), υ1 < υ,
close enough to one, with the following properties. Consider any foliation in a υmρ
neighbourhood of Wm aligned with the unstable cone, with fibers in the kernel
of the contact form and with C1 and C1+̟ norm bounded by Kcυ−mρ−1 and
Kcυ−m(1+̟)ρ−1−̟ respectively (in the sense of conditions (5, 6) above). Then
the image under any Tkτ+ provides a foliation in the υ
m−kρ neighbourhood of
Wm−k satisfying the same conditions of Wm but with bounds cυ−mυk1ρ−1 and
45By B(x¯, ̺) we mean the ball of radius ̺ centered at x¯.
46In fact, it should be possible to have the result for each ̟ ∈ [0, 1), but this is not necessary
for our purposes.
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cυ−m(1+̟)υ
k(1+̟)
1 ρ
−1−̟, provided ρ is chosen small enough and c large enough.
This follows by standard distortion estimates as in the construction of stable man-
ifolds for a smooth Anosov map, see [28]. We will call such foliations allowed.
Our strategy will be as follows: For each given allowed foliation Γ∗m defined in a
υmρ neighbourhood ofWm we will show how to construct foliations Γn represented
by coordinates Gn, n ≤ m, satisfying conditions (1-8). The problem, of course, is
what to do with the fibers that are cut by a singularity.
As a first, very rough, approximation of the unstable foliation, let us choose
in each Vi,j,ℓ,0 = κi,j,ℓ(Ui,j,ℓ,0) the foliation given by the leaves {η, ξ, s + ξη}η∈R.
We call Γ the resulting set of foliations, note that the tangent space to the leaves
belongs the unstable cone and to the kernel of the contact form. 47
Next, we proceed by induction. Given Γ∗0 we set ∆0 = W0 and chose Γ
∗
0 itself
as foliation. All the non vacuous conditions are then satisfied. Next, suppose we
have defined a construction of the foliation for all n < m and we are given an
allowed foliation Γ∗m in the neighbourhood of Wm. Note that by the transversality
condition on the singularities, there exists c∗ > 1 such that any fiber of Tτ+Γ
∗
m
which has been cut by ∂Bi,j and intersects Wm−1 must intersect Tτ+(∂c∗υmρWm).
We define Wm = ∪W∈WmW and Sm to be the union of the elements ofWm shorter
than 2c∗υ
mρ.
We are now ready to define an allowed foliation Γ∗m−1. On the set Wm−1 \
(Tτ+(∂2c∗υmρWm)) it is simply given by Tτ+Γ∗m. On (Tτ+(∂c∗υmρWm))∪Tτ+Sm we
define it to be Γ.48 Inside small intervals at whose boundaries the foliation has now
been defined, we must interpolate. To do so precisely, it is best to write explicitly
the objects of interest.
Let (f(ξ), ξ, g(ξ))ξ∈[a′,b′] be the graph of an element of Wm−1 and [a, b], a′ <
a < b < b′, the interval on which we want to define the interpolating foliation.49 By
construction there exist fixed constants c−, c+ > 0 such that c+ρυ
m−1 ≥ |b− a| ≥
c−ρυ
m−1. Let F (ξ) = (f(ξ), ξ, g(ξ)) and γa(η, ξ) = F (ξ) + (η, σa(η, ξ), ζa(η, ξ)),
γb(η, ξ) = F (ξ) + (η, σb(η, ξ), ζb(η, ξ)), |η| ≤ υm−1ρ, a parametrisation of the two
foliations we must interpolate. Clearly, we can assume without loss of generality
σa(0, ξ) = σb(0, ξ) = ζa(0, ξ) = ζb(0, ξ) = 0. By construction the above curves are
in the kernel of the contact form, that is ∂ηζa(η, ξ) = ξ + σa(η, ξ), ∂ηζb(η, ξ) =
ξ + σb(η, ξ), and in the unstable cone, that is |∂ησa| + |∂ηζa| ≤ υK0 and |∂ησb| +
|∂ηζb| ≤ υK0.50 In addition, since Γ∗m is allowed,
|∂ξ∂ησa|C0 ≤ cυ−mυ1ρ−1, |∂ξ∂ησa|C̟ ≤ c[υ−mυ1ρ−1]1+̟
|∂ξ∂ησb|C0 ≤ cυ−mυ1ρ−1, |∂ξ∂ησb|C̟ ≤ c[υ−mυ1ρ−1]1+̟ .
Next, fix once and for all ϕ¯, ψ¯ ∈ C2(R, [0, 1]), such that ϕ¯(0) = ∂ξϕ¯(0) =
∂ξϕ¯(1) = ψ¯(0) = ψ¯(1) = 0, ϕ¯(1) = 1,
∫ 1
0 ψ¯(ξ) = 1 − c1, c1 to be chosen later
small enough. Define then ϕ(ξ) = ϕ¯( ξ−ab−a ) and ψ(ξ) = ψ¯(
ξ−a
b−a ). Clearly, ϕ(a) =
47By, if necessary, restricting the chart, we can assume without loss of generality that the
unstable cone is given by the condition ‖ξ‖+ ‖s‖ ≤ K0‖η‖ for some K0 small.
48Note that, by choosing L0 in Lemma 6.2, we can always assume that each element of Wm
is contained in some Ui,j,ℓ,1, thus one can use the corresponding element of Γ.
49We can assume without loss of generality that the foliation has been already defined in
[a′, a] ∪ [b, b′] and satisfies the wanted properties.
50The υ comes from the fact that the foliation is either an image of a foliation already in the
unstable cone or is a fixed foliation well inside the cone.
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∂ξϕ(a) = ∂ξϕ(b) = ψ(a) = ψ(b) = 0, ϕ(b) = 1,
∫ b
a
ψ(ξ) = (1 − c1)(b− a). Define
θ0(η, ξ) =
(
∂ξσb(η, b)
ξ − a
b− a + ∂ξσa(η, a)
b− ξ
b− a
)
(1− ψ(ξ))
θ(η, ξ) = θ0(η, ξ)− 1
(1− c1)(b − a)ψ(ξ)
∫ b
a
θ0(η, z)dz
σ(η, ξ) = σb(η, b)ϕ(ξ) + σa(η, a)(1− ϕ(ξ)) +
∫ ξ
a
θ(η, z)dz ,
for all ‖η‖ ≤ υm−1ρ and ξ ∈ (a, b). Next, define ζ(η, ξ) = ξη + ∫ η0 σ(z, ξ)dz. We
can then define Γ∗m−1 for ξ ∈ [a′, b′] as the foliation with fibers
γ(η, ξ) = F (ξ) +

γa(η, ξ) for ξ ∈ [a′, a]
(η, σ(η, ξ), ζ(η, ξ)) for ξ ∈ (a, b)
γb(η, ξ) for ξ ∈ [b, b′] .
The definition of ζ implies that the leaves of γ are in the kernel of the contact form.
Moreover, note that σ(η, a) = σa(η, a) and
σ(η, b) = σb(η, b) +
∫ b
a
dzθ0(η, z)
[
1− 1
(1− c1)(b − a)
∫ b
a
dwψ(w)
]
= σb(η, b) .
From this follows γ ∈ C0. In addition, ∂ησ(η, a) = ∂ησa(η, a) and, since
∂ηθ0(η, ξ) =
(
∂η∂ξσb(η, b)
ξ − a
b− a + ∂η∂ξσa(η, a)
b − ξ
b − a
)
(1− ψ(ξ))
∂ηθ(η, ξ) = ∂ηθ0(η, ξ)− 1
(1− c1)(b − a)ψ(ξ)
∫ b
a
∂ηθ0(η, z)dz
∂ησ(η, ξ) = ∂ησb(η, b)ϕ(ξ) + ∂ησa(η, a)(1 − ϕ(ξ)) +
∫ ξ
a
∂ηθ(η, z)dz .
It follows that ∂ηγ ∈ C0 and a similar computation shows ∂ξγ ∈ C0. Since all the
quantities are piecewise C2, it follows that γ ∈ C1+Lip. In addition,
‖∂ησ‖L∞ ≤ υK0 + cυ−m+1ρ−1
[∫ b
a
(1− ψ) +
∫ b
a
ψ
(1 − c1)(b − a)
∫ b
a
(1− ψ)
]
≤ υK0 + 2cc+c1 .
Which, by choosing c1 small enough, ensures that the fibers of γ belong to the
unstable cone. Finally, we have,
∂ξ∂ησ(η, ξ) = (∂ησb(η, b)− ∂ησa(η, a))ϕ′(ξ) + ∂ηθ(η, ξ) ,
which implies ∂ξ∂ησ(η, a) = ∂ξ∂ησa(η, a) and ∂ξ∂ησ(η, b) = ∂ξ∂ησb(η, b) and also
∂η∂ξγ ∈ C0. The last estimate is
‖∂ξ∂ησ‖L∞ ≤ 2K0‖ϕ′‖L∞ + ‖∂ηθ(η, ξ)‖L∞
≤ 2K0‖ϕ¯′‖L∞c−1− ρ−1υ−m+1 + cυ−mυ1ρ−1 ,
which yields ‖∂ξ∂ησ‖L∞ ≤ cυ−m+1ρ−1, provided c is large enough. Similar com-
putations verify the C̟ bounds, provided ̟ > 0 is chosen small enough.
In other words γ is an allowed foliation.
By the inductive hypotheses we can then take Γ∗m−1 = γ as the starting point to
construct foliations G˜mn and domains ∆n, for n < m−1, satisfying hypotheses (1-8).
We then define the domain ∆m = T(m−1)τ+
[
T−(m−1)τ+∆m−1 \ Tτ+(∂2c∗υmρWm)
]
.
To conclude we define Gm, m ≤ m0, to be the foliations G˜m0n obtained by the
above procedure when starting from the initial allowed foliation Γ. It is immediate
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to check that the above construction satisfies properties (1-7). Property (8) follows
by noticing that ∆cm ⊂ ∪n≤mTnτ+(∂2c∗υnρWn) and by applying Lemma 6.2 with
δ = ̺, r = 2c∗ρ and ϑ = υ. 
Remark D.3. Note that, given two manifolds of size ̺ uniformly C2 and uniformly
transversal to the unstable direction having a distance less than ρ, one can use
the above lemma to construct a uniformly Lipschitz holonomy, approximating the
unstable one, between the two manifolds.51
Appendix E. Cancellations estimates
In this appendix we detail the basic, but technical, cancellations estimates in the
Dolgopyat argument.
Proof of Lemma 6.7. To start with, let us obtain a formula for ωα, this is the
analogous of the formulae in [30, 27] adapted to the present context. By translating
Wα along the flow direction we can assume, without loss of generality, that the leaf
of Γκi,j,r starting from x¯ intersects Wα. Let W˜α = Θi,α,κWα ⊂W i∗ and consider the
path γ(ξ) running from x¯ along the leaf of Γκi,j,r up to Wα, then along Wα up to
x¯+ (Fα(ξ), ξ, Nα(ξ)) and back to W
i
∗ along the leaf of Γ
κ
i,j,r again, then to the axis
(η, ξ, s) = (x¯u, ξ, x¯0) along the flow direction and finally back to x¯ along the axis,
(see Figure 4 for a pictorial explanation). By construction,
ω¯α(ξ) =
∫
γ(ξ)
α =
∫
Σα(ξ)
dα +
∫
Ωα(ξ)
dα =
∫
Σα(ξ)
dα
=
∫ ξ
0
dz
∫ Fα(z)
0
dη ∂ξGi,j,κ(η, hα(z))h
′
α(z)
=
∫ hα(ξ)
0
dz
∫ Fα◦h−1α (z)
0
dη ∂ξGi,j,κ(η, z) ,
where we have used the fact that all the curve γ(ξ), apart for the piece in the flow
direction, is in the kernel of α and Stokes’ Theorem. Moreover, Σα(ξ) is the surface
traced by the fibers of Γκi,r while moving along Wα up to ξ and Ωα(ξ) the portion
of W i∗ between the ξ axes and the curve Θi,α,κ(Wα) up to hα(ξ).
By Lemma A.4 we can assume without loss of generality that x¯ = 0. Using
properties (1) and (5) of the approximate foliations in appendix D, it follows that
∂ξωβ(ξ)− ∂ξωα(ξ) =
∫ Fβ◦h−1β (ξ)
Fα◦h
−1
α (ξ)
dη ∂ξGi,j,κ(η, ξ)
=
∫ Fβ◦h−1β (ξ)
Fα◦h
−1
α (ξ)
dη
[
1 +
∫ η
0
dz∂ξ∂zGi,j,κ(z, ξ)
]
=
[
Fβ ◦ h−1β (ξ)− Fα ◦ h−1α (ξ)
]
(1 +O(r1−ς)) .
(E.1)
To continue note that, in analogy with (6.21) we have∣∣∣h−1β (ξ)− h−1α (ξ)∣∣∣ =
∣∣∣∣∣
∫ Fβ◦h−1β (ξ)
Fα◦h
−1
α (ξ)
dz
∫ ξ
0
dw ∂z∂wGi,κ(z, w)
∣∣∣∣∣
≤ C#rθ−ς
∣∣∣Fβ ◦ h−1α (ξ)− Fα ◦ h−1β (ξ)∣∣∣ .
(E.2)
51Indeed ∂ηG provides a Lipschitz vector field, hence one can consider the associated flow, the
holonomy map is nothing else than the Poincare´ map between the two manifolds. It follows then
by standard computations that the the time taken by the flow to go between the two surfaces is
Lipschitz and bounded by a fixed constant times ρ. Finally, (5) readily implies that the holonomy
is Lipschitz as well.
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x¯
W i∗
Ωα(ξ)
Γκi,r(0, 0)
Σα(ξ)
Wα
Γκi,r(hα(ξ), ω¯α(ξ))
Θi,α,κ(Wα)
hα(ξ)ξ
ω¯α(ξ)
Figure 4. Definition of ω¯α.
To conclude recall that we are working in coordinates in which |F ′α| ≤ C#r1−θ, cf.
the proof of Lemma 6.4, hence∣∣∣Fβ ◦ h−1β − Fα ◦ h−1α ∣∣∣ ≥ ∣∣∣Fβ ◦ h−1β − Fα ◦ h−1β ∣∣∣− C#r1−θ |h−1β − h−1α |
≥
∣∣∣Fβ ◦ h−1β − Fα ◦ h−1β ∣∣∣− C#r1−ς ∣∣∣Fβ ◦ h−1β − Fα ◦ h−1α ∣∣∣
which, together with (E.1), proves (6.26) provided we can show that the distance
between the manifolds is comparable with |Fβ −Fα| at any point. To prove such a
fact recall that in (6.13), and following lines, we have seen that
|F ′β(ξ)− F ′α(ξ)| ≤ C#c−1r−θ|Fβ(ξ)− Fα(ξ)| ,
provided that
λ¯2ℓ ≥ C#rθ|Fβ(ξ)− Fα(ξ)|−1 ≥ C#rθ−ϑ ,
which is ensured by our assumptions. Thus setting dα,β(ξ) = |Fα(ξ) − Fβ(ξ)| we
have
d
dξ
dα,β(ξ) ≤ C#c−1dα,β(ξ)r−θ ,
Hence, by Gronwall’s lemma, |dα,β |∞ ≤ C#dα,β(0) and
(E.3) |dα,β(ξ)− dα,β(0)| ≤ 1
2
dα,β(0) ,
for all |ξ| ≤ rθ, provided c has been chosen large enough. Next, remember that
H ′i,j,κ = Gi,j,κ , thus |H ′i,j,κ |∞ ≤ C#r and
|Nα(0)−Nβ(0)| = |Hi,j,κ(Fα(0), 0)−Hi,j,κ(Fβ(0), 0)| ≤ C#r|Fα(0)− Fβ(0)| .
In addition, since N ′α(ξ) = ξFα(ξ), it follows that |Nα −Nβ |∞ ≤ C#r|Fα − Fβ |∞.
Which proves
(E.4) ∂ξωβ(ξ)− ∂ξωα(ξ) ≥ C#di,j(Wα,Wβ) .
To prove the second statement, let us introduce ωα,β(ξ) = ωα(ξ) − ωβ(ξ) and
Aα,β =
[(m−1)!]2
(ℓτ−)2m−2
F∗ℓ,m,i,αF
∗
ℓ,m,i,β. Next we introduce a sequence ai, a0 = −crθ,
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such that ∂ξωα,β(ai)(ai+1−ai) = 2πb−1 and let M ∈ N be such that aM ≤ crθ and
aM+1 > cr
θ . Also, we establish the following notation: δi = ai+1 − ai. By Lemma
6.6 it follows that
|ωα,β(ξ)− ωα,β(ai)− ∂ξωα,β(ai)(ξ − ai)| ≤ C#δ1+̟i .
In addition, equations (6.16), (6.24), and Lemma 6.6 imply
|Aα,β(ξ, s)−Aα,β(ai, s)| ≤ C#{δ̟i r−2θ + δir−3θ} .
Then, remembering E.3 and using the first part of the lemma,∣∣∣∣∫ ai+1
ai
e−ibωα,β(ξ)Aα,β(ξ, s)dξ
∣∣∣∣
=
∣∣∣∣∫ ai+1
ai
e−ib[∂ξωα,β(ai)ξ+O(δ
1+̟
i )][Aα,β(ai) +O((δ̟i r−2θ + r−3θδi)]dξ
∣∣∣∣
≤ C#
(
bδ1+̟i r
−2θ + δ̟i r
−2θ + r−3θδi
)
δi
≤ C#
(
r−2θ
di,j(Wα,Wβ)1+̟b̟
+
r−3θ
di,j(Wα,Wβ)b
)
δi .
We may be left with the integral over the interval [aM , cr
θ] which is trivially
bounded by C#r
−2θδM ≤ C#[r2θbdi,j(Wα,Wβ)]−1. The statement follows since the
manifolds we are considering have length at most crθ , hence
∑M−1
i=0 δi ≤ crθ . 
Proof of Lemma 6.3. We start by introducing a function R¯ :W sδ,ζ → N such that
R¯(ξ) is the first t ∈ N at which T−tτ−ξ belongs to a regular component of T−tτ−W sδ,ζ
of size larger than L0/2. We define then R(t) = min{R¯(t), ℓ}. Let P = {Ji} be the
coarser partition of W sδ,ζ in intervals on which R is constant. Note that, for each
Wβ,i, Tℓτ−Wβ,i ⊂ Jj for some Jj ∈ P .
Let Σℓ,j = {(β, i) : Wβ,i ∈ Dℓ(O˜, ρ∗), Tℓτ−Wβ,i ⊂ Jj}. Then, by the usual
distortion estimates, for each (β, i) ∈ Σℓ,j
Zβ,i ≤ C#
∫
Wβ,i
δ−1JsTℓτ− ≤ C#δ−1
|Jj |
|W¯j |
∫
Wβ,i
JsT(ℓ−Rj)τ−
≤ C#δ−1 |Jj ||W¯j | |T(ℓ−Rj)τ−Wβ,i| ,
where Rj = R(Jj) and W¯j = T−Rjτ−Jj . Note that, by construction, either |W¯j | ≥
L0/2 or Rj = ℓ.
Let us analyze first the case in which Rj < ℓ. We apply Lemma D.2 to W¯j , with
̺ = |W¯j | ≥ L0/2, in order to obtain a foliation Γ transversal to W¯j with leaves of
size ρ < L02c .
52 Let Ωβ,i be the set of leaves that intersect ∆ℓ−Rj ∩ T(ℓ−Rj)τ−Wβ,i.
By the construction of the covering Bθcr(xi), the Ωβ,i have at most C# overlaps. In
addition, by the uniform transversality between stable and unstable direction,∑
(β,i)∈Σℓ,j
m(Ωβ,i) ≥ C#
∑
(β,i)∈Σℓ,j
|∆ℓ−Rj ∩ T(ℓ−Rj)τ−Wβ,i|ρ
≥ C#
∑
(β,i)∈Σℓ,j
|T(ℓ−Rj)τ−Wβ,i|ρ− C#ρ2 ,
where we have used the estimate on the complement of ∆ℓ−Rj given by property
(8) of the foliation.
52We work in coordinates in which W¯j is flat, this can always be achieved by Lemma A.4.
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Accordingly, for each j such that Rj < ℓ,
(E.5)
∑
(β,i)∈Σℓ,j
Zβ,i ≤ C#δ−1|Jj |
ρ−1 ∑
(β,i)∈Σℓ,j
m(T−(ℓ−Rj)τ−Ωβ) + ρ
 ,
where we have used the invariance of the volume associated to the contact form.
Remembering that the T−(ℓ−Rj)τ−Ωβ have a fixed maximal number of overlaps and
since they are all contained in a ρ∗ + r
θ + λ¯−(ℓ−Rj)τ−ρ neighbourhood of O˜ we
have,53 ∑
j
∑
(β,i)∈Σℓ,j
Zβ,i ≤
∑
{j : Rj≤
ℓ
2}
C#δ
−1|Jj |
[
ρ−1S(ρ∗ + r
θ) + Sλ¯−
ℓ
2 τ− + ρ
]
+
∑
{j : Rj>
ℓ
2}
∑
(β,i)∈Σℓ,j
Zβ,i .
(E.6)
By our assumption on complexity (Definition 1.5), it follows that the number of
pieces in T−kτ−W
s
δ that have always been shorter than L0 grows at most sub-
exponentially with k. Remember that σ ≥ λ¯− τ+2 , see (6.5). Then there exists
ℓ0 ∈ N such that, the number of pieces that are never longer than L0/2 in k ≥ ℓ0k1
time steps are bounded by (λ¯τ+ν)
k
k1 . Then, remembering again (6.5),∑
{j : Rj>
ℓ
2}
∑
(β,i)∈Σℓ,j
Zβ,i ≤
∑
{j : Rj>
ℓ
2}
C#δ
−1|Jj | ≤ C#
ℓ∑
k= ℓ2
δ−1νk ≤ C#δ−1σ
ℓ
k1 .
The result follows by choosing ρ = S
1
2 (ρ∗ + r
θ)
1
2 . 
Proof of Lemma 6.8. We argue exactly like in the proof of Lemma 6.3, where O˜
is replaced by Wα,i and ρ∗ = r
ϑ, up to formula (E.5). At this point, we notice that
T−(ℓ−Rj)τ−Ωβ are all contained in a r
ϑ + λ¯−τ−ℓρ neighbourhood of Wα,i. Then,
arguing as in (E.6)∑
(β,i)∈Σℓ,j
Zβ ≤
∑
{j : Rj≤
ℓ
2}
C#δ
−1|Jj |
[
ρ−1rθ+ϑ + rθλ¯−ℓτ− + ρ
]
+ C#δ
−1σ
ℓ
k1
≤ C#
[
ρ−1rθ+ϑ + ρ
]
+ C#δ
−1σ
ℓ
k1 .
(E.7)
The result follows by choosing ρ = r
θ+ϑ
2 . 
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