; (1) as illustrated in Fig. 1 . The present work generalizes the above decomposition to more than two dimensions and to more general matrices than rotations. Algorithms that achieve spatial transformations by means of shears are useful in many computer-graphics contexts, as discussed in 3, 5, 6] . Brie y, when a discrete pixel array is subjected to a continuous address transformation, the transformed addresses usually fall between array points; to construct the new pixel value at a given array point one must take a suitably weighted average of the pixels that fell near that point. Though shears are continuous transformations, they maintain uniform pixel spacing along each coordinate axis. Thus, it becomes possible to approximate a shear by a discrete, one-to-one address transformation whereby each new pixel falls within just one pixel radius of the ideal position speci ed by the shear itself. In this case, if the image resolution is high enough, there is no need to \look inside the pixel boxes" and do value arithmetic on their contents: it is enough to ship the boxes, unopened, to their destinations, doing just address arithmetic.
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Moreover, an upper shear (see below) does not disturb the order of pixels strung along the x 1 axis. The most general kind of linear shear in n dimensions is best visualized in a recursive way. In three dimensions, uniformly slice the space into two-dimensional \lasagna" sheets and slide these sheets along one another, using a constant o set from each sheet to the next; then slice each sheet into \spaghetti" strips and slide these strips along one another, using a constant o set from each strip to the next. In n dimensions, rst slice the space into (n ? 1)-dimensional hyperplanes and shear the resulting structure; repeat the procedure going down one dimension at a time until the \spaghetti" stage is reached. Clearly, a shear is volume-conserving and thus has unit determinant.
If the slicing at the successive stages is done perpendicular to the coordinate axes x 1 ; x 2 ; : : : ; x n?1 in that order, the overall operation is expressed by a lower triangular matrix with unit diagonal; if the axes are used in the reverse order, namely, x n ; x n?1 ; : : : ; x 2 , then the matrix will be upper triangular. For brevity, in the rest of this paper the term shear will be restricted to such triangular matrices with unit diagonal.
In 6] we showed that, in three dimensions, every rotation can be decomposed into three shears (except for degenerate cases when one of the Euler angles equals ). Then Strang (personal communication, to appear in 4]) turned his attention to this topic and showed that, in any number of dimensions, every unit matrix (i.e., matrix with unit determinant) can be written as L 0 U 0 L 1 U 1 , where the L's and U's are respectively upper and lower shears.
Here, we show that almost every unit matrix can be written as the product of just three shears, U 0 LU 1 , and we present a canonical-form for this decomposition. Even on the residual set, of measure zero, such a decomposition can be achieved (up to a sign) if one is allowed to suitably prepermute the rows of the matrix.
(Independently, Strang 4] (2) will be called cognate. A matrix A such that i (A) 6 = 0 (i = 1; : : : ; n) (3) will be called well-born.
Applying the rst and second cases of ; (6) where all elements are zero except the ones indicated (explicitly or by ellipses).
Proof Write in the 0 and 1 elements. Start with 1 = 1 (A). Continue constructing the i in ascending order for i. In the lower-left submatrix of order i, the minor of order i ? 1 associated with the element i is 1 by construction; thus, the value of i can be chosen uniquely so as to make i ( ) = i (A). Finally, we shall make use of the following Lemma 2.5 Given any nonsingular matrix A, there exists a permutation matrix P such that PA is well-born. Proof Let A i denote the lower-left submatrix of order i of A. Observe that any permutation of the bottom i rows of A will not a ect the matrices A i ; : : : ; A n as to singularity.
Assume A i to be nonsingular (this is true for i = n).
Then at least one of A i 's left submatrices of order i ? 1 is nonsingular. Apply to A the permutation P i that brings the stricken out row to the rst position, leaving the nonsingular submatrix in the lower-left position. Substitute P i A for A.
Iterate the above procedure for i = n; n ? 1; : : : ; 2.
The matrix PA = P 2 P 3 : : : P n A with which we are left at the end of the iteration is well-born.
Main results
Theorem 2.6 Any well-born unit matrix A can be decomposed into three shears: A = ULV . There is a canonical decomposition A = UKV , with K as in (6) with n = 1.
Proof If in Lemma 2.4 we set det A = 1, then n = 1 and thus K is a lower shear.
Matrices that are not well-born form a subset of measure zero. In order to include also this exceptional subset, one can strike out the \well-born" clause in the above theorem, but then \any unit matrix" must be quali ed by \up to a row permutation and possible sign adjustment". Namely, by Lemma 2.5, Theorem 2.7 For any unit matrix A there exists a permutation matrix P such that either PA or ?PA can be decomposed into three shears, A = ULV .
Conclusions
We have shown that every unit matrix (except for a subset of measure zero) can be decomposed into the product of just three shears, U 0 LU 1 . On the residual subset a ULU decomposition is still possible if one is allowed to suitably prepermute the rows of the matrix and change the sign of one row if the permutation is odd. Of course, Strang's LULU decomposition 4] of the original matrix is possible in any case.
