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ABSTRACT
I present research in the aggregation and self-assembly of charged macromolecules. This work
aligns along three themes. The first theme is the effective interactions and aggregation of rodlike
polyelectrolytes. The second theme is the self-assembly of colloidal tetrapods using Monte Carlo
simulation. The third theme is the new techniques that needed to be devised in order to perform
this work.
Chapter 2 presents an extensive exploration of the free-energy landscapes governing the in-
teraction between two rodlike polyelectrolytes with additional trivalent salt. Analysis reveals the
relative stability of different aggregated configurations and the likely pathways taken toward first
contact and subsequent rearrangement.
Chapter 3 presents a study of the effect of including the low dielectric constant interior of
rodlike polyelectrolytes has on their mutual interactions, paying particular attention to the many-
body interactions, making connection to the stability of a hexagonal-packed bundle. I also explain
the mechanism of interaction using ion distributions and pair correlation functions. Finally, I
investigate quantitatively to what extent the effect of polarizability is simply to create an additional
soft excluded-volume potential.
In Chapter 4, I present study of the self-assembly of charge-functionalize colloidal tetrapods
that have full mobility using Monte Carlo simulation. I find a change in the degree and structure of
aggregation with increasing coupling. I also study the addition of positively or negatively charged
nanoparticles, demonstrating a concentration-dependent change in the aggregate structure.
Chapter 5 presents a new Monte Carlo simulation algorithm that was used to perform the work
in Chapter 4. It is an extension of the geometric cluster algorithm that allows the simulation of
anisotropic particles. I provide a detailed derivation of the algorithm, and I also include benchmark
results and a study of the efficiency of the algorithm compared to Metropolis Monte Carlo.
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Chapter 6 explains the correct method for pressure calculation in systems that contain dielectric
objects, as was the case for the periodic hexagonal array of polarizable polyelectrolytes simulated
in Chapter 3. I also present a review of pressure calculation with periodic boundary conditions,
since this is relevant to the dielectric calculation and there fundamental subtleties that are not
treated in textbooks nor do concise reviews exist in the literature.
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CHAPTER 1
INTRODUCTION
Soft matter physics is concerned with systems where the typical interaction energy between con-
stituent particles is of the same order as the thermal energy. Many materials common to everyday
life are an example of soft matter physics, including food products, cosmetics, plastics, paint, tex-
tiles, and biological tissue [1]. This dissertation specifically concerns the subfield of soft matter
electrostatics. Polymers and nanoparticles are usually charged in suspensions since most have func-
tional groups which dissociate in water. For example, the biopolymer DNA, as an acid, becomes
highly negatively charged after its hydrogen ions dissociate into the solution [2].
Such large, charged molecules, called macroions, attract a cloud of oppositely charged ions,
or counterions. This cloud of ions, also called the electrostatic double-layer, greatly modifies
the interaction between macroions. Not only does it screen the Coulomb repulsion, so that the
interaction energy decays exponentially rather than as 1/r, but it also gives rise to nontrivial effects
such as like-charge attraction and many-body interactions. These effects are largely due to the fact
that the counterion cloud is not a fixed object but is composed of a large number of continuously
moving ions. Entropy is highly relevant.
Chapters 2 and 3 both study like-charge attraction, which refers to a phenomenon in which two
highly charged macroions of the same sign experience a mutual attractive force. In biophysical con-
ditions, this only comes about when the counterions in the solution are multivalent, that is, having
more than one electron charge. Unlike monovalent ions, multivalent ions interact strongly enough
to generate spatial correlations. These correlations allow the counterions to bridge between the
two macroions without interfering with one another. A multivalent counterion creates a correlation
hole, that is, a region around itself where no other counterions can enter. If the average height of
counterion fluctuations from the macroion surface is smaller than the size of the correlation hole,
the counterion will largely only feel the macroion and be nearly unaffected by other counterions. In
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the extreme limit, it is a good approximation to assume the counterion interacts with the macroions
as if it were the only ion present.
Like-charge attraction is important because it allows many macroions of the same type to
aggregate together into structures. Charged polymers, or polyelectrolytes, such as DNA, typically
form bundles or toroids in the presence of multivalent ions. In vivo, DNA has biological multivalent
counterions to allow it to coil and pack into chromosomes. Rigid, or rodlike, polyelectrolytes
are those that are short compared to their persistence length, which is the length at which a
polymer will bend to 90◦ under the influence of its spontaneous thermal fluctuations. F-actin, a
rodlike polyelectrolyte and a major component of the cytoskeleton, has been observed to form novel
structures, called rafts [3], that are not simply bundles of parallel polyelectrolytes, but contain a
large number of perpendicular or oblique crossings between rodlike polyelectrolytes. So far, no one
has been able to explain the origin of the raft structures. In Chapter 2, I set out to explain the
structures via simulation to compute the effective interaction between two charged finite-length
rodlike molecules. Although the mutual orientation and position of two rods is a problem with four
degrees of freedom, nearly all researchers have only computed paths where one degree of freedom
is varied at a time. My research is the first to make a thorough exploration of the configuration
space, covering three of the four degrees of freedom, since the fourth is qualitatively predictable
based on symmetry considerations.
One conclusion of Chapter 2 is that rodlike polyelectrolytes attractive enough to aggregate
prefer to eventually aggregate into a parallel bundle. Therefore, in Chapter 3, I focus on a system
of parallel rods. However, I include an aspect that is very often ignored, namely the difference
in dielectric constant between the solvent and the polyelectrolytes. This difference gives rise to
polarization charges at surface of the polyelectrolyte. The charge induced is based on the total
electric field at that point, and the induced charges themselves contribute to the electric field, which
interacts with all other charges in the system. It is due to this complexity that dielectric effects
are usually ignored. However, increased computational power and recently developed efficient
algorithms have made possible the study of this effect. Chapter 3, also elucidates the origin of
many-body effects, also known as pairwise non-additivity, since the sum of all pairwise interactions
does not provide the true force in such systems. In the system of rodlike polyelectrolytes, pairwise
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non-additivity arises from both the many-body nature of the counterion clouds and the many-
body nature of the induced polarization charges. I explore how these two sources of pairwise
non-additivity interplay.
In Chapter 4, I study an example of self-assembly, which is process in which small particles come
together, without additional help, to create larger, useful structures. The small particles are usually
engineered so that a single structure is favored. There is a wide variety of possible sizes, shapes,
and materials that may be used for the starting constituents [4]. I explore a system of colloidal
tetrapods, whose fabrication has been demonstrated as well as their ability to be functionalized,
that is, for their surfaces to be chemically changed. I explore the structures that form from these
tetrapods alone and also how the structure that forms may be tuned with the addition of small
nanoparticles. This work was featured on the cover of Nano Letters [5].
In Chapter 4, the simulations allowed the tetrapods and nanoparticles to move freely to allow
them to form any possible structure. However, the simulation of a system containing both large
and small particles is not efficient by most methods. In 2004, Jiwen Liu and Erik Luijten devised
the geometric cluster algorithm (GCA) [6,7], which allows for the efficient simulation of such size-
asymmetric systems. It works by constructing and moving clusters of particles rather than one at
a time. However, for fundamental symmetry reasons, the GCA is limited to spherical particles. In
Chapter 5, I develop a new version of the GCA which can simulate particles of any shape and still
retains the desirable features of the original GCA. This chapter represents a large effort, which
involved learning quaternions and their application to four-dimensional geometry, as well as writing
and testing a simulation code from scratch. This chapter was published in the Journal of Chemical
Physics [8].
In Chapter 6, I present another work on simulation methods. The work in Chapter 3 required
pressure calculation in a system of dielectric objects. Despite its fundamental nature, this issue is
not covered in the literature. In addition, there are a number of subtleties in the calculation of
pressure in systems with periodic boundary conditions that are not covered in standard textbooks,
nor is there an approachable review article on the topic. I thus present a review of the subtleties
of pressure calculation in periodic boundary conditions and demonstrate the correct method to
calculate pressure in a system with dielectric objects.
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CHAPTER 2
RODLIKE POLYELECTROLYTE
PAIR AGGREGATION AND
STABILITY
2.1 Introduction
The aggregation of polyelectrolytes is an important phenomenon in biological systems. Two widely
studied biological polyelectrolytes are DNA [2] and F-actin [9]. DNA is condensed into toroidal
bundles within a cell [10,11], and F-actin bundles into networks that compose the cytoskeleton [12].
Since the same type of aggregation occurs with many kinds of rodlike macroions, over a wide range
of length scales, it is thought to be primarily an electrostatic phenomenon [13], which makes it of
great theoretical interest. While the formation of bundles has been extensively studied [9, 13–16],
experimental evidence exists of other possibilities of aggregation, including stacked layers forming
rafts [3] and aster-like and ladder-like structures [17]. Theoretical work also predicts the existence
of structures where rodlike polyelectrolytes aggregate with predominantly large-angle crossings [18]
including cubatic liquid crystal phases [19]. I study the possible origin of these nonparallel aggregate
structures via the simplest model system, a pair of charged rods. I use thermodynamic integration of
the force and torque to construct free-energy landscapes that cover nearly the entire configurational
space of two rods. From these, I determine the relative stability of different configurations and the
likely pathways connecting them.
Much work has been done in the area of nonparallel charged rod aggregation. Theoretical work
on the interaction of charged nonparallel rods has addressed both infinite [20] and finite [21, 22]
rods. Other theoretical work has focused on the interaction of rods with a helical charge distribu-
tion [23–27]. Molecular dynamics simulations have been used to observe the aggregation of polyelec-
trolytes into bundles [25, 28–31] and bundle networks [32]. Others have also used thermodynamic
integration to compute the potential of mean force (PMF), either by simulations [28, 30, 33, 34]
or theory [23, 27], but only along single trajectories in configuration space. A few theoretical
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works have created free-energy landscapes, focusing on an infinite-length model DNA with a he-
lical charge distribution [23, 27]. Here I present the first free-energy landscapes for finite-length
rodlike polyelectrolytes, providing the most thorough exploration of configuration space.
After the explanation of the simulation model and method, I present the stability of parallel
vs. perpendicular aggregation compared to separated rods as a function of trivalent counterion
concentration. Subsequently, I elucidate the aggregation pathways via the computation of free
energy landscapes. I conclude with a discussion of connections to previous work and the outlook
for future work.
2.2 Simulation
My approach is to simulate a system of two charged rods at fixed arrangement to measure the
average force and torque of each rod. These are integrated to find the potential of mean force for
various paths of approach and rearrangement. To be able to describe all paths, I fully parameterize
the configuration space of two finite rods with four degrees of freedom. Of the six degrees of freedom
needed to fully parameterize the position and orientation of an object, two are degenerate due to
the axial symmetry of each rod. The four parameters, z, θ, s1, and s2, are defined in Figure 2.1.
Within the simulation, the rods are oriented orthogonal to the zˆ-axis with one rod oriented along
the x-y 45◦ diagonal.
Figure 2.1: Cartoon illustrating the parameters specifying the mutual arrangement of two rods.
The first two are the vertical separation z and the skew angle θ. The arrow for z lies on an axis
intersecting both rods orthogonally. The lengths of the vectors from this axis to the centers of
each rod are the parameters s1 and s2. The cartoon also accurately depicts the number, size, and
spacing of the monomers I use to construct the rods.
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In addition to the two charged rods, the simulation model contains monovalent counterions plus
additional salt composed of trivalent counterions and monovalent coions. I choose the ion diameter
σ to match the Bjerrum length, lB = 0.71 nm, which is close to the typical hydrated ion size. I
construct each rod using 90 spherical monomers also of diameter σ, each with charge −e, spaced
0.2398σ apart. This creates a linear charge density of −5.87e/nm, which matches B-DNA [2],
while the close spacing well approximates a uniform linear charge density. To keep the system
conceptually simpler and to reduce the number of degrees of freedom, I do not consider a helical
charge distribution. The rod diameter (0.71 nm) is smaller than that of B-DNA (2.5 nm) [35], but
I make this choice to make contact with other simulations and for computational efficiency, since
the reduced coupling inherent with larger rod diameter leads to a weaker signal among the noise.
The spacing also implies a rod length Lcyl = 21.58σ = 15.3 nm, corresponding to 45 base pairs.
Since the ds-DNA persistence length is 50 nm [36], these short rods may be considered rigid. The
simulation contains 180 monovalent counterions to neutralize the rods and the additional 3:1 salt
is parameterized by c, the fraction of the rod charge neutralized by trivalent counterions. The
simulation takes place in a cubic periodic cell of side length 200σ to ensure minimal influence of
the periodic images of the rods. One rod is aligned parallel to the x-y face diagonal and the other
is oriented relative to it.
The ions and rod monomers interact using a Lennard-Jones potential truncated and shifted to
zero at the minimum,
U(r) =

4ε
[(
σ
r
)12 − (σr )6 + 14] r ≤ 21/6σ
0 otherwise
, (2.1)
where the coupling constant ε is 1.0 for ion–ion interactions and is 0.2398 for ion–rod monomer
interactions, so that the ion–rod interaction is of the same strength as monomers spaced σ apart
with a Lennard-Jones coupling of 1.0.
I perform the simulation using the LAMMPS molecular dynamics package [37]. The electrostatic
interactions are handled with the Ewald method with a relative precision of 10−5. Since the
rods remain fixed in place during the simulation, I calculate the monomer-monomer electrostatic
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interaction once and apply this to each timestep without the need to recalculate pair interactions
or the Ewald Fourier space part for the rod monomers.
The initial configuration is set up with all trivalent counterions and enough additional counteri-
ons to neutralize the rods are placed nearby according to a distribution that decreases exponentially
with distance from the rod. The remaining ions are placed randomly throughout the simulation
box. The timestep is 10−3τ , where τ =
√
mσ2/ε and m is the mass of each ion. The system is equi-
librated for 100τ and run for 105τ at a temperature 1.0, enforced by a Langevin thermostat with
a relaxation time of 10τ . Every 10−2τ , the simulation reports the net force and torque vector on
each rod. The sampling rate is chosen to be small enough to capture the rapidly varying Lennard-
Jones interaction. The force and torque decorrelate quickly, typically producing 40 000 and 4 000
independent samples, respectively. The energy exhibits rare abrupt shifts but these fluctuations
are uncorrelated to the average force and torque. Data points with z ≥ 10σ were sampled for
ten times longer, 106τ , for better relative error when the net interaction is weak. Each simulation
yields the force and torque for a single arrangement of rods and requires about 18 hours of cpu
time. A series of such data points allows force and torque curves to be constructed. These are
then integrated to yield the PMF along a path. I also construct 2D and 3D arrays to explore more
degrees of freedom. The total computational effort in this work is more than 10 000 simulations
and over 250 000 cpu-hours.
2.3 Results
2.3.1 Parallel and Perpendicular Aggregation
Based on the experimental observation of a raft phase [3] and previous works [22, 33], I initially
consider just two skew angles, parallel (θ = 0◦) and perpendicular (θ = 90◦), and focus on arrange-
ments where the rods approach at their centers (s1 = 0 and s2 = 0) I vary z and compute the force
for each separation. The four-fold reflection symmetry about the zˆ-axis of these configurations
restricts the net force to the zˆ component only, and guarantees that the net torque is zero.
I simulate at two skew angles θ for a series of separations z, measuring the zˆ-component of
force. for five different neutralization fractions of trivalent salt. Figure 2.2 shows the force as a
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Figure 2.2: Net force between two rods in a (a) parallel (θ = 0◦) or (b) perpendicular
(θ = 90◦) center-to-center configuration for a series of trivalent salt neutralization fractions
c ∈ {0.6, 0.7, 0.8, 0.9, 1.0}. The parameter z is the axis–axis separation of the rods. Note that
the vertical scales are different: the scale for parallel rods si five times greater than that for per-
pendicular. The perpendicular force curves are all much smaller than the parallel curves.
function of separation for both skew angles. All force curves exhibit three regions: a long-range
repulsive region, an attractive region at intermediate range, and a short-range, strongly repulsive
region. The long-range repulsion is expected due to the renormalized charge of the rod being
incompletely neutralized by bound trivalent counterions for c < 1.0. Even the fully neutralized
rods have a weak long-range repulsion since not all of the trivalent counterions remain condensed
in equilibrium. The intermediate-range attraction is expected due to correlations of the bound
trivalent counterions [38]. The short-range repulsion results from the trivalent counterions being
excluded from the region between the rods.
All force curves monotonically decrease with increasing concentration of trivalent counterions.
This conforms to expectation since more counterions are available to more fully neutralize the rods
and more are available to participate in binding the rods together at intermediate range. Rods
in parallel position experience both a stronger repulsion at long range and a stronger attraction
at intermediate range than perpendicular rods. Comparing the ratios of these forces, the ratio of
the short-range attractions is greater then that of the long-range repulsions. These observations
are intuitively compatible with an effective monomer pair interaction which has a short-range
attraction and a long-range repulsion. For the same z, parallel rods have a much larger fraction
of monomers participating in attraction than perpendicular rods, but the ratio of the fraction of
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monomers participating in the long-range repulsion is not as large.
To go further, I compare the difference in free energy between aggregated perpendicular rods
and parallel. Varying z for parallel and perpendicular rods traces two paths that lead to a reference
state of infinite separation, since at this point a rotation between parallel and perpendicular requires
no work. The reference point z = ∞ also provides a useful point of comparison for free energy
calculations, since two rods may find it most favorable not to aggregate at all. I use thermodynamic
integration to construct the PMF curves for perpendicular and parallel approaches. My simulations
extend out to a separation of z = 30σ, but the repulsive force here is still non-negligible. Therefore,
I extend the reference point to z = ∞ by fitting the θ = 0◦ force curves and integrating the force
in the range 30σ ≥ z <∞. I use the force data in the range 12 ≤ z ≤ 30 for the curve fitting and
fit to an exponential, which was found to be a good fit. The same curve-fitting procedure for the
θ = 90◦ runs is less successful. The weaker interaction produces larger statistical noise in the data
and the fit to the exponential is worse. It produces an exponential decay in the force much slower
than for θ = 0◦, resulting in a calculated θ = 90◦ PMF curve that becomes greater than the θ = 0◦
at large z. This crossover is likely unphysical since the curves would be expected to asymptotically
approach one another for large z as the monopole term dominates the long-range force, and the
forces are already quite similar at z = 30σ repulsion for the two arrangements. Therefore, I make
the approximation that the forces are equal at z = 30σ and beyond, so that the same integrated
PMF tail for parallel rods is used for perpendicular rods.
I plot the resulting PMF curves in Figure 2.3. The weak repulsive force over a long distance
integrates to a substantial potential barrier to be overcome. The local minima in the free energy,
corresponding to aggregated states, have a clear trend with increasing trivalent counterion concen-
tration (Fig. 2.4). The free energy for the parallel aggregate decreases more rapidly with increasing
trivalent counterion concentration c than for the perpendicular aggregate. There is a crossover at
c = 0.7, below which perpendicular aggregation is favored over parallel, because here there are
not enough trivalent counterions to produce a short-range attraction between rods in the parallel
arrangement that overcomes the inherent repulsion of bringing the whole length of the charged rods
near one another; thus the closely separated rods prefer to assume a perpendicular arrangement.
However, in this region of trivalent counterion concentrations, both forms of aggregation have a
9
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Figure 2.3: PMF curves corresponding to the configurations of Fig. (2.2) found through integration
of the force. Lines with symbols, θ = 90◦. Lines without symbols, θ = 0◦. The force curve from
z = 12 to 30 was fit to an exponential to estimate the PMF with the reference point at z = ∞.
Aggregating rods must cross a barrier to reach the local minimum in the PMF. The barrier and
the local minimum both decrease with increasing neutralization fraction.
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Figure 2.4: Local minimum in the PMF as a function of neutralization fraction for parallel and
perpendicular aggregation. The PMF of the parallel configuration decreases more rapidly with
increasing neutralization fraction than that of the perpendicular configuration. Below c = 0.6
perpendicular aggregation is favored over parallel, but this is only a local minimum, not the global
one. Parallel aggregation becomes the global minimum just past c = 0.8, while perpendicular
aggregation does not become favorable over separated rods until c = 0.9, where parallel aggregation
is already greatly favored over perpendicular.
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much higher free energy than infinitely separated rods. At increasing trivalent counterion concen-
tration, because the free energy of the parallel aggregate decreases rapidly, and it becomes more
stable than infinite separation at c ≈ 0.81. Because its free energy decreases more rapidly than
that of perpendicular aggregation, parallel aggregation constitutes the globally favored state also
for all concentrations above. I find no concentration of trivalent counterions for which perpendicu-
lar aggregation is the globally favored state. When the free energy of the perpendicular aggregate
dips below that of separated rods, at c = 0.9, the parallel aggregate is already much more stable.
2.3.2 Aggregation Pathways
I have shown that the perpendicular aggregated configuration is not globally favored at any con-
centration of trivalent counterions. For the concentrations at which aggregation is favored, parallel
is always favored over perpendicular. This, however, leaves room for a kinetic argument, that the
pathway to reach parallel aggregation may be difficult to traverse.
As an extension of the previous analysis, I consider rods that approach with their centers along
the z-axis (s1 = 0 and s2 = 0). I allow θ to vary as a free parameter in addition to z. This
arrangement obeys a two-fold rotational symmetry about the z-axis that restricts both the force
and the torque to a zˆ component only. I simulate for an array of separations zi and skew angles
θj and compute the average force and torque for each point. Then I construct a two-dimensional
free-energy landscape via numerical integration over this array of points using the force and torque.
The integration starts at the corner of the array corresponding to the lowest zi and θj (i = 0, j = 0),
and each subsequent point is found via integration using the average of the two neighboring points,
via
E(zi, θj) =
+
1
2
E(zi−1, θj)− 14(zi − zi−1) [F (zi, θj)− F (zi−1, θj)]
+
1
2
E(zi, θj−1)− 14(θj − θj−1) [τ(zi, θj)− τ(zi, θj−1)]
(2.2)
where E is the free energy, F is the force in the z-direction, and τ is the torque for increasing θ.
Each is a function of z and θ (in radians). If i = 0 or j = 0 so that a neighboring point is missing,
then all of the integration comes from the other point, whose contribution is multiplied by two.
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After integration, the entire free-energy landscape is shifted to match the free energy at θ = 0◦
taken from the results of Sec. 2.3.1.
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Figure 2.5: PMF landscape for center-to-center configurations of two rods as a function of axis-
to-axis separation z and rod skew angle θ for trivalent salt neutralization fractions (a) c = 0.8
and (b) c = 0.9. For c = 0.8, the high barrier along θ = 0◦ prohibits a direct parallel approach.
Instead the rods must approach perpendicularly. Once aggregated at θ = 90◦ there is a small
barrier against rotation to the deeper minimum at θ = 0◦. At c = 0.9, a barrier still exists against
a parallel approach, but θ = 90◦ no longer has a local minimum so rods may rotate freely to a
parallel configuration after initial perpendicular approach. For both concentrations, rotation from
perpendicular to parallel increases the equilibrium separation. Parallel rods that are forced closer
than equilibrium separation can reduce their free energy via adopting a small skew angle. This
broken symmetry reduces the length of rods spaced too closely together.
The resulting surface plots (Fig. 2.5) show the free energy as a function of separation and skew
angle. A direct approach to a parallel aggregate is blocked by a high barrier that funnels rods into
a perpendicular approach. Rods aggregated perpendicularly can subsequently rotate to a parallel
configuration. For c = 0.8, the perpendicular aggregate is stabilized against rotations by a ∼ 3kBT
barrier. At c = 0.9, this barrier disappears, leaving an uninterrupted rotational path from θ = 90◦
to θ = 0◦.
The center-to-center approach explores only two degrees of freedom. While symmetry ensures
that the forces in the directions of increasing s1 and s2 are zero, the system may be unstable to
finite perturbations in these directions. Therefore, I explore pathways that allow s1 and s2 to
become nonzero. I explore the path where θ = 90◦ and s1 = s2 ≡ s. This path begins at the
perpendicular aggregate formed above (s = 0) and slides the rods apart laterally, increasing s, to
form a “V”, and then separates completely. Both s and z are free, but I find that the equilibrium
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Figure 2.6: PMF for a path that slides two rods aggregated perpendicularly from crossing at their
centers (s = 0) toward crossing at their tips and separating for both c = 0.8 and c = 0.9. The
arrows mark where the rods overlap with their last monomers aligned over one another at. Two
rods crossed at the center prefer to slide until there remains a short length of rod beyond the
intersection. Upon increasing s further, the rods find it favorable to separate toward s =∞.
separation for a given s remains constant at z = 1.85σ over the length of the rod, so I present the
PMF for varying s with z fixed at the equilibrium separation (Fig. 2.6).
The data in Figure 2.6 show that the apparent local minimum at θ = 90◦ found in Fig. 2.5
is unstable to variations in s. At fixed z and θ, the free energy reaches a local minimum in s at
s = 9.2σ for c = 0.8 and at s = 8.9σ for c = 0.9. Compared to the distance from the center
of a rod to its last monomer, 10.7σ, these distances s represent a slide where 6.9% and 8.3% of
the rod remains beyond the intersection point, respectively. Returning to the intuitive model, this
behavior may be explained by the system minimizing the long-range repulsion by sliding the rods
to the largest s while preserving enough length on either side of the intersection point to maintain
the short-range attraction due to trivalent counterions in the intersection region between the rods.
From this point, there is no reason to expect that allowing s1 and s2 to vary independently
will lower the free energy. Due to symmetry, the free energy must remain invariant under a swap
of s1 and s2. Under the model of pairwise monomer interactions, I would expect for the rods to
become as far apart as possible while still maintaining sufficient overlap for an attraction, which
predicts a monotonic decrease in free energy as either s1 or s2 is increased until overlap no longer
occurs. Therefore, I retain the restriction s1 = s2 ≡ s to reduce the size of the parameter space to
be explored.
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Figure 2.7: PMF landscape for configurations in which the axis of intersection lies near the end
of both rods, as a function of axis–axis separation z and rod skew angle θ for trivalent salt neu-
tralization fractions (a) c = 0.8 and (b) c = 0.9. The high barrier along θ = 0◦ is exactly that of
two rods approaching parallel aggregation directly; rods must approach at a large angle θ. Once
aggregated, the PMF surface gently slopes to a local minimum at θ = 180◦.
In the configuration described above, the system has found the free-energy minimum while
varying s for fixed θ = 90◦. However, a rotation toward a larger skew angle seems preferable, since
it would allow the rods to be even farther apart on average, while still maintaining a small overlap
necessary for the trivalent counterions to effect a short-range attraction. I explore this path via
simulating over an array of z and θ for rods intersecting at the s which provides the local minimum
free energy for θ = 90◦ (s = 9.2σ for c = 0.8σ and s = 8.9 for c = 0.9). I construct a 2D free-energy
landscapes using the same thermodynamic integration procedure used to create Fig. 2.5, the results
which are shown in Figure 2.7. The rods may approach at any angle ∼ 90◦ or larger, but the free
energy slopes toward a minimum at θ = 180◦.
At θ = 180◦ the rods are in a parallel configuration but are shifted along their axes so that
there is a small overlap. Subsequently, to increase the number of trivalent counterions that bridge
between the two rods, the rods can slide along their axes until they are fully aligned side-by-side
(s = 0). I explore this sliding path by varying s while θ = 180◦. I simulate over a range of z but
find that as long as the rods have some overlap, the equilibrium separation is constant at z = 2.0σ.
Therefore, I compute the PMF along this path of constant z and present the results in Figure 2.8.
There is a strong, monotonic attraction to slide toward the parallel aggregate configuration. The
free-energy barrier to be overcome along this path is lower than that for any other path explored.
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Figure 2.8: PMF for parallel rods to slide past one another along their axes. The arrow marks
the s-coordinate at which the rods overlap at their last monomer. After surmounting a free-energy
barrier to achieve the initial overlap, a nearly constant force draws the rods toward full alignment
side-by-side.
I also consider rods under a direct tip-to-tip approach (z = 0, θ = 180◦, varying s). This would
be expected to have the lowest long-range repulsion, since for a given separation between the rod
surfaces, the rods are the farther apart on average in this approach. However, the simulation results
show no regime of attraction. Though this approach has the lowest possible repulsion, there is not
enough volume close to both rods for trivalent counterions to create an attraction. This path of
approach was reported in simulations [28], but at a much greater Bjerrum length.
To fully explore all possible aggregation pathways, I systematically simulate over three param-
eters z, s, and θ. The most important features of an aggregation pathway are the height of the
free-energy barrier and the depth of the free-energy minimum, since they indicate the difficulty of
approach along the path and the stability of the aggregated configuration. I consider paths along
varying z at constant s and θ, and calculate the maximum and minimum free-energy encountered
for each pathway. For several strategic values of z, chosen to closely bracket the free energy ex-
trema, I simulate a full 2D array of s and θ. (z ∈ {1.80σ, 1.85σ, 1.95σ, 2.05σ, 2.6σ, 3.0σ, 3.4σ} for
c = 0.8, and z ∈ {1.80σ, 1.85σ, 1.95σ, 2.05σ, 3.2σ, 3.6σ, 4.0σ} for c = 0.9). The PMF for each array
is calculated using the 2D integration of Eq. (2.2), where z is replaced by s and the force used is in
the direction of increasing s (This is the xˆ direction. The PMF data for (θ = 0, s = 0) is used as
the reference point for each z (Fig. 2.3). For each (s, θ), the z value for each extremum is estimated
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by linear interpolation of the force between two points,
zmid =
z1F (z2)− z2F (z1)
F (z2)− F (z1) , (2.3)
and the free energy extremum is calculated by extrapolation from the force and free energy of the
nearest point,
Eextr =

E(z1)− 12(zmid − z1)F (z1) t ≤ 12
E(z2)− 12(z2 − zmid)F (z2) t > 12 ,
(2.4)
t =
zmid − z1
z2 − z1 .
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Figure 2.9: Surface plot of the free-energy extrema encountered on an approach along a line of
fixed θ and s, varying z only, toward an aggregated configuration of rods with trivalent counterion
concentration c = 0.8. The contour lines represent a one kBT change in the free energy. (a) The
maximum PMF surface reveals the likely first contact points of two rods, being the barrier that
must be overcome to begin aggregation. First encounters are most likely near the ends (s ≈ 10σ)
and at large angle. (b) The minimum PMF surface indicates the likely path the rods will take once
contact is made. Ridges in the free-energy surface constrain the paths to follow a path toward large
s and large θ before the rods may slide parallel toward the minimum at s = 0.
The free-energy landscapes for c = 0.8 are shown in (Fig. 2.9). The surface plot of the maximum
PMF shows that the free-energy barrier heavily favors a first encounter near the ends of the rods.
Furthermore, the lowest point is at θ = 180◦ for large s, which corroborates the observation
that the lowest barrier to aggregation is via two parallel rods sliding together along their axes
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Figure 2.10: Surface plot as in Figure 2.9 for trivalent counterion concentration c = 0.9. The
contour lines here also represent a one kBT change in the free energy. (a) The maximum PMF
surface. Compared to c = 0.8 (Fig. 2.9), this surface is flatter, allowing more possible approaches.
(b) The minimum PMF surface. Unlike for c = 0.8, the global minimum of parallel aggregation
(either θ = 0◦ or θ = 0◦ for s = 0) is accessible via any direct path and does not require a series of
rearrangements to achieve.
as in Figure 2.8. The surface plot of the minimum PMF exhibits ridges that constrain the path
aggregated rods must taken following initial contact. To reach the free-energy minimum, rods
first slide to large s, if s is not large enough initially, and then rotate toward θ = 180◦, becoming
parallel. Afterward, the rods slide until they are fully aligned at s = 0. This agrees with the
message presented in Figures 2.6, 2.7, and 2.8.
At a higher concentration of trivalent counterions, c = 0.9, (Fig. 2.10), the surface plot of the
free-energy barrier is flatter, which allows a greater variety of possibilities for initial contact, in-
cluding a center-to-center approach (s = 0) if the rods are close to perpendicular. Once aggregated,
however, there are no strong barriers to rearrangement toward fully aligned parallel aggregation,
in contrast to what is seen for c = 0.8. The rods need not follow the tortuous aggregation path
required for c = 0.8 (Fig. 2.9) but may rearrange toward parallel aggregation via the shortest
possible path.
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2.4 Discussion
2.4.1 Comparison to Ref. [33]
The lack of a stable aggregate of perpendicular rods is in apparent contradiction to the findings of
Ref. [33], which claims the existence of an intermediate regime of trivalent counterion concentration
where a perpendicular aggregate is stable. Since they used a different set of system parameters,
I replicate their exact system to discover the source of the difference. In my replication, I use
the following parameters. The system contains two rods with 64 monomers of charge −e each,
spaced 1.1σ apart, which constitutes a linear charge density of 0.91e/σ. Monovalent counterions
and additional 3:1 salt are present as in the rest of the chapter, with their number specified by
the parameter c. Each monomer and ion interact with a truncated and shifted Lennard-Jones
potential with coupling ε and size σ. The temperature is set using kBT = 1.2ε. The electrostatic
interaction strength is set using lB = 3.2σ; therefore, the interaction between two electronic charges
is Z1Z2lBkBT/r12 = 3.84εZ1Z2/(r12/σ). The Bjerrum length used in Ref. [33] implies that σ =
0.22 nm in real units, which may represent a bare ion diameter, but it is very small to represent
a polyelectrolyte diameter. As an aside, it is possible to rescale the units so that lB = σ, where
each electronic charge is multiplied by
√
lB/σ ≈ 1.8. This implies that the nominally trivalent
ions have a valency of 5.4 and the linear charge density of the rods is −2.3e/nm. Compared to my
system, the coupling between the ions is much stronger, which leads to a more effective correlation
attraction [38].
I perform the same simulations of rods in a series of fixed positions, calculating the average
force in each position. The force is subsequently integrated to find the PMF. In their analysis,
the reference state was chosen to be (z = 8σ, θ = 0◦); the free energy of θ = 90◦ relative to
θ = 0◦ was found through thermodynamic integration of the torque along a path of constant
z = 2.1σ. I both replicate this analysis and my own, in which I simulate to larger separations and
fit the force to an exponential so that thermodynamic integration is performed with the reference
point at infinite separation. The two resulting PMF curves are are compared in Figure 2.11. The
choice of (z = 8σ, θ = 0◦) as a reference point overestimates the stability of aggregated rods
compared to infinitely separated rods. The effect is to raise the baseline so that there may appear
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Figure 2.11: PMF as a function of separation z for parallel rods (θ = 0◦, s = 0) for two different
choices of reference point z0. The case z0 = ∞ corresponds to my procedure of performing simu-
lations for larger separations and fitting the force to an exponential decay for large z. The choice
z0 corresponds to that of Ref. [33]. This choice greatly underestimates the PMF and overestimates
the stability of the aggregate.
to exist a range of trivalent counterion concentrations where perpendicular aggregation is the most
favored. However, with the reference point at infinite separation, I find that there is no region where
perpendicular aggregation is the globally favored configuration also with this system (Fig. 2.12).
I expect this result to hold not just for the two systems presented here but also in general.
One may consider several changes to the system to increase realism or the likelihood of favoring
perpendicular aggregation. (1) Longer rods favor parallel aggregation because they increase the
attractive and repulsive parts of the force proportionally for parallel rods, but only the repulsion
increases for perpendicular rods, since the attraction, being short-ranged, only depends on the
small region of overlap, and the repulsion, being long-ranged, is increased by the extra rod length.
However, this argument may not apply in a concentrated system forming raft-like structures, where
there may be enough perpendicular contacts along a rod’s length to remove the need to become
parallel to a single rod. (2) Thicker rods are more realistic, but they reduce the electrostatic coupling
between the ions and the rod surface if the line charge density is held constant. This requires
higher concentrations of trivalent ions to reach stable aggregation, and higher concentrations favor
parallel aggregation over perpendicular. (3) Increasing the line charge density increases the force for
parallel rods, but has little effect on perpendicular rods. (4) The only case that is clear would favor
perpendicular aggregation is a system with only one highly multivalent counterion. The valency
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Figure 2.12: Local minimum PMF vs fraction of rod charge neutralized by trivalent counterions for
the system parameters used in Ref. [33]. The baseline is the reference point of infinitely separated
rods. As for Fig. 2.4, the PMF is found through thermodynamic integration with a fitting of the
long-range tail of the force to an exponential.
must be high enough to stably attract the two rods and the unneutralized ends will naturally take on
a perpendicular configuration. This model of such electrostatic linkers was proposed and studied
theoretically [19], but typical multivalent counterions are not strong enough to bind together a
junction of two rods.
2.4.2 Effect of concentration on aggregation
I also clarify the role of dynamics in the aggregation of two rods. Molecular dynamics simulations
agree that rods tend to approach near their ends and at large angles, but two different behaviors
have been observed in the subsequent rearrangement toward parallel aggregation. One behavior
is that the rods increase their skew angle until they are parallel with a small overlap, and then
they slide toward one another to become fully aligned [31]. Rods have also been observed to
decrease their skew angle to approach parallel aggregation like the closing of scissors [28]. These
two behaviors are consistent with the two minimum PMF surfaces (Figs. 2.9(b) and 2.10(b)).
The former case [31] matches the behavior of my simulations at c = 0.8, since the PMF surface
exhibits ridges that enforces a tortuous aggregation pathway toward θ = 180◦. The latter case [28]
corresponds to c = 0.9, where there are no barriers, so that aggregation can proceed along any
pathway, even closing up toward θ = 0◦ directly. I note that even for c = 0.8, none of the ridges
forms a complete barrier against aggregation toward the free energy minimum, so that two rods
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in a dilute system would not become kinetically trapped in a nonparallel configuration, but, in a
crowded environment, the required pathway may be blocked by other rods, significantly slowing
the approach toward bundling.
For my study, the most interesting region of parameter space, particularly the neutralization
fraction c that marks the crossover between favoring parallel and perpendicular aggregates, is also
a region where the free energy for the aggregated configurations is well above the reference state of
separated rods, thus implying that these aggregates will not form. However, this analysis assumes
infinite dilution of rods. The idea of choosing a reference state at a finite separation may have merit
in estimating the work required to aggregate rods in a concentrated system, where it is not possible
for a rod to separate far from its nearest neighbor. In such a case, I may take the average maximum
separation given the concentration as the reference point to estimate the stability of the aggregated
configurations. This suggests that high concentrations of rods with low neutralization fractions of
trivalent counterions would create stable perpendicular aggregates which are the building blocks of
a raft phase. This idea has precedence in recent experiments, where drying of the solvent greatly
increased the concentration of F-actin, and aster-like and ladder-like structures were produced as
a result [17].
2.5 Summary
I have systematically explored the free-energy landscape of a pair of rodlike polyelectrolytes in the
presence of multivalent salt. I have found that varying the concentration of trivalent counterions,
parameterized by the fraction of rod charge neutralized, leads to a crossover between favoring
parallel and perpendicular aggregates. However, this point lies at a concentration at which neither
aggregate is stable compared to the infinite separation of rods. The global minimum PMF is
infinitely separated rods until the concentration c ≈ 0.81, where parallel aggregation becomes
the global minimum for all higher concentrations. There is no region where the perpendicular
configuration is the global minimum.
I also have thoroughly explored the pathways toward aggregation and the rearrangements to-
ward the global minimum. Full specification of the configuration space requires four degrees or
freedom. While previous works settle for the construction of PMF curves along various paths, I
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have constructed PMF surfaces to explore slices of two degrees of freedom. Finally, I simulated a
3D array of points in configuration space to construct the maximum and minimum free energy as a
function of s and θ for a path along varying z, using three degrees of freedom to calculate the most
important information about each approach toward aggregation (Figs. 2.9 and 2.10). The fourth
degree of freedom, s1 − s2, is not expected to lead to any extrema in the free energy; therefore, I
have explored all of the important aggregation pathways. I have found that a lower concentration
(c = 0.8) requires a complex aggregation pathway where the rods must swing wide toward θ = 180◦
and then slide toward a fully aligned configuration (s = 0). At a higher concentration (c = 0.9),
rearrangement following aggregation proceeds unimpeded.
The central question which remains for future work is if there exists a way to achieve a large
number of large-angle junctions at physical conditions. This work shows that a perpendicular
aggregate of two rods is never the most stable configuration for these system parameters, and this
is likely true in general. Therefore, the most promising approach to favor the aggregation of such
structures is to consider a concentrated system of rods. Either the rod concentration alone may
lead to stable perpendicular junctions, or the system may become kinetically trapped due to the
complex rearrangements required that must take place in a crowded environment and low trivalent
salt concentration.
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CHAPTER 3
MANY-BODY EFFECTS IN
ASSEMBLIES OF POLARIZABLE
RIGID POLYELECTROLYTES
3.1 Introduction
Charged polymers are ubiquitous in biological and soft matter systems because the high dielectric
constant of water results in partial or total dissociation of acid groups, leaving behind a highly
charged macromolecule. Each polyelectrolyte in solution is then surrounded by counterions that
modify the electrostatic interactions between the polyelectrolytes. Understanding these interactions
is of fundamental importance.
Rigorous theoretical understanding of aqueous electrostatic interactions is possible in two dis-
tinct limits. One limit, corresponding to monovalent ions and weak charge density, is called weak
coupling and is well described by a mean field theory, such as Poisson–Boltzmann theory, which
ignores all correlations between counterions. However, even this limit fundamentally contains
many-body effects [39–41]. Another limit corresponds to highly multivalent counterions and strong
macroion charge density, where strong coupling theory is valid [42]. Phenomena such as polyelec-
trolyte condensation into bundles [9,13–16] take place under conditions that correspond to neither
limit. Moreover, the design space of all possible systems is larger than a one-dimensional continuum
between two limits because the size of the macroions and the counterions as well as any anisotropy
in the counterions also play a role [43].
While approximate theories exist for regimes of intermediate coupling [44–46], such systems are
best handled by computer simulation. Increases in computational power have made such simula-
tions very affordable. For the case of like-charge attraction and bundling of rodlike polyelectrolytes,
an extensive simulation literature has developed [47–51]. However, all of these simulation studies
ignore the low dielectric interior of the polyelectrolytes. It is unknown to what extent its inclusion
will affect their interaction and the stability of bundles in particular. One study [52] has included
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dielectric interactions for two cylinders in an approximate way, treating each dielectric cylinder sep-
arately, similarly to the one-image approximation used in simulations between a pair of dielectric
regions or slabs.
I address this using a recently-developed dielectrics solver algorithm [53], which is able to
compute the polarization charge induced on each dielectric interface at each timestep in an efficient
manner and does not require the kind of approximation present in Ref. [52]. Previous simulations
have covered the geometry of planes [54,55] and spheres [56–58], but not the geometry of cylinders,
except for Ref. [52], as noted above. As an integral part of this work, I also study the many-body
interactions of this system. From Debye–Hu¨ckel theory studies, many-body interactions have been
raised as the source of a mechanism to limit aggregating bundles to a finite size [15,59].
After a detailed presentation of the simulation model and method, I discuss the effect of po-
larizability on the force of interaction between a pair of rods. I enhance this discussion with an
exploration of the varying mechanisms of attraction via decomposed force curves, ion and polariza-
tion charge distributions, and ion pair-correlation functions. Subsequently, I address many-body
interactions via simulation of a triplet of cylinders in an equilateral arrangement. I complete the
discussion of many-body effects with results for a periodic hexagonal array of cylinders. I compare
the effective pairwise and three-body interactions to the true pressure to make contact with many-
body effects of higher order than three-body. Finally, I study the effect of polarizability through
modeling its primary effect, as an additional soft potential, and observe the differences that persist
between the true system and the model system.
3.2 Simulation
3.2.1 Model
Here I describe the physical model and save the implementation details to the following Method
section. I model the polyelectrolytes as charged cylinders with a radius of rcyl = 1.0 nm and a linear
charge density of λ = −5.88 e/nm, which is that of B-DNA [2]. The solvent contains neutralizing
counterions of radius rion = 0.2 nm and a valency Z, which I vary from 1 to 4. I tune the strength
of the electrostatic interaction so that the Bjerrum length is lB = 0.7 nm. The dielectric constant
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of the surrounding solvent is ε = 78 and the dielectric of the interior of the cylinder is ε′, which
I choose either to be ε′ = 78, to match the solvent and avoid dielectric effects, or to be ε′ = 2,
to model a hydrophobic core. These correspond to dielectric jumps [55], ∆ = (ε − ε′)/(ε + ε′), of
∆ = 0 and ∆ = 0.95, respectively. The excluded volume interaction between ions is handled using
the Lennard-Jones potential truncated at the minimum and shifted to zero,
Uion-ion(r) =

4εLJ
[(
σ
r
)12 − (σr )6 + 14] r ≤ 21/6σ
0 r > 21/6σ ,
(3.1)
where εLJ = 1kBT and σ = 2rion = 0.4 nm. The interaction of the ions with the cylinders uses an
expanded harmonic potential,
Uion-cylinder(r) =

1
2k (r − r0)2 r ≤ r0
0 r > r0 ,
(3.2)
where r0 = rcyl + rion = 1.2 nm, and k = 104kBT . The potential stiffness k is chosen to provide
maximum stiffness (to more closely approximate a hard wall) without requiring a smaller timestep
than the one chosen. The model parameters chosen make contact with the theoretical and numerical
work of Ref. [52], who used Monte Carlo simulation and hard cylinders. There is no need to model
an excluded volume interaction between cylinders because they are not brought close enough to
make contact in any of the simulations.
3.2.2 Method
I perform the simulation using molecular dynamics with the LAMMPS package [37] with additional
modifications to handle the dielectric effects [53].
The system is contained within a rectangular periodic box of length and width 100 nm and
height ∼ 48.98 nm (the z-direction). The charged cylinders are parallel to the z-axis and have a
total charge of −72e.
The dielectric method models the polarizability of a cylinder through computation of the po-
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larization charge induced on the surface during each instantaneous configuration. The polarization
charge is discretized using point charges that tile the surface. (It is at this step that the only
approximation occurs in the algorithm.) These point charges are also used to hold the bare charge
of the cylinder, now spread uniformly on the surface. The charges lie at a radius rcyl = 1.0 nm,
wrapped around the cylinder. They charges are arranged in a triangular tiling, oriented in vertical
rows that are staggered with respect to the neighboring rows.
Most simulations were performed with a spacing S = 0.4 nm between the charges, but the
simulations for Z = 4 were repeated using a smaller spacing S = 0.2 nm. The larger spacing agreed
with the smaller within error bars for the forces, but it exhibited artefacts in the ion distributions.
Therefore, the ion distribution plots for Z = 4 all use the results with smaller spacing. For the
larger spacing, there were 20 vertical rows containing 135 charges each for a total of 2700 charges
of −0.02667e each.
When two cylinders are brought near one another, the orientation of the charges on the surface
relative to both cylinders may influence the force. My simulations for S = 0.4 nm used an orienta-
tion where each cylinder is the same, which implies that when two pairs meet, the innermost rows
will meet flush, charge to charge. However, further tests with other relative orientation of patches
did not affect the net force. For the S = 0.2 nm simulations, I rotated one cylinder by 1/6 the
angular width of one row and the other by 1/3, so two rows do not meet flush.
For the nonpolarizable cylinders, it is unnecessary to tile the surface with charges. Placing
charges along the axis will produce the same cylindrically symmetric electrostatic potential outside
of the cylinder. I preformed tests of a pair of nonpolarizable cylinders with the charges tiled on
the surface and with the charges only on the axis and found no difference in the net force within
error bars. Therefore, for production runs with nonpolarizable cylinders, I use the system where
the charges are along the axis, due to its faster simulation time. Specifically, the nonpolarizable
cylinders are constructed as a linear chain of 245 charges along the cylinder axis, each −72/245 ≈
−0.2939e and spaced ∼ 0.1999 nm apart.
The electrostatic interaction between all charges is calculated with the Ewald routine to a
relative accuracy of 10−4, where a real-space cutoff of 5 nm was found to be optimal. For polarizable
cylinders, I use the method of Barros et al., which calculates the polarization charge induced on
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each patch for each timestep using an iterative method. The algorithm was set to iterate to a
relative accuracy of 10−3. The accuracy of the dielectric algorithm sets the iteration threshold, so
its accuracy must be less strict than the electrostatics routine.
During the simulation, temperature is controlled at T = 1.0 using a Langevin thermostat with a
relaxation time of 10τ , where τ =
√
m(nm2)/kBT . I use a timestep of 10−3τ , equilibrating for 100τ
and collecting data for an additional 104τ for the runs without polarization, and between 2.5×103τ
and 3 × 103τ for the runs with polarization. The runs with lattice spacing S = 0.2 nm start from
an equilibrated sample of the equivalent run with S = 0.4 nm and data is taken for 8× 102τ after
an equilibration period of 10τ . Every 0.1τ , I record the net force on each cylinder and record
the separate contributions to the force from electrostatic interactions and from excluded volume
interactions. I store configurations of both the ions and the polarization charges every τ . Each
simulation yields the ensemble average force for one cylinder separation, so I perform simulations
over many different cylinder separations to construct a curve of force vs. cylinder separation.
I also simulate a periodic array of hexagonally arranged cylinders. I address pressure calculation
with dielectric objects in Chapter. 6, in which I show that the pressure of a system of dielectric
objects may be calculated identically to a system of uniform dielectric if the polarization charge
is included as free charge in the pressure calculation. The hexagonal arrays are constructed as
four cylinders in a monoclinic periodic box with a vertex angle of 60◦ and a side length of twice
the lattice constant of the hexagonal array. I simulate as before, but now record the separate
contributions to the pressure: the kinetic pressure of the ions, the pressure due to pair interactions
(including long-range Ewald), and the pressure due to interactions between ions and the excluded
volume of the cylinders. For the polarizable cylinders, I post-process the stored configurations to
compute the partial pressures of the free charges only, the polarization charges only, and of all
electrostatic interactions.
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Figure 3.1: Net force per unit length between a pair of cylinders as a function of axis–axis separation
and counterion valency for both polarizable and nonpolarizable cylinders. (a) Results for mono-
valent and divalent counterions in comparison to a Poisson–Boltzmann calculation (solid lines).
Filled symbols are for polarizable cylinders and open symbols for nonpolarizable. (b) Results for
tetravalent cylinders, where polarization produces a weaker attraction and a softer repulsion at a
larger equilibrium separation.
3.3 Results and Discussion
3.3.1 Pair of cylinders
Effective force
To study many-body effects, I first establish the effective pair interaction between cylinders. I
consider cylinders both with and without polarizability, along with counterions ranging from mono-
valent to tetravalent. For the systems with monovalent and divalent counterions, I also compare
to a Poisson–Boltzmann calculation of the net force produced by collaborator Matej Kanducˇ. The
data are presented in Figure 3.1. The comparison between polarizable and nonpolarizable allows
for isolation of the dielectric effects. Both cases exhibit the same trend with increasing counterion
valency from a purely repulsive force to a one with an attractive regime. For monovalent counteri-
ons, the polarizability makes little difference to the force [41, 55], and both curves agree well with
the Poisson–Boltzmann theory calculation. For divalent counterions, Poisson–Boltzmann theory
begins to fail, predicting a stronger repulsion than the simulations, since it is a mean-field theory
and cannot account for counterion correlations, which generate an attractive interaction [38]. At
higher valencies (tetravalent shown in Fig. 3.1(b)), polarizability makes a clear difference to the
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effective force. The attractive regime for polarizable cylinders begins at a slightly farther sepa-
ration, but it has an overall weaker attraction. Comparison of the areas under the curves shows
that the free energy of attraction is lower for nonpolarizable cylinders. Finally, the polarizable
cylinders have a softer potential at the equilibrium separation. These findings are consistent with
simulations of the interaction of two charged, polarizable spherical colloids [57].
Force decomposition
I exploit the ability of computers simulations to separately report the various contributions to the
total force to investigate the differences in the mechanism of attraction between polarizable and
nonpolarizable cylinders. The three contributions are the following: the excluded volume contri-
bution, the free electrostatics contribution, and the polarization contribution. The short-range
harmonic potential between a cylinder and the ions constitutes the excluded volume contribution.
The electrostatic interaction between the ions and a cylinder’s bare charge and between the two
cylinders’ bare charge constitutes the free electrostatics contribution. The polarization contribu-
tion includes every interaction between a polarization charge and another charge, whether free
or bound; namely, the ion–polarization charge interactions, the polarization charge–cylinder bare
charge interaction, and the polarization charge–polarization charge interaction. The decomposition
of the force into parts has been used before to investigate the pair force between nonpolarizable
cylinders [49], and their findings anticipate mine for nonpolarizable cylinders.
I plot the decomposed force for both polarizable and nonpolarizable cylinders in Figure 3.2.
For monovalent counterions, all contributions to the force are monotonically repulsive, for both
cases, and the excluded volume contribution provides a majority of the force. The electrostatic
potential causes an increase in the number of counterions gathering on the inside surfaces of the
cylinders, thus increasing the osmotic pressure there. The electrostatic contribution results from
the counterions incompletely screening the bare cylinder charge. The total force varies little when
the cylinders are polarizable. The separate contributions also change little, if one considers the free
electrostatics and the polarization contributions as a single electrostatics contribution.
For tetravalent counterions, all contributions to the force have an attractive region. For non-
polarizable cylinders, the excluded volume contribution accounts for nearly the entire force from
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Figure 3.2: Total force (A) between a pair of cylinders decomposed into contributions: excluded
volume forces (B), free electrostatic forces (C), and polarization forces (D). Solid lines, filled symbols
represent polarizable cylinders. Nonpolarizable cylinders lack a polarization contribution and are
represented with dashed lines, open symbols. (a) Z = 1 counterions. Each contribution to the
force is uniformly repulsive. (b) Z = 4 counterions. All contributions have a region of attraction,
including the excluded volume force, which provides a majority of the free energy contribution at
equilibrium. For the polarizable cylinders, the excluded volume force is greatly reduced, and the
polarization force fulfills a qualitatively similar role.
the separation 3.1 nm and farther. At closer separation, electrostatic contribution grows attractive
while the excluded-volume attraction weakens and reverses to balance the attractive electrostatic
force at the equilibrium separation of 2.41 nm. For polarizable cylinders, the result is qualitatively
different. The excluded volume force is much smaller in magnitude. Instead, the polarization
contribution contributes most of the attractive force for large separations to a separation of about
3.1 nm, when it reaches its maximum attraction and when the free electrostatics contribution be-
gins to grow attractive. The polarization force becomes repulsive at short separations and balances
the free electrostatics force at the equilibrium separation of 2.62 nm. These observations of the
polarization contribution suggest that, for polarizable cylinders with multivalent counterions, the
polarization force appears to take the role of the excluded volume force.
Ion distributions and correlations
The system may be more fully understood through an analysis of the ion and polarization charge
distributions and the correlations between ions. I focus on the tetravalent counterions, because
this case produces the strongest attractive force and exhibits the largest difference with between
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Figure 3.3: Snapshot of tetravalent ions around a pair of polarizable cylinders. The color of the
cylinder represents the net local surface charge density, ranging from the negative bare cylinder
charge (blue) to neutral (white) to a net positive surface charge (red). The last case represents a
reversal of the surface charge due to a strong polarization response to a nearby counterion. The
net positive charge provides the polarization repulsion to the counterion.
polarizable and nonpolarizable. A representative configuration (Fig. 3.3) of ions around polarizable
cylinders shows the magnitude of the polarization charge locally induced by the tetravalent counte-
rions. An ion that approaches the surface may locally reverse the local surface charge density, which
then produces a repulsive force. The average ion distribution (Fig. 3.4) shows a strong accumula-
tion between the cylinders at equilibrium separation. The ion distribution around nonpolarizable
cylinders is more closely bound to the surface, and they strongly favor the region between the
cylinders. At equilibrium separation, the peak of the distribution is directly in the center between
the two. The polarizable cylinders have a more diffuse ion distribution, since the ions are largely
prevented from approaching the surface by the polarization charges. At equilibrium separation,
there is a dip in the ion distribution directly between the cylinders, so that there are two peaks in
the distribution, one on either side of the region directly between the cylinders, which is in contrast
to the nonpolarizable case. The average polarization charge density mirrors the ion distribution;
that is, areas with a higher than average concentration of ions have a positive polarization charge
and vice versa. Although an approaching ion locally reverses the surface charge density (Fig. 3.3),
the average surface charge density does not reverse.
The counterions also exhibit interesting pair correlations. To some extent these may be seen
in the snapshot (Fig. 3.3). I quantify the correlations through a two-dimensional pair corelation
function. It is constructed as follows. All space is divided at the midplane between the two
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Figure 3.4: Average ion distribution around two cylinders at equilibrium separation. Top: Nonpo-
larizable cylinders. The scale bar is the ion density. There is a strong accumulation of counterions
between the cylinders and a depletion of them just outside it. The outside semicircle of ions is
approximately the concentration needed to neutralize the surface. Bottom: Polarizable cylinders.
In addition to the ion density, I show the average polarization charge using the scale bar on the
right. White corresponds to zero polarization charge with just the bare charge remaining. The
charge density is reported relative to the bare surface charge density. The polarizable case has the
same general features as the nonpolarizable case, but note the more diffuse ion distribution, the
dip in the counterion density in the center, and the polarization charge distribution, which mirrors
the ion distribution closely.
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cylinders, with each point assigned to the nearest cylinder. The angle θ is defined so that θ = 0◦
corresponds to the direction toward the opposite cylinder. All space is binned according to the
angle θ in bins of size θsize = 5◦. One of these sectors is chosen as the reference point, implying
that one particle is guaranteed to lie in the sector and the result will be the ion distribution given
the presence of an ion within that angular spread. For each frame of the simulation and for each
particle in the chosen sector, every other particle is binned according to the sector it belongs,
whether it belongs to the same or opposite cylinder, and by the difference in z-coordinate between
the two ions.
I consider two normalizations of the pair correlation function (PCF). The first is to normalize
according to a uniform distribution. This produces the ion distribution over the whole cylinder
surface given that one ion lies within the chosen sector. This produces the ion distribution observed
given that an ion lies in the chosen sector. The second method is to normalize by the average ion
distribution, which reveals the relative change in ion density given the presence of an ion within a
sector.
The first normalization is useful in determining how the correlations will affect the average ion
distribution. Figure 3.5(top) is the result of the first normalization. The distribution has two clear
peaks in the ion distribution for all z, namely, at θ = ±25◦. Therefore, I choose to locate the
test ion within the sector θ ∈ (−32.5◦,−17.5◦), because this range fully captures the maximum
in the ion distribution. Figure 3.5(top) shows that there is a large correlation hole around the
counterion. Since the ion lies between the two cylinders, the PCF for ions on the same cylinder
and for ions on opposite cylinders is is nearly identical, so the PCFs in Fig. 3.5 are constructed as
the average between the same-cylinder and opposite-cylinder PCFs. Besides the depletion around
the ion, there is also a series of peaks along the cylinder axis. These indicate a staggered, zig-zag
pattern from between maxima at θ = ±25◦.
The second normalization highlights the strength and range of the correlations. Its PCF reveals
that the correlations appear as several concentric circles (Fig. 3.5(bottom)). The correlations extend
over a long range in the region between the cylinders, where the counterion density is highest, but
they weaken considerably outside this region. In addition, the zig-zag pattern arises due to an
interplay between the circular features of the second PCF and the two maxima in the distribution.
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Figure 3.5: Counterion pair correlation function (PCF) around a pair of cylinders as a function
of the separation along the cylinder axis ∆z and the axial angle from the direction toward the
opposite cylinder θ. The chosen sector is the white rectangle (−32.5◦ < θ < −17.5◦). This PCF is
an average of the same-cylinder and different-cylinder results because the PCF is nearly identical
between the too. Top: The PCF normalized by a uniform surface density of ions wrapping each
cylinder. The peaks in the two rows of maximum ion distribution reflect a tendency toward an
alternating pattern between ions on one side of the cylinder pair (θ ≈ −25◦) and the other (θ ≈ 25◦).
Bottom: The same PCF normalized by the average counterion distribution. Alternating rings of
maxima and minima indicate liquid-like order in the region between the cylinders (|θ| ≤ 60◦) that
greatly diminishes outside this region.
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Figure 3.6: Radial outward net force of a triplet of cylinders arranged as the vertices of an equilateral
triangle for both polarizable (solid lines, filled symbols) and nonpolarizable cylinders (dashed lines,
open symbols) for different counterion valencies Z. The result is similar to Fig. 3.1 except for the
magnitude of the force and the strong increase in repulsion at small cylinder separation. The thick
lines are the prediction of Poisson–Boltzmann theory, which, as in the case of pairs, agree well with
the Z = 1 curves but qualitatively disagree for Z = 2.
It also shows that, though the correlations outside the region between the cylinders are weak, the
peak at θ = 120◦ for the second PCF correlates with the peak in the average ion distribution at
the same θ, suggesting that these peaks may be entirely due to correlations with ions in between
the cylinders.
3.3.2 Many-body interactions
Effective force for an equilateral triplet
To elucidate the many-body interactions, I continue the study with simulations of a system of three
cylinders, specifically, a triplet arranged as the vertices of an equilateral triangle. This is the most
relevant arrangement for a hexagonally packed bundle, and the symmetry reduces the system to
one configurational degree of freedom; the resulting force must lie in the radial direction from the
center of the triangle. I plot this in Figure 3.6. The resulting forces are qualitatively very similar
to the force between a pair of cylinders. The same trend appears with increasing valency with the
Z = 1 curves agreeing with one another and with Poisson–Boltzmann theory, the Z = 2 curves
borderline attractive, and the Z = 4 curves strongly attractive. Similarly, the polarizable cylinders
for Z = 4 have a weaker attraction, a larger equilibrium separation, and a softer potential well at
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Figure 3.7: Three-body force, obtained by subtracting the predicted pairwise forces of Fig. 3.1 from
the radial force in a triplet (Fig. 3.6). The arrows mark the equilibrium separations of the triplets.
(a) Nonpolarizable cylinders. (b) Polarizable cylinders. For both cases, the trend with counterion
valency is opposite that of the net force of pairs or triplets; the three-body force always opposes
the pairwise prediction from equilibrium separation and larger.
equilibrium than the nonpolarizable cylinders.
One qualitative difference I observe is that the triplet force exhibits a sharp increase at 2.36 nm
for nonpolarizable cylinders and at 3.36 nm for polarizable cylinders, while the pair force increases
steadily. This is an artefact. In the center of triplet is the interstitial space. At these separations,
the cylinders are so close together that the ions are prevented from crossing between the space the
outside the cylinders to the interstitial space in the simulation time. The initial condition starts
counterions outside this region, so it remains empty throughout the simulation, leading to a very
strong electrostatic repulsion due to the lack of neutralizing counterions there. I have therefore
excluded those points from all plots.
Three-body term
While the triplet and pair forces are qualitatively similar, to make a quantitative comparison, I
subtract from the triplet force the force that would be predicted if the interaction were pairwise
additive with the interactions of Fig. 3.1. The resulting three-body force is
F3-body = Ftriplet −
√
3Fpair , (3.3)
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Figure 3.8: Decomposition of the three-body term (A) for Z = 4 into contributions as in Fig. 3.2:
(B) excluded volume, (C) free electrostatics, and (D) polarization. (a) Nonpolarizable cylinders.
The majority of the three-body term comes from the excluded volume contribution. (b) Polarizable
cylinders. The polarization contribution provides a majority of the three-body term.
and the results are plotted in Figure 3.7. For monovalent counterions, PB theory has predicted [39]
and experiments have observed [40] an attractive three-body force, which the results here also con-
firm. The existence of an attractive three-body force led to research to explore the consequences
of a system in which three-body attractions overwhelm pair repulsions and lead to phase separa-
tion [60]. However, I find that the three-body force is always weaker than the pair force in the
system, so that the triplet interaction is never the reverse of the pair interaction. Moreover, the
trend of the three-body force with increasing Z is opposite that for pairs; at equilibrium separation
or larger the three-body term opposes the pair force. With tetravalent ions, the three-body force
is repulsive, which weaken the attractive pair interactions. At separations closer than equilibrium,
the three-body term reverses sign because the pair force increases faster with decreasing separation
than the triplet force, overtaking it at short separation.
Separating the contributions to the three-body term reveals the primary origin of the many-
body interaction (Fig. 3.8). For nonpolarizable cylinders, nearly all of the three-body force is due
to the excluded volume contribution while the electrostatics contribution is nearly flat, indicating
pairwise additivity. For polarizable cylinders, the free electrostatics contribution is small, as well
as the excluded volume contribution. The majority of the three-body term is composed of the
polarization contribution.
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Ion distributions and correlations
For a triplet of cylinders, the ion distributions help to elucidate the difference between polarizable
and nonpolarizable cylinders (Fig. 3.9). I create an angular ion distribution by dividing space into
three regions, so that each point in space is assigned to the cylinder it is nearest to. For each ion,
the angle θ is measured from the nearest cylinder, defining θ = 0◦ to be the direction toward the
center of all three cylinders. The polarization charge may also be plotted in the same way, and both
quantities may be compared on the same axis via converting the ion density into a surface charge
density. The ion distributions are qualitatively different between polarizable and nonpolarizable
in the interstitial space θ ∈ (−30◦, co◦). The nonpolarizable ion distribution is flat in this region,
but the polarizable cylinder’s ion distribution contains a peak at θ = 0◦ with two troughs beside
it. These two troughs correspond to the diminishment in the ion distribution seen in the center
between a pair of polarizable cylinders, while the peak in the center exists to bring the the net
charge of the interstitial region close to neutralization.
Another observation emphasizes the subtleties of polarization charge. While the polarization
charge curve qualitatively tracks the ion distribution, the correspondence is not simply a multiplica-
tive factor. Polarization is a long-range interaction, so that the polarization charge at any point is
affected by all other charges. This is most apparent at θ = 135◦, where the ion distribution is above
neutralizing, but the polarization charge does not rise above zero. The apparent diminishment of
the polarization charge may be due to the existence of a strong peak in the ion distribution and the
polarization charge 180◦ away on the opposite side of the cylinder, or it may be due to the presence
of a huge nearby region with a depletion of counterions stretching from θ = 60◦ to θ = 120◦, or a
combination of both factors. Whatever the exact cause, the peak at θ = 135◦ is approximately 2.5
times larger for polarizable cylinders than for nonpolarizable cylinders, and the polarization charge
is the source of the difference. Therefore, polarization may allow for a greater degree of correlation
between ions on opposite sides of a cylinder.
To investigate the correlations present in this system, I compute the PCF as in Sec. 3.3.1. The
presence of three cylinders rather than two complicates the execution, but the basic algorithm is
the same. An ion is placed within a sector 47.5◦ < θ < 57.5◦, where θ = 0◦ is defined as pointing
toward the center of the triplet, which is corresponds to the largest peak in the ion distribution
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Figure 3.9: Angular distribution of ionic and polarization charges around a cylinder within a triplet.
The ionic distribution is shown for both polarizable and nonpolarizable cylinders. The counterion
density is represented as an average surface charge in excess of the bare cylinder charge (i.e., a
y-coordinate of zero corresponds to perfect neutralization of the bare charge of the cylinder by
counterions). The peak at 0◦ represents a much larger group of nearby counterions because ions in
the center are assigned to one of the three cylinders. The ion distribution around a nonpolarizable
cylinder is uniform between all three cylinders (|θ| < 30◦), lacking the peak and valleys found in
the distribution around a polarizable cylinder. The polarization charge distribution tracks the ion
distribution, except for a subtle shift most apparent near the peak at 135◦.
function. I present the results as a three-dimensional plot to emphasize the spatial arrangement
of the correlations (Fig. 3.10). The PCF normalized by the average counterion density is wrapped
around its corresponding cylinder. Since the PCFs of the two cylinders nearest the ion are nearly
identical, I average their PCFs to improve statistics, so the test ion should be considered to be
associated with either cylinder within the sector defined above.
For Figure 3.10, the second cylinder near the counterion has been removed so that the interior
of the triplet is in view. Clear correlations are visible on the near cylinders in the vertical direction,
where the counterion density remains high and the liquid-like correlations can be maintained. The
counterion also induces correlations on the far cylinder, showing that the liquid-like order extends
throughout the interior of the triplet. Specifically, it shows that a counterion in the peak just
outside the cylinders (θ ≈ 52.5◦) correlates with an increased counterion density in the interstitial
space. Although it cannot be seen in Fig. 3.10, a counterion in the given sector is also correlated
with a slight increase in the counterion density at θ = 135◦, which confirms my speculation, based
on the ion and polarization charge distribution, that correlations may exist to the opposite side of
a cylinder.
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Figure 3.10: Counterion pair correlation function around a triplet of polarizable cylinders. A
counterion lies within the sector represented by the white rectangle, which is the location of the
largest peak in the ion distribution (Fig. 3.9). The color bar represents the PCF around each
cylinder, normalized by the average counterion distribution. The third cylinder is omitted for
clarity; its distribution is a mirror image of the rightmost cylinder. There is clear liquid-like order
not only on the near cylinders but also on the far cylinder.
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Figure 3.11: Pressure in a hexagonal bundle of rods for polarizable (solid lines, filled symbols) and
nonpolarizable cylinders (dashed lines, open symbols). The curves are very similar to those for an
equilateral triplet (Fig. 3.6).
Pressure in a hexagonal array
To make contact with bundling of polyelectrolytes, I consider a periodic hexagonal array of cylin-
ders. I compute the pressure over a range of lattice constants, with the resulting curves shown in
Figure 3.11. The trend with increasing valency and the overall shape of the curves are both similar
to the force curves for a triplet (Fig. 3.6). For tetravalent counterions, the effects of polarizability
are to increase the free energy of the bundled state, which reduces stability, and to widen the free
energy minimum, which is seen by the gentler slope of the force vs lattice parameter curve for
polarizable cylinders at equilibrium. This second effect allows larger amplitude fluctuations, which
encourages melting of the array by the Lindemann criterion [61].
For the case of tetravalent ions, I also make a quantitative comparison to the force data for
pairs and triplets. If the interactions are assumed to be pairwise, the computed pressure is
Ppairwise =
(
1
2A
)(
1
2
)
6RFpair(R) =
√
3
R
Fpair(R) , (3.4)
where R is the lattice parameter, A = (
√
3/2)R2 is the area of the Wigner-Seitz cell containing one
cylinder, and Fpair is the pairwise force per unit length (Fig. 3.1). The contribution to the pressure
from three-body interactions is found via the virial formula for many-body interactions [62] (see
Sec. 6.3.1). The three-body pressure is composed of the pairwise pressure and additional pressure
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Figure 3.12: Pressure in a hexagonal bundle for Z = 4 compared to two different calculations of
pressure: (blue circles) the pressure assuming pairwise forces only using the data of Fig. 3.1 and
(red triangles) the pressure including pairwise forces and the three-body correction term for each
neighboring trio of cylinders. Data shown for (a) nonpolarizable cylinders and (b) polarizable cylin-
ders. In both cases, the pairwise pressure overestimates the negative pressure, but the three-body
pressure is quite accurate, except for the region near equilibrium where the three-body pressure is
too high compared to the true pressure.
term from the three-body interactions,
P3-body = Ppairwise + P ′3-body . (3.5)
The second term of the r.h.s. is
P ′3-body =
(
1
2A
)(
1
2
)
6RF3-body(R)√
3
=
2
R
F3-body(R) , (3.6)
where F3-body is the force of the three-body term only. This construction includes the many-body
interactions of the six equilateral triplets surrounding a cylinder in a hexagonal array. It does not
include possible three-body interactions from non-equilateral triplets such as a straight chain of
three cylinders or three cylinders forming a 120◦ angle. Additional simulations (not illustrated
here) have shown the three-body interaction for a straight chain to be zero, which is an example of
the macroion shielding effect [63], and the three-body term for the 120◦ triplet is likely to be much
less significant than the equilateral triplet due to the increased separation between the cylinders.
The calculated pressure also neglects any terms higher than the three-body term.
The results show that the pairwise pressure overestimates the negative pressure just as the
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pairwise force overestimates the force in a triplet (Fig. 3.12). The three-body pressure produces a
good match despite the limitations enumerated above. The calculated pressure is only ∼ 9% more
strongly negative at the pressure minimum. The only significant deviation occurs near equilibrium
separation, where the three-body pressure becomes higher than the true pressure in the range
R ∈ [2.50, 2.75].
It is remarkable that the interaction of pairs and triplets reproduces the pressure of a bundle as
well as it does, considering that the systems are quite different. Pairs and triplets are surrounded
by empty space, and each cylinder is in an anisotropic environment, while the hexagonal array of
cylinders are in an isotropic environment and there is a limited volume that must hold all ions.
When a triplet of cylinders comes closer together, the ions becomes depleted from the regions
between pairs of cylinders and go either into the interstitial space or into the region just outside
two cylinders. For a hexagonal array, every region that is not between a pair of cylinders is an
interstitial space. This constraint in the hexagonal array paradoxically leads to a lower pressure
at equilibrium separation. Evidently, the interstitial spaces provide such an enhanced attraction
that they outweigh the cost of constraining the counterions inside. But absent such a constraint,
a fraction of the counterions prefer to move out of the interstitial space, which increases the pres-
sure. This also implies that four-body and higher interactions become important near equilibrium
separation.
3.3.3 Effective Polarization Potential
Method
From my results, it is evident that one of the main effects of polarizability is to create an additional
repulsive force between the cylinders and the counterions when the ions are multivalent. This new
soft potential then stands in place of the excluded volume contribution in every context where the
force is decomposed into its separate contributions. This is very intuitive, since the polarization
force tends to keep ions from contacting the cylinder, which obviates the need for the excluded
volume force, and it thus takes on the same function. How far does this analogy hold between
polarization charge and a soft excluded-volume-like potential?
I address this question by devising an effective polarization potential. As ground rules, I require
43
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
1.2 1.4 1.6 1.8 2.0 2.2 2.4
Io
n 
de
ns
ity
 ρ
 
(nm
−
3 )
r (nm)
C
B
A
T
−0.4
−0.2
 0
 0.2
 0.4
1.2 1.6 2.0 2.4
ln
(ρ/
ρ T
)
A
B
C
Figure 3.13: Tetravalent counterion density distribution around a single cylinder using the follow-
ing polarization potentials: (T) true dielectric interactions, (A) the single-ion potential, (B) the
potential fit from the average polarization force, and (C) the effective potential B modified by a
constant attractive force in the range r < 2.0. Inset: Logarithm of the ratio of the ion density
for an effective potential to the ion density for the true dielectric system. The curve for effective
potential C is nearly horizontal at zero in the range 1.2 nm < r < 2.0 nm, indicating a correctly
reproduced ion distribution.
this potential to be cylindrically symmetric and pairwise additive. These are strong limitations but
also reasonable ones, since they are obeyed by the excluded volume interaction. In addition, a
potential that includes anisotropy or non-pairwise additivity would be complex to construct and
execute, and it would lack the connection to the intuitive picture of a soft effective potential, which
is the goal of this section. I first create a potential that matches the ion distribution around one
dielectric cylinder with tetravalent counterions. Subsequently, I see how transferable this simple
potential is to new environments.
There are several possible approaches to creating an effective potential. The most satisfying
option would be to use an analytical theory. I first consider the interaction between a point
charge and a neutral polarizable cylinder. This is one of the most complicated geometries that is
analytically solvable. The potential is [64]
ψ(r) =
q
2pi2εε0
∫ ∞
0
dk
∞∑
m=−∞
Km(kr)
Im(kr)−Km(kr) 1−
ε
ε′
Km(krcyl)
Im(krcyl)
− K
′
m(krcyl)
I ′m(krcyl)
ε
ε′
 . (3.7)
I incorporate this function into a molecular dynamics simulation through a fit to a simpler function.
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The ion distribution that results is further away from the cylinder than the true distribution
(Fig. 3.13, curve A); thus the force is much too strong. This confirms the known fact that, for
strongly coupled ions, the interaction with the polarization charge induced by other particles is
non-negligible because it serves to partially screen the polarization repulsion [56]. Therefore, the
correlations between an ion and the polarization charges induced by other ions must be included.
It is possible at this stage to try a more sophisticated theory to calculate the average force on an
ion to account for such correlations. Instead, I opt to compute this information using a simulation.
I place one cylinder in a periodic box with a neutralizing amount of tetravalent counterions. I
use the powerful dielectric algorithm used in the rest of the chapter, though it is possible to use
Eq. 3.7 to create a Monte Carlo code to do the simulation. During the run, I periodically record
the ion positions and the magnitude of the polarization charges. These data are post-processed
to calculate the force on each ion due to the polarization charges only. Plotting the ion position
against its instantaneous polarization force forms a curve, which I fit using the formula
F (δ) = a+ bδ−1 + cδ−2 + dδ−3 + eδ−4 , (3.8)
where δ = r − rcyl, with the following fit parameters: a = 0.108739, b = −2.70588, c = 1.86155,
d = 0.244261, and e = −0.0218177.
After performing the simulation with this effective force, I find that it is also too strong
(Fig. 3.13, curve B). While the effective force is the average polarization force experienced by
an ion at each radius, the true force is spread in a distribution around this average. There may be
an additional correlations in time that may allow counterions to approach more easily than the av-
erage force suggests. Therefore, the only recourse for constructing an effective force is to fit directly
to the ion distribution. This is an inverse problem, so one must use trial and error, starting from
a good guess. I are fortunate to find that, starting from the previous effective force, the addition
of a short-range constant attractive force produces a very good match of the single-cylinder ion
distribution function (Fig. 3.13, curve C). This force has the same formula as Eq. 3.8 but with a
cutoff of δcut = 1 nm and the new parameter a = −0.283411.
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Figure 3.14: Comparison of the force computed using real dielectric interactions (solid lines, filled
symbols) to the force computed using the effective polarization potential (dashed lines, open sym-
bols). Pictured are both (a) the pair force and (b) the triplet force. Each total force (A) is
decomposed into the following contributions: (B) excluded volume interaction, (C) free electro-
statics, and (D) polarization of the effective polarization potential. The total force is quite similar
between the real system and the system with the effective potential. However, there are large
differences in the free electrostatics and polarization contributions.
Results
I use the effective force C constructed above in simulations of pairs and triplets and compare it to
the a system with true dielectric interactions for polarizable cylinders with tetravalent counterions
(Fig. 3.14). The effective potential produces force curves that match fairly well to the force of the
system with true dielectric effects. One difference is that the equilibrium separation is larger in the
systems with the effective potential than in the true system. However, separating the force into
its constituent contributions reveals large differences in the free electrostatic contribution and in
the polarization contribution. The effective potential results in an attractive free electrostatic force
that is twice stronger than in the true system. The polarization contribution is also more repulsive
using the effective potential. These two deviations largely cancel, but they suggest qualitative
differences in the mechanisms of interaction between the two cases. An increased free-electrostatic
attraction implies that the ions are in a different distribution that increases ion density in regions
where an ion can bridge to create an attraction.
I compare the ion distributions of a pair of cylinders at a cylinder separation of 2.625 nm,
the equilibrium separation for the true dielectric system, for both simulations with true dielectric
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Figure 3.15: Ion distribution as a function of the angle θ around a cylinder, comparing a true
dielectric system to one with the effective potential constructed above (Sec. 3.3.3). The ion density
is presented as a surface charge density divided by the uniform surface charge of the cylinder.
Compared to the true dielectric distribution, the effective potential depletes ions from the center
between the two cylinders and increases their density just outside the two cylinders. In addition,
the peak near θ = 120◦ is diminished for the system with the effective potential.
interactions and with the effective polarization potential (Fig. 3.15). The difference between the
curves is small (∼ 10%) but significant. The effective potential has ions depleted from the center
(|θ| < 15◦) compared to the distribution with true dielectrics. One promising explanation for this is
that the bare charge of each cylinder partially polarizes the opposing cylinder, leading to a stronger
negative interior surface charge before ions are considered. This would attract a larger number of
counterions for the case of true dielectric interactions than for the effective interaction.
The effective potential enhances the counterion density just outside the region between the
cylinders (θ ∈ [15◦, 45◦]) while depleting the peak at θ ≈ 120◦. The peaks at θ ± 30◦ may be
enhanced with the effective potential because it does not produce image charges, which not only
will repel the ion that induced them, but will partially neutralize the surface so that it is less
attractive for further counterions to condense. The ions that are condensed at the θ±30◦ peak, are
attracted toward the center but cannot migrate there, due to the effective polarization repulsion.
This results in increased pressure that increases the repulsion in the polarization contribution.
I also plot the ion distribution around a triplet of cylinders. I use a separation of 2.625 nm,
the approximate equilibrium separation for the true dielectric system, for both the true dielectric
system and the effective potential system (Fig. 3.16). The effective potential depletes ions from
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Figure 3.16: Ion distribution for a triplet of cylinders, comparing the true dielectric system to that
with the effective polarization potential constructed above (Sec. 3.3.3). The difference between the
effective potential ion density and the true dielectric ion density is plotted; red indicates a surplus
of ions when using the effective potential as opposed to true dielectrics, and blue indicates a deficit.
The effective potential enhances the ion density in the interstitial space and in the outside cusps
between each pair of cylinders, but it depletes the ion density from the space directly between each
pair of cylinders.
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between the cylinders but enhances the distribution just outside region between the cylinders and
in the interstitial space. For likely the same reasons as in the case of pairs, the difference in ion
distribution between the true dielectric and the polarization interactions causes the same effects:
increased polarization repulsion and increased free-electrostatic attractions.
3.4 Conclusions
I have thoroughly investigated the interaction of parallel rodlike polyelectrolytes for this choice of
physical dimensions and linear charge density, varying the counterion valency from weak to strong
coupling and simulating both polarizable and nonpolarizable cylinders. I consider pairs, triplets,
and hexagonal arrays of cylinders to study the many-body effects. I also investigate the ion and
polarization charge distribution functions and the ion pair-correlation function. Finally I model
the polarization charge by a very simple effective soft excluded-volume potential, comparing the
force produced by the model to the force produced by the true system. My major findings follow.
Polarization has no effect when the coupling is weak, such as with monovalent ions, which has
been suggested before [41, 55]. For multivalent ions, the polarization force swells the counterion
distribution, and this swelling is reflected in the increased equilibrium separation for pairs, triplets,
and hexagonal arrays. To some extent, the polarization force acts as a soft excluded-volume
potential, since wherever the excluded volume played a large role with nonpolarizable cylinders,
the polarization force is taking over the same row. However, it is more than an excluded volume
potential. The quantitative comparison to a constructed soft-excluded volume shows that, while
the effective potential is qualitatively similar, it misses important details, such as the distribution
of ions in between the cylinders, and the enhanced correlations to the far side of the cylinders.
I also confirm the known result that systems in the weak coupling regime have an attractive
three-body force [39]. However, this term reverses as the ion valency is increased, and as the pair
interaction also reverses from repulsive to attractive. The three-body term generally opposes the
pair force, whether it is repulsive or attractive. In a hexagonal array of cylinders, the pairwise
interaction is a poor match to the computed pressure, but the interaction including the three-
body term matches the true pressure quite well except for the small region around the equilibrium
lattice spacing, where either non-equilateral triplet three-body forces have become significant or
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higher-order interactions must be included.
The effect of polarization on many-body interactions, beyond the primary effect of polarization
as a soft repulsion, is subtle. I note that the calculated pressure to the three-body term (Fig. 3.12)
is a slightly better match for the polarizable cylinders than the nonpolarizable cylinders. This
implies that higher orders than three-body are less important when polarizability is included.
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CHAPTER 4
NANOPARTICLE-CONTROLLED
AGGREGATION OF COLLOIDAL
TETRAPODS
This chapter was previously published as:
• “Nanoparticle-controlled aggregation of colloidal tetrapods,” D. W. Sinkovits and E. Luijten,
Nano Letters 12, 1743–1748 (2012).
4.1 Introduction
The ability to synthesize monodisperse particles with a variety of well-defined shapes has spurred
widespread interest in the exploration of how these particles can be used to create self-assembled
structures [4, 65, 66]. Building blocks with tetrahedral geometry, of great importance in molecular
assembly, enjoy particular attention. CdSe [67], ZnO [68], and CdTe [69] tetrapods have been
synthesized, with remarkable control over their dimensions [70–74]. Moreover, functionalization has
been demonstrated, either of the entire surface [75] or of the tips only [76, 77]. This combination
of geometry, size control, and functionality has led to the consideration of tetrapods as electronic
components [78,79] and lasers [80–82].
Here, I consider two scenarios for the controlled self-assembly of tetrapodal building blocks.
In a one-component suspension of tetrapods, I exploit functionalization to influence their pair-
wise interactions, and demonstrate how the structure of aggregates can be controlled through
manipulation of surface charge. Then, as an alternative to the creation of particles with ever-
increasing complexity, I pursue modification of the effective interaction between tetrapods through
addition of a second component, in the form of charged nanoparticles. Binary phase diagrams offer
a far richer design space than those of one-component systems, and entropic effects, particularly
in size-asymmetric mixtures, can yield a wealth of aggregation phenomena, ranging from depletion
attraction [83] to oscillatory potentials [84].
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4.2 Method
I aim to study these scenarios by computational means. However, systems containing a mixture
of large anisotropic particles and small particles pose several challenges to current theoretical and
computational approaches. Density-functional theory approaches have been developed to deal
with binary hard-sphere mixtures [85, 86], but this technique is difficult to apply when the large
particles are anisotropic [87] or when temperature-dependent interactions are involved [85]. On
the other hand, particle-based methods, such as molecular dynamics and Monte Carlo simulations,
offer the advantage that all degrees of freedom—and hence fluctuation phenomena—are explicitly
accounted for, but they are greatly hindered by the presence of a large size asymmetry. Whereas the
geometric cluster algorithm [6,88,89] (GCA) resolves this issue, accelerating simulations by several
orders of magnitude, it is incapable of dealing with shape anisotropy. I developed a powerful and
highly general extension of the GCA that lifts this limitation, which will be discussed in detail in
Chapter 5. Here, I briefly describe its key aspects and then apply it to the study of tetrapod–
nanoparticle mixtures.
The GCA achieves its efficiency by moving entire clusters of particles. The low acceptance rate
that typically accompanies collective, nonlocal displacements is avoided by exploiting geometric
symmetry operations, most notably point reflections, which make it possible to design a rejection-
free Monte Carlo scheme [6]. Although these transformations relax translational degrees of freedom,
they do not relax the orientational degrees of freedom present in anisotropic particles, since suc-
cessive point reflections can only toggle between a particle’s original orientation and its inverse.
Extending the geometric operations to include arbitrary plane and line reflections would eliminate
this problem, allowing particles to reach all possible orientations. However, such reflections are, in
general, incompatible with periodic boundary conditions. Particle positions transformed through
a reflection will be subject to transformed periodic boundary conditions; if expressed using the
original periodic coordinate system, distortions will arise in the interparticle distances. I observe
that this limitation can be overcome by performing simulations in an isotropic space. The only
isotropic three-dimensional space with finite volume is the three-dimensional surface of a hyper-
sphere; indeed, this geometry and its two-dimensional counterpart have been employed in the past
to suppress finite-size effects and to efficiently deal with long-range electrostatic interactions [90,91].
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I refer to the GCA with these two modifications—hyperspherical geometry, and symmetry opera-
tions with respect to arbitrarily oriented lines and planes—as the hyperspherical GCA (h-GCA).
Clusters are formed as in the conventional GCA [6], but point reflections are replaced with reflec-
tions of particles in arbitrarily oriented planes that pass through the center of the hypersphere. The
new configurations that result from such cluster reflections are always accepted, i.e., this remains
a rejection-free Monte Carlo scheme.
4.3 Results and Discussion
4.3.1 Tetrapods alone
I apply this new simulation method to the investigation of aqueous suspensions of tetrapods.
Following the typical dimensions of ZnO tetrapods [70,72–74], I set the arm length to 1.14 µm and
the arm diameter (thickness) to 175 nm (aspect ratio 6.5). In my model, each arm is composed of 12
spherical monomers, spaced one-half diameter apart. The four arms are attached symmetrically to
(and half-overlapping with) a central monomer (making for 49 monomers per tetrapod), such that
each pair of arms makes an angle cos−1(−13) ≈ 109.47◦. Under the influence of sufficiently strong,
purely attractive interactions (such as van der Waals forces or depletion interactions generated by
polymeric depletants), the tetrapods will aggregate irreversibly into a dense, irregular structure.
Therefore, I functionalize the tips [76,77] via a positive charge Ze at the end of each arm. To keep
each tetrapod net neutral, I also place a charge −4Ze at its center. The electrostatic interactions
are represented by a DLVO potential [92, 93] with a screening length of 175 nm, corresponding to
a monovalent salt concentration of 3.1 µM. At higher salt concentrations, I observe qualitatively
similar results if the magnitude of the charges is increased to compensate for the reduced range
of the interactions. The solvent is modeled implicitly as a homogeneous medium with dielectric
constant 78 and temperature 298 K.
The extended structure of each tetrapod results in aggregation at remarkably low volume frac-
tions. I investigate a system containing 60 tetrapods at a concentration of 174 pM, corresponding
to a volume fraction of 0.01. The early onset of nondilute behavior can be understood by realizing
that, if one replaces each tetrapod by its circumscribing sphere, these spheres would occupy a vol-
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Figure 4.1: Fraction of tetrapods that belong to aggregates of different sizes, for different values
of the tetrapod tip charge Ze. The system contains 60 tetrapods. With increasing tip charge, the
distribution shifts from a large set of isolated tetrapods, tetrapod pairs, and triplets to a small
number of large aggregates. A tetrapod is considered to belong to an aggregate if its center lies
within three arm diameters (arm thicknesses) from the tip of a tetrapod in the aggregate. This
cutoff is based upon the first minimum in the radial center–tip distribution function.
ume fraction of 0.646 (assuming the spheres do not overlap). All simulations start from a random
arrangement of well-separated tetrapods. In addition to regular hyperspherical cluster moves, i.e.,
reflections in arbitrarily oriented planes, I also introduce biased cluster moves [7], where the reflec-
tion plane is chosen close to the center of the first tetrapod and nearly aligned with one of its arms.
Such biased moves favor small displacements. For each choice of tip valency Z I equilibrate the
system for 1 000 sweeps of 1 000 cluster moves and then perform 400 000 production sweeps. I find
large, open aggregates, with a size distribution that depends on Z (Fig. 4.1). Within a relatively
narrow range of tip charge, the system transitions from mostly unassociated tetrapods to a single
aggregate, and at Z = 43 lies within the solid–vapor coexistence region. The strong tendency to
aggregate is reflected in the decorrelation time; for Z = 37, independent samples are separated by
100 sweeps, corresponding to approximately one independent configuration per 20 minutes of CPU
time; for Z = 41 this increases to 2 500 sweeps per independent sample. On average, between 24%
(at Z = 35) and 97% (at Z = 45) of all tetrapods participate in a cluster move, and groups of
bonded tetrapods break up only very rarely.
Not only the size of the aggregates depends on tip charge, but also their structure and con-
nectivity. The charge-functionalized tetrapods can be regarded as sets of four electrical dipoles,
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Figure 4.2: Classification of tetrapod pair configurations. (A1, A2) Uni- and bidirectional tip-to-
center contacts. (B1, B2, B3) Tip-to-tip bonding induced by negatively charged nanoparticles. (C)
Center-to-center bonding induced by a positive nanoparticle.
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Figure 4.3: Number of unidirectional and bidirectional bonds per tetrapod as a function of tip
charge Ze. For Z ≤ 5, the number of unidirectional bonds has reached a baseline value resulting
from serendipitous proximity of tetrapod tips and centers. Note the rapid increase in bidirectional
bonding (aligned arms, configuration A2 in Fig. 4.2) for Z ≥ 35.
and I observe two typical configurations for pairs of tetrapods, depicted in panels (A1) and (A2) of
Fig. 4.2: unidirectional bonding (A1), in which the positively charged tip of the arm of one tetrapod
binds to the negatively charged center of a second tetrapod, but no tip of the latter is bound to
the center of the first tetrapod, and bidirectional bonding (A2), where the arms of two tetrapods
align and both tips bind to the respective center of the opposing tetrapod. At moderate tip charge,
unidirectional bonding is preferred owing to the rotational freedom it provides and the consequent
entropic advantage. At higher tip charge, the energetic gain of bidirectional bonding makes it
dominate, although I still observe unidirectional bonding in situations where it permits bonding
of tetrapods that are hindered from forming bidirectional bonds. As illustrated in 4.3, both types
of bonding increase monotonically with tip charge, but bidirectional bonding grows particularly
rapidly for Z ≥ 35. For Z ≈ 40, the average total number of bonds per tetrapod approaches 2,
corresponding to the formation of extended, chain-like aggregates.
4.3.2 Tetrapods with additional nanoparticles
To investigate the possibility of control over tetrapod aggregation that goes beyond variation of the
tip functionality (or other means to influence the electrostatic coupling strength, namely variation of
temperature or solvent polarity), I explore the role of nanoparticles in a multicomponent suspension
containing tetrapods. Indeed, nano-sized additives can induce a variety of effective interactions
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between colloids [83,84,94,95]. In the following, I consider tetrapods of fixed tip valency Z = +37
and center valency −4Z = −148, i.e., a system with significant unidirectional and bidirectional
bonding (Fig. Fig. 4.3). Nanoparticles have the same diameter as the tetrapod arms, 175 nm.
I examine the effect of nanoparticles as a function of their concentration. Application of the
hyperspherical GCA is essential here, as the simulations must now simultaneously relax two species
with a large size asymmetry.
Negatively charged nanoparticles
First, I set the nanoparticle charge qe equal to the tetrapod center charge, −148e, which causes
the nanoparticles to bind to the tetrapod tips and neutralize them. Thus, tetrapod tip-to-center
bonding is suppressed, and the fraction of tips bound to a tetrapod center decreases monotonically
with increasing nanoparticle concentration (Fig. 4.4). However, this does not necessarily suppress
aggregation, but rather alters the aggregate structure. A nanoparticle can bind to more than one
tip, and create a structure of tetrapods bound via nanoparticle-mediated tip-to-tip junctions, see
panels B1–B3 in Fig. 4.2. Tip-to-tip bonding is at a maximum when there are two nanoparticles
for each tetrapod (cf. curve in Fig. 4.4 depicting the number of arms per tetrapod that are bound
to a shared nanoparticle). At higher nanoparticle concentrations, tips no longer need to share a
nanoparticle to achieve a low energy, and tip-to-tip bonding decreases in favor of tips bound to an
unshared nanoparticle.
The observed behavior depends sensitively on the nanoparticle charge. At a concentration of
two nanoparticles per tetrapod (maximal tip-to-tip bonding in Fig. 4.4), less than one tip per
tetrapod is bound to a shared nanoparticle for |q| ≤ 110. This number doubles for |q| = 140 and
for |q| = 180 more than three arms per tetrapod each participate in a junction centered around a
nanoparticle. Simultaneously, the number of tips that are bound to a tetrapod center or not bound
at all decreases monotonically with nanoparticle charge, similar to their dependence on nanoparticle
concentration (Fig. 4.4). However, the number of tips bound to an unshared nanoparticle remains
relatively constant around 0.75 as q is varied over the range [−80,−180]. With increasing absolute
charge, the nanoparticles start binding with previously unoccupied tips and disrupt tip-to-center
bonds (thus increasing the number of tips bound to an unshared nanoparticle), but this is balanced
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Figure 4.4: Dependence of tetrapod aggregation on the concentration of negatively charged
nanoparticles (with tetrapod tip charge +37e, tetrapod center charge −148e, and nanoparticle
charge −148e). Plotted are the number of tips per tetrapod that are (i) not bound to a nanopar-
ticle or tetrapod center; (ii) bound to the center of a tetrapod; (iii) bound to a nanoparticle that
is not shared with any other tip; (iv) bound to a nanoparticle shared with another tip. Here, two
particles (nanoparticles and tetrapod monomers) are bound if their center-to-center distance is less
than three times their diameter. Error bars are smaller than the symbol size.
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Figure 4.5: Characterization of nanoparticle-mediated bonding of tetrapods with center
charge −148e. Curves represent the average number of tips per tetrapod that are bound to a shared
negative nanoparticle as a function of nanoparticle concentration and nanoparticle valency q (i.e.,
the generalization of curve (iv) in Fig. 4.4). For the highest nanoparticle charge, the peak value
exceeds 3; this includes B3-type pair configurations (cf. Fig. 4.2) and junctions where three or four
tips meet one nanoparticle. (Junctions of five or more tips are rare.) Error bars are smaller than
the symbol size. Calculations for intermediate values of q were performed but have been omitted
here for clarity.
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Figure 4.6: Positively charged nanoparticles disrupt the tip-to-center bonding of tetrapods (open
symbols, dashed lines) once their valency q exceeds the tip valency Z. If the nanoparticles are
present in sufficiently large quantities, they saturate the tetrapod centers (which have negative
charge −4Ze). On the other hand, positive nanoparticles enable C-type bonding (cf. Fig. 4.2) of
tetrapods (filled symbols, solid lines), where two tetrapod centers are linked by a nanoparticle.
This type of bonding becomes prominent at sufficiently high nanoparticle charge (see solid curve
for q/Z = 3, triangular symbols), provided that the nanoparticle concentration is kept low enough
to prevent neutralization of individual tetrapod centers. The inset shows how, at fixed concentra-
tion of one nanoparticle per tetrapod, C-type center-to-center bonding increases with increasing
nanoparticle charge.
by the increasing number of tips participating in shared junctions.
Since the number of tips belonging to such junctions is a crucial metric for the extent and
structure of tetrapod aggregates, I now systematically investigate it as a function of nanoparticle
charge for a range of nanoparticle concentrations. As shown in 4.5, the behavior is qualitatively the
same as curve (iv) in Fig. 4.4 once |q| ≥ 120, with a maximum that grows with increasing charge
magnitude. Note that for the highest charge, the peak height corresponds to twice the number of
nanoparticles present, consistent with a situation in which on average each nanoparticle joins two
tips.
Positively charged nanoparticles
If positive, rather than negative, nanoparticles are added to a suspension of tetrapods, the ag-
gregation behavior is altered in a different way. These nanoparticles migrate to the negatively
charged centers of the tetrapods and again disrupt tip-to-center bonding found in the absence of
nanoparticles. This displacement of tips occurs once the valency q of the nanoparticles exceeds
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the tip valency Z, provided that they are present in sufficiently large quantities. Indeed, at a con-
centration of two positive nanoparticles per tetrapod, tip-to-center bonding is decreased by 75%
for q/Z = 2 and by more than 90% for q/Z = 3 (Fig. 4.6). However, aggregation is not simply
disrupted, since highly charged nanoparticles are able to act as linkers, inducing center-to-center
bonding (pair configuration C in Fig. 4.2) in which the arms of two tetrapods interlock in such
a manner that their centers meet and their tips are as far apart as possible. As shown in 4.6,
this type of bonding requires a significant nanoparticle charge (q/Z ≥ 3), as each tetrapod center
carries a charge −4Ze, and only takes place if the nanoparticle concentration is carefully tuned.
If the nanoparticles can neutralize individual tetrapod centers (i.e., if there are more than 4Z/q
nanoparticles per tetrapod), center-to-center linking decreases abruptly, cf. 4.6.
If the concentration of positive nanoparticles continues to be increased, a different regime is
encountered, where the nanoparticles induce a depletion interaction. Since the tips of the tetra-
pods are also positively charged, there is a large effective excluded volume around the tips and the
depletion attraction will be most pronounced there. For efficiency reasons, I reduce the interaction
between nanoparticles to a hard-core repulsion, while retaining the electrostatic interactions be-
tween nanoparticles and tetrapods; this is justified by the expectation that nonadditive repulsive
interactions between depletants do not strongly affect the contact strength of the depletion potential
they induce [84]. An undesirable side effect of my approximation is the unbounded accumulation of
nanoparticles near tetrapod centers. However, for sufficiently weak nanoparticle charge, this leads
to artifacts only at very high nanoparticle concentrations. Despite the simplification adopted, the
large size asymmetry and high number density of nanoparticles make this system prohibitively
difficult to simulate for any algorithm other than the h-GCA. The system remains the same as
above, consisting of 60 tetrapods and nanoparticles of fixed valency q = +37 (weak enough to avoid
the above-mentioned artifacts). The number of nanoparticles is varied from 205 to 20 580, which
corresponds to volume fractions ranging from 10−3 to 10−1.
To quantify the effect of the nanoparticles, Fig. 4.7 shows the average number of bonds per
tetrapod, distinguishing between tip-to-center bonds (type A1 or A2, dominant in the absence of
nanoparticles) and one, two, or three tip-to-tip bonds to the same neighboring tetrapod. The rapid
increase, at higher nanoparticle concentrations, of triple-bonded tetrapod pairs reflects the onset of
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Figure 4.7: Aggregation of tetrapods in the presence of high concentrations of positively charged
nanoparticles (tetrapod tip charge and nanoparticle charge are both +37e). The depletion inter-
action induced by the nanoparticles predominantly leads to tip-to-tip attraction. As a result, the
number of tip-to-center bonds between tetrapods progressively decreases (red diamonds), and tetra-
pods join at their tips instead. The curves indicate the average number of bonds that each tetrapod
participates in, whether it is joined to a neighboring tetrapod via a tip-to-center bond (configura-
tion A) or via one, two, or three tip-to-tip junctions (akin to configurations B1–B3 in Fig. 4.2, but
without an intervening nanoparticle). Note the steep increase in triple-bonded tetrapods at high
nanoparticle concentration, indicating the onset of large-scale structure formation.
aggregate formation. Looking back, I see that tetrapods go through a remarkably rich pattern of
bonding behavior upon addition of positive nanoparticles, starting from direct uni- and bidirectional
tip-to-center bonding (Fig. 4.3) to, at low concentration of positive nanoparticles, center-to-center
bonding (Fig. 4.6) to, at high nanoparticle concentration, tip-to-tip bonding (Fig. 4.7).
In the above, I have demonstrated how electrostatically tip-functionalized tetrapods can ag-
gregate into large-scale, open structures, with a connectivity and density that can be controlled
through the addition of charged nanoparticles. Both sign of charge and concentration of the
nanoparticles play a critical role. Although the structures that I find predominantly exhibit local
ordering, I believe that the work presented here provides important considerations for the design
of self-assembling tetrapod structures.
4.3.3 Planar tripods at a spherical interface with depletants
Experimentally, attempts have been made to promote the formation of ordered structures by limit-
ing the rotational freedom of tetrapods, through confinement at an air/water interface [96]. The re-
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Figure 4.8: Snapshot of purely repulsive planar tripods aggregating on the surface of a droplet
under the influence of hard-sphere depletants (modeled explicitly, but not shown for clarity).
sulting monolayers may find applications in, e.g., photovoltaic cells owing to their charge-transport
and light-adsorption properties. Frequently, three of the arms will approximately lie parallel to
the interface, with the fourth arm perpendicular to it. In those cases, the aggregation behavior
is similar to that of planar tripods. Based upon experimental realizations [97, 98], I consider such
tripods with arm length 150 nm and arm diameter 25 nm, i.e., an arm aspect ratio of 6. I place
200 tripods on the surface of a spherical droplet (diameter 470 nm). Although in the simulations it
is possible to assign direct attractions between tripod arms, here I opt for excluded-volume repul-
sions only. Subsequently, I add 5 nm nanoparticles, also with a hard-core repulsion, at a volume
fraction of 30% (corresponding to 735 000 particles). As a result, the tripods, which until then were
distributed randomly, experience a strong depletion attraction. This gives rise to patches with a
remarkably regular honeycomb structure (Fig. 4.8), akin to experimentally observed structures [97].
I emphasize that the phenomenon demonstrated here is of purely entropic origin, with no additional
interactions present.
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4.4 Outlook
My ability to explore tetrapod–nanoparticle mixtures hinges on on the availability of a highly
efficient simulation algorithm. The generalization, proposed in this chapter, of the geometric cluster
algorithm [6] to hyperspherical geometries and the ensuing possibility of relaxing internal degrees
of freedom while maintaining a rejection-free Monte Carlo scheme will have applications that go
far beyond the particular system studied. One issue of potential concern would be the introduction
of defects that arise in a non-Euclidean geometry. Indeed, in two-dimensional systems defined on
S2, the Poincare´–Hopf theorem implies that no defect-free nematic order can be realized. However,
for the tetrapod suspensions that are the main subject of this chapter—three-dimensional systems
defined on the surface of a hypersphere—this problem is absent, since S3 is topologically equivalent
to SU(2) and hence a parallelizable manifold [99]. On the other hand, the intrinsic curvature of
space can lead to strain, which however will decrease with increasing system size.
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CHAPTER 5
GEOMETRIC CLUSTER
ALGORITHM FOR ANISOTROPIC
PARTICLES
This chapter was previously published as:
• “Rejection-free Monte Carlo scheme for anisotropic particles,” D. W. Sinkovits, S. A. Barr
and E. Luijten, J. Chem. Phys. 136, 144111 (2012).
5.1 Introduction
An important advantage of Monte Carlo simulations over molecular dynamics simulations is the
possibility to perform “unphysical” moves that allow a more rapid relaxation of a system without
altering its thermodynamic equilibrium properties [100]. Examples include the configurational-
bias Monte Carlo method for polymeric systems [101, 102] as well as the grand-canonical [103]
and Gibbs ensemble [104] Monte Carlo methods that permit the simulation of two-phase coex-
istence without the need for an interface. Another example is the geometric cluster algorithm
(GCA) [6,7,88,89,105], which is designed to overcome the difficulties presented by large size asym-
metry, that is, a large ratio in size between the largest and the smallest particles in a system. This
situation frequently occurs in colloidal and biological systems, and leads to a dynamic slow-down in
which the motion of the larger species takes place on very long time scales compared to the smaller
species, so that neither molecular dynamics simulations nor Monte Carlo simulations employing
local moves are able to properly sample phase space for the larger species. An important physical
phenomenon that can be probed by the GCA is the depletion interaction [83]. The GCA was in-
spired by a Monte Carlo scheme for producing configurations of non-overlapping hard spheres [106],
but generalizes this to multicomponent systems with arbitrary pairwise potentials, generating con-
figurations of particles according to the Boltzmann distribution. Thus, it provides an alternative
to the conventional Metropolis Monte Carlo scheme [107] by building clusters of particles that are
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subsequently moved collectively in a rejection-free manner, i.e., every cluster that is initiated will
be moved once its construction is complete, irrespective of the nature of the interactions between
the different particles. The resulting non-local algorithm greatly accelerates the numerical simu-
lation of multi-component systems [6] and has been employed to study a variety of phenomena,
including the nanoparticle haloing mechanism for colloidal stabilization [95,108–110] and the effect
of trace contaminants on the location of the coexistence curve of a Lennard-Jones fluid [111, 112].
In addition, modifications of the GCA have been proposed for the simulation of collective motion
in self-assembly processes [113–116], the simulation of solvated systems [117], and the simulation
of polymer-induced phase separation in bacterial suspensions [118]. The geometric operations in-
volved in the GCA have also inspired (Metropolis-type) simulation schemes [119], and a biasing
scheme has been proposed to employ the GCA to sample the radial distribution function in liquid
mixtures even more efficiently [120]. Krauth [121] pointed out that the GCA can be interpreted as
a mapping of a continuous fluid of interacting particles onto an Ising spin glass.
In spite of the success of the GCA, it is subject to an important limitation. Namely, it is
not ergodic when applied to anisotropic particles—in the course of a simulation, such objects will
only explore a discrete set of orientations. Resolution of this drawback is particularly pressing
since various systems that are currently at the forefront of soft condensed-matter research employ
particles with a varying degree of anisotropy [4]. Notable examples are suspensions of rods and
tetrapods [67, 69], Janus particles [65, 66, 122, 123], and colloids with rodlike depletants [124]. I
have developed an extension to the GCA that lifts this limitation, permitting the simulation of
anisotropic particles while retaining the rejection-free nature of the original GCA. A first account
of this hyperspherical geometric cluster algorithm, including an application to the aggregation of
tetrapodal nanoparticles, has been published elsewhere [5]. The present chapter provides a detailed
description and justification of the new algorithm, as well as an examination of its efficiency under
various circumstances. Since this algorithm requires the use of hyperspherical geometry, I include
several appendices with implementation details and a discussion of testing procedures. Lastly, I
also describe an alternative variant of the GCA, which is applicable to the simulation of anisotropic
particles under conventional periodic (rather than hyperspherical) boundary conditions, albeit at
the expense of rejecting a subset of all proposed cluster moves.
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5.2 Geometric algorithms for anisotropic particles
5.2.1 Geometric transformations and anisotropic particles
The GCA constructs and moves clusters of particles according to a geometric transformation [6,7].
Generalizing the rotation over pi radians about a pivot point proposed for two-dimensional (2D)
hard-sphere fluids [106], most implementations choose as this geometric transformation a point
reflection with respect to a pivot point that for each cluster move is randomly chosen within the
simulation cell. Alternative transformations are possible, as discussed below, but they all share the
common requirement that periodic boundary conditions must be employed to ensure that, upon
transformation, a particle is still located within the simulation cell.
Although a point reflection with respect to an arbitrary pivot point can translate a particle to
any spatial position, it cannot generate arbitrary orientations. Indeed, successive point reflections
merely toggle a particle’s orientation between two states. Whereas this is not a matter of concern for
spherically symmetric particles, the ergodic treatment of particles that are anisotropic (be it in their
shape or in their interactions with other constituents of the system) requires the use of additional
moves. The easiest and perhaps most obvious solution is to relax orientational degrees of freedom by
supplementing the cluster moves with local rotation moves. However, an algorithm involving such
moves will no longer be rejection-free (as it incorporates a Metropolis-type acceptance criterion)
and the simulations (e.g., of long rods in an environment of small spherical particles) typically will
suffer from a slow relaxation of the orientation of the large particles. Therefore, I instead consider
the use of other geometric transformations besides point reflection, which will permit the ergodic
simulation of anisotropic particles while retaining the rejection-free nature of the algorithm. In the
GCA, acceptable transformations must satisfy the following two criteria [125–127].
1. The transformation must be self-inverse, i.e., when applied twice it yields the identity oper-
ation.
2. The transformation must keep the action invariant when applied to all particles in the system.
For the geometric transformations considered here, this is equivalent to requiring that the
transformation is isometric, i.e., it preserves all interparticle distances (for a pair of extended
objects, this implies preservation of the distance between each set of points chosen on the
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two objects, so the relative orientation of the two objects is preserved as well).
In three dimensions, these criteria allow for two more classes of transformation, plane reflection
and line reflection (pi rotation about an axis). A single plane reflection or line reflection is unable to
transform a particle to every other orientation, but combinations of plane reflections or line reflec-
tions can produce arbitrarily small rotations, thus proving that a sequence of such transformations
can yield any orientational change. In fact, two successive transformations suffice to achieve an
arbitrary change in orientation.
Whereas these transformations thus may appear to resolve the ergodicity problem observed for
anisotropic particles, a serious problem arises when they are applied in the presence of periodic
boundary conditions (PBC). In the following discussion, it is important to recall (cf. Ref. [6])
that the GCA hinges on the fact that the interaction energy of all particles included in the cluster
remains invariant under the transformation, and so does the interaction energy of all particles that
are not included in the cluster. The only energy change occurs for pairs of particles in which one
particle is a member of the cluster and the other particle is not (we recall that the GCA is restricted
to systems with a pairwise additive potential energy). Now, I note that, under PBC, reflections in
arbitrarily oriented planes or lines are not isometric transformations, since generally they do not
belong to the symmetry group of the Bravais lattice that defines the periodic replication of the
primary simulation cell. I elucidate this by considering the treatment, within the GCA, of periodic
images of particles that are included in a cluster (i.e., that are subjected to a transformation).
The first option is to transform all periodic images of all particles that are explicitly added to the
cluster. This ensures that the distances between all particles included in the cluster, as well as
all their periodic images, remain invariant upon transformation, so that their interaction energy is
indeed unchanged. However, all transformed particles will be aligned with a transformed Bravais
lattice, while the particles that were not part of the cluster and thus were not transformed will still
align with the original Bravais lattice. This is illustrated by means of a 2D example in Fig. 5.1. As
a consequence, the two sets (transformed and not transformed) of particles cannot be reconciled
into a single periodic system.
To obtain a final configuration that obeys PBC, one can opt not to transform the periodic images
of a particle that is included in the cluster, but instead (after the transformation) reconstruct its
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Figure 5.1: Illustration of the conflict that arises in the geometric cluster algorithm upon application
of a transformation that does not belong to the symmetry group of the Bravais lattice defining the
periodic boundary conditions. The simulation cell contains two particles (solid square and solid
triangle) and is periodically replicated (left panel). If the cluster contains the solid square, as well
as all its periodic images, the entire array of solid squares is reflected in the dotted line. The lattice
implied by the reflected squares (open symbols) is tilted with respect to the original lattice (central
panel). The red triangles are not part of the cluster and hence are not transformed. The resulting
composite system of these triangles and the reflected squares is not periodic, as illustrated in the
right panel; e.g., the shortest distance between a triangle and a square depends on which triangle
is considered.
periodic images according to the PBC of the system. However, this changes the distances between
particles in the cluster and periodic images of these particles. If any of these distances lie within
the range of interaction of the pair potential, this will result in a change in the potential energy of
particles in the cluster. More precisely, for a pair of particles (i, j) that are both included in the
cluster, with respective constructed images (i′, j′) (where the prime can refer to any periodic copy),
all separations |r′j−ri| change for i 6= j. Moreover, the orientations of particle i and particle j′ with
respect to their center-of-mass separation vector r′j − ri change for all pairs (i, j′), including (i, i′).
The latter case is important for, e.g., dipolar interactions. Figure 5.2 provides a 2D example.
I note that some self-inverse transformations are symmetries of the Bravais lattice describing
the PBC, so that transformed particles will align with the original Bravais lattice. For those
transformations, the problem described above does not occur, and the two approaches (transforming
all images along with a particle, or reconstructing all periodic images upon transformation of a
particle) produce an identical outcome. In certain cases, namely when anisotropic particles only
take a discrete number of orientations, use of this restricted set of transformations is sufficient to
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Figure 5.2: Illustration of the conflict that arises in the geometric cluster algorithm if, upon incorpo-
ration of a particle in the cluster, its periodic images are not subjected to the same transformation.
The simulation cell (left panel) contains four parallel arrow-shaped particles (solid objects), three
of which are collinear. Some of their periodic images are shown as well (open objects). Particles
1–3 belong to the cluster, which is reflected in the dashed line. This transformation yields parti-
cles 1′–3′ (solid objects in right panel), which are periodically replicated. As illustrated by open
arrow labeled 1′ in the right panel, these periodic images are no longer collinear with the particles
that were part of the cluster, resulting in a change in interaction energy. This cannot be resolved
through an alteration of the PBC such that the periodic image of 1′ is replaced with 1∗ (which
corresponds to the approach taken in Fig. 5.1), as this would violate the periodicity of the particles
that are not included in the cluster (represented by particle 4 and its images).
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generate an ergodic algorithm. This is exploited in the case of dimers on a square lattice [128,
129]. For the case of anisotropic particles with continuous orientational degrees of freedom, one
could consider to adopt a non-cubic periodic geometry (e.g., truncated octahedra), which allows
a larger set of such transformations. Whereas this would make it possible for the particles to
reach more orientations (from where they could be relaxed via local moves), the set of permitted
transformations will always be finite and hence this does not yield an ergodic, rejection-free Monte
Carlo scheme for anisotropic particles in a periodic geometry.
5.2.2 Geometric cluster algorithm with rejections
Before proceeding to the central objective of this chapter, namely the formulation of a rejection-
free GCA that overcomes the problems discussed in Sec. 5.2.1, I discuss a pragmatic solution
for systems composed of particles that have a sufficiently short-ranged interaction potential. As
noted, the GCA properly accounts for the change in potential energy between a particle that is
transformed (i.e., included in the cluster) and a particle that is not transformed (i.e., not included
in the cluster). The conflict between PBC and reflections in an arbitrarily oriented plane or line
arises because a change in interaction energy occurs for pairs of particles that are both transformed.
One might consider to account for this additional energy change via a Metropolis-style acceptance
criterion. However, detailed balance would be very difficult to prove for such a scheme, because
the particles that constitute a cluster will have different interaction strengths before and after the
transformation, causing the cluster construction process to proceed with different probabilities in
the reverse move. On the other hand, a proper algorithm can be devised by proceeding as discussed
in conjunction with Fig. 5.2, i.e., transformation of each particle that is added to the cluster and
subsequent reconstruction of the periodic images according to the PBC, provided that one rejects
every cluster move in which any particle in the cluster interacts with a periodic image of another
particle in the cluster in either the old or new positions of either particle. This criterion allows
me to formulate an ergodic algorithm that simulates anisotropic particles based on the GCA, by
performing cluster moves with arbitrary reflections and line reflections and then accepting the move
only if there is no change in the interaction energy of all particles in the cluster (including their
periodic images). If the interaction is sufficiently short-ranged, a significant fraction of all proposed
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cluster moves will be accepted. I have implemented and tested this GCA with rejections for a system
of Lennard-Jones dimers and confirmed that its results agree with a local-move Metropolis Monte
Carlo simulation and with molecular dynamics simulations of the same system. Conversely, this
algorithm breaks down completely when the interaction is not short-ranged.
5.2.3 Transformations in isotropic space: the hyperspherical geometric cluster
algorithm
The discussion in Sec. 5.2.1 shows that the symmetries of the space in which a system is defined
determine the allowed transformations and therefore the set of accessible orientations. Thus, an
ergodic algorithm for anisotropic particles requires the use of an isotropic space, which has con-
tinuous orientational symmetry in all directions. The only finite, isotropic three-dimensional (3D)
space is the surface of a four-dimensional (4D) hypersphere (also referred to as a 3-sphere). Indeed,
this geometry has been used before in Monte Carlo and molecular dynamics simulations. Specifi-
cally, the 2D counterpart of this geometry (i.e., the surface of a sphere) was first employed to avoid
the use of Ewald summation for electrostatic interactions [90]. The case of general dimensionality
was discussed shortly afterward [130]. Since then, it has been used in 3D systems, e.g., to deal
efficiently with long-range electrostatic interactions [91] and to suppress finite-size effects [131]. Its
use has also been extended to polymeric particles [132]. Being a three-dimensional manifold, this
space is locally analogous to a 3D Euclidean space, so I can construct transformations analogous
to every transformation in Euclidean space. An arbitrary plane reflection is a reflection through a
hyperplane that contains the origin. Arbitrary line and point reflections can be constructed as the
composition of two or three mutually orthogonal hyperplane reflections, respectively, that leave the
origin fixed. In Appendix A I provide a detailed description on the construction of transformations
using quaternions. Using hyperspherical geometry and an expanded set of transformations that
includes analogues of arbitrary plane reflection and line reflection, I thus construct a hyperspherical
GCA (h-GCA), which allows for the ergodic simulation of anisotropic particles and retains the
property that it is a rejection-free Monte Carlo scheme.
The h-GCA follows the same procedure as the original GCA [6, 7]. I include a step-by-step
description of the cluster construction procedure for completeness.
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1. A seed particle i is chosen, which forms the first particle in the cluster.
2. A self-inverse, isometric transformation is chosen, which transforms this particle from its old
position and orientation i to a new position and orientation i′.
3. Each particle j that interacts with i or i′ is considered for inclusion in the cluster. Particle j
joins the cluster with probability
P (j|i) = max [1− exp(−β∆Uij), 0] , (5.1)
where β = 1/(kBT ), with kB Boltzmann’s constant and T the absolute temperature. ∆Uij is
the change in pair energy U between particles i and j resulting from the transformation of
particle i, i.e., ∆Uij = U(j, i′) − U(j, i). In view of the superficial resemblance of Eq. (5.1)
to a Metropolis acceptance criterion, I emphasize that ∆Uij is not the total energy change
that results from the transformation of i. If particle j joins the cluster, it is transformed
to its new position and orientation. Furthermore, it is placed on a stack and removed from
consideration for further transformations.
4. After all particles interacting with i or i′ have been considered, a particle is retrieved from
the stack, and the algorithm returns to step 3 with this particle as the new particle i.
5. When the stack is exhausted, the algorithm is finished, and all particles in the cluster will be
in their new positions and orientations.
To my knowledge, the fundamental connection between the permissible transformations in
cluster moves and the symmetry of the space was not pointed out earlier, and it is not made explicit
in the criteria stated in Sec. 5.2.1. In the original description of the GCA [6,7] and in its subsequent
applications [95, 109, 110, 133], the systems simulated contained only isotropic particles, and only
point reflections were used for cluster moves, since these are sufficient to relax the translational
degrees of freedom. Indeed, every point reflection is a central inversion, which is a symmetry of
every Bravais lattice, illustrating why these transformations could be used with the GCA in PBC
without problems. Cluster algorithms have been proposed that are inspired by the GCA and that
have been used to simulate systems of anisotropic particles in Euclidean space by employing other
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transformations than point reflections [117,118], but both of these algorithms include a Metropolis-
type acceptance criterion (i.e., they are not rejection-free) and rely on additional moves within the
same simulation to achieve ergodicity. In contrast, the h-GCA described here is rejection-free even
for anisotropic particles and autonomously generates an ergodic sequence of configurations that
obey the Boltzmann distribution.
Whereas the h-GCA is of general applicability, I note that, apart from the ability to simulate
anisotropic particles, it is subject to the same limitations as the original GCA [6]. Namely, the
algorithm is only ergodic as long as the clusters do not comprise the entire system. This requirement
limits the volume fractions and coupling strengths that can be examined. The maximum values
attainable will depend on composition and degree of anisotropy of the various species; for spherical
particles the highest volume fraction was found to be around 0.34. In addition, I point out a
subtlety in the choice of geometric operations. For chiral particles, plane reflections and point
reflections are not permissible, as they lead to a chirality reversal. However, line reflections are still
permissible and sufficient to relax the orientational degrees of freedom of such particles.
I conclude this algorithm description by noting that it is possible to use information about
the seed particle in the choice of transformation, since the transformation is chosen after the seed
particle has been selected. As first proposed in Ref. [7] (and later used in, e.g., Ref. [134]), this
can be exploited to control the average cluster size by constructing a geometric transformation
that limits the maximum displacement of the seed particle. This is of particular importance for
anisotropic particles, since it permits generation of transformations that limit the maximum change
in orientation and thus offers control over the cluster size. I refer to such cluster moves which
base their transformation on the position and orientation of the seed particle as biased cluster
moves. A subtlety regarding the use of such moves for anisotropic particles is that a self-inverse
transformation necessarily inverts one or more spatial dimensions, producing a discontinuous change
in the orientation of the seed particle. However, transformations which invert dimensions that
coincide with reflection symmetries of the seed particle are effectively identity operations on its
orientation, from which one can construct transformations that effect arbitrarily small orientational
changes. Evidently, particles that possess fewer or no reflection symmetries benefit less from biased
cluster moves. The construction of the transformations for biased moves using quaternions is
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described in Appendix A.4.
5.3 Demonstration of applicability
5.3.1 Comparison with Metropolis Monte Carlo
I have implemented the algorithm described in Sec. 5.2.3. The coordinates and orientation of each
particle are represented by a pair of quaternions, both of which are transformed when a particle is
added to a cluster, as described in Appendix A. To efficiently deal with pair interactions, I employ
the cell index method described in Appendix B.1. For compound particles (“molecules”) I apply
the mapping described in Appendix B.2.
As a first demonstration, I examine a system of 500 asymmetric dimers, each of which is
composed of two spherical monomers labeled A and B, respectively, separated by a (geodesic)
center-to-center distance σ. I place the dimers on the 3D surface of a hypersphere of radius R,
which creates a space with volume
Λ = 2pi2R3 . (5.2)
Setting R = 8.0932σ, I have Λ ≈ 10464σ3 and a number density of ρ = 4.7784 × 10−2 dimers/σ3.
All monomers interact via a Lennard-Jones (LJ) potential,
U(r) = 4ε
[(σ
r
)12 − (σ
r
)6]
+ εc . (5.3)
The potential is truncated at the cutoff rc = 2.5σ and the shift εc is chosen such that U(rc) = 0.
The distance r is the arc length distance along a geodesic on the hypersphere,
r = R arccos(rˆ1 · rˆ2) , (5.4)
where rˆ1 and rˆ2 are unit vectors denoting the position of the two interacting particles on the sur-
face of the hypersphere. The dimers are asymmetric in the coupling strength between A and B
monomers, with εAA = 0.625kBT , εBB = εAA/2 = 0.3125kBT , and εAB =
√
εAAεBB ≈ 0.44194kBT .
The coupling strength and concentration are deliberately chosen to produce a system with moder-
ately strong interactions, so that the average cluster size is a significant fraction of the total number
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Table 5.1: Comparison of the average potential energy obtained in different simulations of the
same system of asymmetric Lennard-Jones dimers in a hyperspherical geometry. The different
simulation types listed refer to a conventional Metropolis-type (“local-move”) simulation and to the
hyperspherical geometric cluster algorithm with various choices for the geometric transformation
used to construct the clusters. All runs agree within statistical uncertainty.
Simulation type Average potential energy Average cluster size Relative cluster size
Local move −246.1945± 0.0043 n/a n/a
Plane reflection −246.2042± 0.0035 141.37 28%
Line reflection −246.2003± 0.0033 182.60 36%
Biased plane reflection −246.2049± 0.0035 129.15 26%
Biased line reflection −246.2025± 0.0033 182.68 37%
of dimers.
To demonstrate the correctness of the h-GCA algorithm described in Sec. 5.2.3 and of my
implementation, I simulate this system both by means of the conventional Metropolis Monte Carlo
algorithm and via the h-GCA. In the former method, a move consists of a combined rotation
and translation, in which dimers are translated on the surface of the hypersphere over a maximum
distance of 6σ and freely rotated to a new, uniformly chosen orientation. Defining a set of 1000 such
moves as one sweep, I equilibrate the system for 103 sweeps and then perform 107 production sweeps,
resulting in an average acceptance ratio of 0.356. The potential energy is sampled after every sweep.
In the simulations employing the h-GCA, I pursue four different variants, each using a different
type of transformation to perform the cluster moves: plane reflections, line reflections, biased plane
reflections, and biased line reflections. The average cluster size depends on the transformation used.
For each run, the system is equilibrated for 104 cluster moves, followed by 108 cluster moves during
which the potential energy is sampled after every 10 moves. Table 5.1 lists the average potential
energy for the simulation using conventional Monte Carlo moves as well as for those using different
types of cluster moves. All results have a high precision (relative error O(10−5)) and agree within
the statistical uncertainty. The table also lists the relative cluster size. The distribution of both
size and structure of the clusters may affect the rate of decorrelation, and hence statistical quality,
of thermodynamic averages. However, despite the dependence of average cluster size on the choice
of transformation, all h-GCA runs yield the same statistical accuracy.
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5.3.2 Comparison with molecular dynamics simulations
It is desirable to compare my implementation of the h-GCA algorithm against a completely in-
dependent simulation code. Since, to the best of my knowledge, no Monte Carlo or molecular
dynamics simulation packages are available that employ hyperspherical boundary conditions, I re-
sort to a special case, namely the application of the h-GCA to a 2D system defined on the surface
of a 3D sphere [5]. It is then possible to make a direct comparison to results obtained from a
molecular dynamics package designed for 3D simulations, as described below.
As in the 3D case of Sec. 5.3.1, I define a system of 500 asymmetric dimers, composed of
two monomers (labeled A and B) that have a (geodesic) center-to-center distance σ. Since the
curved space is now two-dimensional, the monomers are spherical caps (sometimes referred to as
spherical calottes). They interact again via a LJ potential, with asymmetric coupling parameters
εAA = 1.0kBT , εBB = εAA/2 = 0.5kBT , and εAB =
√
εAAεBB ≈ 0.7071kBT . To obtain different
concentrations (four different values ranging from 0.05 dimers/σ2 to 0.20 dimers/σ2) I vary the
sphere radius R. For each concentration, I perform two different types Monte Carlo simulations
using the h-GCA algorithm, employing either plane reflections or line reflections (both transforma-
tions are used in unbiased form). With increasing concentration, samples are taken every 250, 80,
20, or 10 cluster moves, respectively. After equilibration for 1 000 samples, 1.4–7.0×106 samples are
obtained. In a third series of simulations, I use the h-GCA code but actually perform conventional
single-particle moves consisting of a translation and a rotation (cf. Sec. 5.3.1). The maximum
displacement is σ and the maximum rotation of the rod director is 30◦. Samples are taken every
30 000 steps. The systems are again equilibrated for 1 000 samples, followed by 0.36–0.98 × 106
samples.
An identical system can be defined in the LAMMPS molecular dynamics package [37] via a
trick. Namely, I constrain the dimers to the surface of a sphere of radius R by rigidly bonding
each monomer to a “dummy” particle of the same mass at the antipodal point, as illustrated in
Fig. 5.3. The dummy particles do not interact with any particle, but they ensure that the center
of mass of each molecule, composed of a dimer and two dummy particles making up the dummy
dimer, lies at the center of the sphere. I modified the LAMMPS package to restrict the motion of
the molecules to rotations only, thus constraining the dimers to move on the surface of the sphere,
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R 
s 
Figure 5.3: Schematic of the method used to perform simulations on a spherical surface by means
of a conventional molecular dynamics package. A dimer (comprised of a red and a green monomer,
near the top of the image) on the surface of a sphere is rigidly bonded with dummy particles (dark
spheres near the bottom of the image) at points antipodal to the monomers. As a result the center
of mass of this “molecule” coincides with the center of the sphere. Since the dummy particles
do not interact with any other particles, they do not interfere with the motion of the dimers on
the spherical surface. Note that in the actual model definition (see main text) the 2D monomers
are represented merely by the intersection of the monomers shown in this figure and the spherical
surface; however, this is immaterial for the actual simulations.
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Table 5.2: Comparison of the average potential energy obtained in different simulations of the same
system of 2D asymmetric Lennard-Jones dimers confined to a spherical surface. The simulation
methods include conventional local-move Monte Carlo, the hyperspherical geometric cluster algo-
rithm with two different geometric transformations, and molecular dynamics simulations. For each
dimer concentration, all four methods agree within statistical uncertainty.
Concentration
(dimers/σ2) 0.05 0.10 0.15 0.20
Sphere radius R 28.2094792 19.947114 16.2867504 14.1047396
Local move −137.518± 0.012 −262.797± 0.026 −383.404± 0.024 −505.758± 0.029
Plane reflection −137.501± 0.008 −262.789± 0.016 −383.413± 0.027 −505.724± 0.037
Line reflection −137.486± 0.009 −262.802± 0.016 −383.411± 0.021 −505.815± 0.032
Molecular Dyn. −137.527± 0.020 −262.781± 0.022 −383.376± 0.023 −505.702± 0.023
but otherwise allowing their unrestricted translation and rotation on this surface. Furthermore, I
modified the pairwise interactions between monomers such that the distance between particles is
measured as the arc length and that the resulting forces act tangential to the sphere. I perform
simulations with a time step of 0.001τ , where τ is the reduced time unit. After equilibration for
107 steps, the systems are simulated for 2.2–10× 108 time steps and samples are taken every 1 000
steps.
In all simulations, I sample the potential energy, as summarized in Table. 5.2. For each dimer
concentration, the results of the various Monte Carlo simulations and the molecular dynamics
simulations have an uncertainty of O(10−4) and agree within statistical error.
5.3.3 Comparison with known results for the Lennard-Jones fluid on a
hypersphere
Since the implementation of a hyperspherical algorithm can be relatively involved, especially when
use is made of quaternions (Appendix A) and a cell index method (Appendix B.1), it is ad-
vantageous to test the code by comparison to accurate tabulated data for a well-defined model.
Comparison to data for the same model, e.g., a Lennard-Jones fluid, in Euclidean geometry is
insufficient, as the intrinsic curvature of the hyperspherical space will lead to systematic differences
in thermodynamic properties. Likewise, results that rely on extrapolation (e.g., finite-size scaling
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near a critical point) are less desirable as well, as the extrapolation techniques used may obfuscate
numerical errors in the data. Relatively few suitable results are available in the literature. Schreiner
and Kratky [135] have presented numerical results for the Lennard-Jones fluid on a hypersphere,
which I will compare to here. Since these results are relatively old and hence of moderate numer-
ical accuracy, I also compare to more recent results for the Yukawa one-component plasma in the
following section.
The results of Ref. [135] pertain to a system of N particles on a hypersphere, interacting
through a Lennard-Jones potential along their short geodesic separation (this is equivalent to
imposing a cutoff equal to half the circumference of the hypersphere). Two different combi-
nations of number density and coupling strength are considered, namely ρ = 0.8016σ−3 with
coupling ε/kBT = 1/0.8347 ≈ 1.1980 (results in Table 5.3) and ρ = 0.7757σ−3 with coupling
ε/kBT = 1/1.1686 ≈ 0.8557 (results in Table 5.4). I simulate this system for the same parameter
combinations, using three different methods: single-particle displacements randomly and uniformly
chosen within a sphere of radius 6σ around the current particle position, cluster moves with un-
biased plane reflections, and cluster moves with unbiased line reflections. The runs employing local
moves consist of an equilibration period of 1.5× 107 single-particle steps and a production period
of 3×109 steps, with samples taken every 3 000 steps. The runs with cluster moves are equilibrated
for 5×105 clusters and run for 2×106 cluster moves, with a sampling interval of 100 moves. Tables
5.3 and 5.4 show the reduced average internal energy per particle, U∗ = U/(Nε), for 9 different
system sizes for these three different algorithms, along with the data of Ref. [135]. All results agree
within the statistical uncertainty.
5.3.4 Comparison with known results for the Yukawa one-component plasma
Caillol and Gilles have carried out a highly detailed study of the Yukawa one-component plasma [136]
and performed extensive numerical simulations [137] for this model in a hyperspherical geometry.
The system consists of N identical point particles in a volume Λ that each carry a charge q and
interact (in a Euclidean geometry) via a Yukawa potential vα(r) = exp(−αr)/r. This model can
be shown to depend on only two reduced parameters, namely the coupling parameter Γ = βq2/aion
and the reduced screening parameter α∗ = αaion. Here aion is the “ionic radius,” to be defined
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Table 5.3: Comparison of the reduced internal energy per particle, −U∗ = −U/(Nε), for different
types of simulations of a Lennard-Jones fluid on a hypersphere, with number density ρ = 0.8016σ−3
and coupling strength ε/kBT = 1/0.8347 ≈ 1.1980.
N Cluster reflection Cluster line reflection Local moves Ref. [135]
54 4.036± 0.002 4.034± 0.005 4.0343± 0.0006 4.008± 0.012
81 4.346± 0.001 4.338± 0.004 4.3450± 0.0007 4.349± 0.008
108 4.539± 0.002 4.541± 0.007 4.5348± 0.0009 4.541± 0.008
162 4.767± 0.002 4.766± 0.004 4.7657± 0.0008 4.776± 0.004
216 4.905± 0.002 4.900± 0.007 4.9055± 0.0009 4.901± 0.003
326 5.071± 0.001 5.067± 0.004 5.0701± 0.0009 5.072± 0.005
432 5.165± 0.001 5.158± 0.004 5.1668± 0.0010 5.160± 0.003
648 5.279± 0.001 5.279± 0.004 5.2775± 0.0010 5.287± 0.003
864 5.344± 0.001 5.342± 0.003 5.3459± 0.0009 5.344± 0.004
Table 5.4: Comparison of the reduced internal energy per particle, −U∗ = −U/(Nε), for different
types of simulations of a Lennard-Jones fluid on a hypersphere, with number density ρ = 0.7757σ−3
and coupling strength ε/kBT = 1/1.1686 ≈ 0.8557.
N Cluster reflection Cluster line reflection Local moves Ref. [135]
54 3.705± 0.001 3.707± 0.003 3.7023± 0.0005 3.694± 0.009
81 3.993± 0.001 4.001± 0.005 3.9917± 0.0006 3.986± 0.009
108 4.167± 0.001 4.162± 0.004 4.1684± 0.0006 4.171± 0.009
162 4.383± 0.001 4.378± 0.005 4.3839± 0.0007 4.369± 0.006
216 4.512± 0.001 4.517± 0.004 4.5119± 0.0007 4.509± 0.004
326 4.666± 0.001 4.667± 0.005 4.6659± 0.0008 4.665± 0.004
432 4.755± 0.001 4.754± 0.003 4.7547± 0.0007 4.755± 0.003
648 4.859± 0.001 4.862± 0.003 4.8603± 0.0008 4.863± 0.003
864 4.922± 0.001 4.925± 0.003 4.9221± 0.0007 4.917± 0.005
80
below. A precise definition of the model employed, along with accurate numerical data for different
derivatives of the free energy as a function of Γ and α∗, are provided in Ref. [137], making this
an ideal starting point for testing purposes. Moreover, the tabulated data refer to a finite number
of particles, N = 600, simulated in the canonical ensemble, so any numerical comparison does not
involve extrapolations to the thermodynamic limit.
Unfortunately, I found that the numerical data presented in Ref. [137] contain systematic devi-
ations, for all properties listed and all parameter values. To remedy this situation, and to provide
a data set that can serve as a reference for future simulations in hyperspherical geometry, my
advisor Erik Luijten implemented an independent Metropolis-type Monte Carlo simulation of this
model and used it to perform accurate simulations for a representative subset of the data listed in
Ref. [137]. I have confirmed that my implementation of the hyperspherical GCA yields results that
are in accurate agreement with the result obtained from the conventional Monte Carlo simulations.
For completeness, I start with a precise definition of the Yukawa one-component plasma on a
hypersphere S3. For a system with radius R, volume Λ given by Eq. (5.2), and number density
ρ = N/Λ, the ionic radius aS3ion ≡ ψ0R is obtained from the space-filling condition NvS
3
= Λ, where
vS3 is the single-particle volume in S3,
vS
3
= 2piR3d(ψ0) , (5.5)
with
d(ψ0) = ψ0 − sin(ψ0) cos(ψ0) . (5.6)
Thus, in terms of the number density ρ = N/Λ, ψ0 is found from
2piρR3d(ψ0) = 1 , (5.7)
The separation between a pair of particles located at ri = (xi, yi, zi, ti) and rj = (xj , yj , zj , tj), re-
spectively, is their geodesic distance Rψ ≡ R arccos((ri·rj)/R2) (cf. Eq. (5.4)) and the exponentially
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decaying potential vα in Euclidean space is replaced by the pair potential vS
3
α ,
vS
3
α (ψ) =

1
R
sinh(ω(pi − ψ))
sin(ψ) sinh(ωpi)
− 4pi
α2Λ
for αR ≥ 1 ,
1
R
sin(ω(pi − ψ))
sin(ψ) sin(ωpi)
− 4pi
α2Λ
for αR < 1 ,
(5.8)
with ω =
√|α2R2 − 1|. Note that the argument ωpi in the denominator is misprinted as ωψ for
both cases in Ref. [137] (but stated correctly when originally derived as equations (4.8) and (4.9)
in Ref. [136]). The potential energy then follows from a pairwise sum,
βV S
3
=
βq2
2
N∑
i=1
∑
j 6=i
vS
3
α (ψij) +NβA . (5.9)
The additive constant comprises two contributions,
βA = βAOCP + βδA , (5.10)
where AOCP is the one-component plasma (or α = 0) contribution (first derived as equation (4.38)
in Ref. [136]),
βAOCP = − 910Γ−
3Γ
4piR∗
+
Γ
2R∗d(ψ0)
[
3
2
+ sin2(ψ0)− ψ0 sin
2(ψ0)
d(ψ0)
]
. (5.11)
Here R∗ = R/aS3ion = 1/ψ0 is the reduced radius and the coupling constant is now defined in terms
of the hyperspherical ionic radius, Γ = βq2/aS3ion. The second contribution in Eq. (5.10) depends
on the reduced screening parameter α∗ = αaS3ion,
βδA =

Γ
2
(
3
2piR∗
− ω coth(ωpi)
R∗
− 4pi
α∗2Λ∗
)
for αR ≥ 1 ,
Γ
2
(
3
2piR∗
− ω cot(ωpi)
R∗
− 4pi
α∗2Λ∗
)
for αR < 1 ,
(5.12)
where Λ∗ = Λ/(aS3ion)
3 is the reduced volume. This is Eq. (3.6) in Ref. [137], but note that the
αR < 1 term contains a misprint (the correct form appears as equation (4.42) in Ref. [136]).
In the simulations, I focus on derivatives of the excess free energy per particle f with respect
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to Γ and α∗, respectively, which are given by
Γ
∂f
∂Γ
=
1
N
〈
βV S
3
〉
, (5.13)
∂f
∂α∗
=
1
N
〈
βWS
3
〉
, (5.14)
where the angular brackets indicate thermodynamic averages. The functional WS3 is given by
βWS
3
= N(∂βA/∂α∗)− Γ
2
N∑
i=1
∑
j 6=i
wS
3
α (ψij) . (5.15)
Since the first term in Eq. (5.10) is independent of α, the derivative of βA follows from Eq. (5.12),
∂βA
∂α∗
=

Γ
2
[
4
piα3R3
+
αR
ω
(
ωpi
sinh2(ωpi)
− coth(ωpi)
)]
for αR ≥ 1 .
Γ
2
[
4
piα3R3
− αR
ω
(
ωpi
sin2(ωpi)
− cot(ωpi)
)]
for αR < 1 .
(5.16)
This is Eq. (3.10) in Ref. [137], but note that there is a sign error in the expression for αR < 1.
Lastly, the pair function wS3α (ψij) appearing in Eq. (5.15) is given by
wS
3
α (ψij) =

piαR
ω
cosh(ωpi) sinh(ω(pi − ψ))
sin(ψ) sinh2(ωpi)
− αR
ω
(pi − ψ) cosh(ω(pi − ψ))
sin(ψ) sinh(ωpi)
− 4
piα3R3
for αR ≥ 1 ,
− piαR
ω
cos(ωpi) sin(ω(pi − ψ))
sin(ψ) sin2(ωpi)
+
αR
ω
(pi − ψ) cos(ω(pi − ψ))
sin(ψ) sin(ωpi)
− 4
piα3R3
for αR < 1 .
(5.17)
This is Eq. (3.9) in Ref. [137], but note that the sign is reversed for the first two terms in the
expression for αR < 1 and that the argument ωpi is misprinted as ωψ in the denominator of the
second term in both cases.
Caillol and Gilles [137] have systematically studied this model for a large range of the coupling
parameter 0.10 ≤ Γ ≤ 100 and for a reduced screening parameter 0.10 ≤ α∗ ≤ 6.0. Here, I employ
the same range for α∗ and concentrate on Γ = 0.10 and Γ = 10. Following Ref. [137], my system
contains N = 600 particles in all simulations. For each combination of Γ and α∗, I equilibrate the
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Figure 5.4: Derivative of the free energy per particle with respect to the reduced screening param-
eter α∗ for the Yukawa one-component plasma at coupling constant Γ = 0.10, as a function of α∗.
The open circles are results obtained in this work via a Metropolis-type simulation for N = 600
particles. The open squares are data published in Ref. [137] for the identical system. Although the
data agree for the unscreened case (α∗ → 0) and for the strongly screened Yukawa one-component
plasma, there is a systematic deviation at intermediate values of α∗, as highlighted in the inset
(which displays ∂f/∂α∗[Ref. [137]] − ∂f/∂α∗[this work]). Independent simulations employing the
hyperspherical geometric cluster algorithm agree with the Metropolis-type simulations of this chap-
ter (open circles) within statistical error. All error bars are significantly smaller than the symbol
size.
system for 104 sweeps, followed by 106 production sweeps. A sweep consists of N Monte Carlo
steps and in each step a displacement attempt is made for one randomly selected particle. Thus,
each production run corresponds to 6 × 108 Monte Carlo steps. For Γ = 0.10 the acceptance rate
depends only very weakly on the maximum displacement, and was always larger than 90% in my
simulations. For Γ = 10, the maximum displacement was adjusted to yield acceptance rates ∼ 30%
for the smallest values of the screening parameter and ∼ 80% for the largest values of α∗. In each
simulation, I sample the free-energy derivatives Eqs. (5.13) and (5.14). To provide an impression of
the functional dependence of these derivatives on the screening parameter and to make a comparison
to the results of Ref. [137], I plot ∂f/∂α∗ for Γ = 0.10 in Fig. 5.4. As shown, there is a systematic
difference between the results of Ref. [137] and my data. I emphasize that results obtained by means
of the h-GCA agree within statistical error with my data obtained via Metropolis-type simulations
for all α∗. Moreover, the discrepancy cannot be attributed to the misprints identified in some of
the equations in Ref. [137] for αR = α∗R∗ < 1, since R∗ = 1/ψ0 ≈ 1/0.1993028778, so all data
points except α∗ = 0.10 and α∗ = 0.15 pertain to αR ≥ 1.
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Figure 5.5: Derivative of the free energy per particle with respect to the coupling constant Γ for the
Yukawa one-component plasma at Γ = 10, as a function of the reduced screening parameter α∗. As
in Fig. 5.4, the open circles are results obtained in this work via a Metropolis-type simulation for
N = 600 particles and the open squares are data published in Ref. [137] for the identical system.
Whereas the two data sets seemingly are in better agreement than for ∂f/∂α∗ at Γ = 0.10 (Fig. 5.4),
the inset (displaying Γ(∂f/∂Γ)[Ref. [137]] − Γ(∂f/∂Γ)[this work]) shows that the discrepancy is
of similar magnitude and is largest for intermediate values of α∗, although the position of the
maximum discrepancy has shifted to a larger α∗ with increasing Γ. Like for Γ = 0.10, independent
simulations employing the hyperspherical geometric cluster algorithm agree with the Metropolis-
type simulations of this chapter within statistical error. All error bars in the main figure are
significantly smaller than the symbol size. The error bars in the inset reflect the combined statistical
uncertainty.
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To extend this comparison to a significantly stronger coupling and to other thermodynamic
properties, I display Γ(∂f/∂Γ) as a function of α∗ for Γ = 10 in Fig. 5.5. As shown, the relative
discrepancy between the results of Ref. [137] and those of my Metropolis-type simulations is far
smaller than for ∂f/∂α∗. However, in absolute magnitude the discrepancy is similar. The maximal
difference between both data sets shifts to higher values of α∗ than in Fig. 5.4. This is due to
the increase in Γ, not to the difference in physical property; indeed, the maximum discrepancy
in ∂f/∂α∗ (not shown) exhibits a similar shift to higher values of α∗ when Γ is increased. The
results obtained by means of simulations employing the h-GCA agree again with those from my
Metropolis-type simulations within statistical uncertainty. For comparison purposes I provide the
numerical data for both free-energy derivatives in tabulated form in Appendix C.
5.4 Efficiency of the h-GCA
5.4.1 Rod–sphere mixtures
The GCA defined for periodic systems in Euclidean geometry stands out because of its ability to
accelerate simulations of size-asymmetric mixtures compared to conventional Monte Carlo simu-
lations [6]. In this section, I demonstrate that the h-GCA is capable of similar efficiency gains.
The standard test case for the standard GCA is a binary mixture of interacting spherical particles,
with the two components denoted as “large” and “small.” A large particle typically finds itself
surrounded by many small particles, hindering its diffusion. Rapid positional decorrelation can
be achieved in a Monte Carlo simulation through non-local moves, provided that these do not
have a vanishingly small acceptance rate—precisely what the GCA guarantees. For the h-GCA, I
demonstrate that rapid orientational decorrelation can be achieved as well. Therefore, I consider
a mixture of small spherical particles and large rodlike particles. The rigid rods are composed
of l spherical monomers of diameter σ stacked linearly with a center-to-center spacing σ between
neighboring monomers (Fig. 5.6). The small spheres have diameter σ′. The small spheres and the
monomers forming the rods all have hard-sphere interactions. Both the aspect ratio l of the rod
and the diameter ratio α ≡ σ/σ′ of the monomers and the small spheres affect the decorrelation
time, so I will study the role of both parameters in my comparison of h-GCA and Metropolis-type
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Figure 5.6: Schematic illustration of the arrangement of spherical monomers into a rigid rod, as
employed in the efficiency tests of the hyperspherical geometric cluster algorithm.
simulations.
In the cluster algorithm, I employ reflections in randomly oriented planes. Each cluster move
starts with a rod—this is possible without loss of ergodicity since the small spheres will relax
due to overlaps with rods. In the local-move algorithm (conventional Monte Carlo), either a rod
or a small sphere is selected for a trial move with 50% probability. With increasing density the
maximum translations and rod rotations are tuned such that the order-parameter autocorrelation
time (defined below) is minimized.
To quantify the computational effort required to simulate each system, I characterize the ar-
rangement of the rods through an order parameter based on the second Legendre polynomial,
1
N(N − 1)
∑
i
∑
j 6=i
(
3
2
[
si · sj − (si · rj)(sj · ri)1 + ri · rj
]2
− 1
2
)
, (5.18)
where ri is the four-dimensional unit vector on the surface of the hypersphere denoting the position
of particle i and si is the four-dimensional vector tangential to the surface of the hypersphere
serving as the director of rod i; the sums run over all rods. This is very similar to the nematic
order parameter [138], except that the relative orientations of the rods are evaluated pairwise,
rather than being compared to a global director. Furthermore, the second term within the square
brackets is a geometric correction that accounts for the fact that the directors si and sj belong to
different tangent spaces for ri 6= rj , due to the curvature of the hyperspherical surface. Inclusion
of this term, which is derived in Appendix A.5, is equivalent to evaluating the dot product of the
two directors after they are brought together without rotation along their common geodesic. The
autocorrelation time of this parameter, expressed in CPU time, is a measure for the effort required
to generate independent configurations.
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Figure 5.7: Efficiency comparison between conventional Metropolis Monte Carlo simulations and
the hyperspherical GCA, for a mixture of rods and spherical particles, as a function of rod–sphere
size asymmetry. The rods have length 10σ and diameter σ. The spherical particles have diame-
ter σ/α. Both species are present at a volume fraction of 5%. The figure displays the autocorrelation
time of the order parameter Eq. (5.18), describing the arrangement of the rods, as a function of the
diameter ratio α. As the small particles are decreased in size (i.e., α is increased), their number
is increased to keep their volume fraction constant. For conventional simulations, the autocorre-
lation time increases more rapidly than the number of particles in the system as the rods become
trapped in an environment of finely dispersed small spheres. The h-GCA does not suffer from this
slowdown and is capable of decorrelating systems with diameter ratios as large as α = 9, i.e., with
small-sphere diameter 90 times smaller than the length of the rods. Even at a modest diameter
ratio of α = 2 the h-GCA produces decorrelated samples nearly 8 000 times more efficiently than
conventional Monte Carlo simulations.
First, I vary the diameter ratio α by systematically reducing the size of the small spheres while
keeping their volume fraction constant. The system contains 100 rods, each 10 monomers long,
at a volume fraction of 5%. Computing the volume of a monomer via Eqs. (5.5) and (5.6) with
ψ0 = σ/(2R) and the volume of the hypersphere surface via Eq. (5.2), I fix the radius of the
hypersphere at 8.0932σ. In successive simulations, the small-sphere diameter σ′ is decreased such
that the diameter ratio α varies from 1 to 9. At the same time, the number of small spheres is
increased as α3 from 1 000 to 729 000 to maintain their volume fraction at 5% as well.
Figure 5.7 displays the autocorrelation time [7, 139] of the order parameter Eq. (5.18) as a
function of α. Clearly, the CPU time per sample increases with α owing to the increasing number
of particles. However, for simulations that employ the Metropolis Monte Carlo algorithm the
autocorrelation time increases even faster, as it becomes more difficult to move the rods embedded
in a finely dispersed environment of small particles. Indeed, the simulations become prohibitively
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slow even for moderate α. This contrasts starkly with the efficiency of the h-GCA, for which
the order-parameter autocorrelation time increases only slowly with α. As for the GCA [6], this
efficiency difference results from the ability of the algorithm to realize non-local displacements
without rejection, along with the preferential updating of those small particles that influence the
large species. As shown in Fig. 5.7, at α = 1, the h-GCA is O(100) faster than the conventional
simulations; for α = 2 this speed-up has already increased to nearly a factor O(104).
Next, I examine the effect of rod aspect ratio on the efficiency of both conventional Monte Carlo
and h-GCA simulations. In these tests, I vary the rod length from two to ten monomers while
keeping the size of the monomers and the spherical particles constant. To maintain a constant
rod volume faction, their number is adjusted such that all systems contain a total of 960 rod
monomers. The hypersphere radius is set to 7.9838σ to achieve a volume fraction of 5%. The
small spheres have a diameter equal to that of the monomers, σ′ = σ, and I consider two different
small-sphere volume fractions φs = 0.05 and 0.15, corresponding to systems with 960 and 2 880
spherical particles, respectively. In the conventional simulations I choose the maximum translation
and rotation to minimize the autocorrelation time; this ranges from a maximum translation of σ
and a uniformly chosen random orientation for the shortest rods at the lower volume fraction to
a maximum translation of 0.2σ and a maximum rotation of 2◦ for the longest rods at the higher
volume fraction.
I find that the h-GCA performs more efficiently than conventional Monte Carlo for both volume
fractions and for all rod lengths within the range considered. At the lower volume fraction of
small spheres, φs = 0.05, the autocorrelation time of the order parameter increases approximately
exponentially with rod length for conventional Monte Carlo simulations (Fig. 5.8). This mirrors the
corresponding decrease in the observed acceptance rate. On the other hand, the h-GCA simulations
exhibit almost no decrease in efficiency with increasing rod aspect ratio. The autocorrelation time
even decreases as the length of the rods is increased from 2σ to 6σ; this results from variation in
average cluster composition. At the higher sphere volume fraction, φs = 0.15, the simulation time
per sample is longer for both algorithms due in part to the larger number of small particles affected
by each rod displacement. To deemphasize this effect, Fig. 5.8 displays the autocorrelation time
normalized by the number of small spheres. Thus, for each rod length the difference between the
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Figure 5.8: Efficiency comparison between conventional Metropolis Monte Carlo simulations and
the hyperspherical GCA, for a mixture of rods and spherical particles, as a function of rod aspect
ratio. The spherical particles as well have the rods have diameter σ. Both species are present at
a constant volume fraction of 5%. The autocorrelation time of the order parameter Eq. (5.18) is
displayed as a function of rod length, for two different volume fractions φs of spherical particles. To
facilitate comparison (at fixed rod length, and for a given algorithm) of the two volume fractions,
the autocorrelation time is normalized by the number of spherical particles (960 at φs = 0.05 and
2 880 at φs = 0.15). At all rod lengths and for both volume fractions the h-GCA outperforms
conventional Monte Carlo simulations by up to two orders of magnitude. For additional discussion
see the text.
results for φs = 0.05 and φs = 0.15 (comparing results obtained with the same algorithm) is due
to the increased obstruction of rods as they find themselves in an environment containing more
spheres. Although the h-GCA simulations remain considerably more efficient than Metropolis
Monte Carlo even for the higher small-sphere volume fraction, they do exhibit an exponential
increase of the autocorrelation time with increasing rod length. This results from the fact that
this system approaches the percolation threshold, where most clusters contain nearly all the rods
in the system; for rod length 10σ and φs = 0.15, on average 97% of the rods (and 56% of the small
spheres) belong to the cluster.
5.4.2 One-component systems
Besides size-asymmetric mixtures, the h-GCA also can be more efficient for certain one-component
systems. To illustrate this, I simulate monodisperse hard rods on a spherical surface using the
2D h-GCA with unbiased reflections in lines passing through the center of the sphere (which are
sufficient to relax the orientational degrees of freedom, owing to the Gaussian curvature of the
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surface). Each rod is composed of circular monomers, assembled as in Fig. 5.6. Their total area
fraction is varied from 0.05 to 0.30 and I consider rod lengths ranging from 2σ to 21σ. The number
of rods is varied to keep the total number of monomers 2520. To monitor the simulation efficiency,
I measure the autocorrelation time of the nematic order parameter Eq. (5.18). For comparison
purposes, I simulate the same systems using local moves, employing 13 different combinations of
maximum displacement and maximum rotation. For each rod length and volume fraction, I choose
the shortest autocorrelation time of the 13 runs.
In the simulations with local moves, the autocorrelation time increases monotonically and near-
exponentially with both rod length and area fraction (leveling off for systems with both long rods
and high area fraction). When cluster moves are used, the autocorrelation time is approximately
constant as a function of concentration for systems of short rods and as a function of rod length
for low concentrations. However, when a certain threshold area fraction is reached (near 0.30 for
rod length 4σ, decreasing to area fraction 0.10 for rod length 21σ) the autocorrelation time starts
to increase steeply. This threshold correlates with an average cluster size of approximately 10% of
all rods. Since the cluster size distribution is bimodal, the threshold likely signals the appearance
of very large clusters that contain almost all rods. Comparison of local moves and cluster moves
shows that their efficiency is comparable below this threshold, as the typical cluster size is small.
However, near the threshold, where clusters take an intermediate size, the h-GCA is considerably
more efficient, with autocorrelation times that are at least 20 times shorter than in the conventional
Monte Carlo algorithm. At higher area fractions and rod lengths, this advantage disappears until
local moves have a twice shorter autocorrelation time for rods ≥ 10σ at area fraction 0.30.
Similarly, the h-GCA can also increase the efficiency of simulations of aggregating particles.
Whereas conventional Monte Carlo algorithms move one particle at a time, the h-GCA proposes
non-local moves that enable large-scale restructuring of aggregates [140]. For completeness, I note
that since the introduction of the GCA [6], related algorithms have been proposed for systems
of attractive particles undergoing self-assembly. In these, the notion of constructing correlated
collective moves put forward in the GCA is combined with a Metropolis-style acceptance crite-
rion [113–116]. Specifically, clusters of particles are built according to a weaker interaction than
the real interaction between the particles. The proposed cluster move is then subject to an accep-
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tance criterion to account for the energy change that is ignored during the cluster construction.
This approach accelerates the rearrangement of aggregates of strongly interacting particles, despite
the inclusion of rejection. Furthermore, once the rejection-free notion is dismissed, it is no longer
necessary to employ transformations that are self-inverse. This has the advantage that internal
degrees of freedom of an aggregate can be relaxed by, e.g., shifting a subset of the aggregate over
a small distance.
5.5 Effects of Hyperspherical Geometry
Having established in Sec. 5.4 that the h-GCA is more efficient than conventional methods for a
variety of systems, I address its requirement that the simulations be conducted in hyperspherical
geometry. The intrinsic curvature of this geometry introduces finite-size effects that must be
compared to those encountered in simulations carried out in Euclidean geometry.
Simulations performed using either periodic boundary conditions or hyperspherical boundary
conditions (HBC) display ensemble-dependent finite-size effects. In addition, the use of PBC leads
to finite-size effects arising from the anisotropy introduced by the periodic lattice of cells, whereas
the use of HBC leads to finite-size effects owing to the intrinsic curvature of the space. To illustrate
the latter, I consider the second virial coefficient. Calculation of this coefficient involves a volume
integration. The difference between Euclidean geometry and hyperspherical geometry for this
integration is borne out by the difference in the surface area of a spherical shell of radius r. On a
hypersphere of radius R, this shell has a surface area
4piR2 sin2(r/R) ≈ 4pir2
(
1− r
2
3R2
)
. (5.19)
Thus, the first-order correction to Euclidean geometry scales as O(R−2). This causes the sec-
ond virial coefficient to exhibit a corresponding system-size dependent deviation from its value
in Euclidean geometry. Indeed, it was derived for a Lennard-Jones fluid of N particles that, at
constant density, this correction scales with system size as R−2 ∝ N−2/3, with similar corrections
for other thermodynamic properties, including the internal energy per particle, the pressure, and
the constant-volume heat capacity [135].
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Figure 5.9: Finite-size behavior of the internal energy per particle for a Lennard-Jones fluid in
Euclidean geometry with periodic boundary conditions and in hyperspherical geometry. Both
curves approach the same thermodynamic limit U0, with power-law finite-size corrections (cf. inset)
that agree with theoretical predictions (see text for further discussion).
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Figure 5.10: Comparison of the radial distribution function for a Lennard-Jones fluid in periodic
Euclidean geometry (PBC) and in hyperspherical geometry (HBC). Even for the smallest system
size (N = 50), the structural differences are very small, demonstrating that the local structure is
not strongly affected by curvature effects. For the larger system (N = 12 800) the differences are
undetectable. Interestingly, at larger separations the system in Euclidean space exhibits stronger
finite-size deviations (see inset), which I ascribe to the anisotropic nature of the boundary condi-
tions.
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Finite-size effects in hyperspherical geometry have also been reported To illustrate these finite-
size effects, I simulate a Lennard-Jones fluid (particle diameter σ) with a potential cut off at 2.5σ,
at a coupling strength ε = (2/3)kBT and a number density ρ = 0.2σ−3. I vary the number of
particles from N = 50 to N = 102 400 and perform the simulations under PBC as well as under
HBC. For PBC, the average internal energy per particle U(N) for N > 100 is well described by
U(N) = U0 +aNx with scaling exponent x = −1.002±0.006 and U0 = −0.79849 (1). On the other
hand, for HBC I find U0 = −0.79847 (2) and x = −0.686± 0.001. While observing the agreement
in the thermodynamic limit for both geometries, I also note that the scaling exponent for HBC is
likely an effective exponent caused by the relatively close vicinity of several finite-size corrections.
Indeed, it is expected that [135]
U(N) = U0 + U1Nx + U2N−1 + U3N2x + . . . , (5.20)
with x = −2/3. In a non-linear least-squares fit of all HBC data in which the exponent of the
regular scaling correction is kept fixed at −1 (to avoid interference with the other corrections) I
find U0 = −0.79846 (2), consistent with the fits above containing only a single correction term, and
x = −0.676± 0.006, within two standard deviations of the predicted power-law. The approach to
the thermodynamic limit, for both PBC and HBC, is illustrated in Fig. 5.9. Whereas the internal
energy approaches the thermodynamic limit more slowly for HBC than for PBC, the differences
are small for structural properties such as the radial distribution function, even for the smallest
system, see Fig. 5.10. This makes simulations employing HBC equivalent to those employing PBC
when the local structure of a fluid state must be determined [5].
for other systems. In Ref. [141], the internal energy of the Yukawa one-component plasma of
Sec. 5.3.4 was found to exhibit corrections proportional to N−2/3 for coupling strengths Γ ≤ 3,
whereas for stronger couplings the leading correction was found to scale as N−1. On the other hand,
for the restricted primitive model in hyperspherical geometry the internal energy per particle was
reported to exhibit no significant finite-size effects, even for moderate system sizes [131,142].
One concern that arises in the use of hyperspherical geometry is the formation of defects.
Indeed, for spherical particles with a soft, purely repulsive potential, a comparison of PBC and
HBC confirmed that HBC artificially inhibit crystallization, whereas PBC artificially promote
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crystallization due to the periodicity of the space [143]. Likewise, spherical boundary conditions can
affect liquid-crystalline order by inducing topological defects, as was observed for 2D simulations on
a sphere [144]. However, whereas such defects are guaranteed to exist in S2 by the Poincare´–Hopf
theorem, the hypersphere surface S3 is parallelizable [99], which implies that global defect-free
nematic order can be achieved. Nevertheless, it remains an open question whether the strain
generated by the intrinsic curvature of this geometry affects the formation of nematic order and to
what extent this is influenced by the choice of projection, as discussed in Appendix B.2.
5.6 Conclusions
In summary, I have presented an extension of the geometric cluster algorithm [6] to hyperspherical
geometry. In contrast with simulations performed under periodic boundary conditions, this isotropic
space permits the use of geometric transformations in the cluster construction process that relax all
degrees of freedom of anisotropic particles. Thus, an ergodic, rejection-free Monte Carlo scheme of
general applicability is obtained. As first illustrated for tetrapodal particles [5], this hyperspherical
geometric cluster algorithm accelerates the simulation of size-asymmetric mixtures of anisotropic
particles by several orders of magnitude compared to conventional Metropolis Monte Carlo or
molecular dynamics simulations. I have demonstrated the validity of this scheme for a broad range
of models, including dimers in two- and three-dimensional space, the Lennard-Jones fluid, and the
one-component Yukawa plasma. For the latter two systems, I have provided benchmark results
against which future implementations can be compared. Furthermore, I have discussed a variety
of implementation details, ranging from the use of the cell index method in hyperspherical geom-
etry to the use of the quaternion notation to realize geometric transformations. The efficiency of
this algorithm has been examined for rod–sphere mixtures, both as a function of rod aspect ratio
and as a function of rod–sphere diameter ratio. In addition, I have demonstrated that even for
one-component systems, the new algorithm can yield significant efficiency improvements. Lastly,
for those situations where use of periodic boundary conditions in Euclidean geometry is preferred,
I have derived a variant of the original geometric cluster algorithm that is no longer rejection-free
but is capable of relaxing orientational degrees of freedom.
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CHAPTER 6
PRESSURE CALCULATION WITH
DIELECTRIC OBJECTS
6.1 Introduction
New methods to calculate polarization charge have made it possible to simulate systems with in-
homogeneous dielectric constant, including methods for both stationary [145–147] and mobile [53]
polarizable objects. These methods make it relevant to compute the pressure in such systems. This
calculation involves forces between composite objects containing both free and induced charges,
where the latter represent a many-body effect that requires careful consideration. It is the purpose
of this chapter to derive a prescription for computing the pressure in systems with inhomoge-
neous dielectric constant, and I numerically confirm the correctness of this prescription via direct
comparison to the thermodynamically computed pressure.
I begin by reviewing the techniques already known in the literature that are relevant to a system
of charged objects. Simulation with long-range electrostatics typically requires periodic boundary
conditions (PBC), but pressure calculation with PBC introduces subtleties that are not covered
in standard textbooks, and the literature on this topic will often make claims without citation to
all earlier sources. Therefore, I review the derivation of the virial calculation in periodic systems
in Sec. 6.2.1, paying particular attention to do justice to the historical record. I briefly review the
technique behind pressure calculation with lattice-sum electrostatics methods in Sec. 6.2.2, and,
since dielectric objects are charged composite objects, I address the additional techniques needed
for molecules in Sec. 6.2.3. These last two topics are treated in great detail in Ref. [148], but I take
a simplified approach that emphasizes intuition and the connection to the fundamental definitions.
Subsequently, I address charged dielectric objects in Sec. 6.3. Since the interaction between
dielectric objects is many-body, I review that pressure can be calculated with a general many-
body interaction if it is short-ranged, which implies that the dielectric interaction is a special
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case requiring its own derivation. However, I show that no new technique is required, but that
after calculation of the polarization charge using one of several recent methods, the pressure for
this system may be calculated using standard electrostatics techniques. I first make an intuitive
argument, and then I support this intuitive argument using two analytical examples and a numerical
simulation of a complicated system.
6.2 Pressure calculation with charged composite objects
6.2.1 Periodic boundary conditions
Fundamental formulas without PBC
Since this most typical implementations of long-range electrostatics use periodic boundary con-
ditions, I address the subtleties that are introduced when PBC are applied to a system. The
fundamental concepts are easier to convey without PBC, I first derive the formulas that apply to
non-periodic systems. Then I show how these must be modified to account for PBC. There are
two physical definitions of pressure, the mechanical definition and the thermodynamic definition,
that lead to two equivalent mathematical formulas. When periodic boundary conditions (PBC)
are used, these formulas must be modified in different ways to be valid in the new system. The
subtleties arise in the modification to PBC.
The mechanical definition of pressure is the momentum flux density divided by the number of
spatial dimensions [149–154]. Momentum flows as molecules move and as particles interact through
interparticle forces. Each particle with mass mi and velocity vi transfers momentum at the rate
miv2i from its momentum mivi traveling at a velocity vi. Each pair interaction between two
particles i and j transfers momentum at a rate Fij · rij , since the force Fij , which is the time rate
of change of momentum, transfers across a displacement rij . This definition leads to this formula
for the instantaneous pressure of a system of N particles:
P = 1
3V
 N∑
i
miv2i +
1
2
N∑
i=1
N∑
j=1
j 6=i
Fij · rij
 , (6.1)
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The factor 1/3 results from an average over all three Cartesian directions, and the factor 1/2 before
the second term compensates for the double-counting of both permutations of i and j labels for
each interacting pair. The first term defines the kinetic pressure:
Pkin = 13V
N∑
i
miv2i . (6.2)
The second term, excluding the initial factor 1/3V , defines the virial:
W = 1
2
N∑
i=1
N∑
j=1
j 6=i
Fij · rij . (6.3)
As written, this formula requires pairwise additivity, but it may be modified to accommodate
many-body interactions, as I mention in Sec. 6.3.1.
Using the thermodynamic definition, a pressure function of a different form can be derived.
The thermodynamic definition is the negative of the volume derivative of the Hamiltonian. This
definition is valid in every Gibbsian ensemble [155], but I present the derivation in the canonical
ensemble,
P ≡ −
(
∂F
∂V
)
N,T
=
kBT
Z
(
∂Z
∂V
)
N,T
, (6.4)
where Z is the partition function and kB is Boltzmann’s constant. (See Refs. [155,156] for deriva-
tions in the microcanonical ensemble.) Using Eq. (6.4), I derive an instantaneous pressure function
P whose ensemble average is P . To do so, I define the volume derivative of an instantaneous config-
uration of particles, specifically, how the particles move in response to a change in volume. There
is freedom in this choice, provided that the vector field defining the particle movement corresponds
to a bijective projection [156]. Here, I choose to scale the particles according to a uniform, affine
expansion of space. For simplicity I consider a system in a cubic box of side length L. I give each
coordinate the volume dependence [157] ri = V 1/3si = Lsi, where si is volume independent. I
introduce the total potential energy of the system as a function of all particle positions U({r}),
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which explicitly does not require pairwise additive interactions. Using Eq. (6.4), I derive
P =
kBT
Z
d
dV
∫ L
0
∫ L
0
∫ L
0
d3r1 · · ·
∫ L
0
∫ L
0
∫ L
0
d3rN exp [−U({r})/kBT ]
=
kBT
Z
d
dV
V N
∫ 1
0
∫ 1
0
∫ 1
0
d3s1 · · ·
∫ 1
0
∫ 1
0
∫ 1
0
d3sN exp [−U({r})/kBT ]
=
NkBT
V
+
kBTV
N
Z
∫ 1
0
∫ 1
0
∫ 1
0
d3s1 · · ·
∫ 1
0
∫ 1
0
∫ 1
0
d3sN exp [−U({r})/kBT ]
(
− 1
kBT
dU({r})
dV
)
=
NkBT
V
−
〈
dU({r})
dV
〉
. (6.5)
Here, I have rewritten the thermodynamic partial derivative as a full derivative of the config-
uration integral to make clear the implicit volume dependence of each position vector ri. The
angular brackets denote the ensemble average. I define the instantaneous pressure function for the
thermodynamic definition of pressure via removing the ensemble average from Eq. (6.5),
P = NkBT
V
+
dU({r})
dV
. (6.6)
This may be compared to Eqs. (6.1) through (6.3) via a substitution of terms. The first term
in Eq. (6.6) is the kinetic pressure, Pkin = NkBT /V , in which I substitute the instantaneous
temperature T for the kinetic energy using the relationship Ekin = 32NkBT , which is valid for a
system of spherical atoms (molecules will be discussed in Sec. 6.2.3). Thus Pkin can be defined in
terms of the particle velocities, as
Pkin = 2Ekin3V =
1
3V
N∑
i=1
mi|vi|2 . (6.7)
This result is identical to Eq. (6.2). This equality holds true also in other ensembles where Pkin =
NkBT/V does not hold. For example, the ensemble for a molecular dynamics simulation at constant
NV E contains the additional constraint of zero center-of-mass momentum which, requires the E–T
relationship to become Ekin = 32(N−1)kBT due to the loss of three degrees of freedom. However, the
conservation of another quantity related to Galilean boosts [158], termed G, requires the kinetic
pressure to obey Pkin = (N − 1)kBT/V , which restores the relationship expressed in Eqs. (6.2)
and (6.7). The second term in Eq. (6.6) defines the virial in a form, which depends only on the net
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force on each particle, and does not require pairwise interactions,
W = −3V dU({r})
dV
= −3V
N∑
i=1
∇iU({r}) · dridV =
N∑
i=1
ri · Fi , (6.8)
where ri is the position of particle i and Fi is the force on particle i due to all other particles. If
the interactions are pairwise, (Eq. (6.8) is equivalent to Eq. (6.3) through
N∑
i=1
ri · Fi =
N∑
i=1
N∑
j=1
j 6=i
ri · Fij = 12
N∑
i=1
N∑
j=1
j 6=i
(ri · Fij + rj · Fji) = 12
N∑
i=1
N∑
j=1
j 6=i
rij · Fij , (6.9)
where the last step makes use of Newton’s third law, Fij = −Fij .
Modifications needed for PBC
I now introduce periodic boundary conditions. The kinetic pressure (Eq. (6.2) requires no modifi-
cation, but the virial must be modified to account for the additional interactions that act across the
periodic boundaries. This was first stated by Wood [159] and later derived explicitly by Erpenbeck
and Wood [150]. Under the mechanical definition, it is intuitive that the virial calculation must
include not only the pair interactions between all particles in the main cell but also the interaction
of each particle in the main cell with all periodic images within the interaction range. Therefore,
Eq. (6.3) is modified to
W = 1
2
N∑
i=1
N∑
j=1
j 6=i
rij · Fij + 12
∑
n∈Z3
n6=0
N∑
i=1
N∑
j=1
(rij + Ln) · Fijn , (6.10)
where Fijn = −∇ju(|(rij +Ln|) for the pair interaction energy u(r). 1 This is often written in the
more compact notation,
W = 1
2
N∑
i=1
N∑
j=1
∑
n∈Z3
′ (rij + Ln) · Fijn , (6.11)
where the primed summation implies the condition n 6= 0 when i = j. This notation makes plain
that the virial is the sum of the dot product of force and displacement for every interacting pair of
particles, excluding a particle’s interaction with itself (i = j, n = 0) but including its interactions
1This is using modern notation for the virial; Wood’s formula differs by a sign.
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with its own images (i = j, n 6= 0). Generalization to general triclinic periodic cells is given
in Refs. [62, 148, 156], though Eqs. (9) and (11) of Ref. [62] require a factor 1/2 on their second
terms to correctly calculate the virial for particles that have interactions with their own images.
Some authors imply incorrectly that Eq. (6.3), the non-periodic, pairwise formula, can be used to
calculate pressure in periodic systems [160–162], though Wood of Ref [160] is the first to present
the correct form later in Ref. [159]. A formula identical in form to Eq. (6.3) will correctly provide
the virial for a system in PBC under two conditions: that all interactions have a range shorter
than half the length of the shortest periodic cell edge and that the distance between particles rij
is interpreted to mean the minimum-image distance. The resulting formula,
W = 1
2
N∑
i=1
N∑
j=1
j 6=i
rijmin · Fijmin , (6.12)
may be derived from Eq. (6.11), where, due to the minimum-image convention, for each ordered
pair of particles (i, j), only one periodic image n will result in a nonzero force Fijmin ≡ Fijn,
namely, the one which produces the displacement rijmin ≡ rij + Ln of minimum length.
The thermodynamically derived virial, Equation (6.8), also requires modifications. Since Eq. (6.3)
may be reinterpreted as Eq. (6.12) when the minimum-image convention applies, one may suppose
that a similar reinterpretation may allow Eq. (6.8) to be used as written under PBC. This is not
possible because the potential energy function now has an additional dependence on the lattice
parameter L, requiring an additional term in the derivation of the virial formula,
W = −3V dU({r}, L)
dV
= −LdU({r}, L)
dL
= −L
[
N∑
i=1
∂U({r}, L)
∂ri
· dri
dL
+
(
∂U({r}, L)
∂L
)
{r}
]
=
N∑
i=1
ri · Fi − L
(
∂U({r}, L)
∂L
)
{r}
, (6.13)
where the force Fi here is the net force on particle i from all particles and periodic images. The
necessity of this extra term was first pointed out by Swenson [163] in the context of a quantum-
mechanical system with enforced periodicity in the wavefunction, and later reiterated by others
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in the context of molecular simulations [148, 162, 164]. Explicit dependence of the potential en-
ergy on volume is sometimes claimed only to arise in the context of long-range forces such as
electrostatics [161, 165]. However, the potential energy will vary with L even for systems with all
short-range interactions because changing L varies the distances between particles in the main cell
and periodic images. For pairwise interactions, I can derive an explicit form for the second term
of Eq. (6.13) [62,166],
−3V
(
∂U
∂V
)
{ri}
= −3V ∂
∂V
12
N∑
i=1
N∑
j=1
j 6=i
u(|rij |) + 12
N∑
i=1
N∑
j=1
∑
n∈Z3
n6=0
u(|rij + Ln|)

= −3V 1
2
N∑
i=1
N∑
j=1
∑
n∈Z3
n6=0
∇u(|rij + Ln|) · n dLdV
=
1
2
N∑
i=1
N∑
j=1
∑
n∈Z3
n6=0
Fijn · (Ln) . (6.14)
Note that the extra term does not have the form of the net force on each particle, but it depends
on the individual pair forces between particles and periodic images.
Lack of clarity in previous work
These subtle points regarding pressure calculation and PBC are not fully addressed in any modern
textbook. Textbooks from a theoretical viewpoint [167,168] present pressure calculation but do not
address periodic boundary conditions. The simulation textbooks Frenkel & Smit [100] and Landau
& Binder [169] present the pairwise form, Eq. (6.3), without an explicit statement that the distance
must be measured according to the minimum-image convention and that this simplification is only
valid for short-range forces. Tuckerman [165] implicitly assumes that periodic boundary conditions
are not present in the derivation of the pairwise form of the virial. Allen & Tildesley [170] warn
that the net-force form of the virial, Eq. (6.8), must not be used with PBC but do not explain
this statement. Hockney & Eastwood [171] provide the correct pairwise form of the virial for
PBC for interactions of any range (Eq. (6.10)) but do not explain its origin. Haile [154] provides
a comprehensive explanation of the virial calculation using the mechanistic definition of pressure
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as momentum flux for a non-periodic system, but only states the result for PBC without further
explanation. 2
In addition to the lack of clarity in textbooks, the literature shows that misconceptions are still
possible in this area. A paper by Hummer et al. [161] makes the surprising claim that there is
a numerical difference between a formula derived from the thermodynamic definition of pressure
and one derived from the mechanical definition. They simulated SPC/E water at different system
sizes and found a 1/N2 divergence in the mechanically-derived pressure for small system sizes that
was not present in the thermodynamically-derived pressure. Winkler [172] shows that this claim is
false, irrespective of the simulation results, since the two definitions of pressure are mathematically
equivalent. Hu¨nenberger [148] notes that the problem must lie with the treatment of periodic
boundary conditions. Ref. [161] does not clearly state the equations used for pressure in PBC,
but only provides the non-PBC versions. Besides the above [148, 172], more papers [62, 162] were
inspired to correct the ambiguity which eventually led to a method to calculate pressure with
many-body interactions [62].
6.2.2 Electrostatics
Since charged bodies and polarizable media require long-range electrostatic interactions, and I
review the techniques used to make this pressure calculation feasible. A direct summation of all
pair interactions in PBC requires an infinite number of terms, so lattice-sum methods such as the
Ewald method [170] are typically used. The Ewald method splits the interaction into three parts,
U = Ureal + Uself + UFourier. They are: a short-range interaction, the real-space part,
Ureal =
1
2
N∑
i=1
N∑
j=1
∑
n∈Z3
′ qiqj
4piεε0r
erfc(αrij) , (6.15)
and a long-range interaction, which is calculated in Fourier space,
UFourier =
1
2V εε0
∑
k 6=0
exp(−k2/4α2)
k2
∣∣∣∣∣∣
N∑
j=1
qj exp(ik · rj)
∣∣∣∣∣∣
2
, (6.16)
2There is also a small error in the final result, Eq. B.26, where the possibility of interactions with a particle’s own
images is neglected.
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where k = 2pim/L for m ∈ Z3, and a constant term, the “self-interaction”,
Uself = − α4piεε0
√
pi
N∑
j=1
q2j . (6.17)
The real part and the Fourier part are infinite series, but they converge quickly so that the real-
space interaction (Eq. (6.15)) may be cut off at a distance rcut, and the Fourier-space interaction
may be cut off at a maximum wavenumber kmax, both large enough to achieve the desired accuracy.
The parameter α controls the relative magnitude of the real-space and Fourier-space contributions
to the energy and is used to optimize the computational efficiency of the algorithm.
Like the energy, the virial is additive, so the virial can also be calculated as the sum of a
real-space part and a Fourier-space part (the self-interaction has no virial contribution). Since the
real-space part is a short-ranged pair interaction, its virial contribution may be calculated using
the pair forces via Eq. (6.10), or via Eq. (6.12) if the range is short enough for the minimum-image
convention to apply. The Fourier-space interaction is not amenable to a sum over pair interactions,
but its virial expression is derived using the volume derivative of the energy via Eq. (6.13),
WFourier = 12V ε0
∑
k 6=0
(
1
k2
− 1
2α2
)
exp(−k2/4α2)
∣∣∣∣∣∣
N∑
j=1
qj exp(ik · rj)
∣∣∣∣∣∣
2
. (6.18)
Alternatively, since the electrostatic interaction is a homogeneous function of the separation
distance between particles, u(r) = C|r|γ , where γ = −1, then the virial reduces to the potential
energy multiplied by a constant factor [173]:
Whom = −3V dU({ri})dV = −3V
d
dV
1
2
∑
i
∑
j
∑
n
′C|rij |γ

= −3V 1
2
∑
i
∑
j
∑
n∈Z3
′ γC|rij |γ−1 rij|rij | ·
rij
3V
= −γU({ri}) . (6.19)
This approach depends on an isotropic expansion of space, and so it cannot be used to calculate
the tensor components of pressure but can only calculate the scalar pressure.
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6.2.3 Molecules
Finally, I show how to calculate pressure with composite objects, or molecules. In this case, there
are multiple definitions of instantaneous pressure that produce the same ensemble average [174].
The two primary definitions used are the atomic definition and the molecular definition [170,174].
The atomic definition treats the atoms as the fundamental unit, since pair forces are typically
defined between individual atoms. The molecular definition treats the molecules as fundamental.
These two definitions have slightly different relaxation times in response to a perturbation [175].
The atomic definition produces realistic fluctuations, allowing for calculation of thermodynamic
quantities such as compressibility [174], while the molecular definition usually produces smaller
fluctuations, so that the ensemble average pressure can be calculated more precisely [164]. I present
these definitions without PBC. The extension to PBC is conceptually straightforward using the
principles of Sec. 6.2.1, but particular care must be taken if the molecules are large enough to
extend across the length of a periodic cell (see Refs. [148,156,164]).
Since the atomic definition treats each atom separately, the calculation must include all forces
on each atom, including all intramolecular forces such as constraint forces from rigid bonds [176].
The instantaneous pressure is a restatement of Eqs. (6.6)–(6.8) at the level of atoms,
P = 1
3V
N∑
i=1
ni∑
a=1
(
mai |vai |2 + rai · Fai
)
, (6.20)
where the notation mai signifies the mass of the ath atom of molecule i, which contains ni atoms;
likewise for position rai and velocity v
a
i . The pairwise form, analogous to Eq. (6.3), can be derived
via the use of Eq. (6.9) to separate the total force Fai into pairwise contributions.
The molecular definition of pressure arises naturally when performing the volume derivative of
the Hamiltonian (Eq. (6.5)) in a system containing rigid molecules. It is more physical to maintain
the rigid bond length between atoms of the same molecule, while the positions of the centers of
mass of the molecules expand or contract in space according to the volume change. Thus, centers
of mass of the molecules obey ri = Lsi, where si has no dependence on L, while each atom within
a molecule obeys rai = Lsi + d
a
i , where d
a
i is the displacement vector from the center of mass of
molecule i to its atom a. Using this dependence of the positions on the lattice parameter and the
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derivation of Eq. (6.5, I find a formula for pressure that is identical in form to the atomic definition
(Eq. (6.20)), except that it uses center-of-mass coordinates,
Pmol = 13V
N∑
i=1
(
mi|vi|2 + ri · Fi
)
, (6.21)
where I use the molecular mass mi =
∑ni
a=1m
a
i , the center-of-mass position ri =
1
mi
∑ni
a=1m
a
i r
a
i ,
the center-of-mass velocity vi = 1mi
∑ni
a=1m
a
i v
a
i , and the total force on a molecule Fi =
∑ni
a=1 F
a
i .
Intramolecular bonds do not enter into this calculation. Ciccotti and Rychaert [176] first published
the equivalence of Eqs. (6.20) and (6.21), for which they give credit to unpublished lecture notes of
Berendsen. For rigid molecules, the two Eqs. (6.20) and (6.21) are instantaneously equal, while for
flexible molecules, they are not instantaneously equal, but they produce the same ensemble average
pressure [176].
Besides the difference in virial, the kinetic pressure is also different between Eqs. (6.20) and (6.21).
The molecular pressure (Eq. (6.21)) only includes translational degrees of freedom of each molecule,
while the atomic definition (Eq. (6.20)) also includes the rotational degrees of freedom, since these
are composed of the included atomic translational degrees of freedom. The exclusion of rotational
degrees of freedom makes physical sense because the rotation or vibration of a molecule does not
transfer momentum in the time average, because the atoms must remain near one another for all
time. However, it is common to calculate the kinetic pressure using the instantaneous temperature
instead, since is it routinely calculated in most molecular dynamics codes. The temperature is
calculated via Ekin = 12DtotkBT , where Dtot is the total number of degrees of freedom. Subse-
quently, this temperature is used to calculate the kinetic pressure as Pkin = DtranskBT /V , where
Dtrans is the number of translational degrees of freedom. This procedure gives the correct pressure
in the ensemble average. It may be preferred since, for non-rigid molecules, the molecular virial
already sacrifices realistic fluctuations, so that there is no need to maintain the same for the kinetic
pressure.
For computational efficiency, the virial of the molecular pressure (second term of rhs of Eq. (6.21))
can also be calculated as the sum of the “site-site” virial and the “molecular correction,” [148,166,
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170,177]
Wmolec =
N∑
i=1
ri · Fi =Wsite-site +Wcorr . (6.22)
The site-site virial is
Wsite-site = 13V
N∑
i=1
ni∑
a=1
rai · F˜ai , (6.23)
where F˜ai is the net force on an atom with the intramolecular forces optionally neglected. These
forces may be neglected for convenience because the molecular correction,
Wcorr =
∑
i
ni∑
a=1
dai · F˜ai , (6.24)
cancels all included intramolecular forces. The molecular correction amends the virial calculation
as if the force on each atom were acting at the center of mass. The advantage of using the site-site
virial with the molecular correction is that F˜ai may be calculated without the need to specifically
exclude intramolecular interactions, which require knowledge of the molecular identities [148].
6.3 Pressure calculation with dielectric objects
6.3.1 Many-body interactions
A system of dielectric objects combines the aspects that complicate the pressure calculation. The
electrostatic interaction is long-ranged, and polarizability of the objects introduces pairwise non-
additivity. I first address the issue of pairwise non-additivity. It was claimed that many-body
interactions are uniquely difficult for pressure calculation in PBC [162], since the correct pressure
calculation in PBC requires the knowledge of individual pair interactions and cannot be calculated
with only the net force force of each particle (Eqs. (6.10) and (6.14)). Thus, non-pairwise inter-
actions fall outside the scope of these equations. However, Thompson et al. [62] showed that it
is possible to derive equations like those above to account for any many-body interaction of finite
range. The idea is as follows. A many-body interaction can be divided into interacting groups of n
particles, where n = 2 if the interaction is pairwise. It is clear how to define momentum flux for a
pair of particles. For an interacting n-body group of particles, it is possible to proceed via defining
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a point in space r to be the source of force for the n-body interaction, thus
Wn-body =
n∑
i
(ri − r) · Fki . (6.25)
The n-body interaction conserves momentum,
∑n
i F
k
i = 0; therefore, the defined point in space
r contributes no net momentum to the group of n particles; its position is arbitrary and need
not enter the calculation. From this point, the derivation of the exact formula for the virial is a
counting problem to ensure that the calculation includes only interacting groups associated with
one periodic cell. The details of this can be found in Ref. [62].
The technique of Thompson et al. [62] is applicable to any many-body interaction except those
of infinite range. Therefore, it reveals the dielectric interaction to be a special case beyond the reach
of this formula. It would appear that the only way forward is to develop a specialized formula via
taking the derivative of the potential energy function analytically as was done to develop the formula
for pressure of an electrostatic system using Ewald summation (Sec. 6.2.2). This is prohibitively
difficult, since the expansion of volume as part of the volume derivative will cause the polarization
of each dielectric body to change also. However, a simpler solution is available. I will show that the
pressure of the dielectric system is equal to the pressure of a system in which all of the polarization
charge induced is treated as free charge and the dielectric constant is treated as a uniform vacuum.
Therefore, the standard electrostatics techniques may be used to calculate the pressure once the
polarization charge is calculated.
6.3.2 Dielectric methods
Several existing methods calculate the polarization charge to represent the polarization of dielectric
objects [145–147], including the algorithm developed by my collaborator Kipton Barros [53]. For
efficiency reasons, these methods are specialized for systems in which the dielectric constant is
uniform except for discontinuous jumps at the boundaries between two media so that polarization
charge is present only at the boundaries. Each boundary are discretized into patches which tile the
surface, where each patch contains a point charge to represent its charge. The charge of each patch
is computed either by an iterative method [53,145,147] or by a precomputed matrix operation [146].
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After calculation of the polarization charges, these point charges can be used directly in lattice-
sum electrostatics routines to calculate the electric field and the electrostatic force acting on each
charge. This calculation depends on the fact that polarization charge creates an electric potential
and field according to the same Green function as the free charge. The first Maxwell equation [178],
∇ ·E = 1
ε0
(ρfree −∇ ·P) , (6.26)
where E is the electric field, ρfree is the free charge density, and P is the polarization, can be
rewritten as
∇2Φ = 1
ε0
(ρfree + ρpol) , (6.27)
where Φ is the electric potential and ρpol = −∇ · P is the polarization charge density, showing
that the free charge and the polarization charge are equivalent in the Laplace equation above.
This equation illustrates the physical principle that the polarization charge is a true accumulation
of charge [179] and that the polarization charge represents the entire dielectric response, so that
calculation of the total electric field from the free and polarization charges does not depend on the
spatially varying dielectric constant. Thus, the force on each charge, whether it is a free charge
or a polarization charge, can be found via treating all charges alike in an electrostatics routine
that assumes a uniform vacuum dielectric background. This implies that a system with dielectric
objects and a system with the same objects but with the polarization charge fixed at its proper
value and a uniform vacuum dielectric constant produce the same net force on each particle. I refer
to the first system as the dielectric system and the second as the fixed-polarization system.
Since dielectric system and its matching fixed-polarization system are equivalent for forces,
it is intuitive that they would also be equivalent for pressure, since pressure in the mechanical
definition depends on the interparticle forces and the interparticle distances (Eq. 6.10), both of
which are the same between the two systems. However, since this definition of pressure is not used
in the calculation of electrostatics due to the presence of the long-range interaction and resultant
divergent series, I take this as an intuitive suggestion rather than as a proof. I instead aim to
demonstrate the equivalence of the dielectric system and the fixed-polarization system using the
definition of pressure as the volume derivative of the potential energy (Eq. (6.6)), which is relevant
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to lattice-sum electrostatics.
The electrostatic potential energy with dielectric objects is different from the energy of a non-
polarizable electrostatic system; therefore, I first review energy calculation with dielectric objects
in Sec. 6.3.3. In Sec. 6.3.4, I analytically calculate the derivative of the electrostatic energy for
two simple systems to illustrate how the dielectric system and the fixed-polarization system come
to have the same pressure . I cannot demonstrate this in general because this would require an
analytical solution of the polarization charge for an arbitrary geometry. Therefore, in Sec. 6.3.5,
I calculate the pressure using both methods numerically for a more complex system of dielectric
objects to demonstrate the equivalence to a high degree of accuracy.
6.3.3 Electrostatic energy calculation with dielectric objects
Here I review the calculation of energy in a system with polarizable media, where, unlike in the
calculation of forces, the polarization charges must be treated specially from free charges. The
formula for the electrostatic energy of a system with linear dielectric media is
U =
1
2
∫
ρfree(r)Φ(r)d3r , (6.28)
where Φ(r) is the potential from all charges, free and polarization, as given by the Green function
G(r) = 1/4piε0r, so
Φ(r) =
∫
ρ(r)G(r)d3r . (6.29)
Written as a sum over pair interactions, this is
U =
1
2
Nfree∑
i=1
qi
Nfree∑
j=1
j 6=i
qj
4piεε0rij
+
Npol∑
j=1
qj
4piεε0rij

=
Nfree∑
i=1
Nfree∑
j=i+1
qiqj
4piεε0rij
+
1
2
Nfree∑
i=1
Npol∑
j=1
qiqj
4piεε0rij
. (6.30)
Note that each pair of free charges contributes a full pair interaction (qiqj/4piεε0rij) to the energy,
but the interaction between a free charge and a polarization charge counts for half that amount,
since each pair of free charges is counted twice but each free charge–polarization charge pair is
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Figure 6.1: Geometry of the first analytical example. A point charge is placed above a flat planar
interface separating vacuum above from dielectric material below, of relative dielectric constant ε.
counted only once. The interaction of two polarization charges contributes nothing to the energy
because the work of neither charge counts. All dielectric objects may be brought into the system
as neutral objects before any free charge is added, which requires no work. Computationally, the
potential energy can be calculated with an electrostatics solver via the addition of three separate
calculations, [53]
U =
1
2
(
U˜all + U˜free − U˜pol
)
, (6.31)
where U˜all is the energy reported by the electrostatics routine for all charges, U˜free is the same for
only the free charges, and U˜pol includes only polarization charges.
6.3.4 Analytical examples
A point charge with one dielectric object
This is the first analytical example to illustrate that the derivative of the energy of the dielectric
system and the derivative of the energy of the fixed-polarization system are equal. I place a point
charge q a distance z0 above the origin, with a horizontal dielectric interface spanning the x-y plane,
with vacuum above and a medium of relative dielectric ε below (Fig. 6.1). A surface polarization
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charge is induced at the interface, [179]
σpol(r, z′) = − γqz
′
2pi(r2 + z′2)3/2
, (6.32)
where γ = (ε − 1)/(ε + 1) and z′ = z0. The potential along the z-axis, due to this polarization
charge, is found through integration using Eq. (6.29), where
Φ(z, z′) =
1
2
∫ ∞
0
σpol(r, z′)
4piε0
√
r2 + z2
2pirdr = − γq
16piε0(z + z′)
. (6.33)
The same potential in the region above the interface can also be produced using an image charge
−γq placed at −z′ on the z-axis. As the dielectric system, the energy is found through Eq. (6.28),
U(z0) =
1
2
qΦ(z0, z′)
∣∣∣∣
z′=z0
= − γq
2
16piε0z0
. (6.34)
To calculate the pressure, I take the derivative of the energy with z0, which yields the z force on
the point charge,
Fz(z0) = − ddz0U(z0) = −
γq2
16piε0z2
. (6.35)
Next, I consider the fixed-polarization version of this system. The energy of this system is a
function of both z0, the position of the free charge, and z′, a quantity that defines how concentrated
the polarization charge distribution is under the point charge. The parameter z′ is also the depth
of the image charge in that representation. The energy of this system is again found through
Eq. (6.28), but all charge is now considered free charge, thus
Ufixed-pol(z, z′) = qΦ(z, z′) = − γq
2
4piε0(z + z′)
, (6.36)
where no prefactor 1/2 is present in the final result because all charge is now free charge. I find
the force on the point charge via taking the partial derivative of z0 only, keeping z′ fixed,
Fz fixed-pol(z0) = − ∂
∂z0
Ufixed-pol(z0, z′)
∣∣∣∣
z′=z0
= − γq
2
16piε0z2
, (6.37)
which is identical to the force of the dielectric system (Eq. (6.35)). Remarkably, while Eq. (6.36)
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Figure 6.2: Geometry of the second analytical example. A point charge q is placed between two
semi-infinite dielectric objects. The polarization charge in each dielectric object is represented by
an infinite series of image charges, shown here as circles with diagonal stripes.
provides the energy of a different system, its derivative produces the same force as the system of
interest. This occurs because, while the energy of the dielectric system (Eq. (6.34)) is lower by a
factor of 1/2 compared to Eq. (6.36), its derivative also includes the variation of the polarization
charge as the point charge is moved, which multiplies the derivative by a factor of two, thus resulting
in the same force as in the fixed-polarization system.
A point charge with two dielectric objects
In the second example, I investigate a system with two dielectric objects. This example tests
the assertion that the pair interaction between two polarization charges must be excluded from
the electrostatic energy calculation (Eq. (6.30)). I construct the system with a point charge q
at the origin, in vacuum, while two semi-infinite dielectric media, of dielectric constant ε, begin
at x = ±∆/2 and extend to all space beyond, leaving a slit-pore of vacuum between (Fig. 6.2).
For mathematical convenience, I use the image-charge representation of polarization charge. Since
image charges produce the same potential as the polarization charges in the region of the free
charges, they may be used as polarization charges in formulas. In Eq. (6.30), the same factor 1/2
applies to image charges. The dielectric medium at positive x coordinate contains an infinite set of
image charges at xn = n∆ of magnitude qn = (−γ)n, respectively, for all n ∈ Z, n ≥ 1. The other
medium contains image charges of the same magnitudes reflected across the midplane. Together
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with the free charge, they form an infinite set of charges xn = n∆ and qn = (−γ)n, respectively,
for all n ∈ Z, where n = 0 corresponds to the point free charge. The dielectric energy, as found
through Eq. (6.30), is
U(∆) = 2
(
1
2
∞∑
n=1
(−γ)nq2
4piε0n∆
)
= − q
2
4piε0∆
ln(1 + γ) , (6.38)
where the initial factor of two is due to the interaction with both dielectric media. Only the pair
interactions between the point charge and the image charges are counted; all interactions between
two image charges are excluded. To calculate the pressure, I take derivative of the energy with ∆,
implying a symmetric movement of both dielectric media as the volume is expanded, whose result
is
− ∂
∂∆
U(∆) = − q
2
4piε0∆2
ln(1 + γ) . (6.39)
For the fixed-polarization charge system, I define ∆′ as the spacing between image charges,
which remains fixed, and use ∆ only to indicate the distance between the two dielectric media,
which I will vary. Thus I fix the position of the image charges relative to their respective dielectric
objects at xn = ±[∆/2 + (n− 1/2)∆′]. The energy of this system is
Ufixed-pol(∆,∆′) = 2
∞∑
k=1
(−γ)kq2
4piε0[∆/2 + (k − 1/2)∆′] +
∞∑
i=1
∞∑
j=1
(−γ)i+jq2
4piε0[∆ + (i+ j − 1)∆′] , (6.40)
where the first term is the interaction of the point charge with the image charges of both dielectric
media, and the second term is the interaction between the image charges on differing dielectric
media. The second term, substituted with the new variables n = i+ j and m = (i− j)/2, is
∞∑
n=2
n−1∑
m=−n+1
(−γ)nq2
4piε0[∆ + (n− 1)∆′] =
∞∑
n=2
(n− 1)(−γ)nq2
4piε0[∆ + (n− 1)∆′] . (6.41)
I now take the partial derivative of the energy with respect to ∆ and evaluate the result for the
114
case ∆′ = ∆:
− ∂
∂∆
Ufixed-pol(∆,∆′)
∣∣∣∣
∆′=∆
=
∞∑
k=1
(−γ)kq2
4piε0[∆/2 + (k − 1/2)∆′]2 +
∞∑
n=2
(n− 1)(−γ)nq2
4piε0[∆ + (n− 1)∆′]2
∣∣∣∣∣
∆′=∆
=
∞∑
k=1
(−γ)kq2
4piε0k2∆2
+
∞∑
n=2
(n− 1)(−γ)nq2
4piε0n2∆2
=
∞∑
n=1
n(−γ)nq2
4piε0n2∆2
= − q
2
4piε0∆2
ln(1 + γ) . (6.42)
The result in Eq. (6.42) above for the fixed-polarization system agrees with that of Eq. (6.39) for
the dielectric system; therefore, I have demonstrated that the pressure of the fixed-polarization
system agrees with the pressure found through the derivative of the dielectric energy, for a system
containing two dielectric objects.
6.3.5 Numerical test
To demonstrate the validity of this pressure calculation beyond simple analytical examples, I show
that the dielectric system and its equivalent fixed-polarization system, have the same pressure in
a more complicated geometry using a numerical simulation. This both assures that the analytical
results succeeded not because of their relative simplicity and validates the numerical implementa-
tion.
The system I construct has two point charges and two dielectric spheres placed in alternating
corners of a cubic periodic box of side length L = 4r, which define the lattice positions of a face-
centered cubic lattice. (Fig. 6.3). A point charge q1 = 300 is placed at (r,−r, r), and a point charge
q2 = −100 is placed at (−r, r, r). A neutral dielectric sphere is placed at (r, r,−r) and a sphere of
charge Q = −200 is placed at (−r,−r,−r). Both dielectric spheres are given a radius R = 5 and a
relative dielectric constant ε′ = 10, while the surrounding medium has a relative dielectric constant
of ε = 1. The dielectric spheres are composed of 3002 patches placed on the sphere according to
the maximal volume covering taken from the Sloane database of spherical codes [180]. The surface
area of each patch, necessary for the dielectric routine, is defined by the spherical Voronoi tiling.
For the charged dielectric sphere, the charge is spread uniformly over its surface area, with each
patch receiving charge in proportion to its area. Dimensionless units are used, where 1/4piε0 = 1,
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Figure 6.3: Geometry for the numerical simulation with dielectric objects which reside at the
corners of a cube of side length 2r. The large spheres have a relative dielectric constant of ε = 10.
The small spheres represent point charges. The system resides in a cubic periodic cell of side length
4r oriented in the same direction as the cube shown.
so that the energy between two point charges is q1q2/r.
My simulations use the Ewald routine of the LAMMPS molecular dynamics package [37] with a
relative precision of 10−9. I compute the pressure at a series of system sizes, r = 6.0, 6.25, 6.5, . . . , 15.0,
using the pressure of the Ewald sum electrostatics routine, which is the fixed-polarization pressure.
Since the dielectric spheres are objects composed of many patches, I use the site-site virial with the
molecular correction (Eqs. (6.22)–(6.24)). I then calculate the true electrostatic energy for system
sizes r ± δ, where δ = 0.001, for each system size, using Eq. (6.31). I calculate the true dielectric
pressure for each r using the numerical derivative of the energy,
− ∂U
∂Φ
= − 1
192r2
∂U
∂r
≈ − 1
192r2
U(r + δ)− U(r − δ)
2δ
. (6.43)
Comparing these two methods of calculating pressure (Fig. 6.4), I find agreement within a relative
error of 1.0× 10−6.
I do find a small amount of systematic error (Fig. 6.4 inset), which is is due to complexities
of the Ewald method. Although the method guarantees the energy to be accurate within the
relative accuracy chosen, the volume derivative of the pressure calculation requires the subtraction
of two energies, which reduces the accuracy of the final result. The relative difference between the
energies is approximately 5 × 10−4, so the error in the pressure should be 2 × 103 times higher
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Figure 6.4: Comparison of the two methods of calculating pressure. The true pressure and the
fixed-polarization charge pressure agree closely. The inset shows the relative deviation of the fixed-
polarization charge pressure from the true pressure.
than the error in the energy. This is consistent with my results. Moreover, the error in the Ewald
method is systematic, because it is due to the finite distance cutoff in real-space and the finite
wave-number cutoff in Fourier space. Thus, the appearance of systematic errors of this magnitude
is to be expected.
6.4 Summary and conclusion
I have clarified the issues surrounding pressure calculation in periodic boundary conditions. In
preparation for pressure calculation with dielectric objects, I have reviewed pressure calculation
with composite objects (molecules) and with long-range electrostatic interactions. I have also
reviewed what is known about many-body interactions in pressure calculations, revealing that
systems with polarizability are considered to be a special case not covered by any existing method.
However, I demonstrated that the pressure calculation with dielectric objects can be achieved using
existing pressure formulas for long-range electrostatics after the polarization charge is calculated
using one of the recent methods. Based on the physical principle that polarization charge produces
electric field just as free charge and that the variation in dielectric constant is ignored once all
polarization charges are known, I proposed that the pressure of the system in which all polarization
charges become free charges and the dielectric constant is set to a uniform vacuum, which is what
is normally calculated by a lattice-sum electrostatics routine, is the same as the pressure for the
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dielectric system. I used two simple analytical examples to show this equivalence and demonstrated
it numerically with a complicated geometry.
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CHAPTER 7
CONCLUSION
The dissertation as a whole is concerned with the effective interactions of anisotropic particles and
their subsequent aggregation into structures, focusing primarily on soft matter electrostatics. The
aggregation of charged rods (Ch. 2) led to an investigation of the bundling of parallel rods and
the many-body interactions present therein (Ch. 3). I then focused on the self-assembly behavior
of a system of many colloidal tetrapods with additional charged nanoparticles (Ch. 4). These
simulations used my devised h-GCA Monte Carlo algorithm (Ch. 5), which allows the simulation of
size-asymmetric systems containing anisotropic particles, through extension of the original GCA [6].
Simulations in Chapter 3 also required a careful investigation of the calculation of pressure in
systems with dielectric objects (Ch. 6). Here I present a summary of the major findings of each
chapter of the dissertation.
In Chapter 2, I investigated the effective interaction between two finite-length charged rods
mediated by trivalent counterions. I found that, contrary to Ref. [181], the free energy minimum
passed from rods at infinite separation to rods in a parallel bundle with no intermediate regime
where perpendicular rods are favored. I then constructed free energy landscapes covering three
of the four configurational degrees of freedom of the system to elucidate the pathway toward
the parallel bundle configuration. For the initial approach, there was a free-energy barrier that
prevented the rods from approaching directly in parallel, so that the initial contact must occur at
a large angle, and also preferably near the ends of the rods. Following initial contact there were
two different behaviors. For lower concentrations, the free energy landscape had partial potential
barriers that enforced a specific aggregation pathway. The rods first slid apart until there is just a
small amount of overlap near their ends. Subsequently they pivoted about the point of intersection
to form a straight angle. Then the rods slid parallel to one another until they aligned in a parallel
bundle. For the higher concentration of trivalent counterions, there were no strong barriers in
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the free energy landscape, so that the rods could rearrange toward a parallel bundle via a direct
rotation.
In Chapter 3, I investigated the effective interaction of parallel charged cylinders (i.e., infinite-
length rods). In my simulations, I also took into account the existence of the low dielectric interior
of the cylinders. I especially considered many-body effects, due either to the counterion distribu-
tions or to the polarizability of the cylinders. I found that the polarizability of the cylinders had
little effect when only monovalent counterions were present. At higher counterion valency, where
like-charge attraction exists between cylinders, polarization swelled the aggregate and lowered its
stability. Simulations of an equilateral triplet of cylinders revealed that the effective three-body
force opposed and weakened the pairwise force, so that it was attractive for monovalent counterions
where the net force was repulsive and repulsive for multivalent counterions where the net force was
attractive. The three-body term also accurately computed the pressure in a hexagonal array of
cylinders except near the equilibrium lattice spacing, where higher-order effects apparently became
significant. The source of the three-body term depended on the polarizability. For nonpolarizable
cylinders, it was due almost entirely to the excluded volume interaction between the counterions
and the cylinders. For polarizable cylinders, it came from the polarization interaction. In this way,
the polarization force acted as an effective soft excluded-volume potential. Simulation results with
a model soft potential were qualitatively similar to that of simulations with polarizable cylinders.
The net force was found to be fairly similar, but there were deviations in the counterion distribution
that demonstrated that the model potential missed qualitative features that were present in the
true system.
In Chapter 4, I simulated a system of colloidal tetrapods that had been functionalized with
positive charges at the tips of the arms and with a neutralizing negative charge in the center. I
found that increasing the electrostatic coupling brought the system through a phase transition to
an aggregated state dominated by tip-to-center bonds. Additionally, the bonds became increasingly
bidirectional, that is, where a tetrapod that bonds to another’s center also receives a tip from that
tetrapod to its center. With the addition of negative nanoparticles, the structure changed to favor
tip-to-tip bonding, and increasing concentration of nanoparticles broke up the structure. Similarly,
adding positive nanoparticles to tetrapods induced center-to-center bonding for nanoparticles of
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sufficient charge, and further addition of nanoparticles separated the tetrapods. Additional posi-
tive nanoparticles at high concentration induced a depletion-like attraction between tetrapod tips.
Finally, a planar tripods on the surface of a sphere interacting with explicit depletants formed a
regular honeycomb lattice.
In Chapter 5, I presented the hyperspherical-GCA, a geometric cluster algorithm that handles
anisotropic particles. The original GCA is unable to handle anisotropic particles, and the use
of additional transformations were found to be incompatible with periodic boundary conditions.
Formulation of the algorithm on a hypersphere preserves the rejection-free nature of the algorithm.
I compared the h-GCA to other simulation methods and to the literature to demonstrate the
correctness of the algorithm. I also compared to Metropolis Monte Carlo [107] for a binary mixture
of rods and spheres to demonstrate the great efficiency advantage of the h-GCA, particularly
at increasing size asymmetry. Finally, I also briefly presented a geometric cluster algorithm for
anisotropic particles that uses a rejection criterion to handle the incompatibility of the use of
additional transformations with periodic boundary conditions.
In Chapter 6, I provided a historical overview of the calculation of pressure, paying particular
attention to periodic boundary conditions. I showed how confusion may arise when translating
the virial formulas for an open system into one with PBC. The pairwise form of the virial may
be intuitively reinterpreted to provide the correct answer in PBC, but the net-force form cannot,
since it requires an additional term that depends on the pairwise forces between periodic images.
I also presented the techniques needed for pressure calculation with long-range electrostatics and
with molecules. As the original contribution of the chapter, I presented the correct method for
calculating pressure in a system with dielectric objects. The calculated pressure is identical to that
of a system with a uniform vacuum dielectric where the polarization charge is frozen as fixed charge.
I demonstrated this equivalence analytically through two simple examples, and I demonstrated it
computationally using a more complicated system.
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Appendix A
Transformations using quaternions
A.1 Coordinate representation
A complete specification of the position and orientation of a particle on a hypersphere requires six
degrees of freedom. These can be represented using six Euler angles, three for position and three
for orientation. However, the need to perform transformations in the GCA makes the use of Euler
angles cumbersome, since arbitrary rotations are complex to compute in this representation. As
an alternative, one can employ a four-dimensional Cartesian coordinate system to represent each
position on the hypersphere by a unit four-vector. The orientation of a particle is represented by
a set of three mutually orthogonal unit four-vectors, each tangent to the hypersphere (and thus
orthogonal to the position vector). This set of four mutually orthogonal vectors, taken as a set
of column vectors, becomes a 4 × 4 orthogonal matrix, which is the rotation matrix to transform
the particle from a standard position and orientation, described by the identity matrix, to the
current position and orientation. Thus, the position and orientation of a particle are represented
by a rotation matrix and transformation of a particle is accomplished simply through matrix
multiplication.
However, it is even more advantageous to represent transformations using quaternions [182–184].
First, rounding errors in the simulations cause the rotation matrices to lose their orthogonality,
which introduces dilation and shear into the transformation, whereas quaternion transformations
can only produce dilation, and cannot produce shear. Thus, while rotation matrices must be
orthonormalized to prevent distortion due to numerical drift, quaternions need only to be normal-
ized, which is simpler and computationally less costly. Secondly, it is easier to construct arbitrary
transformations in the quaternion representation. In the sections of this appendix I describe the
construction of several important classes of transformations. In my implementation of the h-GCA,
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I use transformations in the quaternion representation to describe the position and orientation of
each particle. When the position vector or any directors are needed during the simulation, they
are computed from the quaternions.
I emphasize that the use of quaternions in this work is different from the conventional use of
quaternions in molecular dynamics simulation [170, 185, 186], where each particle is paired with a
quaternion of unit length to represent its orientation. I associate two unit quaternions with each
particle to represent the six degrees of freedom of position and orientation. A pair of quaternions
provides a natural representation of a four-dimensional transformation that defines the position
and orientation of a particle relative to a standard position and orientation. In this appendix, I
explain the construction and use of quaternion transformations in the h-GCA.
A.2 Quaternion properties
To describe geometric transformations using quaternions in a hyperspherical geometry, I first recall
some general properties of quaternions. Quaternions are four-component vectors composed of a
scalar part and a three-component vector part [184,187–189],
q ≡ [q0,q] , (A.1)
with the following properties.
Addition,
p + q ≡ [p0 + q0,p + q] , (A.2)
multiplication,
pq ≡ [p0q0 − p · q, p0q + q0p + p× q] , (A.3)
scalar multiplication,
sq ≡ [sq0, sq] , (A.4)
conjugation,
q∗ ≡ [q0,−q] , (A.5)
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dot product,
p · q = p0q0 + p · q , (A.6)
and norm,
|q| = √q · q . (A.7)
Multiplication is non-commutative due to the cross product in Eq. (A.3). Consequently, conjugation
distributes over multiplication while reversing the order,
(pq)∗ = q∗p∗ . (A.8)
In this work, all quaternions will be unit quaternions, so that quaternion conjugation is equivalent
to quaternion inversion, q∗ = q−1, where the latter form is my preferred notation.
A.3 Quaternion transformations in 3D
First I review transformations on a 2-sphere, which are equivalent to rotations and reflections of a
three-dimensional object. Thus, a single quaternion is used to describe the position and orientation
of a particle on a sphere or, equivalently, to describe the three orientational degrees of freedom of
a 3D object. In this section, I adopt the latter perspective. The well-known quaternion formula
for a rotation of a three-dimensional vector v by φ radians about an axis aˆ is [184,187–189]
Rotq (v) = q [0,v] q−1 , for q =
[
cos
(
φ
2
)
, sin
(
φ
2
)
aˆ
]
. (A.9)
This equation is the general form for proper rotations, which can be extended to improper rotations
by including a minus sign [188]. A special case of improper rotations is a pure reflection. Reflection
in a plane containing the origin and with normal nˆ is expressed via
Refq (v) = −q [0,v] q−1 , for q = [0, nˆ] . (A.10)
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Thus, I can represent a general transformation in three dimensions as
Transq (v) = qˆ q [0,v] q−1 , (A.11)
where qˆ is a unit scalar that is +1 for a proper rotation and −1 for an improper rotation (including
reflections). Any possible value for the quaternion q, provided |q| = 1, represents a valid transfor-
mation. When transformations are composed, the quaternions of the transformations multiply and
the unit scalars multiply as well,
Transg = Transp (Transq (v)) = pˆqˆ pq [0,v] q−1p−1 =⇒ gˆ = pˆqˆ , g = pq . (A.12)
To illustrate this formula, I consider two reflections in planes with normals nˆ1 and nˆ2, respectively.
According to Eq. (A.12) the composite transformation,
Transg (v) = Refp=[0,nˆ2]
(
Refq=[0,nˆ1] (v)
)
, (A.13)
yields
gˆ = pˆqˆ = (−1)(−1) = +1 (A.14)
g = pq = [0, nˆ2] [0, nˆ1]
= [−nˆ2 · nˆ1, nˆ2 × nˆ1] = [− cos θ,−(nˆ1 × nˆ2) sin θ] , (A.15)
where θ is the angle between the two normals. Since quaternion transformation is invariant under
the change g 7→ −g, comparison of Eq. (A.15) to Eq. (A.9) shows that the composite operation is
indeed a rotation about the line of intersection of the two reflection planes by an angle twice the
angle between the planes.
In simulations, the quaternion q and the unit scalar qˆ together encode the orientation of a 3D
object relative to a standard orientation [190], arbitrarily defined. The current value of any vector
attribute of an object, such as the position of each component part relative to the center of mass,
is computed using Eq. (A.11) to transform the vector from its value in standard orientation to the
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current orientation.
A.4 Quaternion transformations in 4D
Transformations on a 4D hypersphere are equivalent to rotations and reflections of an object in
four dimensions. There are six degrees of freedom, analogous to the three translational and three
rotational degrees of freedom in three-dimensional Euclidean space. Each transformation requires
two quaternions, qL and qR. These are used in a 4D rotation formula similar to Eq. (A.9),
Rotq (v) = qLvqR , (A.16)
with the difference that the quaternions multiplying on the left and right are independent. The
quaternion v to be transformed is identified with a Euclidean unit four-vector vˆ of the same com-
ponents, which can represent either the 4D spatial position normalized by the radius of the hyper-
sphere, r/R, or one of the directors of the particle. To extend Eq. (A.16) to include improper
rotations, an operation must be performed that inverts an odd number of the spatial degrees of
freedom. This is accomplished using the conjugation operation on v, which for notational clarity
I denote as inversion, since the two are equivalent for the unit quaternions considered here. The
general formula for quaternion transformations including all rotations and reflections is [188]
Transq (v) = qLvqˆqR , (A.17)
where I use a unit scalar qˆ = ±1 to indicate the absence or presence of quaternion conjugation.
To represent the position and orientation of a particle in the simulation, each particle is as-
sociated with a quaternion transformation, which encodes the current position (and orientation)
of the particle relative to a standard position (and orientation), analogous to the treatment of
particle orientation in 3D. Any four-dimensional vector attribute of a particle, such as the position
vector or a director, has a specified value in standard position. To calculate one of these vectors
in the current position, I apply the transformation associated with the particle using Eq. (A.17),
where the vector to be transformed is identified with the quaternion v of the same components.
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The definition of the standard position is arbitrary, but it is most convenient to assign a reference
point near the center of the particle with a position vector identified with the scalar quaternion 1,
because it is easy to construct specific transformations around this point.
A second application of transformations is the construction of cluster moves. When a trans-
formation Transp (quaternions pL and pR) associated with a cluster move is applied to a particle
whose position and orientation are defined by the transformation Transq, the new, composed trans-
formation Transq′ (quaternions q′L and q′R) associated with the particle is
Transq′ (v) = Transp (Transq(v)) = pL
(
qLv
qˆqR
)pˆ
pR . (A.18)
Depending on the sign of pˆ, there are two different forms for Transq′ ,
q′L = pLqL , q
′
R = qRpR , qˆ
′ = qˆ , for pˆ = +1 , (A.19)
q′L = pLq
−1
R , q
′
R = q
−1
L pR , qˆ
′ = −qˆ , for pˆ = −1 . (A.20)
Table A.1 lists the constraints needed to construct the self-inverse transformations on a hypersphere
that are the analogues of the three classes of transformations in 3D Euclidean space.
Specific transformations are constructed according to this table as follows. For a plane reflection,
the quaternion p is the normal of the hyperplane in 4D space. For a line reflection, the constraint
derives from a more general formula, where the quaternions pL and pR are constructed as
pL = ba−1 , pR = a−1b . (A.21)
Here a and b span a 2D vector space that rotates while the components orthogonal to it remain
Table A.1: Construction of hyperspherical analogues of the 3D Euclidean self-inverse transforma-
tions employed in the GCA.
3D Transformation Constraints Degrees of freedom
Plane reflection pˆ = −1 pL = p pR = −p 3
Line reflection pˆ = +1 pL = [0, pˆL] pR = [0, pˆR] 4
Point reflection pˆ = −1 pL = p pR = p 3
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invariant. This formula derives from two successive plane reflections, using quaternions a and b,
respectively. The rotation takes place in the direction from a to b over twice the angle between
these two quaternions. The analogue of a line reflection in 3D is generated by a rotation angle pi,
which requires a · b = 0, constraining pL and pR in Table A.1 to have zero scalar part. For a point
reflection in a pivot p on the hypersphere, a reflection is performed in the line that passes through
the center of the hypersphere and through p.
If the quaternions are chosen uniformly within the constraints, the resulting transformation
will be uniformly random, generating an unbiased cluster move. To perform a biased cluster move,
which aids in controlling cluster size [7], a transformation is constructed that leads to a small
displacement of the particle that acts as the cluster seed. For this, it is convenient to construct the
biased transformation with reference to a particle in standard position, since simple formulas exist
for pure rotation and pure translation of a particle from this position. A rotation of a particle in
the standard position over φ radians about the axis aˆ is constructed via
pˆ = +1 , pL = p , pR = p−1 , for p =
[
cos
(
φ
2
)
, sin
(
φ
2
)
aˆ
]
, (A.22)
identical to the formula for the rotation of a three-dimensional object, Eq. (A.9). A pure translation
from the standard position over θ radians in the direction of bˆ without rotation (parallel transport
along a geodesic) is constructed via
pˆ = +1 , pL = p , pR = p , for p =
[
cos
(
θ
2
)
, sin
(
θ
2
)
bˆ
]
, (A.23)
Employing these expressions along with those of Table A.1, I construct a self-inverse transforma-
tion Transp that displaces a particle from the standard position by a controlled amount. This
transformation must be centered around the actual position of the chosen particle. The resulting
transformation Transp′ is obtained by first transforming the particle back to standard position
using Trans−1q , followed by the cluster transformation Transp, and subsequent reversal of the first
transformation via Transq,
Transp′ (v) = Transq
[
Transp
(
Trans−1q (v)
)]
= qL
[
pL
(
q−1L v
qˆq−1R
)pˆ
pR
]qˆ
qR . (A.24)
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As this composite transformation will be applied to all particles in the cluster, it is computationally
more efficient to precompute the associated unit scalar pˆ′ and the quaternions p′L and p′R. Whereas
the scalar remains unaltered, pˆ′ = pˆ, there are four separate cases for the quaternions,
p′L = qLpLq
−1
L , p
′
R = q
−1
R pRqR , for pˆ = +1, qˆ = +1 , (A.25)
p′L = qLp
−1
R q
−1
L , p
′
R = q
−1
R p
−1
L qR , for pˆ = −1, qˆ = +1 , (A.26)
p′L = qLpLqR , p
′
R = qLpRqR , for pˆ = +1, qˆ = −1 , (A.27)
p′L = qLp
−1
R qR , p
′
R = qLp
−1
L qR , for pˆ = −1, qˆ = −1 . (A.28)
A.5 Derivation of the order parameter curvature correction
The order parameter in Eq. (5.18) is similar to the nematic order parameter. The two differences
are that the orientation of the director is evaluated pairwise, rather than compared with the global
average director, and that the dot product of the directors is corrected by a term which takes into
account the curvature of the hyperspherical space. Here, I derive this correction term.
For two particles i and j at positions ri and rj (ri 6= rj), it is generally incorrect to take the
dot product of the directors si and sj as a measure of their alignment, as these directors lie in
different tangent spaces. This can easily be seen as follows. Note that each director si must be
orthogonal to the position ri. If si has a component in the direction of rj , i.e., si · rj 6= 0, then si · sj
will always be less than one, irrespective of the orientation of particle j, because sj cannot have
a component in the direction of rj . Thus, the dot product si · sj will tend to underestimate their
degree of alignment.
To recover the familiar behavior of the dot product in Euclidean space, I bring the two particles
to the same location without rotation prior to taking the dot product. To do so, I construct a
transformation that brings particle i to the location of particle j along their common geodesic by
performing two plane reflections. This rotates (cf. Eq. (A.21)) the position of the particle over
twice the angle between the normals of the reflection planes without changing its orientation, i.e.,
so-called parallel transport. I first reflect through the normal ri and then through the normal
rm ≡ (rj + ri)/|rj + ri|, which is the midpoint on the hypersphere between the two particles, so that
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ri will be rotated to rj . The transformation of the director si of particle i has the following form:
s′i = rm
(
ris
−1
i ri
)−1
rm = rmr−1i sir
−1
i rm . (A.29)
To simplify this, I use an alternative form of the dot product,
2(a · b) = ab−1 + ba−1 , (A.30)
which can be rearranged as
ab−1 = −ba−1 + 2(a · b) . (A.31)
Applying Eq. (A.31) twice and using the fact that the director of a particle is orthogonal to the
position vector, ri · si = 0, I find
s′i = si − 2(si · rm)rm . (A.32)
Thus, the dot product of s′i and sj becomes
s′i · sj = si · sj − 2(si · rm)(sj · rm) . (A.33)
Substitution of rm = (ri + rj)/
√
2(1 + ri · rj) yields
s′i · sj = si · sj −
[si · (ri + rj)][sj · (ri + rj)]
1 + ri · rj = si · sj −
(si · rj)(sj · ri)
1 + ri · rj . (A.34)
When the quaternions are identified with four-dimensional vectors this results in the term within
square brackets in Eq. (5.18).
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Appendix B
Implementation details for the
hyperspherical-GCA
B.1 Cell index method
For each particle that is added to a cluster, a pairwise potential requires O(N) operations in a
simple implementation that considers the interaction between this particle and all other particles
in the system. For a finite-range potential, this can be improved to O(1) operations if one only
considers the interactions with neighboring particles that lie within the cutoff of the pair interaction.
A common method to accomplish this is the cell index method [170, 191]. In this method, the
simulation cell is divided into subcells with a side length larger than the cutoff radius, so that all
particles that interact with a given particle will be found located in the subcell containing this
particle or in the subcells immediately bordering this subcell. To efficiently scan over the particles
that are located in these subcells, all particles in the system are indexed in memory according to
the cell to which they belong.
Implementation of this method in hyperspherical space presents some challenges, since the
intrinsic curvature permits no convenient tiling of space into cells. Indeed, any tiling of the hyper-
sphere surface would be so complicated as to require significant computation to determine which
cell a particle belongs to. On the other hand, this mapping is trivial for simulations taking place
in 3D Euclidean space. If a cubic simulation cell of dimensions L×L×L is divided into M3 cubic
subcells of linear size ` = L/M , then the cell indices of a particles with coordinates (x, y, z) are
(nx, ny, nz) = (bx/`c, by/`c, bz/`c), where each index is an integer 0 ≤ ni < M . Therefore, I opt
to define a system of hypercubical subcells by tiling the 4D Euclidean space containing the hyper-
spherical system. The subcell indices (nx, ny, nz, nt) for each particle are then found analogously
from its 4D position vector. In terms of memory requirements, this approach becomes progressively
less efficient at larger system sizes because only O(R3) of all O(R4) subcells will intersect with the
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Figure B.1: Lower-dimensional representation of the intersection of the hypersphere surface (rep-
resented by arc) and the subcells defined in Euclidean space. The subcells that intersect the
hypersphere are shaded.
surface of a hypersphere of radius R, whereas all other subcells will never contain any particles (cf.
Fig. B.1). To address this, I only store those subcells that intersect with the hypersphere surface,
i.e., I use a linear array containing only the shaded cells in Fig. B.1. This, in turn, requires a
mapping of the cell indices onto the linear array of non-consecutive subcells. I devise this mapping
by noting that each row of subcells only contains up to two contiguous blocks that intersect with
the hypersphere surface, so that the elimination of non-intersecting cells amounts to the reduction
of each row to these contiguous blocks. I precompute a look-up table containing the indices of the
first and last subcells of these blocks, for all O(R3) rows. During the simulation, this look-up table
then directly permits determining the memory address of a given cell subcell. This approach is
nearly as fast as a direct look-up employing a 4D array of subcells, but with a memory requirement
that scales only as O(R3).
B.2 Molecules
Rather than having explicitly anisotropic interactions or shape, anisotropic particles can be com-
posed of rigidly bonded, isotropic monomers. Here, I discuss two topics arising in the implemen-
tation of such molecular particles, namely their construction in hyperspherical geometry and their
treatment in the cluster construction process.
If a molecule conceived in Euclidean space is projected onto hyperspherical space, the intrinsic
curvature of the latter leads to a distortion of the molecular shape. The degree of distortion is
inversely related to the system size, which makes the shape of the molecule system-size-dependent.
Various projection schemes exist, each of which preserve some molecular properties while abandon-
ing others. This is analogous to the choices encountered in the creation of geographic maps.
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As a default scheme, I implement a projection that preserves the distance and direction of each
monomer from a reference point (e.g., its center of mass) on the molecule. To construct a molecule
in hyperspherical space, each monomer is positioned using a pure translation from this reference
point, cf. Eq. (A.23). If I consider a molecule in 3D Euclidean space with its reference point at
the origin and place the reference point at (0, 0, 0, R) on a hypersphere of radius R, the position
(x′, y′, z′, t′) of a monomer is obtained from its position (x, y, z) in 3D Euclidean space as
x′ = R
x
r
sin
( r
R
)
, (B.1)
y′ = R
y
r
sin
( r
R
)
, (B.2)
z′ = R
z
r
sin
( r
R
)
, (B.3)
t′ = R cos
( r
R
)
, (B.4)
where r =
√
x2 + y2 + z2. This projection keeps radial arrangements of monomers straight. How-
ever, straight lines not passing through the reference point will experience a concave outward
distortion. This will affect, for example, the sides of a cylindrical particle. If the center of such a
particle is chosen as the reference point, the concave distortion will prevent two parallel cylinders
from meeting flush. This will affect their interaction, e.g., in the case of a depletion attraction
induced by small depletants. It is possible to resolve this problem by adopting a projection that
makes the sides of the cylinder geodesic, but this would result in a nonuniform cylinder diameter. In
most cases, the level of distortion is small enough to render differences between projections negligi-
ble already for moderately large systems, but it may be important in systems that are particularly
sensitive to particle alignment or when high accuracy is desired.
Another issue is how to handle molecules in cluster moves. One option is to consider each
monomer separately. When a given monomer joins the cluster, all other monomers belonging to the
same molecule immediately join the cluster as well. This approach is easy to implement, since each
monomer is treated as an individual particle bonded infinitely strongly to the other monomers in
the molecule, and it reduces the number of pair interactions that need to be considered. However,
an alternative is to consider the change in molecular pairwise energy when deciding whether a
molecule should join the cluster. This has the advantage that the energy change between one
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Figure B.2: Illustration of how, for compound particles, the use of molecular pairwise interactions in
Eq. (5.1) can lead to a lower cluster addition probability than if each pair of interacting monomers is
treated individually. Panel a) shows two y-shaped molecules with a short-range attraction between
the orange monomers. The cluster is initiated with the molecule on the left-hand side, which
is reflected in the horizontal dashed line to produce the configuration in panel b). Since the
total interaction energy in panels a) and b) is identical, there would be no energy change if the
molecule on the right-hand side were reflected as well. Thus, panel b) represents the final situation,
provided that the total molecular pair interaction is considered. However, the situation is different
in a simpler implementation that considers each monomer separately. In that case, the monomer
pair BB′ is broken when going from a) to b) and this would lead to a finite probability that the
particle on the right would be reflected as well, cf. panel c). Both simulation schemes will produce
configurations that follow the Boltzmann distribution, but the first scheme will lead to more rapid
decorrelation.
pair of monomers residing on molecules i and j, respectively, may be offset by the energy change
between another pair of monomers residing on the same molecules. Thus, the total energy change
in Eq. (5.1) is decreased and the probability that the second molecule is added to the cluster is
decreased. This is often a desirable situation, as it lowers the average cluster size. The situation is
illustrated in Fig. B.2.
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Appendix C
Tabulated data for the Yukawa
one-component plasma
To provide a benchmark for future implementations of particle-based simulations employing hyper-
spherical boundary conditions, I provide here accurate results for the Yukawa one-component
plasma described in Sec. 5.3.4. All data pertain to a system of N = 600 particles. The system
is characterized by merely two independent parameters [136,137], namely the coupling constant Γ
and the reduced screening parameter α∗. Specifically, temperature and number density are not ad-
ditional control variables, but enter through Γ and α∗. The numerical data pertain to derivatives
of the excess free energy per particle, Eqs. (5.13) and (5.14). The quantities are listed as a function
of α∗ for Γ = 0.10 (Table C.1) and for Γ = 10 (Table C.2).
135
Table C.1: Numerical results for the free-energy derivatives Γ(∂f/∂Γ) and ∂f/∂α∗ (Eqs. (5.13)
and (5.14)) as a function of the screening parameter α∗, for coupling constant Γ = 0.10. The
system size is N = 600.
α∗ Γ(∂f/∂Γ) (∂f/∂α∗)
0.10 −0.0254561± 0.0000050 −0.0138426± 0.0000033
0.15 −0.0260191± 0.0000049 −0.0198040± 0.0000044
0.20 −0.0268027± 0.0000049 −0.0248773± 0.0000052
0.25 −0.0277778± 0.0000048 −0.0290937± 0.0000057
0.30 −0.0289369± 0.0000047 −0.0325264± 0.0000059
0.35 −0.0302379± 0.0000046 −0.0353325± 0.0000059
0.40 −0.0316915± 0.0000045 −0.0376018± 0.0000057
0.50 −0.0349404± 0.0000043 −0.0409557± 0.0000052
0.60 −0.0385668± 0.0000040 −0.0432181± 0.0000046
0.80 −0.0466020± 0.0000036 −0.0458943± 0.0000035
1.00 −0.0553006± 0.0000032 −0.0473101± 0.0000026
1.40 −0.0737204± 0.0000027 −0.0486326± 0.0000017
2.00 −0.1025218± 0.0000021 −0.0493536± 0.0000010
2.50 −0.1269711± 0.0000018 −0.0495999± 0.0000007
3.00 −0.1516159± 0.0000016 −0.0497312± 0.0000005
3.50 −0.1763698± 0.0000015 −0.0498078± 0.0000004
4.00 −0.2011879± 0.0000013 −0.0498573± 0.0000003
5.00 −0.2509443± 0.0000011 −0.0499135± 0.0000002
6.00 −0.3007904± 0.0000010 −0.0499427± 0.0000002
136
Table C.2: Numerical results for the free-energy derivatives Γ(∂f/∂Γ) and ∂f/∂α∗ (Eqs. (5.13)
and (5.14)) as a function of the screening parameter α∗, for coupling constant Γ = 10. The system
size is N = 600.
α∗ Γ(∂f/∂Γ) (∂f/∂α∗)
0.10 −8.010389± 0.000087 −0.287230± 0.000010
0.15 −8.024719± 0.000086 −0.429104± 0.000015
0.20 −8.044996± 0.000085 −0.569195± 0.000019
0.30 −8.102299± 0.000085 −0.843174± 0.000026
0.35 −8.139407± 0.000084 −0.976795± 0.000029
0.40 −8.182353± 0.000082 −1.108102± 0.000032
0.50 −8.284705± 0.000081 −1.363449± 0.000037
0.60 −8.408731± 0.000079 −1.608943± 0.000041
0.80 −8.721279± 0.000073 −2.068120± 0.000045
1.00 −9.115195± 0.000068 −2.483051± 0.000048
1.40 −10.124408± 0.000057 −3.176550± 0.000046
2.00 −12.093377± 0.000044 −3.899275± 0.000038
2.50 −14.036783± 0.000030 −4.272682± 0.000024
3.00 −16.160547± 0.000022 −4.508193± 0.000017
3.50 −18.401794± 0.000018 −4.657289± 0.000013
4.00 −20.719180± 0.000016 −4.753759± 0.000010
5.00 −25.488143± 0.000012 −4.862051± 0.000007
6.00 −30.354569± 0.000009 −4.915599± 0.000005
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