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FOREWORD
This document is a technical summary of the progress made since
May 28, 1968, by the Auburn University Electrical Engineering Department
toward fulfillment of phase B of Contract No. NAS8- 11274. This contract
was awarded to Engineering Experiment Station, Auburn, Alabama, May 28,
1964, and was extended September 28, 1966 by the George C. Marshall
Space Flight Center, National Aeronautics and Space Administration,
Huntsville, Alabama.
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SUMMARY
The process of approximately representing more precise variables
with variables of decreased word length is called "quantization." Several
methods are given for determining bounds on system errors, which result
from quantization in the digital components of a hybrid control system.
The concept of "Uniform Boundedness of Solutions," which arises
in connection with Liapunov stability theory, is extended to discrete-
time systems. This is accomplished by establishing the properties of
a positive-definite function and its first forward-difference which are
requisites -.- to the definitiou of two sets M and M r , in the state space,
such that, if the system state enters M, it cannot leave Mr . The
boundedness of motions idea is used to compute a system error-bound for
t
each quantizer acting singly. A composite error bound is computed by
combining these bounds. It is further established that an error-bound
may be computed from the boundedness of motions theory by determining
simultaneously the contributions of all quantizers.
The problem of establishing a least upper-bound on quantization
error is formulated as a discrete-time, optimal-control theory problem.
s	
A closed form solution is given for the least upper-bound on quantization
t
error at any sampling instant NT by the application of the "Discrete
Maximum Principle." This solution is verified and generalized with
another independent development. The optimal appijach is used to obtain
a quantization error-bound for a standard system. The resulting error-
bound is significantly stronger than bounds which have been obtained
iii
for this system by the application of other methods presented in the
literature.
Finally, the z-transform theory is used to develop a second
method for generating a least upper-Mound on quantization error.
iv
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y(k) scalar representing the output of a
system containing quantizers
yv(k) scalar representing difference between
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y [y(k)]V output resulting when optimal input
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I. INTRODUCTION
The advances which have occurred in the past decade in the area of
integrated electronics have many far-reaching implications for the design
of automatic control systems. One of these implications is that eco-
nomical, special purpose digital computers, which are capable of on-
line process control, can be readily constructed from commercially
available solid-state components. As a result of the increased availa-
bility and the flexibility of these digital elements, the designer of an
automatic control system is presented with an attractive alternative to
the conventional analog compensation of a system. The problem of speci-
fying the difference equations which must be implemented with the digital
device in order to obtain satisfactory system performance can be readily
solved, for systems whose compensators use fixed interval sampling, by
application of the z-transform theory in conjunction with clasbical
synthesis methoes.
A property of all physically realizable digital devices is that all
variables processed by these devices are represented by binary words of
finite length. Because of this characteristic, an analog signal which
is applied to a digital device must be represented over its range by a
finite number of binary words. It follows that errors of approximation
are unavoidable in the process of analog to digital conversion. Approxi-
mations of the type that occur in analog to digital conversion belong to
a more general class of "quantization approximations" which are defined
as follows:	 1
W,
2Let f be a function from the interval [a,b] into R, the set of all
real numbers, and let h represent a number greater than zero. Then "g
is a quantization approximation of f" if g is a function from [a,b] onto
S, a finite subset of R, and if If(x) - g(x)1 < h for all xe[a,b].
As an example of quantization in an analog to digital converter,
consider the case where an analog signal whose maximum magnitude is
10 volts is to be represented by a binary word containing
three bits. If one of these bits is used to denote the sign of the ana-
log signal and if the least significant bit is chosen to represent 3.333
volts, then the input-output characteristic of the analog to digital
converter is represented by Figure I-1. Devices exhibiting this type
of characteristic are commonly called "truncators" in the literature
[1], [2]. The motivation for this title is evident from Figure I-1 since
Equivalent
Output
Signal	 3h
2h
h
-3h -2h -h
h 2h 3h
-h	 Input
Signal
-2h
-3h
h = 3.333 volts
Figure 1. Input-output characteristic of a truncator.
3the output signal is simply a truncation of the input signal. Note that
a maximum error of approximation of h can be associated with the trun-
cation characteristic of Figure I-1.
By far the most common quantization characteristic is the familiar
"round-off" input-output characteristic of Figure I-2.
Equivalent Output 3h
Signal
2h
h
h 3h 5h
2	 2	 2
Input Signal
Figure 2. Input-output characteristic for round-off quantizer.
The round-off quantizer has a maximum approximation error of h/2.
There are many different types of quantization characteristics
which can be realized. For example, one might utilize a non-uniform
quantization characteristic to reduce approximation errors which occur
at small input levels while accepting somewhat poorer approximations at
larger input levels. In any event, all quantization characteristics
exhibit the common property that the maximum magnitude of approximation
error is bounded for all input levels below a specified limit.
4There are two functions associated with a digital device, other
than analog to digital conversion, that also involve the quantization
phenomena. When an N bit digital variable is multiplied by an M bit
constant, then a word of maximum length of M+N bits can result. However,
it is quite often desirable to retain fewer than M+N bits in order to
avoid an excessively complex machine or an unacceptable increase in com-
putational time. Suppose, for example, that the binary variable 10.1 is
to be multiplied by the coefficient, .11. The product of these two
binary numbers is 01.111. If, however, the product is to be represented
with only three bits, two of which are to the left of the binary point,
one might choose the number 10.0 as the approximate product. If the least
significant bit of the input signal represents 1/2 volt analog, then it
follows that an analog equivalent of the digital multiplication is repre-
sented by Figure I-3, where Q has the same input-output characteristic
as Figure I-2 with h=1/2 volt. The signal e a (t), which has a maximum
range of 3 1/2 volts, can only attain a finite set of levels since it
represents a digital variable.
e s (t)	 ep(t)
-^, .75	 Q
Figure 3. An analog representation of digital multiplication.
5The third source of quantization in a digital device is the digital
to analog converter. It is quite often the case that because of hard-
ware limitations, it is not meaningful to convert more than a given
number of bits of digital information into an analog signal even though
a greater word length '.s carried in the machine. Consequently, the ana-
log signal is a quantization of the more precise digital word.
The approximations due to quantization that occur in a realizable
digital device are a potential source of system error when a system is
digitally controlled. The primary objective of the work described in
}
	 this dissertation is to develop methods for giving a quantitative
1
	 measure of the system errors which result from quantization.
^-	 A survey of the literature pertaining to the effects of quantization
i	 on system performance is given in Chapter II. Chapter III contains a brief
outline of the mathematical concepts that are used in the developments
r
of Chapters IV, V, and VI. In Chapter IV, several related methods for
determining bound on system quantization errors are given. All of the
methods described in this chapter are based on the Direct Method of
Liapunov and the related concept of "Uniform Boundedness of Solutions."
The Discrete Maximum Principle is used in Chapter V to determine a least
upper bound on system quantization error. Finally, in Chapter VI, re-
sults completely analogous to those given in Chapter V are obtained by
utilization of transfer function methods. The conclusions which result
j	 from the work given in Chapters IV, V, and VI are contained in Chapter VII.
II. A SURVEY OF THE LITERATURE
The existing literature on the topic of amplitude quantization
can be divided into essentially two categories. The study of the
questions of system stability, of the existence of periodic motions
of system variables, and of the character of these periodic motions
if they exist comprises one of the major areas of endeavor as related
by the literature. Significant among these studies are those of
Tsypkin [3], Korshunov [4], Chow [5], and Biondi [6]. The second
category of effort, and the one to which much of the published work
belongs, pertains to the analytical determination of the errors which
arise in a system containing quantizing nonlinearities. The idea of
"quantization errors" implies the existence of a reference system with
which one can compare the performance of the system containing quan-
tizers. This reference system is almost always taken to be the system
under investigation with all quantizing nonlinearities removed.
The available methods in the category of "quantization errors"
can be subdivided into techniques having a statistical basis and
techniques having a deterministic basis. The statistical techniques
f	 which have been presented in the literature can be used under certain
conditions to obtain an estimate of the root-mean-square error due to
quantization. In contrast, the published methods which use the deter-
;
ministic approach invariably provide a means for computing an upper-bound
on quantization error.
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7A. The Statistical Methods
W. R. Bennett [7] pointed out that, in many systems, a quantizer
with its nonlinear staircase characteristic as shown in Figure II-1
can be replaced by a summing junction to which an independent source
of noise is connected as shown in Figure II-2.
Figure 4. The staircase characteristic of a quantizer.
n
I
	
ei	
Q	
e	 ei	 1	 e
Figure 5. A statistical model of the quantizer.
f
8Bennett theorized that the quantization noise can be considered to be
independent of the input signal because the distortion spectrum of
the quantizer output signal is practically independent of the input
signal when it varies over several quantizer steps. He further asserted
that even if the input signal does not extend over but a few
quantizer steps, there is usually enough residual noise in actual
systems to mask the relation between the quantization noise and the
input signal.
B. Widrow [8,9] conducted extensive studies which gave mathematical
foundation to the conclusions of Bennett. Widrow developed a "Quantizing
Theorem" that is similar in structure to the "Sampling Theorem" of
sampled-data theory. The Sampling Theorem states that in order to re-
construct the input signal from its sampled counterpart, the
sampling frequency must be greater than or equal to twice the highest
frequency present in the spectrum of the input signal. Widrow advanced
the concept that quantization is a sampling process that acts not on
the input function itself but on the probability density distribution
of the input function. Widrow's observations led to the following
statement of the Quantizing Theorem:
Let cu(e i) denote the distribution density of the amplitude of
the input signal, and let its characteristic function be given by
r °°
Wei(u)	 I-
mw(ei)E-jeiudei
	
(II-1)
Then when the quantization frequency, 2n/h, is twice as high as the
highest frequency component in We i (u), it is possible to recover w(ei)
W_
2	 2	 n
9
from the distribution of the output signal of the quantizer.
Widrow then established that if the Quantizing Theorem is
satisfied, then the physical quantizer can be modeled as indicated by
Figure II-2 where the distribution density of the noise is described
as shown in Figure II-3.
Figure 6. Noise distribution density.
B. The Deterministic Methods
The paper which has served as a basis for much of the determin-
istically oriented research on quantization errors in control systems
was published by Bertram. [10] Because of the fundamental nature of
this reference, and because of its direct bearing on this dissertation,
the contents of this reference will be discussed in some detail.
Bertram considered the closed loop, digitally controlled,
system shown in Figure II-4, in which the controller difference
equation is implemented with a digital device. In order for the
controller to be physically realizable, both the coefficients of the
difference equation and the variables which are processed by the
controller must be approximated by binary words of finite length.
10
Controller
Zero Order Hold Plant
Figure 7. Block diagram of the system under consideration.
Bertram's paper provides a means of establishing an upper boune on
system errors which arise due to quantization of process variables.
The interesting problem of coefficient quantization is not considered.
Bertram used the phase variable form of the z-transform of
(1-e-s)/s2(s+1) in order to obtain a discrete-time model for the
Hold-Plant combination shown in Figure II-4. The resu?ting discrete-
time representation of the system is shown in Figure II-5 with
quantizers located at the input and the output of the controller
and associated with each multiplication that is performed by the
digital unit.
The symbols x1 , x2 , and x3 denote the state of the system shown
by Figure II-5. Let x 1, x2 , and x3 represent the state of a system
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which is identical to that of Figure II-5 except that each of the
quantizers is replaced by a unity gain element. It is evident then
that this new system can be described by a set of first order linear
equations of the form
x(k+l) = 4(k) + dr(k)	 (II-2)
y(k) cTx(k)	 (II-3)
where
x1(k)
A(k) = x2 (k)
X3 (k)
a1	 -1	 1-e-1	 1
A =	 a2	 -e-1	 1	 d =	 1	 (II-4j
l-e-I 	 _e^
a2	 -1
	
1+e-1
l+e'r	
1-e -T
0
c =	 1	 a - 2e
-1 
- 1	 and1 -
e-1-1
a2 = e-1 + e-2 - 1
(1-e-1)2
Now the recursion relations for the nonlinear system of Figure II-5
are
xl (k+i) = Q3 [alxl (k)] + Q2 [-x2 (k) + (1-a"1)x3 (k)J + Ql[r(k)J
j	 x(k+l)=Q eI (k) +I(k) +Q^( 1rQ(ax(k))+2	 4. \1-e" 1	 2	 51\1^e-I , 3 1 1
r
t
1	 ,
13
Q2
 -x2 (k) + (1-a'1)x3(k) + Ql(r (k) )J + .	 (II-5)
A-e
i 	 r
X3 (k+1) = Q4^	 (k) + e-^,/1 _e Z 1^	 1X3 (k) + QS 
	7 Y Q3 (alxl ) )
+ Q2 (-x2 (k) +(1—e l) x3 (k)) + Ql (r (k) ) J' .
and
y (k) = x2 (k) - (1-e-1) x3 (k) .
}
	
	
In the referenced paper, the same input-output quantization
characteristic was used for each of the five quantizers in the system
of Figure II-5. However, if a system is to be studied which employs
different degrees of quantization, a set of equations entirely
analogous to (II-5) can be written. The symbolism Q i (•) which appears
in (II-5) means "the quantized value of (•)."
Equations (II-5) are in a relatively intractable form and do
not readily convey some of the interesting properties of quantizing
i
systems. In order to transform the system of eations (II-5) into a
more useful form, a more detailed analysis of these quantized difference
equations is required. For example, the first term on the right of the
equation for x3 (k + 1) can be rewritten as:
(— -1	 —
Q4- _ Z^1 (k), _ / "e xl (k) + q (k)	 (II-6)
1 e	 \1-e- . ^	 4
where q4 (k) represents the roundoff error resulting from the
quantization operation. Note that q4 (k) is bounded in magnitude,
i.e., Ig4 (k)I < h/?, where h is the quantizer granularity. Another
14
of the terms of x3 (k+l) is
Q5&-e-1^Q3(a1xI(k)) + Q2(-x2 (k) + (1-e-1)x3(k)) + Ql (r (k)) -=
J
4(y-eirlYa
/L1xl (k) + q3 (k) - x2 (k) + (1-e-1)x3(k) + q 2 (k) + r(k)
+ q l (k) '
(II-7)
j	
xl
(k) + 11e-1 q3 (k)	 1-e-1 x
2 (k) + x3
 (k) + 1-e- 1 q2 (k)
+l - e
r (k) + 1 1 q l (k) + q5 (k)
1-e-
where q l (k), 42 (k), q3 (k), and q5 (k) denote quantizer round-off at the
I	 kth sampling instant. Further, each of q l (k), q2 (k), q3 (k), and q5(k)
cannot exceed h/2 in magnitude. Therefore, x 3 (k+l) may be written as
i
x3 (k+l) =a 
2 1
x (k) -	 1
	 x2 	+ (l+e -1)x3 (k)3	 1-e-1 2
(II-8)
+ 1	 r (k) + q4 (k) + 1	 q3 (k) + 1	 q2 (k)
1-e-1
	 -e-1	 1-e-1
+ 1
	 ql(k) + q 5 (k) .
r	 1-e-1
By a procedure entirely analogous to the one given for the
1 (k+l) relation, equations for xl (k+l) and x2 (k+l) can be rewritten.
The resulting system of equations is
	
x(k+l) = Ax (k) + dr(k) + Bq(k)	 (II-9)
y(k) = cTx (k) ,
	
(T.I-10)
where
kin
AM
15
q
71 (k)
l(k)
x (k)	 3E2 (k)	 g(k)	
q2 (k)	
(II-11)
q
'x3
 (k)	
3 (k )
q4 (k)
q5(k)
1	 1	 1	 ,	 0,	 0
B=	 1	 1	 1	 1	 1
1-e' 1	1-e'1	 1-e'1
1	 1	 1,	 1	 1
1-e- 1	1-e-1	 1-7
and the A, c and d matrices are identical to those described in
equations (II-4).
Note that equations (II-9) and (II-10) can be written directly
from the system diagram of Figure II-5 if each quantizer, Q i, is
replaced by a summing junction at which a round-off signal, qi, is
added.
Define
V(k) = x(k) - x(k)	 (II-12)
If equations (II-2) are subtracted from (II-9), the resulting
expression is
v_(k+l) = Ay_(k) + Bq(k) ,	 (II-13)
where
Ig i (k)I < hi /2 for all k = 0, 1, 2,..., and i = 192,3,4,5.
Similarly,
yV (k) = Y(k) - y (k) = JV_(k)	 (II-14)
16
Equations (II-13) and (II-14) imply that if all of the eigen-
values of A lie within the unit circle in the complex plane, then,
since all of the q i (k) are bounded, the difference between the output
of the system with quantization and the output of the system without
quantization is bounded. Thus, if a system is stable without quanti-
zation of variables, then it will be stable if some or all of its
variables are quantized.
Equations (II-13) and (II-14) are not of much practical value for
the determination of the precise quantization error at a particular time,
3	 N, because the values of q i (k),--for i=1,2,3,4,5, and k=0,1,..,Nrl--are
complicated functions of x(k), k=0,1,...N-1, and r(k), k=0,1,..., N-1.
These equations are, however, of significant value in the computation
of a bound on the difference between y(k) and y(k).
Bertram used the triangular inequality to determine a bound on
yv (k) for each sampling instant, k. However, the resulting bound
cannot be written in closed form and its determination requires a
significant amount of matrix multiplication.
J. B. Slaughter [11] developed a set of equations similar to
those given in (II-13) and (II-14) by a process which is essentially
the same as the procedure described above. However, in place of the
t
	 term Bg(k) in (II-13), Slaughter used u(k), where the components of
1L(k) are
ui (k) = si g(k),	 i = 1,2,3,4,5,	 (II-15)
where the symbol _qi denotes the ith row of the matrix B. Then, the
17
maximum value of each of the u  is computed using (II-15) and the
bound h i /2 on the magnitude of each of the q i , i - 1,2,3,4,5. Thus
Slaughter's equations are of the form
V(k+l) = Ay (k) + u(k) , 	 (II-16)
and
yv (k) = ST (k)
If the z-transform is evaluated for equations (II-16), the
following expressions result:
1L(Z) = z' lAV (z) + z -1 U(z)	 (II-17)
y V (z) = cTV_(z)	 (II-18)
Let uM denote a vector whose components are equal to the
maximum magnitude of ui , i = 1,2,3,4,5. Slaughter assumed that uM is
the forcing function for (II-15) for all k. Thus (II-17) becomes
V (z) = z-lAv_(z) + uM z-1	 (II-19)
1-z-1
Slaughter did not attempt to prove that the selection of uM
as a forcing function will result in a sequence yv (k) which is an
upper—bound for yV (k) for all k = 0,1,... . Although it seems
reasonable to assert that the components of the worst case excitation
vector would assume their maximum magnitudes, it is by no means
evident that these components would not change sign as a function of
system state or of the discrete-time argument, k.
From (II-19), it is evident that
a
18
y(z)
	
	
1 [I-Az' 1 ] -1	(II-20)
Z-1
'•.	 The substitution of (II-20) into (II-18) gives
Y
cT[I-Az'l]-1 iLm	 (II-21)
V (z ) = —	 z-
The limit toward which the sequence yV (k), k - 0,1,...
tends may be ascertained by the application of the Final Value Theorem
from the z-transform theory;
Lim yV (k) = Lim (z-1) YV (z) = Lim rcT[I-Az-1 ]
-luMl•
	(II-22)
k—► oo	 z-+1	 z--O. 1
Since all of the eigenvalues of the A matrix are less than unity in
magnitude, the limit indicated in (II-22) is always finite.
Monroe [12] presented a technique for the computation of a
steady state bound on quantization error which is very similar in
structure to the method of Slaughter disc--ssed above.
Recently, Johnson [13,14] applied the concept of "Uniform
Boundedness of Solutions" to the problem of determining a bound for
yv (k) that is valid for all k. The "Uniform Boundedness of Solutions"
concept is based on the application of the Liapunov stability theory
to systems characterized by difference equations. Johnson considered
the case where there is only one quantizer input in (II-13). By
the manipulation of norm inequalities, he established a bound on the
113_IJ and consequently on Iyy (k)I. Further, if several quantization
error inputs must be considered in (II-13), then a bound for IyV(k)I
can be computed by application of the triangular rule for the summation
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of the absolute values of scalars. Since Chapter IV is devoted to the
development of extensions of this method, a detailed discussion of this
method is deferred until that chapter.
Kiovuniemi [15] recognized that the problem of bounding the
response of a system characterized by (II-13), and (II-14) can be
considered as an optimal-control problem. He then applied the discrete-
time optimal-control theory to the problem of determining an optimal
sequence [g(k), k = 0,1,..., N-1] such that the quadratic functional
`
	
	
J(q,N) = (1/2)j(N)Sv_(N)
	
(II-23)
has the property
J(g,N) > J(g,N)	 (II-24)
for all admissible sequences [g(k), k=0,1,...,N-1]. If S is chosen as
the matrix cc T, then (II-23) will provide the least upper bound on
yv (N). However, a digital computer search routine is usually required
in order to determine the optimal quantization error sequence
[q(k), k - 0,1,...,N].
In a significant correspondence, Dejka [16] set forth a method
for computing a bound on quantization error by use of transfer functions.
In order to apply the method, a transfer function is required from each
quantizer input error source to the output variable. As an example,
consider the simple system shown below where Q 1 (z) and Q2 (z) denote
the z-transform of quantization error sequences q 1 (k) and q2(k)
respectively.
7
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Figure 9. Diagram of a system used to illustrate Dejka's method.
From Figure II-6, it follows that
V(z) = D(z)G(z) Ql ( z ) +	 G(z)	 Q2(z)	 (II-26)
1+G(z)D(z)	 1+G(z)D(z)
Let
cc
G1 (z ) = D(z)G(z) _	
911+G(z)D(z) 	
i	 n=0
i
and
r
CO
G2 (z)	 1+G(z)D(z)	 _	 92(nT)z-n
n-0
(II-27)
(II-28)
It follows that
Y. W) _ > g l (kT)9 1 [(n-k)T] + 7 g2 (kT) g2 [(n-k)T] •	 (II-29)
k=0	 k-0
However, since
Ig l (kT)I < h l /2, for all k = 0 2 1,2,...,	 (II-30)
°'	
rT J	 K	 -
and
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Ig 2 (kT)) < h 2 /2, for all k - 0,1,2,..., 	 (II-31)
then
n	 n
	
I 
yv (nT) 
I 
< hl j ' I gl(kT) I + h2	 I $I (kT) I	 (II-32)2
	
12
k-0
In his correspondence, Dejka fails to note several useful
properties of the above procedure which are of significant practical
interest. The above method is cc-sidered in depth in Chapter VI
where it is shown that it may be 	 to determine a least upper-bound
on 
Iy
V (k)
I 
for all k - 0,1,2...
TIMM :
° XN
'	 -` a^.
III. MATHEMATICAL BACKGROUND
The purpose of this chapter is to present a brief summary of
the mathematic.el concepts which underlie the developments presented
in the following chapters.
A. Ii"ear Spaces
Definition III-1: [17] A set E is called a "linear space" if
addition and scalar multiplication are defined on E and the following
rules apply:
a) x + y = y + x for all x,yeE.
b) (x + y) + z - x + (y + z) for all x,y,zeE.
c) There exists an element OeE such that x + 0 = x for all xeE.
d) For any xeE, there exists an element yeE such that x + y = 0.
e) lx = x for all xeE.	 (ITI-1)
f) a(px) _ (c45)x for all xeE and any numbers a and ^.
g) (a + (3)x = ax + f x for all xeE and any numbers a and ^.
h) a(x + y) = ax + ay for any x , yeE and any number a.
Let En be a set in which the point xeEn is defined to be a
sequence of n real numbers, i. e.,
x = (xl , x2 , ... , xn) •	 (III-2)
Then En is a real linear space if the following operations are
defined:
22
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a) x + y	 (xl + Yl, x2 + y2 , ..., xn + Yn)	 (III-3)
b) ax - (axl , ax21 ..., axn), (III-4)
for all x,yeEn and any number a.
Definition III-2: The statement that "P(x,y) is an inner
product" means that P is a mapping from E n X En onto El such that if
xeEn, yeEn, zeEn and k is a nonzero constant, then
a) P (x, Y) = P(Y,x),	 (III-5)
b) P(kx,y) = kP(x,y),	 (III-6)
c) P(x,x) # 0 if x # (0,0,...,0), and	 (III-7)
d) P(x+y,z) = P(x,z) + P (y,z).	 (III-8)
A lemma of Schwarz may be proved as a consequence of the
above properties.
Theorem III - 1: [18] Suppose xeEn and yeEn, then
r2
P(x,Y)
J
< P (x , x) P(Y,Y)•	 (III-9)
n
Theorem III-2:[19] If f =^ x iyi , then f is an inner product for
xeEn and yeEn.	 i=1
Denote
n
<x,y> _ X xiyi	 (III-10)
i/=1
The concept of a norm can be introduced in terms of its properties
in much the same manner as the idea of an inner product was introduced
above. However, in this dissertation, the conventional Euclidean norm
i
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is use ,* Pxclusively as a measure of the distance between xEE n and yeEn.
The Eu<< ,	 norm is computed as follows:
1
n2 ;1/2	 1/2
11 x ' YN ^ j (xi - Yi) J
	
= [<%-Y., x'Y>I
i=1
(III-11)
Definition III-3: The statement that "f is a linear transforma-
tion from En into Em" means that if xEEn, yeEn and k is a constant
different from zero, then
a) f (x + y) = f (x) + f (y) and	 (III-12)
b) f (kx) = kf (x)	 (III-13)
In order to facilitate the utiliaat:on of the rules of matrix
manipulation, each point xEEn will hence: `orth be written as the
column vector
xl
x
2
x = x3	 (III-14)
x
n
If A is an m x n matrix, AceE n and
f(x) - Ax,	 (III-15)
then f is a linear transformation from En into Em.
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Theorem III-3: [201 If f is a linear transformation from E n into
E m, there exists a number jj f jj such that 11f (x) JI < 11 f it - 112 II for all
!eEn . The number jjfjj is positive if the Null transformation which
maps each point of En onto the origin of Em, is excluded from
consideration.
In the case where the transformation is effected by a matrix, A,
the number jjfj) is written 11AII and is called "the norm of matrix A."
The 11AI) may be computed with the aid of the following theorem which
is proved in Appendix B.
Theorem III-4: If A is a m x n matrix, then
11AI) = [Maximum Eigenvalue of ATA] 1/2	 (III-16)
a
B. Some Properties of Quadratic Forms
Definition III-4: The statement that "the function f from En
into E 1
 is a quadratic form" means that the function is of the form
n	 n
i f(—X) = xTAx =
	
	 aijxixj	 (III-17)
i=1 j =1
where A is an n x n matrix and a denotes the ij th
 element of A.ij
Note from (III-17) that the coefficient of x ixj is (a ij + aji).
Thus the quadratic form can always be written in terms of a symmetric
matrix B by simply choosing the element b ij = bji = (a ij + aji)/2 for
i = 1, ..., n, and j = 1, ..., n.
Definition III-5: The quadratic form f (x) = xTAx is said to be
positive (negative) definite if f (x) is positive (negative) for every
nxeE er_cept x = 0. Further, the quadratic form is said to be positive
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(negative) semidefinite if it is non-negative (non-positive) for every
xeEn and there exist points x # 0 for which f (x) is zero.
Theorem III-6: [21] If f(x) = xTAx is positive definite, then all
of the eigenvalues of A are positive and real.
The statement that "A is positive (negative) definite" means
that the function f = x TAx is positive (negative) definite.
Theorem III-7. [21] The matrix A is positive definite if and only
if each of the members of the number sequence [dl, A21	 A ] isn
positive, where
all' a 12' a13
Q1 
= a11, 
-n12= 
fa ll	 a 12	 3 =	 a21' a221 a23	 (III-18)
la 21	 a22
a31' a32' a33
.	 n = JAI = the determinant of A.
Theorem III-8: [21] The matrix A is negative definite if and only
if each of the members of the number sequence [-dl, 62,_A31
...,(-1)n n]
is positive, where Ai, i = 1,2,...,n is defined by (III-18).
Let the symbol %i (A) denote the ith eigenvalue of the matrix A.
The following theorem is of particular significance in the developments
of Chapter IV.
Theorem III-9: [19] If A is a positive definite symmetric matrix,
then
%min(A) 112,112 < xTAx < Xmax (A) II x 112.	 (III-19)
Offi s r	 -
	
_ 	
a
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C. L•iapunov Stability Theory and Discrete-Time Systems
Consider the homogeneous f irst-order difference equation
1i	
x(tk + 1 ) - F L(tk); tk)	 (III-20)
f	 where t  is the independent discrete-time variable, tk+l > t  for all
s
	 integers k and t C-P w as k— w.[22] Denote the solution to (III-20) for
an initial state x0 and an initial time t 0 by
_x(tk) = P(tk ; x0 , t0 )
	 (III-21)
for all tk> to. It will be assumed that P is always continuous in all
of its arguments and that F(_O, tk) = 0 for all tk.
Definition III-6: An equilibrium state is any state x e with the
i	 property that F (xe , tk) = xe for all tk > t0.
Definition III-7: The statement that "the equilibrium state
x = 0 is stable in the sense of Liapunov (L-Stable)" means that for
i
any t0 and any e > 0, there exists a number, F)(e,t o) > 0, such that if
< 8(e, to), then 112(tk, 2i 	 t0 )1) <e for all t  2:
The equilibrium state, x = 0 is said to be "uniformly L-Stable"
if the number 8 in Definition III-7 does not depend on t0.
Definition III-8: The statement that "the equilibrium state
x = 0 is asymptotically stable" means that it is L-Stable and that
there Exists a number 1(t o) > 0 such that the number sequence [111(tk)11,
k = U,1, ... ] converges to 0 for all 112S0 1) < n (to ) .
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Further, if n does not depend on t0, the equilibrium state x = 0
is "uniformly asymptotically stable." If the equilibrium state x = 0
is asymptotically stable for any initial state x0, the equilibrium is
said to be "asymptotically stable in the large."
In order to introduce Liapunov ' s theorems, the meaning of a
"positive definite" function and a "decrescent" function must be given.
Definition III-9: The statement that "the scalar function, V(x;tk)
is positive definite in the neighborhood, N0, of the point x = 0"
means that V (O; t k ) = 0 and that there exists a continuous, monotonically
increasing function, ^, of the real variable, 112ill, such that
V(X; t k ) > 0(11x11) for all t  and all 2Ec N0.
Definition III-10: The statement that "a positive definite
function V (x; tk) is decrescent in a neighborhood, N0, of x = 0"
means that there exists a continuous, monotonically increasing
function, *, of the real variable, 11XII such that
*(0) = 0 and
V(x;tk) < *(112 II) for all t  and all xeN0'
It is interesting to note from Definition III-S and Theorem III-9
that a positive definite quadratic form is always a positive definite
decrescent function in En.
Definition III-11: The statement that "AV (x; t k ) is the first
forward difference of V (x; t k)" means that
i
-	 t
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V (—X (tk+l); tk+l) - V L(tk); tk)	 (III-22)AV (x; tk) _
tk+1 t 
Theorem III-10: [22] (Liapunov's Stability Theorem) The
equilibrium state, x = 0, is L-Stable i f there exists a positive
definite function V(x; tk) possessing a non-positive forward
difference, 6V(x; tk).
Theorem III-11: [22] (Liapunov's Asymptotic Stability Theorem)
The equilibrium state, x = 0, is asymptotically stable if there exists
a decrescent, positive definite, function V (x; t k ) possessing a
i
negative definite forward difference AV (x; tk).
Theorem III-12: [22] The equilibrium state, x = 0, is asymptotically
stable in the large if it is asymptotically stable and if V (x , ; tk) has
_	
the property that (0( jj2Ejj )-- - as jjxij 	 ^.
Theorem III-13: [22] The discrete-time system characterized by
x(k + 1) = Ax (k) , 	 (III-23)
where x is an n-component vector and A is an n x n matrix, is
asymptotically stable if and only if all of the eigenvalues of A are
of magnitude less than unity.
Finally, a theorem of considerable importance to the developments
jof Chapter IV may be stated for the discrete-time system described by
(III-23).
Theorem III-14: [23] If all of the eigenvalues of A are of
magnitude less than unity and if Q is an arbitrary, symmetric, positive
definite, n x n matrix, then there exists a unique, symmetric, positive
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definite, matrix, P, which is the solution of the matrix equation
ATPA - F = -Q .	 (III-24)
D. Topics in Optimization Theory
One of the most widely used techniques for determining the
extremum of a function subject to a set of constraint equations is
the Lagrange Multiplier Technique. Lagrange's method provides a
necessary condition for an extremum and can be described as follows.
Let f(x) be an expression whose extreme values are sought when the
variables are restricted by a certain number of side conditions, say
g l
 (x) = 0, ... , gm(x) = 0. Define the function
F(x,L) = f(x) + X lg l (x) + %292(—X) + ... + Amg L)l	 (III-25)
m
where A 1 , %2 , ..., Xm are m constants. The function F is next
differentiated with respect to each coordinate, x i , and set equal to
zero. The resulting set of n equations are then adjoined to the
set of m constraint equations forming a set of n + m equations in n + m
unknowns, i. e.,
aF (x,2 ) 
_..
°' 
j	 1, 2,	 ., n
xj 
(III-26)
g i (x) = 0, i = 1, 2,	 m.
Lagrange showed that if the point, x, is a solution to the extremum
problem, then x must satisfy the n + m equations of (III-26). In order
R	
y^"p	
_	 3	 _	 _	 °i..a	
_w `^ YSR*-^+is „`^Ss
	
,t. s°	 }.f ^Si	 ^`i
j	 ¢ A	 aF.	 ?`'°y	 3 	 }
_y }P` +`t	_ 	 _.4—
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to put the above method on a somewhat more rigorous footing, the
theorem which follows may be proved.
Definition III-12: Let S be a set of points in E n
 and assume
ieS. The statement that ",Z is an interior point of S" means that
there exists a neighborhood of x, N(x) a S. The statement that "S
is open" means that each of its points is an interior point.
Definition III-13: The statement that "feC "' means that
the components of f have continuous first-order partial derivatives.
Theorem III-15: [24] Let f be a real valued function such that
feC' on an open set S in En . Let g l , ..., gm
 represent m real valued
functions such that ,& = (gl, 
g
2' ..., gm)TeC' on S and assume m < n.
Let X  be that subset of S on which g vanishes, i. e.,
Xo
 = [x; me S , g QO = 0 ]
	
(III-27)
Assume that 
sOeXO 
and assume that there exists a neighborhood, N(x0)
such that f (x) > f (x-0) for all xFXO n N(2iO) or such that f L) < f (x0)
for all xeXO (1N(x0 ). Assume also that the rank of G, where G =
r	 is m. Then there exist m real numbers Xl, X2 .9 	 X , such
ax ^	
m
j
that the following n equations are satisfied:
F(x,A) = 0, j = 1, 2, ..., n,	 (III-28)
where F is defined by (III-25).
Definition III-14: The statement that "x is on the straight l.:ne
between x 1 and 2i2" means that there exists a number te[0,1] such that
J	
7	
Z_ ^151APRV
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x - tx l + (1 - t)x2	(III-29)
Definition III-15: The statement that "set S is convex" means
'	 that if x1eS and x2eS, then every point x on the straight line between
xl and x2 is a member of S.
Definition III-16: The statement that "x is a limit point of the
f
set S" means that every neighborhood about x contains a point of S
distinct from x.
Def'inition III-17: The statement that "set S is closed" means that
j	 S contains all of its limit points.
`
	
	
The definitions III-14 through III-17 provide sufficient terminology
for the definition of the absolute maximum of a function and for the
statements which follow this definition.
-
	
	 Definition III-18: Let the function, f (x), be defined over a
closed set X in En . The statement that "f (x) takes on its absolute
maximum over X at xo" means that f (x) 5 f(xo) for all xeX. The
Definition III-18 can be altered in an obvious way to define the ab-
solute minimum of f over the closed set S.
Definition III-19: The statement that "the function f is convex
over a convex set X in En,, 	 that for any two points x  and x2 in X
and for all te[0,1],
f[tx2 + (1 - t)x l ] < tf (x2 ) + (1 - t)f(xl )
	
(III-30)
Definition III-20: The statement that "the function f (x) is
strictly convex over a convex set X in En" means that for any two
points x1 and x2 in X and for all te(0,1),
40
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f[tx2 + (1 - t)xl] < tf (—x2) + (1 - t) f L l )	 (III-31)
Theorem III-16: [25] A linear function f (x) jX is a convex
function over all of En.
Theorem III-17: [25] A positive semidefinite quadratic form f (x)
= xTAx i!, a convex function over all of En.
Definition III-21: The statement that "_xeX is an extreme point
of the convex set X" means that there does not exist two distinct
points x  and x2EX such that x lies on the stiiight line between xl
and x2.
An extreme point can be envisioned geometrically as a corner point
of a convex set.
Theorem III-19: [25] Let X be a closed and bounded convex set.
If the absolute maximum of the convex function f (x) over X is finite,
then the absolute maximum of f (x) will be taken on at one or more ex-
treme points of X.
IV. UNIFORM BOUNDEDNESS OF SOLUTIONS
AND QUANTIZATION ERROR-BOUNDS
In this chapter, solutions are given for an upper-bound on the out-
put of a stable, linear, time invariant,discrete-time system whose input
signals are limited only in magnitude. Since the developments of this
chapter rely heavily upon the idea of uniform boundedness as it relates
to discrete-time systems, a section is devoted to a description of the
properties of the motions of uniformly bounded systems. These basic
concepts are then used to compute an error-bound for systems with one
quantizer. It is established in the last section of the chapter that
an upper-bound may be computed for multiple quantizer systems by appli-
cation of the uniform boundedness concept.
A. Uniform Boundedness of Solutions
There are several excellent treatments in the western literature
which describe the theory of "Uniformly Bounded Solutions" as it re-
lates to Liapunov theory for systems governed by differential equations
[25], [27], [28]. However, the definitions and theorems which have been
established for the continuous-time systems have not, in general, been
reformulated to consider the case of discrete-time systems. Therefore,
those definitions and theorems which are pertinent to the developments
which follow in this chapter will be stated and proved.
Consider the discrete-time system which is described by (III-2G)
and rewritten below:
34
35
x(tk+l) - F (-X(tk); tk) ,	 (IV-1)
where Fis defined for all to < tk < m and for all x. Let x(to) = Y.O.
Definition (IV-1): The solutions of (IV-1) are said to be uniformly
bounded if for any a > 0 there exists a positive number, .,such that if
11 40 11 < a, then (Ix(tk, x&, to )JI < P for tk 2! 	 where P depends only
ot; a and is independent of to.
Yoshizawa [281 also defines the properties of several stronger
types of boundedness motions such as "equi-ultimately
bounded" and "uniform-ultimately bounded." However, the developments of
this chapter do not require the utilization of these boundedness charac-
teristics and the associated theorems.
Let V(tk, x) be a decrescent and positive definite function in En
with continuous first partial derivatives for all x and all tk > to.
Let L denote a bounded, open set in En and let M be the union of L with
the boundary of L; i.e., M=L U SL, with the property that if xeW (the
complement of M), then OV(x, tk) < 0 for all tk 2: 	 Let Mr be a
closed set with the property that M e_ Mr.
Theorem IV-1: If ZSV(x(tk), tk) :5 0 for all xEW and if
e	V (-Xl (tkl+l)l tkl+l) < V (-x2 (tk2 ), tk2) for all tk2 > tkl+l , t
kl > to , all
xl(tkl ) in M and all x1 (tk2) in M 
c
r ; then a: •h solution of (IV-1) which
at some time t
ko > t
o is in M can never thereafter leave M.
Proof:
Assume that for some integer, ko, x(tk
 )aM. Further assume
0
that there exists an integer j > k0 such that x(tj)e r
c
Therefore,
there exists a least integer,n,with the property that r.(t n-1 )eM and
I
?^
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x(tk)EW for all n < k < j, n # J. Now, by the theorem hypothesis:
V(X(t j ), tj ) > V(x(tn), tn) .
	 (IV- 2)
However this cannot be since OV(x(tk),tk) 
:5 for all to < tk < ti,
B. The Development of An Error Bound for Systems
Containing a Single Quantizer
In this section, the problem of determining an upper bound on quanti-
zation error in a system with a single quantizer by application of the
concept of uniform boundedness is considered. A set of first order
difference equations can be written for a time-invariant, discrete-time
system that is linear witi, the exception cf one quantizer by application
of the method of Bertram described in Chapter II. The equations which
result are
V(k + 1) = Ay_(k) + bq(k), and	 (IV-3)
yy (k) = S7y (k),	 (IV-4)
where
A is an(n x n) matrix with the property that each of its eigen-
values is less than unity in magnitude,
v_ is an n-vector representing the difference between the state of the
system with quantization and tits sate of the system without quan-
tization,
b and c are cons.ant n-vectors,
yy is the difference between the system output with quantization and
the system output without quantization, and
i
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q denotes the difference between the quantizer input variable and
the quantizer output variable.
The magnitude of q mist be less than or equal to one-half of the
quantizer granularity, h, i.e.,
I q (k) I :5
-hf or all k > ko ; h > 0 .	 (N-5)
Suppose now that an arbitrary n x n, positive definite, symmetric
matrix, Q, is chosen. Then from Theorem III-14, there exists a unique,
symmetric, positive definite matrix, P, which is a solution of
ATPA - P = -Q .	 (IV-6)
Let
V[v_(k)] = J(k)Pv_(k) . 	 (W-7)
Then the first forward difference of V[V(k)] is given by
OV[V_(k)] = I . V T(k) ti (k) + Zq(k)bTPAV(k) +	
)1 11	 (N-8)
where T can be set equal one without loss of generality. The problem
of determining a bound on IyV (k)) that is valid for all k may now be
considered in the context of the statements of Theorem IV-1. In order
to use the uniform boundedness properties of this theorem, the set Mc
must be defined such that if 3L Of, OV[V (k)] < 0. Note that because of
the second order term -V T (k)QV(k) in (N-8) and because of the bounded-
ness of q(k), oN[y(k)] must become negative as the Il (k)I) increases
along any ray from the origin. The forcing function, q(k), which maxi-
mizes AV (v(k)) may be determined by inspection of (IV-8) to be
r	 _
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q(k) _ sgn[bTPAV(k)]	 (IV-9)
where bgn is defined for this case by
sgn[f] = + 1 if f > 0 and 	 (IV-10)
sgn[f] = - 1 if f < 0 .
Let OV[V(k)] represent the first forward difference of V[v_(k)] when q(k)
is applied and consider the set t points to which V(k) belongs only in
case
OV(V(k)) = 0.	 (IV-11)
A
Suppose that V 1 (k) satisfies (IV-11). Then AV[tv l (k)] < 0 for every
t > 1 and for all k > ko . This assertion may be easily verified as
follows:
VT1 (k)QVl (k) = hbTPAV l (k)sgn[bTPAVl (k)] + bTPb 2	(IV-12)
^^'[t^l(k)] _ -t 2Vl (k)QV l (k) + thbTPAvi(k)sgn[tbTPAv_l(k)]
2
+ ATPb 
4	
(IV-13)
The substitution of (IV-12) into (IV-13) yields the desired result:(IV-14)
AV[tv(k)] = hbTPAv_l(k)sgn[bTPAv 	 ft-t2j(k)] 	+ bTPb{2jj1-t2 < 0.
Let the symbol 8M denote the set of points to which V(k) belongs
only in case ©V[v_;k)] = 0. Then M is the set to which V(k) belongs only
in te ase _here exists a point Y l (k)ebM and a number te(0,1] such that
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v_(k)=ty_1(k). The set M is the least set with the property that if
V(k)E Mc , then AV[V(k)] < 0 regardless of the selection q(k) or of time,
k.
By application of matrix and norm inequalities, it can be shown
[14] that AV[V_(k)] < 0 for all V(k) with the property that
OV_(k)JI > p	 (IV-15)
where
P _ 
11 bTPAII +jj bTPAJ^ + X i (Q) I bTPb Ij h	 (IV-16 )
Amin (Q)	 2
Let Ml = jy(k);jjv(k)jj < p^. Now, because of the approximations involved
in the development of p, the set M described above is a subset of Ml.
In order to describe M more precisely than the spherical approximation
Ml , it is necessary to consider (IV-11), the equation of the boundary
of M, in more detail. If Q is chosen as the identity matrix, then the
set M can be described in terms of simple geometrical concepts. Denote
aT = [al, 012, ...	 an] = [bTPA] and
B = bTPb .
If Q is chosen as the identity matrix and the above symbolism is used,
(IV-11) may be written as
2
[V 1-alhsgn LTv(k))] 2 + ... + [Vn-a hsgn(a y(k))]2= 2\	(IV-17)
+ 
,n 
a2
k=l
ia
t
I
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The surface defined by (IV-17) is that generated by two hyper-
spheroids, S 1 and S2 , each of which intersects the hyperplane
H = jy(k); aTv(k) = OJ	 S1 is centered at h cx S 2 is centered at
	
 	
n, 11/2
- h a and each of these spheroids is of radius cls + 	 a?, 	 A two
2	 2l	 tc^k=1
dimensional geometric interpretation of (IV-17) is given by Figure IV-1.
Now, in order to utilize the boundedness properties of Theorem IV-1,
it is necessary to develop a characterization of the set Mr . Positive
definite quadratic forms exhibit several useful properties which can be
employed in the generation of a suitable Mr.
Property IV-1: The set U = ^v_(k); V T (k)Pv_(k) < ^j where t is a
positive constant is closed, bounded and convex. r
Property IV-2: If tl > t 2 , 9 2 > 0 and Ul =v_(k);vT(k)PV(k)< t1`
and U2 = ^Z(k);v (k)PV (k) < t 2J-,then U2 U
Property IV-3: If v_ 1 (k) # 0 and V(k) = tVl(k) where te[0, oo], then
the function V[tv i (k)] = t 2v_1 (k)PV l (k) is an increasing function of t.
Now, since V[v_(k + 1)] = V[V(k)] + AV[v(k)], the set Mr
 de-
scribed in Theorem IV-1 is simply Mr = ^V_(Q; V[V(k)] < t o where to > 0
is given by
= Max	 tV[V_(k)] + 6V[y(k ]j	 (IV-18)
° v_(k)eM
The argument of (iJ-18) may be written
V[v_(k)] + S[V (k)] = v_(k)P .(k) - )L(k)QV(k)  + hIbTPAV_(k) I + bTPb h2
4
= V T (k)ATPAV(k) + hj TPAV_(k) I + bTPb h2 (IV-19)
4
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S1
Figure 10.--A two dimensional representation of A
^t	 IT-
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Inspection of (IV-19) shows that each term is non-negative, and non-
,	 decreasing along any ray from the origln of En. Consequently, it is a
simple matter to :,how that if a v_(k) satisfying (IV-18) exists, there is
at least one v_(k)E sM which satisfies (IV-18). The problem of defining
``
	
Mr is equivalent to specifying the maximum value of V on the contour
I	 6V(k) = 0.
1. Methods of solution for the maximum V on 6M.
One can approach the problem of obtaining a solution for the maximum
P
value of V on SM from either an analytical or a computational standpoint.
In either event, it is quite probable that the gradient of AV with respect
to v_ will be required. It is apparent from (IV-8) using excitation (IV-9)
that if veH, then the gradient of AV is not defined. Thus, in order to
apply most of the standard extremization techniques, it is necessary to
provide a means of treating points which belong to H A M. Fortunately,
it turns out that the maximum value of V on 8M cannot occur on Hn 5M.
This will next be shown	 -g semi-geometric arguments.
It is not difficult to show that if v lebMn H and v_2ebM - An H,
then
i
	
11Y211 > 11Y111
	
(IV-20)
(The argument, k, of Vl and y 2 has been omitted for notational conveni-
ence). Assume that V (V l) > V(v_2). Now the ,v_2 points in a neighborhood
of V 	 be represented by kvv + Yl where k > 1 and Gyi l , yl> = 0.
Specifically, let v = kv_1 + y1 and V' = kv l - yl . Consider now points
2
y, on a line connecting V 2 and v given by_2 
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I
	
y = YV2 + (1-7)y2
	
where 0 < y < 1	 (IV-21)
1,	 t
i
It is apparent that if y - 1/2, y = ky	 This point is evidently out-
side of the V (v l) contour. Now, from the hypothesis, V (V—l ) 2:
and V (v l) > V (v ) . Therefore it follows that the V (v l ) contour is not
convex. However, this contradicts Property II. Thus it may be con-
cluded that V (_V) < Vmax for all yebMn H, where Vmax corresponds to the
maximum value of V on 59. (This conclusion is geometrically evident
from Figure IV-1).
As a consequence of the above arguments, and because of the symmetry
of the V and 6M contours about H, the search for the maximum V on 6M may
be confined to either the positive input portion of En
 neglecting points
I
	 on H or to the negative input portion of En.
One of the most practical methods for computing the maximum V on
1	 6M is by application of a computer search technique due to Fletcher and
Powell [29]. The objective function which is to be minimized by this tech-
nique is -V + X (AV) 2 , where X is a suitable positive number chosen
to force tsV to approximately zero.
1
2. The development of ar outpu t-bound
f
	 After the set Mr has been defined, there are several approaches
which may be taken to the problem of generating a bound for y V (k) that
is valid for all k > 0. The first method is due to Johnson [14] and is
completely analytic. Recall that Ml = ^v_(k); 11v_(k)11 < p- where p is
described by (IV-16). Thus from Trsorem III - 9, the maximum value of V
on SM l , is
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Vmax (Ml) = p2%"'.x(P)
	
(IV-22)
Now according to Theorem IV-1, the system state must always remain in
Mrl - jy_(k); YT (k)PV(k) < Vmax("1)
	
The boundary of Mrl , BMrl , can
itself beenclosed in a spherical ball. This can be easily shown by
returning to Theorem IV-9.
X min (P) IIY(k)11 2 < V max (Ml)
	
(IV-23)
for all V(k) a Mrl . If a spherical ball of radius
P _ 
r `max (P)1
-	 ` 
1/2 
P	 (IV- 24)
^min(P)J 
is constructed, then from (IV-23),Mrl
 will be contained within this
spherical ball. Now, from Theorem IV-1, Ilv_(k)II < p' for all k > 0. By
application of (IV-4) and Theorem III-1, an output-bound for y, (k) can
be computed as
l yV (k)I _< II&II • llv_(k)II _< IIS11 p ' , for all k=o,1, 2, ... .	 (IV-25)
Suppose that, instead of using the completely analytical procedure
n
described above, the maximum value of V, Vmax, on 8M is determined by
the application of a digital computer search technigse. Then a somewhat
less conservative bound for IIv(k)II than that given by (IV-24) can be
computed by essentially the same arguments given above, i.e.,
1/2
IIv_(k)II <	 Vmax	 _	 = r	 (IV-26)
L %min(P)J
and	
1/2
l v (k> I < II^II ' { TV(P>}	 (IV-27)y = 11 c ll • r
min
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Still another method for obtaining a bound on yv(k) is to establish
a bound on each of the components, v i , i-1,2,..., n of VeMr . This is
equivalent to determining the minimum box which will contain
Mr	 -`V_(k); V T (k)PV_(k) < V-nax 	 [30] Since,
n
(i	 1cii IVilmax 	 'r
	 (IV-28)
i=1
the bound predicted by this method may be expected to be somewhat more
conservative than the bound given by (IV-27).
None of the above methods will give the least upper-bound on
yV (k) for V(k)eMr
 for all systems. However, it turns out that a least
upper-bound on yV (k) for V(k)eMr
 can be obtained in closed form. Since
Mr
 is convex and V (k) i3 a linear combination of state variables, it
may be argued that yymax occurs on 5M . Consequently, it is desired tor
maximize yv (k) ATV (k) ,	 (IV-29)
subject too V_T (k)PV(k) = Vmax
This extremization problem will 'ie solved by utilization of the Lagrange
multiplier method outlined in Chapter III. Let
F = cTV_(k) + X 1^ VT (k)PV (k) - itmax}
	
(IV-30)
Then,
grad VF = c + Z% 1PV(k) = 0	 (IV-31)
Equations (IV-31) and the constraint equation of (IV-29) must next be
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solved for v(k)First, Xl will be eliminated from these relations.
From (IV-31)
v_T (k) grad F = v T (k)c + 2% 1v_T (k)PV_(k) - 0	 (IV-32)
However, from the constraint equation (IV-29), v_T(k)Pv(k) - VThe
max
substitution of this relation into (IV-32) and the solution for X l
 yields
% _ -Z(k)c (IV-33)
1	 2Vmax
Consequently (IV-31) becomes
c -
vT k c
V	 PV (k) = 0	 (IV-34)
max
Equation (IV-34) may be rewritten as
v(k) = Vmax P-lc
v_T(k)c
The inner product of (IV-35) with c yields
c Tv_(k) - Vmax cTP-lc
V=17
(IV-35)
(IV-36)
It follows from (IV-36) that
eI yV max I	 V xc
T P" 1 c
4. An ^xample of the procedures for baunding yv(k)
Consider a system described by (IV-3) and (IV -4) with
0	 , 1.0	 0.
A a	 ,	 b °
-0.53,	 1.135	 1.
(IV-37)
(IV-38)
^r
f
ti
i
l
r
4
l
I
I
1
i
0
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0.163
c =	 ,	 d = 0, and h = 1.0 .
-0.232	 2
Let Q = I. Then, the application of Theorem (III-14) leads to
	
r 2.73	 -2.43
P =	 ,	 where	 (IV-39)
	
-2.43	 6.18
YP) = 7.44, and X 2 (P) = 1.48 .
The following relation, which results from (IV-24), may be used to
bound the Ily, (k) II .
F %Mx(P) II 112IIV(k)II	
amin(P)J	 p 	
for all k > 0
	
(IV-40)
where p is given by (IV-16). For this example, inequality (IV-40) becomes
IIv(k)II < 26.6	 for all k > 0	 (IV-41)
From (IV-25) the output is bounded by
Iy,(k)I< 7.55	 ,	 for all k > 0	 (IV-42)
A somewhat tighter bound may be developed for Iyy (k)I by application
of the search technique described in [29] to the problem of defining
the maximum V on 6M. The maximum V on SM is approximately
Vmax = 1027	 (IV-43)
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The application of (IV-26) leads to
1/2
V.. 1 _
Ilv(k)II < 1 17min(P) ) - 26.3	 •	 for all k > 0 •	 (IV-44)
Then, from (IV-27), the output is bounded by
Iyv (k)) < 1.45	 -	 for all k > 0	 (IV-45)
It is interesting to note that the application of (IV-26) in con-
junction with the computed Vmx gives almost no advantage, in this case,
over the results obtained using strictly analytical techniques.
A third method by which a bound on iyv (k)I may be developed is by
application of (IV-37). In this problem, the numerical results are
J yv (k) I < 3.47	 for all k > 0	 (IV-46)
This third technique gives a substantially tighter bound for y
for this example than the first two techniques provide. It has been
noted that if the c vector is not approximately colinear with the
eigenvector associated with the minimum eigenvalue of the P matrix,
then the application of (IV-37) will provide a considerably tighter
bound for lyv (k)I, than can be obtained with the first two techniques
discussed above.
C. The Development of an Output-Bound for a
System Containing Several Quantizers
If several quantization nonlinearities are present in a control
system, the computation of a bound on the system error becomes somewhat
-.• ._
's
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more difficult. One method for obtaining an output-bound is to simply
compute an output-bound for Iyv(k)I, i - 1 1, 2, ..., n, where the i
superscript denotes the bound on error due to the ith quantizer acting
alone. Each of these n bounds can be determined by the methods of the
f	 M
preceding section. Since, by superposition,
1
	 Yv (k) = 	Y' (k)	 (IV-47)
i=1
then
n
1 yv (k) I 	 IyV(k)Imax
	
for all k > 0	 (1V-48)
i=1
An error-bound which is computed by (IV-48) is likely to be quite con-
servative since it is based on the triangular inequality for absolute
values. In order to improve the quality of the estimate, a method is
given in this section for computing a bound on multiple quantizer system
errors based on the contribution of all quantizers acting simultaneously.
Consider the controllable system
3_(k + 1) = Av_(k) + B g(k) ,
	
(IV-49)
and
yV (k) jV (k)	 (IV-50)
where,
A is an n x n matrix whose eigenvalues are less than unity in magni-
tude,
B is an n x m matrix,
c is an n-vector,
X(k) is an n-component state vector, and
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g(k) is an m-compenent excitation vector.
It will be assumed that each of the components of 3.(k), qi(k),
i = 1, 2, ..., n, is bounded in magnitude by hi. Let
SZ = `g(k); lg i l < hi, i = 1, 2, ..., n, k > 0}	 Obviously the set 9
of admiss'.ble controls is closed, bounded and ))convex.
Just as was done in the preceding section, let P be a positive
definite matrix which results from the solution of AT PA- P = -Q where
Q is any positive definite symmetric matrix. Then, if V[V(k)]= VT(k)PV(k),
the first forward difference of V[V(k)] is
OV[V_(k)] = -IT (k)QV(k) + 2gT (k)BTPAV (k) + gT (k)BTPBg(k) .	 (IV-51)
Let
AV[V (k) ] = max
	
j AV[v_(k) ll.	 (IV-52)
g(k)Est `	 ^
Because of the second order term in (IV-51), OV[V(k)] must eventually
become negative as V(k) increases along any ray from OEEn . In fact, it
A
is shown in Appe0 ix A that AV[V(k)] is equal to zero at no more than
one point along each ray. This means that the surface described by
AV[V_(k)] = 0	 (IV-53)
represents the boundary, SM of the set M, where M is the set to which
V(k) belongs only in case OV[y(k)] > 0. Note that if V_(k)eW , then
OV[V_(k)] < 0.
Let Mr be the set to which g(k) belongs only in case yT(k)PY(k)<to
i
where
^o = maM j^V[V_(k)] + V[V_(k)]
VE l	 JJ
(IV-54)
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It will be shown that (IV-54) is satisfied by at least one point,
V(k)eaM. Suppose that g l (k) maximizes AV[11 (k)] for vfk)eiM, and that
g2 (k) maximizes AV[tV 1 (k)] for tV l (k) where t > 1.
AV[tV_1 (k)] = -t 2v_i(k)Qv_1 (k) + 2tg2(k)BTPAV_1(k)
+ g2(k)BTPBg2 (k)	 (IV-55)
Since g2
 (k) is assumed to be a maximizing input at tvl(k),
2tg2(k)BTPAv_ 1 (k) + g2(k)STPBg2 (k) > 2tgi(k)BTPAV_1(k)
	
+gi(k)BTPBgl (k)	 (IV-56)
Now since g l (k) is a maximizing input at V 1 (k), each of 2gi(k)BTPAV_1(k)
andgi(k)BTPBgl (k) is nonnegative. Therefore (IV-56) can be written
2t T V+ g2(k)BTPBg2 (k) > 2gi(k)BTPAV1(k)
	
+ gi (k)BTPBgl (k)	 (IV-57)
Further,
t 2v_T (k)ATPAV I (k) + 2tg2 (k)BTPAV_1 (k) + g2(k)BTPBg2 (k) >
	
v_1(k)ATPAV l (k) + 2tgi(k)BTPAVl(k) + gi(k)BTPBg 1 (k)	 (IV-58)
This means that
V[tV_1 (k)] + AV[ty l (k)] > V [vl (k)] + OV[v 1 (k)]	 (IV-59)
for all t > 1 and all k > 0. As a result of the above arguments, it
may be asserted that
Rl
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rr
ma xjOV[v(k)] + V[v_(k)]J - may - V[y_(k)] + V[V(k)]	 (IV-60)
VC	 Y	
111
Thus, just as in the single quantizer case, the problem of defining Mr
A
is reduced to finding the maximum V on 6M.
1. The selection of the maximizing excitation
The problem of choosing that g(k)eQ which maximizes OV[v(k)] for a
given v_(k)eEn is not a simple one since AV[v_(k)] is a complex function
of v_(k) and g(k). The first term on the right hand side of (IV-51) is
independent of g(k) and hence does not influence the selection of g(k).
As a result, the problem of choosing the maximizing excitation function
may be stated formally as
maximise F = 2S T (k)BTPAV (k) + IT (k)BTPBg(k)	 (IV-61)
subject to g(k)eil 	 for all k > 0 .
Note that the function
F 1 = gT (k) BTPBc1(k) = qT (k)pq (k)	 (IV-62)
where p = BTPB ,
is a positive semidefinite form since P is a positive definite matrix.
Therefore F 1 [q(k)] is a convex function over SZ by Theorem III-17. Let
F2 = 2gT (k) BTPAV(k) = g (k)a(k) where	 (IV-63)
a(k) _ 2BTPAv (k) .
Then from Theorem III-16, F 2 is a convex function over a. Since Fl and
F2 are convex functions over n, then
r{
53
1%12 (k) + (1 - % )ql (k)] a(k) _ %a(k)a(k) + ( 1-%)gl(k)a(k) ,
(IV- 64)
and
[Ag2 (k) + (1-%)gl(k)]T^[%g2(k) + (1-%)ql(k)]
	
<
Xi2(k )Pg2 (k ) + (1-%)gl(k)Pgl(k)	 (IV-65)
where
Xs[0,1]
Now, if (IV-64) and (IV-69 are added, it is seen that
F[Xg2 (k) + (1-%)q1 (k)] < XF[g2 (k)] + (1-%)F[gl(k)] .	 (IV-66)
Hence, F is a convex  function over il. Now from Theorem III-19, it
F-
follows that the absolute maximum of F over 9 is taken on at one or more
of the extreme points of Q. Since Sc  is a rectangular region in E n , each
of its corner points is an extreme point and there are no other extreme
points in Sl. The significance of the above is that each component of
the maximizing excitation at a point v(k)EEn
 is always equal to its maxi-
mum magnitude. The problem of choosing the maximizing excitation for a
given V(k) is reduced to testing 2 n candidate excitation vectors.
The problem of selecting functions fi[v(k)], i=1,2,...,n such that
the components of a maximizing excitation function are given by
u i	 sgn[fi [v(k)]] , i= 1,2, ..., n	 (IV-67)
k>0
is quite formidable and no method of generating these functions is
known. As a result, it is not possible to write a closed form expression
A
for the surface 8M described by W[y(k)] - 0. Therefore, the search
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techniques which were described for finding the maximum V on 8M for the
single quantizer case are not as readily applicable for the multiple
quantizer case since an expression for the gradient of AV[v_(k)] with
respect to v_(k) cannot be written. Further, because of the p.:ssibility
of 2n maximizing excitations for M[V(k)], the problem of deciding in
which region of En to search for the maximum V on BM is decidedly less
well defined than for the single quantizer case.
A
3. An approximate definition for ' M and M
In this section, a set R2 M will be defined such that if V(k)eejl
AV[v_(k)] < 0. Let .yw
 denote an excitation vector which maximizes
AV[y(k)]. Then,
AV [y
	 = v_T (k)(v (k) + 2gw (k)BTP	 gAV (k) + ^v_	 (k)Pgw(k) = 0	 (IV-68)
is the equation satisfied by V(k)EBM. From Theorem III-9, it is known
that
s
v_T (k )QVT (k) ? Iiv(k)II 2 Xmin (Q) ,	 (IV-69)
where X min (Q) is the smallest eigenvalue of Q. Therefore, the set of
points which satisfy the inequality
%min (Q)IIv_ (k )II 2 > 2gTBTPAV (k) + 9T (k)ogw (k)	 (IV-70)
A
must be in the region in which AV[v_(k)] < 0: This line of reasoning may
be extended by asserting that if
min (Q) II . (k) II 2 > 2 I	 Ty_ (k) I '+'	 (k)pk(k),
then
I
(IV-71)
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©V [y (k)] < 0.
As a consequence of Theorem III-19, the term gw(k)Pgw (k) is bounded
above and the bound may be determined by evaluating this term at each of
the extreme points (corner points) of Q. Let Ko denote the maximum
value of gw(k)pgw (k), for gw (k)en. Kv can also be computed by the for-
mula Ko = X max (p) - I1gw(k)II2 as shown in Appendix B. Consider next the
term 2I T (k)BTPAV (k) I and let
E - BTPA .	 (IV-72)
By application of the Schwarz inequality (Theorem III-1)
, T (k)EV (k) I < Iisw (k)II - #V(k)II	 (IV-73)
However, from Theorem III-3, there exists a number, II E II, such that
IIEy (k)II s II E II IIV (k)II
	
(IV-74)
A method for computing IIEII is developed in Appendix B.
As a result of the above arguments, all points v_(k)EEn which satisfy
the inequality
%min(Q)IIV(k)II2 > 211 E II • 11.gw (k)II - Iiy (k)II + Ko 	(IV-75)
also satisfy OV[v_(k)] < 0. Further, since each of the components of
gw (k) is always at its maximum magnitude,
n
Jj gw (k)II = 	 hi	 for all k > 0	 (IV-76)2
i=1
It is therefore readily recognized that (IV-75) is a quadratic in
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111(k)JI. The largest value of Ily(k)JI, p, which satisfies (IV- 75) occurs
when the equality is used. Consequently, it follows that the smallest
number p with the property that if Ily(k)1I > p, aV[y(k)] < 0 is
JJRJJ
	
11gwj j +	 ^^E^^2	 ^i1w^^ 2 + Xmin(Q) - Ko	 (IV-77)p	
`min (Q)
Note that if Ko - %max(IS)II1wll2 is used in (IV-77), the 11Jjgwjj appears as
a factorable multiplier. The set R = ^v_(k); Jjy(k)jj < pr satisfies the
properties of the set M given in Theorem IV- l. The maximum value of
^	 ll
V[v_(k)] on SR - t(k); Ily(k)11- p` can be computed from Thr:orem III-9 to
J
be
V
max	 max 
(P)	 p2	 (IV-78){	
l
Therefore the set S = lv_(k); V T(k)PV(k) < 	 is analogous to the set
Mr of Theorem IV-1. The maximum value of y v (k) for y(k),1 8°! was estab-
lished by equation (IV-37) in a preceding section of this chapter. The
substitution of Vmax from (IV-78) into (IV-37) gives
l yvmaxl = p V %max (P)cTP--Ic 	
(IV- 79)
t
As was pointed out in (IV-77), p is proportional to ;i^^, and as
is evident from (IV-79), lyvmaxl is proportional to p; therefore the
maximum magnitude of quantization error is proportional to
3. An example
The system shown in Figure II-5, which was originally studied by
Bertram [10], will be used in an effort to establish a bound on the
error which arises in a digital control system due to quantization in
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the digital device. The technique which has been developed for bounding
yv (k) in the preceding sections of this chapter will now be appiied to
• this system. As indicated by (II-9), (II-10) and (II-11), the system
equations are,
-1
v l (k + 1)	 al	 -1	 a3	 vl(k)
v 2 (k + 1)	 =	 a2	 -a3 e-1 1	 v2(k)
v 3 (k + 1)	 a3	 -a3	 1 + e 1	 v3(k)
1	 1	 1	 0	 0	 q  (k)
a3
 a3 a3 1	 1	 q2(k)
a3
 a3 a3 1	 1	 q3 (k)
q4 (k)
q (k)
5
yv (k) = [0, 1, 
-a31] V (k),
1
a3 = [1-e- 1], al = [2e-
 1-1]a3
a2 = [e-1 - a-1 ] a3
(IV-80)
(IV-81)
(IV-82)
(IV-83)
Further, it will be assumed that the system employs uniform quantization,
i.e.,
Ih
i 
j < 1/2, i = 1, 2, ..., 5. 	 (IV-84)
If it is assumed that Q = I, the solution of (IV-6) for P yields
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3.144	 1.108
	
-1.763
P =	 1.108	 3.472	 -2.353
-1.763	 -2.353	 2.706
The eigenvalues of this matrix are approximately:
X = 0.49 9 X = 6.62 and A = 2.21 .
It was shown in Appendix B that the number (JEII is equal to the
square root of the maximum eigenvalue of the matrix ETE. The result
of performing the indicated matrix multiplications and evaluating the
eigenvalues of the resultant matrix iss
II E II = [Xmax (ETE) 
1/2
=
 8.04	 (IV-86)
I
The number K0 was determined by evaluating the function
gw (k)BTPByw (k) for each extreme point of Q. It was found that
KO = 17.2 .	 (IV-87)
The number p can be calculated by utilization of the defining
relation (IV-77).
P 
= 4 (8.04) + 4 (64.65) + 17.2 = 18.85	 (IV-88)
The maximum value of V[y_(k)] on bR is given by
Vmax = X max (P) p 2 = (18.85) 2 (6.62) .	 (IV-89)
The components of the c vector are
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Now from (IV-79), the output bound is given by
IY, max l 	 Vmax 
c
T P-1 c
	 = 34.6	 (IV-91)
Thus the output will always be less than 34.6 in magnitude provided
that IJv_(0)II < 18.85.
V. A LEAST UPPER-BOUND ON QUANTIZATION
ERROR IN DIGITAL CONTROL SYSTEMS
VIA THE DISCRETE MAXIMUM PRINCIPLE
The work presented in this chapter is based on the analysis of the
quantization state-error equations (II-13) and (II-14) that were de-
veloped in Chapter II. These equations are repeated here for convenience:
V(k + 1) = AV (k) + Bg(k),	 (II-13)
yV
 (k) = S" (k) ,	 '(II-14 )
and
q i (k) < h i for all k = 0,1,2,...; 	 (V-1)
2
and all i = 1,2,..., m.
Matrices A and B together with vectors g(k), yV (k) and cT have the same
properties as described in Chapter IV following (IV-50).
In this chapter, a method will be given for the computation of a
least upper—bound for yV (k) that is valid for all integers k > 0. Let
Q be the set to which S(k) belongs only in case each of the compon,nts
of S(k) satisfy (V-1). The problem can now be stated mathematically as:
Determine a number U such that if S = [x; x > yV (k)] for all k=0,1,...IN;
a 11 sequences [g(k)] eft, k=O,1, 2, ... N-1, then Ue S and U < x for a 11 xe S.
f
	 A method for computing U will be derived by application of the Discrete
Maximum Principle which is discussed in the following section.
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a
a
A. The Discrete Maximum Principle
The following statement of the Discrete Maximum Principle is a
modification of a :-omewhat more general formulation given by Halkin in
reference [31].
The following conditions must be fulfilled in order to ensure the
applicability of the maximum principle.
[1] A-1 must exist
_	 [2] The set J Av + Bg j g e Q- must be convex for every v which is a
l	 _
member of En.
Comment: Condition 2 is always satisfied since S2 is a closed, bounded
and convex set in Em and these properties are preserved under linear
transformation, B, into En.
_
	
	
It will be assumed that the system initial state is known and thus
the initial transversality conditions will not be involved in the
"F r r the terminal manifold fordevelopment which fellows. 	 u the ,	 e	 v is
completely unspecified. In addition, a "sufficiently large" integer, N,
will be selected at the outset to specify the terminal time of the
process, NT.
Two sequences, g(0), g(1), ..., g(N-1) and v(0), 2(1), ...,2(N) are
said to be optimal if they satisfy recurrence relation (II-13) if I(k)eQ
k = 0,1,...,N-1 and if yv (2(N)) is the maximum value of yv (v!N)) subject
to these constraints.
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The maximum principle may now be stated for the problem under
consideration.
If the sequences g(0), g(1), ..., _q	 1) and V(0), 2(1), ...,
V(N) are optimal, then there exists a sequence of non-zero vectors
Q(0), p(1), ..., p(N) such that
I ll	 <AG (k) + Bg (k), p (k + 1)> > <W (k) + Bg (k), p(k + 1)>
g (k)s Q, and	 k = 0,1,2,...,N-1,	 (V-2)
[2]E (k) = A p (k + 1),	 (V-3)
[3]	 p (N)	 o gradVyV (k)	 and	 (V-4)
ly. = v (N),
Po > 0.	 (V-5)
B. Computation of The Error Bound
The application of equation (V-4) yields
A (N) = Po c.	 (V-6)
Thus the value of the adjoint variable, Q(k), k < N, may be shown from
equation (V-3) to be
P 
(k) _ [AT] N - 
kE(N) _ ^30 
[AT] N - k c	 (V-7)
Now from (V-2), it is apparent that the terms < A V(k), p(k+l) > may be
neglected in maximizing the Hamiltonian with respect to S(k). By
application of a well-known property of inner products that
<Bg(k), p(k + 1)> = ^g(k), B A (k + 1)> 9	 (V-8)
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and letting the vector big i-1,2,...,m, denote the i th column of B.
it is obvious that the Hamiltonian, (V-2), is maximized if
q i (k) = hi sgn < b it p(k + 1) > ,	 (V-9)
2
i=1,2,...,m and
k=0,1,...,N-1 .
Substituting (V-7) into (V-9),
N- (k + 1)
qi(k) = hi sgn	 po < b i t [ AT]	 c >j	 !V-10)2
i=1,2,...,m, and
k=O,...,N-1 .
Several observations can be advanced from (V-10). Note that the
magnitude of 00 is not significant in (V-10) and it will be subsequently
assumed that Po=1. It is possible that some of the inner products in-
dicated in (V-10) will equal zero. In this case, the corresponding
component of g(k) has no bearing on the optimal solution. It is shown
in Appendix C that the same solution for the components, q i (k), can be
obtained without introducing the Discrete Maximum Principle. In fact,
as a result of this proof, if A is singular, the selection of q i (k) given
by (V-10) is also correct. For notational convenience let,
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N- (k + 1)
hl sgn < b i t C AT ]	 c >
2
g(k)
N- (k + 1)
hm sgn < bm, [AT]	 c >
2
N- (k+l) ,
= 2 h SGNJBT [AT]	 c,-
(V-11)
The substitution of (V-11) into (111-13) yields,
 N- (k+l )T
C(k + 1) = A2(k) + 1 B h SGN B [A
T 
]	 c }	 (V-12)
2
for an N-stage process. Equation (V-12) may be solved explicitly for
,^(N) •
N-1 N-(k + 1)	 N-(k+l) 1
^(N) = ANV (0) + 2 	 A	 B h SGN I`BT [AT]	 cJ
k=O	 (V-13)
Thus from (III-14), the bound on system output is
yv (Q(N)) = cT2(N).	 (V-14)
A useful property of the bound, y  (Q(N)) becomes evident upon
inspection of (V-13) and (V-14) with V(0) set equal to zero. For this
case, yv L(N)) is a non-decreasing function of N which converges to a
number, Ymax, with increasing N. This convergence is a consequence of
the initial assumption that the system is stable.
C. The Influence of Initial Conditions
It is quite often the case in control theory applications that
the control system is comprised of a digital controller for a continuous
II
t
65
time process. Thus those state variables which appear within the digital
device can assume only discrete levels while those which represent
continuous time variables can take on a continuum of values. Physically
this means that there may initially exist a "misalignment error" in
the di-ital portion of the system. The magnitude of this initial error
is dependent on the quantization granularity in the system. For con-
venience, let the first t < n state variables of (II-2) be the digital
variables and let the granularity for these state variables be given by
Ivi(0)I = I xi(0) - xi(0)I < mi ,	 i	 1,...,t,	 (V-15)
where x1 (0) denotes the actual value of the i th state in the digital
device. Since by assumption, the remaining n-t variables are representa-
tive of the continuous portion of the system it is reasonable to assert
th6t
v 1 (0) = x1 (0) - xi (0) = 0,	 i = t + 1,...,n. (V-16)
It is desirable to determine the maximum error which can arise
due to quantization when this initial error is included. Note from
(V-13) that the optimal quantization input sequence is independent of
v_(0). Therefore, a worst-case initial error may be defined independently
of the quantization sequence. The contribution of the v(0) term to
yv (N) is
(V-17)
yv (N) _ < c ANv_(0) >
T
< Y(0), [AN] c > .
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Let aN denote the ith column of AN .	 Then, the worst case initial error is
f
Vi (0)= mi	 sgn < a NJ, c > ,	 i	 1,2,...,t.	 (V-18)
0
It should be pointed out that when (V-18) is used in (V-13) and (V-14),
z
L
the resulting sequence yV (N) is not necessarily non-decreasing with
i
increasing N.
d
D. Bertram's Example
The system shown in Figure (II-5), which was originally studied by
Bertram [10), has served as a standard example for the application of
various techniques which have been advanced for the establishment of a
bound on quantization error. As indicated by (IV-80), the recurrence
relation for this system is
V l (k + 1)	 al -1	 a3-1	 V1(k)
V 2 (k + 1) = a2 -a3e-1	 1 V2(k) +
V 3 (k + 1) a2 -a3
	
1+e-1 V3 (k)
' (V-19)
1 1	 1	 0	 0 q1 (k)
q2(k)
a3 a3	 a3	 1	 1
q3 (k)
a3 a3	 a3	 1	 1 q4(k)
q5(k)
and the output is given by,
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YV (k)-[0, 1, -a3 ] v_(k),	 (V-20)
where k = 0,1,...,N-1; a3 - [1- a-1 ] -1 , al - [ 2e-1-1] a3 , and
a2 = [e -1 - a3-1 ] a3 . Further, assume that uniform quantization is
used, i.e.,
h i = 1,	 i - 1, 2, 3 1 4, 5 .	 (V-21)
The application of (V-13) and (V-14) with v_(0) set to 0 yields
TABLE 1
OUTPUT BOUNDS FOR BERTRAM'S EXAMPLE WITH
ZERO INITIAL CONDITIONS
N	 4	 6	 8	 10
yv (V^(N))	 2.8507907	 2.9089243	 2.9167918	 2.91!'8565	
i
It may be concluded from the data in Table V-1 that the system under
consideration rapidly approaches its output bound with increasing N.
The above results provide a much stronger bound than the bound of yv -7.9
which was obtained by Bertram in his original paper [10]. Koivuniemi [15]
established that the maximum value of 1
2 
Ili(N)112 for this system in
38.078. The utilization of this result in conjunction with the norm
inequality
9v 5 11 4(N) ii • ii S ii ,
	 (V-22)
yields yv - 10.2 which is also a relatively weak bound. It is interesting
] 2to note that if Koivuniemi had used [ Ty(N)as a performance index, he
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would have obtained results identical to those tabulated above. However,
in order to obtain these results by Koivuniemi's methods, some sort of
search method would be employed, whereas the proposed method provides a
closed form solution for the output bound.
Next, the effect of worst case initial conditions will be considered.
In Bertram's original formulation of this problem, x  represented the
state of the discrete compensator while x2 and x3 reflect the dynamics
of the continuous time segment of the system; thus V 2 (0) - 0 1 v 3 (0) - 01
and
Iv l (0)I < 1/2.	 (V-23)
The application of (V-13), (V-14) and (V-18) yields the following results:
TABLE 2
OUTPUT BOUNDS FOR BERTRAM'S M AISLE USING
WORST CASE INITIAL CONDITIONS
N	 4	 8	 12	 14	 16
yv ^(N)) 2.8844069 2.9174075 2.9180119 2.9180216	 2.9180176
The worst case error occurs for N-14. As expected, the output bound
approaches the bound obtained in the previous case wish v_(0) - .g as N
increases above 16.
The practical problem of initially choosing the value of N is worthy
of discussion. Note from (V-13) that as N is increased, all of the origi-
nal terms are retained and the additional terms which are summed provide
a non-negative contribution to the output. Because of this property and
the amenability of (V-13) to digital computer implementation, it has
been found that the simplest solution to the problem of choosing N is to
3i
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compute the output bound for each integer from N=0 upward until changes
in yV L(N)) are acceptably small for the system under study.
E. The Synthesis Problem
The problem of determining acceptable quantizer granularity for a
system whose maximum allowable error due to quantization has been
specified will now be discussed. It will be assumed that the system
configuration is fixed and the only control which the designer can
exercise over quantization error is by the adjustment of quantization
granularity. Equation (V-13) may be rearritten in a more convenient
form by utilization of equation (V-10), with 'V(0) = 0
N-1
V(N) = 21 V A'e bl sgn < b l,[AT]^ c > + ... +	 (V-24)
Q=0
N-1
hm	 A'bm sgn < bm , [AT]i c >
2
q =0
and yV (—v (N) ) is
N-1
yV ((N))= 
2 1
 ^ST Ab l sgn < b 	 c > + ... +
i =0
N-1
h m	 c 
T
A'Q
 b  sgn < bm , [AT]J c >	 (V-25)
2
1=0
It can be easily seen that each of the summation terms shown in
(V-25) is actually
t3
r
3
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N-1	 N-1
2i	
S  A' b i
 sgn < bi, [ AT]lc> = hi \^ IcT A'Qbil 
	
(V-26)
1=0	 1=0
i = 192,...m.
Since the system is assumed to be stable, each of these summations
must converge with increasing N to a non-negative number, Mil i.e.,
N-1
lim	 IcT Ajbil = Mi ,	 i = 1,2,...,m	 (V-27)
N -^ ao	
-0
Therefore the least upper bound for y  is given by
m
Yy (max) _	 >	 Mihi
	 (V-28)
i=1
Equation (V-28) can be used to check a proposed quantizer granularity
selection. Equation (V-26) is a particularly useful form in that it
clearly demonstrates the conditions under which a quantization input
sequence, q i (k), will have no effect on the system quantization error.
Assuming that the eigenvalues of the system A matrix are distinct,
then if c is an eigenvector of AT and < hi , c > = 0, the i th quantiza-
tion input will not contribute to yv.
F. An Application
In order to demonstrate the applicability of the results obtained
above, the problem of determining an upper-bound for quantization
errors generated by a digital attitude -controller for Saturn V class
space vehicles will be considered. A block diagram for the attitude
control system is shown by Figure 11.
Figure 11.--Saturn V digitized attitude control system.
The differential equations which characterize the vehicle and
actuator dynamics can be written in the vector -matrix notation,
x - Ax + bsc 	(V-29)
¢d jx	 (V-30)
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where x is a 14 x 1 vector, S c and $d are scalars and the elements
of A, b and c are defined in terms of vehicle parameters in Appendix
D. Since the digital device accepts inputs and generates outputs
every T seconds (T is a constant), it is necessary to determine the
inputs to the controller at each sampling instant. This motivates
the discretization of the continuous-time portion of the system
which is represented by (V-29) and (V-30). The discrete-time model
can be easily determined since S c (t) is held fixed between sampling
instants by the zero-order hold element. A detailed description of
a method for discretizing the continuous-time portion of a linear,
stationary system is given in [32] . The discrete-time equations
for the actuator and vehicle dynamics may be written as
x (k + 1)T) = Al x(kT) + b 1 8c(kT)
	
(V-31)
4d (kT) = CT x (kT)
	
(V-32)
Classical frequency domain techniques can be used to show that
the transfer function for the digital controller,
z2 + alz+ a2	 z2 + alz + a2	 z2 + aiz + a2
D(z) _	 (V-33)
z2 +b1z+b2	z2+biz+b2	 z2+biz+b2
where,
a1 = -3530./2048.	 b  = -90289./65536.
a2 = 1877./2048.	 b 2 = 34839./65536.
r
-
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al	-128502./65536.
a2	63017./65536 .
bl - -127717./65536
b 2 = 62341./65536.
and
al = -65274./65536. bl = -65405./65536.
If
a2 = 0.0	 b2 = 0.0
will satisfactorily stabilize the system.
It was decided to investigate the -ffects of quantization in two
different programming forms which might be used to physically imple-
ment the transfer function of (V-33). These implementations, which
are depicted in Figure 12 and Figure 13, differ only in the form of
programming used to realize the second-order cascaded modules. The
cascade-direct method is used in Figure 12 and the cascade- canonical
method is shown. in Figure 13.
1. The Cascade-Direct Configuration
Note from Figure 12 that there are seven sources of quantization
associated with the cascade-direct form. The block labelled 255/15
which appears at the input of the digital device is an artifice which
is useful in modelling controller operation. A maximum magnitude for
¢d of 15 degrees is converted by the analog-to-digital (A/D) con-
verter to the binary word 1111111., which has the decimal equivalent
of 255. Obviously then, any value of ^d less than 15 degrees in
magnitude will be converted by the A/D converter into an integer
less than 255 in magnitude. Suppose, for example, that ^d(kT)
1.5 degrees. Then Od (kT) - 25.5 and Q1 [0d (kT)l	 25, since Q19,
e
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as well as the other 6 quantizers actually truncate in the physical
system. As a consequence of the 255. / 15. scale change, the evalua-
tion of quantizer granularity, h, is simplified. In general the
granularity of any of the seven quantizers can be easily determined
from the number of bits to the right of the binary point. If there
are N bits to the right of the binary point, then h = 2-N.
It is evident from Figure 12 that the difference equations for
the ideal digital controller are of the form:
y(k + 1)T) = Dy(kT) + f OdW)	 (V-34)
a  (kT) = .& y(kT) + a Od (kT)	 (V-35)
where y(kT) is a 10 x 1 vector,
^d (kT) is a scalar,
Bc (kT) is a scalar, and
D, f, g, and a are of appropriate dimension.
Equations (V-31), (V-32), (V-34) and (V-35) can be combined to
form a composite transition relation for the control system.
x( (k + 1)T)
	 Al + ab1cT	b,gT	 x(kT)
_
Y( (k + 1)T)	 f c T	 D	 y(kT)	
(V-36)
x(kT)
OD (kT) = cTx(kT) + OT
 ^(kT) ci y(kT)	 (V-37)
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Now each of the seven quantizers may be considered as an input summing
r
point for a quantization error signal, and the quantization error
transition equations may be written. These equations are:
Al
 +. 1 cT bl&T
u((k + 1)T)	 T	 u(kT) + B S(k) ,	 (V-38)
f c	 D
T
C¢ (kT) = cl v(kT)	 (V-39)
d
where g(k) represents the quantization error input terms, and the
elements of B are: (see Figure 12.)
bi
 - bi3 - b15 - b17 - (bi) (15)/255 1 1 - 1, ..., 14,	 (V-40)
and b  denotes the i- component of vector hi. Further
bl5,l - 1., b17,1 - 1.,	 b17,2 - 1., b19,1 - 1., b19,3 - 1.
b21,1 = 1. b21,3 - 1.	 b21,4 - 1.	 b23,1 - 1.
	 b23,3 = 1.	 (V-41)
b23,5 - 1. b24,1 - 1.	 b24,3 - 1.	 b24,5 - 1., b24,6 - 1.
All other elements of the 24 x 7 B matrix are zero.
A digital computer program was written to perform the operations
required by (V-27) in order to determine a bound for quantization
error. Approximately 25 minutes of execution time on the IBM 7040
system at Auburn was required to determine the Mi numbers associated
with each quantizer. This corresponded to the termination of the
infinite summation of (IV-27) with N - 296. The change in each of
r^
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the Mi was less than .106% for this number of terms. The results are:
M1 = 0.15779	 M2 = 0.76551	 M3 = 0.14172
M4 = 109.22579	 M5 = 0.26475	 M6 = 26.49572	 (V-42)
M7 = 0.26430
Note the sensitivity of the system to the granularity of quantizers
4 and 6 a^ indicated by the large magnitude of these numbers rela-
tive to the other Mi . This implies that in the specification of
machine word lengths, a large number of bits should be carried to the
right of the binary point for quantizers 4 and 6. As an example,
suppose that hl = 1., h2 = 2-5 , h3 = 1. h4 = 2-5 , h5 = 2-5 , h6 = 2-5
and h7 = 2-3 . The quantization error-bound for this system is
JE O (	 = L Mhi = 4.6060 degrees	 (V-43)
d max i=1 i
'
g
	(The 1/2 factor that appears in (V-28) was omitted since signals
]	 processed by the digital device are truncated rather than rounded
t	 to the nearest integer.) It has been found by simulation that
the quantization errors which arise in the physical system are
normally less than one-tenth of the magnitude of the bound given in
(V-40). It is interesting to note that if the digital device was
ideal, i.e., h2 = h3 - h4 h5 = h6 h7 = 0, then the maximum system
error due to quantizer 1 is about .158 degrees. This .158 degrees
t
represents an upper-bound on the inherent error due to quantization
ONE
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in the flight computer which provides ^ d (k) to the digital controller
in the physical system.
2. The Cascade-Canonical Configuration
Consider now the controller configuration shown in Figure 13
in which seven sources of quantization errors are present. Note that
Q11 Q31 Q51 and Q 7 are identical to their counterparts of Figure 12
in their effects upon the system dynamics. Thus, it is not unrea-
sonable to conclude that M l , M31 M5 , and M7 should be the same as
the corresponding Mi numbers given by (V-42). These and the remaining
M  numbers will now be evaluated for the cascade-canonical configura-
tion .
The procedure outlined in the foregoing discussion, (V-29) thru
(V-41), can be directly applied to the configuration of Figure 13
with the following minor modifications. Instead of (V-41), (see
Figure 13),
b15,1 = 1., b15,2 = 1., b]7,1 = 1., b17,3 = 1., b17,4 = 1•. (V-44)
b19,1 = 1., b19,3 = 1., b19,5 = 1., b19,6 = 1.
In addition, since the cascade-canonical form contains only five delay
'	 element, y (kT) is a 5 x 1 vector, and the orders of the composite
state transition matrix, v(kT), B, and c l in (V-38) and (V-39) are
reduced by five.
The digital computer program mentioned in the previous section
3
t
80
was modified to accomodate the cascade-canonical form and the M 
numbers were generated by (IV-27) with termination at N - 296. The
results are:
	
M1 - 0.15779
	
M2 = 0.06585
	
M3 - 0.14172
	
M4 - 0.18353
	
M5
 - 0.26475
	
M6 - 0.05306
	
(V-45)
M7 - 0.26430
T
It is interesting to make a comparison in this example of the
error bounds resulting from the two different realizations of the
controller described by (V-33). Suppose, for comparison purposes,
that the same granularities exist in the quantizers of the cascade-canonical
form as were selected in computing the error bound for the cascade-
direct form of (V-43), i.e., hl
 - 1., h2 = 2-5 , h3 - 1., h4 = 2-5,
h5 - 2-5 , h6 = 2-5 , and h7 - 2-3 . Then the system output quantiza-
tion-error bound is
7
E Mih - 0.3502 degrees,
	 (V-45)
End max iml	 i
which is less than one tenth of that resulting in the system with
the cascade-direct realization of the digital controller.
VI. A LEAST UPPER-BOUND ON QUANTIZATION ERROR
IN DIGITAL CONTROL SYSTEMS BY THE
TRANSFER FUNCTION METHOD
As indicated in Chapter II, Dejka [16] proposed a transfer function
method for the computation of a bound on quantization error, but he did
not point out that his method can be used for the analysis of multiple
quantizer systems and that the application of this method results in
the least upper bound on quantization error. Recently, Curry [2 ]
stated without proof that the method proposed by Dejka provides a least
upper bound on quantization errors. The purpose of this Chapter is to
provide a mathematical development which verifies these assertions.
A. Mathematical Developments
Ii: Chapter II, it was shown that the problem of determining a bound
on quantization errors is equivalent to finding a bound for
yy (k ) = cT1! (k)
	 (II-14)
where
v_(k + 1) = Av (k) + B%(k) .	 (II-13)
Each of the components q i (k), i = 1,2,3, ..., m, of g(k) are bounded
in magnitude, i. e.,
Ig i (k)l < hi , i = 1, 2, ..., m, and k = 0,1,2, ... 	 (VI-1)
2
Since the system described by (II-13) and (I1-14) is linear and
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stationary, the z-transform theory is readily applicable. Let Gi(z)
represent the transfer function from the i th quantizer input to the
output, yv (k). Further, let
Yv (z) =Fyv (k) ], and	 (VI-2)
Qi (z ) =3[ g i (k)]•	 (VI-3)
T:en by superposition,
m	 n
Y^(z) _	 Qi(z) Gi (z) +	 v3(0) Hj (z) ,	 (VI-4)
i=1 j=1
where Hi (z) is the transfer function from the i th state to yv(k).
Consider next a term of (VI-4), Q i (z) Gi(z).
00	 00
Qi (z) Gi(z) = 	 gi(k)z-k !F ^' gi(k)z -k j	 (VI-5)
L _	 J	 L-r	 J
k=0	 n=0
Now, the inverse z-transform of Q i (z) Gi (z) evaluated at k = N is
N
-1rQi(z) Gi(z) j k_N = ^, q i (N 9) g 1 (1) . 	(VI-6)
J	 ,2=0
It is easy to see that if
qi (N— e) = hi sgn gi (2)	 (VI-7)
2
for Z = 0,1,2,...,N,
then the summation in (VI-6) is maximized with respect to the sequence
q i (0), q 1 (1), ..., q i (N). If the input sequence is chosen in accordance
with (VI-7), then the summation of (VI-6) becomes
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N	 N
j gi (N- J) g i(2) = hi ^ 19 ml (VI-8)
2	 -
.2=0
The number M  defined by (V-27) can be written in terms of q, O,) as
follows:
N
Mi = lim	 Ig i (^) 	 (VI-9)
N—soo 
^0
If v(0) = 0, then it is apparent that
m	 N
S'V (N ) = 1	 hi 	 (VI-10)
2	 -	 /--
i=1	 1-0
where,as in Chapter V, yv (N) represents the maximum value of yV (N) for
g(k)eil for all k = 0,1,...,N.
Suppose as in Chapter V that V (0) is nonzero, i.e.,
Iv j (0)I < mj	 j = 1,2,...,t	 (VI-11)
2
1	 and
Iv j (0)I = 0,	 j = t + 1,...,n	 (VI-12)
Consider the inverse transform of the term V j (0) Hj (z), i.e.,
_	 COr	 r
1 v . (0) H. (z)	 - -ll v (0)	 h (n)z-n = v (0) h (N)k=N ^' i j
n-0	 (VI-13)
Thus it is apparent that the selection of V j (0) which maximizes yV (N) is
,'
^.	 s	 sTIF.
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1v (0) = mj sgn h 1 (N), ,j = 1,2,..., t.	 (VI-14)
When initial conditions are included, the worst case value of yv(N)
becomes
m	 N	
\t
"y (N) = 1	 hi	 Igi (DI
 
+1 ) mj Ihj(N) I. 	 (VI-15)
2	 2
i=1	 2=0	 j.0
The method of computing yv (N) as given by (IV-10) and (IV-15) was
applied to the problem of Bertram described by (V-19) and (V-20). As
expected, precisely the same results as those given in Tables V-1 and
V-2 were obtained.
VII. CONCLUSIONS
ij
3
i -
The problem of determining an upper bound for the magnitude of
system errors that may arise in a discrete-time, hybrid control system
due to quantization of some of the system variables was considered in
detail. Three distinct methods for computing a bound on quantization
i
	 errors were advanced.
The first method, which was discussed in Chapter IV, is based on
the concept of "Uniform Roundedness of Solutions" as it applies to
discrete-time systems. This theoretical basis was used in essentially
two different ways to establish quantization error-bounds. In one
case, an output-bound was determined by computing a bound for each
quantizer input and then determining an overall error-bound for the
system by application of the principle of superposition and the triang-
ular inequality. However, in order to obtain the bound on each input
it is necessary to solve a constrained maximization problem by a
computer search technique. This requirement has the following impli-
cations: (a) The output-bound cannot ba found in closed form in terms
of system parameters. (b) It is necessary to implement a generally
complex computer search routine. The second application of the concept
of "Uniform Boundedness of Solutions" that was set forth in Chapter IV
i
	 results in a solution for a quantization error-bound which can be
written in closed form in terms of system parameters and which simul-
taneously accounts for the error contributions of each of the system
quantizers. Both of these approaches provide an upper-bound on
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quantization error which is often quite conservative. For instance,
the second of the above procedures was used to determine a bound on
ia	
quantization error in the system originally studied by Bertram. It
was determined that an error-bound for this system is 34.6. The
methods developed in other chapters of this dissertation were used to
show that the least upper-bound on quantization error is only 2.918 for
this system.
i
The optimal control theory for discrete-time systems was used to
develop a method for computing a least upper-bound on quantization
error. This was accomplished by recognizing that the problem of
determining a least upper-bound on quantization error can be cast into
the form of an optimal control problem. A closed form solution was
obtained for the least upper-bound on quantization error at any
sampling instant, NT. Another result of considerable significance when
the synthesis of a digital controller is considered was the development
of a method for computing a non-negative number for each quantizer such
that the summation of the products of each of these numbers with its
respective maximum quantization error yields the least upper-bound on
system quantization error. The magnitude of these non-negative numbers
allows the designer to determine the degree of sensitivity of system
quantization error to the granularity of each quantizer and to system-
atically choose levels of quantization which are needed in order to meet
any specification on maximum system quantization error.
Another benefit accruing from the optimal-control theory viewpoint
is that a method was developed for choosing the worst possible initial
;T MMV
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errors which result from quantization. Then, thes: worst possible
initial errors were used in conjunction with the results discussed
above to give a least upper-bound on system error for any time NT where N
is a positive integer and T is the sampling interval.
Finally, it was established that the optimal approaches taken
above can be used to compute error-bounds on quantization for linear
systems using deterministic sampling schemes.
In Chapter VI, it was established that the transfer function
can be utilized to obtain precisely the same quantization error-bounds
as were determined by the optimal control methods if a constant sampling
rate is assumed. It appears that the transfer function method is
preferable if the digital computer is controlling a plant of low order.
However, as plant order increases, the problem of obtaining transfer
functions with sufficient numerical accuracy become increasingly diffi-ult
and it becomes advantageous to utilize the vector-matrix notation associ-
ated with the optimal-control method for bounding quantization errors.
r
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APPENDIX A
In this appendix, it will be established that 6V[V_(k)] for the
multiple quantizer system cannot equal zero at more than one point along
each ray from the origin. Consider a ray through the point V_ l # 0 and
further assume that, (all arguments, k, are omitted for convenience)
6V [v_1 ] - 0 - -v 1RV 1 + 2giBTPAv1 + giBTPBgl ,	 (A-1)
where g len is the input which maximizes AV[v l]. It is easy to show that
if gl is a maximizing input, then te, 	 .wo and three on U.- - ' -it hand
side of (A-1) are non-negative.
A
Let us assume that V_ l is the "first" point on the ray at which LTV
is zero and that there exists at least one other point, tv l , t > 1 at
which AV[y] is zero for maximizing inputg2 . It is not difficult to show
N
that if g2 = gl , then 2'%V is zero only at 
v_1 on the ray. Consider the
following proof: Let
a = v1T^1 , b - 2g lTBTPAv_1 and c - giBTPBgl 	(A-2)
Then from (A-1)
-a+b+c-0.	 (A-3)
Assume that at some other point tv_ l , OV[tvl] - 0. Then if 52 - 21
-t 2 a+tb+c-0	 (A-4)
It follows from (A-3) and (A-4) that
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t = 1; - 2c < 0.	 (A-5)
2a
	Consequently the only point on the ray at which OV[V]
	
0 occurs at
y 1 if g2 = gl .
Next the case where g2 # gl will be considered. Equation (A-1)
becomes
OV[tYl ] _ - t 2Y1^1 + 2tg2BTPAV 1 + g2BTPBg2 	 0.	 (A-6)
Le t
bl
 = 2g2BTPAv and c l = g2BTPB g2	(A-7)
—1
Then (A-6) becomes
-t 2a + tbl + c l = 0.	 (A-8)
Equations (A-8) and (A-3) may be combined to eliminate a. The result
is
t 2 (b+c) = tb l + c l	 (A-9)
Now since OV[v_1 ] is maximized by gl # g2 , it ;'ollows that
b + c > b 1 + c 1	 (A-10)
Consequently, if inequality (A-10) is substituted into (A-9),
t2 [b 14cl] < tb l + c l .	 (A-11)
However, since t> 1, b, :,:  0 and c l 2:  0 and b l and c l cannot be simul-
taneously zero, then (A-11) is a contradiction.
Therefore it has been shown that AV[y) cannot be zero more than once
along any ray from geEn.
I
I
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APPENDIX B
Let the set of points, H, described by
V TV - IIVII 2 =	 ^'2 ,	 # = a constant	 (B-1)
represent the initial set in E n for transformation E. Therefore, in
order to compute IIEIIthe vector v0 H must be selected with the property
that
IIE oil ° Vo ET Ev_0 ? 
v_T 
ET EV ,	 d %P H.	 (B-2)
Formally the problem becomes
Maximize: V TETEV	 (B-3)
Subject to A = *2	 (B-4)
The application of Lagrange multiplier techniques yields,
F = VT ETEV + XL V), and	 (B-5)
grad F = 2ETEV + 2% V = 0	 (B-6)
The inner product of (B-6) with V gives
V TETEV + XV TV = 0.	 (B-7)
The utilization of (B-4) with (B-7) gives
X = (-V TETEV) / *2	 (B-8)
Substituting this value of X into (B-6) yields
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and
r	 T	 1/2
II E II°	 I-(E E)max
(B-12)
aS
3
3
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ETEV = T TEti V	 (B-9)
However, since VTETEV is a scalar, (B-9) can only be satisfied by the
eigenvectors of E TE. Consequently the term 
VTETEV is an eigenvalue
of ETE. Therefore, in order for VO ETEVO to be a maximum over H, V
0
must be the eigenvector corresponding to the maximum eigenvalue of
ETE, i.e.,
II Ev 11 2 = Xmax(ETE)*2 = ^'max(ETE) 11112
for VOEH.
From (B-10) it is evident that
1/2
kv-11 :5	 maxA	 (ETE) J	 11V 11
(B-10)
(B-11)
iAPPENDIX C
The solution of 4(N), which is given in (V-13) and which was
developed with the aid of the Discrete Maximum Principle, can also
be obtained from the general solution of the III-13 with q 
i (k) a 91,
i = 1,2,...,m and k = 0,1,...,N-1. The general solution is
N-1
V (N) = ANV (0) +	 AN- (k+1) B g(k)
	 (C-1)
k/=0
Further,
N-1
yv (N) = cTANV (0) + CT	 AN- (k+l) B 1(k )	 (C-2)
k=0
N-1
_ <c,ANV (0) > + \', < c, AN- (k+l) B a(k) >
k=0
or	 N-1
V
(N) = < v(0),
 
[AN]T c > +
	
< g(k), BT[AN-(k+1)]T c > .
k-0	 (C-3)
However, since [A' e ] T = [AT ]l
 where i is an integer, (C-3) may be written
as
N-1
yV (N) = < v(0), [AT ]N c > +	 < 3(k), BT [AT]N-(k+l) c > .
k=0	 (C-4)
We can irmediately conclude from (C-4) that
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q i (k) = hi sgn <bi JAT]N- (k+1) c > (C-5)
2
d i=1,2,...,m and
d k=0,1,...,N-1
This is precisely the same result expressed by (V-10) in Chapter V.
The method of proof used above suggests an extension of the results
of this paper to quantizing systems with a non-uniform sampling period.
As an example consider a system which alternately samples with a period
of T 1 and T2 seconds. Let the system equations be:
V (k + 1) = AlV(k) + B lg(k)	 for T = T1 and
(C-6)
V(k + 1) = A2y_(k) + B`q(k)	 for T = T2 .
In order to avoid notational difficulties, consider the case where N=4.
Then,
V O) = A2AlA2Al y_ (0) + A 2 A 1 A 2 B1g(0) + A 2 A 1 B21(1)
+ A2Blg(2) + B2g(3) .
Continuing as before,
yv (4) _ < V(0), A1A2A1A2 c > + < g(0), B1 2A1 2 c >
+ < g(1), B2ATA2 c > + < g(2), BTA2c >
+ < g (3), B2c > .
(C-7)
(C-8)
r,
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The method of choosing the optimal quantization sequence is
9	
similar to that shown ij.. (C-5) for the system with conr;tant A and B
1
	 matrices. It is evident that this technique can be easily extended
to treat more complicated sampling schemes.
APPENDEX D
i
ELEMENTS OF THE AtBt AND C MATRICES
A IS A 14 X 14 MATRIX
B IS A 14 X 1 MATRIX
C IS A 14 X I MATRIX
j	 A(1#1)s-2.*ZETA1*W1
}	 A(1#2)=—W1**2
A(2+1)=1.0
A(392) sWl **2
A(393)s-2**ZETA2*W2
A(3#4)=-W2**2
A(4,3)=1.0
A(592)=(ALCG*ASE+AIE)*W2**2*(-Wl**2)/AIXX
A(5+3)=(ALCG*ASE+AIE)*W2**2*2**ZETA2*W2/AIXX
A(5+4)=(ALCG*ASE+AIE)*W2**2*W2**2/AIXX + W2**2*
1 (-C2-AK3*ASE/AIXX)
A(5.6)=-C1
A(5+ 8)= -(FC*(ALCG*YPB(1)+YB(I)))/AIXX
A(5+10) -(FC*(ALCG*YPB(2)+YB(2)))/AIXX
A(5+12)= -(FC*(ALCG*YPB(3)+YB13)1)/AIXX
A(5914)- -(FC*(ALCG*YPB(4)+YB(4)))/AIXX
A(6r5)sl*0
A(792)=(ASE*YB(1)-AIE*YPB(1))*W2**2*W1**2/GM(l)
A(7#3)=(ASE*YB(1)-AIE*YPB(1))*W2**2*(-29*ZETA2*W2)/GM(1)
A(794)=(ASE*YB(1)-AIE*YPB(1))*W2**2*(--W2**2)/GM(1)+
1 W2**2*RP*YB(1)/GM(1)
A(797)=-2**ZETA())*WB(1)
A(798)=-WB(1)**2
A(897)=1*0
A(9+2)=W2**2*(ASE*YB(2)-AIE*YPB(2))*WI**2/GM(2)
A(9+3)=W2**2*(ASE*YB(2)-AIE*YPB(2)1*(-2.*ZETA2*W2)/GM(2)
A(994)=W2**2*(ASE*YB(2)-AIE*YP812))*(-W2**2) / GM( 2) +
1 W2**2*RP*YB(2)/GM(2)
A(999)s-2.*ZETA(2)*WB(2)
A(9910)=-WB(2)**2
A(10+9)s1.0
A(11+2)sW2**2*IASE*YB(3)-AIE*YPB(3))/GM(3)*Wl**2
A(1193)=W2**2*IASE*YB(3)-AIE*YPB(3))/GM(3)*(-2.*ZETA2*W2)
A(1194)=W2**2*IASE*YB(3)-AIE*YPB(3))/GM(3)*(-W2**2) +
1 W2**2*RP*YB(3)/GM(3)
A(11+11)=-2.*ZETA(3)*WB(3)
A(11+12)=-WB(3)**2
A(12.11)=1.0
A(13+2)sW2**2*(ASE*YB(4)-AIE*YPB(4))/GM(G)*W1**2
A(1393)sW2**2*(ASE*YB(4)-AIE*YPB(4))/GM(4)*(-2**ZETA2*W2)
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A(1394)zW2**2*(ASE*YB(4)—AIE*YPB(4))/GM(4)*(—W2**2)
I W2**2*RP*YB(4)/GM(4)
A(13*13)=-2**ZETA(4)*WB(4)
A(13914)=—WB(4)**2
A(14913)=1*0
ALL THE OTHER ELEMENTS ARE 0*0
B(l)zleo
ALL THE OTHER ELEMENTS ARE OoO
C(6)zl*O
C(8)=YPD(1)
C(101=YPD(2)
C(12)=YPD(3)
C(14)=YPD(4)
ALL THE OTHER ELEMENTS ARE 0*0
I
1 rn ^Rp
