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1. INTRODUCTION 
This paper is concerned with existence and regularity of solutions of 
Lb%-AU&(t) (1.1) 
in a Banach space X, and of the evolution operator for the homogeneous 
equation 
LU=O. (1.2) 
The two problems are related: once the evolution operator U(t, S) is con- 
structed, a solution of (1.1) (with initial condition U(S) = 0) is given 
formally by 
u(t) = St u(t, u)F(u) da. 
s 
If A is the infinitesimal generator of a semigroup {T(t) : t > 0} of class 
(C,,), the evolution operator is given by U(t, s) = T(t - s), as is well-known. 
We also mention the work of T. Kato and H. Tanabe [1,2] in which A 
is permitted to depend on t. Under suitable conditions on the resolvent of 
A(t), the evolution operator is constructed. One of their essential require- 
ments is that A(t), for each t, be the infinitesimal generator of a holomorphic 
semigroup. 
The present paper is concerned with existence and regularity of solutions 
of (1.1) when A does not generate a semigroup. The assumptions which we 
shall make are motivated by the applications of the abstract theory to para- 
bolic partial differential equations of higher order in cylindrical domains. In 
the applications, the higher order equation is reduced to a first order system 
* This research was supported by the National Science Foundation through Grant 
GP-8555. 
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of the form (1.1) by introducing the t-derivatives as new unknowns. The 
operator A that results satisfies a growth condition of the form 
I x I II Wll G JYI h I) (1.3) 
where R(h) = (X - A)-l, P(I h 1) is a p ly o nomial in 1 h I and X ranges over an 
angular sector of the complex plane. It follows that A is not the generator 
of a semi-group unless P(i h I) h as d g e ree zero, and this happens only if the 
original equation is of first order in t. On the other hand, it turns out that the 
range of L = (d/d) - A is confined to a certain subspace S of X. Thus the 
integration of (1 ,l) depends mainly on the behavior of the evolution operator 
(if it exists) acting in S rather than all of X. 
This latter fact led us in the present note to the construction of a bounded 
operator valued function Z’(t), t > 0, satisfying the following: 
(a) For t > 0, T(t) is strongly differentiable, T(t) XC D(A) (equals 
domain of A) and (d/d) T(t) - AT(t) = 0. 
(b) As t -+ 0, , T(t) converges strongly to the identity on the subspace S. 
One T(t) is constructed, we are able to build an existence and regularity 
theory for (1.1). We should point out that (1.3) alone is not sufficient for the 
construction of T(t). We must impose an additional condition on the restric- 
tion R,(h) of R(h) to S. This condition is also motivated by the applications. 
In addition to (a) and (b), we prove several theorems concerning the differ- 
entiability of T(t) in t 3 0 and show that T(t) has a holomorphic extension 
into the complex t-plane. The latter result extends a classical theorem on the 
generation of holomorphic semigroups. Analogous results pertaining to 
solutions of the nonhomogeneous equation (1 .l) are derived and in turn are 
applied to solutions of parabolic partial differential equations. 
In the next section we state our assumption and results for the abstract 
equations (1 .l) and (1.2). The proofs are carried out in Section 4. In Section 
3 the results of Section 2 are applied to a fairly general class of boundary value 
problems for higher order parabolic equations. 
This work was largely suggested by an important paper [3] of S. Agmon 
and L. Nirenberg, and there is some contact of our results with theirs in 
connection with regularity of solution. On the other hand, existence theory, 
which is emphasized in the present note, is not treated in [3]. 
I wish to thank Professor I. Miyadera for several useful discussions. 
2. THE ABSTRACT EQUATION. ASSUMPTIONS AND RESULTS 
Let X be a complex Banach space, S a closed subspace of X and A a linear 
operator in X. We denote by D(A) the domain of A, R(X) = (X - A)-l the 
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resolvent of A at A, R,(h) the restriction of R(h) to S and by Z a fixed closed 
sector of the complex plane: 
We assume the following: 
(H.l) A is a closed linear operator. The resolvent set of A contains ,Z and 
the resolvent of A satisfies 
I h I II WI d P(l h I) 
for h E ,Z, where P(( h I) is a polynomial in I h 1 of degree G - 1 > 0. 
(H.2) D(A’) n S is dense in S and 
(2.1) 
I h I II J?mll 6 Jf> h EZ, (2.2) 
where M is a constant independent of A. 
Let F be any smooth contour running in Z - {0} from co e-i(a/2+e) to 
00 ei(a/2+8), 0 < 0 < 6,) and define 
T(t) x = & IT eAtI? x dh (2.3) 
for t > 0 and x E X. The estimate (2.1) ensures the convergence of (2.3) 
uniformly on any compact interval of (0, co). On account of the analyticity 
in 2 of the operator-valued function tit&h), the value of the integral is 
unchanged if r is replaced by any other contour I” of the type described. 
The following four theorems show that T(t) satisfies conditions (a), (b) of 
Section 1 and, in fact, considerably more. 
THEOREM 2.1. If A satis$es (H.l), the famzly (T(t) : t > O> of bounded 
linear operators on X dejked by (2.3) satisjies 
(i) T(t) T(s) = T(t + s), s, t > 0. 
(ii) T(t) x is in&iteZy d@wntiabZe, Z’(t) x E D(A”) and P)(t) x = A”T(t) x 
for each x E X, t > 0 and n = 0, 1,2 ,... . Moreover, 
11 T’“‘(t)ll < KgKnn!t-(+l), o<t\<1, (2.4) 
for some constants K,, and K depending on /and 0, but not on t or n. 
The next result concerns continuity of T(t) at t = 0. Let P(X) denote the 
set of bounded linear operators on X which permute with A, i.e., BA C AB. 
409/32/I-2 
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Define a subset L, of X as follows: 
L, = {BJJ : B E P(X) and y E S @ O(k)} 
and let 
L = linear span of L, . 
THEOREM 2.2. If A satisjes (H.1) and (H.2), tha for every x EL 
liry T(t)x = x. 
+ 
In particular, if x E S we have for n = 0, l,..., 
11 Ten)(t) x jl < K&nn!t-n [I x 11 , t > 0. 
(In this paper, lim will mean strong limit unless otherwise noted.) 
(2.5) 
P-6) 
(2.7) 
W-9 
Regarding differentiability of T(t) at t = 0 we have (cf. Theorem 11.6.4 
of [41> 
THEOREM 2.3. If A satisfies (H.l), then for n 3 1 
hxix t-% [T(t) x - I$; $ Akx] = f  A”x (2.9) 
for every x E D(A’+“). If, in addition, A satisjies (H.2), then 
(i) (2.9) holds for every x E D(A”) such that A”x E S. 
(ii) I f  X is rejexive and x E S n D(Ae++l), (2.9) holds in the weah topology 
of x. 
The next result shows that T(t) can be continued holomorphically into 
the complex t-plane. 
THEOREM 2.4. If  A satisfies (H.l), then T(t) admits a strong holomorphic 
extension T(5) into the sector I arg 5 1 < 0, given by 
T(5) = & I, e”CR(h) dh = 2 v  T(n)(t), 
a=0 * 
and 
$ T(C) x - AT(<) x = 0, 
x E X. If, in addition, A statifies (H.2), then on each smaller sector 
1 arg t; ) < 0, - E we have 11 T(t) x 11 < M, 11 x 11 for x ES and T(c) x con- 
verges to x as !: + 0 fm each x EL. 
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In the special case G = 1 and S = X, we obtain the following classical 
result concerning the generation of holomorphic semigroups (cf. T. Kato [5], 
K. Yosida [6]). 
THEOREM 2.5. Suppose A is a closed, densely deJined linear operator whose 
resolvent set contains .Z such that M(h) is una~ormly bounded on Z. Then A is 
the infinitesimal generator of a semigroup {T(t) : t > 0} of class (C,,) with the 
properties 
(i) T(t) has a holomorphic extension to / arg t j < &, . 
(ii) In each smaller sector 1 arg t 1 < 6, - E, E > 0, T(t) is unif0rmZy 
bounded and T(t) converges strongly to the identity as t -+ 0. 
Theorems 2.1-2.4 can be used to deduce existence and regularity results 
for solutions of the inhomogeneous equation (1 .l). By a solution of (1 .I) 
on an interval [s, T), 0 < s < T < + co, we shall mean a function 
U : [s, T) + X which satisfies (i) U(t) is strongly continuous on [s, T), 
(ii) U(t) is strongly continuously differentiable on (s, T) and (iii) U(t) E D(A) 
and satisfies (1.1) on (s, T). In Theorems 2.6-2.8 we shall assume (H.l) and 
(H.2). 
THEOREM 2.6. IfF(t) is an S-valued continuous function and U(t) a solution 
of (1.1) on [s, T), then 
U(t) = T(t - s) U(s) + j-’ T(t - u)F(a) do, s<t<T. (2.10) 
8 
THEOREM 2.7. Let F(t) be an S-valued, Holder continuous function on 
[s, T): 
II F(t) - +))I1 < K I t - u I”, K > 0, y > 0. 
Then for any G EL, the initial value problem 
U’(t) - AU(t) =F(t), s<t<T, U(s) = G, 
has a unique solution. 
Regarding the differentiability of solutions of (1.1) on [s, T) we have (cf. 
Theorems 4.4 and 4.5 of [3]). 
THEOREM 2.8. I f  F(t) is infinitely d#iientiable (analytic) on [s, T) as a 
function in S, then any solution U(t) of (1.1) is injinitely d@%tzntiable (analytic) 
on (s, T) as a function in X. In the latter case the followilzg estimate hous on eah 
smaller interval (s, T - e]: 
I/ CW(t)jj < NJV%!(t - sp + &.Pn!(t - s)-(“+~-~)II~ 11 U(s)ll. (2.11) 
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Remark. For e = 1, cf. Theorem 3.3 of [7]. If U(s) ES, the factor 
(t _ S)-w+~-l) in (2.11) can be replaced by (t - s)-~. 
The analog of Theorem 2.4 for the nonhomogeneous equation (1 .l) is 
THEOREM 2.9. If F(t) has an S-valued holomorphic extension to some com- 
plex neighborhood of (s, T), then any solution U(t) of (1.1) has a holomorphic 
extension to some complex neighborhood A of (s, T), satisfies (1.1) there, and 
U(t) ---f U(s) as t --f s through complex values of t E A. 
3. APPLICATIONS 
In this section we show that the preceding results, when used in conjunction 
with a result of Agmon-Nirenberg, are applicable to a class of parabolic 
boundary value problems in cylindrical domains. Denote by Q a bounded 
domain in Rn and by I’the infinite cylinder {(x, t) : x E Sz, - cc < t < + CQ}. 
We put Dt = (a/at), Di = (a/ax,), Dza = D& 04 .** 02 for any multi- 
integer OL = (a1 , 0~s ,..., G), oli~O,andIar[=ar,+or,+...+~,.Weare 
interested in operators of the form 
a(x; D, , Dt) = i AGej(x; D,) D,j (3.1) 
j=o 
where Aj(x; D,) is a linear differential operator in x with variable complex- 
valued coefficients defined in Q and A, is a nonzero constant. Let sj be the 
order of Aj . We require 
sd = 2m, s. <2mi 3A e ’ 
j = 1, 2 ,..., 4 - 1, 
for some integer m > 1, and that m and 8 be related by the condition 
(2m/C) = d, an even integer. 
In addition to (3.1) we give m differential boundary operators {Bj(x; D,)}zI 
of respective orders mj < 2m - 1: 
B,(x; D,) = C b,j(x) Dza. 
bl~~j 
Let rsT be the part of I’ contained in s < t < T. We are interested in 
applying the results of Section 2 to the problem 
Wx; D, , Dt) u(x, t) = f(x, t) in TST, (3.2) 
Bj(x; D,) u(x, t) = 0 on ax j = 1, 2,..., m, (3.3) 
D&(x, s) = gj(x) in Q, j = 0, l,..., 8 - 1, (3.4) 
where f and (gi};’ are given functions. 
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The formal reduction of this problem to the abstract form is accomplished 
by introducing the functions uj = Dt%, 0 ,< j < / - 1, as new unknowns. In 
terms of these functions (3.2) can be written (after dividing through by A,) as 
the system 
G-1 
D,ui - uifl = 0, O<j<t-2, D,u,-, f c At-pi =z f. (3.5) 
j=o 
Introducing the vectors U = (u. , u1 ,..., z++), F = (0, 0 ,..., 0, f) (3.5) takes 
the form 
LU=D,U-AU=F, (3.6) 
AU = (ul , u2 ,..., - g At-juj) * 
For a general F = (f. , fi ,..., fi-J, (3.6) is the same as 
C-l 
Dtuj - Uj+l =fj 3 O<j<rf-2, Dtuz-1 + 2 AC-iui = fc1, 
j=o 
which in turn is the same as 
uj = D,iu, - i D;-kfk--l, j = l,..., 8 - 1, 
k=l 
We consider (3.6) in the following Banach space X. Let Hj,-JQ) be the 
Banach space consisting of L,(S) functions (1 < p < + co) whose distribu- 
tional derivatives of order < j belong to L,(Q), under the norm 
We shall suppress the subscript L,(Q) when no confusion will result. We take 
X to be the Cartesian product ([factors) 
with norm 
d-1 
II uII = C II ui ll2m-(j+l)d *
j=O 
22 LAGNESE 
Next let H2,(Q; {B,}) be the closed subspace of Hz,,@) which is the com- 
pletion in Hz,(Q) of functions u E Cz”@) satisfying the boundary conditions 
Bju = 0, 1 < j < m. The domain of the operator A in (3.6) is defined as 
44) = f&,(-Q; @,H x f&m-@) x ... x K-i(Q), (3.7)’ 
and for U E D(A), AU is given by (3.7). We note that AU is a well-defined 
element of X (if the coefficients of A are smooth enough) since AtPj has order 
< (2m/d) (t -j) = 2m - dj. 
Returning to the higher order problem, let f(t) =f(., t) be a function 
taking values in L,(B) f or each t E (s, T). We say that u(x, t) is a solution of 
(3.2), (3.3) if there is a function U = (~a, ur ,..., z+J in D(A), with u,, = u, 
such that U is a solution of (3.6) with F = (0, O,..., 0,f). Note that 
u(t) = u(., t) takes values in H&Q; {B,)) and, as a function in H2,+&J), 
is j-times continuously differentiable on (s, T) with D& = uj , 1 < j < G - 1. 
We also see that in the reduction of the higher order problem to the system 
(3.6), the range of L is confined to the closed subspace of X consisting of 
vectors of the form (0,O ,..., O,f), f E L,(O). 
We now state our assumptions on the operators @ and (Bj}~zl . Denote by 
A,‘(x; D,) the sum of the terms of Aj(x; D,) which are of order dj and set 
E(x; D, , Dt) = f: Ai-j(x; D,) Dd. 
j=o 
The operator B,‘(x; 0,) is similarly defined as the principal part of Bj(x; D,). 
We assume 
(A.l) for all real n-vectors 5 # 0, all x EQ and all complex h with 
Re(h) > 0, G?‘(x; if, h) # 0. (Th is means that GZ is parabolic in the sense of 
Petrowsky.) 
(A.2) Roots Condition. If n = 1, the polynomial in S, @‘(x; is, h) has 
exactly m roots with positive imaginary part for any X with Re(X) > 0. (For 
n > 1, (A.l) implies that al(x; i([ + SY), h) satisfies the roots condition for 
every pair (5, V) of linearly interdependent nonzero vectors.) 
(A.3) Complementing Condition. At any point (x, t) of ar let v be the 
normal to aI’ and (5, T) # 0 be parallel to Z’ at (x, t). Then the polynomials 
in s: Bi’(x; 6 + SV), 1 < j < m, are linearly independent modulo the poly- 
nomial nr!r (S - s,+(t; h)) where s,+(f; X) are the roots of 0Y(x; i([ + sv), X) 
with positive imaginary part and h = ) 7 1 eid, / 4 1 < a/2. (If n = 1, we 
consider the polynomials Br)(x; s) and @‘(x; is, h).) 
(A.4) {Bj}~cl is a normal system of boundary operators of respective 
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orders m, < 2m - 1, i.e., aI’ is noncharacteristic for each Bj and mj # mk 
for j # k. 
(A.5) Smoothness assumption. Q is bounded and of class Pm. The coef- 
ficients of Bj are of class Cz”-“$aQ) and the coefficients of @ are C ‘=$!). 
(It will be clear from the discussion that the existence of a sufficient (finite) 
number of derivatives would suffice.) 
We shall assume (A.l)-(A.5) for the remainder of this section. 
The following is a slightly modified version of Theorems 5.2 and 5.3 of [3]. 
THEOREM 3.1. There is a constant A, > 0 such that if Re(X) >, 0 and 
1 h 1 3 A,, , the mapping u -+ 6Y((x; D, , A) u is one-to-one from H2,(Q; {Bj}) 
onto L,(Q). Moreover, the following estimate holds for u E Hz,@; {Bj}): 
(3.8) 
where C depends on (GY, {B,}, ,n> andp but not on u or A. 
Proof. The assertion that the map is onto can be proved by introducing 
the formally adjoint problem (02*(x; D, , h), {Bi*>, Q) and applying the 
“alternative” of the existence theory, i.e., Q!(x; D, , /\) u = f is solvable if and 
only if f is orthogonal in L,(Q) to all solutions 
v E Hz,, L, (Q;{Bj*}) of G?*(x; Dz , A) v = 0, 
p-l + 4-l = 1. The existence problem thus reduces to the uniqueness 
question for the adjoint problem. Since the adjoint problem is also regular, 
I.e., satisfies (A.l)-(A.5), the result follows once the estimate (3.8) is estab- 
lished. This method of proving existence is by now standard and we 
omit further details. (See, e.g., F. Browder [8] and M. Schechter [9]. In the 
case p = 2, Theorem 3.1 is contained in M. S. Agranovic-M. I. Visik [lo].) 
The proof of the estimate (3.8) can follow almost exactly the proof of 
Theorem 5.2 in [3] so we shall only give a brief outline. One defines 
and verifies that (d(x; D, , DJ, {Bj>zl, r) is a regular elliptic boundary 
value problem in (x, t) of order 2m. Let u E H.&Q; {B,}) and t(t) be a C” 
function on ) t j < co such that c(t) = 1 for I t I < 1 and t(t) E 0 for 
1 t 1 > #, and set 
v(x, t) = u(x) c(t) eiut, p real. 
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Then v E II&~,~~(~), v = 0 for / t j > 3 and 
B,v = 0 on ar, 1 <j<m. 
Setting r, = P, , it follows that the coercive variational inequalities for 
regular elliptic boundary value problems (see, e.g., [8]) may be applied to 
v in ra , so that 
where C, denotes a generic constant depending on (02, {Bj), 52) but not on v 
or 4. A direct computation shows that the right hand side of (3.9) is bounded 
bY 
where h = #ei*. One also has the estimate 
and therefore 
Choosing / p ( = 1 h llld > 2Cr we see that (3.8) holds with C = 2CI , 
Consider the family of differential problems 
W. = (a(~; D, , 8 DJ, (Bj>S1 , r> 
depending on the real parameter 8. Since the problem W, satisfies (A.l)- 
(A.5), it follows by continuity that if 0, > 0 is sufficiently small, all the prob- 
lems W, with 1 0 ( f 8, satisfy (A.l)-(A.5). Moreover, it is easily checked 
that for 0, sufficiently small, the estimate (3.8) holds uniformly for the family 
W, . That is, there is a sector 
.z#)= A: 
1 
iargX/ <Gj-+8,/ 
and a constant ho > 0 such that (3.8) holds for all X E Zo, I X ( > ho with a 
constant C not depending on u or X. We may also assume that ho = 0 by 
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replacing, if necessary, the operator GE by @(x; D, , DJ = 02(x; D, , D, + h) 
with a suitable positive constant li. The problem (a, {B,}, 7) still satisfies 
(A.l)-(AS) since @(x; D, , Dt) = @(x; D, , DJ. Thus we may suppose 
that (3.8) holds for all ;\ E L’,, and that the mapping u -+ G?(x; D, , h) u is onto 
for Re(X) 3 0. 
THEOREM 3.2. The operator A defined by (3.7), (3.7)’ s&is-es (H.l) and 
(H.2) relative to the sector L’,, and the subspace S consisting of vectors of the form 
(0, o,..., 0, f  )I f  EkQ4. 
Proof. The fact that R(h) = (h - A)-l exists in Zg and satisfies the esti- 
mates of (H.l) and (H.2) is a consequence of Theorem 3.1 and is proved in 
the same way as Theorem 5.4 of [3]. In fact, one readily verifies that 
XU - AU = F admits a unique solution U E D(A) if and only if the equation 
admits a unique solution u0 E Hz&2; {B,}). By Theorem 3.1, this is precisely 
the case for Re(h) > 0. Thus for such h, R(h) exists and is a compact mapping 
of X onto D(A) (on account of the fact that the injection of H,(Q) into H,(Q) 
is compact if K > j). This implies R(h) exists for all X except possibly a 
discrete sequence of eigenvalues of A. The estimate (3.8) shows that A has no 
eigenvalues in Zg and therefore R(h) exists everywhere in &, . Moreover, the 
same relation implies the estimates in (H.l) and (H.2). Therefore we have 
only to prove that A is closed and that D(A’) n S is dense in S. The latter 
fact follows from the density of C,“(s2) in L,(Q) and the observation that 
all vectors of the form (0,O ,..., 0, f), f  E Com(sZ), are in D(A’). 
To prove that A is closed, suppose {Us} C D(A), U” -+ U and AU” --+ V 
in X. Write 
u* = (u()q Uln ,...) z&g, 
u = (ug , u1 ,**a, U&l) and v = (00 ) 81 )..., 0(-J. 
Then we have 
ujn 3 uj in %m--d(j+lm o<j</-1, 
and from (3.7), 
ujn + vj-1 in &d(Q), l,cj</-I. 
Thus 
uj E H2m-di(Q~ and vj-1 = uj for I<j<[-1. 
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Since A&x; D,) has order < 2m - dj, it follows from (A.5) that 
and therefore 
C-l 
A[u,” + - Q-, - FI At-pi in L&% 
Applying the estimate (3.8) with h = 0 to {us”}, we obtain us” -+ u,, in the 
closed subspace Hz,&!; {B,}) of Hz,,@). Therefore U E D(A) and 
bhn -+ Alu, , which implies that V = AU. 
We may therefore apply the results of Section 2 to the boundary value 
problem (3.2)-(3.4). 
THEOREM 3.3. The problem (3.2)-(3.4) has a unnique solution 
u(., t) E Hsm(Q; {B,}) for every Hiilder continuous L,(Q)-valued function 
f(t) = f  (v, t) defined in [s, T), 
If(t) -f(41Lpm G K I t - = IV> K > 0, Y >o, 
and every initial vector 
Proof. This will follow from Theorem 2.7 if we show that 
G = (go , g, ,..., gGJ belongs to the linear space L [see (2.5) and (2.6)]. 
Write 
G = Go + G, + *a* + G1-, 
where 
Gj = (O,..., 0, gj 3 O,..., 0). 
ItsufficestoshowthatGjEL,O~j~e-l.Thisisobviousforj=G-l1. 
Now, fix any j < e - 2 and write g and G in place of gi and Gj , respectively. 
Let Fk be the vector (0 ,..., 0, g, 0 ,..., 0) in which g appears in the (k + I)-st 
place, 0 < k < 4 - 1, so that Fj = G. Note that each Fk E D(A). Let 
R = R(O), the resolvent of A at h = 0. We show that 
Fj zzz i @tIEi (3.10) 
i=o 
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where Et E S, 0 < i <j. Since Rk permutes with A for every k, it then fol- 
lows that Fj = G EL. 
To prove (3.10), let us E Hz&& {B,}) be the solution of Ap, = - A,,g, 
and set U,, = (u,, , O,..., 0). One readily verifies that A(U, + Fj) = FjW1 , 
that is 
Fj = RFjel - U, . 
Similarly, the vector V,, = (w,, , O,..., 0) in D(A) such that Ap,, := - Ad++lg 
satisfies A( V,, + Fjel) = FjW9 , so that 
Continuing in this way, we find vectors Us, U, ,..., UjWl in D(A), with uk 
of the form (uok , 0 ,..., 0), such that 
j-1 
Fj=RiF,,+C RW,. 
i=ll 
But any vector U in D(A) of the form (u, O,..., 0) can be written U = RE, 
where E = (0, O,..., 0, - A&u) is in S. Setting F,, = RE, and Ui = RE, for 
0 < i <j - 1, we obtain (3.10). 
The next two results are concerned with the regularity of solutions of 
(3.2)-(3.3) (cf. Theorems 5.5, 5.6 of [3]). 
THEOREM 3.4. Iff(t) is C” (maZytic) on [s, T) as afunction in L,(Q), them 
any soZution u(t) = u(*, t) of (3.2), (3.3) is C” (analytic) on (s, T) us a function 
in Hz,@; {B,}). In the latter case the follow&g estimate holds on each smaller 
intervals<t<T---E: 
/I U(n)(t)lJZm < N&%!(t - S)-n + K&%!(t - S)-(“+t) i 11 U(i-l)(S)lIZm-dj 
j=l 
where K,, , K,..., are suitable constants. 
Proof. By Theorem 2.8, u(t) is C” (analytic) on (s, T) as a function in 
H2,,+&2) and in the latter case we have 
iii 
u(n+j-1)(t)l12m-dj < K$?n!(t - s)-(~+~-~) ’ 2 II ~(~-lYan--di (3.11) 
+ NdV”n!(t - sp, s<t<T--e. 
For each t E (s, T), u(t) E Hz,#2; {B,)) and satisfies 
A&t) = f (t) - i A1&; D,) D& = F(t). 
j=l 
(3.12) 
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Since u is C” in Ha,-,(sL), it follows that F(t) is C” as a function in&,(G) and 
that 
F’“‘(t) =f’“‘(t) - i At-j(X; II,) Lpu. 
>=l 
By Theorem 3.1, there is a unique w(t) E Hzm(Q; (B,}) satisfying 
A,w =F(n)(t). We wish to show that w(t) = @J(t). For n = 1 we have, by 
(3.8), 
II Wu(t + 4 - u(t)) - wI,m 
G c II 4(x; Qc) [h-y@ + 4 - u(t)) - ~(~)lllo 
= c 11 h-l(F(t + h) -F(t)) - F’(t)i/, + 0 
as h---f 0. Thus u’(t) exists in H.&Q; (B,}) and u’(t) = w(t). The general 
case is proved by induction using the estimate (3.8). The same estimate 
shows that 
If f(t) is analytic in L,(Q), we can use (3.11) to obtain 
I/ U(“yt)lIZm < C’ [I~f’“‘(t)& + &K”+yn + l)! (t - S)-(n+e) c j; II ~(Ya?-d~ 
+ N&vn+l(n + l)! (t - s)-“1 , s<t<T-cE, 
which implies the desired estimate (with different constants). 
THEOREM 3.5. If f (t) has an L,(Q)-valued holomorphic extension to some 
complex neighborhood of (s, T), then any solution u(t) of (3.2), (3.3) has a holo- 
morphic extension as a function in Hz,(C); {B,}) to some complex neighborhood A 
of (s, T), satis$es (3.2), (3.3) in A and D+(t) -+ D@(s) in H2m--d,,+l@) as 
t-+sthroughcomplext~A,O~j~L-1. 
Proof. Theorem 2.9 shows that u(t), as a function in Hz,+.,@+ has a 
holomorphic extension into some complex neighborhood A of (s, T) and u(t) 
satisfies (3.2)-(3.3) th ere, i.e., u(t) E f&$4 (Bd), WY D, , ot) u(t) = f (t) 
for each t E A, and D&(t) -+ D&(s) in H2m--d(j+1)(52) as t --f s in A, 
0 < j < L - 1. As in Theorem 3.4, consider the problem 
d-1 
A/(x; D,) w = f ‘(t) - c A&(X; 0,) 2&+1’(t) (3.13) 
j=l 
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for t E d. The right hand side of (3.13) is a holomorphic in d as a function in 
L,(O) since u(t) is holomorphic in d as a function in H21n--d(Q). By Theorem 
3.1, for each t E d there is a unique function w(t) in H&Q; (B,)) which 
satisfies (3.13). Moreover, applying the estimate to 
(t - t’)-1 (u(t) - u(t’)) - w(t), 
it follows that the complex derivative u’(t) exists in H&52; {B,}) for each 
t E A and that u’(t) = w(t). 
4. PROOFS 
In this section we give the proofs of Theorems 2.1-2.8. 
Proof of Theorem 2.1. Let r and r’ be contours of the type described 
such that I’lies to the right of r’ and dist(I’, r’) > K > 0. Using the resolvent 
equation we obtain 
- 4vr2T(t) T(s) x = 1 
r 
eAt 1,. eus(h - p)-l (R(p) - R(h)) x dp dh. 
Since each fixed h E r lies to the right of r’, by shifting the path of integration 
to the left we see that 
I 
r, eus(X - p)-l R(h) x dp = 0. 
The integral that remains is absolutely convergent so that the order of inte- 
gration may be interchanged yielding 
I,, eu8R(p) 1, eAt(h - p)-l x dA dp = (2ai) j,, e”“R(p) e’“x dp 
= - 47?T(t + s) x, 
which proves (i). Moreover, the exponential convergence factor allows dif- 
ferentiation under the integral for t > 0: 
T(“)(t) x = & 1, hne”tR(h) x dh, n = 0, l,... . 
For 71 = 1 we have 
T’(t) x = & / eAt(AR(h) x - x) dA 
r 
1 I- 
s 2z-i r 
eAtAR(X) x dA = AT(t) x 
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since A is closed and Jr eAtx dh = 0, as may be seen by shifting the path of 
integration to the left. Thus, T(t) x E D(A) and T’(t) = AT(t), t > 0. 
Moreover, A commutes with T(t) on D(A) and therefore 
AT(t) x = T(t - T) AT(T) x, 0<7<t. 
It follows that AT(t) x E D(A) and 
Tc2)(t) x = T’(t - T) AT(T) x = AT(t - T) AT(T) x = AzT(t) x. 
In a similar way, T(t) x E D(A”) and T(%)(t) x = A”T(t) x for n = 1, 2,..., 
and each x E X. 
To obtain the estimate of the theorem, choose for r the contour consisting 
of the semicircle h = t-leie 3 I 8 I < (7@ + 4>, and the half-lines re*i(eo+n12), 
Y  > t-l. Using (2.1) we obtain from (4.1) 
< K2t1-q x 11 [ 1 + j; Y  n+c-2e-rsineo dy 1 < K,K%! 11 x I/ tlenec, 
O<t<l, 
where K, and K depend on 1 and 0s. We have used the inequality 
(n + t)! < P+‘n!d!, C = const. 
Proof of Theorem 2.2. The estimate (2.8) is proved just as above using 
(2.2) rather than (2. l), and shows in particular that {T(t)} is uniformly bound- 
ed on S. Since D(A”) n S is dense in S, to prove (2.7) for x E S it therefore 
suffices to prove it for x E D(Ae). Once this is established, the general case 
then follows. For if x EL,, we can write x = B(x, + x2), where x1 E S, 
x2 E D(A’) and B permutes with A. This latter fact implies B commutes with 
R(X) and hence with T(t). Since 
T(t) (x1 + x2) - xl + x2 as t-to, 
and B is bounded, we see that (2.7) holds for x ELM and therefore for 
x E L since T(t) is linear. Thus we have only to establish (2.7) for x E D(A’). 
But for such an x we may write 
(4.2) 
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Substituting into (2.3) we obtain 
T(t) x = & kil 1, h-“eAtA”-lx dh + & I‘, h-deAtR(h) Atx dA 
= g g Akx + & 1, kteAIR(h) Adx dX. 
The norm of the last integral is bounded by (const) t /I A’x // for small t as 
can be seen by using (2.1) and estimating in the same way as in Theorem 2.1. 
The conclusion now follows. 
Proof of Theorem 2.3. Suppose A satisfies (H.l) and x E D(Ae+n). Using 
(4.2), with L’ + rz in place of e, in (2.3) yields 
ten [T(t) x - ^gi’ $ ACT] = 2 1, X-(t++“)e”tR(h) Al+“x &. 
The norm of the integral is O(1) as t--f O+ as is seen by estimating in the 
usual way. Therefore 
$ t-n [T(t) x - ;z; ; A’x] - $ = 0, 
which proves (2.9). 
Suppose now that A satisfies both (H.l) and (H.2), that x E S n D(Ad+n-l) 
and that X is reflexive. If 8’ = 1, conclusion (ii) is contained in (i). (We may 
take S = X in this case.) We therefore prove (ii) for 6’ > 2, after which we 
prove (i). Proceeding as above, we write 
t-*[T(t)x --“g$-Akx] =~~Fe”t-$$$-A~+*-lxdh. (4.3) 
Since A is closed and A-l exists, Adtn-l is also closed and may therefore be 
taken outside the integral. Write 
Since x E S, we see from (2.2) that /I B(t) x 11 < (const) f-‘/j x 11 -+ 0 as 
t + 0, . Moreover, the integral in (4.3) is uniformly bounded for small t 
because of (2.1), i.e., 
[I A’++lB(t) x (1 < (const) jl A”‘+lx (1 , O<t<1. 
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Let {tk> be any sequence of positive numbers converging to zero. Since X is 
reflexive, we may extract a subsequence {tic,} such that A’+“-‘B(tlc,) x is 
weakly convergent in X. But A ei-n-1, being closed with respect to the strong 
topology of X, is also closed with respect to the weak topology of X; this is a 
consequence of the fact that a strongly closed convex set in a Banach space 
is also weakly closed. Therefore A ‘+‘+‘B(tlc,) x converges weakly to zero. It 
follows that AG’“-‘B(t) x -+ 0 weakly as t -+ 0, , as was to be proved. 
The proof of ( ) i is a consequence of the formula 
a-1 
T(t) x = k;. ; Akx + & J: (t - .>n-1 T(T) Anx dr. (4.4) 
valid for n 2 1 and each x E D(A”) such that A% E S. To verify (4.4) we 
have to show 
1 G 
s 
t (t - T)‘- T(T) A”x dT = w j kneAtR(X) A”x dh. (4.5) 
0 r 
Substituting (2.3) into (4.5) and interchanging the order of integration, which 
is justified since A% E S, we obtain 
I= & 1 
r 
R(h) A% 1 t eA7(t - T)'-1 dT dh 
0 
= - & & w t”-” lrkkR(h) A”x dA 
+ (n - l)! 
s 2ai r 
kneA tR(h) Anx dh. 
Since A”x E S, each of the integrals in the sum vanishes, as may be seen by 
shifting the path of integration to the right, and (4.4) follows. 
Proof of Theorem 2.4. We have to show that for each x E X, the function 
T(1) x = F& jT eA’R(X) x dh 
is holomorphic for j arg 5 1 < B. as a function in X. For this it suffices to 
prove that the integral in (4.6) converges uniformly with respect to 5 on 
every compact set 1 arg 4 1 < B. - l , 6 < ( 1 I < 6-l, where E and 6 are 
arbitrary positive numbers. 
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Consider the contour r consisting of the half-lines 
and the semicircle 
roeie, I 0 I < 5 + 4l- E, 
where y. > 0 is fixed. If 1 arg t 1 < B. - 2.5, an easy computation shows that 
Re(h[) < - / A 1 j 5 1 sin E for AEt*. 
Therefore 
// T(t)11 < const (era”’ + i, rPP(r) e-riL’sin’ &) , 
from which it follows that T(c) x converges uniformly for 
I arg 5 I d 0, - k 6 < 15 I < s-1. 
Hence T(c) x is holomorphic in / arg 5 1 < 0, . The series 
!. (n!)-1 (5 - t)” T’“‘(t) 
results if one expands T(t) in its Taylor series about the point [ = t. That 
T([)x satisfies the equation dlJld( - AU = 0 for / arg 5 ( < 0, is a direct 
consequence of its definition and the uniform convergence of the integral 
in (4.6). 
If A satisfies both (H.l) and (H.2), by choosing r. = l/l 5 j in the estimation 
of the integral we obtain, for x E S, and ( arg 5 I < 0, - 2~, 
/I T(J) x /j < (const) II x I/ (1 + 1: r-le+sinr dr) < ME 11 x // . 
The proof that T(c) x -+ x as [ + 0 for x EL can now proceed just as in 
Theorem 2.2. 
Proof of Theorem 2.5. This is an immediate consequence of Theorems 
2.1-2.4. 
Proof of Theorem 2.6. From (1.1) and Theorem 2.1 we have, for 
s<a<t-h<T, 
$ [T(t - cr) U(u)] = T(t - u)F(o) 
40913211-3 
34 LAGNESE 
which gives upon integration 
T(h) U(t) = T(t + h - s) U(s) + jt T(t + h - o)F(o) da, s<t<T, 
s 
where h is a small positive number. As h -+ 0, , the right side of the last 
equality converges to the right side of (2.10), since T(t - u)F(o) is continu- 
ous on s < u < t, and T(h) is a bounded operator. On the other hand, if 
T(h) x -+ y as h -+ 0, , then y = x. Proof: 
A-cy = p+ A-{T(h) x = &ir T(h) A-G = A-dx. 
+ 
The last equality follows from Theorem 2.2. Thus y = x as claimed, and 
consequently T(h) U(t) + U(t) as h + 0, , s < t < T. 
Proof of Theorem 2.7. Uniqueness of solution follows from Theorem 2.6, 
or can be deduced from a result of Yu. I. LyubiC [II] to the effect that one 
has uniqueness, even for weak solutions, if 
lim sup log II R(h)ll 
A-m lhl 
<+m (4.7) 
where the limit is taken along any half-line lying in the resolvent set of A. 
Obviously (4.7) holds in the present case. 
To prove that (2.10) is a solution to the problem it clearly suffices, in view 
of Theorems (2.1) and (2.2), to show that the function 
w(t) = jt T(t - u)F(a) do 
s 
lies in D(A), is strongly continuously differentiable, and satisfies 
w’(t) - Aw(t) =F(t) on every interval I, = [s + K, T - k], where k is a 
small positive number. Since A is closed, to show that w(t) E D(A) it suffices 
to prove that si AT(t - u)F(u) d u converges. We have for small h > 0. 
j”-” AT(t - u)F(u) da = j”-” AT(t - u) (F(u) -F(t)) da 
s s 
- 
s 
:-“; [T(t - u)F(t)] do 
t-h 
= AT(t - a) (F(u) -F(t)) da - T(h)F(t) 
s 
+ T(t - s)F(t) 
- 
j 
t AT(t - u)(F(u) -F(t))du -F(t) 
s 
+ T(t - s>F(t) 
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as h -+ 0, using the estimate (2.8) along with the fact that F is Holder con- 
tinuous and takes values in S. Moreover, the convergence is uniform with 
respect to t on Ik . The only difficulty lies in proving this for term T(h) F(t). 
It is enough to show that for each 6 >O and t, E Ik, there is a numbera(c, t,) > 0 
such that 
for all h and t satisfying 0 < h < 6, 1 t - t,, / < 6. But this follows from the 
uniform continuity of F(t) and the inequality 
II WVV) -WI d II WV’(~) - W)Wo)ll 
+ II W)Wd - Wdl + IIFW -F(Oll 
< W’ + 1) IIW -Fk,)ll + II V)FkJ -Fk,)ll 
where M is a uniform bound for T(t) on S. 
Therefore 
It AT@ - u)F(u) do = A j-t T(t - u)F(u) da 
s s 
converges uniformly on Ik . Moreover, as k -+ 0, 
a 
/t-h T(t - u)F(u) do = T(h)F(t - h) + I’-” AT(t - u)F(u) do 
at s s 
-+ F(t) + A i” T(t - u) F(u) da 
s 
uniformly on Ik . This implies the continuous differentiability of 
and 
I t T(t - u)F(u) du on II, s 
a t 
at s 1 T(t - u)F(a) = F(t) + A 1” T(t - u)F(u) do. s 
The proof just given was adapted from H. Tanabe [l]. 
Proof of Theorem 2.8. Because of Theorem 2.1, T(t - s) U(s) is analytic as 
a function of t on (s, T) and satisfies the estimate 
11 T’“)(t - s) U(s)/1 < K,,K”n!(t - ~)-(~+~--l) 11 U(s)/] . 
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If F(t) is C” on [s, T) as a function in S, we may write for n = 1, 2 ,..., 
($)” j: T(t - u)F(o) do = %$I (-,“;-)“-i T(t ~ s)F+l’(s) 
(4.8) 
+ jt T(t - u)F@)(u) do. 
s 
(4.8) is proved by induction, noting that 
$ j” T(t - u)F(“)(u) du = T(t - s)Fcn)(t) 
s 
+ jt AT(t - u) (Fin)(u) -F(“)(t)) do 
s 
= T(t - s)F(“)(t) 
- j: g ~(t - o)(~(n~(o) -F(%)(t)) da 
= T(t - s)F’“‘(s) + j” T(t - u)P+l)(u) da 
b 
after an integration by parts. 
If F(t) is analytic on [s, T) as a function in S, then on every smaller interval 
[s, T - e) the uniform estimate 11 Fcn)(t)lj < MJPn! is valid. Substituting 
into (4.8) and using the estimate (2.8), it is easy to see that (2.11) holds. 
Proof of Theorem 2.9. This follows readily from Theorem 2.4 and the 
formula (2.10). 
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