Introduction {#s1}
============

Targeting virulence to disarm rather than to eradicate pathogens, is a nascent disease management strategy that has been proposed to slow the evolution of antibiotic resistance. Virulence reduction strategies deploy drugs ([@bib11]; [@bib61]) but despite some success in clinical trials ([@bib49]), drug-resistance has already been observed ([@bib24]). An alternative strategy is to use live organisms to reduce pathogen virulence through competitive displacement. This idea is particularly promising; proving successful in some animal ([@bib31]; [@bib67]; [@bib59]) and plant ([@bib23]) models, as well as clinical ([@bib25]) and agricultural field studies ([@bib1]; [@bib14]; [@bib13]).

During competitive displacement treatments, strains with attenuated virulence are introduced into hosts, be they patients or crops, to out-compete highly virulent pathogens. Indeed, recent clinical trials exploited a low virulence, non-toxigenic strain of *Clostridium difficile* in patients to out-compete virulent toxin-producing strains ([@bib25]). Similar treatments are commercially available in agriculture ([@bib1]) where a low virulence non-toxigenic strain of *Aspergillus flavus* is used to prevent virulent toxin-producing strains from infecting crops through competitive exclusion ([@bib14]; [@bib13]). Even cancers are known to evolve heterogeneous cell populations and, as a result, the exploitation of competitive interactions between tumour cells is seen as a promising disease treatment ([@bib40]; [@bib33]; [@bib71]). Is the competitive displacement strategy failsafe, however, or is there a risk that such interventions might have unforeseen consequences? Here, we address this question using cooperation theory and a new synthetic system involving the rice blast fungus.

Successful infection and proliferation of a pathogen is frequently aided by cooperation between individual microbial cells. The most common type of pathogen cooperation involves production of extracellular factors used to perform a range of functions that directly or indirectly contribute to pathogen virulence and so are referred to as virulence factors. Direct virulence factors aid pathogenesis by directly interacting with and damaging the host, such as by the production of infection structures or toxins ([@bib62]; [@bib75]). Alternatively, indirect virulence factors facilitate the survival and proliferation of the pathogen within the host. Examples include products for nutrient acquisition, suppression or evasion of host immunity, antibiotic resistance, biofilm formation and behaviours which can be coordinated by quorum sensing molecules ([@bib31]; [@bib67]; [@bib59]; [@bib75]; [@bib41]; [@bib43]). Such extracellular factors can be considered public goods, because they benefit every individual in the locality and are therefore open to exploitation by cheats who do not contribute to the cost of their production, but still reap the rewards. Since public goods aid microbial growth and survival, they also affect the extent of damage that pathogens can inflict on their hosts. As a consequence, cooperators that produce extracellular factors are often more virulent than non-producing mutants ([@bib31]; [@bib67]; [@bib59]; [@bib62]; [@bib41]; [@bib9]).

To develop our synthetic rice blast fungus system we exploit two key ingredients of cooperation theory: the ability of cheats to invade populations of cooperators by not paying the cost of cooperation, but reaping the benefits, and the fact that public good non-producing mutants are often less virulent than public good-producing co-operators. In that case, cooperation theory predicts that the presence of public good cheats with low virulence within a population of virulent public good cooperators leads to a reduction in overall virulence of the population ([@bib9]). It is important to note that this does not apply to systems where cheats are more virulent than cooperators, as in the case of prudent resource use, since an introduction of cheats with high virulence into a population of cooperators with low virulence will lead to an increase in population virulence ([@bib6]; [@bib55]; [@bib21]).

Rice blast is the most destructive disease of cultivated rice (*Oryza sativa*) and is caused by the filamentous fungus *Magnaporthe oryzae,* which is also a leading model system for studying host-parasite interactions ([@bib78]). *M. oryzae* infections are polycyclic, initiated by infectious agents (spores called conidia) that exploit the host plant to replicate and form new agents for transmission ([@bib78]). To identify a cooperative public good-producing trait, we focused on traits that enable the fungus to exploit nutrients inside host tissue for proliferation and spore production, which is widely used as a proxy for pathogen fitness (see Materials and methods). Given that the most abundant storage sugar within plant tissue is sucrose, we reasoned that secreted invertase production might represent a social trait and an indirect virulence factor. Invertase catalyses the hydrolysis of sucrose into glucose and fructose, which are preferred carbon sources, that are then transported into *M. oryzae* by hexose transporters for metabolism ([@bib74]). We reasoned that in a mixed population, an invertase mutant may behave as a 'cheat' because it can exploit the monosaccharides liberated by invertase-secreting individuals. Here we test the competitive displacement anti-virulence strategy by investigating how fungal virulence is affected in mixed population of cooperators and cheats exhibiting different levels of virulence.

Results {#s2}
=======

First, we set out to determine whether invertase production is a cooperative trait in *M. oryzae*. To do this we generated a mutant, Δ*inv1*, by targeted deletion of the *INV1* gene (MGG_05785), which encodes the major invertase activity in the wild type strain of the fungus, Guy11, ([Figure 1a--c](#fig1){ref-type="fig"}, [Figure 1---figure supplements 1](#fig1s1){ref-type="fig"} and [2](#fig1s2){ref-type="fig"}). This is, to our knowledge, the first invertase mutant generated in *M. oryzae*. However, the gene deletion of *INV1* that we created synthetically could potentially occur in nature because mutation, gene deletion and transposon-mediated gene disruption are all frequently found in wild populations of the fungus ([@bib19]; [@bib36]; [@bib5]). Moreover, natural fungal populations have been reported to show a high degree of intra-specific diversity in invertase activity ([@bib54]; [@bib18]), suggesting that variation in this trait occurs in the wild.10.7554/eLife.18678.002Figure 1.Invertase production in *M. oryzae* is a cooperative trait.(**a**) Δ*inv1* has growth defects on sucrose minimal media, with functional complementation restoring invertase synthesis and growth morphology of Δ*inv1:INV1*, confirming the function of *INV1*. (**b**) Invertase deficiency resulted in a fitness reduction on sucrose (mean ± s.e.m.) with respect to conidia (p\<0.0001, n = 12, two-sided 2-sample t-test for unequal variance) and biomass (p\<0.0001, n = 9, two-sided 2-sample t-test for unequal variance). (**c**) This was confirmed to be caused by invertase production deficiency tested by enzymatic assay of culture filtrate under different induction treatments (units are µ moles of glucose / fructose liberated from sucrose per minute) mean ± s.e.m., n = 3. *INV1* expression in Guy11 is sucrose induced and glucose repressed, with constitutive expression remaining in non-yielding environments (glucose). (**d**) *INV1* production is an exploitable secreted product as Δ*inv1* could generate significantly more biomass in the supernatant of Guy11 than in the supernatant of Δ*inv1* (p\<0.0001, n = 9, two-sample t-test for equal variance). (**e**) The non-producer, Δ*inv1*, gains a fitness advantage over invertase producers in a low-structured environment (p\<0.003 at each initial frequency, one-sample t-test, n = 9, mean ± s.e.m.). A small amount of x-axis noise was added to help visualize data points.**DOI:** [http://dx.doi.org/10.7554/eLife.18678.002](10.7554/eLife.18678.002)10.7554/eLife.18678.003Figure 1---figure supplement 1.Targeted gene deletion of *INV1* in *Magnaporthe oryzae.*(**a**) Schematic of fusion PCR based split-marker targeted gene deletion of invertase *INV1*. Gene replacement was achieved by replacing putative invertase genes with a 2.8 kb sulfonylurea resistance allele (*ILV1*). In a first round of PCR, a 1 kb genomic fragment upstream (LF) and downstream (RF) of the ORF were amplified. Separately, 1.6 kb overlapping fragments of the 5' and 3' end of the sulfonylurea resistance gene cassette (*ILV1*) were amplified. Amplicons produced were fused in a second round of PCR to produce two larger fragments of 2.6 kb. The constructs were used to transform *M. oryzae* (Strain ToxA:sGFP background Guy11) and gene replacement achieved by homologous recombination. (**b**) Gene replacement was confirmed using digoxigenin (DIG)- labelled Southen blot analysis by fragment size differentiation following restriction endonuclease digestion of genomic DNA with *XhoI*. Blots were probed with the left flank region (LF, 1 kb upstream of the ORF using primers INV1_50.1 and INV1_M13F ([Supplementary file 1](#SD2-data){ref-type="supplementary-material"}). Analysis showed a 1.4 kb size difference with wild-type genotype band at 4.2 kb with mutants at 5.6 kb. Transformants 11 and 15 shown are positive knock-out strains.**DOI:** [http://dx.doi.org/10.7554/eLife.18678.003](10.7554/eLife.18678.003)10.7554/eLife.18678.004Figure 1---figure supplement 2.Functional complementation of *Saccharomyces cerevisiae* invertase deletion strain DBY1701 with *M. oryzae INV1.*To verify its function, the ORF of *M. oryzae INV1* was cloned into the yeast expression vector NEV-E with the PMA1 promoter being replaced with the constitutive GPD promoter. This vector was expressed in the invertase deletion strain DBY1701. This partially restored the growth rate of the deletion strain in sucrose limited media (dark red). The empty vector was transformed into DBY1701 as a negative control (blue). The ancestral *SUC2* invertase bearing strain (DBY1034) with the empty vector was used as the positive control (pink) (n = 3, mean ± 95% CI). BLASTp of *M. oryzae INV1: S. cerevisiae* S288c invertase *SUC2*: Identities = 31%, E-value = 3e−10.**DOI:** [http://dx.doi.org/10.7554/eLife.18678.004](10.7554/eLife.18678.004)10.7554/eLife.18678.005Figure 1---figure supplement 3.The relative fitness of producers (Guy11) in a spatially structured population.In sufficiently structured environments (see Materials and methods) the fitness of producers shows the negative frequency-dependence (Linear model: Adj. R^2^ = 0.4756, β = −0.5320, p=1.98e--06, F~(1,34) ~= 32.74), whereby producers gain a selective advantage when rare in a population consisting predominantly of non-producers. Moreover, the data suggest that producers and non-producers can coexist at some intermediate frequency in the sufficiently structured environment. However, this measure assumes constant fitness differences between competitors and so is not necessarily a predictor of long-term equilibrium frequencies [@bib63]).Open circles show data points, closed circles show mean ± s.e.m., n = 9. Line is linear model ± s.e.m.**DOI:** [http://dx.doi.org/10.7554/eLife.18678.005](10.7554/eLife.18678.005)

The Δ*inv1* mutant showed impaired ability to grow on sucrose, as measured by spore production and biomass formation ([Figure 1a,b](#fig1){ref-type="fig"}), resulting from reduced secreted invertase activity ([Figure 1c](#fig1){ref-type="fig"}). This confirmed the function of *INV1* and demonstrated the benefit of the public good to populations of producers. To establish that invertase is exploitable by non-producers, we showed that Δ*inv1* mutants can recover their ability to grow on sucrose, provided that invertase activity is provided by the presence of an isogenic wild type strain Guy11 ([Figure 1d](#fig1){ref-type="fig"}). As predicted by social evolution theory ([@bib22]), the non-producers also gain a fitness advantage in mixed populations, by exploiting the public good generated by the producer, while avoiding the cost of its production ([Figure 1e](#fig1){ref-type="fig"}). Furthermore, in sufficiently structured environments, the producer can gain a selective advantage when it is rare in a population consisting predominantly of non-producers ([Figure 1---figure supplement 3](#fig1s3){ref-type="fig"}). In this case the fitness of the producer is negative-frequency-dependent and the coexistence of both producers and non-producers is possible at intermediate frequency. This is consistent with previously studied invertase production systems ([@bib52]). The fitness measure used to produce frequency dependence plots assumes constant fitness differences between competitors and therefore is not necessarily a predictor of long-term equilibrium frequencies [@bib63]).

Invertase production can also be considered an exploitable social trait during plant infections, with *INV1* contributing to *M. oryzae* fitness and virulence. The △*inv1* mutant showed dramatically reduced fitness during plant infections when present in isolation, as measured by conidial production at the end of an infection cycle ([Figure 2a](#fig2){ref-type="fig"}) and also exhibited lower virulence, measured by the area of disease lesion coverage of an infected leaf ([Figure 2b](#fig2){ref-type="fig"}, [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}). These lesions are symptomatic of rice blast disease ([@bib78]) and are a direct sign of damage inflicted upon the host, affecting host growth and survival. In mixed infections, live cell imaging of diseased rice tissue showed that the two isogenic strains, which expressed green and red fluorescent protein-encoding reporter genes to allow them to be easily distinguished from one another ([Figure 2---figure supplement 2](#fig2s2){ref-type="fig"}), infected the same or neighbouring host plant cells ([Figure 2c](#fig2){ref-type="fig"}). This suggests that Δ*inv1* mutants are able access the public good generated by a co-infecting producer, Guy11. In addition, Δ*inv1* had a selective advantage over the producer in mixed infections (relative fitness of Δ*inv1* at 20% initial frequency was *v* = 2.11 ± 0.28 s.e.m. n = 32), suggesting that invertase production is costly and can therefore be exploited by a non-producer. This observation also predicts that in the long-term non-producers will not be eliminated from mixed strain populations.10.7554/eLife.18678.006Figure 2.Virulence and pathogen fitness measurements of *Δinv1*, Guy11 and a mixed inoculum.(**a**) *In planta* fitness of *M. oryzae* during infection was evaluated by leaf spot inoculation (mean ± s.e.m., n = 42). Fitness was quantified by the number of conidia recovered per lesion at the end of the disease cycle. Infections with Guy11 produced significantly more conidia than pure non-producer (Δ*inv1*) infections (\*\*p\<0.0001, W = 66, two-sided Mann-Whitney U test, n = 42). In addition, applying existing social theory we hypothesize that the number of conidia recovered per mixed Guy11 and Δ*inv1* disease lesions is not higher than the number of conidia recovered from Guy11-only disease lesions. However, we can reject this hypothesis using properties of Boolean algebra: analysis of raw data (\*p\<0.0365, W = 1174, two-sided Mann-Whitney U-test with Bonferroni correction, n = 42, see Appendix 1A for detailed analysis) and log-transformated data ([Figure 2---figure supplement 4](#fig2s4){ref-type="fig"}). (**b**) Disease virulence of *M. oryzae* during infection was also evaluated by spot inoculation (mean±s.e.m., n = 20). It showed reduced virulence, as measured by lesion area, of Δ*inv1* compared to Guy11 (\*p\<0.00003, two-sided 2-sample t-test for unequal variances, mean±s.e.m., n = 20). Guided by the data in panel (**a**), we also confirm that fitness positively correlates with virulence and that mixed populations of Guy11 and Δ*inv1* also have higher virulence than pure Guy11 infections (\*\*p\<0.0032, two-sided 2-sample t-test for unequal variances, n = 20). Example lesions (7d) from leaf spot infections from pure and mixed populations, scale bar = 3 mm, with ImageJ analysis of images from which lesion areas were measured. Images of all replicates can be seen in [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}. (**c**) Live cell imaging of mixed strain infection (48 hr.p.i.) of rice sheath epidermal cells indicating close proximity of co-infecting strains; this suggests interactions and invertase exploitation is possible, scale bar = 50 µm. (**d**) Epifluorescence micrograph of sporulating lesion from mixed infections (9d) with DIC, RFP (wildtype) and GFP (Δ*inv1*) conidia, indicating the presence of both strains within conidia populations at the end of the infection cycle, scale bar = 200 µm.**DOI:** [http://dx.doi.org/10.7554/eLife.18678.006](10.7554/eLife.18678.006)10.7554/eLife.18678.007Figure 2---figure supplement 1.Extended summary of [Figure 2](#fig2){ref-type="fig"}.Disease virulence of *Magnaporthe oryzae* from attached leaf spot inoculations of Guy11, Δ*inv1*, and a mixture of Guy11 (80%) + Δ*inv1*(20%). (**a**) Images of disease lesions captured with Epson Expression 1680 Pro scanner after 7d, pale blue lines indicate boundaries of lesion area quantified, Scale bar = 7 mm. (**b**) Disease lesion area quantified with image analysis software (ImageJ). Δ*inv1* imposed reduced virulence as measured by lesion area compared to Guy11 (\*p\<0.00003, two sided 2-sample t-test for unequal variance, n = 20). Mixed strain infection containing Guy11 at 80% was more virulent than pure Guy11 (\*\*p\<0.0032, two sided 2-sample t-test for unequal variance, n = 20). (**c**) This virulence difference was as a result of different pathogen population fitness as measured by the number of conidia generated at the end of the disease cycle where Guy11 was fitter than Δ*inv1* (\*p\<0.0001) with mixed infections with 80% Guy11 being fitter than pure Guy11 populations (\*\*p\<0.0365, Mann-Whitney U-test with Bonferroni correction, n = 42), all treatments shown in [Figure 2a](#fig2){ref-type="fig"}.**DOI:** [http://dx.doi.org/10.7554/eLife.18678.007](10.7554/eLife.18678.007)10.7554/eLife.18678.008Figure 2---figure supplement 2.Strains were distinguishable by the presence of fluorescent protein tag.(**a**) Wild-type invertase producer strain Guy11 was tagged with *ToxA:3xmCherry* and the non-invertase producing strain Δ*inv1* was tagged with *ToxA:sGFP*. Bright field (DIC) image (top left) with RFP (top right) GFP (bottom left) and overlaid (bottom right). Scale bar = 30 µm. (**b**) These tags were selectively neutral in wild-type strain Guy11 (Two sample t-test) based on biomass (grey bars, p=0.3319, df = 10) and conidia (white bars, p=0.5845, df = 18) production on MM Sucrose (mean ± s.e.m.).**DOI:** [http://dx.doi.org/10.7554/eLife.18678.008](10.7554/eLife.18678.008)10.7554/eLife.18678.009Figure 2---figure supplement 3.The disease cycle of *Magnaporthe oryzae*.Infection of rice starts and finishes with the release of conidia, the infecting agent analogous to many microbial diseases. Conidia initiate disease by germinating to form a specialised structure, the appressorium, which generates the mechanical force to enable penetration of the host. From the appressorium, primary invasive hyphae grow into the host cells. Hyphae proliferate through host cells enabling the pathogen to colonise the tissue and exploit nutrients. Disease lesions form on the plant from which the fungus erupts and conidia are generated for transmission. Images shown are (clockwise) a three celled conidium, a germinated conidia forming an appressorium in vitro on an inducing hydrophobic surface, live-cell image of a successfully penetrated rice plant (CO39 cultivar) leaf sheath 26 hr.p.i (DIC), a proliferating cytoplasmic GFP expressing strain of *M. oryzae,* ramifying through rice plant cells, and disease lesion on rice leaf 7 d.p.i.**DOI:** [http://dx.doi.org/10.7554/eLife.18678.009](10.7554/eLife.18678.009)10.7554/eLife.18678.010Figure 2---figure supplement 4.Log-transformation of the data in [Figure 2a](#fig2){ref-type="fig"} showing pathogen fitness measurement of Δ*inv1*, Guy11 and a mixed inoculum.The *in planta* infection data from [Figure 2a](#fig2){ref-type="fig"} was log-transformed to better meet the assumption of normality. All 210 data points shown (open grey circles - 42 replicates x five inoculum conditions = 210) were log transformed and small artificial noise was added to the x-axis for visualisation. Closed black circles denote mean ± s.e.m. Applying the existing social theory we hypothesize that the number of conidia recovered per mixed Guy11 and Δ*inv1* disease lesions is not higher than the number of conidia recovered from Guy11-only disease lesions. However, we can reject this hypothesis using properties of Boolean algebra (\*p\<0.017, two sample 2-sided t-test for unequal variance with Bonferroni correction, n = 42, see Appendix 1A for details of the analysis).**DOI:** [http://dx.doi.org/10.7554/eLife.18678.010](10.7554/eLife.18678.010)10.7554/eLife.18678.011Figure 2---figure supplement 5.Micrograph of sporulating lesion from mixed strain leaf spot infection.(**a**) DIC image of sporulating lesion nine days post inoculation. (**b**) magnification of region from (**a**). (**c**) region from (**b**) with overlaid GFP (showing Δ*inv1*) and RFP (wt) epifluorescence (scale bar 200 µm).**DOI:** [http://dx.doi.org/10.7554/eLife.18678.011](10.7554/eLife.18678.011)

Our findings show that invertase production is a cooperative trait in *M. oryzae,* with the invertase producer, Guy11, termed a cooperator and the non-producer mutant, △*inv1,* termed a cheat. Moreover, Guy11 cooperator is more virulent than △*inv1* cheat.

We then asked what would happen if we inoculated rice with a mixed population of the virulence-impaired △*inv1* mutant with a fully pathogenic isogenic wild type strain, Guy11. Infection studies were conducted over nine days following an entire rotation in a polycyclic disease ([Figure 2---figure supplement 3](#fig2s3){ref-type="fig"}), using infection assays that are comparable to wild infections (see Materials and methods). According to all prior theory and in vivo infection experiments, we expected that the virulence of the population would decrease in such an infection ([@bib31]; [@bib67]; [@bib59]; [@bib41]; [@bib9]; [@bib8]; [@bib15]). Strikingly, we observed the opposite result. Indeed, infecting populations composed of just the highly virulent strain were not the fittest ([Figure 2a](#fig2){ref-type="fig"}, [Figure 2---figure supplements 1](#fig2s1){ref-type="fig"} and [4](#fig2s4){ref-type="fig"}), compared to the mixed infections. We then tested if this increased fitness in mixed infections translated into more damage to the host. Again, infecting populations comprised exclusively of the highly virulent invertase producers were not the most virulent ([Figure 2b](#fig2){ref-type="fig"}, [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}). Therefore, introducing less virulent non-producers into a population of highly virulent producers can lead to an increase in the production of new spores ([Figure 2a](#fig2){ref-type="fig"}) and crucially to an increase in the damage to the host ([Figure 2b](#fig2){ref-type="fig"}), compared to infections consisting only of the highly virulent producers. Moreover, the new spores generated at the end of the mixed infection, which instigate a new infection cycle, contained both producer and non-producer strains ([Figure 2d](#fig2){ref-type="fig"}, [Figure 2---figure supplement 5](#fig2s5){ref-type="fig"}).

We next set out to understand why our observations contradict the current understanding behind virulence reduction strategies. We postulated that this might result from multiple-interacting social traits ([@bib52]; [@bib7]). The impact of public goods on virulence has only ever been considered in isolation, without considering the influence of additional social dilemmas facing the pathogen. We reasoned that alongside public goods production, *M. oryzae* faces a second social dilemma of self-restraint or 'tragedy of the commons' ([@bib30]), which requires a pathogen to convert available resources into energy slowly but efficiently, as opposed to rapidly and inefficiently. When we investigated this possibility, we found evidence of a rate-efficiency trade-off ([@bib53]) whereby faster-growing populations were less efficient in spore production per unit of carbon resource ([Figure 3](#fig3){ref-type="fig"}), suggesting a tragedy of the commons scenario can occur in sugar utilisation by the pathogen during plant infection. The multi-trait interactions matter most if one considers the spatial and temporal trajectory of population growth. When producers are common, invertase production is expected to result in a large spike, both spatial and temporal, in available glucose. This would enable rapid but inefficient growth of the pathogen. However, if a fraction of non-producers is introduced into the population, the glucose spike around producers in the vicinity of non-producers would be smaller, such that the population would consume finite resources more efficiently. This would lead to fitter and more virulent populations, as observed in [Figure 2a--b](#fig2){ref-type="fig"}.10.7554/eLife.18678.012Figure 3.Multi-trait interactions during sucrose metabolism by *M. oryzae.*In addition to public good invertase production ([Figure 1](#fig1){ref-type="fig"}), we found evidence of a rate-efficiency trade-off where resources are used less efficiently when abundant, applicable to growth on glucose (•) (*ρ* = −0.8, p\<0.0001, Spearman rank correlation, significance level α = 0.0005) and sucrose (o) (*ρ* = −0.5, p\<0.05, Spearman rank correlation, significance level α = 0.0025). Efficiency units are conidia generated per molecule of saccharide, growth rate is calculated from the Malthusian growth parameter (mean ± s.e.m., n = 5) which were controlled by varying uptake rates by culturing on varying resource concentrations (1, 0.5, 0.125 and 0.03125 % w/v). Lines (solid = glucose, dashed = sucrose) represent a fit to data of a trade-off geometry directly inferred from the biophysical mechanisms that cause trade-offs [@bib53] (Materials and methods). Typical parameter estimates can be seen in [Figure 3---source data 1](#SD1-data){ref-type="supplementary-material"}.**DOI:** [http://dx.doi.org/10.7554/eLife.18678.012](10.7554/eLife.18678.012)10.7554/eLife.18678.013Figure 3---source data 1.Typical parameter estimates obtained by fitting the geometric form of the rate-efficiency trade-off [@bib53] to data in [Figure 3](#fig3){ref-type="fig"} of the main text.**DOI:** [http://dx.doi.org/10.7554/eLife.18678.013](10.7554/eLife.18678.013)

Is the synergy between public goods production and self-restraint sufficient to explain the enhanced fitness and virulence in a mixed infection of invertase producers and non-producers? To test this idea, we generated a mathematical model incorporating both social traits and taking into account the inherently spatial nature of plant infections ([Figure 2c--d](#fig2){ref-type="fig"}; for model details see Appendix 1B and [Figure 4---figure supplement 1a](#fig4s1){ref-type="fig"}). The model successfully produced the unexpected empirical result ([Figure 4---figure supplement 1b](#fig4s1){ref-type="fig"}) and also predicted that the presence of the second social dilemma is key to observing such an outcome. Namely, by removing the self-restraint constraint from the model, we recover the initially expected result, whereby populations consisting entirely of producers are fitter than populations containing a mixture of producers and non-producers ([@bib31]; [@bib67]; [@bib59]; [@bib9]) ([Figure 4---figure supplement 1c](#fig4s1){ref-type="fig"}). The same outcome was achieved by neutralising the influence of the rate-efficiency trade-off in spatially homogeneous environments where resources are shared equally between competitors, thus preventing the formation of glucose spikes around producers ([Figure 4---figure supplement 1d](#fig4s1){ref-type="fig"}).

To test the mathematical predictions of our model experimentally, we used an in vitro environment in which spatial structure and resource use efficiency could be manipulated. We found that when *M. oryzae* was grown in spatially structured environments containing sucrose as the sole sugar in concentrations for which a rate-efficiency trade-off is effective (1%), the pathogen population fitness was maximised when it contained a mixture of producers and non-producers ([Figure 4a](#fig4){ref-type="fig"}). This is consistent with both infection observations ([Figure 2a](#fig2){ref-type="fig"}) and predictions of the model ([Figure 4---figure supplement 1b](#fig4s1){ref-type="fig"}). The result also suggests that enhanced fitness of mixed infections is not caused by compensatory up-regulation of genes in non-producers, targeting other host nutrients. In a sucrose concentration (0.01%) where the growth rate is relatively low and so the rate-efficiency trade-off will be weak or non-existent ([Figure 3](#fig3){ref-type="fig"}), we observed that the pathogen fitness was no longer amplified when non-producers were present in the population ([Figure 4b](#fig4){ref-type="fig"}), as predicted again by our model ([Figure 4---figure supplement 1c](#fig4s1){ref-type="fig"}). The spatial structure of the fungus can be restricted through resource homogenization by supplying resources in the form of glucose (1% w/v) instead of sucrose and hence preventing glucose spikes around producers to occur, or through liquid culture in sucrose-containing growth medium (1% w/v). Consistent with the model predictions, the fitness advantage of mixed populations was lost in terms of biomass production (liquid cultures, [Figure 4c](#fig4){ref-type="fig"}) and conidia production (resource homogenization, [Figure 4d](#fig4){ref-type="fig"}). Since invertase production in *M. oryzae* is sucrose-induced ([Figure 1c](#fig1){ref-type="fig"}) producers do not pay the cost of invertase production and therefore do not suffer a reduction in fitness compared to non-producers in glucose environments ([Figure 4d](#fig4){ref-type="fig"}).10.7554/eLife.18678.014Figure 4.Population fitness of INV1 producing Guy11 and the Δ*inv1* mutant in axenic and mixed-strain populations of intermediate frequencies.(**a**, **b**, **d**) Populations were established by inoculation with 1×10^5^ conidia with varying initial frequencies of invertase producers and non-producers, with population fitness being assessed by the number of conidia recovered per plate. (**a**), on 1% sucrose agar media (mean ± s.e.m., n = 9). Single genotype populations of Guy11 produced more conidia than the Δ*inv1* mutant (p\<0.0002, two-sided 2-sample t-test, n = 9). In addition, as when analyzing the in vivo data in [Figure 2a](#fig2){ref-type="fig"}, we hypothesize that the number of conidia recovered per mixed Guy11 and Δ*inv1* populations is not higher than the number of conidia recovered from Guy11-only populations. However, we can reject this hypothesis using properties of Boolean algebra (\*p\<0.025, \*\*p\<0.004, two-sided 2-sample t-test with Bonferroni correction, n = 9, see Appendix 1A for detailed analysis). (**b**) Population fitness on 0.01% sucrose agar media to remove the influence of a rate-efficiency trade-off. In this case there was no significant difference amongst fitnesses of mixed populations of producers and non-producers and single genotype populations of producers (p\>0.75, F~(4,\ 40)~ =0.48, one-way ANOVA, n = 9, detecting effect size of 0.79 with the probability of Type II error of 0.01). (**c**) Population fitness in 1% sucrose liquid media to minimise population spatial structure. There was no significant difference amongst fitnesses of mixed populations of producers and non-producers and pure producer populations (p\>0.85, F~(4,\ 40)~ =0.33, one-way ANOVA, n = 9, detecting effect size of 0.62 with the probability of Type II error of 0.01). Cultures were prepared using a mycelial homogenate and fitness measured as biomass production (dry weight). (**d**) Population fitness on 1% glucose agar media to remove the need for invertase mediated metabolism and hence spatial heterogeneity in hexoses. There was no significant difference amongst fitnesses of mixed populations of producers and non-producers and pure producer populations (p\>0.9, F ~(4,\ 40)~ = 0.24, one-way ANOVA, n = 9, detecting effect size of 0.55 with the probability of Type II error of 0.01).**DOI:** [http://dx.doi.org/10.7554/eLife.18678.014](10.7554/eLife.18678.014)10.7554/eLife.18678.015Figure 4---figure supplement 1.The interactions between two social traits: public goods production and self-restraint; theoretical results.(**a**) Initial distribution of producers and non-producers, for producer frequency 0.4. Normalised final population size after exhaustion of resources as a function of initial producer frequency (**b**) in the spatially structured environment and in presence of rate-efficiency trade-off, (**c**) in the spatially structured environment and in the absence of rate-efficiency trade- off, (**d**) in homogeneous environment and in the presence of rate-efficiency trade-off.**DOI:** [http://dx.doi.org/10.7554/eLife.18678.015](10.7554/eLife.18678.015)

We conclude that a rate-efficiency trade-off enhanced by hexose availability and spatial structure is the essential pre-requisite for mixed populations of *M. oryzae* to show enhanced fitness and virulence.

Discussion {#s3}
==========

Our study suggests that infections comprised purely of highly virulent micro-organisms may be limited in their population fitness by inefficient resource use, through a rate-efficiency trade-off. Introduction of a lower virulence strain can therefore alleviate the constraints on efficiency of resource utilization experienced by the virulent strain, by reducing the local resource concentration. This makes the overall pathogen population more virulent, rather than less virulent as was expected. While a mixture of public good cooperators and cheats has been found to maximize microbial fitness in vitro ([@bib43]; [@bib52]), our study shows for the first time that this can be observed in a host-pathogen infection system. A major consequence of this observation is that any competitive displacement virulence reduction strategy that targets the secreted products of pathogens ([@bib25]; [@bib14]; [@bib13]; [@bib40]; [@bib33]; [@bib8]; [@bib15]; [@bib20]) can fail due to complex multi-level interactions between strains that individually show different levels of virulence. It is therefore critical to define and understand cooperative and competitive interactions that must occur within heterogeneous pathogen populations when designing such virulence reduction strategies. This is specifically relevant for systems where pathogens secrete virulence factors into the public domain making them exploitable by non-secretors, rather than delivering virulence factors into individual host cells.

Our findings were derived using infection studies with a synthetic community of the well-studied plant pathogenic fungus *M. oryzae* and the tractability of the rice-fungal interaction enabled us to identify a potential mechanism that could explain the unexpected result. Based on previous research ([@bib52]; [@bib7]), we postulated that the interactions between two social traits, public goods production and self-restraint, may collectively increase virulence of the pathogen population. Our mathematical model and the subsequent experimental verifications are all consistent with this idea, making multi-trait interactions a credible mechanism to explain the failure of a virulence reduction strategy, based on the introduction of a reduced virulence mutant into a pathogen population.

Due to the inherent complexity of in vivo infection systems, there may of course be other mechanisms at play. One can, for example, consider a hypothetical alternative mechanism behind the amplified virulence we observed in mixed strain infections. While the invertase mutant is less virulent alone ([Figure 2b](#fig2){ref-type="fig"}), the mutant might be able to use the metabolic energy saved from not producing invertase to increase its relative fitness, for example to fuel production of alternative virulence factors when co-infecting with the invertase-producing strain. However, this is very challenging to verify experimentally. Contrary to this scenario, the mechanism we propose has been successfully tested in vitro ([Figure 4](#fig4){ref-type="fig"}). Specifically, we recover the synergy between invertase producers and non-producers when there is an interaction between public good production and a rate-efficiency trade off ([Figure 4a](#fig4){ref-type="fig"}). When we removed the interaction between these traits, this synergy was lost ([Figure 4b--d](#fig4){ref-type="fig"}).

Strikingly, the mechanism we identified is not unique to our fungal pathogen system and may therefore have wide potential applicability for disease management, because multi-trait cooperative interactions are present in both fungal and bacterial infection. For instance, the vast majority of fungi are reliant upon feeding by secreting public goods ([@bib32]; [@bib64]). This, coupled with the ubiquity of rate-efficiency tradeoffs ([@bib53]; [@bib57]; [@bib4]), means that most fungal pathogens are expected to face the same multi-level social interactions as *M. oryzae*. Moreover, pathogenic bacteria employ multiple social traits such as secretion of extracellular signaling molecules responsible for the production and secretion of virulence related proteins ([@bib58]; [@bib44]). Indeed, some bacterial populations containing a mixture of public good producers and non-producers have been found to grow better in vitro than pure producer populations ([@bib43]).

In addition, our findings are potentially relevant to newly proposed cancer treatments. Tumour cells produce public goods in the form of secreted growth factors or angiogenic factors to gain access to nutrients. Treatments that promote non-producing cheats or deploy anti-angiogenic drugs have been proposed as a strategy to weaken tumours ([@bib40]; [@bib33]). However, tumour cells are likely to experience a tragedy of the commons through rapid glucose metabolism ([@bib26]) - given the biophysical necessity of rate-efficiency trade-offs ([@bib53]). Therefore, suggested treatments that disrupt cooperation and promote the evolution of non-cooperators ([@bib40]; [@bib33]) might result in an increase in tumour fitness, analogous to the observations in this study, leading to devastating consequences for the host.

Finally, in light of the antibiotic resistance crisis, there is a growing interest in synthetic biology therapies for the treatment of infections ([@bib66]). Engineering viruses that lower pathogen virulence, for example, is being investigated for control of plant diseases ([@bib56]; [@bib37]) and was recently developed in vitro for bacterial pathogens ([@bib50]). Similarly, synthetic low-virulence strains have been used in animal infection models ([@bib31]; [@bib67]; [@bib59]) and suggested as a treatment of plant pathogens ([@bib23]; [@bib12]). Moreover, with the development of genome editing technologies like CRISPR/Cas9, the creation of low virulence strains to treat disease could very soon be a feasible strategy for a wide range of systems. This study provides a mechanistic foundation for the analysis of why such disease control strategies may fail unless social interactions between micro-organisms are fully considered.

Materials and methods {#s4}
=====================

Fungal strains, growth conditions, and DNA analysis {#s4-1}
---------------------------------------------------

Strains of *Magnaporthe oryzae* in this study are derived from the wild-type Guy-11 strain ([@bib46]) and the subsequently generated GFP expressing (*ToxAp:SGFP*) strain ([@bib70]). Typical procedures for fungal growth, maintenance, transformation and DNA extraction were performed as previously described ([@bib72]) with nucleic acid assessment and manipulation performed according to standard practices ([@bib68]). Nucleotide sequences were obtained from the *Magnaporthe oryzae comparative* Sequencing Project, Broad Institute of Harvard and MIT (<http://www.broadinstitute.org/> RRID:[SCR_007073](https://scicrunch.org/resolver/SCR_007073)). Primer nucleotide sequences used in this study can be found in [Supplementary file 1](#SD2-data){ref-type="supplementary-material"}. Southern blot analysis was performed using digoxigenin(DIG)-labelled (Roche Applied Science) probes visualised with CDP -*Star* Chemiluminescent Substrate (Sigma Aldrich). Sucrose used throughout the experiments was from 30% (w/v) stock solution, filter sterilised with 1 mM Tris/HCl, pH 8, to inhibit acid-catalysed autohydrolysis. In vitro experiments with growth on sucrose were performed in 1% (w/v) (except in cases where expressed otherwise for model validation), which is representative of reported sucrose concentrations found within rice leaves ([@bib16]).

Measurement of fitness {#s4-2}
----------------------

Fitness was calculated from Malthusian growth parameters (m) as described previously ([@bib45]), where:

m = ln \[N(1)/N(0)\]/d, when N(1) = final density, N(0) = initial density, and d = time.

During *in planta* fitness measurements, because some replicates returned zero values, violating the assumption of exponential growth in m, we employed a relative fitness (v) that compares changes in the relative frequencies ([@bib65]), where: v = x~2~ (1 -- x~1~) / x~1~ (1 -- x~2~), when x~1~ = initial frequency and x~2~ = finial frequency.

Population fitness and strain frequency were measured by spore production, except for in liquid cultures where dry-weight biomass was measured, as liquid is not conducive to conidiogenesis ([@bib79]). Both traits contribute to the ability to survive and reproduce, so represent appropriate measures of fitness ([@bib60]). Importantly for pathogenic fungi, sporulation permits transmission to new hosts. Spore production quantification has been used as a direct measure of fungal reproduction and transmissibility (and hence fitness), which is thought to correlate with the degree of host exploitation and resource uptake ([@bib51]). Measurements were taken at specific time points to allow resources to be used up so that population fitness is based on final population size. This time varies between experiments, as detailed below, depending on the resource concentration and environment employed.

Generating a less virulent strain of *M. oryzae* {#s4-3}
------------------------------------------------

An invertase non-producing mutant, Δ*inv1*, was generated in a *ToxA:SGFP* ([@bib70]) background by the Split-Marker technique ([@bib39]). Targeted gene replacement was achieved by replacing the putative *INV1* invertase gene with a 2.8 kb sulfonylurea resistance allele (*ILV1)*. In a first round of PCR, a 1 kb genomic fragment upstream (LF) and downstream (RF) of the ORF were amplified. Separately, 1.6 kb overlapping fragments of the 5' and 3' end of *ILV1* were amplified. Amplicons produced were fused in a second round of PCR to produce two larger fragments of 2.6 kb. The constructs were used to transform *M. oryzae* and gene replacement achieved by homologous recombination ([Figure 1---figure supplement 1a](#fig1s1){ref-type="fig"}). Gene replacements were confirmed using digoxigenin (DIG)-labelled Southern blot analysis by fragment size differentiation, following restriction endonuclease digestion of genomic DNA with *XhoI*. Blots were probed with the left flank region (LF, 1 kb upstream of the ORF). Analysis showed a 1.4 kb size difference with wild-type genotype band at 4.2 kb with mutants at 5.6 kb ([Figure 1---figure supplement 1b](#fig1s1){ref-type="fig"}).

Phenotypic assessment {#s4-4}
---------------------

Invertase activity was tested based on a spectrophotometric stop reaction where acid hydrazide generates yellow anions by reacting with reducing carbohydrates (glucose and fructose) in alkaline solutions ([@bib2], [@bib47]). Secreted invertase was measured from induction media comprised of the filtrate of fungal cultures in minimal media ([@bib73]) with glucose and/or sucrose (10 g.L^−1^). Biomass was first established for 48 hr in 50 mL complete media ([@bib72]) (CM) inoculated with a fragmented 5 cm^2^ plug from a CM agar plate. Biomass was harvested, washed with sterile deionised water (sdH~2~O), drained and then transferred to the induction media for 18 hr. The filtrate was extracted and snap frozen in liquid N~2~ prior to being lyophilized. Desiccated samples were rehydrated with 2 mL sdH~2~O and 1 mL dialysed at 4°C with 10 K MWCO Snakeskin Dialysis tubing (Thermo Scientific), against 5 L 10 mM sodium acetate buffer (pH 5) that was replaced fresh once during the 24 hr dialysis period. Invertase activity was measured by combining 100 µL of the dialysed sample with 900 µL 29.2 mM sucrose substrate (1% w/v in 100 mM sodium acetate buffer, pH 4.5) at 55°C for 20 min. One hundred microliters of this mixture was then transferred to 2.9 mL 0.5% (w/v) PAHBAH (p-Hydroxybenzhydrazide in 0.5 M NaOH). Reaction mixtures were heated at 100°C for 5 min, then cooled to room temperature and absorbance read at 410 nm. Measurements were made against un-inoculated blanks; with monosaccharides liberated being quantified by comparison to a standard curve generated with a glucose dilution series.

Biomass production was assessed by inoculating a 5 cm^2^ plug of *M. oryzae* mycelium, from a CM agar plate at the periphery of an actively growing culture, into 150 mL liquid CM and blended. Mycelium from these were extracted after 48 hr, washed with sdH~2~O, drained and 1 g wet weight (=0.0635 g dry weight ± 0.00468 s.e.m.) transferred to 150 mL liquid minimal medium ([@bib73]) (MM) with sucrose (10 g.L^−1^) replacing glucose. Fungal biomass was harvested after 120 hr and dry weight established.

Sporulation was quantified in vitro from 25 mL MM (+ glucose/sucrose) agar plates. Conidia were harvested after 12 d by flooding with sdH~2~O and agitating the culture surface. The liquid was then filtered to remove debris and conidia enumerated with a haemocytometer.

Growth rate measurements used in [Figure 3](#fig3){ref-type="fig"} were calculated from Malthusian growth parameters ([@bib45]) which were controlled by varying uptake rates by culturing on varying resource concentrations (1, 0.5, 0.125 and 0.03125% w/v) ([@bib77]). For the same figure, efficiency was calculated as number of conidia produced per molecule of glucose or sucrose.

Functional complementation of the *M. oryzae* Δ*inv1* mutant {#s4-5}
------------------------------------------------------------

Functional complementation was achieved by PCR cloning the *INV1* ORF, with 1.8 kb upstream and 0.5 kb downstream to incorporate the native promoter and terminator sequences, into Strataclone (Stratagene) as an *Eco*RI*/Hind*III fragment,. To this vector, the *BAR* gene conferring bialophos (BASTA) resistance was ligated as a *Not*I*/Spe*I fragment. The resulting vector was transformed into the Δ*inv1* mutant and transformants assessed for single integration of the *INV1* gene by Southern blot analysis with digestion of genomic DNA with *Ahd*I (data not shown), and restored wild-type growth morphology on sucrose media ([Figure 1a](#fig1){ref-type="fig"}).

Functional complementation of a yeast invertase mutant {#s4-6}
------------------------------------------------------

The strains of *Saccharomyces cerevisiae* used were kindly supplied by the Botstein lab (Princeton University, USA) and the Fink lab (Whitehead Institute, USA). DBY1034 has the genotype *MATa his4-539 lys2-801 ura3-52 SUC2,* DBY1701 is a *SUC2* deletion strain with genotype *MATa his4-539 lys2-801 ura3-52 suc2Δ9* ([@bib35]). The expression vector was constructed by modification of the NEV-E vector ([@bib69]). The plasma membrane ATPase gene promoter (P~PMA1~) was substituted for the constitutive promoter of the glyceraldehyde-3-phosphate dehydrogenase gene (P~GPD~). Complementation analysis was performed by cloning the *M. oryzae* ORF into the resulting vector and then transformed into DBY1701, with the empty vector transformed into DBY1701 and DBY1034 as a negative and positive control respectively. Growth rates were assessed in 640 µL cultures of 25 mM sucrose, 5 g.L^−1^ ammonium sulfate, 1.7 g.L^−1^ yeast nitrogen base w/o amino acids or ammonium sulfate, 50 mg.L^−1^ L-lysine and 20 mg.L^−1^ L-histidine, in 48-well suspension culture plates (Cellstar Greiner Bio-One) with 700 r.p.m. orbital shaking. Optical density measurements were made at 620 nm in a FLUOstar Omega microplate reader (BMG Labtech) and converted to CFU using a calibration curve of known densities.

Confirmation of invertase activity as a public good in populations of *M. oryzae* {#s4-7}
---------------------------------------------------------------------------------

Mycelium from Guy11 grown in CM was harvested, washed with sdH~2~O and 1 g wet weight, inoculated into 150 mL MM + sucrose for 48 hr. Fungal biomass was extracted by filtration and the filtrate, containing generated public-goods such as invertase, was re-supplied with MM + sucrose nutrients before being inoculated with the Δ*inv1* mutant of *M. oryzae*. Biomass generation was measured as dry weight of Δ*inv1* after 72 hr. The initial Guy11 was replaced with Δ*inv1* as a negative control.

*M. oryzae* growth competition assays {#s4-8}
-------------------------------------

The strains were distinguishable due to the defector strain being tagged with GFP (sGFP) and the co-operator strain being tagged with RFP (3mCherry), both being driven by a constitutively expressed promoter (*ToxA*) ([@bib48]) that was selectively neutral ([Figure 2---figure supplement 2](#fig2s2){ref-type="fig"}).

Mixed-strain competition experiments were performed, as described previously for *S. cerevisiae*, to establish degrees of population structure ([@bib52]), but with the following modifications. Conidia from 10--12 d CM agar plates were harvested and washed with sdH~2~O and resuspended in semi-solid (2 g.L^−1^ agar) MM-C ([@bib73]) to a concentration of 2.5×10^5^.mL^-1^. Conidia were then inoculated onto 25 mL MM + sucrose (10 g.L^−1^ or 0.1 g.L^−1^) agar plates with 1×10^5^.plate^−1^ in a 4×5 array with patch midpoints separated by 12 mm. Data in [Figure 1e](#fig1){ref-type="fig"} and [Figure 4a,b,d](#fig4){ref-type="fig"} used the 'unstructured' configuration as in [@bib52], whereas [Figure 1---figure supplement 3](#fig1s3){ref-type="fig"} used the 'structured' configuration as in [@bib52]. Competition cultures were incubated for 12 d, conidia collected and counted as described above, with wild type and Δ*inv1* mutants identified by epifluorescence microscopy (Leica M205FA).

To minimise the influence of population structure and hence spikes in glucose concentrations where the rate-efficiency trade off would peak, competitions were performed in liquid sucrose (10 g.L^−1^) minimal media at 125 r.p.m. with strains inoculated as wet biomass established from CM, as described above, totaling 1 g in strain proportions of 0, 20, 40, 60, 80 or 100%. Fitness was measured as dry weight biomass established. Growth curves were established for each proportion of strains to establish the point at which resources had been consumed and biomass peaked. This was 5 d for all combinations except 20% producer which required 9 d, and axenic non-producer populations failed to increase in biomass. In case biomass did not capture the subtleness of the synergistic effect, we also eliminated the heterogeneous glucose spikes that are present in structured conditions when sucrose breakdown by invertase is required. This was achieved by performing the same experiment as the in vitro set up that captured the synergy between strains ([Figure 4a](#fig4){ref-type="fig"}) but in a nutritional environment that does not require external digestion (1% (w/v) glucose, [Figure 4d](#fig4){ref-type="fig"}).

The RFP expression vector was constructed by ligation of a triple tandem repeated mCherry *NcoI*/*NdeI* fragment, *ToxA* promoter *SacII*/*NcoI* fragment, and *trpC* terminator *NdeI*/*XhoI* fragment, into the transformation vector pCB1532 conferring sulfonylurea resistance. Transformants were assessed for positive fluorescence signal by epifluorescence microscopy (Olympus IX81).

Pathogenicity and *in planta* fitness assay of *M. oryzae* {#s4-9}
----------------------------------------------------------

We used a quantitative localised leaf spot infection assay to assess pathogen fitness and disease virulence so that the exact number of conidia in a specific area and the subsequent fitness of the pathogen could be determined, in addition to permitting intimate interactions between individuals of the infecting population ([Figure 2](#fig2){ref-type="fig"}). Each treatment was inoculated onto an individual rice plant and only a single leaf per plant was infected ([Supplementary file 2](#SD3-data){ref-type="supplementary-material"}). This was performed according to a previously described protocol ([@bib34]), with the following modifications. Leaves of 21-day-old seedlings of rice cultivar CO39 were inoculated using intact seedlings because detached leaves may trigger defence responses and inhibit sink induction at infection sites and thus nutrient acquisition by the pathogen. Each disease patch was initiated by inoculation with a 20 µL suspension of 5×10^4^ conidia.mL^−1^ in 0.2% (w/v) gelatine. The inoculum concentration was chosen because it was sufficient to facilitate the full disease cycle to be completed, such that the ability to cause disease could be accurately measured based on sporulation from the disease lesion. The inoculum level resembles that which would occur under disease epidemic conditions, as each disease lesion typically generates 20,000--50,000 spores per day in severe rice blast infections ([@bib78]). Infection proceeded for 7 d with droplets blotted after the initial 26 hr. Images of the infection lesions used for virulence quantification ([Figure 2b](#fig2){ref-type="fig"}, [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}) were captured at this time using an Epson Expression 1680 Pro scanner (1200 d.p.i.). To quantify pathogen fitness by conidia production, the lesions were excised from leaves and placed under high humidity to induce sporulation for 48 hr. Images of sporulating lesions in [Figure 2d](#fig2){ref-type="fig"} were captured at this time by epifluorescence microscopy (Leica M205FA, processed using ImageJ, National institutes of Health, USA).

Fourteen infections per treatment were assessed for conidia production by the pathogen. Conidia were extracted by flooding lesions with 200 µL sdH~2~O, vortexed and lesion surfaces gently abraded, before enumeration with a haemocytometer. This protocol was repeated three times giving a total number of n = 42 replicates (3 (repeated protocol) x 14 (infections enumerated) =42) per each inoculum condition ([Figure 2a](#fig2){ref-type="fig"}). Note that as we consider six inoculum conditions with varying frequencies of competitors, a total of 252 disease lesions (6 (conditions) x 42 (replicates) =252) were assessed for conidiation.

Disease virulence in terms of lesion area was quantified using image analysis software (ImageJ, National Institutes of Health, USA). As we consider three inoculum conditions with varying frequency of competitors and n = 20 replicates for each condition, a total of 60 disease lesions were assessed for size of the lesion area ([Figure 2b](#fig2){ref-type="fig"} and [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}).

Mixed infections were assessed by epifluorescence microscopy to observe co-infecting Guy11 (RFP) and Δ*inv1* (GFP) invading neighbouring / same host plant cells where invertase exploitation is more likely to occur ([Figure 2c](#fig2){ref-type="fig"}). This was performed using leaf sheath inoculation assays based on those previously described ([@bib38]), using a conidial suspension of 5×10^4^ .mL^−1^ in 0.2% (w/v) gelatine, and cell invasion observed, after dissection, by light microscopy (Olympus IX81).

Data analysis {#s4-10}
-------------

Statistical tests were performed using R version 3.1.1 and Statistics and Machine Learning Toolbox in MATLAB R2015a.

Pairwise comparisons of invertase activity, conidia production, biomass and disease lesion size between two populations (*x* and *y*) were made by 2-sample t-test, if approximate normality and F-test for equal variance were satisfied. When the assumptions were violated, non-parametric Mann-Whitney U or t-test for unequal variances (Behren's Fisher problem) was used. In all cases the null hypothesis was of the same format: invertase activity/conidia production/biomass/disease lesions of population *x* is not different to that of population *y*.

Multiple comparisons of different inoculum conditions were conducted using the following test. If the data violated assumptions of ANOVA, the non-parametric Kruskal Wallis test was performed, followed by two-sided Mann-Whitney U test with Bonferroni correction (in vivo data [Figure 2a](#fig2){ref-type="fig"}). Otherwise one-way ANOVA was used followed by two-sided t-test with Bonferroni correction (in vitro data [Figure 4](#fig4){ref-type="fig"} and in vivo data [Figure 2---figure supplement 4](#fig2s4){ref-type="fig"}); for full details see Appendix 1A. Note that for testing the assumptions of one-way ANOVA, residuals were observed to be approximately normally distributed by plotting a Normal Q-Q plot and heteroscedasticity measured by Fligner-Killen test of homogeneity.

The data in [Figure 2---figure supplement 4](#fig2s4){ref-type="fig"} shows a log transformation of the data from [Figure 2a](#fig2){ref-type="fig"}. This transformation was carried out to improve the normality of the data as per previous studies ([@bib41]; [@bib50]; [@bib42]), as well as to satisfy homogeneity of variance so that the appropriate parametric tests could be applied. Departures from normality were monitored by skewness and kurtosis with \'substantial\' departures considered according to ([@bib76]). The multiple comparisons of different inoculum conditions of the log transformed data in [Figure 2---figure supplement 4](#fig2s4){ref-type="fig"} were conducted using one-way ANOVA, followed by two-sided t-test with Bonferroni correction (for full details of the procedure see Appendix 1A).

Data fitting was performed using non-linear fitting routines in MATLAB or in R.

For in vitro data, *post-hoc* power analysis was performed when the null hypothesis of equal means could not be rejected. This was done in R using Package *pwr* version 1.1--3 with significance level set at $\alpha = 0.05$.

The sample sizes for in vivo data were chosen to maximize the number of infections that could be achieved in the plant growth room while minimizing the chances of cross-infection.

Performing an *a priori* power analysis was not appropriate for our study, as we were not seeking to detect pre-specified differences between samples.

Fitting geometric trade-offs to data {#s4-11}
------------------------------------

Recent paper ([@bib53]) inferred the geometry of the rate-efficiency trade-off, directly from the biophysical mechanisms that cause it. The resulting five parameter geometric trade-off has the form:$$\left( {growth\ rate,\ efficiency} \right) = \left( {c\left( H \right)\frac{HV_{max}}{K_{m} + H},c\left( H \right)} \right)\!\!,$$

where *H* is the resource concentration, *V~max~* is the maximal rate of sugar uptake while *K~m~* denotes sugar half saturation constant (see [@bib53] for more details).

The resource efficiency is a function of sugar and takes the form as in [@bib53]$$c\left( H \right) = c_{hi}\frac{1}{1 + pH} + \frac{pH}{1 + pH}c_{lo}.$$

The parameter *c~hi~* represents the highest spore number per molecule of resources attainable, achieved at the lowest sugar concentrations, whereas *c~lo~* is the spore numbers attained when sugar is abundant, *p* is a phenotype that controls the rate of decrease in efficiency with increasing sugar supply.

We first fit *c~hi~*, *c~lo~* and *p* to the data on efficiency as a function of sugar, then we fit *V~max~* and *K~m~* to the growth rate data as a function of sugar, both steps using non-linear fitting routines in MATLAB. The resulting rate-efficiency data fit is shown in [Figure 3](#fig3){ref-type="fig"} and typical parameter estimates are given in [Figure 3---source data 1](#SD1-data){ref-type="supplementary-material"}.

In addition, negative monotonic correlation between growth rate and efficiency data was verified using Spearman's rank correlation test.
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A Data analysis {#s18}
===============

In this section we describe the statistical procedure based on Boolean logic design, used to analyse in vivo infection data presented in [Figure 2a](#fig2){ref-type="fig"} of the main text and in vitro data presented in [Figure 4](#fig4){ref-type="fig"} of the main text.

A.1 Notation and basic operations of Boolean algebra {#s19}
----------------------------------------------------

A Boolean algebra has the following operators:$$\begin{matrix}
 \land & {(denoting\ AND),} \\
 \vee & {(denoting\ OR)\ and} \\
\neg & {(denoting\ NOT).} \\
\end{matrix}$$

We define a *proposition* to be a statement which is either *true* or *false*. If $A_{1}$ and $A_{2}$ denote two propositions then the truth tables for the three operators $\land$, $\vee$ and $\neg$ are:$$\left| \begin{matrix}
A_{1} & | & A_{2} & | & {A_{1} \vee A_{2}} \\
{true} & | & {true} & | & {true} \\
{true} & | & {false} & | & {true} \\
{false} & | & {true} & | & {false} \\
{false} & | & {false} & | & {false} \\
\end{matrix} \right|\phantom{\mspace{1800mu}}\left| \begin{matrix}
A_{1} & | & A_{2} & | & {A_{1} \land A_{2}} \\
{true} & | & {true} & | & {true} \\
{true} & | & {false} & | & {true} \\
{false} & | & {true} & | & {false} \\
{false} & | & {false} & | & {false} \\
\end{matrix} \right|\phantom{\mspace{1800mu}}\left| \begin{matrix}
A_{1} & | & {\neg A_{2}} \\
{true} & | & {false} \\
{false} & | & {true} \\
\end{matrix} \right|$$

The above truth tables can be extended to any number of propositions as the next Example 1 shows.

Example 1. *Let* $\left\{ A_{i} \middle| {{i = {1..n}},{n \in {\mathbb{N}}}} \right\}$*denote a set of $n$ propositions. Then*,$$\left( {A_{1} \vee A_{1} \vee \ldots \vee A_{n}} \right)\textit{is\ true}$$

*if there exist at* **least one** $i \in \left\{ 1,{2..n} \right\}$*for which* $A_{i}$*is true. Similarly*,$$\left( {A_{1} \land A_{1} \land \ldots \land A_{n}} \right)\textit{is\ true}$$

*if* $A_{i}$*is true* **for all** $i \in \left\{ 1,{2..n} \right\}$.

The operators $\land$, $\vee$ are associative as explained in the next theorem.

**Theorem** (Associative law). *Let* $A_{1}$, $A_{2}$, $A_{3}$*denote three propositions. Then*$$\begin{matrix}
{(A_{1} \vee A_{2}) \vee A_{3}} & {= A_{1} \vee (A_{2} \vee A_{3})} \\
{(A_{1} \land A_{2}) \land A_{3}} & {= A_{1} \land (A_{2} \land A_{3})} \\
\end{matrix}$$

Before we present an example on how to negate inequalities (Example 2), we state the following theorem.

**Theorem** (Trichotomy law for real numbers). For all $a,b \in \mathbb{R}$, one and only one of the following holds: $a < b$, $a > b$ or $a = b$.

Example 2. *Let* $A$*denote the proposition:* $a \leq b$, *where* $a,b \in \mathbb{R}$. *Then, due to the Trichotomy Law for real numbers*$$\neg A = \neg(a \leq b) = (a > b).$$

Finally, we state a theorem widely used in Boolean logic design.

**Theorem** (De Morgan's laws). *Let* $A_{1}$*and* $A_{2}$*denote two propositions. Then*$$\begin{matrix}
{\neg(A_{1} \land A_{2}) = \neg A_{1} \vee \neg A_{2}} \\
{\neg(A_{1} \vee A_{2}) = \neg A_{1} \land \neg A_{2}} \\
\end{matrix}$$

Note, since the operators $\land$ and $\vee$ are associative, De Morgan's laws hold for *any* number of propositions as illustrated in Example 3.

Example 3. *Let* $\left\{ A_{i} \middle| {{i = {1..n}},{n \in {\mathbb{N}}}} \right\}$*denote a set of* $n$*propositions. Then*$$\begin{matrix}
{\neg(A_{1} \land A_{2} \land ... \land A_{n})} & {= \neg A_{1} \vee \neg(A_{2} \land ... \land A_{n})} \\
 & {= \neg A_{1} \vee \neg A_{2} \vee \neg(A_{3} \land ... \land A_{n})} \\
 & {...} \\
 & {= \neg A_{1} \vee \neg A_{2} \vee ... \vee \neg A_{n}} \\
\end{matrix}$$

*Similarly,*$${{\neg\left( {A_{1} \vee A_{2} \vee \ldots \vee A_{n}} \right)} = {{\neg A_{1}} \land {\neg A_{2}} \land \ldots \land {\neg A_{n}}}}.$$

A.2 Analysis of in vivo data {#s20}
============================

We consider two strains of *Magnaporthe oryzae*: the wild type, $Guy11$, which secretes a public good invertase needed to sequester nutrients from its host plant, and an isogenic mutant $\Delta inv1$ exhibiting reduced secreted invertase activity. The $\Delta inv1$ mutant shows dramatically reduced fitness during plant infections when present in isolation ([Figure 2a](#fig2){ref-type="fig"}) as measured by spore production at the end of an infection cycle and also exhibits lower virulence, measured by the area of disease lesion coverage of an infected leaf ([Figure 2b](#fig2){ref-type="fig"}, [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}).

Since we show in the main text that invertase production in *M. oryzae* is a cooperative trait, the invertase producer ($Guy11$ ) is termed a cooperator while the non-producer ($\Delta inv1$) is termed a cheat. Using the data presented in [Figure 2a](#fig2){ref-type="fig"}, we ask the following question: can an introduction of a public good non-producer (cheat) into a population of public goods producers (cooperators), lead to an increase in the overall population fitness? According the existing social theory ([@bib28], [@bib29]), the answer to the above question is no, so we formulate the following hypothesis:

$H_{0}$: *the fitness of mixed populations of cooperators* ($Guy11$) *and cheats* ($\Delta inv1$) *is not higher than the fitness of cooperator-only populations*.

Mathematically, $H_{0}$, can be written in the following way. Let $W_{XGuy11} \in \mathbb{R}$ denote the fitness of $XGuy11$ population, where $X \in \left\{ 20,40,60,80,100 \right\}$ represents the percentage of $Guy11$ strain in the initial infection inoculum. For example, $20Guy11$ denotes a population consisting of 20% $Guy11$ cooperators and 80% $\Delta inv1$ cheats. Subsequently, using the Trichotomy law for real numbers and Boolean algebra, $H_{0}$ can be written as$$\begin{matrix}
{H_{0}:=} & {\{(W_{20Guy11} \leq W_{100Guy11}) \land (W_{40Guy11} \leq W_{100Guy11})} \\
 & {\land (W_{60Guy11} \leq W_{100Guy11}) \land (W_{80Guy11} \leq W_{100Guy11})\}.} \\
\end{matrix}$$

From De Morgan's laws$$\begin{matrix}
{\neg H_{0}:=} & {\{\neg(W_{20Guy11} \leq W_{100Guy11}) \vee \neg(W_{40Guy11} \leq W_{100Guy11})} \\
 & {\vee \neg(W_{60Guy11} \leq W_{100Guy11}) \vee \neg(W_{80Guy11} \leq W_{100Guy11})\},} \\
\end{matrix}$$

and we further apply Trichotomy law for real numbers (as illustrated in Example 2) to re-write (2) as$$\begin{matrix}
{\neg H_{0}:=} & {\{(W_{20Guy11} > W_{100Guy11}) \vee (W_{40Guy11} > W_{100Guy11})} \\
 & {\vee (W_{60Guy11} > W_{100Guy11}) \vee (W_{80Guy11} > W_{100Guy11})\}.} \\
\end{matrix}$$

A.2.1 Application of Boolean algebra to in vivo data: combining logic and probability {#s21}
-------------------------------------------------------------------------------------

We can reject hypothesis $H_{0}$ if we can show that $\neg H_{0}$ is true. To this end, using the in vivo infection data in [Figure 2a](#fig2){ref-type="fig"} of the main text, we first show that there is significant difference among $W_{20Guy11}$, $W_{40Guy11}$, $W_{60Guy11}$, $W_{80Guy11}$ and $W_{100Guy11}$ ($p < 0.0001$, Kruskal Wallis test).

Next, to show that $\neg H_{0}$ is true, using standard properties of Boolean algebra (as illustrated in Example 1) applied to ([Equation 3](#equ14){ref-type="disp-formula"}), it is sufficient to show that there exist at least one $X \in \left\{ 20,40,60,80 \right\}$ such that $\left( {W_{XGuy11} > W_{100Guy11}} \right)$. Therefore we make the following four pairwise comparisons using two-tailed Mann-Whitney U test with Bonferroni correction:$$\begin{array}{r}
{(W_{20Guy11}{v.s\ }W_{100Guy11}),(W_{40Guy11}{v.s\ }W_{100Guy11}),} \\
{(W_{60Guy11}{v.s\ }W_{100Guy11}){\ and\ }(W_{80Guy11}{v.s\ }W_{100Guy11}),} \\
\end{array}$$

and show that $W_{80Guy11}\  > \ W_{100Guy11}$ (${p < 0.0365},{W = 1174}$, two-tailed Mann-Whitney U test with Bonferroni correction, $n = 42$). Consequently, we conclude that $\neg H_{0}$ is true and thus $H_{0}$ can be rejected.

Note that there is nothing 'special' about $80Guy11$ populations. We would have also rejected $H_{0}$ had we instead found that ($W_{20Guy11}\  > \ W_{100Guy11}$) or ($W_{40Guy11}\  > \ W_{100Guy11}$) or ($W_{60Guy11}\  > \ W_{100Guy11}$). In fact, we reject $H_{0}$ when tested on the data generated by an equivalent in vitro experiment ([Figure 4a](#fig4){ref-type="fig"} of the main text), because we find three mixed populations, namely ${20Guy11},{40Guy11}$ and $60Guy11$ whose fitness is greater than the fitness of $100Guy11$ (see Appendix 1A.3 for more detail).

Importantly, we also show that fitness positively correlates with virulence and that the mixed populations of cooperators and cheats whose fitness is higher than the fitness of cooperator only populations, also have higher virulence, causing significantly more damage to the host than cooperator only infections ($p < 0.004$, two-sided 2-sample t-test with unequal variances, $n = 20$, data shown in [Figure 2b](#fig2){ref-type="fig"} of the main text).

Our analysis shows that, contrary to the current understanding based on social evolution theory ([@bib28], [@bib29]), animal ([@bib31]; [@bib67]; [@bib59]; [@bib41]) and plant ([@bib23]) models, as well as clinical ([@bib25]) and agricultural field studies ([@bib13]; [@bib1]), an introduction of cheats with low virulence into a population of cooperators with high virulence can increase both fitness and virulence of the population. This provides the first experimental evidence that a promising virulence reduction strategy can have devastating consequences for the host.

A.3 Analysis of in vitro data {#s22}
=============================

We perform a similar statistical procedure to the one described in A.2 but now on the in vitro data presented in [Figure 4](#fig4){ref-type="fig"} of the main manuscript. This data contributes to the mechanistic understanding behind the unexpected result obtained in [Figure 2a](#fig2){ref-type="fig"} of the main text.

First we show that in vitro data in [Figure 4a](#fig4){ref-type="fig"} is consistent with infection observations in [Figure 2a](#fig2){ref-type="fig"}, in particular that an introduction of cheats into a population of cooperators can lead to an increase in population fitness. Following the same logical argument described in A.2, in order to test the hypothesis $H_{0}$ defined in (1) we first show that there is significant difference among $W_{20Guy11}$, $W_{40Guy11}$, $W_{60Guy11}$, $W_{80Guy11}$ and $W_{100Guy11}$ (${p < 0.003},{F_{(4,40)} = 74.95}$, one-way ANOVA).

Next, to show that $\neg H_{0}$ ,we make the four pairwise comparisons defined in (4) using two-tailed 2-sample t-test with Bonferroni correction to check whether there exist at least one $X \in \left\{ 20,40,60,80 \right\}$ such that $(W_{XGuy11}\  > \ W_{100Guy11})$. Subsequently, we show that $W_{20Guy11}\  > \ W_{100Guy11}$($p < 0.004$, two sided 2-sample t-test with Bonferroni correction, $n = 9$) and $W_{40Guy11}\  > \ W_{100Guy11}$ ($p < 0.02$, two sided 2-sample t-test with Bonferroni correction, $n = 9$). Therefore using properties of Boolean algebra we conclude that $\neg H_{0}$, as represented in (3), is true and thus we can reject $H_{0}$ for the in vitro data presented in [Figure 4a](#fig4){ref-type="fig"}. This demonstrates that the in vitro data is consistent with the in vivo infection data in [Figure 2a](#fig2){ref-type="fig"}.

Next, we turn our attention to the data in [Figure 4b--d](#fig4){ref-type="fig"} of the main text. Each of these three figures presents the outcome of an experiment in which a particular assumption is removed from the environment in which [Figure 4a](#fig4){ref-type="fig"} data was obtained. That way we can determine the significance of a removed assumption on the result observed in [Figure 4a](#fig4){ref-type="fig"}. In particular we (i) remove the rate-efficiency assumption by conducting experiments on agar plates in low sucrose ([Figure 4b](#fig4){ref-type="fig"}); (ii) minimise population spatial structure by considering liquid shaken environments ([Figure 4c](#fig4){ref-type="fig"}); and (iii) remove resource spatial structure by conducting experiments on agar plates in glucose media ([Figure 4d](#fig4){ref-type="fig"}).

We find that there is no significant difference among $W_{20Guy11}$, $W_{40Guy11}$, $W_{60Guy11}$, $W_{80Guy11}$ and $W_{100Guy11}$ for the data in [Figure 4b](#fig4){ref-type="fig"} (${p > 0.75},{F_{(4,40)} = 0.48}$, one-way ANOVA, $n = 9$), [Figure 4c](#fig4){ref-type="fig"} (${p > 0.85},{F_{(4,40)} = 0.33}$, one-way ANOVA, $n = 9$) and [Figure 4d](#fig4){ref-type="fig"} (${p > 0.9},{F_{(4,40)} = 0.24}$, one-way ANOVA, $n = 9$). This means that removal of the rate-efficiency trade-off ([Figure 4b](#fig4){ref-type="fig"}) or spatial structure ([Figure 4c,d](#fig4){ref-type="fig"}) from the environment destroys the result observed in [Figure 4a](#fig4){ref-type="fig"} that an introduction of cheats into a population of cooperators can increase population fitness.

We conclude that a presence of a rate-efficiency trade-off and spatial structure are the essential pre-requisites for mixed populations of cooperators and cheats to show enhanced fitness and virulence.

In general, note that for testing the assumptions of One-way ANOVA, residuals were observed to be approximately normally distributed by plotting a Normal Q-Q plot and heteroscedasticity measured by Fligner Killen test of homogeneity.

B Multi-trait mathematical model {#s23}
================================

Our empirical study has shown that *M. oryzae* population fitness, measured as spore production, is maximised when the population contains a mixture of invertase producers and non-producers ([Figure 2a](#fig2){ref-type="fig"} of the main text). Based on the previous theoretical work ([@bib52]) we postulate that this observation is driven by the presence of two social traits. The first trait is the extracellular production of a public good, invertase, that breaks down a complex sugar (sucrose) into simple sugars (hexose). The second social trait is intracellular self-restraint, and relates to the efficiency with which a cell exploits newly-acquired simple sugars.

To test this, we develop a mathematical model of invertase production in *M. oryzae* with the pathogen growth constrained by a rate-efficiency trade-off. Our model needs to capture key features of our experimental system, but also needs to be sufficiently simple so that we can manipulate and probe the spatio-temporal dynamics of extracellular enzymes, resource concentrations and pathogen population densities. This will enables us to specifically focus on the effects of public goods production and self-restraints on population fitness.

Based on a simplified version of MacLean et al. ([@bib52]) and in line with previous models of invertase production ([@bib27]), we make the following assumptions.

Growth kinetics {#s24}
---------------

In our model we consider two strains, an invertase producer (the wild-type $Guy11$) and a non-producer (the $\Delta inv1$ mutant). Both strains take up resources $R$ and use them to generate ATP using a simple, unbranched pathway ([@bib57]). The rate of ATP production in the pathway is denoted by $J^{ATP}$ and is given by$$J^{ATP} = \eta_{ATP}^{R}J^{R}$$

where $J^{R}$ denotes the rate of the pathway which is a function of resource concentration $R$ and is mathematically represented by $J^{R}\left( R \right)$. The term $\eta_{ATP}^{R}$ denotes the number of ATP molecules produced in the pathway. In practice, yield of ATP production $\eta_{ATP}^{R}$ is not easy to measure as the efficiency, $\eta_{e}^{R}$ whereby $\eta_{e}^{R} = {b \cdot \eta_{ATP}^{R}}$, where $b$ is a constant denoting the amount of biomass formed per unit of ATP. We represent microbial growth as a linear function of the rate of ATP production ([@bib52]; [@bib57]; [@bib3]) namely $r \cdot J^{ATP}$, where $r$ is some proportionality constant which we here set to 1.

Sucrose utilization {#s25}
-------------------

Both strains can take up sucrose ($S$) and the rate of sucrose pathway is defined by$$J^{S} = \frac{V_{max}^{S}S}{K_{m}^{S} + S}$$

where $V_{max}^{S}$ denotes the maximal rate of the pathway while $K_{m}^{S}$ denotes the respective Michaelis-Menten constant. The pathway rate represents the rate at which product is formed, which in this case is the same as the rate at which substrate is consumed. Therefore throughout this article we refer to $V_{max}^{R}$ as the maximal rate of resource $R$ uptake and $K_{m}^{R}$ as the measure of affinity for resource $R$. The efficiency of the pathway utilising sucrose is denoted by $\eta^{S}$ and for simplicity we assume it to be a constant.

Invertase production {#s26}
--------------------

Invertase producers secrete invertase, an enzyme which catalyses the hydrolysis of sucrose ($S$) with each sucrose molecule being broken down to two molecules of hexose ($H$), namely one molecule of glucose and one molecule of fructose. Hexose is then transported into the cell and for simplicity our model does not differentiate between glucose and fructose molecules. The rate of conversion of sucrose into hexose ($Inv$) is a saturating function of sucrose concentration taking the following from:$${Inv} = {inv\frac{S}{k + S}}$$

where $inv$ denotes invertase activity and $k$ is a saturation constant. Invertase is costly to produce, and the cost is denoted by $c$, which for simplicity we assume to be a constant ([@bib10]).

Hexose utilisation {#s27}
------------------

Both strains can take up hexose ($H$) and the rate of sucrose pathway is defined by$$J^{H} = \frac{V_{max}^{H}H}{K_{m}^{H} + H}$$

where $V_{max}^{H}$ denotes the maximal rate of the pathway while $K_{m}^{H}$ denotes the respective Michaelis-Menten constant. The efficiency of the pathway utilising hexose is denoted by $\eta^{H}$ and we assume that $J^{H} \gg J^{S}$, allowing for hexose to be the preferential carbon source.

Self-restraint through efficiency of resource utilisation {#s28}
---------------------------------------------------------

The efficiency of the hexose pathway is known to depend on the rate of resource uptake, termed rate efficiency trade-off; therefore $\eta^{H}$ is a decreasing function of $J^{H}$ and motivated by [@bib4] we assume that$${{\eta^{H}\left( J^{H} \right)} = {a_{1} + \frac{a_{2}}{1 + {\exp\left( {a_{3} + {a_{4} \cdot J^{H}}} \right)}}}},$$

where ${a_{i},i} = 1..4$ are constants.

To predict densities of the producer and non-producer strain, we deploy a reaction-diffusion model enabling the explicit tracking of resource concentrations and population densities in both space and time. In particular let $N_{p}\left( x,t \right)$ and $N_{n}\left( x,t \right)$ denote the density of producers and non-producers, respectively, at time $t$ and spatial location $x$, $x \in \left\lbrack 0,l \right\rbrack$ with $l$ denoting a positive constant. Then the model takes the following form$$$$

where $\frac{\partial^{2}}{\partial x^{2}}$ is one-dimensional diffusion operator while $D_{*}$ represent diffusion coefficients for sucrose ($S$), hexose ($H$) and cell biomass ($N$). Due to the molecular size we assume that the rate of movement of sucrose is twice as slow as that of hexose, while cells move at an even slower rate.

We impose no-flux boundary conditions in addition to the following initial conditions: ${S\left( x,0 \right)} = S_{0}$, where $S_{0}$ is a sucrose supply constant, ${H\left( x,0 \right)} = 0$ with ${N_{p}\left( x,0 \right)} = {N_{p0}\left( x \right)}$ and ${N_{n}\left( x,0 \right)} = {N_{n0}\left( x \right)}$ representing an initial distribution of producers and non-producers, respectively. The total initial population density is denoted by $N_{0}$ and an example of an initial spatial distribution of producers and non-producers is shown in [Figure 4---figure supplement 1a](#fig4s1){ref-type="fig"}. The model is simulated for different initial frequencies of producers and non-producers until all resources are exhausted and for each case we record the final total population size.

The model outcomes {#s29}
------------------

Given the complexities inherent to *in planta* infection studies, the parameters in our model were not inferred from empirical data inferred from empirical data obtained through these experiments. Instead, we use previous work ([@bib52]) to identify a parameter range for the model that produces behaviour consistent with the key observation of our *M. oryzae* infection study; namely that a mixture of producers and non-producers maximises the total population size ([Figure 2a](#fig2){ref-type="fig"} of the main text). These parameters, listed in the table below, were used because the model qualitatively captures the result in [Figure 2a](#fig2){ref-type="fig"} (as shown in [Figure 4---figure supplement 1b](#fig4s1){ref-type="fig"}), and does so for a certain neighbourhood around these points in parameter space.

$V_{max}^{S}$$11$ \[mmol sucrose/ (g protein x h)\]$V_{max}^{H}$$100$ \[mmol hexose/ (g protein x h)\]$K_{m}^{S}$$7$ \[mMol sucrose\]$K_{m}^{H}$$100$ \[mMol hexose\]$inv$$77$ \[mmol sugar/ (g protein x h)\]$c$$0.004$$S_{0}$$29.2$ \[mMol\]$N_{0}$$3 \times 10^{- 5}$ \[g protein/L\]$D_{S}$$0.005$ \[ $l^{2}$/h\]$D_{H}$$0.01$ \[ $l^{2}$/h\]$D_{N}$$0.0002$ \[ $l^{2}$/h\]$\eta^{S}$$0.01$ \[g protein/ mmol sucrose\]$k$$5 \times 10^{- 3}$ \[mMol sucrose\]$a_{1}$$0.0176$$a_{2}$$0.0318$$a_{3}$$- 2.2649$$a_{4}$$0.205$

Due to the challenges associated with in vivo parameter estimation, resource utilization parameters values and the shape of the rate-efficiency functions in the above table were chosen to reflect the values obtained empirically for an invertase production system in *S. cereviseae* ([@bib57]).

The cost of invertase production for *M. oryzae* was chosen to be lower than previously estimated for *S. cerevisiae* ([@bib27]; [@bib52]). This lower cost experienced can be attributed to the secretome of *M. oryzae* predicted to be much larger than that of *S. cerevisiae* both in terms of total gene products (1885 compared to 424) and as a proportion of total genes (14.51% compared to 6.32%) ([@bib10]) meaning that the burden of metabolising a single product would be proportionally less. In addition, invertase production by *S. cerevisiae* is regulated by the experienced glucose environment ([@bib17]), whereas for *M. oryzae*, we found it to be upregulated in sucrose environments ([Figure 1c](#fig1){ref-type="fig"} of the main text). Therefore, *S. cerevisiae* may produce invertase wastefully in a manner that increases its overall cost because it is produced in environments which yield no products.

While the diffusion coefficients have not been obtained empirically we find that the model results are robust to changes in these parameter values as long as they are in a range which allows for sufficient spatial interactions between the producers and non-producers.

The outcome in [Figure 4---figure supplement 1b](#fig4s1){ref-type="fig"} could be explained by the fact that when producers are common, the invertase production results in a large spike, both spatial and temporal, in hexose. This enables rapid but inefficient growth. However if a fraction of non-producers is introduced into the population the hexose spike around producers that are in a vicinity of non-producers is smaller, so that the population burns finite resources more efficiently.

Next, to test that the synergy between public goods production and self-restraint drives the result shown in [Figure 4---figure supplement 1b](#fig4s1){ref-type="fig"}, we remove the effect of the rate-efficiency trade-off from the model leaving only the public goods dilemma at play. In particular we assume that the efficiency of the hexose pathway ($\eta^{H}$) is a constant and find that the model predictions revert to the classical finding whereby total population size is maximised for populations containing only producers ([Figure 4---figure supplement 1c](#fig4s1){ref-type="fig"}). In this case, the hexose spike created by the producers does not lead to inefficient growth due to the absence of the rate-efficiency trade-off. Note that apart from physically removing the rate-efficiency trade-off from the model, inefficient growth can also be avoided by assuming a low initial sucrose concentration ($S_{0}$) in the environment.

Moreover, in spatially homogeneous environments both producers and non-producers share resources equally. Therefore the boost of efficiency in resource consumption observed on the boundary between producers and non-producer in spatially structured environments, will not take place in the absence of spatial structure. Indeed, performing simulations of the model (1) in spatially homogeneous environments ($D_{S} = D_{H} = D_{N} = 0$) we again recover the result that the total population size is maximised for a population containing only producers ([Figure 4---figure supplement 1d](#fig4s1){ref-type="fig"}).

Since the initial sucrose concentration and spatial structure can be manipulated for in vitro environments, this enabled us to experimentally verify the qualitative predictions of our model (shown in [Figure 4](#fig4){ref-type="fig"} of the main text).
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Thank you for submitting your work entitled \"Harbouring low virulence strains within a pathogen population can increase both fitness and virulence\" for further consideration at *eLife*. Your article has been favorably evaluated by Ian Baldwin (Senior editor), Merijn Kant (Reviewing editor), and three reviewers.

The manuscript by Lindsay and colleagues makes key advances in understanding the role of social interactions in the context of pathogenic infections. The study demonstrates that invertase expression is a cooperative behavior that is subject to the spread of non-producing mutants. In addition, the authors were able to show that low levels of this mutant actually increases both virulence and pathogen population size in the plant host.

While we agreed that the data are intriguing, we did not always agree on the soundness of the data interpretation or on the urgency of additional experiments to support these interpretations. There was no consensus on the question if the evidence for frequency-dependent selection was sufficiently convincing and we would have preferred a more detailed exploration of the frequency dependence across a broader range of frequencies. However, the outcome of the discussion was that the majority of the referees felt that additional experiments will not be necessary. Therefore, we ask for textual changes and some minor changes in your analyses.

1\) We feel it is important to check whether the parameter values that emerge from adjusting the model to obtain the behavior in [Figure 2A](#fig2){ref-type="fig"} are reasonable. We realize that not all the parameters are known or can be inferred. However, we ask you to add a discussion of whether each parameter value is in the range of what is physically or biologically reasonable, judging for example from values that are known for similar systems.

2\) A substantial part of the referee discussion revolved around the question if this invertase can be called a virulence factor or not. This element is clearly confusing and therefore distracting. In literature, some authors discriminate two types of virulence: (I) \'direct virulence factors\' that directly interact with the host to get the infection done and (II) \'indirect virulence factors\' that influence the wellbeing of the pathogen in the infection site-environment (to cope with the physical conditions, host factors, etc.) and thus also influence pathogen virulence but indirectly. We feel the invertase qualifies as \"indirect virulence factor\". For example see Figure 6 in Siddiqui & Khan (2012), Parasites & Vectors 5: 6. We ask you to make this explicit in the Introduction around the third paragraph.

3\) In relation to point 2 we feel it will be useful to indicate that the public-good scenario you sketch -- i.e. increased virulence when the strains are mixed -- may not happen to pathogens that use a different infection strategy: the public-good scenario may be realistic for pathogens that deposit their virulence factors (the direct or indirect ones) into the public domain but may not be realistic for pathogens that inject virulence factors directly into individual host cells. Mentioning this in one or two sentences will suffice.

4\) We also discussed the following alternative scenario that could explain your data. It could be that the invertase knock-out mutation affects virulence negatively \'simply\' because the mutant is less \'healthy/fit\' than the wildtype. When mixed with the non-mutated wildtype the latter may compensate for the mutant\'s defect via the public good. The mutant may now even have more energy available (since it is not making the invertase) to fuel its virulence, than the wildtype. This may increase the overall virulence -- in principle independent from food competition -- and also in a frequency dependent manner. Since the referees did not agree on the urgency of including this alternative scenario already from the start in your manuscript or only later on, we decided to ask you to address it in the Discussion and there to explain why you feel that the scenario you sketch in the fourth paragraph of the Introduction is more plausible than this alternative.

5\) We feel that the current title too much suggests that there is causality between the \"low virulence\" of the mutant and the increase in the population\'s virulence when mixed. For accuracy we ask you to replace \"low virulence strains\" with \"public good mutants\" (also in the Abstract).

6\) We ask you to change \'correctly predicts\' in the Abstract with \'suggests\';

7\) We ask you to replace \'non-producing cheats\' in the third and fourth paragraphs of the Introduction with \'non-producing mutants\' (because \'cheaters\' in the absence of non-cheaters do not cheat);

8\) We noticed some quite one-sided t-tests (e.g. legends of [Figures 1](#fig1){ref-type="fig"} and [4](#fig4){ref-type="fig"}) but it is not clear why these are one-sided. Please replace them with two-sided tests or motivate this choice within the manuscript text.

\[Editors' note: a previous version of this study was rejected after peer review, but the authors submitted for reconsideration. The first decision letter after peer review is shown below.\]

Thank you for submitting your work entitled \"Harbouring low virulence cheats within a pathogen population increases both fitness and virulence\" for consideration by *eLife*. Your article has been reviewed by three peer reviewers, and the evaluation has been overseen by Merijn Kant as the Reviewing Editor and Ian Baldwin as the Senior Editor. The following individuals involved in the review of your submission have agreed to reveal their identity: David Queller and Stephen Diggle. A further reviewer remains anonymous. Our decision has been reached after consultation between the reviewers. Based on these discussions and the individual reviews below, we regret to inform you that your work in its present form will not be considered further for publication in *eLife*.

The referees were fascinated by the observation that a mix of invertase and non-invertase producing fungi causes more damage to a plant host than the wild type fungus alone ([Figure 2](#fig2){ref-type="fig"}). The referees agreed that this observation is worth perusing and that it could have consequences, for example, for virulence therapy. However, there were substantial concerns regarding the manuscript\'s framing and the robustness of some of the analyses. Since these concerns may require a substantial amount of work and may affect conclusions we have decided we have to reject your manuscript in its current form. However, we would welcome a revised version in which these concerns have been addressed. I will summarize the main points of discussion below:

1\) A large part of the Discussion was dedicated to the question if the invertase is a virulence factor or not -- and thus if the mutant really is a virulence cheat -- and to which extent this matters for your story. The title reads as if you consider the mutant to be a \'virulence cheat\' and later on you refer to the invertase as \'a social virulence factor\' but overall you\'re a bit vague with respect to what virulence exactly means within the context of your work; to which extent the cheater is cheating the virulence process and how this all relates to the observed changes pathogenicity. Clarifying this may come down to merely reframing/rephrasing but this ambiguity was very distracting.

2\) The second issue may be a bit more complicated. It was unclear to us why you refer to the mutant as a cheater. Although we agree that the mutant does not contribute to the production a common good, it can only be considered a cheater when this \'non-cooperation\' would increase its fitness relative to the non-cheaters. We did not find this back in your data (e.g. in [Figure 4D](#fig4){ref-type="fig"} conidia production at 0 and at 1 are equal) and therefore we would like you to justify this term much more explicitly on the basis of the existing or new data.

3\) The third issue concerns how you parameterized the cooperation model. It was unclear to us to which extent the parameters are realistic or not and this is important since it determines the strength of the second half of the paper on the rate-yield tradeoff. Hence, the parameterization needs to be justified.

4\) Finally, we feel that you are too unclear on several descriptives such as sample sizes, experimental design and on your choice for statistical tests. These things need to be presented clearer. This is especially important because the statistical significance of your key result is borderline. Nevertheless, we are willing to accept the key observation as it is, as long as you (can) explain in the text how everything was randomized properly (otherwise you could get a low p because observations were not all independent). Still we would like you to consider repeating the key experiment to get more confidence on the statistical significance in order to strengthen your claim on its biological significance.

*Reviewer \#1:*

With the rise in antibiotic resistance, new strategies to control pathogens are needed. Anti-virulence drugs and strategies such as using \'cheats\' to treat infection are two new approaches to tackle the problems we face. Given this, it is always interesting to see a new paper in this area. This new paper suggests we should be cautious in applying anti-virulence techniques because there may be unexpected outcomes as is depicted here.

The finding that mixed infections of cheats and wild-types results in higher virulence is interesting but I have a major issue where I need some convincing. The authors have chosen to work with invertase which liberates carbon sources from plant tissue. I have no issues that invertase can be considered a public good but it\'s the role in virulence and interpretation of the results that I question.

Invertase mutants grow poorly in a plant and this might be expected as they cannot gain easy access to the carbon source they need to grow. Conversely invertase producers grow well. In mixed cultures, invertase mutants appear to be able to grow and exploit the carbon sources liberated by the producers within the plant. Again, this might be expected if you are showing that invertase is a public good exploitable by cheats.

The interesting finding is then that the virulence of mixed cultures increases. The paper then cautions against using an anti-virulence approach with cheats because here we find an opposite effect. But invertase is not (as far as I know) a virulence factor which damages the host; it helps to promote growth. All the damage to the host will likely be due to specialised virulence factors which presumably the invertase mutant itself can make. So essentially, in a mixed culture, everyone is making virulence factors so the virulence is at least as damaging as a mono-producer infection.

In my opinion, for a true test of whether an anti-virulence strategy works or does not work, you would ideally create a mutant in a known toxin, or a system that directly regulates toxins. Happy to discuss.

*Reviewer \#2:*

Invasion of a cooperative infective bacterial population by non-cooperative \"cheater\" bacteria has been frequently discussed in recent literature as a way to reduce virulence, as an alternative to antibiotic therapy. This manuscript, which uses an experimental system consisting of infections of rice plants by the fungus *M. oryzae*, suggests that the introduction of cheaters can actually enhance virulence in some cases, and suggests a possible explanation for this in terms of an interplay between different cooperative traits.

Specifically, a mutant of *M. oryzae* was generated which fails to produce invertase, but can use invertase produced by wild type cells. Under some conditions introduction of a subpopulation of this mutant was found to increase the virulence of a rice plant infection. To explain this the authors invoke a rate-efficiency tradeoff. They suggest that, in an infection, wild type *M. oryzae* cells produce a large spike of glucose close to them, which they then use inefficiently, producing a relatively small number of spores. However, if cheater cells are present (which do not release glucose) the glucose spike is smaller, meaning that the cells grow more efficiently and produce more spores.

I find the first observation (that introduction of cheaters can increase virulence) interesting, since as the authors note, it contradicts established theory. However, I was not totally convinced by the explanation given for this phenomenon, in terms of the rate-efficiency tradeoff. I feel that to properly demonstrate this as the explanation, more work would need to be done.

Specific points:

1\) I would have liked a clearer definition of virulence, and a clearer distinction of how virulence is distinct from fitness. I realize that the experimental measurements of these two quantities are different, but from a theoretical point of view they seem to be assumed to be more or less interchangeable; indeed it is stated in the Introduction that \"since public goods aid microbial growth it also affects the extent of damage....\". However virulence factors are specific attributes of a bacterium that cause damage to a host and they can themselves be public goods (e.g. exoenzymes). I felt that a deeper discussion of the distinction between virulence and fitness was needed in the Introduction.

2\) [Figure 1E](#fig1){ref-type="fig"} does not seem to show what the authors claim it shows. Rather than showing a negative frequency-dependent fitness of the non-producers (cheats) it seems to show the producer fitness. If this figure is indeed as printed then it seems to show that the producer is more fit when at low density, which is completely contradictory to social evolution theory.

3\) One important test of whether the mutant is behaving as a cheater is that it should outcompete the wild type in mixed cultures, due to the cost of public goods production. Data is given for this for in vivo infections (Results) but only for one initial cheat frequency. Surely this should also be demonstrated for in vitro growth assays (as in [Figure 1](#fig1){ref-type="fig"}) and for a wider range of initial cheat frequencies?

4\) The key result is that shown in [Figure 2](#fig2){ref-type="fig"}, which shows that the number of spores produced is greater for a mixed infection with 20% cheats than for a wild-type infection (although it is lower for higher cheat frequencies). To explain this the authors show that there is a rate-efficiency tradeoff ([Figure 3](#fig3){ref-type="fig"}), which they hypothesize could cause the observed effect due to changes in the size of the glucose spike around the infective population. However, there are multiple reasons why I feel that this explanation is not properly demonstrated:

No comparison is made between the glucose concentrations at which the tradeoff is observed ([Figure 3](#fig3){ref-type="fig"}) and the likely concentrations proximal to an infection in the rice plant.

No calculations are made of how much the glucose concentration is likely to be reduced by the presence of the cheaters (this could be done in a simple empirical way using literature values for invertase rates etc.).

In the mathematical model, parameters are chosen to obtain the desired effect (as stated in [Supplementary file 1](#SD2-data){ref-type="supplementary-material"}), and no attempt is made to compare these to known values. For example diffusion constants for the sugars: are these realistic? (incidentally the units for these diffusion constants are not properly stated in the table).

The results of the mathematical model ([Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}, panel b) are hard to compare to the experimental results because they are not plotted together and the experimental data (e.g. [Figure 2---figure supplement 4](#fig2s4){ref-type="fig"}) is given on a log scale whereas the model results are linear.

5\) I did not follow the rationale of removing spatial heterogeneity by replacing sucrose by glucose (Results, last paragraph): wouldn\'t this just remove the need for invertase altogether and totally change the relevant social interactions?

*Reviewer \#3:*

This paper shows, in a rice-fungus system, how diluting a virulent pathogen with a less virulent one can sometimes lead to greater virulence. It uses experiments and modeling to attribute this effect to the joint action of two different social traits. The result is taken as a caution against indiscriminate use of a dilution strategy to reduce virulence.

The framing of the seems a bit disingenuous, making the result seem more surprising than I think it really was. Although this is a different species than the yeast used in MacLean et al. 2010, it is the same sucrose system and a very similar result (for population fitness, though not virulence). Yet the summary and Introduction read as if this prior study did not exist, instead springing the result and the explanation as a surprise. Still, this is an interesting extension in that it documents the phenomenon for pathogen virulence where it may have some practical relevance.

The main empirical result of the paper is that one of the mixtures (20:80) has higher virulence than the 100% virulent strain treatment ([Figure 2A](#fig2){ref-type="fig"}). I like the attention given to the fact that this requires a multiple-comparisons Bonferroni correction because there are four relevant comparisons (though I don\'t think you need all the Boolean algebra in the supplement to make this point). But I do have a little trouble with some aspects of the key p\<0.04 result. Where does the n=42 come from? That seems to imply n=7 for each of the 6 treatments (or is that n=21 for each of the two last treatments)? But [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"} seems to disagree, showing 20 pictures from each of the three pictured treatments. And what were the 3 separate experiments that were pooled to get this figure? A key issue is whether they balanced by treatment -- you wouldn\'t want all of 20-80\'s in one block for example. That figure also reports a 2-sided t-test in contrast to the 1-sided Mann-Whitney U in [Figure 2](#fig2){ref-type="fig"}. Aren\'t these testing the same comparison and, if so, why are they treated differently?

I would have liked to have seen this key result repeated. It is barely significant. I concede that if p\<0.05 is our standard, then I shouldn\'t demand a repeat every time a result comes close to that. But in this case, if you look at all the data in [Figure 2A](#fig2){ref-type="fig"}, from 0% Guy11 to 100%, they look oddly behaved. The change in conidia is irregular, first no change, then increase, decrease, increase, and decease. Doesn\'t that make you a little suspicious that the 20-80 result could be a fluke? You could get that kind of weird fluctuation if not everything was randomized among treatments, such as the spatial position of the plants, so a statement on randomization would be useful.

[Figure 2---figure supplement 4](#fig2s4){ref-type="fig"} is not a repeat of the same experiment as [Figure 2A](#fig2){ref-type="fig"}, is it? It seems to show the same overall up-down-up-down pattern, but I can\'t match up either the conidia values reported in the two figures or the sample sizes. It\'s very confusing. Why aren\'t you doing your key Boolean/Bonferroni test of [Figure 2](#fig2){ref-type="fig"} on this set of data, which appears to be larger?

The quadratic curve in [Figure 2---figure supplement 4](#fig2s4){ref-type="fig"} does not really establish that there is a maximum. Yes, the quadratic fit is demonstrably better than a linear one, but that doesn\'t mean that this quadratic curve is the real curve. Is it significantly better than a curve that saturates for the two highest values? The real test is the kind that you did earlier, for [Figure 2](#fig2){ref-type="fig"}.

10.7554/eLife.18678.019

Author response

*\[...\] While we agreed that the data are intriguing, we did not always agree on the soundness of the data interpretation or on the urgency of additional experiments to support these interpretations. There was no consensus on the question if the evidence for frequency-dependent selection was sufficiently convincing and we would have preferred a more detailed exploration of the frequency dependence across a broader range of frequencies. However, the outcome of the discussion was that the majority of the referees felt that additional experiments will not be necessary. Therefore, we ask for textual changes and some minor changes in your analyses.*

*1) We feel it is important to check whether the parameter values that emerge from adjusting the model to obtain the behavior in [Figure 2A](#fig2){ref-type="fig"} are reasonable. We realize that not all the parameters are known or can be inferred. However, we ask you to add a discussion of whether each parameter value is in the range of what is physically or biologically reasonable, judging for example from values that are known for similar systems.*

We agree that this may have been unclear and is an important point. A discussion of the parameter values has therefore now been added to Appendix 1, subsection "The model outcomes", second, third and fourth paragraphs.

*2) A substantial part of the referee discussion revolved around the question if this invertase can be called a virulence factor or not. This element is clearly confusing and therefore distracting. In literature, some authors discriminate two types of virulence: (I) \'direct virulence factors\' that directly interact with the host to get the infection done and (II) \'indirect virulence factors\' that influence the wellbeing of the pathogen in the infection site-environment (to cope with the physical conditions, host factors, etc.) and thus also influence pathogen virulence but indirectly. We feel the invertase qualifies as \"indirect virulence factor\". For example see Figure 6 in Siddiqui & Khan (2012), Parasites & Vectors 5: 6. We ask you to make this explicit in the Introduction around the third paragraph.*

Thank you for making us aware of the possible confusion that could be caused by our use of the term virulence factor. We have addressed this point by including clarification of the definitions of 'direct' and 'indirect virulence factors' in general (Introduction, third paragraph) and also making explicit that in this context invertase represents an indirect virulence factor (Introduction, last paragraph).

*3) In relation to point 2 we feel it will be useful to indicate that the public-good scenario you sketch -- i.e. increased virulence when the strains are mixed -- may not happen to pathogens that use a different infection strategy: the public-good scenario may be realistic for pathogens that deposit their virulence factors (the direct or indirect ones) into the public domain but may not be realistic for pathogens that inject virulence factors directly into individual host cells. Mentioning this in one or two sentences will suffice.*

To acknowledge this point and clarify the consequences of our finding, we have now explained that multiple trait interactions would not be relevant for virulence factors which act "privately" (Discussion, first paragraph). It is correct, that our observations are concerned with virulence factors that act as public goods.

*4) We also discussed the following alternative scenario that could explain your data. It could be that the invertase knock-out mutation affects virulence negatively \'simply\' because the mutant is less \'healthy/fit\' than the wildtype. When mixed with the non-mutated wildtype the latter may compensate for the mutant\'s defect via the public good. The mutant may now even have more energy available (since it is not making the invertase) to fuel its virulence, than the wildtype. This may increase the overall virulence -- in principle independent from food competition -- and also in a frequency dependent manner. Since the referees did not agree on the urgency of including this alternative scenario already from the start in your manuscript or only later on, we decided to ask you to address it in the Discussion and there to explain why you feel that the scenario you sketch in the fourth paragraph of the Introduction is more plausible than this alternative.*

Thank you for raising the point of a possible alternative mechanism for the synergistic effect that was observed during our study. We have considered this alternative scenario and judge that the evidence obtained to verify predictions made by our mathematical model ([Figure 4](#fig4){ref-type="fig"}), does address the possibility of this alternative mechanism. We appreciate that this may have not been explicit enough during the Discussion. Therefore, we have now outlined the alternative hypothesis and explained our reasoning as to why our originally proposed mechanism is indeed the more plausible (Discussion, third paragraph).

*5) We feel that the current title too much suggests that there is causality between the \"low virulence\" of the mutant and the increase in the population\'s virulence when mixed. For accuracy we ask you to replace \"low virulence strains\" with \"public good mutants\" (also in the Abstract).*

We have made the edits to the title and Abstract as suggested.

*6) We ask you to change \'correctly predicts\' in the Abstract with \'suggests\';*

This has now been changed as requested.

*7) We ask you to replace \'non-producing cheats\' in the third and fourth paragraphs of the Introduction with \'non-producing mutants\' (because \'cheaters\' in the absence of non-cheaters do not cheat);*

These edits have been incorporated as suggested.

*8) We noticed some quite one-sided t-tests (e.g. legends of [Figures 1](#fig1){ref-type="fig"} and [4](#fig4){ref-type="fig"}) but it is not clear why these are one-sided. Please replace them with two-sided tests or motivate this choice within the manuscript text.*

We have replaced these one-sided tests with two-sided tests.

\[Editors' note: the author responses to the first round of peer review follow.\]

*\[...\] Since these concerns may require a substantial amount of work and may affect conclusions we have decided we have to reject your manuscript in its current form. However, we would welcome a revised version in which these concerns have been addressed. I will summarize the main points of discussion below:*

*1) A large part of the Discussion was dedicated to the question if the invertase is a virulence factor or not -- and thus if the mutant really is a virulence cheat -- and to which extent this matters for your story. The title reads as if you consider the mutant to be a \'virulence cheat\' and later on you refer to the invertase as \'a social virulence factor\' but overall you\'re a bit vague with respect to what virulence exactly means within the context of your work; to which extent the cheater is cheating the virulence process and how this all relates to the observed changes pathogenicity. Clarifying this may come down to merely reframing/rephrasing but this ambiguity was very distracting.*

We apologise for the confusion. This has now been corrected throughout the manuscript and made consistent, as suggested by the editor. Our study demonstrates that invertase production in *Magnaporthe oryzae* conforms to the definition of a cooperative trait (details presented in the first three paragraphs of the Results section). In addition, we also demonstrate that invertase non-producers have lower virulence than invertase producers ([Figure 2B](#fig2){ref-type="fig"}).

Therefore, for clarity, previously used terminology \"low virulence cheats\" and \"high virulence cooperators\" has now consistently been replaced by \"low virulence public goods non-producers\" and \"high virulence public goods producers\", respectively. Furthermore, we now consistently refer to \"cooperators\" and \"cheats\" only in the context of invertase production.

We have also changed the title to: \"Harbouring low virulence strains within a pathogen population can increase both fitness and virulence\",and altered the Abstract accordingly, which we hope is now clearer and which we believe will avoid the confusion.

Moreover, we now clearly explain that the pathogen virulence is measured by the area of disease lesion coverage of an infected leaf. The lesions are symptoms of rice blast disease and are a direct sign of damage inflicted upon the host, affecting the growth and yield of the plant (Results, third paragraph).

Finally, our findings and the terminology regarding the invertase production in *M. oryzae*, are consistent with other cooperative systems involving extracellular factors, such as siderophore production (Harrison et al., BMC Biology 2006), quorum sensing (Rumbaugh et al., Current Biology 2009) and toxin production (Raymond et al., Science 2012), where cooperators have been observed to have higher virulence than cheats.

*2) The second issue may be a bit more complicated. It was unclear to us why you refer to the mutant as a cheater. Although we agree that the mutant does not contribute to the production a common good, it can only be considered a cheater when this \'non-cooperation\' would increase its fitness relative to the non-cheaters. We did not find this back in your data (e.g. in [Figure 4D](#fig4){ref-type="fig"} conidia production at 0 and at 1 are equal) and therefore we would like you to justify this term much more explicitly on the basis of the existing or new data.*

As clarified above and throughout the manuscript, the invertase production in *M. oryzae* conforms to the definition of a cooperative trait (details presented in the first three paragraphs of the Results section) and therefore the invertase producer is termed a cooperator while the invertase non-producer is termed a cheat (Results, fourth paragraph).

Moreover, as requested by the Editor we now include an additional data set showing that, consistent with cooperation theory, the invertase non-producer (the *cheat)* increases its fitness relative to the invertase producer (the *cooperator)* in environments where cheats are found in the vicinity of cooperators (new [Figure 1E](#fig1){ref-type="fig"}). This is in addition to the finding that the non-producer has a selective advantage over the producer in mixed plant infections (Results, third paragraph).

The old [Figure 1E](#fig1){ref-type="fig"} (now moved to [Figure 1---figure supplement 3](#fig1s3){ref-type="fig"}) showed that in sufficiently structured environments, producers and non-producers can coexist, which has also been observed in other invertase cooperation systems (MacLean et al., PloS Biology 2010).

To be completely clear, [Figure 4D](#fig4){ref-type="fig"} shows population fitness in glucose (not sucrose). Invertase production in *M. oryzae*, however, is sucrose-induced ([Figure 1C](#fig1){ref-type="fig"}). Therefore, the concern raised that \"conidia production at 0 and 1 frequency of producers is equal\" is for growth in glucose, where both strains grow equally well. As such, this data is not relevant when ascertaining the fitness advantage of non-producers over producers, which can only be determined for *M. oryzae* based on growth in sucrose. This has now been clarified (Results, eighth paragraph).

*3) The third issue concerns how you parameterized the cooperation model. It was unclear to us to which extent the parameters are realistic or not and this is important since it determines the strength of the second half of the paper on the rate-yield tradeoff. Hence, the parameterization needs to be justified.*

The reason for developing a mathematical model was so that we would have a tool for generating testable predictions regarding the mechanisms driving our in plantainfection results in [Figure 2A](#fig2){ref-type="fig"}.

The model needed to capture key features of our experimental system, but it also needed to be sufficiently simple so that we could manipulate and probe the spatio-temporal dynamics of extracellular enzymes, resource concentrations and pathogen population densities. This is vital for generating testable predictions (as discussed in [Supplementary file 1B](#SD2-data){ref-type="supplementary-material"}).

Given the complexities inherent to in plantainfection studies, the parameters in our model were not inferred from empirical data obtained through these experiments. Instead, we used previous work (MacLean et al., PloS Biology 2010) to identify a parameter range for the model that produced behaviour consistent with the key observation of the *M. oryzae* system shown in [Figure 2A](#fig2){ref-type="fig"}. Those parameters were used because the model qualitatively captured the result in [Figure 2A](#fig2){ref-type="fig"}, and did so for a certain neighbourhood around this point in parameter space. Given this ([Figure 4---figure supplement 1B](#fig4s1){ref-type="fig"}), we then explored parameter changes that could destroy this result, meaning moving outwards towards the boundary of that neighbourhood in parameter space.

From doing this, we predicted that the interaction between resource availability aided by invertase production and the rate-efficiency trade-off is a driver of the result in [Figure 4---figure supplement 1B](#fig4s1){ref-type="fig"}. We say this because this result can be destroyed in the model simulations by (1) weakening the impact of the trade-off on pathogen growth ([Figure 4---figure supplement 1B](#fig4s1){ref-type="fig"}) or by (2) altering the spatial structure of the environment ([Figure 4---figure supplement 1B](#fig4s1){ref-type="fig"}).

Since (1) and (2) can be manipulated in vitro, we subsequently conducted experiments with *M. oryzae* ([Figure 4B-D](#fig4){ref-type="fig"}) and the outcome was consistent with the model predictions. This experimental verification is, we claim, what determines \"the strength of the second half of the paper\" as it provides empirical evidence of the role of multiple social interactions between pathogens in the success of a virulence reduction strategy.

A more detailed description of the modelling procedure and its main purpose is now included in [Supplementary file 1B](#SD2-data){ref-type="supplementary-material"}.

*4) Finally, we feel that you are too unclear on several descriptives such as sample sizes, experimental design and on your choice for statistical tests. These things need to be presented clearer. This is especially important because the statistical significance of your key result is borderline. Nevertheless, we are willing to accept the key observation as it is, as long as you (can) explain in the text how everything was randomized properly (otherwise you could get a low p because observations were not all independent). Still we would like you to consider repeating the key experiment to get more confidence on the statistical significance in order to strengthen your claim on its biological significance.*

We have now addressed all of these points. Sample sizes are now clarified in Materials and methods section (subsection "Pathogenicity and in planta fitness assay of M. oryzae", second and third paragraphs). We use a standard notation \"n\" to denote the number of replicates per each condition tested. In particular, in plantainfection experiment determining the number of conidia per lesion ([Figure 2A](#fig2){ref-type="fig"}) has n=42 replicates per each of the 6 conditions assessed, totalling 252 data points (i.e. disease lesions assessed). On the other hand, a different in plantainfection experiment determining the size of disease lesions ([Figure 2B](#fig2){ref-type="fig"}) has n=20 replicates per each of the 3 conditions assessed, totalling 60 data points (i.e. disease lesions assessed).

The choice of statistical tests for pairwise comparisons was made based on whether the data satisfies a normal distribution and/or equal variance tests (detailed in subsection "Data Analysis", second paragraph). For normally distributed data a 2-sample t-test (for either equal or unequal variances) was used, otherwise a Mann-Whitney U test was deployed.

Moreover, we also make a further clarification regarding the choice of statistical tests for multiple comparisons (detailed in subsection "Data Analysis", third paragraph). If the data violated the assumptions of ANOVA, the non-parametric Kruskal Wallis test was performed, followed by two-sided Mann Whitney U test with Bonferroni corrections. Otherwise one-way ANOVA was used followed by two-sided t-test with Bonferonni corrections.

Our experimental design is now described in full in a new Supplementary file 3, demonstrating that the observations are independent of each other. We also stress the statistical significance of our two key results:

Result 1: Infecting populations composed of the highly virulent strain alone were not the fittest. This can be concluded from the in vivoinfection data presented in [Figure 2A](#fig2){ref-type="fig"} (p\<0.0365, two-sided Mann- Whitney U test with Bonferroni correction, n=42). Note that due to the nature of the data in [Figure 2A](#fig2){ref-type="fig"}, a non-parametric test was performed. To improve normality of the data and satisfy homogeneity of variance we also log-transform the data in [Figure 2A](#fig2){ref-type="fig"} as per previous studies involving microbial pathogens (Lu and Collins, PNAS 2007; Köhler et al., PloS Pathogens 2009, Raymond et al., Science 2012). Applying a parametric test to the log-transformed data increases the significance of Result 1 as detailed in [Figure 2---figure supplement 4](#fig2s4){ref-type="fig"} (p\<0.017, two-sided t-test with Bonferroni correction, n=42). We now report both analyses (subsection "Data Analysis", fourth paragraph and [Figure 2---figure supplement 4](#fig2s4){ref-type="fig"}).

*Even more importantly for disease management*, our study also shows that:

Result 2: *Infecting populations composed of the highly virulent strain alone were not the most virulent.* This can be concluded from the in vivoinfection data presented in [Figure 2b](#fig2){ref-type="fig"} (p\<0.0032, two-sided t-test with unequal variances, n=20). Note that in this case the data in [Figure 2b](#fig2){ref-type="fig"} meets parametric test assumptions.
