Abstract. Four Jacobi settings are considered in the context of Hardy's inequality: the trigonometric polynomials and functions, and the corresponding symmetrized systems. In the polynomial cases sharp Hardy's inequality is proved for the type parameters α, β ∈ (−1, ∞) d , whereas in the function systems for α, β ∈ [−1/2, ∞) d . The ranges of these parameters are the widest in which the corresponding orthonormal bases are composed of bounded functions. Moreover, the sharp L 1 -analogues of Hardy's inequality are obtained with the same restrictions on the parameters α and β.
Introduction
In the last two decades many authors investigated Hardy's inequality associated with orthogonal expansions. It states that given an appropriate metric-measure space (X, µ) and an orthonormal basis {ϕ n } n∈N d in L 2 (X, µ), there holds (1.1)
where H 1 (X, µ) stands for the Hardy space (see Section 2), ·, · denotes the standard inner product in L 2 (X, µ), and E is a positive constant which will be referred to as the admissible exponent.
The inspiration behind (1.1) was the well known Hardy inequality for the Fourier coefficients (see [4] )
where ReH 1 is the real Hardy space. It is formed by the boundary values of the real parts of functions in the Hardy space H 1 (D), where D is the unit disk on the plane. The study of various inequalities similar to (1.1) was started by Kanjin [5] . He considered two one-dimensional settings: the Hermite functions and the classical Laguerre functions. The obtained admissible exponents were 29/36 and 1, respectively. The result for the Hermite expansions was developed by Radha [19] and later by Radha and Thangavelu [20] . In the latter paper only the multi-dimensional (d ≥ 2) situation was considered and the received admissible exponent was E = 3d/4. The case d = 1 was covered in the article by Z. Li, Y. Yu, and Y. Shi [10] with E = 3/4. In the author's paper [18] it was proved that those results are sharp, in the sense that the admissible exponent cannot be lower than 3d/4, d ≥ 1.
Some analogues of (1.1) were also considered in the above mentioned settings. Namely, in place of the Hardy space H 1 one can consider H p for 0 < p ≤ 1. This was done for the standard Laguerre expansions by Satake [21] , for the Hermite functions by Balasubramanian and Radha [1] , and by Radha and Thangavelu [20] for both systems.
This article is the fourth in a series. In the previous (see [16, 17, 18] ) the author investigated the (generalized) Hermite expansions and various Laguerre systems. For information about these settings we refer to [24] . In this paper we consider several Jacobi settings. One of them, the trigonometric functions, were considered before by Kanjin and Sato [7] , but only for d = 1.
In the Jacobi systems two type parameters, α and β, appear. In the multi-dimensional case the admissible range of these parameters in the set (−1, ∞)
d . However, for our purposes we require boundedness of the functions constituting the orthonormal bases. Hence, in the function settings, the restriction to α, β ∈ [−1/2, ∞) d is natural. On the other hand, the Jacobi polynomials belong to L ∞ for all admissible values of the type parameters. In general, dealing with small α and β, even in the situation d = 1, namely α, β < −1/2, is much more complicated because the Jacobi trigonometric polynomials change their asymptotic behaviour (for the details see the proofs of Theorems 3.2 and 3.4).
We shall also investigate Hardy's inequality associated with the symmetrized Jacobi trigonometric polynomials and functions. Such expansions were studied in various contexts, see for example the work of Langowski [8] . The procedure of symmetrization was proposed by Nowak and Stempak [15] .
The main results of this paper are sharp Hardy's inequalities, that is Theorems 3.2, 4.3, 5.1, and 5.2. A method of proving such inequalities in a rather general situations was described in the author's article [17] (see Theorem 2.2 below). It is based on some observations made in [10] . It consists in estimating kernels of a family of operators {R r } r∈(0,1) (see (2.8) for the definition) directly connected with the considered basis. In the Laguerre and Hermite situations the operators R r were closely related to the associated heat semigroup. On the other hand, in the Jacobi trigonometric expansions the role is played by the Poisson-Jacobi semigroup.
The fundamental part of this paper is sharpness of the obtained Hardy's inequalities. It relies on a construction of appropriate counterexamples, which justifies that the admissible exponents cannot be lowered. The essential tool in those proofs are the asymptotic formulas of the Hilb and the Darboux types (see Szegö's monograph [23] ). Sharpness of Hardy's inequalities was not studied until very recently, when it was done by the author [17, 18] in the Hermite and Laguerre settings.
The main obstacle in the analysis of the Jacobi settings is the oscillating nature of these orthonormal bases. In these cases the asymptotic estimates are more complicated than in the Hermite and the Laguerre systems, especially for the type parameters strictly less than −1/2. This difficulty is the most conspicuous in the proofs of sharpness of the obtained admissible exponents in Hardy's inequalities.
Kanjin [6] investigated analogues of (1.1) replacing the H 1 norm by the L 1 norm. Since H 1 ⊂ L 1 the admissible exponent for L 1 is always not smaller than the one for H 1 . In fact, in the cases studied in the author's previous articles, the L 1 -inequalities hold with any exponents strictly greater than the ones for corresponding Hardy's inequalities (that is excluding the classical Laguerre setting, cf. [17, Theorem 4.2] ). In this paper we also give the L 1 -theorems in all of the considered systems. The article is organized in the following way. In Section 2 we introduce the Jacobi systems and give some basic information about the Hardy spaces. Moreover, we describe the method of proving Hardy's inequalities. Section 3 is devoted to the Jacobi trigonometric polynomials. The sharp inequalities on H 1 and L 1 are presented. The Jacobi trigonometric function expansions are considered in Section 4. Lastly, in Section 5 we state and prove Hardy's inequalities and theirs L 1 -analogues in the symmetrized Jacobi trigonometric settings. Additionally, we elaborate on the Hilb and the Darboux type formulas in Appendix.
Notation. In this article we denote
For the real variables we will write θ, ϕ and x (in both cases d = 1 and d ≥ 1). Throughout this paper k ∈ N and n = (n 1 , . . . , n d ) ∈ N d . Moreover, the symbol |n| will stand for the length of the multi-index n, namely |n| = n 1 + . . . + n d . The Jacobi type multi-indices α, β > −1 in the one-dimensional case, whereas α = (α 1 , . . . ,
The symbol is used for inequalities which hold with a multiplicative constant. It may depend on the quantities stated beforehand, but not on the ones quantified afterwards. If both and hold simultaneously, then we will denote such relation by ≃. In some estimates we use standard inequalities and write constants using the symbol C. It may vary from line to line. If we consider a measure space (X, µ), where µ is Lebesgue measure, then we simply write L p (X) for the Lebesgue spaces and H 1 (X) for the Hardy space. 
Preliminaries
2.1. Jacobi settings. The Jacobi polynomials of order k ∈ N and the type parameters α, β > −1 are defined on (−1, 1) via Rodrigues' formula (see [23, p. 67 
The polynomials {P
The normalized Jacobi trigonometric polynomials of order k ∈ N and the type indices α, β > −1 emerge from the Jacobi polynomials after applying the natural and convenient parametrization x = cos θ, θ ∈ (0, π), and normalization. They are defined by
with the normalizing constant
, where for k = 0 and α + β = −1 we write Γ(α + β + 2) in place of (α + β + 1)Γ(α + β + 1) in the numerator. One can see that c α,β k
We remark that P α,β
. Analogous symmetries hold also for the other Jacobi systems, which we will introduce below. In the sequel we shall frequently use those identities without any further mention.
Here and later on we define the orthonormal basis only in the one-dimensional situation. However, we can extend those definitions to the case d ≥ 1 by using the tensor product. For instance, the multi-dimensional Jacobi polynomials of the type parameters α, β ∈ (−1, ∞)
d are given by
It is known that for α, β > −1 (cf. [23, (7. 32.2)])
The family {P
The Jacobi trigonometric polynomials are eigenfunctions of the operator
where, here and throughout the entire article, η = (α + β + 1)/2. There is
2 . The operator J α,β , considered initially on C ∞ c (0, π) (the space of smooth compactly supported functions on (0, π)), has a natural self-adjoint extension in L 2 ((0, π), µ α,β ), which we will also denote by J α,β . It is given in terms of the eigenfunctions, namely
where the associated domain is
The associated Poisson-Jacobi semigroup {exp(−t √ J α,β )} t>0 is a semigroup of integral operators. The corresponding kernels are given by
It is known that the kernels H 
where Π α and Π β are certain measures which we do not need to explicitly define here (for the details see [14, pp. 189-190] ), and
The integral form of an analogue of H 
The next system concerns the Jacobi trigonometric functions. For the type parameters α, β > −1 the Jacobi functions of order k ∈ N are defined by
The system {φ
The Jacobi trigonometric functions are the eigenfunctions of the operator
and the corresponding eigenvalues are the same as before, i.e. λ α,β k
given also in terms of the associated eigenfunctions, and is still denoted by J α,β . Similarly as before, the Poisson-Jacobi semigroup {exp − t J α,β } t>0 is a semigroup of integral operators. The associated kernels are of the form
Clearly, the following relation between the Poisson-Jacobi kernels in the trigonometric settings holds
2.2. Symmetrized Jacobi settings. We shall discuss the symmetrized Jacobi trigonometric systems (cf. [8] ). For more information about the symmetrization procedure we refer to [15] .
The one-dimensional symmetrized Jacobi trigonometric polynomials for k ∈ N and α, β > −1, are defined bỹ
where θ ∈ (−π, π) (formally θ ∈ (−π, 0)∪(0, π), however for our purposes we may identify it with the full interval). The symbol ⌊x⌋ denotes the largest integer less or equal to x.
On the other hand, the symmetrized Jacobi trigonometric functions {φ
) and (for ∈ N and α, β > −1) are given bỹ
We will not need the explicit formulas for the corresponding Poisson-Jacobi kernels. For the definitions and properties of these systems we refer to [8] .
2.3. Hardy's inequality. Throughout this paper we will consider four metric-measure spaces: (0, π) d and (−π, π) d both with Lebesgue measure and the measure µ α,β (orμ α,β ). All of them, equipped with the Euclidean metric, are the spaces of homogeneous type in the sense of Coifman-Weiss (see [3, pp. 587-588] ). Hence, we will define the corresponding atomic Hardy spaces accordingly.
Let (X, µ) be one of the above mentioned metric-measure spaces. A measurable function a supported in a ball B ⊂ X is called an
is composed of all functions f ∈ L 1 (X, µ) admitting an atomic decomposition, i.e. for a sequence of H 1 (X, µ)-atoms {a i } i∈N and a sequence of complex numbers {λ i } i∈N , there is
where the series is convergent in L 1 (X, µ). The space H 1 (X, µ) equipped with the norm
where the infimum is taken over all atomic decompositions of f , is a Banach space. In order to prove Hardy's inequality associated with various Jacobi expansions we shall use [17, Theorem 2.2] . For the reader's convenience we state it below.
Let X be an open convex subset of R d and µ a doubling measure satisfying (lower Ahlfors' condition)
uniformly in x ∈ X and ρ ∈ (0, diamX), for some N > 0. Moreover, let
We introduce the family of operators {R r } r∈(0,1) defined via
where ·, · stands for the standard inner product in L 2 (X, µ). We also impose the assumption that R r are integral operators and denote the corresponding kernels by R r (x, y), x, y ∈ X, r ∈ (0, 1). Theorem 2.2. Let X, µ, {ϕ n } n∈N d , and {R r } r∈(0,1) be as above. We assume that there exists γ > 0 and a finite set ∆ constituted of positive numbers satisfying the condition
uniformly in r ∈ (0, 1) and almost every x, x ′ ∈ X such that |x ′ − x| ≤ 1/2. Then the inequality
Jacobi polynomial setting
In this section we establish Hardy's inequality associated with the Jacobi trigonometric polynomials. Unless explicitly stated otherwise, we assume α, β > −1.
We denote
Note that for α, β ≥ −1/2 there is
− log r (θ, ϕ). Recall that for real non-negative ω we have
and
uniformly in r ∈ (0, 1).
Proof. Fix α, β > −1. We invoke Parseval's identity, (2.2), and (3.3) obtaining
(1 − r) −(max(α,β,−1/2)+1) , r ∈ (0, 1).
For the second claim we apply the differentiation formula for P [12, (5) 
where we set P α+1,β+1 −1 ≡ 0. Hence, in the light of (2.4) and [11, (2.8) ]
Therefore,
and this finishes the proof of the proposition.
Hardy's inequality for the Jacobi trigonometric polynomials holds with the admissible exponent
The admissible exponent is sharp, i.e. for any ε > 0 there exists
Proof. Fix α, β ∈ (−1, ∞)
d . In order to prove the first claim we consider the multidimensional version of (3.1), namely
We will invoke Theorem 2.2. The proper assumptions are satisfied. Indeed, it can be easily verified, that for the measure µ α,β there is (see (2.7))
Moreover, Proposition 3.1 yields
Hence, the appropriate version of (2.9) holds with N as above, ∆ = {1}, and
Therefore, by (2.10) we receive
Now we pass to the essential part of the proof, namely we shall justify sharpness. In the one-dimensional case, we will construct, for a given K ∈ N + , an appropriate
where the implicit multiplicative constant does not depend on K. This is indeed sufficient; one may apply for instance the uniform boundedness principle. Without any loss of generality we assume that α ≥ β > −1. Firstly, we consider the case α ≥ −1/2. For fixed large K ∈ N, sufficiently small c > 0, and 0 < δ < 1, we set
where C δ,K is uniquely chosen in such way that a(θ) dµ α,β (θ) = 0. Observe that though C δ,K depends on K, we have the estimate C δ,K ≃ 1, K ∈ N + , where the implicit constants depend only on α, β, and δ. It is easy to check that for sufficiently small δ (depending on α and β) the function a K is an H 1 ((0, π), µ α,β )-atom. Note that (A.4) implies that d dθ P α,β k (θ) is negative for sufficiently small θ. Hence, invoking the mean value theorem and (A.5), we receive for K/2 ≤ k ≤ K and sufficiently large K the estimate
where, for θ ∈ (0, c/K), ξ θ lies between θ and cδK −1 , B is the constant from (A.5), and C is the constant emerging from the estimate on the reminder appearing in (A.4) . Thus,
where ⌈x⌉ denotes the smallest integer not less than x. This concludes the proof of (3.6) for max(α, β) ≥ −1/2. Now, let us assume that −1/2 > α ≥ β > −1. We define for a given K ∈ N + and c as above
This time, similarly as before, C K is uniquely chosen in such way that
and sufficiently large K, we have
Fix q satisfying the above-mentioned conditions. Observe that b K is an (1, q)-atom (cf.
[3, p. 591]). In the light of [3, Theorem A] in order to verify sharpness it suffices to justify the appropriate version of (3.6) for (1, q)-atom, namely
We will apply (A.6). Note that under our assumptions η ∈ (−1/2, 0) and (2α+1)π/4 ∈ (−π/4, 0). Moreover, we see that for θ ∈ (π/2 − cK −1 , π/2 + cK −1 ) and k = 4l ≤ K, l ∈ N + , we have
and thus
Hence, invoking the above and (A.3) along with (A.2) we have for K/2 ≤ k = 4l ≤ K, l ∈ N + , the estimate
uniformly in sufficiently large K ∈ N + , where A is the constant from (A.2), and C emerges from estimates on the remainders in (A.3) and (A.6). Note that in the last inequality we used the fact that α + 1/2 < 0. Thus,
This concludes verification of (3.7) and, consequently, finishes the proof of sharpness for d = 1.
In the multi-dimensional case we may also assume that α i ≥ β i for i = 1, . . . , d. The appropriate counterexample of sequence of atoms is defined by the tensor product of the above atoms, namely the function
, with the slight changes:
• in place of the powers 2α + 2 − ε/2 and 1 − ε/2 of K in the definition of b K we put 2α + 2 − ε/(d + 1) and 1 − ε/(d + 1), respectively; • in place of the powers 2α + 2 of K/c and of Kδ/c in the definition of a K we put 2α + 2 − ε/(d + 1). Then we observe that
We omit the details.
Before we will present an L 1 -analogue of Theorem 3.2, we give an auxiliary lemma.
Lemma 3.3. Let d ≥ 1 and j ∈ {0, 1, . . . , d}. Assume that a i , b i ∈ R, i = 1, . . . , j, and a i are such that a i = lπ, l ∈ Z. Then for any ω s ∈ R, s = j + 1, . . . , d, there is
If we replace (all or some of ) the cosines by the sines, then the claim holds as well.
Proof. Clearly, if j = 0 (j = d), then we replace the first (second) product in the numerator by 1. We shall prove the claim using the induction over d. If d = 1, then we have to consider two cases:
for some a = lπ, l ∈ Z, and b ∈ R. Clearly, both series above are divergent. In order to perform the inductive step we fix d ≥ 1 and assume that for 1, . . . , d, each of the series from (3.8) diverges, and we will show the corresponding property for d + 1 (all under the appropriate assumption on a i 's). Fix j ∈ {0, . . . , d + 1} and ω s ∈ R for s = j + 1, . . . , d + 1. Let w = |{s : ω s < 0}|. If w ≥ 1, then we may assume that ω d+2−w , . . . , ω d+1 < 0. For the time being we denote |n| = n 1 + . . . + n d+1 . Observe that
where in the second inequality we applied the simple fact that (3.9)
for K > 0 and τ > 1.
Here and later on we use the convention that i 2 s=i 1 t s = 0 for i 1 > i 2 and any sequence {t s } s∈N . Hence,
The inductive hypothesise yields the claim. Now consider the situation w = 0. For the time being denote n = (n ′ , n d+1 ) ∈ N d × N, and |n ′ | = |n| − n d+1 . We distinguish two cases: j = 0 or j ≥ 1. In the former we calculate using (3.9)
(|n| + 1)
, and the latter series is divergent due to the inductive hypothesis. For the second case, j ≥ 1, we first remark that
Thus,
where in the last inequality we again used (3.9). The inductive hypothesis yields that the first series on the right hand side of the latter inequality is divergent. On the other hand, the second one is conditionally convergent (unless a 1 and b 1 are such that cos(2a 1 n 1 + 2b 1 ) ≡ 0, n 1 ∈ N; then it is simply equal to zero). To justify this one may use Dirichlet's test as ω s ≥ 0 for all s.
We emphasise that if we put sines in place of the cosines, then the estimates are also correct. This concludes the proof of the lemma. 
Moreover, the admissible exponent is sharp, i.e. the estimate is not valid for ε = 0.
Proof. The inequality follows from (2.2). In order to prove sharpness it is sufficient to justify that (see [6, Lemma 1]) (3.10) sup
We begin with the one-dimensional situation. Without loss of generality we assume that α ≥ β > −1. Firstly, we consider the case α ≥ −1/2. We apply (A.3) and (A.2) for θ = c K and k ≤ K, where K is large enough, and get
The constants A ′ and C emerge from (A.3) and (A.2). This justifies (3.10) for d = 1 and α ≥ −1/2.
Let us now assume that −1/2 > α ≥ β > −1. We set θ = π/2 and use (A.6) obtaining
Thus, with C > 0 resulting from the above asymptotic,
In the multi-dimensional situation we also restrict ourselves to the case α i ≥ β i for 1 ≤ i ≤ d. Let j ∈ {0, 1, . . . , d} be such that |{i : α i < −1/2}| = j. Without any loss of generality we assume that α i < −1/2 for i = 1, . . . , j. Observe that claim (3.10) takes the form
For K and c as before we set
. We estimate
where A ′′ , C > 0 are constants resulting from the applied asymptotics. Divergence of the first series on the right hand side of the latter inequality follows from Lemma 3.3, whereas the second one is clearly convergent.
This finishes the justification of (3.10) and completes the proof of the theorem.
Jacobi function setting
Throughout this section we assume α, β ≥ −1/2 (or α, β ∈ [−1/2, ∞) d in the multidimensional case), as the functions φ α,β n are not in L ∞ if min(α, β) < −1/2 (and analogously in higher dimensions). It can be easily checked that in such situation Hardy's inequality and its L 1 -analogue do not hold.
We define
Note that we have the relation
− log r (θ, ϕ). Firstly we will present an auxiliary lemma. Similar result was obtained in [7, Lemma 1] . Nevertheless, our proof seems to be rather shorter, and thus we give it below.
, then the second (third) component on the right hand side of the estimate can be omitted.
Proof. Fix α, β ≥ −1/2. Note that (2.4) and (2.2) yield
Applying the mean value theorem and (3.5) we obtain
Moreover, we remark that for η ≥ 0 we have
and the same for the cosines in place of the sines. Indeed, for η ≥ 1 one can use the mean value theorem, whereas for η ∈ (0, 1) it suffices to use the η-Hölder continuity of the function x → sin η x on [0, π/2]. Combining the above gives the claim. 
uniformly in r ∈ (0, 1), and
uniformly in θ, θ ′ ∈ (0, π) and r ∈ (0, 1) (if α = −1/2 or β = −1/2, then we omit respectively the second or the third component from the right hand side of the last estimate).
Proof. Fix α, β ≥ −1/2. We apply Parseval's identity and (2.5) receiving
uniformly in r ∈ (0, 1). This finishes the verification of (4.3). For the proof of (4.4) note that Parseval's identity and Lemma 4.1 yield
uniformly in θ, θ ′ ∈ (0, π) and r ∈ (0, 1/2]. From now on we assume that r ∈ (1/2, 1). We apply (4.1) and calculate assuming 0
where (see (2.6))
Firstly, we estimate D α,β 3 (ω, ϕ). Applying Theorem 2.1 we get
Hence, using Minkowski's inequality we obtain
Note that (4.5) sup
This gives the desired estimate for D α,β
Let us consider D α,β
Thus, invoking Minkowski's inequality and (4.5) we receive
Lastly, for α ∈ (−1/2, 1/2) we also use Theorem 2.1 and obtain Similarly as in the proof of Theorem 3.2, it suffices, for a given K ∈ N + , to construct an H 1 ((0, π))-atom a K such that
with the implicit constant independent of K. Let us fix large K ∈ N + . We define for δ ∈ (0, 1/2) 
where A > 0 is the constant from (A.2) and C > 0 results from the asymptotic in (A.1). Thus, for sufficiently small δ and K large enough, we obtain
