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Розглянуто модель розріджено-
розподіленої пам’яті з модифіка-
цією Джекела, реалізовано дану
модель для обчислень за допомо-
гою графічних поцесорів. Прове-
дено аналіз якості і продуктивно-
сті роботи реалізації.
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РОЗРІДЖЕНО-РОЗПОДІЛЕНОЇ
ПАМ’ЯТІ НА СУЧАСНИХ ГРАФІЧНИХ
ПРОЦЕСОРАХ І ДОСЛІДЖЕННЯ
ХАРАКТЕРИСТИК МОДЕЛІ
Вступ. Нейронні мережі – це один із розділів
наукової діяльності у галузі досліджень,
спрямованих на створення штучного інте-
лекту. В основі ідеї нейронних мереж лежить
прагнення імітувати нервові процеси люди-
ни. Штучні нейронні мережі є одним з аль-
тернативних методів розв'язку задач в обла-
сті розпізнавання образів, прогнозуванння,
оптимізації і т. д.
Однією з основних особливостей нейрон-
них мереж є їх здатність до навчання. Існу-
ють різні методи навчання (з учителем, без
учителя, змішані), але всі вони засновані на
вивченні прикладів із завантаженої бази да-
них. Процес навчання доволі простий:
з бази даних вибирається приклад, який про-
ходить через нейрону мережу у вигляді сиг-
налу, і якщо похибка незначна, то мережа
вважається вже навченою, інакше відбува-
ється перерахунок вагових коефіцієнтів,
і навчання починається заново [1].
Ще однією важливою характеристикою
нейронних мереж є можливість працювати
з різними джерелами даних. Крім того, якщо
вхідні дані мають певний шум, то він буде
відкинутий у процесі навчання [2 – 4].
Ці ознаки вигідно відрізняють нейронні
мережі від класичних алгоритмів, які сильно
залежать від джерел даних і для яких на-
явність шуму в даних, як правило, означає
помилку всього алгоритму.
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Дана технологія набуває широкої популярності у зв'язку зі стрімким розвит-
ком обчислювальних потужностей і загальною модернізацією суспільства.
Серед безлічі галузей застосування нейронних мереж варто відзначити: процеси
виробництва із здатністю до самонавчання, системи розпізнавання образів
(аудіо- і візуальних), безпілотні транспортні засоби, робототехніка, інтелек-
туальні системи безпеки, голосові інтерфейси і т. д.
Переважна більшість обчислень, пов'язаних із роботою нейронних мереж,
може бути ефективно оптимізована за допомогою розпаралелювання. Однією із
найпоширеніших на сьогоднішній день паралельних платформ для обчислень
є графічні процесори (GPU). До причин популярності можна віднести відносну
дешевизну графічних карток (відносно пропонованих ними обчислювальних
можливостей), а також простоту роботи з їх програмними інтерфейсами (CUDA,
OpenCL).
Значна кількість сучасних бібліотек, спрямованих на роботу із нейронними
мережами і глибинним навчанням підтримують обчислення на графічних проце-
сорах. Серед них TensowFlow, Keras, MatConvNet.
Одними із найважливіших процесів, що відбуваються в нервовій системі
людини, є процеси запам'ятовування і згадування. Людська пам'ять володіє ря-
дом особливостей, недосяжних для класичної моделі пам'яті сучасних комп'ю-
терів:
 нові дані не затирають старі;
 згадування відбувається асоціативно;
 універсальність даних пам'яті;
 здатність до абстрагування.
Відповідно виникає бажання отримати модель пам'яті, що має такі характе-
ристики, на комп'ютері.
Однією з моделей пам'яті людини є розріджено-розподілена пам'ять (Sparse
Distributed Memory, SDM), розроблена Пентті Канервою у 1986 році [5, 6]. Дане
дослідження присвячене реалізації SDM для сучасних графічних процесорів та
аналізу якісних характеристик цієї моделі (швидкість читання-запису, ємність
пам'яті, стійкість до шуму відносно даних та їх адрес).
1.Sparse Distributed Memory (SDM)
1.1. Фізичні комірки й адреси. Класична модель SDM складається з N
M-вимірних цілочисельних векторів, які служать M-розрядними комірками.
Це означає, що одному біту даних відповідає не один біт пам'яті, а ціле число.
Для адресації використовуються L-розрядні бінарні адреси, 2 >> ,L N тобто
фізичних комірок набагато менше, ніж адрес (розрідженість). Дані є M-роз-
рядними бінарними числами. В класичній конструкції Канерви з кожною фізич-
ною коміркою асоціюється L-розрядна бінарна адреса [5].
1.2. Запис відбувається не в одну комірку пам'яті, а одразу в декілька акти-
вованих комірок. Комірка активізується за умови, що відстань Хеммінга між
вхідною адресою і адресою комірки не перевищує попередньо заданого порогу d.
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Якщо комірка 1( , ..., ), , 1, ,M iA a a a Z i M   активована для запису значен-
ня ( , ..., ), {0,1}, 1, ,i M iV v v v i M   нові дані не перетирають уже записані дані,
а додаються за наступним правилом:
( ) 1, 1,
( 1)
( ) 1, 0.
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Доволі часто фізичні комірки є М + 1-розрядними; останній розряд слугує як
лічильник для кількості записів і дозволяє відновити загальну кількість 0 i 1,
записаних порозрядно [4].
1.3. Читання із SDM також відбувається не з однієї комірки, а з списку
активованих комірок. Спочатку для кожного розряду обчислюється сума відпо-
відних лічильників всіх активованих комірок .activatedA Тоді значення біта
, 1,iv i M обчислюється наступним чином:
1, ( ) > 0,
0, ( ) 0.
activated
activated
i
A A
i
i
A A
a t
v
a t




 




1.4. Модифікація Джекела. У 1989 році Льюіс Джекел запропонував сег-
ментацію адресного компонента пам'яті [7, 8]. В його конструкції з кожною
фізичною коміркою пам'яті асоціюється не довгий L-розрядний вектор-адреса,
а коротка маска, що складається з K, K << L, випадкових індексів у діапазоні від
1 до L [8]. Кожен індекс відповідно пов'язаний з цільовим значенням біта.
Вхідна адреса активує комірку, якщо в позиціях всіх її індексів знаходяться
цільові біти.
Очевидна перевага цієї модифікації – обчислювальна складова: для перевір-
ки активованості комірки потрібно K порівнянь бітів, замість L в класичній
моделі. Але головним плюсом SDM Джекела є відповідність моделі мозочка
Марра – Албуса [9, 10].
2. Особливості програмної реалізації
2.1. Структура експериментальної програми. Із опису операцій читання
і запису стає зрозуміло, що робота моделі може бути ефективно розпаралелена.
Цей висновок дає змогу впевнено обрати графічні процесори (GPU) як платфор-
му для обчислень [11, 12].
Експериментальна програма реалізована на C++ для обчислювальної плат-
форми NVIDIA CUDA.
Реалізація складається з 6 ядер:
 ініціалізація;
 обчислення вектора, який буде доданий до активованих комірок;
 вибір активованих комірок;
 запис вектора в активовані комірки;
 порозрядне обчислення сум активованих комірок;
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 отримання результату читання з вектора порозрядних сум активованих
комірок.
Дані ядра використовуються для реалізації 3 базових операцій:
 ініціалізація пам'яті;
 читання;
 запис.
2.2. Реалізація ініціалізації пам'яті. Операція ініціалізації пам'яті склада-
ється з одного ядра, яке виконує наступні дії:
 виділення пам'яті GPU для фізичних комірок і масок для адрес;
 випадкова генерація масок для адрес.
2.3. Реалізація операції запису складається з трьох ядер:
 обчислення вектора, який буде доданий до активованих комірок;
 вибір активованих комірок;
 запис обчисленого вектора в активовані комірки.
2.4. Реалізація операції читання реалізована з підтримкою можливості
ітеративного читання (результат 1t  -го читання використовується як значення
для i -го читання) [13].
Операція читання складається з трьох ядер:
 вибір активованих комірок;
 порозрядне обчислення сум активованих комірок;
 отримання результату читання з вектора порозрядних сум активованих
комірок.
3.Опис експерименту
3.1. Експериментальні дані. Як тестові дані був використаний відомий
датасет CIFAR-10, який широко застосовується для навчання алгоритмів
машинного навчання і комп'ютерного зору. Датасет складається з 60000 зобра-
жень розміру 32 32$ . Зображення розділені на 10 класів (птахи, коти, авто-
мобілі і т. д.), по 6000 зображень на клас.
Максимально зручною для проведення експерименту є бінарна версія дата-
сету. Перший байт є маркером класу, до якого належить зображення. Наступні
3072 байти є значеннями пікселів зображення. Перші 1024 байти відповідають
червоному каналу, наступні 1024 байти – зеленому каналу, останні 1024 байти –
синьому каналу. Значення впорядковані по рядках, тобто перші 32 байти є зна-
ченнями червоного каналу першого рядка зображення.
Таким чином, експериментальні дані складаються з 60000 3072 175 $B MB 
графічних даних у бінарному форматі. Довжина однієї картинки – 24576 біт,
саме ця величина і буде розрядністю досліджуваної SDM.
3.2. Параметри моделі. Найважливішим параметром SDM Джекела є мас-
ки адрес, зокрема, їх довжина. Швидкість базових операцій і якість читан-
ня/запису дуже залежать від довжини маски K [7] (рис. 1).
РЕАЛІЗАЦІЯ РОЗРІДЖЕНО-РОЗПОДІЛЕНОЇ ПАМ’ЯТІ НА СУЧАСНИХ ...
ISSN 2616-938X. Компьютерная математика. 2019, № 1 81
3.3. Оцінка якості роботи моделі. Оскільки біти в зображенні мають різну
вагу, то оцінка кількості коректно згаданих бітів (чи їх відсотка) є не зовсім
коректною в рамках заданого експерименту [14]. Природною є оцінка, яка вра-
ховує вагу бітів (тобто перший біт байту важить 128, другий – 64 і т. д.) (рис. 1).
РИС. 1. Залежність загального (синій) і зваженого (червоний) відсотків згаданих бітів
від довжини маски
4. Отримані результати
4.1. Характеристики обчислювальної платформи. Для тестування харак-
теристик моделі була використана графічна картка NVIDIA GeForce GTX 960M
(архітектура Maxwell). Вона задіює 640 CUDA-сумісних шейдерних процесорів.
Дана картка володіє 4096MB пам'яті. Обчислення проводились на 64 одновимір-
них потокових блоках, кожен блок активував 512 потоків (тобто всього було
задіяно 64 512 32768  потоків).
4.2. Ємність моделі. Графічна картка, на якій проводився експеримент,
дозволила використовувати 72000 комірок, кожна комірка є 24576-розрядним
цілочисельним вектором. В експерименті використовувались 16-бітні цілі числа,
але модель реалізована за допомогою шаблонів C++ (templates), тому можна
легко використовувати цілі числа іншої розрядності [15].
Однією із цілей експерименту було дослідження кількості інформації, яку
модель зможе запам'ятати і згадати з точністю більше 90 % відносно описаної
вище зваженої оцінки [16]. Пропонована реалізація SDM ефективно вміщує
24000 зображень за оптимальної довжини маски 14.K 
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Загалом ємність моделі сильно залежить від довжини маски, оскільки за малої
довжини маски зростатиме середня кількість активованих комірок при записі од-
нієї картинки, що приведе до розсіяності даних. Велика ж довжина маски дасть
надто малу кількість активованих комірок і, як результат, недостатність даних.
4.3. Швидкість запису. Час запису є значним при малій довжині маски,
оскільки активується велика кількість комірок. Зі зростанням довжини маски
швидкість запису стає більш-менш сталою тому, що зменшується кількість ко-
мірок, що активуються при записі, але зростає кількість порівнянь, потрібних
для перевірки активації кожної комірки (рис. 2).
4.4. Швидкість читання. Час читання має таку ж залежність від довжини
маски, як і час запису (рис. 2).
РИС. 2. Залежність середнього часу читання і запису однієї картинки від довжини маски
4.5. Ітеративне читання. Важливим застосуванням SDM є ітеративне чи-
тання, яке може слугувати інструментом для видалення шуму в даних [3, 4, 13].
Однак, в рамках заданого експерименту ця техніка результату не дала: із зрос-
танням кількості ітерацій відсоток відновленої інформації (відносно зваженої
оцінки) падає, тобто послідовність ітерацій є розбіжною [17] (рис. 3, а). Ітерати-
вне читання реалізовано оптимально, без зайвих трансферів між пам’яттю гра-
фічної картки і пам’яттю комп’ютера (рис. 3, а).
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а б
РИС. 3. Результати експериментів з ітеративного читання: а – залежність часу читання
однієї картинки від кількості ітерацій; б – залежність зваженого відсотка згаданих бітів
від кількості ітерацій
Висновок. Розглянуто модель розріджено-розподіленої пам’яті з модифіка-
цією Джекела, реалізовано дану модель для обчислень за допомогою графічних
процесорів. Проведено аналіз якості і продуктивності роботи реалізації.
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РЕАЛИЗАЦИЯ РАЗРЕЖЕННО-РАСПРЕДЕЛЕННОЙ ПАМЯТИ НА СОВРЕМЕННЫХ
ГРАФИЧЕСКИХ ПРОЦЕССОРАХ И ИССЛЕДОВАНИЕ ХАРАКТЕРИСТИК МОДЕЛИ
Рассмотрена модель разреженно-распределенной памяти с модификацией Джекела, реализо-
вана данная модель для вычислений с помощью графических процессоров. Проведен анализ
качества и продуктивности работы реализации.
R.О. Vdovychenko
IMPLEMENTATION OF SPARSE DISTRIBUTED MEMORY FOR MODERN GPU
AND INVESTIGATION OF FEATURES OF THE MODEL
Sparse Distributed Memory model with Jaeckel modification is studied, the model for GPU compu-
ting is implemented, qualitative and performance analysis is conducted.
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