Hamiltonian description of radiation phenomena: Trautman-Bondi energy
  and corner conditions by Chmielowiec, Witold & Kijowski, Jerzy
ar
X
iv
:0
81
2.
37
59
v2
  [
gr
-q
c] 
 30
 N
ov
 20
09
Hamiltonian description of radiation phenomena:
Trautman-Bondi energy and corner conditions
Witold Chmielowiec and Jerzy Kijowski
Center for Theoretical Physics, Polish Academy of Sciences,
Al. Lotniko´w 32/46, 02-668 Warsaw, Poland
(e-mails: wchmiel@cft.edu.pl, kijowski@cft.edu.pl)
Abstract
Cauchy initial value problem on a hyperboloid is proved to define a
Hamiltonian system, provided the radiation data at null infinity are also
taken into account, as a part of Cauchy data. The “Trautman-Bondi
mass”, supplemented by the “already radiated energy” assigned to radia-
tion data, plays role of the Hamiltonian function. This approach leads to
correct description of the corner conditions.
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1 Introduction
The notion of energy in the radiation regime (in our paper referred to as the
Trautman-Bondi energy) has been introduced in Einstein’s theory of gravity by
Trautman [14] and independently by Bondi [1]. It measures that part of the
gravitational energy of an isolated system, which “has not yet been radiated”.
In conformal spacetime compactification, the Trautman-Bondi energy may be
assigned to any space-like hypersurface having a regular intersection with the
conformal boundary I (null infinity, or the scri) [4]. Due to radiation, the
Trautman-Bondi energy – unlike the total (ADM) energy – is not conserved,
but is decreasing because it may be partially radiated in a form of gravitational
waves.
As shown in [3, 10], the validity of the Trautman-Bondi energy goes far be-
yond the gravitational context and may be used in any hyperbolic field theory,
also special-relativistic one. In particular, it has a beautiful Hamiltonian inter-
pretation. The goal of the present paper is to apply this idea to the scalar field
theory, where the Cauchy data of the system are assigned to a hyperboloid.
Field evolution on hyperboloids is proved to be a Hamiltonian system, if we
complete Cauchy data by the radiation data at the scri, and supplement the
Trautman-Bondi energy with the corresponding radiation energy. The sum of
the two defines the total Hamiltonian function of the “matter + radiation” sys-
tem. But to “tailor” the two disjoint objects: 1) the field Cauchy data on a
hyperboloid and 2) the radiation data on the scri, into a single object, appro-
priate compatibly conditions (often called “corner conditions” [5, 6]) must be
imposed. We propose a universal approach which solves all these issues.
1
2 Hamiltonian description of Cauchy initial value
problem on a hyperboloid
Hamiltonian description of any field dynamics is based on a “3 + 1” foliation
of spacetime. Leaves of the foliation are labeled by a parameter called the
“time variable”. Phase space of this dynamics is composed of all the possible
field Cauchy data on a given leaf. The “3 + 1” decomposition provides also
an identification between different leaves of the foliation, which makes the field
dynamics and its Hamiltonian function uniquely defined. Here, we consider
the Hamiltonian description within a simple model: the massless scalar field,
satisfying the wave equation in two- or four-dimensional Minkowski spacetime.
This means that the space is one-dimensional: x ∈ R or three-dimensional:
x ∈ R3. Contrary to the standard (“ADM”) formulation, the field initial data
will not be assigned to spatially flat Cauchy surfaces, but to hypersurfaces which
extend to null infinity, namely spacelike hyperboloids. Naively, such a Cauchy
problem cannot be described as a Hamiltonian system: future evolution of the
system is well defined, but the past evolution is absolutely non-unique and may
be arbitrarily modified by radiation. Nevertheless, we are going to show, that
the Hamiltonian formulation of the field evolution is possible. For this purpose
we have to complete Cauchy data on a hyperboloid by appropriate radiation
data at light infinity.
For pedagogical reasons, we begin our analysis with a (much simpler) finite
case, where we restrict field dynamics to a finite light-cone and describe initial
data on its (characteristic!) boundary and on the finite part of the hyperboloid,
contained within the cone. At the end, we may consider the limiting case (in
our notation, this corresponds to ǫ → 0), where the finite cone is shifted to
infinity. This way we obtain the Hamiltonian description of initial data on the
entire hyperboloid and on the scri I + (conformal boundary of the spacetime).
In the subsequent Section we describe the two-dimensional “toy model”. The
complete, four-dimensional theory is analyzed in Section 2.2.
2.1 Two-dimensional Minkowski spacetime
Let us consider a one-parameter family of past oriented light cones in the two-
dimensional Minkowski space time:
C
−
ǫ :=
{
(t, x) : x ∈ R ,
1
ǫ
− t > |x|
}
, (1)
where 1
ǫ
> 1 is the time coordinate of the vertex of C−ǫ . We introduce new
coordinates (τ, ξ) connected with Minkowski coordinates (t, x) in the following
way:
t =
1
ǫ
+
(
1 + ξ2
1− ξ2
−
1
ǫ
)
e−ǫτ , (2)
x =
2ξ
1− ξ2
e−ǫτ , (3)
where τ ∈ R1. For |ξ| ≤ 1−ǫ1+ǫ new coordinates parameterize the whole cone
C−ǫ . Moreover, surfaces {τ = const.} correspond to hyperboloids. In order
2
PSfrag replacements
x
t
1
ǫ
τ = 0
τ = const.
ξ = − 1−ǫ1+ǫ ξ = const. ξ =
1−ǫ
1+ǫ
to describe field dynamics in a Hamiltonian way, we begin with the standard,
relativistic Lagrangian for wave equation:
L = −
1
2
√
| det g|gµν(∂µϕ)(∂νϕ) =
1
2
{
(∂tϕ)
2 − (∂xϕ)
2
}
. (4)
Expressing the Lagrangian density “L · d2x” in new coordinates we obtain:
L · d2x = L · d2ξ , (5)
where
L =
(
∂ϕ
∂τ
+ ξ ∂ϕ
∂ξ
)2
1− ǫ+ (1 + ǫ)ξ2
−
1
4
[
1− ǫ+ (1 + ǫ)ξ2
](∂ϕ
∂ξ
)2
. (6)
Denoting
κ :=
1
2
[1− ǫ+ (1 + ǫ)ξ2]
we obtain the autonomous (i.e. τ -independent) Lagrangian function:
L =
1
2κ
(∂τϕ+ ξ∂ξϕ)
2 −
1
2
κ(∂ξϕ)
2 . (7)
Now, the standard procedure leading from the Lagrangian to the Hamilto-
nian description may be applied. We first define conjugate momenta:
πµ :=
∂L
∂ϕµ
, (8)
where ϕµ := ∂µϕ, and calculate the variation of the Lagrangian:
δL =
∂L
∂ϕ
δϕ+ πµδϕµ = ∂µ (π
µδϕ) +
(
∂L
∂ϕ
− ∂µπ
µ
)
δϕ . (9)
Field equation (in our case it is always the wave equation ϕ = 0) is equivalent
to vanishing of the Euler-Lagrange term in (9), hence, equivalent to the following
equation
δL = ∂µ (π
µδϕ) . (10)
3
Integrating (10) over the volume Vǫ :=
{
ξ : |ξ| < 1−ǫ1+ǫ
}
on the Cauchy surface
Σ = {τ = const.}, we obtain an identity valid for fields satisfying wave equation
δ
∫
Vǫ
Ldξ =
∫
Vǫ
(πδφ)
·
dξ +
∫
∂Vǫ
(
π1δφ
)
dσ1 ,
where ”dot” denotes derivative with respect to the new time variable τ , while
φ is the restriction of the field ϕ to the Cauchy surface Σ = {τ = const.}:
φ(τ, ξ) = ϕ
(
t(τ, ξ), x(τ, ξ)
)∣∣∣
Σ
= ϕ
(
1
ǫ
+
(
1+ξ2
1−ξ2 −
1
ǫ
)
e−ǫτ , 2ξ1−ξ2 e
−ǫτ
)
, (11)
for |ξ| ≤ 1−ǫ1+ǫ . The time component of the momentum: π := π
0, provides, to-
gether with φ, the complete description of Cauchy data on this surface. Legendre
transformation between φ˙ and π gives us:
−δHVǫ =
∫
Vǫ
(π˙δφ− φ˙δπ)dξ +
[
π1δφ
]
∂Vǫ
, (12)
where the Hamiltonian HVǫ is defined by
HVǫ(φ, π) :=
∫
Vǫ
(
πφ˙ − L
)
dξ . (13)
Canonical structure in the space of Cauchy data is given by the standard sym-
plectic form:
ωVǫ :=
∫
Vǫ
(δπ ∧ δφ)dξ. (14)
Formulae (7) and (8) imply the following relations between “velocity” φ˙ and
momentum π:
π := π0 =
∂L
∂ϕ˙
= κ−1
(
φ˙+ ξ∂ξφ
)
, (15)
Taking into account (7) and (15), the Hamiltonian (13) may be written explicitly
in terms of the Cauchy data on Vǫ
H[− 1−ǫ1+ǫ ,
1−ǫ
1+ǫ ]
(φ, π) =
1
2
∫ 1−ǫ
1+ǫ
− 1−ǫ1+ǫ
{
κ
(
π − κ−1ξ
∂φ
∂ξ
)2
+
(
κ− κ−1ξ2
)(∂φ
∂ξ
)2}
dξ .
(16)
The factor κ− κ−1ξ2 is positive for κ− |ξ| > 0. Moreover, we have:
κ− |ξ| =
1
2
(1 + ǫ)(1− |ξ|)
(
1− ǫ
1 + ǫ
− |ξ|
)
. (17)
This implies positivity of the Hamiltonian (16) for |ξ| < 1−ǫ1+ǫ , i.e inside the
cone C−ǫ . The following Hamiltonian equations (equivalent to Euler-Lagrange
equations) may be derived from the Hamiltonian (16):
φ˙ = κπ − ξ∂ξφ , (18)
π˙ = ∂ξ(κ∂ξφ) − ∂ξ(ξπ) , (19)
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provided no boundary terms remain after the integration by part of its variation,
which, a priori, is not true! This apparent paradox is implied by the fact,
that evolution of Cauchy data on a hyperboloid is well defined only forward
in time and, whence, does not correspond a priori to any Hamiltonian system.
To overcome this difficulty, we take into account missing data on the light cone
below hyperboloid and treat it as a part of Cauchy data (cf. [3]). For this purpose
we extend parametrization (2), (3) beyond the volume Vǫ =
{
ξ : |ξ| < 1−ǫ1+ǫ
}
,
taking into account also the corresponding points on the boundary of the cone:
t =
1
ǫ
− x :=
1
ǫ
−
1
2
(1
ǫ
− ǫ
)
e−ǫτ+ǫξ−
ǫ(1−ǫ)
1+ǫ for ξ ≥
1− ǫ
1 + ǫ
, (20)
t =
1
ǫ
+ x :=
1
ǫ
−
1
2
(1
ǫ
− ǫ
)
e−ǫτ−ǫξ−
ǫ(1−ǫ)
1+ǫ for ξ ≤ −
1− ǫ
1 + ǫ
, (21)
and consider the data (φ, π) on the entire surface Σ = {τ = const., ξ ∈ R}.
Thus
φ(τ, ξ) = ϕ
(
t(τ, ξ), x(τ, ξ)
)∣∣∣
∂C−ǫ
= ϕ
(
1
ǫ
− 12
(
1
ǫ
− ǫ
)
e−ǫτ+ǫξ−
ǫ(1−ǫ)
1+ǫ , 12
(
1
ǫ
− ǫ
)
e−ǫτ+ǫξ−
ǫ(1−ǫ)
1+ǫ
)
(22)
for ξ ≥ 1−ǫ1+ǫ ,
φ(τ, ξ) = ϕ
(
t(τ, ξ), x(τ, ξ)
)∣∣∣
∂C−ǫ
= ϕ
(
1
ǫ
− 12
(
1
ǫ
− ǫ
)
e−ǫτ−ǫξ−
ǫ(1−ǫ)
1+ǫ ,− 12
(
1
ǫ
− ǫ
)
e−ǫτ−ǫξ−
ǫ(1−ǫ)
1+ǫ
)
(23)
for ξ ≤ − 1−ǫ1+ǫ . Equation (20) implies that X := ∂τ = −∂ξ, for ξ ≥
1−ǫ
1+ǫ , whereas
(21) implies X := ∂τ = ∂ξ for ξ ≤ −
1−ǫ
1+ǫ . Within these regions of the Cauchy
surface, the dynamics consists in transporting the field data (φ, π) over Σ along
the field X , according to following equations:
LXφ = ∂τφ = −∂ξφ for ξ ≥
1− ǫ
1 + ǫ
,
LXφ = ∂τφ = ∂ξφ for ξ ≤ −
1− ǫ
1 + ǫ
,
LXπ = ∂τπ = −∂ξπ for ξ ≥
1− ǫ
1 + ǫ
,
LXπ = ∂τπ = ∂ξπ for ξ ≤ −
1− ǫ
1 + ǫ
,
where LX denotes the Lie derivative along the vector field X . The above
equations can be derived from the following Hamiltonians (generators of space
translations):
H[ 1−ǫ1+ǫ ,∞)
(φ, π) :=
∫ ∞
1−ǫ
1+ǫ
(πφ˙− L)dξ =
∫ ∞
1−ǫ
1+ǫ
(−π∂ξφ)dξ , (24)
H(−∞,− 1−ǫ1+ǫ ]
(φ, π) :=
∫ − 1−ǫ1+ǫ
−∞
(πφ˙ − L)dξ =
∫ − 1−ǫ1+ǫ
−∞
(π∂ξφ)dξ , (25)
5
where L vanishes identically as a pull-back of the scalar density L via the degen-
erate coordinate transformation (20)-(21), and the momentum π on the Cauchy
surface Σ is equal to the pull-back of the (odd) differential form πµ∂µ⌋dξ
0 ∧dξ1
to ∂C−ǫ . Moreover, momentum π
1 coincides with π = π0 for ξ ≥ 1−ǫ1+ǫ , and
with −π0 for ξ ≤ − 1−ǫ1+ǫ , as the pull-back of the same form to the hypersurface
{ξ1 = const.} = {ξ0 = const.} = Σ. Hence, we obtain the following constraints:
π = φ˙ = −∂ξφ for ξ ≥
1− ǫ
1 + ǫ
, (26)
π = φ˙ = ∂ξφ for ξ ≤ −
1− ǫ
1 + ǫ
. (27)
The phase space of Cauchy data on the entire Σ is described by the pairs (φ, π)
defined on the whole R and fulfilling constraint (26) or (27) in the corresponding
regions.
The total Hamiltonian function Hǫ on the entire phase space P = {(φ, π)}
is equal to the sum of these partial Hamiltonians:
Hǫ := H(−∞,− 1−ǫ1+ǫ ]
+H[− 1−ǫ1+ǫ ,
1−ǫ
1+ǫ ]
+H[ 1−ǫ1+ǫ ,∞)
. (28)
Variation of Hǫ gives
−δHǫ(φ, π) =
∫
Σ
(LXπδφ−LXφδπ)dξ
+
[
π1δφ
]− 1−ǫ1+ǫ
−∞
+
[
π1δφ
] 1−ǫ
1+ǫ
− 1−ǫ1+ǫ
+
[
π1δφ
]∞
1−ǫ
1+ǫ
(29)
with appropriate values for (LXφ,LXπ) in the respective regions of Σ. The
functional Hǫ defines the Hamiltonian dynamics of the total system, if the
boundary terms in formula (29) cancel. This requires corner conditions at
ξ = − 1−ǫ1+ǫ and ξ =
1−ǫ
1+ǫ and sufficient strong fall-off condition at infinity. To
analyse these conditions it is useful to reformulate our Hamiltonian description.
Taking into account constraints (26) and (27) and using (24) and (25) we have
H[ 1−ǫ1+ǫ ,∞)
=
∫ ∞
1−ǫ
1+ǫ
(∂ξφ)
2dξ , (30)
H(−∞,− 1−ǫ1+ǫ ]
=
∫ − 1−ǫ1+ǫ
−∞
(∂ξφ)
2dξ , (31)
and the corresponding symplectic structures
ω[ 1−ǫ1+ǫ ,∞)
=
∫ ∞
1−ǫ
1+ǫ
(−∂ξδφ ∧ δφ)dξ for ξ ≥
1− ǫ
1 + ǫ
, (32)
ω(−∞,− 1−ǫ1+ǫ ]
=
∫ − 1−ǫ1+ǫ
−∞
(∂ξδφ ∧ δφ)dξ for ξ ≤ −
1− ǫ
1 + ǫ
. (33)
Changing variables in the following way:
λ := τ +
1− ǫ
1 + ǫ
− ξ for ξ ≥
1− ǫ
1 + ǫ
,
χ := τ +
1− ǫ
1 + ǫ
+ ξ for ξ ≤ −
1− ǫ
1 + ǫ
,
6
and denoting:
xǫ(χ) := φ
(
τ, χ− τ − 1−ǫ1+ǫ
)
,
yǫ(λ) := φ
(
τ, τ + 1−ǫ1+ǫ − λ
)
,
we see that functions xǫ and yǫ do not depend upon τ (see (22) and (23)), hence
they are single variable functions. Now we can write formulas (30)-(31) and
(32)-(33) jointly
Hext,ǫ := H(−∞,− 1−ǫ1+ǫ ]
+H[ 1−ǫ1+ǫ ,∞)
=
∫ 0
−∞
{(
∂λf
−
ǫ
)2
+
(
∂λg
−
ǫ
)2}
dλ (34)
ωext,ǫ := ω(−∞,− 1−ǫ1+ǫ ]
+ ω[ 1−ǫ1+ǫ ,∞)
,
=
∫ 0
−∞
{
∂λδf
−
ǫ ∧ δf
−
ǫ + ∂λδg
−
ǫ ∧ δg
−
ǫ
}
dλ , (35)
where
f−ǫ (τ, λ) := xǫ(λ+ τ) , (36)
g−ǫ (τ, λ) := yǫ(λ+ τ) . (37)
Formula (35) shows, that the canonical structure of “external data” (i.e. data
outside of the hyperboloid) can be described by the “
∫
δf ′∧δf” symplectic form.
To find the appropriate functional-analytic framework for the problem and, in
particular, to obtain correct formulation of the corner condition, it is useful to
reformulate also the “internal data” (on the hyperboloid) in a similar way. In-
deed, we shall prove in the sequel that the transition between the hyperboloidal
data and that part of the light-cone data, which lies above the hyperboloid is a
canonical transformation, which converts the canonical form “
∫
δπ ∧ δφ” into
the Faddeev form “
∫
δf ′ ∧ δf”, (cf. [9]).
For this purpose, assume that we know the light-cone data (f, g), where f
is a function which lives on the left piece of the light-cone, whereas function g
lives on the right one. We use convenient coordinates
u = t− x ,
v = t+ x ,
and in particular the left piece of Γǫ := ∂C
−
ǫ is given by {u =
1
ǫ
}, while the
right one is given by {v = 1
ǫ
}. Therefore
ϕ
(
1
2 (v +
1
ǫ
), 12 (v −
1
ǫ
)
)
= Φ
(
1
ǫ
)
+Ψ(v) = f(v) , (38)
ϕ
(
1
2 (
1
ǫ
+ u), 12 (
1
ǫ
− u)
)
= Φ(u) + Ψ
(
1
ǫ
)
= g(u) , (39)
where ϕ is the general solution of the wave equation, i.e.
ϕ(t, x) = Φ(t− x) + Ψ(t+ x) , (40)
where Φ and Ψ are functions of one variable. Due to (38) and (39), we can
express the general solution (40) in terms of the light-cone data (f, g):
ϕ(t, x) = f(t+ x) + g(t− x)− ϕ
(
1
ǫ
, 0
)
, (41)
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where ϕ
(
1
ǫ
, 0
)
= Φ
(
1
ǫ
)
+ Ψ
(
1
ǫ
)
= f
(
1
ǫ
)
= g
(
1
ǫ
)
. Formula (41) implies the
following transformation between the hyperboloidal data (φ, π) and the light-
cone data (f, g):
φ(τ, ξ) = ϕ
∣∣
τ=const.
= f
(
1
ǫ
+
(
1+ξ
1−ξ −
1
ǫ
)
e−ǫτ
)
+ g
(
1
ǫ
+
(
1−ξ
1+ξ −
1
ǫ
)
e−ǫτ
)
− ϕ
(
1
ǫ
, 0
)
, (42)
π(τ, ξ) = κ−1(∂τϕ+ ξ∂ξϕ)
∣∣
τ=const.
=
2e−ǫτ
(1− ξ)2
f ′
(
1
ǫ
+
(
1+ξ
1−ξ −
1
ǫ
)
e−ǫτ
)
+
2e−ǫτ
(1 + ξ)2
g′
(
1
ǫ
+
(
1−ξ
1+ξ −
1
ǫ
)
e−ǫτ
)
,
(43)
where we used definition (15) of the momentum π. Integrating (43) over intervals
[− 1−ǫ1+ǫ , ξ] and [ξ,
1−ǫ
1+ǫ ], we obtain, due to (42), the following transformation:
f(v) =
1
2
{
φ
(
−
1−veǫτ− 1
ǫ
(1−eǫτ )
1+veǫτ+ 1
ǫ
(1−eǫτ )
)
+ φ
(
− 1−ǫ1+ǫ
)}
+
1
2
∫ − 1−veǫτ− 1ǫ (1−eǫτ )
1+veǫτ+1
ǫ
(1−eǫτ )
− 1−ǫ1+ǫ
π(η)dη ,
(44)
and
g(u) =
1
2
{
φ
(
1−ǫ
1+ǫ
)
+ φ
(
1−ueǫτ− 1
ǫ
(1−eǫτ )
1+ueǫτ+ 1
ǫ
(1−eǫτ )
)}
+
1
2
∫ 1−ǫ
1+ǫ
1−ueǫτ− 1
ǫ
(1−eǫτ )
1+ueǫτ+1
ǫ
(1−eǫτ )
π(η)dη . (45)
Substitution of (42), (43) into the symplectic form (14) defined on the space
of Cauchy data (φ, π) over the hyperboloid Vǫ gives us:
ωint,ǫ =
∫ 1−ǫ
1+ǫ
− 1−ǫ1+ǫ
δπ(τ, ξ) ∧ δφ(τ, ξ)dξ
=
∫ 1
ǫ
1
ǫ
+(ǫ− 1
ǫ
)e−ǫτ
{∂zδf(z) ∧ δf(z) + ∂zδg(z) ∧ δg(z)}dz . (46)
Changing variables in (46) in the following way
z =
1
ǫ
+
(
ǫ −
1
ǫ
)
e−ǫλ−ǫτ
and denoting functions
f+ǫ (τ, λ) := f
(
1
ǫ
+
(
ǫ − 1
ǫ
)
e−ǫλ−ǫτ
)
, (47)
g+ǫ (τ, λ) := g
(
1
ǫ
+
(
ǫ − 1
ǫ
)
e−ǫλ−ǫτ
)
, (48)
(we use superscript ”+”, because these functions are defined over the positive
half-line λ ∈ [0,∞)) we can write the formula (46) in the following form
ωint,ǫ =
∫ ∞
0
{
∂λδf
+
ǫ ∧ δf
+
ǫ + ∂λδg
+
ǫ ∧ δg
+
ǫ
}
dλ . (49)
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Equation (49) shows that, indeed, the ”internal” part of the canonical structure
can also be described by the “
∫
δf ′ ∧ δf” symplectic form defined on the light-
cone data. This ends our proof.
Now, the corner conditions at points ξ = ± 1−ǫ1+ǫ (necessary for cancellation
of boundary terms in the Hamiltonian formula (29)) are expressed into the
compatibility condition between the external (given by (35)) and the internal
(given by (49)) structures, which must be satisfied at the point λ = 0. An
obvious condition is that the total symplectic form:
ωǫ := ωext,ǫ + ωint,ǫ =
∫ ∞
−∞
{δf ′ǫ ∧ δfǫ + δg
′
ǫ ∧ δgǫ}dλ , (50)
where fǫ, gǫ are equal to f
−
ǫ , g
−
ǫ for λ < 0 and to f
+
ǫ , g
+
ǫ for λ > 0, respectively,
must be well defined. In particular, a step discontinuity is excluded, because
its derivative would produce the Dirac delta, which cannot be integrated with a
non-continuous function. We see that, due to constrains (26)–(27), the Faddeev-
Takhtajan-Dubrovin symplectic form, typical for the Hamiltonian theory of soli-
tons, arises in a natural way in Hamiltonian description of characteristic value
problem for standard, hyperbolic equations. Transition between the standard
Cauchy data and the radiation (characteristic) data is a symplectomorphism.
We conclude that the product of fǫ and gǫ by their derivatives must be
integrable on real line R, so must belong to L1(R). Moreover, functions fǫ, gǫ and
f ′ǫ, g
′
ǫ have to belong to mutually dual spaces because they represent“positions”
and “momenta” correspondingly. This implies: that fǫ, gǫ ∈ H
1
2 (R) and, then,
f ′ǫ, g
′
ǫ ∈ H
− 12 (R). Equations (42)–(43) imply that we have also: φ ∈ H
1
2 (R) and
π ∈ H−
1
2 (R).
Due to equations (36)–(37) and (47)–(48)), we have the following relation
between the previous and the final representation of Cauchy data:
f−ǫ (τ, λ) = φ(τ, λ −
1−ǫ
1+ǫ ) ,
g−ǫ (τ, λ) = φ(τ,
1−ǫ
1+ǫ − λ) ,
and
f+ǫ (τ, λ) =
1
2
{
φ
(
τ,− (1−ǫ)(1+ǫ−e
ǫλ)
(1+ǫ)(−1+ǫ+eǫλ)
)
+ φ
(
τ,− 1−ǫ1+ǫ
)}
+
1
2
∫ − (1−ǫ)(1+ǫ−eǫλ)(1+ǫ)(−1+ǫ+eǫλ)
− 1−ǫ1+ǫ
π(τ, ξ)dξ ,
g+ǫ (τ, λ) =
1
2
{
φ
(
τ, 1−ǫ1+ǫ
)
+ φ
(
τ,
(1−ǫ)(1+ǫ−eǫλ)
(1+ǫ)(−1+ǫ+eǫλ)
)}
+
1
2
∫ 1−ǫ
1+ǫ
(1−ǫ)(1+ǫ−eǫλ)
(1+ǫ)(−1+ǫ+eǫλ)
π(τ, ξ)dξ .
The Hamiltonian system we have obtained is conservative, because the total
Hamiltonian (28) does not depend explicitly on time. Hence, the total energy
is conserved:
d
dτ
Hǫ = 0 .
But, due to (30) and (31), the external energy H(−∞,− 1−ǫ1+ǫ ]
and H[ 1−ǫ1+ǫ ,∞)
are
monotonically increasing function on time. Indeed, they are obtained by in-
tegration of a non-negative function (∂ξφ)
2 over a part of the boundary ∂C−ǫ
9
of the cone which increases when the time increases. We conclude that the
Trautman-Bondi internal H[− 1−ǫ1+ǫ ,
1−ǫ
1+ǫ ]
on the hyperboloid must be monotoni-
cally decreasing function on time.
We have also showed that H[− 1−ǫ1+ǫ ,
1−ǫ
1+ǫ ]
is positive inside the cone. It repre-
sents the amount of energy still remaining in the system, whereas H(−∞,− 1−ǫ1+ǫ ]
and H[ 1−ǫ1+ǫ ,∞)
describe already radiated energy.
2.2 Four-dimensional Minkowski spacetime
The above construction, with appropriate modifications, is valid also in four-
dimensional Minkowski spacetime. Consider a one-parameter family of past-
oriented light cones:
C
−
ǫ :=
{
(t, x) : x ∈ R3 ,
1
ǫ
− t > ‖x‖
}
,
where 1
ǫ
> 1 is the time coordinate of the vertex of C−ǫ . We introduce new
coordinates (ξµ) = (τ, ξk) (µ = 0, . . . , 3), related to Minkowskian coordinates
(xµ) = (t, xk) in a way analogous to (2)-(3):
t =
1
ǫ
+
(
1 + ‖ξ‖2
1− ‖ξ‖2
−
1
ǫ
)
e−ǫτ , (51)
xk =
2ξk
1− ‖ξ‖2
e−ǫτ , (52)
where τ ∈ R1. For ‖ξ‖ ≤ 1−ǫ1+ǫ , the new coordinates parameterize the entire cone
C−ǫ and the surfaces {τ = const.} correspond to hyperboloids. To derive the
Hamiltonian description of the wave equation in these coordinates, we begin
with the Lagrangian:
Lˆ = −
1
2
√
| det g|gµν(∂µϕˆ)(∂ν ϕˆ) =
1
2
{
(∂tϕˆ)
2 − (∇ϕˆ)2
}
. (53)
Expressing it in terms of new coordinates we obtain:
Lˆ · d4x = Lˆ · d4ξ , (54)
where
Lˆ =


(
∂ϕˆ
∂τ
+ ξk ∂ϕˆ
∂ξk
)2
1− ǫ+ (1 + ǫ)‖ξ‖2
−
1
4
[
1− ǫ+ (1 + ǫ)‖ξ‖2
]
δkl
∂ϕˆ
∂ξk
∂ϕˆ
∂ξl


(
2e−ǫτ
1− ‖ξ‖2
)2
.
(55)
This, apparently non-autonomous (i.e. τ -dependent), Lagrangian becomes au-
tonomous after an appropriate re-scaling of the field variable:
ϕ :=
2e−ǫτ
1− ‖ξ‖2
ϕˆ . (56)
Indeed, we obtain the formula analogous to (6):
Lˆ =
1
2κ
[
∂τϕ+ ξ
k∂ξkϕ+
(
ǫ −
2‖ξ‖2
1− ‖ξ‖2
)
ϕ
]2
−
1
2
κδkl
(
∂ξkϕ−
2ξk
1− ‖ξ‖2
ϕ
)(
∂ξlϕ−
2ξl
1− ‖ξ‖2
ϕ
)
, (57)
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where we denote:
κ :=
1
2
[
1− ǫ+ (1 + ǫ)‖ξ‖2
]
.
Observe that the function
L =
1
2κ
(
∂τϕ+ ξ
k∂ξkϕ
)2
−
1
2
κδkl(∂ξkϕ)(∂ξlϕ)
−
(1− ǫ)(3 + ǫ2)− 2(1− ǫ)(1 + ǫ)2‖ξ‖2 − (1 + ǫ)3‖ξ‖4
2 (1− ǫ+ (1 + ǫ) ‖ξ‖2)
2 ϕ
2 , (58)
differs from the original Lagrangian Lˆ by a complete divergence:
Lˆ = L+ ∂µZ
µ ,
where
Z0 =
1
2κ
(
ǫ−
2‖ξ‖2
1− ‖ξ‖2
)
ϕ2 ,
and
Zk =
1
4κ
ξk
[
1 + ǫ2 − (1 + ǫ)2‖ξ‖2
]
ϕ2 .
This implies that both Lagrangians Lˆ and L lead to the same equation of motion
for the field ϕ, so we use the latter in the sequel.
To derive the Hamiltonian description, we integrate equation (10) over the
volume Vint,ǫ := {ξ : ‖ξ‖ ≤
1−ǫ
1+ǫ} in the Cauchy surface Σ = {τ = const.}. We
obtain an identity valid for fields satisfying wave equation:
δ
∫
Vint,ǫ
Ld3ξ =
∫
Vint,ǫ
(πδφ)· d3ξ +
∫
∂Vint,ǫ
πkδφ d2σk ,
where ”dot” denotes derivative with respect to the new time variable τ , while
φ is the restriction of the field ϕ to the Cauchy surface Σ = {τ = const.}.
Moreover, we have introduced momentum π := π0, which is a part of Cauchy
data on this surface. Performing Legendre transformation between φ˙ and π we
get:
−δHint,ǫ =
∫
Vint,ǫ
(π˙δφ− φ˙δπ)d3ξ +
∫
∂Vint,ǫ
π⊥δφ , (59)
where the Hamiltonian Hint,ǫ is defined by
Hint,ǫ(φ, π) :=
∫
Vint,ǫ
(
πφ˙− L
)
d3ξ , (60)
and the symplectic form in phase space of Cauchy data is given by:
ωint,ǫ :=
∫
Vint,ǫ
(δπ ∧ δφ)d3ξ . (61)
The Lagrangian (58) implies the following relation between “velocity” φ˙ and
momentum π:
π = π0 =
∂L
∂ϕ0
= κ−1
(
∂τϕ+ ξ
k ∂ϕ
∂ξk
)
= κ−1
(
φ˙+ ξk
∂φ
∂ξk
)
. (62)
11
Thus, the Hamiltonian (60) my be written explicitly in terms of the Cauchy
data on Vint,ǫ
Hint,ǫ(φ, π) =
1
2
∫
Vint,ǫ
{
κ
(
π − κ−1ξl
∂φ
∂ξl
)2
+
(
κδkl − κ−1ξkξl
) ∂φ
∂ξk
∂φ
∂ξl
+ µφ2
}
d3ξ ,
(63)
where
µ :=
(1− ǫ)(3 + ǫ2)− 2(1− ǫ)(1 + ǫ)2‖ξ‖2 − (1 + ǫ)3‖ξ‖4
(1− ǫ+ (1 + ǫ) ‖ξ‖2)
2 .
One can check that the quadratic form
κδkl − κ−1ξkξl
is positive definite for κ− ‖ξ‖ > 0. But, we have:
κ− ‖ξ‖ =
1
2
(1 + ǫ)(1− ‖ξ‖)
(
1− ǫ
1 + ǫ
− ‖ξ‖
)
.
This implies that Hamiltonian (63) is positive for ‖ξ‖ < 1−ǫ1+ǫ , i.e. inside the cone
C−ǫ . The Euler-Lagrange equation coincides with the following Hamiltonian
equations, derived directly from (63):
φ˙ = κπ − ξk
∂φ
∂ξk
, (64)
π˙ = −∂ξk(ξ
kπ) + ∂ξk(κδ
kl∂ξlφ)− µφ , (65)
provided no boundary terms remain after the integration by part of its varia-
tion. To assure their cancellation we proceed in a way analogous to the previous
section: we take into account missing radiation data on the light cone. There-
fore, we extend parametrization (51)–(52) beyond the volume Vint,ǫ, taking into
account also the corresponding points on the boundary of the cone:
t :=
1
ǫ
−
1
2
(1
ǫ
− ǫ
)
e−ǫτ+ǫ‖ξ‖−
ǫ(1−ǫ)
1+ǫ for ‖ξ‖ ≥
1− ǫ
1 + ǫ
, (66)
xk :=
1
2
(1
ǫ
− ǫ
) ξk
‖ξ‖
e−ǫτ+ǫ‖ξ‖−
ǫ(1−ǫ)
1+ǫ for ‖ξ‖ ≥
1− ǫ
1 + ǫ
, (67)
and consider the data (φ, π) on the entire surface Σ = {τ = const., ξ ∈ R3}.
Equations (66)–(67) imply that X := ∂τ = −
ξk
‖ξ‖∂ξk , for ‖ξ‖ ≥
1−ǫ
1+ǫ . The dy-
namics consists in transporting the field data (φ, π) over the surface Σ according
to the following field equations:
LXφ = ∂τφ = −
ξk
‖ξ‖
∂ξkφ , (68)
LXπ = ∂τπ = −∂ξk
(
ξk
‖ξ‖
π
)
, (69)
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where (69) follows from the fact that the momentum π is not a scalar field
(like φ) but a scalar density. The above equations can be also derived from the
standard Hamiltonian formula:
Hext,ǫ(φ, π) :=
∫
Vext,ǫ
(πφ˙− L)d3ξ =
∫
Vext,ǫ
(
−π
ξk
‖ξ‖
∂ξkφ
)
d3ξ , (70)
where Vext,ǫ :=
{
ξ : ‖ξ‖ ≥ 1−ǫ1+ǫ
}
and L vanishes identically as a pull-back of
the scalar density L via the degenerate coordinate transformation (66)–(67).
Variation of the above Hamiltonian gives:
−δHext,ǫ(φ, π) =
∫
Vext,ǫ
(π˙δφ− φ˙δπ) d3ξ +
∫
∂Vext,ǫ
π⊥δφ , (71)
where (φ˙, π˙) are given by (68) and (69), whereas the boundary term comes from
integration by parts. The momentum π on the Cauchy surface Σ is equal to
the pull-back of the differential (odd) form πµ∂µ⌋dξ
0 ∧ dξ1 ∧ dξ2 ∧ dξ3 to ∂C−ǫ .
Moreover, momentum π⊥ coincides with π, as the pull-back of the same form
to the the hypersurface {‖ξ‖ = const.} = {τ = const.} = Σ, so we obtain the
following constraints
π = −
(
1−ǫ
1+ǫ
)2
‖ξ‖2
ξk
‖ξ‖
∂ξkφ for ‖ξ‖ ≥
1− ǫ
1 + ǫ
. (72)
The phase space of Cauchy data on the entire Σ is described by the pairs (φ, π)
defined on the whole R3 fulfilling constraints (72) outside of the hyperboloid.
Moreover, functions φ and π should satisfy compatibility conditions (”corner
conditions”) at points ‖ξ‖ = 1−ǫ1+ǫ , because otherwise the total dynamics is not
well defined. To formulate these conditions we proceed as in the previous section.
Summing up formula (60) for Hint,ǫ and formula (70) for Hint,ǫ we define the
total energy Hǫ, defined on the total phase space P = {(φ, π)}
Hǫ := Hint,ǫ +Hext,ǫ .
Variation of Hǫ gives us:
−δHǫ(φ, π) =
∫
Σ
(LXπδφ −LXφδπ) d
3ξ +
∫
∂Vint,ǫ
π⊥δφ+
∫
∂Vext,ǫ
π⊥δφ ,
(73)
where the dynamics (LXφ,LXπ) is given given by (64)–(65) (inside) and by
(68)–(69) outside of the sphere ‖ξ‖ = 1−ǫ1+ǫ . The global dynamics generated by
Hǫ is well defined if the boundary terms in formula (73) vanish. To analyze
the resulting corner conditions we reformulate our Hamiltonian description as
follows. Taking into account constraint (72) we obtain from (70):
Hext,ǫ =
∫
Vext,ǫ
(
1−ǫ
1+ǫ
)2
‖ξ‖2
(
ξk
‖ξ‖
∂ξkφ
)2
d3ξ
=
∫
S2
∫
ρ≥ 1−ǫ1+ǫ
(∂ρφ)
2 ( 1−ǫ
1+ǫ
)2
dρd2σ , (74)
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and the corresponding symplectic structure
ωext,ǫ = −
∫
Vext,ǫ
(
1−ǫ
1+ǫ
)2
‖ξ‖2
(
ξk
‖ξ‖
∂ξkδφ
)
∧ δφ d3ξ
= −
∫
S2
∫
ρ≥ 1−ǫ1+ǫ
(∂ρδφ ∧ δφ)
(
1−ǫ
1+ǫ
)2
dρd2σ , (75)
where ρ = ‖ξ‖ and d2σ denotes the volume element on the two-dimensional unit
sphere S2 := {ξ ∈ R3 : ‖ξ‖ = 1}. Changing variables in the integral (75)
ρ = τ +
1− ǫ
1 + ǫ
− λ ,
the remaining variables being unchanged, and denoting
yǫ(λ, . . . ) := φ(τ +
1−ǫ
1+ǫ − λ, . . . )
we obtain that yǫ does not depend on variable τ (see formulas (66) and (67)).
Hence, we have:
ωext,ǫ =
∫
S2
∫
λ≤0
(
∂λδf
−
ǫ ∧ δf
−
ǫ
)
dλd2σ , (76)
where
f−ǫ (λ, . . . ) :=
1− ǫ
1 + ǫ
yǫ(λ+ τ, . . . ) .
Expression (76) for “external” symplectic form suggests to consider, instead of
the phase space P = {(φ, π)} with constraint (72), the phase space of functions
defined on the half of the tube R×S2, corresponding to negative values of λ ∈ R.
We will show in the sequel that “internal” data (φ, π) on the hyperboloid can
also be represented by canonically equivalent data on the remaining half-tube.
The proof is based on the Euler-Lagrange equations, equivalent to the following
identity:
δL = ∂µ(p
µδϕ) , (77)
where by pµ we denote generalized momenta. Integrating equation (77) over
any region V in spacetime we obtain identity:
δ
∫
V
L =
∫
∂V
p⊥δϕ , (78)
which holds for any configuration ϕ satisfying the field equations. In particular,
let V be the set of points lying between the boundary of the cone Γǫ := ∂C
−
ǫ
and the hyperboloid Vint,ǫ, then
δ
∫
V
L =
∫
Γǫ
p⊥δϕ−
∫
Vint,ǫ
p⊥δϕ , (79)
where the signs come from the orientation of both surfaces Γǫ and Vint,ǫ. Now,
we treat these expressions as exterior one-forms on the space of Cauchy data
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on Γǫ and Vint,ǫ respectively, and calculate exterior derivative of both sides.
Because the left-hand-side is already an exterior derivative, its further exterior
differentiation gives zero. This way we prove the identity:∫
Vint,ǫ
δp⊥ ∧ δϕ =
∫
Γǫ
δp⊥ ∧ δϕ . (80)
Equation (80) means that the transition from the space of Cauchy data on the
hyperboloid Vint,ǫ to the space of boundary data on the cone Γǫ, defined by the
field dynamics, is a canonical transformation (a symplectomorphism).
Using (58) on the Cauchy surface Σ = {τ = const.} ⊃ Vint,ǫ we obtain:
ϕ
∣∣∣
Vint,ǫ
= φ ,
p⊥ = πµ∂µ⌋d
4ξ
∣∣∣
Vint,ǫ
= πd3ξ .
On the other hand, on Γǫ = {‖ξ‖ =
1−ǫ
1+ǫ} we have:
ϕ
∣∣∣
Γǫ
=: f ,
p⊥ = πµ∂µ⌋d
4ξ
∣∣∣
Γǫ
= πk
ξk
‖ξ‖
‖ξ‖2d2ξdτ = (∂τϕ)‖ξ‖
2d2ξdτ = (∂τf)
(
1−ǫ
1+ǫ
)2
d2ξdτ ,
where f is a function which lives on Γǫ. Thus equation (80) takes the form
ωint,ǫ :=
∫
Vint,ǫ
δπ ∧ δφ d3ξ =
∫
Γǫ
∂τ δf ∧ δf
(
1−ǫ
1+ǫ
)2
dτd2ξ
=
∫
S2
∫
λ≥0
∂λδf
+
ǫ ∧ δf
+
ǫ dλd
2σ , (81)
where
f+ǫ (λ, . . . ) :=
1− ǫ
1 + ǫ
f(λ+ τ, . . . ) .
Formulae (76) and (81) prove that the global Cauchy data can be described
by a single function (fǫ), equal to f
−
ǫ for λ < 0 and to f
+
ǫ for λ > 0. Tailoring
these two partial phase spaces into a single phase space, we have to impose
compatibility condition (“corner condition”) at λ = 0, namely: the symplectic
form:
ωǫ := ωext,ǫ + ωint,ǫ =
∫
S2
d2σ
∫
λ∈R
δf ′ǫ ∧ δfǫ dλ (82)
must be well defined. It means that the product of function which lives on a
tube R × S2 and its derivative along the tube must be integrable. Moreover,
functions fǫ and ∂λfǫ have to belong to mutually dual spaces because they
represent“positions” and “momenta” correspondingly. This implies that fǫ ∈
H
1
2 (R)⊗ L2(S2) and ∂λfǫ ∈ H
− 12 (R)⊗ L2(S2).
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