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ABSTRACT
Mass estimators are a key tool to infer the dark matter content in pressure-supported systems
like dwarf spheroidal galaxies (dSphs). We construct an estimator for enclosed masses based
on the virial theorem which is insensitive to anisotropy in the velocity dispersion and tailored
to yield masses with minimum uncertainty introduced by our ignorance on (i) the shape of
the inner halo profile, and (ii) how deeply the stellar component is embedded within the
halo: M(< 1.8Rh)≈ 3.5×1.8Rh〈σ2los〉G−1, where by Rh we denote the projected half-light
radius and by 〈σ2los〉 the luminosity-averaged squared line-of-sight velocity dispersion. Tests
against controlled simulations show that this estimator provides unbiased enclosed masses
with an accuracy of ∼ 10 per cent. This confirms the robustness of similar previously proposed
mass estimators. Application to published kinematic data of Milky Way dSphs reveals a tight
correlation between enclosed mass and luminosity. Using N-body models we show that tidal
stripping has little effect on this relation. Comparison against cuspy and cored dark matter
haloes extracted from controlled re-simulations of the Aquarius A2 merger tree shows that
the high mass densities of ultrafaint galaxies are not compatible with large dark matter cores,
and that the (total) halo masses of the classical Milky Way dSphs span a remarkably narrow
range (8. log10 (M/M). 10) at present, showing no clear trend with either galaxy size or
luminosity.
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1 INTRODUCTION
Understanding the distribution of dark matter (DM) on galactic
scales is at the root of constraining DM particle properties and pro-
cesses of galaxy formation like baryonic feedback. Dwarf spheroidal
galaxies (dSphs), lying at the faintest end of the galaxy luminosity
function and reaching mass-to-light ratios of up to ∼ 103 (see e.g.
Walker et al. 2007a; McConnachie 2012) are promising candidates
to study the DM distribution on kpc scales. But obtaining such con-
straints through kinematic data is a challenging task: the galaxies
are observed in projection, and precise velocity measurements are
feasible only along the line of sight - though recently attempts have
been made to constrain the 3D motion of stars in the Sculptor dwarf
galaxy (Massari et al. 2018).
Having access only to velocities along the line of sight, the
enclosed mass M(< r0) within a specific spherical radius r0 may be
obtained from the projected virial theorem for spherical systems (see
e.g. Merrifield & Kent 1990; Agnello & Evans 2012), relating the
projected components of the pressure and potential energy tensors.
For the case of self-gravitating systems and those where mass traces
light with De Vaucouleurs luminosity profile, Illingworth (1976)
describes how to infer the total mass (r0→ ∞) from the luminosity-
averaged squared line-of-sight velocity dispersion 〈σ2los〉. Merritt
? E-mail: raer@roe.ac.uk
(1987) shows how lower limits on the enclosed mass M(< r0) can
be obtained from the virial theorem for systems where mass and
luminosity profile have different functional forms. Mass estimates
from the virial theorem can be obtained also for dSphs consisting
of a stellar tracer embedded in a DM halo (see section 2). Such
estimates are based entirely on projected and averaged dispersion
measurements, though including velocity components tangential
to the line of sight is straightforward (see section 6). The method
requires however to make assumptions on the DM halo shape and
on how deeply the stellar component is embedded within the halo.
Alternatively, masses enclosed within a spherical radius r0 can
be obtained from the radial velocity dispersion σr(r) at a radius
r= r0 by means of the Jeans equations (see e.g. Binney & Tremaine
1987). Both the radial velocity dispersion σr(r) at a spherical radius r
and the observed line-of-sight velocity dispersion σlos(R) measured
at a projected radius R depend on the DM halo shape as well as the
function β (r)≡ 1−σ2⊥(r)/σ2r (r)which parametrizes the anisotropy
of the velocity dispersion as a function of radius r, σ2⊥(r) being the
tangential component of the velocity dispersion (see e.g. Binney &
Mamon 1982). Current galaxy formation models do not yield clear
predictions for the behaviour of β (r). In principle, β (r) does not
need to be a monotonic function of r, and it might vary between
different stellar populations within the same dwarf. Our ignorance
of β (r) gives rise to the infamous mass - anisotropy degeneracy.
c© 2018 The Authors
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Various mass estimators have been proposed which rely on
the assumption that the enclosed mass is directly proportional to
local or global averages of the observed line-of-sight velocity dis-
persion. Mass estimators of this type have been tested on cosmo-
logical simulations (Campbell et al. 2017; González-Samaniego
et al. 2017) and proven to give accurate masses within a factor of
unity. E.g., for the case of isotropic (i.e. β (r) = 0) King models
embedded in Navarro et al. (1997) haloes, Peñarrubia et al. (2008a)
show that measuring the mass M(< r0) enclosed within the pro-
jected King core radius r0 = Rc minimizes the uncertainty intro-
duced by how deeply the stellar component is segregated within
the DM halo. Their estimator reads M(< Rc)≈ 1.44Rc σ2los(0)G−1,
where σ2los(0) denotes the central line-of-sight velocity dispersion.
Walker et al. (2009c) model the stellar tracer profiles as Plummer
spheres and assume flat velocity dispersion profiles to estimate
the enclosed mass as M(< Rh) ≈ 2.5Rh 〈σ2los〉G−1, showing nu-
merically that the uncertainty introduced by a constant β (r) is
relatively small when measuring the enclosed mass at the projec-
ted half-light radius Rh. Wolf et al. (2010) reach a similar conclu-
sion by analytical means, showing that the deprojected half-light
radius approximately coincides with the radius where the aniso-
tropy parameter β (r) (modelled using a three-parameter function)
has the smallest effect on the inferred enclosed mass. Their es-
timator reads M(< rh) ≈ 3.0rh 〈σ2los〉G−1, where rh ≈ 4/3 Rh is
the deprojected half-light radius. For the family of Michie-King
distribution functions, Amorisco & Evans (2012) find that M(<
1.7Rh) ≈ 5.8Rh σ2los(Rh)G−1, where σ2los(Rh) is measured at the
projected half-light radius Rh. By purely numerical means, Camp-
bell et al. (2017) find M(< 1.8Rh)≈ 6.0Rh 〈σ2los(< 1.04Rh)〉G−1
from a dispersion-supported sample of galaxies of the APOSTLE sim-
ulation project (Sawala et al. 2016), averaging σ2los within 1.04Rh,
denoting by Rh the projected half-light radius.
The mass - anisotropy degeneracy may be broken if kinematic
measurements of several chemo-dynamically distinguishable stellar
populations within the same dSph can be obtained as discussed
e.g. by Saglia et al. (2000), Battaglia et al. (2008) and Amorisco &
Evans (2012), whereas Diakogiannis et al. (2014) suggest to meas-
ure σlos(R) at different projected radii R and to model β (r) using
splines. With access to proper motions tangentially to the line of
sight for a subsample of tracer stars, stronger constraints on β (r)
can be obtained (see e.g. Strigari et al. 2007; Watkins et al. 2013).
Łokas & Mamon (2003) show that a joint analysis of the velocity
dispersion profile and higher order moments like the kurtosis may
be used to break the mass - anisotropy degeneracy under specific
assumptions for the form of β (r). Breddels et al. (2013) model
dSphs by Schwarzschildt orbit superposition to fit both the observed
light distribution as well as the second- and forth-order velocity
moments, and apply the method to a catalogue of 2000 stars of
the Sculptor dSph. They show that with 2000 tracers, the central
slope γ =−dlnρ(r)/d lnr (r→ 0) of the DM density profile ρ(r)
cannot be constrained to tell cuspy from cored profiles, and β (r)
cannot be constrained for radii smaller than 0.1 kpc - these authors
conclude that to obtain unbiased estimates of the central slope γ , a
larger number of tracer stars is necessary. Richardson & Fairbairn
(2014) use virial shape parameters derived from the fourth-order
virial equations to constrain DM density profiles compatible with
the observed kinematics of embedded stellar tracers. Applied to the
Sculptor dSph, the authors find that a cuspy DM halo is favoured
if the stellar distribution is modelled as a Plummer profile. If the
outer slope of the stellar profile however is allowed to vary, the
available kinematic data do not allow to constrain the central DM
profile slope. Using N-body mock data, Read & Steger (2017) show
that with 104 tracer stars, no reliable β (r) profile can be recovered
from projected velocities and Jeans analysis alone. However, mak-
ing use also of virial shape parameters or velocity measurements
tangentially to the line of sight, using 103 tracer stars, both β (r)
and the underlying mass profile can be constrained within a few
multiples of the half-light radius. A different approach is discussed
by Wang et al. (2015), who fit analytical distribution functions to
observables extracted from stellar tracers embedded in DM haloes
of the Aquarius (Springel et al. 2008) simulations. These authors
find that the derived halo masses are biased (by up to 40 per cent)
even when using not only line of sight but also tangential velocity
measurements.
Mass estimators played a crucial role in identifying possible
tensions between N-body simulations of Milky Way-like DM haloes
and the observed population of satellite galaxies of the Milky Way:
Boylan-Kolchin et al. (2011) made use of the Wolf et al. (2010)
estimator to identify N-body subhaloes compatible with the mean
densities of Milky Way dwarfs, finding that none of the bright Milky
Way dwarfs are dense enough to be embedded in haloes similar
to the most massive simulated N-body subhaloes of the Aquarius
simulations (the too big to fail problem). Based on estimates of
enclosed masses of two distinct stellar populations embedded in the
same DM halo, Walker & Peñarrubia (2011) introduced a method
to infer the slope Γ≈ ∆ lnM(< r)/∆ lnr (r→ R¯h) of the underlying
DM halo at the average half-light radius R¯h, finding that both the
Fornax and the Sculptor dSph must be embedded in DM haloes with
constant-density cores, in conflict with the centrally divergent dens-
ity cusps of haloes in DM-only simulations (the cusp/core problem).
Laporte et al. (2013) subsequently showed that also for triaxial DM
haloes, the Walker & Peñarrubia (2011) method gives reliable lower
limits on the slope Γ. Sawala et al. (2015) use halo masses derived
by Peñarrubia et al. (2008a) for Milky Way dSphs using the Walker
et al. (2009c) estimator to motivate their corrections to stellar mass
- halo mass relations obtained from abundance matching based on
DM-only simulations. More recently, Fattahi et al. (2018) make use
of the Wolf et al. (2010) estimator to study the tidal evolution DM
haloes of the APOSTLE simulations compatible with the observed
kinematics of Milky Way dSphs.
In this contribution, we study a virial mass estimator which is
minimally affected by our ignorance on two key parameters: (i) the
shape of the inner DM halo profile, and (ii) the spatial segregation
of the stellar tracers within the DM halo. The use of the projected
spherical virial theorem has several advantages over Jeans analysis
for the construction of mass estimators: The virial theorem does
not contain any functional dependence on β (r) and thereby avoids
the mass-anisotropy degeneracy. Also systematic biases of inferred
enclosed masses and slopes Γ follow directly from the assumptions
made on the DM and stellar density profiles and are independent of
sample size. Furthermore, the average squared dispersion 〈σ2los〉 is
a sum over all stars and does not require any binning of data. This
makes mass estimators based on the virial theorem applicable also
to systems with only few stellar tracers - carefully factoring in the
uncertainties due to sample size on the measured squared velocity
dispersion as pointed out by Laporte et al. (2018).
This paper is structured as follows: in section 2 we introduce
the spherical virial theorem and discuss the systematics of mass es-
timators for dwarf galaxies consisting of a stellar tracer population
embedded inside a DM halo. In section 3 we construct a mass es-
timator which is tailored to minimize the uncertainty introduced by
our ignorance on the central slope of the underlying DM profile as
well as on how deeply embedded the stellar component is within the
DM halo. We do test this mass estimator on a catalogue of N-body
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mocks. Section 4 discusses how to obtain the total halo masses of
dwarf galaxies, breaking the degeneracy between structural para-
meters constrained by use of the virial theorem with the help of
controlled cosmological simulations. In section 5, we estimate the
masses of Milky Way dwarf galaxies using the methods introduced
in the previous sections, and discuss implications of the derived
stellar mass - halo mass relation for satellite galaxies. Section 6
summarizes methods and main results.
2 MASS ESTIMATES FROM THE VIRIAL THEOREM
With the aim of estimating masses of dwarf galaxies from their
observed velocity dispersions while avoiding the infamous mass -
anisotropy degeneracy, in the spirit of Agnello & Evans (2012), we
construct a mass estimator based on the projected virial theorem for
spherical systems,
2Klos+Wlos = 0 . (1)
We distinguish between the mass profile M(< r) which sources the
potential, and a mass-less tracer component of density ν?(r) embed-
ded in this potential. The pressure term is given by the projected
velocity dispersion of the tracer and can be measured directly:
2Klos = 2pi
∫ ∞
0
Σ?(R)σ2los(R)RdR≡ 〈σ2los〉 , (2)
where by Σ?(R) and σ2los(R) we denote the surface density and
line-of-sight velocity dispersion of the tracer at a projected (2D)
radius R, respectively. The surface density is normalized so that
2pi
∫ ∞
0 RΣ?(R)dR= 1. The potential energy term
Wlos =−4piG3
∫ ∞
0
rν?(r)M(< r)dr (3)
can be calculated for a given normalized tracer density profile ν?(r)
and mass distribution M(< r), where r is the spherical (3D) radius
and the tracer density is normalized so that 4pi
∫ ∞
0 r
2ν?(r)dr = 1.
We will keep this notation for spherical (r) and projected (R) radii
through the paper. Equations 1 - 3 allow 〈σ2los〉=−Wlos to be calcu-
lated from the tracer and mass profiles alone. In contrast to the Jeans
equations, these virial equations and in specific the integral 〈σ2los〉
are independent of anisotropies in the tracer velocity dispersion and
thereby avoid the mass - anisotropy degeneracy.
The mass within a radius r0 can be computed from the observed
〈σ2los〉 as M(< r0) = µ r0 〈σ2los〉/G where
µ(r0) =−G M(< r0)r0 Wlos
(4)
is a dimensionless function of the radius r0 and the parameters
describing the tracer density and mass distribution.
2.1 Self-gravitating systems
As a first example, let us consider the case of a spherical system
where the tracer density equals the mass density. For Dehnen (1993)
profiles of total mass Mtot, scale radius a, scale density ρs = (3−
γ)Mtot/4pia3, outer slope β ≡ −dlnρ/dlnr (r → ∞) = 4, inner
slope γ ≡−dlnρ/dlnr (r→ 0) within the range 0≤ γ ≤ 1, written
in terms of the general {α,β ,γ} profile with α = 1,
ρ(r) = ρs
( r
a
)−γ [
1+
( r
a
)α](γ−β )/α
, (5)
the potential energy term becomes
Wlos =−GMtota
1
6(5−2γ) (6)
and
µγ (r0/a) =
(
1+
a
r0
)γ−3( a
r0
)
6(5−2γ) (7)
is a function of the radius r0 and the scale radius a in the com-
bination r0/a alone. For a fixed r0, µγ reduces to a number,
e.g. for the deprojected half-light radius rh = a/(21/(3−γ) − 1),
µ1(rh) = 9(
√
2−1)≈ 3.7, and µ0(rh) = 15(21/3−1)≈ 3.9.
Illingworth (1976) introduced an estimator based on the
same approach for the total mass of self-gravitating elliptical
galaxies which follow a De Vaucouleurs surface brightness pro-
file, i.e. log Σ?(R)/Σ?(0) ∝ R1/4. The estimator reads Mtot ≈
8.6Rh〈σ2los〉/G, denoting by Rh the projected half-light radius.
In comparison, for our example of Dehnen (1993) density pro-
files, the projected half-light radius Rh equals ≈ 2.9a (1.8a) for
γ = 0 (γ = 1), and we find Mtot ≈ 10.3Rh〈σ2los〉/G for γ = 0 and
Mtot ≈ 9.9Rh〈σ2los〉/G for γ = 1. Using Schwarzschildt orbit mod-
elling under the assumption that mass follows light, Cappellari et al.
(2006) fit kinematics of 25 elliptical (E) and lenticular (S0) galaxies
to obtain the total mass estimate Mtot ≈ 5Rh〈σ2los(< Rh)〉/G, where
〈σ2los(< Rh)〉 is averaged within the projected half-light radius Rh.
Note that this estimator is not independent of the anisotropy pro-
file β (r) as only the virial average 〈σ2los〉 over the entire system
removes the dependence on β (r). Agnello et al. (2014) argue that
this global average can be challenging to compute for faint systems,
and explore for systems with De Vaucouleurs luminosity profile
and Ospikov-Meritt anisotropy profile β (r) = r2/(r2+ r2a) how the
coefficient GM(< R)/R〈σ2los(< R)〉 changes as a function of the
radius R over which the velocity dispersion is averaged. For systems
where mass traces light, they propose a mass estimator similar to
Illingworth (1976).
2.2 Stellar tracer embedded in DM potential
For the case of dwarf galaxies with a stellar population embedded
inside a DM halo, the mass profile which sources the potential is not
accessible to direct observation. Let us assume that the projected
half-light radius Rh and the luminosity-averaged squared velocity
dispersion 〈σ2los〉 are known quantities. This motivates a virial mass
estimator for the enclosed mass M(< r0) with r0 = λRh of the form
(Amorisco & Evans 2012):
Mest(< λRh) =
µ λRh 〈σ2los〉
G
, (8)
where λ and µ are dimensionless factors.
Using equation 8, we now aim to determine the mass enclosed
within the spherical radius r0 = λRh. We treat stars as mass-less
tracers of the underlying DM potential, consequently M(< r) is
determined by the DM profile alone. In the following, we assume
that the stellar tracer distribution follows a spherical Plummer profile,
{α?,β?,γ?}= {2,5,0}. To develop some intuition for the range of
values which µ can take, let’s consider a (scale-free) power-law
DM profile with ρ ∝ r−γ , i.e. the asymptotic case Rh/rmax→ 0 of a
stellar population deeply embedded inside the DM host halo. Then
µ is a function of λ and γ alone,
µγ (λ )
Rh→0=
2λ 2−γ
B(γ/2, (5− γ)/2) (9)
MNRAS , 1–18 (2018)
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Figure 1. Dimensionless factor µ for λ = 1 (see equation 8) as a function
of segregation Rh/rmax for stellar Plummer profiles with projected half-light
radius Rh embedded in cored (γ = 0) and cuspy (γ = 1) DM haloes for tidally
stripped systems, {α,β ,γ}= {1,5,γ} (see equation 5). For comparison, the
functional dependence of µ on segregation is also shown for cuspy and cored
Dehnen (β = 4) and NFW (β = 3) profiles.
where by B we denote the Euler beta function. For γ = 1 this re-
duces to µ1 = 3λ/2, whereas for γ → 0, µγ → 0 as 〈σ2los〉=−Wlos
diverges. For scale-free cuspy DM haloes with 1 < γ < 3, similar
results are shown in Agnello et al. (2014, figures 2 & 3) computed
from the Jeans equations for stellar tracers with De Vaucouleurs
luminosity profile and Ospikov-Merritt anisotropy profile.
For non scale-free DM haloes, e.g. the density profile of equa-
tion 5 with scale radius a and two different asymptotic behaviours for
r a and r a, µ is not only a function of λ but also of the segreg-
ation parameter Rh/rmax describing how deeply embedded the stars
are within the DM halo. There, by rmax we denote the radius of max-
imum circular velocity vmax = (GM (< rmax)/rmax)1/2. Motivated
by the result of controlled simulations that DM haloes undergoing
tidal stripping have steeper outer slopes β ≡−dlnρ/dlnr (r→ ∞)
than field haloes, i.e. β ≈ 5 (see Peñarrubia et al. 2009, 2010) in
contrast to the outer slope of β = 3 of NFW profiles (Navarro et al.
1997), Fig. 1 shows µ for the choice of λ = 1 as a function of the se-
gregation parameter Rh/rmax for stellar Plummer spheres embedded
in cored (γ = 0) and cuspy (γ = 1) DM haloes with density profile as
in equation 5, using β = 5 and ρs =Mtot(3− γ)(4− γ)/4pia3. We
choose α = 1 motivated by the value found for equilibrium haloes
in cosmological N-body simulations (Navarro et al. 1997). For com-
parison, the functional behaviour of µ is also shown for Dehnen,
i.e. {α,β ,γ} = {1,4,γ}, and NFW {1,3,1} profiles. In the limit
Rh/rmax→ 0, we recover the asymptotic behaviour of equation 9
for λ = 1: µ → 3/2 for haloes with γ = 1, and µ → 0 for cored
ones. For the segregations shown, µ is less sensitive to the steepness
of the outer slope (β = 3,4,5) of the DM halo than it is to the inner
one (γ = 0,1).
Our ignorance of Rh/rmax limits us to the use of a constant
value of µ when estimating masses using equation 8. This leads to a
systematic uncertainty on the estimated masses, and this uncertainty
is more pronounced for cored haloes where µγ=0→ 0 for the case
of deeply embedded stellar populations. In section 3 we will discuss
choices of µ,λ which minimize this uncertainty.
2.3 Slope estimates from two stellar populations
If we do have at hand two chemo-dynamically distinguishable stellar
populations with projected half-light radii Rh,inner,Rh,outer (where
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inner outer
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∆
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/
∆
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R
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=
∆
ln
µ
/
∆
ln
R
h
R¯h/rmax
{2, 5, 0} {2, 6, 0}
{2, 6, 0} {2, 5, 0}
Figure 2. Logarithmic slope ε = ∆ ln µ/∆ ln Rh computed for two stellar
tracer populations with half-light radii Rh,inner and Rh,outer = 2Rh,inner, embed-
ded in cuspy (γ = 1) or cored (γ = 0) DM haloes with {α,β ,γ}= {1,5,γ}
density profile (equation 5). The slope is shown as a function of the mean
half-light radius R¯h = (Rh,inner +Rh,outer)/2. Top panel: solid lines show ε
for systems where both the inner and the outer stellar tracer populations
have Plummer {α?,β?,γ?}= {2,5,0} density profiles. The dashed curves
correspond to systems where one of the tracer populations has a shallow
central density cusp of slope γ?. Bottom panel: the outer slope β? of one of
the tracers is chosen to be steeper than the Plummer case.
Rh,inner < Rh,outer) embedded in the same DM halo, the combined
velocity dispersion measurements from both populations can be
used to further constrain structural properties of the underlying DM
halo. Agnello & Evans (2012) use the virial theorem to obtain a
lower limit on the core size of the DM halo of the Sculptor dSph,
modelling the stellar populations as Plummer spheres and the DM
halo as a cored NFW profile (Agnello & Evans 2012, equation 18).
Walker & Peñarrubia (2011) introduce an estimator for the
central slope Γ of the underlying DM halo which does not rely on
assumptions about the DM profile shape:
Γ=
dlnM(< r)
dlnr
≈ ∆lnµ
∆lnRh︸ ︷︷ ︸
ε
+ 1 +
2lnσouter/σinner
lnRh,outer/Rh,inner︸ ︷︷ ︸
WP11
, (10)
where WP11 refers to the estimator introduced by Walker & Peñarru-
bia (2011), and writing for brevity σ ≡ 〈σ2los〉1/2. The virial theorem
allows us to study the systematics of this estimator for different
DM and stellar density profiles. For this aim, we embed two stellar
tracer populations with density ν?(r) and projected half-light radii
Rh,inner and Rh,outer = 2Rh,inner in cuspy (γ = 1) or cored (γ = 0)
tidally stripped DM haloes (equation 5 with α = 1,β = 5). The top
panel of Fig. 2 shows the resulting ε = ∆ lnµ/∆ lnRh as a function
of segregation.
• If ν?,inner and ν?,outer are Plummer profiles, {α?,β?,γ?} =
{2,5,0}, (solid lines), then ε > 0 for the range of segregations
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Rh/rmax shown, i.e. in this case WP11 underestimates the slope Γ
of the underlying DM profile with ε . 0.2,0.6 for the cuspy and
cored DM halo, respectively.
• WP11 also underestimates Γ if the inner population has a shal-
low central density cusp, {α?,β?,γ?} = {2,5,0.5}, and the outer
population follows a Plummer density profile (dotted lines).
• If instead the outer population has a shallow central density
cusp and the inner population is a Plummer profile, then ε < 0 for
cuspy haloes and segregations Rh/rmax . 0.1, i.e. in this configura-
tion, WP11 overestimates Γ (dashed lines).
In the bottom panel of Fig. 2, the outer slope of one of the stellar
tracers is chosen to be steeper, {α?,β?,γ?}= {2,6,0}, than in the
Plummer case:
• If the outer population has a steeper outer slope β? whereas
the inner population is a Plummer profile, then ε < 0 for deeply
embedded tracers (dashed lines).
• On the other hand, if the inner population has a steeper outer
slope and the outer population is a Plummer profile, ε takes values
of up to order of unity for deeply embedded tracers in cored DM
haloes (dotted lines).
These results show that the shapes of the stellar tracer profiles need
to be taken into account when estimating Γ, as omitting to do so
may lead to underestimation of Γ by values of up to order of unity.
3 UNBIASED MINIMUM VARIANCE MASS ESTIMATES
In the previous section, we have shown how our ignorance on the
segregation parameter Rh/rmax leads to an uncertainty on the es-
timated masses which depends on the shape of the underlying DM
profile. We now aim to determine values λ¯ , µ¯ so that the mass estim-
ator of equation 8 is unbiased regarding (i) the DM profile shape (ii)
how deeply embedded the stellar population is within the DM halo.
By unbiased we intend not to make prior assumptions about the
specific value of the segregation parameter Rh/rmax and the inner1
slope γ of the DM potential. By minimum variance we intend to
choose λ¯ , µ¯ so that the relative error on the estimated masses due to
our ignorance on Rh/rmax and γ is minimized.
3.1 Minimizing the variance as a function of λ
Under the assumption of stellar Plummer spheres which are deeply
embedded inside tidally stripped DM haloes (α = 1,β = 5 in equa-
tion 5), for a given value of λ , we marginalize µ (equation 8) over
segregations in the range 0≤ Rh/rmax ≤ 1 and central DM slopes
in the range 0≤ γ ≤ 1. We assuming flat distributions when margin-
alizing over Rh and rmax:
〈µ(λ )〉=
∫ 1
0
d(Rh/rmax)
∫ 1
0
dγ µγ (λ ,Rh/rmax) . (11)
The steepest central slope considered corresponds to the central
slope of the NFW profile, and the range of slopes is consistent
with the slopes measured in the hydrodynamical simulations of the
MaGICC project (Di Cintio et al. 2014). The upper limit of the
integration range in Rh/rmax is motivated by the findings reported in
section 5.3 from a sample of Milky Way dwarf galaxies. Fig. 3 shows
1 As shown in Fig. 1, comparing the cuspy Dehnen profile with outer slope
β = 4 to the NFW profile (β = 3), for deeply embedded stellar systems, the
outer slope of the DM halo does not affect the value of µ by much
0
1
2
3
4
5
0 0.5 1 1.5 2 2.5 3
Wolf+ 2010
Amorisco+ 2011
Campbell+ 2016
Walker+ 2009
Minimum variance
λ¯ = 1.8, µ¯ = 3.5〈µ
〉±
s
λ
〈µγ=0〉
〈µγ=1〉
〈µ〉
Figure 3. 〈µγ (λ )〉± s marginalized over segregation 0≤ Rh/rmax ≤ 1 as a
function of λ for stellar Plummer spheres with projected half-light radius
Rh embedded in cored (γ = 0, blue dotted curve and blue shaded area) and
cuspy (γ = 1, red dashed curve and red shaded area) {α,β ,γ} = {1,5,γ}
DM profiles (equation 5). The black curve and yellow shaded area show
〈µ〉± s marginalized not only over segregation, but also over 0 < γ < 1. The
values λ¯ , µ¯ for our minimum variance estimator are indicated by a filled
circle, whereas literature values for λ ,µ are plotted using open symbols.
Table 1. Numerical values for λ and µ of equation 8. λ¯ minimizes the
squared relative error s2/µ2 when marginalizing both over Rh/rmax and γ
(equation 11). When marginalizing instead only over Rh/rmax, then λγ,min
minimizes the squared relative error for a given γ , whereas for λeq, 〈µγ=0〉=
〈µγ=1〉 ≡ µeq.
λ¯ µ¯ ± s λeq µeq ± sγ λ¯γ µ¯γ ± sγ
γ = 0
1.83 3.51 0.33 1.43 3.30
0.61 1.88 3.57 0.48
γ = 1 0.26 1.75 3.42 0.17
how 〈µ(λ )〉± s with s2 = 〈µ(λ )2〉−〈µ(λ )〉2 evolves as a function
of λ , as well as 〈µγ (λ )〉 where we marginalize over Rh/rmax alone,
separately for cuspy (γ = 1) and cored (γ = 0) DM profiles. At λeq,
there is no functional dependence on γ as 〈µγ=0〉= 〈µγ=1〉 ≡ µeq.
For each DM profile, λ¯γ minimizes the squared relative error s2γ/µ2γ
when marginalizing over Rh/rmax alone. The values λ¯ = 1.8, µ¯ =
3.5 minimize the squared relative error after marginalizing over both
γ and Rh/rmax2. Table 1 lists the numerical values for µ,λ . For µ¯, λ¯
as above, our minimum variance estimator becomes:
Mest(< 1.8Rh)≈ 3.5×1.8RhG−1 〈σ2los〉 . (12)
This µ =const minimum variance estimator (equation 12) allows
to constrain the enclosed mass M(< 1.8Rh) with an uncertainty of
s/µ¯ ≈ 10 per cent without making assumptions about the central
slope of the underlying DM profile.
The numerical values of λ¯ , µ¯ depend on the choice of shape
for the DM profile (in our case α = 1,β = 5 and 0 ≤ γ ≤ 1) and
stellar profile (in our case Plummer spheres), as well as on the
range of segregations Rh/rmax and central slopes γ to marginal-
ize over. Both λ¯γ and µ¯γ differ by less than ten per cent between
γ = 0 and γ = 1, i.e. the marginalization is fairly insensitive to
the slope γ for the range of segregations chosen. Recall from Fig-
2 The value µ˜ = 〈µ2〉/〈µ〉 minimizes the squared relative error
with 〈(µ/µ˜−1)2〉= s2/〈µ2〉< s2/〈µ〉2 = 〈(µ/µ¯−1)2〉 , however for this
choice of µ˜ , the relative error equals 〈µ/µ˜−1〉=−s2/〈µ2〉< 0, i.e. the
estimator which minimizes the squared relative error is biased.
MNRAS , 1–18 (2018)
6 Errani et al.
ure 1 that for highly segregated systems, µ0(λ ,Rh/rmax→ 0)→ 0,
whereas µ1(λ ,Rh/rmax→ 0)→ 3λ/2. The larger variation of
µγ (λ ,Rh/rmax) over the range of segregations for cored systems
with respect to cuspy ones is reflected in the larger uncertainty
sγ=0/µ¯γ=0 = 0.13 compared to sγ=1/µ¯γ=1 = 0.05
Other studies have found similar values for λ ,µ using concep-
tually different approaches: Walker et al. (2009c) use Jeans analysis
to motivate the choice of λ = 1, µ = 5/2 under the assumption of
isotropy and a constant projected velocity dispersion. Wolf et al.
(2010) use Jeans analysis to estimate the mass enclosed within the
3D half-light radius using the approximation rh = 4/3Rh, which
translates to λ = 4/3,µ ≈ 3. Amorisco & Evans (2011, 2012) use
a distribution-function approach to determine λ ≈ 1.67, µ ≈ 3.50
for Michie-King models, measuring σ2los at the projected half-light
radius. Campbell et al. (2017) find λ ≈ 1.77,µ ≈ 3.38 empirically
from a dispersion-supported sample of galaxies of the APOSTLE sim-
ulation project (Sawala et al. 2016), averaging σ2los within 1.04Rh.
3.2 Method comparison using N-body models
In the following, we will test the minimum variance estimator on
a suite of N-body models taken from the controlled cosmological
simulations introduced in Errani et al. (2017)3. This suite of N-body
models consists of re-simulations of the accretion of all subhaloes
with M> 108 M of the Aq-A2 merger tree (Springel et al. 2008) on
to an evolving, analytical Milky Way-like host potential consisting
of an NFW halo and an axisymmetric disc. Subhaloes are modelled
as equilibrium N-body realizations of either cuspy or cored Dehnen
profiles with 107 particles and injected in the host potential at zinfall,
defined by the peak of their mass evolution. All subhaloes are re-
simulated with the same number of N-body particles independent
of their mass, and the spatial resolution of the particle-mesh code
is chosen as a function of the scale radius of each subhalo. This
re-simulation technique allows us to follow the dynamical evolution
of accreted substructures with the same numerical resolution for sys-
tems spanning many orders of magnitude in mass and size, and limits
the impact of artificial disruption as discussed by van den Bosch et al.
(2018). The subhaloes of the Aquarius simulation are cuspy, and
have mass distributions before accretion consistent with the Navarro
et al. (1997) profile. We generate our cuspy and cored Dehnen equi-
librium subhaloes keeping M200 as given by the Aquarius simulation.
We obtain r−2 (i.e. the radius where d lnρ/dlnr =−2), which coin-
cides with the NFW scale radius, from M200 using the median Prada
et al. (2012) relation, and generate Dehnen models with that value
of r−2. We model the evolution of the stellar populations under the
assumption that they are collision-less and mass-less systems which
only trace the underlying DM potential by assigning mass-to-light
ratios to each N-body particle at infall, following the approach of
Bullock & Johnston (2005). At z= 0, average observational prop-
erties of the stellar population, e.g. the velocity dispersion, can be
obtained from the DM N-body particles by applying the initially as-
signed mass-to-light ratios as weights. We consider all haloes which
at z = 0 host a stellar population in virial equilibrium, requiring
3 In contrast to the set-up used in Errani et al. (2017), we use 107 N-body
particles per satellite, the spatial resolution of the highest-resolving grid of
the particle mesh code equals rmax/128, and the Miyamoto & Nagai (1975)
galactic disc has mass and scales evolving with redshift as in Bullock &
Johnston (2005), with M = 0.025M200,a = 3.5kpc,b = 0.3kpc at z = 0,
where by M200 we denote the virial mass of the Aquarius Aq-A2 main halo,
and by a,b the horizontal and vertical disc scale lengths, respectively.
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Figure 4. Estimated enclosed mass M(< λRh) at z= 0 of N-body models
taken from controlled re-simulations of the Aquarius A2 merger tree (see
text), normalized by the true enclosed mass Mλ ,true measured directly from
the simulation, as a function of segregation Rh/rmax. The embedded stellar
tracers have a segregation of Rh,0/rmax,0 = 1/10 at infall. We compare our
minimum variance estimator (µ = 3.5,λ = 1.8) against the estimators of
Walker et al. (2009c) and Wolf et al. (2010) separately for cuspy (top panel)
and cored (bottom panel) DM haloes. Dotted lines show the theoretical
prediction of M(< λRh)/Mλ ,true from the virial theorem for stellar Plummer
spheres embedded in {α,β ,γ}= {1,5,γ} DM halo profiles. The panels on
the right are histograms obtained when summing over all haloes of the
simulation.
that |2K+W |/(2K−W ) < 0.2 for the DM enclosed within rmax,
and |2Klos +Wlos|/(2Klos−Wlos)< 0.05 for the stars. Masses and
velocity dispersions are measured from these N-body haloes using
bound particles only.
Fig. 4 shows the estimated enclosed masses M(< λRh) of
N-body models at z = 0 normalized by the true enclosed mass
measured directly from the simulation as a function of segregation.
The stellar population has a segregation of Rh,0/rmax,0 = 1/10 at
infall, which increases due to tides, spreading at z = 0 over an in-
terval 1/10 . Rh/rmax . 1 for cuspy, and 1/10 . Rh/rmax . 1/2
for cored systems. In the top panel, we compare our minimum vari-
ance estimator (µ = 3.5,λ = 1.8) against the estimators of Walker
et al. (2009c) and Wolf et al. (2010) for cuspy DM haloes, whereas
cored ones are plotted in the bottom panel. Dotted lines show the
theoretical prediction of M(< λRh)/Mλ ,true from the virial theorem,
i.e. µconst/µ(λ ,Rh/rmax) for stellar Plummer spheres embedded
in {α,β ,γ} = {1,5,γ} DM halo profiles.. The estimated masses
follow closely the predictions of the virial theorem, which leads us
to the conclusion that the main uncertainty on the estimated masses
for a given DM profile shape originates from our ignorance on how
deeply embedded the stellar population is within the DM halo. The
scatter around the predicted curve is mainly caused by deviations of
the DM halo shape from the assumed {1,5,γ} profile. For the range
of segregations shown, when marginalizing over the entire popu-
lation of N-body mocks, the masses estimated from the minimum
variance estimator are within ≈ 10 per cent of the true value. The
other two estimators in question give a similar accuracy for cuspy
systems. For cored systems, the Wolf et al. (2010) estimator over-
estimates masses of cored systems by ≈ 20 per cent, whereas the
Walker et al. (2009c) estimator overestimates the masses of cored
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systems by≈ 50 per cent. The uncertainties we find when estimating
masses of cored haloes using µ = const mass estimators are notably
larger than the uncertainties described in Campbell et al. (2017),
derived from the APOSTLE simulations (Sawala et al. 2016), and
González-Samaniego et al. (2017), based on the FIRE simulations
(Hopkins et al. 2014). This is due to the fact the N-body haloes in
these simulations follow mass profiles close to the cuspy Navarro
et al. (1997) profile (for FIRE, see also Chan et al. 2015, discussing
the core sizes as function of halo mass), whereas our cored haloes
have a large core size equal to the DM scale radius.
4 ESTIMATING THE (TOTAL) HALOMASS
In the previous sections, we focused on determining the mass en-
closed within multiples of the half-light radius of dwarf galaxies
embedded in DM haloes using µ =const mass estimators (equa-
tion 8). These estimators do not require to assume a specific DM
profile when applying them to observational data - although the
values of µ,λ can be motivated by a specific choice of profile, as
done for the minimum-variance estimator, equation 12. We now
focus on estimating the total halo mass from measurements of the
stellar velocity dispersion 〈σ2los〉 and the half-light radius Rh.
4.1 Degeneracy of halo structural parameters
For a DM halo density profile ρ(r) with two free parameters, e.g.
the total mass Mtot and a scale radius a for the profile of equation 5
with fixed {α,β ,γ}, the measurement of 〈σ2los〉 and half-light radius
Rh can be used to constrain one parameter as a function of the
other, but is not sufficient to determine numerical values for both
parameters simultaneously. Let us explore this degeneracy for the
case of {α,β ,γ}= {1,5,γ} DM density profiles, i.e. DM profiles
of tidally stripped systems, separately for the case of central DM
cusps (γ = 1) and cores (γ = 0).
4.1.1 Extrapolating the enclosed mass
One way to obtain the degeneracy curve between the two halo
structural parameters is to extrapolate the enclosed mass Mest(<
λRh) = µλRh〈σ2los〉/G estimated using a µ=const mass estimator.
The cumulative mass profile corresponding to the density profile of
equation 5 with α = 1,β = 5 reads
M(< r/a,γ) =Mtot
( r
a
+4− γ
)( r
a
)3−γ ( r
a
+1
)γ−4
. (13)
Defining M˜(< r/a,γ) =M(< r/a,γ)/Mtot, which is a function of
the radius r and the scale radius a in the combination r/a alone, the
total mass extrapolated from the enclosed mass Mest(< λRh) then
becomes
Mtot(Rh/a,γ) =Mest(< λRh/a) M˜−1(< λRh/a,γ) . (14)
This total mass estimate is a function of the scale radius a of the
DM halo, or equivalently of rmax, using
rmax =
a
2
(√
5γ2−34γ+57+ γ−5
)
. (15)
Equation 14 is defined for a specific DM profile shape and, for a
given γ , can be written as a function of the segregation parameter
Rh/rmax alone, but relies on a µ =const mass estimate originally
constructed to avoid the segregation dependence and the choice of
a DM profile shape in the first place. Moreover, equation 4 tells us
how to calculate µ directly from the virial theorem as a function
of the segregation parameter and the choice of DM profile. This
motivates to estimate the total mass directly from the virial theorem.
4.1.2 Total mass from the virial theorem
Let’s consider the projected potential energy term Wlos of the spher-
ical virial theorem, equation 1. This term can be computed for given
density profiles of the DM halo and the stellar tracer population.
For {α,β ,γ} = {1,5,γ} profiles with convergent total mass Mtot,
we now define W˜los(γ,Rh/rmax) =Wlos(M,γ,Rh/rmax)/Mtot, which
does depend on the scale rmax and inner slope γ but not on the total
mass Mtot of the DM halo. Then, using equation 1, we find
Mtot(Rh/rmax,γ) =−〈σ2los〉 W˜−1los (γ,Rh/rmax) . (16)
For given observed values of 〈σ2los〉 and Rh, and a choice of γ , the
above equation for Mtot is a function of the segregation parameter
Rh/rmax alone.
4.1.3 {rmax,vmax} curves
To facilitate comparison with literature, this mass-segregation de-
generacy can be cast as a one-dimensional degeneracy curve in
the plane of the structural parameters {rmax,vmax} of the DM halo,
as first discussed by Peñarrubia et al. (2008a) for the case of stel-
lar King profiles embedded in NFW haloes. For our case of tid-
ally stripped systems with {α,β ,γ} = {1,5,γ} profiles, vmax =
[GM(< rmax)/rmax]
1/2 is calculated from equation 13 using for
the total mass either equation 14 (µ=const extrapolation) or equa-
tion 16 (virial theorem). When including observational errors, this
degeneracy curve becomes equivalent to what Agnello & Evans
(2012) named virial stripe. Fig. 5 compares the {rmax,vmax} curves
obtained directly from the virial theorem to the ones based on
extrapolated masses using the Walker et al. (2009c) estimator,
i.e. λ = 1 and using a constant µ = 5/2 in equation 8. The
curves are shown exemplarily for the Fornax dSph with a single
stellar population4 modelled as Plummer sphere with projected
half-light radius Rh = (0.71± 0.08)kpc and velocity dispersion√
〈σ2los〉 = (9.2± 1.1)kms−1 (for references see Table 2) embed-
ded in an {α,β ,γ} = {1,5,γ} DM halo. For low (high) values of
rmax, the virial theorem predicts larger (lower) values of vmax com-
patible with the same observed 〈σ2los〉, Rh. For the range of rmax
shown in Fig. 5, the difference in the compatible values of vmax for
the Fornax dwarf between the Walker et al. (2009c) and the virial
theorem is less than a factor unity.
4.2 Breaking the degeneracy: halo parameters from
controlled cosmological simulations
We aim to constrain the location of a DM halo hosting an observed
dwarf galaxy along the {rmax,vmax} degeneracy curve which is de-
termined by the measured values of 〈σ2los〉 and Rh. We use controlled
simulations of the formation of Milky Way-like DM haloes to model
the population of subhaloes at z = 0. For each Milky Way dwarf
of Table 2 we infer the values of {rmax,vmax} consistent with the
observed kinematics and the population of simulated subhaloes of
4 More complete models have been discussed in the literature: Walker &
Peñarrubia (2011) distinguish two and Amorisco et al. (2013) three distinct
stellar populations in the Fornax dSph.
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Figure 5. {rmax,vmax} degeneracy curves for {α,β ,γ}= {1,5,γ} DM ha-
loes compatible with the measurements of
√
〈σ2los〉 = (9.2± 1.1)kms−1
and Rh = (0.71± 0.08)kpc of the Fornax dSph (for references see Table
2). Curves obtained directly from the virial theorem are compared to those
based on mass estimates using the Walker et al. (2009c) estimator, shown
separately for cuspy (γ = 1) and cored (γ = 0) DM profiles.
our controlled simulations discussed in section 3.2. This allows
us to put constraints on structural parameters like sizes and total
masses of the DM haloes which host the Milky Way dwarfs for
different assumptions about the population of DM subhaloes in
the Milky Way. In specific we will study separately the cases in
which the Milky Way DM halo population consists of DM subha-
loes which were either cuspy or cored at accretion. This approach
of breaking the {rmax,vmax} degeneracy is closely related to the
method introduced by Peñarrubia et al. (2008a), where a cosmo-
logical {rmax,vmax} relation for field haloes was used. Using a
relation for field haloes neglects the effects of tidal stripping on
the DM profiles as experienced by satellite galaxies like the Milky
Way dSphs, which we do take into account by using {rmax,vmax}
values of simulated tidally stripped haloes. Fig. 6 shows the values
of {rmax,vmax} of the surviving population of simulated haloes at
z= 0, separately for cuspy (left-hand panel) and cored (right-hand
panel) models. We only consider simulated haloes where both the
DM enclosed within rmax and the stars are approximately in virial
equilibrium, requiring |2K+W |/(2K−W )< 0.2 for the DM, and
|2Klos +Wlos|/(2Klos−Wlos)< 0.05 for the stars. When determin-
ing rmax and vmax of the N-body subhaloes, we consider bound
particles only. The difference between cuspy and cored models be-
comes more pronounced with decreasing vmax. Cored models are
more extended than their cuspy counterparts for vmax . 20km/s,
and the relation shows substantially more scatter in the cored case.
Also shown is the evolution of {rmax,vmax} along tidal tracks (see
Appendix A) as a function of the fraction of remnant mass Mmax en-
closed within rmax with respect to the value at infall. Whereas cuspy
systems evolve approximately along the initial {rmax,vmax} relation,
keeping the range of {rmax,vmax} values at a given total halo mass
rather narrow, cored systems evolve away from the initial relation,
causing the larger observed scatter. While cored substructures are
prone to disruption by tides, which explains the absence of systems
with mass losses as high as for some cuspy models (see colour
coding in Fig. 6), in this study, we do not match abundances of the
simulated systems but structural parameters only, either by fitting
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Figure 6. {rmax,vmax} values of DM subhaloes at z = 0 of our controlled
re-simulations of the Aquarius A2 merger tree. We model the accreted
subhaloes to have either cuspy (left panel) or a cored (right panel) density
profiles. The colour coding shows the mass Mmax enclosed within rmax at
z= 0 relative to the enclosed mass at infall. The solid curve and filled circles
show the evolution within the {rmax,vmax} plane along tidal evolutionary
tracks (see Appendix A), numbers denoting the fraction of remnant mass
Mmax enclosed within rmax.
the enclosed mass M(< λRh) using a µ =const mass estimators, or
by fitting the observed velocity dispersion 〈σ2los〉.
4.2.1 Fitting the enclosed mass M(< λRh)
When obtaining the {rmax,vmax} degeneracy curve by extrapolating
masses estimated through a µ =const mass estimator (see equa-
tion 14), it is a natural choice to break the degeneracy by selecting
the simulated halo which matches best the estimated enclosed mass
Mest(< λRh) computed from the observed values of 〈σ2los〉 and Rh.
For each simulated halo, we measure {rmax,vmax} and compute the
mass Msim(< λRh) assuming an {α,β ,γ} = {1,5,γ} profile with
structural parameters {rmax,vmax}. We then select the halo which
minimizes
χ2M(<λRh) =
(
Mest(< λRh)−Msim(< λRh)
)2
/ var , (17)
where by var we denote the propagated variances from the obser-
vational uncertainties on 〈σ2los〉 and Rh. The variance is estimated
through Monte-Carlo runs assuming Gaussian errors on 〈σ2los〉 and
Rh to account for the correlation between var(Mest(< λRh)) and
var(Msim(< λRh)) introduced by the uncertainty in Rh.
4.2.2 Fitting the velocity dispersion 〈σ2los〉
When obtaining the degeneracy curve directly from the viral the-
orem (equation 16), for each simulated halo with structural para-
meters {rmax,vmax}, we calculate the expected velocity dispersion
〈σ2los,sim〉 from the virial theorem, using the observed value of Rh,
〈σ2los,sim〉=−Wlos =
4piG
3
∫ ∞
0
rν?(r)M(< r)dr . (18)
In the above equation, ν?(r) is the density profile of a Plummer
sphere, {α?,β?,γ?} = {2,5,0}, with projected half-light radius
Rh, and M(< r) is the cumulative mass profile for an {α,β ,γ} =
{1,5,γ} DM halo with structural parameters {rmax,vmax}. We then
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Figure 7. Histograms of estimated over true total halo mass Mtot/Mtrue for
four different catalogues of N-body subhaloes obtained from re-simulations
of the Aquarius A2 merger tree: cuspy (cored) models are shown in the
left (right) column, and the embedded stellar populations have an initial
segregation of Rh,0/rmax,0 = 1/10 (1/20) in the top row (bottom row). For
each catalogue of N-body subhaloes, four different methods are used to
estimate the total halo mass: direct fits of 〈σ2los〉 (see equation 18), as well as
masses extrapolated from three µ =const estimators, including the minimum
variance estimator introduced in section 3.
confront this expected velocity dispersion 〈σ2los,sim〉 to the observed
velocity dispersion 〈σ2los〉 by computing
χ2〈σ 2los〉 =
(
〈σ2los〉−〈σ2los,sim〉
)2
/ var . (19)
The variance term in the denominator is again obtained by Monte-
Carlo sampling, assuming Gaussian errors on the observables Rh
and 〈σ2los〉 .
4.3 Test of self-consistency using N-body models
Before applying the mass estimator to kinematic data of Milky
Way dwarf galaxies in section 5.3, as a consistency check we re-
cover the masses of the catalogue of N-body subhaloes described
in section 3.2, i.e. we embed stellar populations in the same DM
subhaloes which we use to break the {rmax,vmax} degeneracy. In
Fig. 7 we compare the masses estimated through direct 〈σ2los〉
fits to masses extrapolated from µ =const estimators, assuming
DM profiles with α = 1 and β = 5 (see equation 5). The log-
arithms of the masses obtained from the virial estimator (black
lines) are distributed approximately symmetrically around the true
mass with 〈log10Mtot/Mtrue〉 = 0.0± 0.2 for cuspy systems, and
0.0±0.2 (0.1±0.5) for cored systems with an initial segregation of
Rh,0/rmax,0 = 1/10 (1/20).
On average, masses extrapolated from the three µ =const es-
timators are overestimated, i.e. 〈log10Mtot/Mtrue〉 > 0 for all four
subhalo catalogues. For masses extrapolated for cuspy systems
from the minimum variance µ =const estimator introduced in sec-
tion 3 we find 〈log10Mtot/Mtrue〉 ∼ 0.0± 0.3, and . 0.2± 0.5 for
cored systems, i.e. bias and spread of the distribution are larger
than for the masses obtained directly from the virial theorem. The
bias 〈log10Mtot/Mtrue〉 is larger for the other two µ =const estim-
ators. For systems with an initial segregation of 1/20, both the
Walker et al. (2009c) and the Wolf et al. (2010) estimator give
〈log10Mtot/Mtrue〉 = 0.2± 0.3 (0.2± 0.6) for cuspy (cored) sys-
tems. Overall, we find larger biases and spreads in the distribution
of recovered masses for cored systems than for cuspy ones. Cored
systems do lose mass to tides more easily than cuspy systems, and
their mass profiles show more extra-tidal features, i.e. our assump-
tion of {α,β ,γ}= {1,5,0} profiles does not match cored systems
well which have lost large fractions of their initial mass.
5 DISCUSSION: THE HALOMASSES OF MILKYWAY
DWARF SPHEROIDAL GALAXIES
We apply the minimum variance mass estimator to observational
data of Milky Way dwarf galaxies compiled by McConnachie (2012)
(supplemented with more recent measurements as detailed in Table
2) to infer the structural properties of DM haloes compatible with
the observed values of 〈σ2los〉 and Rh. The velocity dispersions meas-
ured for Milky Way dSphs are often limited to one measurement per
galaxy, e.g. the central velocity dispersion, or the velocity dispersion
averaged within a certain radius, not necessarily up to infinity. Lim-
ited by the data available, for the following mass estimates we use
the observed σlos,obs as listed in McConnachie (2012) and assume
σ2los,obs = 〈σ2los〉 in the notation of equation 2.
5.1 The tight correlation of enclosed mass and luminosity
In this section we show that enclosed mass M(< 1.8Rh) and lumin-
osity L? of Milky Way dSph galaxies are tightly correlated, and that
the effect of the tidal field of the Milky Way is small for the evol-
ution of this correlation since accretion of the dwarfs. To estimate
the enclosed mass within λ¯ = 1.8 half-light radii Rh, we use the
minimum-variance µ =const estimator (equation 12). Fig. 8 shows
the tight correlation between L? and M(< 1.8Rh), and numerical
values are listed in Table 2. The faintest dwarfs of the sample with
L? ∼ 103 L have enclosed masses of ∼ 106 M, whereas the For-
nax and Sagittarius5 dwarf galaxies with L? ∼ 107 L have enclosed
masses of the order ∼ 108 M. The mean mass-to-light ratios ϒ?
averaged within the respective half-light radii therefore decrease
with luminosity and span a range of 1. log10ϒ? . 3. This correl-
ation has already been noted by Amorisco & Evans (2011, fig. 9),
using the mass M(< 1.7Rh) enclosed within 1.7 half-light radii,
and McConnachie (2012), applying the Walker et al. (2009c) mass
estimator and plotting masses enclosed within the half-light radius
M(< Rh) as a function of absolute V -band magnitude. Note that the
luminosity L? is not used in the inference of M(< 1.8Rh), distin-
guishing this correlation from the relation between enclosed mass
M(< Rh) and half-light radius Rh discussed in Walker et al. (2009c).
The correlation between L? and M(< 1.8Rh) can be fit by a power
law of the form L?/L = 10a × [M(< 1.8Rh)/M]b. Assuming
symmetric uncertainties on log10M(< 1.8Rh) and log10L?, we find
5 The Sagittarius dwarf galaxy is close to pericentre and perturbed by tidal
forces of the Milky Way halo and disc (see e.g. Peñarrubia et al. 2009;
Łokas et al. 2010). Our mass estimates are derived under the assumption of
virial equilibrium of the stellar tracer component, a requirement which is not
guaranteed to hold for Sagittarius.
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Table 2. Structural parameters for the brightest Milky Way dSphs. V -band luminosity L?, half-light radius Rh and line-of-sight velocity dispersion σlos are taken from McConnachie (2012) unless indicated differently.
References to the number of member stars N used for the computation of σlos are given in the table. The mass M1.8 ≡M(< 1.8Rh) enclosed within 1.8 half-light radii Rh is estimated using the minimum-variance
estimator of equation 12, which is then used to obtain the mean density ρ1.8 ≡ 〈ρ(< 1.8Rh)〉. Uncertainties on M1.8 and ρ1.8 are obtained by Monte Carlo sampling symmetric Gaussian errors on σlos and Rh. Structural
parameters of the DM haloes, i.e. rmax, vmax and total halo mass Mtot, are obtained by fitting the observed velocity dispersion σlos to the N-body subhaloes of our re-simulations of the Aquarius A2 merger tree, as
discussed in section 4. These quantities are listed separately for fits to N-body subhaloes with cuspy (γ = 1) and cored (γ = 0) DM profiles. Total halo masses of N-body subhaloes are extrapolated from the mass Mmax
enclosed within rmax under the assumption of {α,β ,γ}= {1,5,γ}-profiles. Uncertainties on rmax, vmax and Mtot indicate the range of values of those N-body subhaloes which satisfy χ2 ≤ χ2min +1.
CUSP CORE
log10
L?
L
Rh
kpc
σlos
kms−1
N log10
M1.8
M
log10
ρ1.8
Mkpc−3
vmax
kms−1
rmax
kpc
log10
Mtot
M
χ2min
vmax
kms−1
rmax
kpc
log10
Mtot
M
χ2min
Sagittarius dSph 7.34+−0.180.18 2.62±0.20 11.40±0.70 114 1 8.7+−0.10.1 6.1+−0.10.1 21.8+−1.41.3 2.0+−1.10.4 8.8+−0.20.1 0.0 21.5+−0.70.8 2.9+−0.10.4 8.9+−0.00.1 0.0
Fornax 7.31+−0.190.20 0.71±0.08 11.70±0.90 2633 2 8.2+−0.10.1 7.2+−0.10.1 23.4+−5.52.0 2.3+−2.20.7 8.9+−0.50.2 0.0 31.7+−26.64.0 4.6+−8.80.6 9.4+−1.00.2 0.0
Leo I 6.74+−0.170.18 0.25±0.03 9.20±0.40 3 328 3 7.5+−0.10.1 7.9+−0.10.1 27.9+−4.26.4 3.7+−1.31.8 9.3+−0.30.5 0.0 65.0+−2.40.0 10.7+−0.60.0 10.4+−0.10.0 2.8
Sculptor 6.36+−0.250.26 0.28±0.04 9.20±1.10 2 1541 2 7.5+−0.10.1 7.8+−0.20.2 27.2+−4.99.4 3.9+−1.12.5 9.3+−0.20.8 0.0 65.0+−8.624.8 10.7+−3.74.6 10.4+−0.20.7 0.1
Leo II 5.87+−0.170.18 0.18±0.04 6.60±0.70 171 4 7.0+−0.10.2 7.9+−0.20.2 16.9+−9.93.5 1.6+−2.40.7 8.5+−0.80.4 0.0 65.0+−8.646.8 10.7+−3.79.1 10.4+−0.21.9 0.1
Sextans (I) 5.64+−0.240.24 0.69±0.04 7.90±1.30 947 2 7.8+−0.10.2 6.9+−0.10.2 15.5+−3.03.4 2.0+−0.51.1 8.5+−0.30.5 0.0 17.2+−3.84.5 2.4+−0.51.1 8.6+−0.30.5 0.0
Carina 5.58+−0.250.26 0.25±0.04 6.60±1.20 1982 2 7.2+−0.20.2 7.6+−0.20.2 16.4+−5.56.5 2.1+−1.11.6 8.6+−0.41.0 0.0 29.0+−44.616.0 4.2+−10.23.0 9.3+−1.31.2 0.0
Ursa Minor 5.46+−0.240.24 0.18±0.03 8.10±1.10 5 235 5 7.2+−0.10.1 8.1+−0.20.2 23.4+−16.35.7 2.3+−4.50.9 8.9+−0.90.5 0.0 65.0+−6.124.8 10.7+−2.54.6 10.4+−0.20.7 1.6
Draco 5.46+−0.140.15 0.22±0.02 9.10±1.20 413 6 7.4+−0.10.1 8.0+−0.10.1 32.1+−7.711.9 4.9+−1.93.3 9.5+−0.30.8 0.0 65.0+−6.116.7 10.7+−2.53.1 10.4+−0.20.4 1.6
Canes Venatici (I) 5.37+−0.120.12 0.56±0.04 7.60±0.40 214 7 7.7+−0.10.1 7.0+−0.10.1 15.3+−1.11.9 1.9+−0.30.9 8.5+−0.10.4 0.0 17.1+−1.42.1 2.2+−0.50.6 8.6+−0.10.2 0.0
Crater 2 5.21+−0.040.04
8 1.07±0.08 8 2.70±0.30 9 390 9 7.1+−0.10.1 5.6+−0.10.1 5.9+−0.60.7 0.4+−0.00.1 7.0+−0.10.2 0.0 5.2+−1.40.6 0.9+−3.10.1 7.2+−0.80.1 0.0
Leo T 5.14+−0.240.24 0.12±0.01 7.50±1.60 19 7 7.0+−0.20.2 8.4+−0.20.2 37.5+−16.622.4 6.2+−3.55.1 9.8+−0.51.5 0.0 18.2+−55.45.3 1.6+−12.80.4 8.5+−2.20.4 1.9
Hercules 4.58+−0.190.21 0.33±0.06 3.72±0.91 10 28 10 6.8+−0.20.3 6.9+−0.30.3 6.9+−2.01.8 0.4+−0.50.2 7.1+−0.60.6 0.0 8.1+−8.52.7 1.2+−3.00.4 7.6+−1.20.5 0.0
Bootes (I) 4.46+−0.110.11 0.24±0.02 2.40±0.70 50 11 6.3+−0.20.3 6.8+−0.20.3 4.4+−1.31.1 0.2+−0.20.1 6.4+−0.50.4 0.0 5.7+−2.82.3 1.1+−2.90.4 7.3+−0.80.6 0.0
Leo IV 4.27+−0.190.20 0.21±0.04 3.30±1.70 18 7 6.5+−0.40.6 7.2+−0.40.6 6.4+−4.65.0 0.5+−0.80.4 7.2+−0.91.7 0.0 10.2+−8.27.6 1.8+−2.41.1 8.0+−0.81.6 0.0
Ursa Major (I) 4.15+−0.160.16 0.32±0.05 7.60±1.00 39 7 7.4+−0.10.1 7.5+−0.20.2 16.4+−7.13.2 1.5+−2.00.6 8.5+−0.70.4 0.0 24.7+−48.98.0 3.1+−11.31.5 9.0+−1.60.6 0.0
Leo V 4.04+−0.210.21 0.13±0.03 3.70±1.85 7 12 6.4+−0.40.6 7.7+−0.40.6 8.1+−8.46.8 0.7+−1.50.6 7.5+−1.12.0 0.0 14.0+−59.611.4 1.7+−12.71.0 8.3+−2.41.8 0.0
Canes Venatici II 3.90+−0.220.22 0.07±0.01 4.60±1.00 25 7 6.4+−0.20.2 8.4+−0.20.3 18.2+−10.810.7 2.2+−2.21.9 8.7+−0.71.6 0.0 18.2+−52.95.3 1.6+−11.60.4 8.5+−2.10.4 0.8
Ursa Major II 3.62+−0.310.34 0.15±0.02 6.70±1.40 20 7 7.0+−0.20.2 8.1+−0.20.2 23.7+−8.412.4 3.3+−1.72.6 9.1+−0.41.3 0.0 65.0+−8.648.4 10.7+−3.79.1 10.4+−0.22.0 0.6
Coma Berenices 3.58+−0.270.29 0.08±0.01 4.60±0.80 59 7 6.4+−0.20.2 8.3+−0.20.2 17.2+−9.68.5 2.0+−2.01.6 8.6+−0.71.3 0.0 18.2+−49.20.0 1.6+−9.70.0 8.5+−2.00.0 1.1
Bootes II 3.02+−0.380.38 0.05±0.02 10.50±7.40 5 13 6.9+−0.50.7 9.5+−0.60.7 63.0+−7.161.7 8.9+−5.38.8 10.4+−0.34.9 0.1 18.2+−55.415.7 1.6+−12.80.9 8.5+−2.22.0 0.3
Willman 1 3.02+−0.420.48 0.03±0.01 4.30±1.80 15 14 5.8+−0.30.5 9.2+−0.40.5 58.8+−11.354.8 11.3+−3.011.1 10.4+−0.34.2 0.0 18.2+−55.415.7 1.6+−12.80.9 8.5+−2.22.0 0.9
Segue II 2.94+−0.160.16 0.03±0.00 3.40±1.85 5 15 5.8+−0.40.6 8.8+−0.40.6 22.0+−36.920.6 3.1+−8.23.0 9.0+−1.43.6 0.0 18.2+−55.415.7 1.6+−12.80.9 8.5+−2.22.0 0.3
Segue (I) 2.54+−0.390.41 0.03±0.01 3.90±0.80 24 16 5.8+−0.20.2 9.0+−0.30.3 37.5+−21.328.8 6.2+−5.05.9 9.8+−0.62.5 0.0 18.2+−49.27.7 1.6+−9.70.5 8.5+−2.00.7 3.3
1 Ibata et al. (1997) 2 Walker et al. (2009a) 3 Mateo et al. (2008) 4 Koch et al. (2007) 5 Spencer et al. (in prep.) 6 Walker et al. (2007b) 7 Simon & Geha (2007) 8 Torrealba et al. (2016)
9 Caldwell et al. (2017) 10 Adén et al. (2009) 11 Koposov et al. (2011) 12 Walker et al. (2009b) 13 Koch et al. (2009) 14 Martin et al. (2007) 15 Belokurov et al. (2009) 16 Geha et al. (2009)
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Figure 8. Luminosity L? as a function of the mass M(< 1.8Rh) enclosed
within 1.8 half-light radii for Milky Way dwarf galaxies. Masses are es-
timated using the minimum-variance estimator (equation 12). The colour-
coding shows metallicity Fe/H. Uncertainties are estimated by Monte Carlo
sampling of symmetric Gaussian errors on 〈σ2los〉 and Rh. The blue (red) solid
curve shows the evolution along tidal tracks (see Appendix A) for a stellar
population with Rh,0/rmax,0 = 1/10 embedded in a cored (cuspy) DM profile.
The dashed (dotted) grey lines are power-law fits excluding (including) the
Sagittarius dSph, see text. Numerical values are listed in table 2.
a=−9.6±2.3, b= 2.1±0.3 when excluding the Sagittarius dSph
from the fit, and a=−8.1±1.7, b= 1.8±0.2 when including it.
The colour-coding of Fig. 8 shows the metallicity Fe/H of the dwarfs,
which also increases with M(< 1.8Rh).
Our results suggest that the correlation of M(< 1.8Rh) and L?
is mainly driven by internal processes, i.e. star formation and feed-
back, and that tides through by Milky Way halo do have little effect
on the relation. Solid lines in Fig. 8 show the evolution of luminosity
and enclosed mass along tidal evolutionary tracks (see Appendix A),
i.e. as a function of the remnant mass fraction Mmax/Mmax,0, separ-
ately for the assumption of stellar populations embedded in cuspy
and cored DM haloes. The initial segregation of the stellar popula-
tions is chosen to be Rh,0/rmax,0 = 1/10. Dwarf galaxies evolving
along these tidal tracks can lose up to two orders of magnitude of
their mass Mmax enclosed within rmax, or equivalently of their total
mass under the assumption that the profile shape doesn’t change,
but experience a decrease in M(< 1.8Rh) by only one order of mag-
nitude. This is related to rmax decreasing during tidal stripping (see
top panel of Fig. A1), which causes the mass enclosed within the
central regions of the halo to decrease less rapidly than the total
mass. As a consequence, the relation of luminosity and enclosed
mass of Fig. 8 is not expected to broaden significantly during the
tidal evolution of the dwarfs after accretion, and this holds both un-
der the assumption of cuspy and cored DM halo profiles. However,
internal processes like star formation will likely have an effect on
the relation also after accretion, with star formation shown to be
ongoing in some dSphs also after accretion - see e.g. de Boer et al.
(2012), discussing that the latest star formation in the Fornax dwarf
happened as recently as 250 Myrs ago.
5.2 Confronting measured densities and simulated haloes
When comparing the mean densities of ultrafaint Milky Way dwarfs
to those of cored DM haloes taken from our re-simulations of the
Aquarius A2 merger tree, we find that none of the simulated cored
haloes are dense enough to host an ultrafaint Milky Way dwarf. We
compute the mean density, averaged within a spherical volume of
radius 1.8Rh, using the minimum variance mass estimator (equation
12):
〈ρ(< 1.8Rh)〉=M(< 1.8Rh)(4pi/3)−1(1.8Rh)−3. (20)
Fig. 9 shows the mean densities ρ(< 1.8Rh)〉 as a function of half-
light radius Rh, as well as the mean density profiles of the cuspy
(γ = 1) and cored (γ = 0) DM haloes of the controlled cosmolo-
gical simulations of the formation of Milky Way-like haloes de-
scribed in section 3.2. These profiles are obtained by determining
{rmax,vmax} for each simulated DM halo at z = 0, and assuming
an {α,β ,γ} = {1,5,γ} profile with those values of {rmax,vmax}.
Whereas for the re-simulation using cuspy subhaloes there are subha-
loes with densities as high as the measured densities ρ(< 1.8Rh)〉 of
Milky Way dwarfs, in the case of cored simulations, none of the sim-
ulated haloes is dense enough to be compatible with the ultrafaint
galaxies in the sample (see right-hand panel of Fig. 9). Also shown
in Fig. 9 is the evolution along tidal tracks (see Appendix A) for a
stellar population with an initial segregation of Rh,0/rmax,0 = 1/10,
assuming L? ∝M?. With half-light radii staying near constant, the
evolution of the mean density for cuspy systems reflects the previ-
ously discussed behaviour that a system being stripped two orders of
magnitude of its total mass only loses one order of magnitude of its
enclosed mass M(< 1.8Rh), and therefore also 〈ρ(< 1.8Rh)〉 drops
by only one order of magnitude. The situation is notably different
for dSphs embedded in cored DM haloes, which have half-light radii
that expand during tidal stripping (see bottom panel of Fig. A1).
For cored systems, losing two orders of magnitude of their total
mass results in the average central density 〈ρ(< 1.8Rh)〉 to drop by
two orders of magnitude as well. As a consequence, if the ultrafaint
galaxies of the sample did lose mass through tides previously, they
must have been even denser in the past, rendering them even more
incompatible with the cored DM haloes of our simulations6. This
tension is a consequence of our choice of core size of the simulated
haloes. The cored subhaloes injected in the evolving host potential
are modelled as Dehnen (1993) density profiles with γ = 0, i.e. dens-
ity profiles where the core size is equal to the scale radius, chosen
to highlight the different tidal evolution of cored substructures com-
pared to cuspy ones. Our findings therefore suggest that the ultra
faint dwarfs require core sizes that are much smaller than the dark
matter scale radius.
6 It is interesting to note that increasing the mass of the host halo will
not ease the difference between the measured densities and those of cored
simulated haloes: whereas for cuspy density profiles, those systems with the
highest total mass also have the largest densities, this does not hold for cored
haloes. For the case of tidally evolved, cored {α,β ,γ}= {1,5,0} profiles,
from equation 13 we find for the central density ρ(0) = ρs ∝Mtot/a3. An
empirical power-law fit to the relation between Mtot and the scale radius a,
derived from the Aquarius A2 merger tree for systems with mass ≥ 108 M,
gives a ∝ M0.4tot . Consequently for these mass scales, the central density
decreases with increasing mass. This result holds for the mass-size (or
equivalently {rmax,vmax}) relation of the Aquarius merger tree. In principle
DM models which result in cored haloes may have different clustering
properties and {rmax,vmax} relations. Choosing a different mass-size relation
for cored haloes at infall will effect the densities of the simulated haloes.
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Figure 9. Mean densities ρ(< 1.8Rh) within 1.8 half-light radii Rh of Milky Way dSphs, estimated using the minimum-variance mass estimator (equation 12).
Grey curves show the mean density profiles of cuspy (γ = 1, left-hand panel) and cored (γ = 0, right-hand panel) haloes of the controlled cosmological
simulations introduced in section 3.2. These curves assume {α,β ,γ} = {1,5,γ} profiles with {rmax,vmax} as fitted to the simulated haloes. Note that the
ultrafaint Milky Way dwarfs are too dense to be compatible with any of the simulated cored DM haloes.
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Figure 10. {rmax,vmax} degeneracy curves of the DM haloes of Milky Way dSphs obtained by assuming cuspy (left-hand panel, γ = 1) and cored (right-hand
panel, γ = 0) DM density profiles for tidally stripped systems (α = 1, β = 5 in equation 5). {rmax,vmax} values of subhaloes of our controlled cosmological
simulations are shown by grey filled circles. Crosses indicate the minimum-χ2 estimates (see equation 19). Note that the {rmax,vmax} curves of the ultrafaint
Milky Way dwarfs result incompatible with any of the simulated cored DM haloes.
5.3 (Total) halo mass - stellar mass relation
Extrapolating total halo masses from measured enclosed masses is
an uncertain endeavour: whereas enclosed masses within multiples
of the half-light radius are well constrained by measurements of
〈σ2los〉 and Rh, constraints on the total halo mass are very weak (λ 
1 in Fig. 3). Total halo masses are therefore commonly extrapolated
from enclosed masses under the assumption of median cosmological
mass - concentration relations obtained for cuspy Navarro et al.
(1997) profiles (see e.g. the discussion in Strigari et al. (2008),
making use of the Bullock et al. (2001) relation between virial mass
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Mvir and vmax derived using cosmological N-body simulations).
Tidally stripped systems do have density profiles with steep outer
slopes (β ≈ 5, see Peñarrubia et al. 2009, 2010) and convergent
total masses, in contrast to the Navarro et al. (1997) profile of field
haloes with outer slope β = 3 and a divergent total mass. Adding
to this, following the tidal evolution of low-mass subhaloes is a
challenging task for traditional cosmological simulation with fixed
N-body particle mass, and recent studies call for caution regarding
numerical convergence of these simulations (van den Bosch et al.
2018).
We infer the total halo mass of Milky Way dwarf galaxies by fit-
ting the observed line-of-sight velocity dispersion 〈σ2los〉 to N-body
DM subhaloes extracted from a re-simulation of the Aquarius A2
merger tree, as described in section 4. Fig. 10 shows {rmax,vmax}
degeneracy curves constrained by the measurements of velocity dis-
persion 〈σ2los〉 and half-light radius Rh for Milky Way dSph galaxies
assuming cuspy (γ = 1) or cored (γ = 0) DM density profiles for tid-
ally stripped systems (α = 1, β = 5 in equation 5). The {rmax,vmax}
values of N-body subhaloes at z= 0 of our controlled simulations
are depicted by grey filled circles, and the haloes corresponding to
the minimum-χ2 estimates (see equation 19) are indicated using
crosses. Table 2 lists the inferred masses and structural parameters
for the minimum-χ2 estimate. For the case of cored DM profiles,
the dwarfs Leo I and Segue (I) have χ2min > 2 and therefore result
incompatible with all simulated subhaloes. Note that for cored sys-
tems, the {rmax,vmax} degeneracy curves corresponding to ultrafaint
galaxies do not intersect with any of the simulated cored DM haloes.
Nevertheless the large observational uncertainties of the kinematics
of these ultrafaint systems, for the case of cored DM profiles, we
have χ2min & 0.3 for all dwarfs with L? < 104 L.
Based on the inferred total halo masses Mtot, we study the
stellar- to halo mass relation of Milky Way satellite galaxies at
z = 0. Using the rough approximation that on average M?/M ≈
1.5L?/L (e.g. Martin et al. 2008), Fig. 11 shows the stellar- and
total halo masses of MW dwarfs. While this approximation for
M?/M is uncertain by a factor of the order of unity, the general
trends discussed below regarding Fig. 11, spanning over several
orders of magnitude in luminosity and mass, will not be effected
by choosing a different mean stellar mass- luminosity ratio. Halo
masses inferred under the assumption of cuspy and cored subhaloes
are shown in the top and bottom panels, respectively. Errorbars
show the minimum and maximum masses of simulated subhaloes
which satisfy χ2 < χ2min + 1. The stellar- to halo mass relations
by Moster et al. (2010), Behroozi et al. (2013) and Sawala et al.
(2016) are plotted using dashed grey lines, showing M200 as a proxy
to the total halo mass (which for NFW, i.e. non-tidally stripped
profiles with β = 3, is diverging). For systems with log10L?/L & 5,
our findings are compatible with all three stellar- to halo mass
relations shown. For the case of the Sagittarius and the Fornax
dSphs, our inferred masses are smaller by one order of magnitude
than the halo mass predictions for field haloes given the observed
luminosities. In general, for the case of cuspy subhaloes, all classical
Milky Way dSphs have inferred masses at the low-mass end of the
abundance matching relations shown. This discrepancy is consistent
with our understanding of the tidal evolution of dSph galaxies: when
being accreted on to a larger galaxy, dSph galaxies initially lose
predominantly DM and not stars, which are embedded deeply inside
the galaxies’ potential and are therefore less prone to stripping
(Peñarrubia et al. 2008b). The tidal evolutionary tracks shown in
Fig. 11 and discussed in Appendix A show that dSphs with both
cuspy and cored DM profiles can be stripped one order of magnitude
of their dynamical mass due to tides while losing less than ten per
cent of their stellar mass. Note also that the correlation between
luminosity and enclosed mass M(< 1.8Rh) (see Fig. 8) is notably
tighter than the correlation found between stellar mass and total
halo mass. This could be a consequence of the tidal evolution of the
dwarfs: if at infall stellar mass and total halo mass were more tightly
correlated, tides may have stripped significant fractions of DM but
not of stars, as consistent with the tidal tracks for highly segregated
stellar populations.
5.4 Puzzling halo masses for ultrafaint dwarfs
For systems with log10L?/L . 5, we find an anticorrelation
between stellar mass and halo mass, associating the faintest galaxies
to the most massive haloes. For cored systems, Milky Way dwarf
galaxies with luminosities spanning between 2. log10L?/L . 4
are associated to the DM haloes of mass of ∼ 109M, with an
uncertainty of two orders of magnitude and χ2min & 0.3. The corres-
ponding {rmax,vmax} degeneracy curves of Fig. 10 do not intersect
with any {rmax,vmax} value measured from the cored simulations.
Note that dwarf galaxies evolving along the tidal tracks shown in
Fig. 11 primarily lose DM and not stellar mass, and move away from
the stellar mass- halo mass relation found for ultrafaints, i.e. tidal
evolution cannot be at the origin of the observed anticorrelation.
There are however observational challenges which might be
related to this counter-intuitive anticorrelation:
• Inflated masses might result from inflated velocity disper-
sion measurements: a striking example being the Hercules dSph,
where Adén et al. (2009) found a reduction by roughly half from
7.33±1.08kms−1 to 3.72±0.91kms−1 after removing foreground
contaminants. In comparison, Simon & Geha (2007) computed a
dispersion of 5.1±0.9kms−1.
• Similarly, peculiar velocities due to binary motion add to the
observed velocity dispersion (see e.g. McConnachie & Côté 2010).
• Low-number statistics for systems with few stellar tracers add
to the uncertainty on the estimated dispersion. Table 2 lists the num-
ber N of stars with measured velocities used to infer the dispersion
σlos. Most dwarfs with luminosity L? . 105 L have fewer than 50
member stars with measured velocities, the only exceptions being
Bootes (I) with ∼ 50 member stars and Coma Berenices with 59
stars. The ultrafaint dwarfs in the sample with L? . 103 L have
less than 25 member stars with measured velocities, Bootes II and
Segue II having only five member stars each. Following Laporte
et al. (2018, table 1), for seven stars and a ratio between measured
dispersion and measurement error of σ/εv = 2.0, the uncertainty on
the inferred velocity dispersion due to sample size is ∼ 50 per cent,
whereas for 51 member stats, the uncertainty is ∼ 25 per cent.
Furthermore, there are several systematic aspects of our method
which call for caution.
• All our analysis is based on the virial theorem and thereby
assumes dynamical equilibrium of the underlying stellar tracer
component. Some dSphs do show extra-tidal (i.e. possibly non-
equilibrium) features, and the applicability of the virial theorem is
then limited to the virialized core of the systems.
• We infer total halo masses of Milky Way dwarfs by selecting
subhaloes extracted from simulations of Milky Way-like DM haloes
compatible with the observed kinematics. For this purpose, we re-
simulated a single merger tree of the Aquarius simulation. Cosmic
variance will allow for a wider range of accretion scenarios, and
possibly for a wider range of {rmax,vmax} values at z= 0. This may
increase the number of haloes compatible with the observed kin-
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Figure 11. Stellar- and total halo masses inferred for Milky Way dwarf
galaxies (McConnachie 2012) by fitting the observed velocity dispersion
〈σ2los〉 to the catalogue of subhaloes of our re-simulations of the Aquarius
A2 merger tree. Abundance matching relations (Moster et al. 2010; Behroozi
et al. 2013; Sawala et al. 2015) are shown as grey dashed lines. The back
solid lines show the median evolution of M? following the tidal tracks of
Appendix A as a function of the fraction of remnant mass Mmax enclosed
within rmax.
ematics. Moreover, we use the same {rmax,vmax} relation at infall
for both cuspy and cored models, whereas in principle DM models
that result in cored haloes may have different clustering properties
and {rmax,vmax} relations compared to their cuspy counterparts.
• The Aquarius A2 main halo has a virial mass of 1.84×
1012 M, which is larger by a factor∼ 2 than estimates of the (total)
Milky Way mass derived by use of the timing argument (Peñarrubia
et al. 2016). Therefore also the simulated subhaloes, which we use
to break the {rmax,vmax} degeneracy of Milky Way dSphs, might
have on average higher masses than Milky Way subhaloes.
• We infer masses separately under the assumption of cuspy and
cored DM profiles, using a single choice of core size. Different core
sizes are motivated by various physical models for core formation.
Our choice to model the subhaloes at infall as Dehnen (1993) profiles
with γ = 0 and γ = 1 are extreme cases, but as shown in Fig. 11, the
impact of the assumed core size on the inferred total halo masses is
relatively small.
In this contribution, we made use of measured velocity disper-
sions and half-light radii of Milky Way dSphs to infer {rmax,vmax}
degeneracy curves, and used structural parameters {rmax,vmax} of
simulated DM subhaloes to break this degeneracy. This approach
neglects orbital constraints available for Milky Way dSphs, and
associates simulated DM haloes to Milky Way dSphs independently
of their orbit or accretion history. In a follow-up contribution we
will explore statistical methods to incorporate information on the
distance measurements, radial velocities and proper motions into our
fits in order to constrain the accretion history of Milky Way dSphs.
Instead of associating Milky Way dSphs to simulated DM subhaloes
of a single merger tree, we will use a probabilistic approach to model
the distribution of structural and orbital properties of DM subhaloes
in Milky Way-like haloes, as introduced in Peñarrubia (2018).
5.5 Comparison with other studies
The masses enclosed within the luminous radii of dwarf galaxies
have been extensively discussed in the literature, and the enclosed
masses M(< 1.8Rh) estimated using the minimum variance estim-
ator (equation 12) listed in Table 2 differ at most by factors of order
of unity from the mass estimates in Walker et al. (2009c), Wolf
et al. (2010), Amorisco & Evans (2011), McConnachie (2012) when
extrapolated to the same radius. The differences are due to i) differ-
ently motivated choices of the factors µ,λ (see equation 4) and ii)
updated velocity dispersion measurements.
Following Mateo et al. (1993), Strigari et al. (2008) and Wolf
et al. (2010) discuss a single mass scale of ∼ 109 M for the total
masses of all Milky Way dwarf galaxies, making use of cosmological
mass-size relations for cuspy haloes to extrapolate the total mass
from masses enclosed within 300 pc and the deprojected half-light
radius, respectively. This mass scale is in agreement with the total
masses we derive for most Milky Way dSphs, however on the low-
mass end, we derive total masses of∼ 107 M for Crater 2, Hercules
and Leo IV and ∼ 106 M for Bootes (I). In the following we
compare our mass estimates (as listed in Table 2) for four selected
Milky Way dwarf galaxies against other studies.
5.5.1 Fornax (L? ≈ 2×107 L)
We infer an enclosed mass of Mest(< 1.8Rh) = (1.4+0.3−0.3)×108 M
for Fornax and, assuming a cuspy {α,β ,γ} = {1,5,1} DM pro-
file for tidally stripped systems, a total halo mass of Mtot =
(8.7+16.9−3.0 )× 108 M. For a cored {1,5,1} DM profile, we find
Mtot = (2.6+23.1−0.9 )×109 M. For models where mass follows light,
Łokas (2009) obtain through Jeans modelling a total mass of
(1.6± 0.1)× 108 M, lower than our total mass estimate by an
order of magnitude, and more similar to our estimated enclosed
mass. The best-fitting model of Diakogiannis et al. (2017) is
as well a model where mass follows light, with total mass and
uncertainty equal to the value of Łokas (2009). From a distri-
bution function based approach Pascale et al. (2018) find total
masses of (2.1± 0.1)× 108 M for models where mass follows
light, (5.8+1.9−1.1)× 109 M for a cuspy DM profile and (9.5+12−2 )×
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109 M for their best-fitting cored model. All DM halo mod-
els considered have convergent total masses, but outer slopes of
β = −dlnρ/dlnr ≈ 3. Consequently these systems have slowly
converging total masses7. We assume an outer slope of β = 5 for
tidally stripped systems, with much more rapidly converging total
mass. The enclosed mass M(< 1.7Rh) = (1.4±0.1)×108 M in-
ferred by Pascale et al. (2018) is in good agreement with our estim-
ate from the virial theorem using µ(λ = 1.7) = 3.46 (see Fig. 3):
Mest(< 1.7Rh) = (1.3±0.3)×108 M.
5.5.2 Sculptor (L? ≈ 2×106 L)
The enclosed mass we infer for Sculptor, M(< 1.8Rh = (3.5+1.1−0.9)×
107 M, is again close to the total mass quoted by Łokas (2009) for
models where mass follows light, (3.1± 0.2)× 107 M . Strigari
et al. (2017) use a distribution function based approach to conclude
that observed stellar velocities in the Sculptor dwarf are consistent
with an NFW DM halo with a maximum circular velocity of 20 <
vmax/kms−1 < 35. This is similar to the range of maximum circular
velocities we find under the assumption of cuspy {1,5,1} profiles,
18 . vmax/kms−1 . 32. This corresponds to a total halo mass of
Mtot = (2.0+1.6−1.7)× 109 M. For cored {1,5,0} profiles, we find
40. vmax/kms−1 . 74, and Mtot = (2.6+1.9−2.1)×1010 M.
5.5.3 Carina (L? ≈ 4×105 L)
For the Carina dwarf, we obtain an enclosed mass of Mest(<
1.8Rh) = (1.6+0.7−0.6)× 107 M, similar to the total mass inferred
by Łokas (2009) (2.3± 0.2)× 107 M under the assumption that
mass follows light. Non-equilibrium N-body models of the Carina
dwarf have been studied by Ural et al. (2015). They model the
DM distribution of Carina separately under the assumption of
cuspy (γ = 1) and cored (γ = 0) Dehnen (1993) profiles, i.e.
{α,β ,γ} = {1,4,γ}. For the cuspy model, they find a total halo
mass at z= 0 of 4.0+4.1−2.4×108 M. This result is consistent with the
total mass we find under the assumption of virial equilibrium and a
{α,β ,γ}= {1,5,1} DM profile, namely 3.8+6.4−3.5×108 M. For the
cored model, Ural et al. (2015) find a total mass of 3.5+3.9−2.3×108 M.
Our cored model for the Carina dSph is particularly poorly con-
strained (see right-hand panel of Fig. 10), and a large range of
simulated haloes with masses spanning 1.2×108 − 4.5×1010 M
result compatible with the observed kinematics.
5.5.4 Hercules (L? ≈ 4×104 L)
On the low-mass end of Milky Way satellites, for the Hercules dwarf,
we find an enclosed mass of Mest(< 1.8Rh)/M= 6.5+4.0−2.9×106. To
compare this value against the mass M< (0.3kpc)/M = 1.9+1.1−0.8×
106 inferred by Adén et al. (2009), we use the general form of the
virial mass estimator (equation 8) with µ(λ = 0.3kpc/Rh) ≈ 2.7
(see Fig. 3). We find Mest(< 0.3kpc)/M = 2.6+1.8−1.2×106, in good
agreement with the findings of Adén et al. (2009).
7 Note that the NFW outer slope of β ≡ 3 leads to a diverging total mass
M(< r/a) ∝ ln(r/a) for r/a 1, with a denoting the scale radius.
6 CONCLUSIONS AND SUMMARY
Mass estimators for pressure-supported systems play an important
role in constraining the distribution of dark matter (DM) on the
scale of dSphs. Kinematic data for these systems is often limited
to velocity dispersion measurements σlos(r) along the line of sight.
The challenge lies in constructing an estimator which does not rely
on strong assumptions about quantities inaccessible to observation.
In this contribution, we construct an estimator for the mass enclosed
within 1.8 multiples of the projected half-light radius Rh of the
stellar tracer population (equation 12):
Mest(< 1.8Rh)≈ 3.5×1.8RhG−1 〈σ2los〉 ,
where by 〈σ2los〉= 2K we denote the luminosity-averaged squared
line-of-sight velocity dispersion of the stellar tracer population. This
estimator is based on the projected virial theorem and minimizes
the uncertainty on the inferred masses arising from our ignorance
on (i) the central slope γ of the DM profile, as well as on (ii) how
deeply embedded the stellar tracer population is within the DM halo.
The estimator has been tailored to give accurate masses for tidally
stripped dwarf galaxies, which follow density profiles that scale as
ρ(r) ∝ r−5 at large radii (Peñarrubia et al. 2009, 2010)
The use of the projected virial theorem has several advantages
over the Jeans equations for the construction of mass estimators:
• Our method does not suffer from the mass - anisotropy de-
generacy. The Jeans equations depend on information about the
anisotropy of the velocity dispersion, parametrized by the function
β (r)≡ 1−σ2los(r)/σ2⊥(r), therefore requiring knowledge about the
velocity dispersion component σ⊥(r) orthogonal to the line of sight.
The form of β (r) might be different for each stellar population, and
could be more complicated than a simple monotonic function of
radius. Our ignorance of β (r) gives rise to the infamous mass - an-
isotropy degeneracy. The projected virial theorem 2Klos +Wlos = 0
instead makes use of the luminosity-averaged squared line-of-sight
velocity dispersion 〈σ2los〉= 2K, accessible to observation.
• Systematic biases of inferred enclosed masses Mest(< 1.8Rh)
and derived central slopes γ are straightforward to estimate: they
follow directly from the assumptions on the DM and stellar density
profiles, and do not rely on assumptions on the difficult to constrain
form of β (r).
• The average squared dispersion 〈σ2los〉 is a sum over all stars
and does not require data to be binned. It therefore can be robustly
computed also for systems with a low number of stars - carefully
modelling the uncertainties due to sample size as pointed out by
Laporte et al. (2018).
However, the use of the virial theorem requires to specify a (family
of) DM mass distributions, i.e. the estimated enclosed masses are
model dependent. The bias of the derived masses is predominantly
driven by how deeply embedded the stellar tracer is within the DM
halo. For this reason, masses enclosed within multiples of the half-
light can be determined fairly accurately, whereas the total halo
mass is only weakly constrained from measurements of 〈σ2los〉 and
Rh alone (see Fig. 3 for λ  1).
We have tested the mass estimator on a suite of N-body mocks
extracted from controlled re-simulations of the Aquarius A2 merger
tree (based on Errani et al. 2017), and recover the enclosed masses
with an accuracy of . 10 per cent in systems with mass-loss frac-
tions that differ by orders of magnitude. The re-simulations cover
all subhaloes of the merger tree with masses at infall ≥ 108 M,
and model each subhalo with the same number of 107 N-body
particles independent of its mass. This set-up allows us to follow
MNRAS , 1–18 (2018)
16 Errani et al.
the tidal evolution of subhaloes spanning many orders of magnitude
of mass and size, limiting numerical issues like artificial disruption
of poorly resolved low-mass substructures (see van den Bosch et al.
2018). Motivated by the mounting observational evidence of DM
cores in Milky Way dwarfs (see e.g. Walker & Peñarrubia 2011;
Amorisco et al. 2013), we run simulations assuming either cuspy
or cored Dehnen (1993) DM density profiles for the subhaloes at
infall. Furthermore, we apply the minimum variance mass estim-
ator to a catalogue Milky Way dwarf galaxies (McConnachie 2012),
showing a tight correlation between enclosed mass M(< 1.8Rh) and
luminosity L?. Using empirical functions (tidal tracks) fitted to the
evolution of stellar tracers embedded in the DM subhaloes of our
re-simulations of the Aquarius A2 merger tree, we show that the
correlation between enclosed mass and luminosity does not evolve
significantly due to tidal stripping even when dwarfs lose more than
one order of magnitude of their initial mass. Our results suggest
that the currently observed correlation is mainly driven by internal
processes such as star-formation and feedback. We furthermore find
that the mean densities 〈ρ(< 1.8Rh)〉 of ultrafaint galaxies are too
high to be compatible with any of the simulated cored DM haloes,
and show that tidal evolution further increases this discrepancy. This
is a consequence of our choice of core size of the simulated DM ha-
loes (a core size equal to the scale radius), and our findings suggest
that the densities of ultra faint galaxies require core sizes that are
much smaller than the scale radius of the DM halo.
Constraints on the total halo mass from measurements of 〈σ2los〉
and Rh alone are weak given our ignorance on how deeply embedded
the stellar population is within the DM halo. For two-parameter
DM density profiles - like the {α,β ,γ} = {1,5,0} and {1,5,1}
profiles - the measurements of 〈σ2los〉 and Rh however do constrain
the DM halo structural parameters {rmax,vmax} to follow a one-
dimensional degeneracy curve which can be cast as a function of
the segregation parameter Rh/rmax. Using our re-simulations of the
Aquarius merger tree, we break this degeneracy by selecting those
simulated DM subhaloes with {rmax,vmax} values consistent with
the degeneracy curve. This allows us to infer the total halo masses of
Milky Way dwarf galaxies, assuming that the simulated subhaloes
are representative of the population of Milky Way subhaloes. We
have tested this method using mocks generated from re-simulations
of the Aquarius merger tree and show that total halo masses are
robustly recovered within a factor of the order of unity for both
cuspy and cored DM haloes. Our findings suggest that the classical
Milky Way dSphs are embedded in haloes spanning a narrow range
of masses, 8 < log10(M/M)< 10, with no clear trend with either
galaxy size or luminosity. Surprisingly, we find that stellar mass and
total halo mass of ultrafaint galaxies are anticorrelated, i.e. the halo
mass decreases with increasing stellar mass. We caution that this
anticorrelation may be caused by either observational inaccuracies
(contamination by foreground stars, inflated velocity dispersions
due to binary motion), or that the Aquarius A2 merger tree does not
contain subhaloes representative of those of ultrafaint dwarfs.
With velocity measurements becoming available also tangen-
tially to the line of sight (e.g. Massari et al. 2018), note that it is
straightforward to extend the virial mass estimator to systems with
full kinematic information, as the spherical virial theorem reads (cf.
equations 1 – 3):
〈σ2los〉+ 〈σ2α 〉+ 〈σ2δ 〉= 4piG
∫ ∞
0
rν?(r)M(< r)dr , (21)
with 〈σ2α 〉 and 〈σ2δ 〉 denoting the luminosity-averaged squared ve-
locity dispersions of the two velocity components tangential to the
line of sight. Motivated by the new orbital constraints for Milky Way
dSphs (Gaia Collaboration et al. 2018) and ultrafaints (Simon 2018)
available thanks to the Gaia satellite, in a future contribution, we will
study how to make use of orbital motion and internal kinematics to
further constrain the properties of DM haloes of Milky Way dSphs
and their accretion histories.
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APPENDIX A: TIDAL EVOLUTIONARY TRACKS
Structural parameters of dwarf galaxies that are being tidally stripped can
be parametrized as simple analytical functions which depend only on the
total fraction of mass lost, but not on the specific orbit of the dwarf, or the
host potential. This has been first discussed by Peñarrubia et al. (2008b) for
the case of spherical stellar systems embedded in cuspy DM haloes, who
named these analytical functions tidal evolutionary tracks. Similarly, Errani
et al. (2015) discuss tidal tracks for spherical dwarf galaxies with cored
DM haloes, whereas Sanders et al. (2018) study dwarf galaxies where both
the stellar tracer and the DM halo are flattened. In the following, we derive
such tracks for DM subhaloes and dwarf galaxies in the re-simulations
of the Aquarius A2 merger tree discussed in section 3.2. In contrast to
the tracks of Peñarrubia et al. (2008b), instead of fitting the evolution of
single galaxies on different orbits at subsequent apocentres, we fit tracks to
the entire population of simulated dwarf galaxies at z = 0. We fit the DM
halo radius of maximum circular velocity rmax, the total stellar mass of the
embedded stellar population M? and the half-light radius Rh, normalized by
their initial values (i.e. at zinfall), as functions of the remnant mass fraction
Mmax enclosed within rmax. This parametrisation is motivated by the fact
that the enclosed mass Mmax can be measured directly from the N-body
snapshots of the simulation, without having to assume a specific mass profile.
For the fits, we adapt the empirical formula of Peñarrubia et al. (2008b)
introducing as third parameter the scale xs:
g(x) =
(1+ xs)α xβ
(x+ xs)α
with x=Mmax/Mmax,0 , (A1)
where g(x) = rmax(x)/rmax,0, M?(x)/M?,0 or Rh(x)/Rh,0, respectively, sub-
script zero denoting values at infall. We introduce the scale xs to use the
same parametrisation x = Mmax/Mmax,0 for both the DM- and the stellar
tracks: the choice of xs = 1 in the formula of Peñarrubia et al. (2008b)
was adapted for tidal tracks parametrized by mass lost within the initial
half-light radius, but does not yield reasonable fits for structural parameters
of the stellar population when expressing the tidal tracks as functions of
x=Mmax/Mmax,0. We do not fit the scale parameter xs, but where the func-
tional shape of g(x) requires it, we use as scale the initial fraction of mass
enclosed within the initial half-light radius: xs = (1+ a0/Rh,0)γ−3, where
by a0 we denote the Dehnen (1993) scale radius of the halo at infall. This
choice reduces the dependence of the fits on segregation, and motivated the
choice of xs = 1 in the stellar tracks derived by Peñarrubia et al. (2008b). We
fit tidal tracks separately for cuspy (γ = 1) and cored (γ = 0) dwarf galaxies
which at zinfall had Dehnen (1993) density profiles, i.e. {α,β ,γ}= {1,4,γ}.
Fits are done separately for two stellar populations with initial segregations
of Rh,0/rmax,0 = 1/20 and 1/10. To limit the impact of numerical artefacts
caused by the spatial resolution of the particle mesh code, the highest resolv-
ing co-moving grid having a spacing of rmax,0/128, we include only haloes in
the fits with rmax/rmax,0 > 1/10. We only consider bound N-body particles
for the fits, and fit only haloes where both the DM and the stellar tracer are
approximately in virial equilibrium, requiring that |2K+W |/(2K−W )< 0.2
for the DM enclosed within rmax, and |2Klos +Wlos|/(2Klos−Wlos)< 0.05
for the stars. Halo properties are then averaged in logarithmically spaced
bins spanning 0.01≤Mmax/Mmax,0 ≤ 1 to avoid giving different weight to
various mass fractions based on the halo abundance at that mass fraction. The
empirical fit parameters are listed in Table A1. Fig. A1 shows the fitted tidal
tracks, as well as the parameters of single dwarf galaxies at z= 0 used for
the fit. Note that rmax of cored dwarf galaxies decreases less rapidly during
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Table A1. Empirical fit parameters for equation A1. By rmax/0 ≡ rmax/rmax,0
we denote the radius of maximum circular velocity of the DM halo at
z = 0, normalized by its initial value. Similarly, M?/0 ≡ M?/M?,0 and
Rh/0 ≡ Rh/Rh,0 are the total stellar mass and half-light radius of stellar
populations embedded inside the DM halo, normalized by their respective
initial value. We separately list parameters for two stellar populations with
initial segregations of Rh,0/rmax,0 = 1/20 and 1/10.
CUSP CORE
Rh,0/rmax,0 α β log10 xs α β log10 xs
rmax/0 – 0.00 0.48 0.00 -0.85 0.00 0.00
M?/0
1/20 1.87 1.87 -2.64 2.83 2.83 -3.12
1/10 1.80 1.80 -2.08 2.05 2.05 -2.33
Rh/0
1/20 0.47 0.41 -2.64 -0.25 -0.25 0.00
1/10 0.50 0.42 -2.08 -0.23 -0.23 0.00
tidal stripping than for their cuspy counterparts, and half-light radii of stellar
populations embedded in cored DM haloes expand during tidal stripping.
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Figure A1. Structural properties of dwarf galaxies are simple functions of
the remnant bound mass only. The top panel shows rmax of the underlying
DM halo, normalized by its initial value rmax,0, as a function of the mass
Mmax/Mmax,0 enclosed within rmax. The evolution of rmax is shown separ-
ately for cuspy (red triangles) and cored (blue circles) DM profiles. The
central and bottom panel show the evolution of the central surface brightness
and half-light radii of stellar populations embedded inside the DM haloes
with initial segregation of Rh,0/rmax,0 = 1/10 (filled symbols), 1/20 (open
symbols).
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