Using techniques developed in [l], we show that some minimum cardinality problems subject to linear inequalities can be represented as finite sequences of semidefinite programs. In particular, we provide a semidefinite representation and a set of successively finer relaxations for the minimum rank problem on positive semidefinite matrices and for the minimum cardinality problem subject to linear inequalities. We note R [ q , ..., zn] (or R[z] when there is no ambiguity) the ring of multivariate polynomials p (~) = p(sl ,..., zn) on a variable x E R". We say that p(z) E R[z] is SOS when p(z) is a sum of squares of polynomials in R[z].
Introduction
Given a convex set C c R", we are interested in solving the following problem: minimize Card(z) subject to x E C, in the particular case where C is described by a set of linear inequalities. Except in certain rare instances, this problem is very hard to solve (see 121). Excellent heuristics exist however, a classical one (see [3] for example) replacing the function Card(z) by 1 1~1 1~, its largest convex lower bound on the unit cube.
(1)
A related problem is that of minimizing the rank of a p.s.d. matrix subject to LMI constraints:
where C is here an affine subset of the semidefinite cone. In this case also, minimizing the nuclear norm ( [ X ( ( , of X will produce excellent approximate solutions (see 1 4 1 ).
In this paper, using results by [5] , [6] , [7] , [SI, [9] , [lo!, [ll! and [l] , we show that the MinCard(z) and MinRank(X) problems in (1) and (2) are equivalent to large semidefinite programs (see [12!) . To be precise, based on a reformulation & la (61 of problems (1) and (2), we use the technique in [I] to produce a finite (possibly exponential) sequence of increasingly tighter semidefinite relaxations. The minimum cardinality problem has been studied in both its linear and LMI forms by 1131, [14] and [l5] among others, for minimum order system approximation, reduced order output stabilization, filtering, etc ... It can also be shown that all bilinear matrix inequalities can be cast as rank minimization problems (2).
The rest of the paper is organized as follows. In section 2, we recall some key definitions and properties on semidefinite representability and the sum of squares representation of positive polynomials. We also summarize the application of these representations to semialgebraic problems. In section 3, we show that both the Min Card(s) and the Min Rank(X) problems are equivalent to large scale semidefinite programs. Based on the work by 171, [9] and [I] we explicitly construct in section 4 a sequence of semidefinite programs solving problems (1) and (2). In section 5, we discuss the complexity of these techniques. Finally, in section 6, we illustrate these results on a simple numerical example. The result on polynomials above shows that testing the positivity of a multivariate polynomial on a semialgebraic set K satisfying the assumption (4) can be cast as a semidefinite program. In general, the result in [lo] shows that all compact semialgebraic problem, i.e. problems seeking to minimize a polynomial over a . .
where the polynomials uk(z) E R(z1, ..., z , ] are SOS for k = 1, ..., T . Under this assumption, we can represent all polynomials positive on K using SOS polynomials as in 171 or 1191. 3 Semidefinite representation of t h e MinCard(x) a n d MinRank(X) problems.
As above K is the semialgebraic set defined by K = { z E R" : gk(%) 2 0, k = 1, ..., T} and we assume that
This means that polynomial minimization problem over K are semialgebraic programs. We first show that the Min Card($) problem can be cast as a semialgebraic program, hence a semidefinite program, using the results from section 2.
Proposition 4 Let A E RmX" and b E Rm. There svch that the optimum values of: Qn] , fOT k = 0, ..., 7' (7) minimize Card(z) ~2 0 , f o r i = l , ..., n, hence the M i n Card(x) problem in (7) can be written:
which is a semialgebraic problem.
We now show a similar result on the M i n R a n k ( X ) , a minimum cardinality problem on the eigenvalues of the matrix X . . . , n}. This is a semialgebraic program in the coefficients of the matrix X.
These two results together with the results cited in section 2 show that the two problems considered are equivalent to very large scale semidefinite programs.
Semidefinite relaxations
In practice, the exact representations obtained in the last section can be exponentially large and in general, we cannot expect these problems to be tractable. Hence, the central contribution of these representations is not to reduce the complexity of these problems, but to provide a sequence of successively sharper relaxations covering the entire complexity spectrum, thus allowing the complexity/sharpness tradeoff to he tuned. This is what we intend to describe in this section.
We begin by recalling the construction of moment matrices as detailed in 1211, [lo] and [l] . Again, we let yz = ( l , z~, ..., z,,z:,zlz~, ..., x~z,, ..., $' , ..., xp) be the vector of all monomials in R[q, ..., z,,], up to degree m, listed in increasing graded lexicographic order. We note s(m) the size of the vector 'yz. Let y E RS('"') be the vector of moments (indexed according to y2) of some probability measure p with support K = {z E R" : g(z) 2 0}, we note A.l,(y) E the moment matrix defined by In dimension one, for a given vector y E R"tZm), Mm(y) k 0 (which is a LMI) is also a sufficient condition in order for y to be the moment sequence of a probability measure. In R", this equivalence does not hold in general. The compact semialgebraic case is called the K-moment problem and is dual to the compact SOS problem in (6) . Following [lo] , we now exploit this duality to compute a sequence of semidefinite relaxations for the M i n C a r d ( z ) and M i n R a n k ( X ) problems.
The MinCard(x) problem
In section 3, we saw that the optimum value of the M i n Card(z) problem can be computed as the optimum value of the semialgebraic program: min. CL, ui (12) s.t.
(vs -1)z; = 0 ui 2 0, a:. 2 b j ? for i = 1, ..., n for j = 1, ..., m.
As in [lo] , to ensure compactness, we impose the additional constraint z: + ... + wi < o for some constant o > 1. It is easy to check that the program above, together with this additional bound on the feasible set, satisfies the constraints qualification assumption (4).
For N 2 1, a lower bound 1~ on the optimal value of the above problem is then computed as:
inf J-&yi
Al~-l((a:z-bj)y) LO, f o r j = l , ..., m,
in the variable y E R3(2N). Theorem 3.2 in [l] then states that there exists some N * such that 1~ = M i n Card(%), for all N 2 N * , and the optimum is achieved whenever the rank of the matrices M N ( ( ...) y) stabilizes.
The MinRank(X) problem
In section 3, for X E S", we saw that the optimum of the M i n R a n k ( X ) problem can be computed a s the optimum value of the semialgebraic program:
min. E:=, vi
& ( X ) t 0, for i = 1, ..., n for j = 1, ...,p
To further simplify this program, we can substitute to the 2" constraints on the principal minors a more e m nomical semialgebraic constraint. The modified program then reads: u T X u 2 0, for i = 1, ..., n for i = 1, . . . , p for U E R", and again, to ensure compactness, we impose XTX + vTv + uTu 5 (Y for some constant a > 1. If we set the variable 2 = (u,X,v), for N 2 I?], a lower bound 1~ on the optimal value of the above problem is computed as:
. . , n and j = 1,. . . ,p, in the variable y E A 4 ( q ( z ) y ) are computed as in (11). Theorem 3.2 in [l] then states that there exists some N' such that 1~ = MinRank(X), for all N 2 N', and the optimum is reached whenever the rank of the matrices M N ( ( ...) y) stabilizes. Alternatively, one could use the fact that if we note xt(X) the characteristic polynomial of X , then X 0 is equivalent to (X) being SOS as a univariate polynomial in t. 5 
RS(2N), where the matrices

Complexity
Of course, the two semidefinite programs detailed in the last section are far from tractable if the dimension n and the relaxation order N grow beyond textbook example sizes. The Min Card(z) problem is equivalent to solving 2" linear programs, so it is right to ask whether the programs above provide any benefit over, for example, branch-and-bound methods?
Even if these two methodologies have similar worstcase complexities, the semidefinite relaxations in (13) and (14) do sometimes produce the global optimum for low order N (see [l] ) and because the objective is integer valued here, they only need to be solved up to an absolute precision of 112. We quickly detail below some other possible simplifications.
However, the results above have to be considered first as representations, providing an insight of the relative complexity of minimum cardinality problems versus that of tractable convex optimization problems.
Structure, sparsity and symmetry
The first element that can be used to simplify the programs in (13) and (14) Finally, a lower bound on the optimal value can be obtained by simply dropping some of the constraints in (13) and (14). 6 Numerical example
In this section, we.present a brief example of how the relaxation technique from (4) can be used to "spice up" the l1 norm heuristic on a sample MinCard(z) problem. We look at the following problem: In this case the classic l1 relaxation gives a lower bound on the optimal cardinality of 2.9193 with a solution of cardinal 4, while the order 2 SDP relaxation detailed in (4) gives a lower bound of 3.7508 with a solution of cardinal 4 hence produces a globally optimal solution. However, the computing time (20 sec.) is far from being competitive with that of AIILP packages (MOSEK in this case).
Conclusion
One of the central contributions of semidefinite programs to the optimization toolbox is their ability to efficiently solve a wide class of convex eigenvalue problems. In this work, we have illustrated how the method described in [lo] for solving semialgebraic programs, by lifting them to semidefinite programs, can also be used to represent some semialgebraic eigenvalue problems and convex envelope relaxations. This contribution is centered around semidefinite representations and the insight they can provide on the theoretical complexity of these problems. Wether 01 not they also improve the practical complexity of computing relaxations to these problems remains to be explored.
