Abstract-This paper presents two simple and effective criteria for stopping the iteration process in turbo decoding with a negligible degradation of the error performance. Both criteria are devised based on the cross-entropy (CE) concept. They are as efficient as the CE criterion, but require much less and simpler computations.
I. INTRODUCTION
T URBO (or iterative) decoding [1] , [2] achieves an error performance close to the Shannon limit through decoding iterations and by using a large interleaver to provide sufficient randomness. Each decoding iteration results in additional computations and decoding delay. As the decoding approaches the performance limit of a given turbo-code, any further iteration results in very little improvement. Therefore, it is important to devise an efficient criterion to stop the iteration process and prevent unnecessary computations and decoding delay. One such stopping criterion has been devised based on the cross entropy (CE) between the distributions of the estimates at the outputs of the decoders at each iteration [2] , [3] . This criterion is known as CE criterion. It effectively stops the iteration process with very little performance degradation. In this paper, we present two new stopping criteria which are simpler and computationally more efficient than the CE criterion. Both are devised based on the CE concept. Just like the CE criterion, they effectively stop the iteration process with very little performance degradation.
II. TURBO DECODING AND HAGENAUER'S STOPPING CRITERION
For simplicity, we consider a turbo-code that consists of two ratesystematic convolutional codes with feedback. A two-dimensional iterative decoder is shown in Fig. 1 
where is the channel soft value. The probability distribution at the output of the th decoder is given by [2] (3)
At iteration , the CE between the distributions and of the outputs of decoders one and two for an independently, identically distributed source is defined as [2] (4) where denotes the expectation of a random variable This CE can be used to stop the iteration process in turbo decoding. Let (5) Suppose that the decoding iteration converges, and at iteration the decoding process can be terminated. Then the following assumptions on the LLR's and the extrinsic values at the outputs of the two decoders can be made [2] .
1) Hard decisions of the information bits based on their LLR values do not change anymore, i.e., .
2) The magnitudes of and are very large so that by (3) either or for . 3) has the same sign as . 4) The difference between the magnitudes of and are very small and less than 1.0. Hence, when there is no sign change between them, 0090-6778/99$10.00 © 1999 IEEE the values of are negligible compared with those with sign changes, i.e., when Based on these assumptions, the CE in (4) can be approximated as follows [2] : (6) In [2] , it is shown that when drops to a value of , the distributions and are "close enough" to terminate the iterative process with very little performance degradation. This is known as the CE criterion.
III. TWO NEW STOPPING CRITERIA

The SCR Criterion
Let denote the number of sign changes in from iteration to iteration The following criterion is a direct result of the CE criterion.
The approximation of given by (6) can be written as the sum of two parts (7) Based on assumption 4), the values which contribute to are much smaller than those that contribute to Furthermore, in have much larger average values than those in Therefore, is assumed negligible compared with , and we have (8) where is defined as the average value of for Equation (8) shows that the number of sign changes in between two consecutive iterations directly relates to the CE between distributions and This relationship provides a stopping criterion for iterative decoding based on the sign changes in Simulation shows that if , iterative decoding can be stopped with about the same performance degradation as the CE criterion used in [2] . The ratio is called the ratio of sign changes. This stopping criterion is referred to as the sign-change-ratio (SCR) criterion.
In [2] , is divided by to be normalized with respect to the signal-to-noise ratio (SNR). However this normalization no longer applies to our case. For a given SNR, we can normalize by , but the value of takes a relatively wider range than Consequently, it has to be determined precisely from simulations. The basic ideas behind choosing a threshold are: 1) the smaller the threshold, the smaller the performance degradation, but a smaller number of iterations can be saved; 2) the threshold of SCR needs to be decreased when the interleaver size increases; 3) at the error floor region of turbo-codes, the threshold can be loosened up due to the fact that more oscillating patterns appear in iterative decoding.
Simulation results show that CE and SCR both save about the same number of iterations when the thresholds are properly chosen. However, the implementation of the SCR criterion is simpler than that of the CE criterion in terms of computational complexity and memory space requirement. At iteration , the CE criterion requires a total of real number operations and real number memory units for storing , and However, the SCR criterion only needs integer operations and integer memory units for storing the signs of and The SCR criterion only needs the extrinsic values from the component decoders, but the CE criterion has to deal with both the extrinsic values and the LLR values. For large , the SCR criterion results in large savings in computation and memory space.
The HDA Criterion
Although iterative decoding improves the LLR value for each information bit through iterations, the hard decision of the information bit is ultimately made based on the sign of its LLR value. The hard decisions of the information sequence at the end of each iteration provide information on the convergence of the iterative decoding process. As the decoding iteration converges to the final stage, we can modify the first assumption as follows.
1 )
Based on assumptions 1 ) and 2), the CE between and becomes (9) where Simulation shows that when for all is small enough for terminating the iterative process. At iteration , we store the hard decisions of the information bits based on and check the hard decisions based on at iteration If they agree with each other for the entire block, we simply terminate the iterative process at iteration This stopping criterion is called the hard-decision-aided (HDA) criterion. At each iteration, the HDA criterion requires binary operations to obtain the signs of and at most logic operations to check the sign changes (whenever a sign change happens, the HDA criterion is violated and the iterative process continues). It needs only integer memory units for storing the signs of Simulation shows that the HDA criterion saves more iterations at low to medium SNR's for small to medium interleavers than both CE and SCR criteria for similar bit-error-rate (BER) performances. However, at high SNR's, the HDA criterion is not as efficient as the CE and SCR criteria.
IV. SIMULATION RESULTS AND COMPARISONS
Simulations for turbo-codes using both convolutional and block component codes have been conducted, and only the results for convolutional component codes are presented in this section. The performance degradations and the reductions of decoding iterations using different stopping criteria for the iterative maximum a posteriori probability (MAP) probability decoding scheme are considered.
Simulation results for the 4-state (7, 5, ) and 16-state (37, 21, ) convolutional-component turbo-codes (expressed in octal form) are obtained for different interleaver sizes and an overall rate Fig. 2 depicts the bit-error performances of iterative MAP decoding for the (7, 5, 900) and (7, 5, 10 ) codes with the CE, SCR, HDA criteria and without stopping criterion when the maximum iteration number is set to For both turbo-codes, the error performances with and without any stopping criterion are about the same. The corresponding average numbers of iterations required by the CE, SCR, and HDA criteria are shown in Fig. 3 . For the CE criterion, the threshold is set to 10 For the SCR criterion, when , the threshold is set to for SNR dB and for SNR dB; when is set to Fig. 4 shows the iteration reduction effects by the three stopping criteria for the (37, 21, 400) code with
The threshold of the CE criterion is set to 10 , while that of the SCR criterion is V. CONCLUSION In this paper, two new stopping criteria, the SCR and HDA criteria, for iterative decoding have been presented. They both efficiently reduce the number of iterations with about the same error performance degradation as the CE criterion. Both the SCR and CE criteria follow the CE concept and save about the same number of iterations. However, the SCR criterion simplifies the CE in terms of computational complexity and memory space requirement. The HDA criterion uses the harddecision information at the end of each iteration to stop the decoding iteration. It saves more iterations than the SCR and CE criteria for small to medium SNR's and small to medium interleaver sizes. Both the SCR and HDA criteria require only integer operations, while the CE criterion needs complex operations with real numbers. The SCR and HDA criteria also require less memory space than the CE criterion. Both the HDA and SCR criteria are simple enough for hardware implementation.
