The central theme of this paper is to delineate computationally simple and efficient new methods in order to improve the usefulness of Neural Generalized Predictive Control (NGPC) algorithm further through Smaller Prediction horizon with modified performance index and recursive formulation is presented. The combined effect of these schemes are demonstrated and examined. The simulation results show that it is a viable approach with good performance for real time system applications.
INTRODUCTION
The ability of GPC [1] to make accurate predictions can be enhanced in a neural network is used to learn the dynamics of the plant [2] . This application combines the advantages of predictive control and neural network, known as Neural Generalized Predictive Control (NGPC), developed by Donald Soloway, 1996 [3] . For highly nonlinear plants or plants operating over a large set of conditions, a method of breaking an input space into multiple linear regions is sometimes employed. This technique using NGPC is studied in [4] .
Neural networks offer a flexible structure that can map arbitrary nonlinear functions, making them ideally suited for the modeling and control of complex nonlinear system [5] , [6] , and [7] . The training of these networks in NGPC can be performed off-line and subsequently be augmented as part of an on-line adaptive scheme. A further benefit is that the neural architecture is inherently parallel, distributed and has the potential for real time implementation. But in off-line training it is difficult to assure the conditions for a good generalization of neural networks hence the on-line training is always necessary in distributive control applications. In fact, the training should ideally occur exclusively on-line, with the neural networks learning at high speed from any initial set of weights. In order to make neural control a viable alternative to distributive control of plants, there is a pressing necessity for efficient on-line training algorithms.
Neural Generalized Predictive Controller is suitable for systems with smooth non linearities, where the change of the linearized parameters between two control steps is small and does not affect quality of control process. The control using NGPC with nonlinear optimization demands larger computation load compare with linear prediction in NGPC, what can be crucial point of capability to use the controller in real-time applications. Hence NGPC algorithm with linear prediction is more suitable in real time applications.
In this paper several new methods are presented which are computationally simple and efficient in order to improve the usefulness of NGPC algorithm further. An improved performance from NGPC through smaller prediction horizon, modified performance index and recursive formulation schemes individually and combined are proposed here using smaller nonlinear plants model.
Nonlinear model predictive control is now one of the most widely used advanced control methods to deal with nonlinear systems in the industries. In this paper the artificial neural network(ANN) based algorithm called NGPC [3] for adaptive control and specific topology of ANN was chosen to investigate whether the neural network can be effectively used in NGPC algorithm shown in figure 1. The schemes of NGPC with linear and non linear predictors are shown in figures of 2(a) and 2(b) respectively. The multi-layer perception architecture of artificial neural network has potential to approximate any nonlinear function. The Approximate Neural Generalized Predictive Control (ANGPC) based on instantaneous linearization of a nonlinear model, can be easily applied. The control trajectory can be found by direct analysis, thus reducing the computational time and avoiding the problem of local minimum. The simulation results are presented, where the neural network model will be used for the model predictor, which represent the "true dynamics" of the system. This paper is divided into nine sections with the introduction being the first section. The approximate NGPC (ANGPC) is reviewed in Section 2. NGPC with the effect of smaller prediction horizon in NGPC is presented in section 3. The modified performance Index, discussed in section 4. The recursive formulation derived and presented in section 5. By combining the all the proposed new schemes explained in section 6. In section 7 the simulation results of combined effect of these schemes demonstrated, finally the last section, section-8, concludes the paper.
APPROXIMATE NEURAL GENERALIZED PREDICTIVE CONTROL (ANGPC)
ANGPC is a flexible criterion based design and requires the linearization of a nonlinear model incorporating in NGPC. Predicted output depends on known past values of input and output signals and on the future trajectory, assuming that beyond a certain control horizon further increments in control are zero. The control arrangement is shown in Figure 3 . The control trajectory can be found by minimizing the following criterion (1) with respect to the N u future control inputs and subject to the control constraint
where , N 1 denotes the minimum prediction horizon, N 2 the maximum prediction horizon and N u the control horizon, λ is a weight factor penalizing changes in the control input to obtain smooth control input signals and d is the system time delay. Fig 1  shows that Ym is the desired tracking trajectory; Wn is the predicted output of the models.
A two-layer feed forward neural network model with one hidden layer of tanh units and a linear output can be expressed as (2) with where w jk and w jo are the weights and biases of the hidden layers, W k and W 0 are the weights and biases of the output layer, n h and n φ are the number of neurons in the output layer and hidden layers respectively, n y and n u are the maximum lags of the output and input signals. 
To remove the offset due to the disturbance and model mismatch, it is necessary to let the controller include integral action, which can be obtained by using a model shown below:
where u (t) and y (t) are the current input and output signals respectively, m and n are their associated maximum lag terms; e (t) is integrated white noise.
The coefficients of the above linear models can be extracted from a neural network model in Equation (3) by the derivative of the output against each input [8] . The derivative of the output with respect to input φ i (t) is calculated in accordance with (4) The future control signals can be obtained by using recursion of the following Diophantine equation [3] . The sequence of the increments of the future control action is as follows
where
The equations (1) and (7) are fundamental equations [3] [4] of NGPC algorithm. G is particular matrix defined above. [3] 
EFFECT OF SMALLER OUTPUT HORIZON IN ANGPC WITH DIFFERENT STRATEGY
In NGPC the control vector calculations are made at each sampling instant. The estimation at each sampling instant is costly and hence is not desirable and even poses problems if the sampling period is too small. In general the following difficulties may arise due to smaller sampling period. (i) On-line parameter estimation and its computation is quite complex and even may take considerable time (ii) The numerical errors may become prohibitively large (iii) The reduced order model may not be robust with regard to a smaller sampling period. A different strategy is proposed to overcome the above problems.
For SPH the control increments are calculated using the following algorithm.
(1) The free response is computed based on the estimated model and known data and is compared with set point sequence.
(2) Using the user chosen values for initial and final values of horizon, the incremental control vector is calculated over the smaller prediction horizon by minimizing the performance index J to determine best input U.
The first element of the incremental control Vector U is calculated and this control element only is applied to the plant model. (4) The first element of the input sequence is asserted and the appropriate data vector is shifted so that calculations can be starting from evaluated parameters of the given model. (5) The procedure can be continued till the end of larger prediction or if it can be stopped by using a termination criterion, when it reaches the set point.
NGPC WITH MODIFIED PERFORMANCE INDEX (MNGPC)
In NGPC the error and the control increments are minimized over the prediction horizon based on the performance index. This is again given here for the completeness in convenient form :
The above equation can be modified as:
Where P = Q T Q, Q is a nxn diagonal polynomial matrix.
And select C 1 = 1 ⁄ 2 for modified NGPC.
This can be written as:
Therefore, the diagonal matrix P can be written as:
And the Q matrix is:
By minimizing the performance index and solving for the control vector one can get the modified control vector as:
The dynamic response of the system depends on the control vector. The matrix Q T Q has negligible effect on the control vector after first 3 or 4 terms. This has been substantiated by the following example. Example:
The initial conditions are zero. Using equation (12) the diagonal matrix 'P' can be calculated and is given by
The step response parameters are evaluated and therefore given
Using equation (14) the incremental control vector can be calculated as follows:
The predicted output vector is and the output is = 3.3855 proceeding on the same lines, we have the following: 
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Approximate NGPC algorithm for real time system applications As illustrated by the above example, the tail of the impulse response has almost insignificant effect on control increments as well as predicted output, as the terms become smaller and smaller gradually. Km has a vital role to play in the actual values and for the chosen value Km = 0.01 the terms neglected are of no consequence at all.
The minimization is the same as it is in NGPC except that λu can now be treated as a variable parameter. The control outputs are clearly dependent on the polynomial matrix Q.
RECURSIVE FORMULATION FOR NGPC
The NGPC algorithm operates in two modes, prediction and control. The original NGPC requires the inversion matrix whose size depends upon the horizon. This can be seen as the main drawback of this method. And it was mentioned that control horizon (NU) determines the size of the matrix to be inverted, yet it is time consuming when the output horizon (N2) is increased, even to calculate iteratively. They did not propose any method to avoid inversion as such and they did not also suggest any modification in the original NGPC method. Here is a simple recursive scheme is proposed, which calculates the incremental control value recursively in NGPC. The neural network's natural recursion adding with proposed recursive control increments results the more viable algorithm to predict the Plant's dynamics especially smaller non linear plants.
Currently, there is no systematic way to determine the values for the four tuning parameters N1, N2, Nu and λu for a non-linear system. The recursive formulation is very simple and straightforward to implement and also does not require the priori specification of the prediction horizon. This property is very useful in practical implementation of NGPC as at each sampling instant prediction horizon is automatically adjusted to a suitable value depending on the termination criterion used.
The recursive NGPC also avoids the inverse of the control matrix. Whenever the horizon is increased, one need not have to repeat the whole procedure. On the contrary one has to calculate only the extra terms to be added to the previous control value when the control horizon is increased by utilizing the previous values without much computational effort.
It is always advantageous to have a recursive scheme from the point of view of implementation. In this section a simple recursive solution is given which is generalized for varying NU and N.
To derive the control law considers the performance index J over the entire prediction horizon 'N' as given equation (1) By minimizing the above performance Index one can get the incremental control vectors given in equation (7) .
Consider for NU = 1 and a particular horizon N = (N2) As seen from NGPC gives that: Consider for NU = 1 and a particular horizon N = (N 2 ) As seen from NGPC in linear context gives that: From the above equation (16) and (18)s it is observed that whenever the output horizon is increased from N to N+1,Ũ n+1 can be calculated in a recursive way from Ũ n and when the control horizon is increased from 2,3..... NU, the same can be extended. The outputs y (n), y (n+1).....etc. using the Neural Network predictor model can be obtained.
Example: Consider second order non-minimum phase system:
Using recursive algorithm when the horizon increases from N to N+1 calculate Kj, nu and add to the Un so that we can get Un+1 using equation (20) and substituting in equation (19) lead as: D n+1Ũn+1 2(j)=D nŨn (j)+D n Kj, nu, we getŨ n+1 2(1)= −0.81, Ũ n+1 2(2)=0.490 These results show that the process of inverse can be eliminated when ever the horizon increases.
PROPOSED COMBINED ALGORITHM
As shown in Section 3 (vide equation 7) the incremental control vector can be calculated for a smaller prediction horizon:
Further in Section 4 (vide equation 14) the modification in cost function for smaller prediction horizon is shown to give the control vector.
and finally from Section 5 (vide equations 15 and 20) the incremental control vector, using recursive formulation is given by
As mentioned in Section 4 the main difference between Equation (7) and (14) is that λ in equation (14) is replaced by k m Q T Q. To utilize the advantage of polynomial matrix (k m Q T Q) replacing λ in equation (7) by k m Q T Q, the recursive formula can be rewritten as and the general expression for N and NU for changes both in N and NU can be written as: 
SIMULATION STUDIES
Utilizing the algorithms proposed in previous Sections, extensive simulation studies were carried out to show the importance of smaller prediction horizon and recursion. A comparison is made between smaller prediction horizon (SPH) and larger prediction horizon (LPH) with regard to time taken to reach the set point (W), number of predictions required and the CPU time taken. Besides this to improve further, it was proposed to introduce a modification in the performance index of NGPC (MNGPC). To get further improvement over smaller prediction horizon, recursive formulation and MNGPC were combined together.
All the above schemes were tested out on second and third order plants. Further with a delay of one sampling period also, the same plants are tested. The sampling interval was chosen to be one second. The control horizon NU is chosen to be 1 and 2.
Constant Set Point:
The simulations were carried out with the following values. Larger prediction horizon (LPH) was chosen as 20. Smaller prediction horizon (SPH) was considered for two different values for comparison with LPH. It was chosen as 5 and 3 respectively. Figure 5 shows that the time required to reach the set value 5.0 for both LPH and SPH is about 10 sampling periods, for a second order plant model. As mentioned in Section 2 simulation studies, since both LPH and SPH will reach the set point at the same time to reduce the estimation effort SPH was preferred.
1. To improve the performance and to avoid the inversion at each sampling instant, recursive formulation is introduced in SPH. As can be seen from Figure 6 and table 3 the response has improved slightly and the number of predictions is also reduced. Figure 6 also shows that there is a slight sluggishness in the response of SPH. To avoid this improvement was proposed in the following manner. 2. The performance of the cost function of SPH is now modified as discussed earlier. There is a marked improvement in the response and it attains the set value 5.0 in minimum time that is within 3 to 4 sampling methods for SPH values of 3 and 5 respectively. Throughout Km was fixed at 0.01. 3. To achieve further improvement in respect of reduction in computational burden it is proposed to introduce recursion in step 2. This reduced the number of predictions to a great extent. The comparison shows the percentage reduction in number of predictions is about 80% and the CPU time is also reduced by 40%. 4. The above procedure is repeated with a delay of one sampling period.
Comparison is made in table 3 and in Figure 3 . The results show the same trend as in step 3.
Variable Set Point
5. To illustrate further the same second order plant model was simulated for variable set points as well. A sequence of set point changes between two distinct levels 5, 10, 5, 10 was chosen with switching at every 20 samples. Table 5 .1 gives the comparison of all the above methods. Comparing the number of predictions between LPH and the combination of SPH plus MGPC plus recursion, and the later one gives less by about 82%.
The CPU time used is 152 msec., as against 409 msec. with LPH. It reaches the set value in four sampling periods. 6. When the above procedure was repeated with a delay of one sampling period, the results show that the CPU time required is about 160 msec., as against 418 msec., with LPH. The time taken to reach the set value is about five sampling periods.
Variable Output Horizon
As mentioned in Section 3 the advantage of smaller prediction horizon can be utilized for variable output horizon. To illustrate this, simulation studies were conducted on a second order plant both without delay and with delay of one sampling period for SPH values of 5 and 3. The value of EPS is 0.01. The set values were varied as 5, 10, 5, and 10. Figure 7 shows the behavior of the output horizon when the condition is met. The total time taken to reach the above set value is about 20 sampling periods with SPH plus MNGPC plus recursion value 5 and with a value 3; it is about 16 sampling periods. 8. Simulations were also conducted by changing the dynamics of the plants as described in Section 3. Figure 7 shows the response of the plant after the change in its dynamics. Its behavior is unaltered. This shows the relative robustness and adaptively of the new algorithm. 9. To check the computational improvement of the combination of SPH plus MNGPC plus recursion, simulation studies were also conducted with NU = 2, on the second order plant. Table 3 shows the computational improvement of the recursive formulation. The CPU time was reduced by 40% and the number of predictions is reduced by 82%. Figure 10 shows that the response with NU equal to 2 is faster than NU equal to 1.
(Refer to Figure 6 ). The time taken to reach the set value is about 1 sampling period as against 4 sampling periods with NU equal to one (as shown in Figure 6 ) for SPH plus MNGPC plus recursion combination. 10. The above procedure is repeated with a delay of one sampling period. Figure 9 shows the response. The same trend as in step 9 is observed. 11. Simulation studies were also carried out on a third order plant. Figure 11 shows the time required to reach the set value 5, for both LPH and SPH is about 11 sampling periods with the combination of SPH plus MNGPC plus recursion, it is about 5 sampling periods only. For SPH sampling periods and with the combination of SPH plus MNGPC plus recursion it is about 4 sampling periods. From the above results one can conclude as the order of the plant increases the time required to reach the set value also increases. But this can be brought down considerably when the combination of SPH plus MNGPC plus recursion is used.
CONCLUSIONS
Different strategy is proposed for implementation of NGPC algorithm.
Smaller prediction horizons enable one to use with variable output horizon, resulting in considerable saving of cost of simulation and computer time. This reduces the number of predictions by about 60%. The time required to reach the set value with modified performance index is much less compared to straight forward to implement. This is very helpful in NGPC implementation, since the value of prediction horizon need not be specified in advance and it automatically adjusted to a suitable value depending on the termination criterion and does not require the inversion of the control vector at each sampling instant as is done in the original NGPC algorithm.
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