In this work we rst introduce the concept of Poisson Stepanov-like almost automorphic (Poisson S −almost automorphic) processes in distribution. We establish some interesting results on the functional space of such processes like an composition theorems. Next, under some suitable assumptions, we establish the existence, the uniqueness and the stability of the square-mean almost automorphic solutions in distribution to a class of abstract stochastic evolution equations driven by Lévy noise in case when the functions forcing are both continuous and S −almost automorphic. We provide an example to illustrate ours results.
Introduction
In this work, we rst present the basic properties of the square-mean almost automorphic and Poisson almost automorphic processes in distribution. Next, we study some su cient conditions for the existence, the uniqueness and the stability of square-mean almost automorphic mild solutions in distibution to the following class of nonlinear stochastic evolution equations driven by Lévy noise in a separable Hilbert space H 
dx(t) = Ax(t)dt + f (t, x(t))dt + θ(t, x(t))dW(t) +

F(t, x(t−), y)Ñ(dt, dy)
(1.1)
G(t, x(t−), y)N(dt, dy) for all t ∈ R, where A : D(A) ⊂ H is the in nitesimal generator of a C -semigroup (T(t)) t≥ , f : R × L (P, H) → L (P, H) θ : R× L (P, H) → L(V , L (P, H)) F, G : R× L (P, H)× V → L (P, H)
; W and N are the Lévy-Itô decomposition components of the two-sided Lévy process L (with assumptions stated in Section 2.). Throughout this work, we assume (H, · ) and (V , | · |) are real separable Hilbert spaces with L(V , H) and L (P, H) being respectively the family of bounded linear operators from V to H, and the space of all H-valued random variables x such that E x = Ω x dP < +∞. 
ν(·) = E(N( , ·)) is called the intensity measure associated with L, where L(t) = L(t) − L(t−) for each t ≥ and
N(t, B)(ω) := ≤ s ≤ t : L(s)(ω)
∈
N(t, B)
is called Poisson random measure if B is bounded below, for each t ≥ . 4. For each t ≥ and B bounded below, we de ne the compensated Poisson random measure by
N(t, B) = N(t, B) − tν(B).
Proposition 2.1. [1, 30] and N is the compensated Poisson random measure of N.
Let L (t) and L (t), t ≥ be two independent and identically distributed Lévy processes. Let
L(t) = L (t)
for t ≥ , −L (−t) for t < Remark 2.1. By (2.2), it follows that |x|≥ ν(dx) < ∞. For convenience, we denote
Then L is a two-sided Lévy process de ned on the ltered probability space (Ω, F, P, (F t ) t∈R ). We assume that Q is a positive, self-adjoint and trace class operator on V, see [32] for more details. The stochastic process
for some s ∈ R is also a two-sided Lévy process which shares the same law as L. For more details about the Lévy process, we refer to [1, 26, 30] .
Stepanov-Like almost automorphic process
Let L (P, H) be the Hilbert space equipped with the following norm
De nition 3.1. Let x : R → L (P, H) and D : R × V → L (P, H) be respectively a stochastic process and Poisson stochastic process.
1. x is said to be bounded in the square-mean sense if there exists M > such that
2. x is said to be continuous in the square-mean sense if
3. D is said to be Poisson bounded in the square-mean sense if there exists M > such that
4. x is said to be Poisson continuous in the square-mean sense if
Denote by SBC(R, L (P, H)) the space of all the bounded and continuous processes in the square-mean sense. Clearly, the space SBC(R, L (P, H)) is a Banach space equipped with the following norm
De nition 3.2.
[6] The Bochner transform
is de ned by
De nition 3.3.
[6] The space BS (R, L (P, H)) of all Stepanov bounded stochastic processes consists of all stochastic processes x on R with values in
. This is a Banach space equipped with the norm
De nition 3.4. The space PBS
De nition 3.5. [15] Let x : R → L (P, H) be a continuous stochastic process. x is said be square-mean almost automorphic process if for every sequence of real numbers (t ′ n )n we can extract a subsequence (tn)n such that, for some stochastic process y : R → L (P, H), we have
We denote the space of all such stochastic processes by SAA(R, L (P, H)).
De nition 3.6. [9, 13] A stochastic process 
We denote the space of all such stochastic processes by S AA(R, L (P, H)). 
We denote the space of all such stochastic processes by
Denote the following space of stochastic processes by
Stepanov-Like almost automorphic (Poisson S −almost automorphic) if for every sequence of real numbers (s ′ n )n we can extract a subsequence (sn)n and for some stochastic process
Denote the following spaces of stochastic processes by:
, H) and assume that there exists a positive number L such that, for any X, Z
Proof. Let (s ′ n )n be a sequence of real numbers. Since F is Poisson S −almost automorphic and X is S −almost automorphic, there exist a subsequence (sn)n of (s ′ n )n and F and Z such that
Hence, for t ∈ R, we can deduce from (3.1) and (3.2) that
Similarly, we can obtain that lim
S −almost automorphic. Which completes the proof.
Let P(H) be the space of all Borel probability measures on H with the β metric.
where f are Lipschitz continuous real-valued functions on H with
De nition 3.9. [26] An H-valued stochastic process Y(t) is said to be almost automorphic in distribution if its law µ(t) is a P(H)-valued almost automorphic mapping, i.e. for every sequence of real numbers (s ′ n )n, there exist a subsequence (sn)n and a P(H)-valued mappingμ(t) such that
Next Sections, we use this results to study the stochastic evolution equations (1.1).
Almost automorphic solutions
This section is devoted to the existence and the uniqueness of the square-mean almost automorphic mild solution in distribution on R of (1.1). We assume that the C -semigroup (T(t)) t≥ is exponentially stable which means that there exist constants K ≥ and ω > such that
De nition 4.1. An F t -progressively measurable process {x(t)} t∈R is called a mild solution on R of equation (1.1) if it satis es the corresponding stochastic integral equation
T(t − s)G(s, x(s−), y)N(ds, dy)
for all t ≥ a.
In this section, we need the following variant of Gronwall inequality.
Lemma 4.1. [[22], Lemma 3.3] Let φ : R → R be a continuous function such that for every t
for some locally integrable function α : R → R, and some constants δ , ..., δn > β with β := Σ n i= δ i . We assume that the integrals on the right-hand side of (4. 
In particular, if α is constant, we have
We suppose that there exist constants L > such that
for all t ∈ R and for any Y , Z ∈ L (P, H). If 
Proof. The process
T(t − s)G(s, x(s−), y)N(ds, dy)
satis es (4.1), so it is a mild solution to the equation (1.1). Using similar arguments as performed in the steps 1 and 2 of Theorem 3.2 in [26] , we obtain that S has a unique solution in x ∈ C b (R, L (P, H)) the Banach space of all bounded L −continuous mappings from R to L (P, H) endowed with norm · ∞. Next, to end the proof, we have to show that the unique mild solution x is almost automorphic in distribution. Since f , θ are S −almost automorphic and F, G are Poisson S −almost automorphic, then for every sequence of real numbers (t ′ n )n we can extract a subsequence (tn)n such that, for some stochastic processes f , θ, F, G
For t ∈ R, we de ne
Then Wn is also a Q-Wiener process having the same distribution as W and Nn have the same distribution as N with compensated Poisson random measureÑn. Similarly to [26] , we have X ∈ C b (R, L (P, H) ). Consider the process de ne as follows 
T(t − s)θ(s + tn , Xn(s))dW(s)
+ t −∞ T(t − s) |y| V <
F(s + tn , Xn(s−), y)Ñ(ds, dy) +
T(t − s)
|y| V ≥
G(s + tn , Xn(s−), y)N(ds, dy),
Since the convergence in L implies convergence in distribution and that X(t + tn) and Xn have the same law, then we have, for σ ∈ R 
T(t − s) f (s + tn , Xn(s)) − f (s, X(s)) ds dt
+ σ+ σ E t −∞
T(t − s) θ(s + tn , Xn(s)) − θ(s, X(s)) dW(s) dt
+ σ+ σ E t −∞ T(t − s) |y| V <
F(s + tn , Xn(s−), y) − F(s, X(s−), y)) Ñ (ds, dy) dt
+ σ+ σ E t −∞ T(t − s) |y| V ≥
G(s + tn , Xn(s−), y) − G(s, X(s−), y)) N(ds, dy) dt
For J , we obtain
T(t − s) f (s + tn , Xn(s)) − f (s + tn , X(s)) ds dt
Using Cauchy-Schwartz's inequality and Fubini's theorem, we have
For J , Using the Ito's isometry, Fubini's theorem and the same changes of variables performed above, we have
and sup
For J , using Cauchy-Schwartz's inequality, Fubini's theorem and the properties of the integral for the Poisson random measure, we have
F(s + tn , Xn(s−), y) − F(s, X(s−), y)) Ñ (ds, dy) dt
For J , using the properties of the integral for the Poisson random measure, we have
G(s + tn , X(s−), y) − G(s, X(s−), y)) N(ds, dy) dt
Using Cauchy-Schwartz's inequality, Fubini's theorem and argued as above, we obtain
where
By combining the estimations J -J , we get 
Since Xn − X is L -bounded then by Lebesgue dominated convergence theorem, it follows that
Hence we deduce that X(t + tn) converge to X(t) in distribution. Similarly, one can get that X(t − tn) converge to X(t) in distribution too. Therefore the unique solution of the equation (1.1) is square-mean almost automorphic in distribution. which completes the proof.
Stability of the almost automorphic solution
Next we investigate the stability of almost automorphic in distribution of equation (1.1). Firstly, we recall the de nition of asymptotic stability.
De nition 5.1. [20] A solution x * of equation (1.1) is said to be stable in square-mean sense, if for arbitrary 
Using the Cauchy-Schwartz's inequality, the Ito's isometry property, the properties of the integral for the Poisson random measure and the Fubini's theorem, we deduce that
It follows that
Hence, we get
Then using Gronvall Lemma, we obtain that
That implies that X(t) → exponentially fast if −ω + k < , that is
Therefore x * is globally asymptotically stable in the square-mean sense. This completes the proof.
Example
To apply our theoretical results, we consider the following stochastic heat equation 
f (t, u)(x) = f (t, u(t)(x)) = a(t)u(t, x), θ(t, u)(x) = θ(t, u(t)(x)) = b(t)u(t, x), h(t, u)(x) = h(t, u(t)(x)) = c(t)u(t, x) and H = V = L ( , ).
In order to write the system (6.1) on the abstract form ( Then the system (6.1) takes the following abstract form
du(t) = Au(t)dt + f (t, u(t))dt + θ(t, u(t))dW(t) +
|y| V <
F(t, u(t−), y)Ñ(dt, dy)
+ |y| V ≥
G(t, u(t−), y)N(dt, dy),
where h(t, u)dZ = |y| V < 
F(t, u(t−), y)Ñ(dt, dy) +
G(t, u(t−), y)N(dt, dy)
with Z(t, x) = We note that the inequality (4.9) implies the inequality (5.1). Therefore, by Theorem 5.1, the equation (6.1) has a unique square-mean almost automorphic in distribution mild solution on R which is globally asymptotically stable whenever L < / ( + b π + π ).
