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Abstract
We consider a matrix pencil consisting of two square structured matrices of the same di-
mensions, where we call a matrix structured if we only know its zero/nonzero pattern. Replac-
ing each nonzero by a parameter, we obtain a parametrization of the matrix pencil. In this paper
we assume that for almost all possible parameter values the matrix pencil is regular, i.e. has a
nonzero determinant. Given such a regular structured matrix pencil, we present graph theoretic
methods to obtain its so-called generic canonical form, described by the zero structures at
s = 0 (zero structure at the point zero) and s = ∞ (zero structure at the point infinity), and
the number of finite zeros outside s = 0 (zeros outside s = 0 and s = ∞) which will be shown
to be mutually distinct. Here the word generic indicates that the obtained canonical form will
be of the same shape for almost all possible parameter values. The presented methods are
related to well-known and efficient methods from combinatorial optimization.
© 2002 Elsevier Science Inc. All rights reserved.
AMS classification: 05C50; 15A22; 94C15
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1. Introduction
In this paper we are inspired by the papers [3,12–14] in which the zeros of square
structured matrices and matrix pencils are studied. In [3,12] the eigenvalue at s = 0
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of a square structured matrix and its Jordan structure are characterized. In [13,14] the
structure of the zeros of a structured matrix pencil at s = 0 and s = ∞ is described,
where the phrase ‘the zeros at s = 0’ is to be interpreted as ‘the zeros at the point
zero in the complex plane’ and the phrase ‘the zeros at s = ∞’ as ‘the zeros at
the point infinity in the extended complex plane’. In [13] regular matrix pencils are
studied and in [14] singular matrix pencils. The characterizations developed in the
above references are presented in terms of directed graphs that can be associated to
the structured matrices and matrix pencils. For small matrices and matrix pencils the
calculations using the graph characterizations can be done by hand as is illustrated in
the examples in the above references. However, for large matrices and matrix pencils,
the obtained characterizations are not so useful anymore and sometimes suggest a
solution in the wrong direction as far as efficiency is concerned. The latter is not sur-
prising since, apart perhaps from [12], none of the above references had the intention
of taking the computational aspects of the obtained characterizations into account. In
[12] the characterization of the eigenvalue at s = 0 of a square structured matrix and
its Jordan structure is related to a linear programming problem. Hence, the associated
computations can be done by means of well-known and efficient algorithms.
The first and most important purpose of this paper is to present characterizations,
that are efficient from a computational point of view, of the generic structure of the
zeros at s = 0 and s = ∞ of a structured matrix pencil. A second important aspect
of this paper is that we show that the remaining zeros, i.e. the zeros not located
at s = 0 or s = ∞, generically are mutually distinct. For a regular structured ma-
trix pencil this means that the obtained zero information enables us to completely
describe the so-called generic canonical form of the matrix pencil (see [2]). This
generic form consists of the numbers of zeros at s = 0 and s = ∞ with their orders,
and the number of zeros outside s = 0 and s = ∞.
The methods in this paper also do apply to singular structured matrix pencils.
However, for those matrix pencils the obtained zero information does not completely
describe the associated so-called generic Kronecker canonical form (see [2]). The
zero information that is missing to complete this canonical form is concerned with
the generic left and right minimal indices of a singular structured matrix pencil. The
problem of the determination of these minimal indices has not been solved up to
now and still stands as an important but complicated open problem. In order to give
a complete characterization of the canonical form of a structured matrix pencil, we
therefore have restricted the attention here to regular matrix pencils.
A last and minor aspect that we want to emphasize is that, unlike the approach in
all of the above references, the structured matrix pencils in this paper are represented
by means of bipartite graphs. In our point of view, in situations, like in this paper,
where a matrix pencil description is much more natural than any other description,
the representation by means of bipartite graphs is often to be preferred above the
representation by means of directed graphs.
Finally, for more and alternative results on the computational aspects of determin-
ing the generic zero structure at s = 0 and/or s = ∞ we refer to [1,9,15,16].
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2. Mathematical problem formulation
In this paper we concentrate mainly on regular matrix pencils. These are polyno-
mial matrices of a special form. Namely, P(s) is a regular matrix pencil if there exist
square constant matrices E and A of the same dimensions such that P(s) = sE + A
and detP(s) = 0. Note that the regularity firstly implies that the matrices E and A
are square and of the same dimensions, and secondly that det sE + A = 0.
2.1. Smith form of regular matrix pencil
In this section we introduce the so-called Smith form. We note that although this
form can be defined for a general nonsquare polynomial matrix, we present the form
here only for a regular matrix pencil of the form P(s) = sE + A, with E and A
constant matrices of dimensions n× n and det P(s) = 0. For the proof of the next
result we refer to [2].
Theorem 1 (The Smith form of a regular matrix pencil). Let P(s) be a regular matrix
pencil of dimensions n× n. Then there exist unimodular matrices (square polyno-
mial matrices with polynomial inverses) U1(s) and U2(s) of dimensions n× n such
that
U1(s)P (s)U2(s) = (s),
where (s) = diag {γ1(s), γ2(s), . . . , γn(s)}, with γ1(s), γ2(s), . . . , γn(s) nonzero
monic polynomials such that γi−1(s) divides γi(s) for all i = 2, 3, . . . , n.
Given the decomposition as above, the so-called invariant zeros of P(s) are de-
fined as the set of zeros of the polynomials γ1(s), γ2(s), . . . , γn(s), i.e. the invariant
zeros are the zeros of
∏n
i=1 γi(s), counting multiplicity. The product in the latter
equals the determinant of the regular matrix pencil P(s), apart from a nonzero con-
stant factor, so that the invariant zeros are in fact the zeros of det P(s), counting
multiplicity. For this reason we will from now on refer to the invariant zeros of P(s)
simply as the zeros of P(s), i.e. from now on we omit the word ‘invariant’ and just
talk about the zeros of P(s).
Given the Smith form of the regular matrix pencil P(s) as in Theorem 1, it follows
from [2] that for any i = 1, 2, . . . , n, the product∏il=1 γl(s) is equal to the greatest
common divisor of all ith order minors of P(s).
2.2. Canonical form of regular matrix pencil
In this section we introduce the so-called canonical form of a regular matrix pen-
cil. To do this, we consider the matrix pencil P(s) = sE + A with E and A constant
matrices of dimensions n× n and det P(s) = 0. For the proof of the next result we
refer to [2].
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Theorem 2 (The canonical form of a regular matrix pencil). Let P(s) be a regular
matrix pencil of dimensions n× n. Then there exist invertible constant matrices W1
and W2 of dimensions n× n such that
W1P(s)W2 = diag {J1(s), . . . , Jκ(s), R(s),N1(s), . . . , Nν(s)},
where the matrices Ji(s), i = 1, 2, . . . , κ, Nj (s), j = 1, 2, . . . , ν and R(s) are
square matrix pencils of suitable dimensions. Each of the matrix pencils Ji(s) and





































respectively, where all unspecified entries are zero, and
R(s) = sRE + RA
where both RE and RA are square invertible matrices of the suitable dimensions.
In Theorem 2 the zeros of P(s) that are finite and located outside s = 0, i.e.
the zeros of P(s) outside s = 0 and s = ∞, are determined by the matrix pencil
R(s), because Ji(s), i = 1, 2, . . . , κ , and Nj(s), j = 1, 2, . . . , ν, are invertible for
finite s = 0. Further, the zero structure at s = 0 of P(s) is determined by the matrix
pencils Ji(s), i = 1, 2, . . . , κ , for s → 0, because R(s) and Nj(s), j = 1, 2, . . . , ν,
are invertible for s → 0. Similarly, the zero structure at s = ∞ of P(s) is determined
by the matrix pencils (1/s)Nj (s), j = 1, 2, . . . , ν, for s →∞, because (1/s)R(s)
and (1/s)Ji(s), i = 1, 2, . . . , κ , are invertible for s →∞. We note that the division
by s in the latter characterization makes that the expressions stay finite.
Further, we note that the zero structure of sE + A at s = 0 coincides with the
zero structure of E + tA at t = ∞. Indeed, any matrix pencil of the form Ji(s) in the
canonical form of sE + A corresponds to a matrix pencil with the same dimensions
of the form Nj(t) in the canonical form of E + tA. And similarly for the relation
between the zero structure of sE + A at s = ∞ and the zero structure of E + tA at
t = 0.
Finally, we note that there is a bijective correspondence between the finite zeros
located outside s = 0 of sE + A and the finite zeros located outside t = 0 ofE + tA.
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2.3. Special case: finite zeros outside s = 0 with multiplicity 1
From the divisibility property of the polynomials γ1(s), γ2(s), . . . , γn(s) on the
diagonal of the Smith form of a regular matrix pencil P(s) it follows that if a zero of
has multiplicity 1, it can only be a zero of γn(s).
In this paper we will be dealing with the case that all the finite zeros located out-
side s = 0 of P(s) have multiplicity 1. This will be a consequence of the structural
point of view that we adopt in this paper and will be explained later on.
The previous observation implies that in this paper the polynomials in the Smith
form, and the subpencil R(s) in the canonical form, have more simplified forms as
described in the following results.
Corollary 3. Let P(s) be a regular matrix pencil of which the finite zeros located
outside s = 0 are mutually distinct. Then there exist unimodular polynomial matrices
U1(s) and U2(s) of dimensions n× n such that
U1(s)P (s)U2(s) = (s)
where (s) = diag {sµ1 , sµ2 , . . . , sµn−1 , sµnδn(s)}, with integers µ1, µ2, . . . , µn
such that 0  µ1  µ2  · · ·  µn, and with δn(s) a polynomial such that its zeros
are mutually distinct and δn(0) = 0.
Proof. Follows immediately from the previous remarks on the divisibility property
of the polynomials on the diagonal in the Smith form of P(s). 
Corollary 4. Let P(s) be a regular matrix pencil of which the finite zeros located
outside s = 0 are mutually distinct. Then there exist invertible constant matrices W1
and W2 of dimensions n× n such that
W1P(s)W2 = diag{J1(s), . . . , Jκ(s),D(s),N1(s), . . . , Nν(s)},
where the matrix pencils Ji(s), i = 1, 2, . . . , κ, and Nj(s), j = 1, 2, . . . , ν, are as
described in Theorem 2, and
D(s) = diag {s + r1, s + r2, . . . , s + rc}
in which the scalars r1, r2, . . . , rc are nonzero and mutually distinct.
Proof. It is easy to see that the finite zeros located outside s = 0 of P(s) coincide
with the zeros of the matrix R(s) = sRE + RA in the canonical form of P(s) as pre-
sented in Theorem 2. If these zeros are mutually distinct, it is well known that R(s)
can be transformed into D(s) = diag {s + r1, s + r2, . . . , s + rc} with r1, r2, . . . , rc
nonzero and mutually distinct, by pre- and post-multiplication with invertible con-
stant matrices. 
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3. Structured matrix pencils
3.1. Generic aspects
In the previous we assumed that the matrices E and A were completely known. In
the rest of this paper we assume that the two matrices are structured. This means
that we assume that the zero/nonzero pattern of the two matrices is known and
that each nonzero in the matrices can have any real value. To use standard tech-
niques we can then replace each nonzero by a real parameter that may have any
value. Collecting all, say f, scalar parameters into a parameter vector λ ∈ Rf , it
follows that each choice of λ corresponds to two numerically specified matrices, say
Eλ and Aλ, in turn corresponding to a fully known square matrix pencil Pλ(s) =
sEλ + Aλ. Hence, for each λ ∈ Rf we can use standard techniques to investigate
if the matrix pencil Pλ(s) is regular and, if so, we can determine its canonical
form.
Clearly, the results in the previous will depend on the choice of λ ∈ Rf . It turns
out however that if the matrix pencil Pλ(s) is regular for one λ ∈ Rf , it will be
regular for almost all λ ∈ Rf , where ‘for almost all’ is to be understood as ‘for all
except for those in some proper algebraic variety in the parameter space Rf ’. The
proper algebraic variety for which the matrix pencil is not regular is the zero set
of some nontrivial polynomial with real coefficients in the f scalar parameters. This
nontrivial polynomial can be written down explicitly, i.e. we can precisely describe
for which λ ∈ Rf the matrix pencil Pλ(s) is not regular. A proper algebraic variety
has Lebesgue measure zero. Therefore, when regularity of Pλ(s) holds for almost
all λ ∈ Rf , it is also often said to hold generically.
In a similar way it can be shown that the canonical form of a generically regular
matrix pencil has a generic shape, i.e. the canonical form of Pλ(s) will have the same
shape for almost all λ ∈ Rf . Here the ‘shape’ of canonical form is determined by the
number and the sizes of the matrices Ji(s) and Nj(s) as in Corollary 4, together with
the size of the diagonal matrix D(s). Hence, we can talk about the generic canonical
form of a generically regular matrix pencil, where this generic canonical form is
determined by a sequence of integer numbers.
To determine the generic canonical form of a generically regular matrix pencil
P(s) = sE + A, we consider the generic shape of the Smith form of P(s). We shall
indicate that generically all diagonal elements of the Smith form, except for the last,
are monomials in s, and that the zeros outside s = 0 of the last diagonal element
of the Smith form are mutually distinct. Combining these results with similarly ob-
tained results for the matrix pencil E + tA, the complete generic canonical form
of P(s) = sE + A can be determined. Indeed, the generic Smith form of sE + A
yields the zero structure at s = 0 and the number of finite mutually distinct zeros
outside s = 0, whereas the generic Smith form of E + tA yields the zero structure
at t = 0, which is in bijective correspondence with the zero structure of sE + A at
s = ∞. Taken together, this gives the zero structures at s = 0 and s = ∞, and the
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total number of mutually distinct zeros outside s = 0 and s = ∞, resulting in the
generic canonical form.
3.2. Finite zeros outside s = 0
The following result yields that the generic shape of the finite zeros outside s = 0
is known as soon as their number is known, see also [7,8].
Theorem 5. The finite zeros located outside s = 0 of a generically regular matrix
pencil P(s) = sE + A are generically mutually distinct.
Proof. See Appendix A. The proof is direct/constructive and uses aspects of the
proofs of Theorems 6 and 7 of the following section. The proof of a similar result in
[7,8] is based on a preliminary decomposition (DM-decomposition) and is algebraic
in nature. 
To obtain the generic shape of the Smith form of a regular matrix pencil P(s) =
sE + A we use a representation by means of bipartite graphs. These graphs will be
introduced in the following section.
4. Graph theoretic representation
In this section we consider a matrix pencil P(s) = sE + A of square structured
matrices E and A of dimensions n× n, and we assume that we only know the
zero/nonzero structure of E and A.
4.1. Bipartite graphs
We next introduce the bipartite graph B = (V ,W) corresponding to the matrix
pencil P(s). The vertex set V of the bipartite graph is given by R ∪ C with R =
{r1, . . . , rn} the set of row vertices and C = {c1, . . . , cn} the set of column vertices.
Hence, V consists of 2n vertices. Denoting (r, c) for an edge between the vertex
r ∈ R and the vertex c ∈ C, the edge set W of the bipartite graph is described byW =
{(ri , cj )|Eij /= 0} ∪ {(ri, cj )|Aij /= 0}, where Eij /= 0 means that the (i, j)th entry
of the matrix E is a nonzero, and similarly for Aij /= 0. The edges in {(ri, cj )|Eij /=
0} will be also referred to as E-edges, and similarly the edges in {(ri, cj )|Aij /= 0}
are also called A-edges.
We say that two edges between R and C are disjoint if they do not share a vertex
in R or C. We say that l edges between R and C are disjoint if they are mutually
disjoint, i.e. each two of them are disjoint. We call a set of l disjoint edges between
R and C a matching of size l. Since there are only a finite number of matchings, there
obviously exist matchings consisting of a maximal number of disjoint edges.
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In this paper we shall consider matchings in the bipartite graph B of various sizes.
In particular, we shall be interested in the maximal or minimal number of E- or
A-edges in matchings of a given size.
4.2. Characterizations
The following theorem provides a relation between the generic regularity of a
square structured matrix pencil P(s) = sE + A and the existence of a matching of
size n in the associated bipartite graph B.
Theorem 6. Consider the square structured matrix pencil P(s) = sE + A and the
associated bipartite graph B = (V ,W).
• The matrix pencil P(s) is generically regular if and only if there exists a matching
of size n in B.
Proof. See Appendix A. 
The following result provides a relation between the generic number of zeros, all
together or those at s = 0, of a generically regular matrix pencil P(s) = sE + A and
the maximal or minimal number of E-edges in a matching of size n in B.
Theorem 7. Consider the square structured matrix pencil P(s) = sE + A and the
associated bipartite graph B = (V ,W). If the matrix pencil is generically regular,
i.e. P(s) is a generically regular structured matrix pencil, then
• the generic overall number of zeros of P(s) is equal to the maximal number of
E-edges in a matching of size n in B.
• the generic number of zeros at s = 0 of P(s) equals the minimal number of
E-edges in a matching of size n in B.
Proof. See Appendix A. 
Theorems 5 and 7 can be combined as follows.
Corollary 8. Consider a generically regular structured matrix pencil P(s) =
sE + A and the associated bipartite graph B = (V ,W). The generic Smith form
of P(s) looks like diag {sµ1 , sµ2 , . . . , sµn−1 , sµnδn(s)}, with integers µ1, µ2, . . . , µn
such that 0  µ1  µ2  · · ·  µn, and with δn(s) a polynomial such that its
zeros are mutually distinct and δn(0) /= 0. Furthermore, for all i = 1, 2, . . . , n there
holds:
• the minimal number of E-edges in a matching of size i in B is generically equal to∑i
l=1 µl.
Proof. See Appendix A. 
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4.3. Computational aspects
It is well known that the existence of a matching of size n in the bipartite graph
B can be checked by means of efficient methods. Further, the minimal or maximal
number of E-edges in a linking of certain size in the bipartite graph B can also be
determined efficiently. For such type of computations we refer to [6,10,11]. In these
references it is described how the latter matching problems can be translated into
equivalent minimal cost flow problems or problems involving linear programming,
for which efficient algorithms are available. Hence, there are combinatorially effi-
cient algorithms to check whether or not a square structured matrix pencil P(s) =
sE + A is generically regular and, if so, what its generic number of zeros is and what
the generic orders are of the monomials in its Smith form.
5. Application
By Theorem 6 we can start to check whether or not a given square structured
matrix pencil P(s) = sE + A is generically regular. If so, then Theorem 7 and Cor-
ollary 8 can subsequently be applied as follows.
First compute the minimal number of E-edges in a matching of size i in B for i =
1, 2, . . . , n. Then using Corollary 8, the generic values of the integersµ1, µ2, . . . , µn
can be obtained. The integers µ1, µ2, . . . , µn correspond to the degrees of the mo-
nomials on the diagonal in the generic Smith form of P(s), or equivalently, to the
generic multiplicities of the zeros at s = 0.
Next compute the maximal number of E-edges in a matching of size n in B. Then
using Theorem 7, the number of finite zeros not located at s = 0 can be obtained
as the maximal number of E-edges in a matching of size n in B minus the minimal
number of E-edges in a matching of size n in B.
From the obtained results it follows easily that the elementary divisors related to
s = 0 are given by sµn−κ+1 , sµn−κ+2 , . . . , sµn , where κ denotes the number of µi’s
that are larger than 0. It is well known (see [2,5]) that each elementary divisor sτ ,
with τ > 1, in the Smith form of P(s), corresponds to a τ × τ Jordan-like matrix
pencil in the canonical form of P(s), of a form as Ji(s) in Theorem 2. Since the
remaining finite zeros, i.e. zeros located outside s = 0, by Theorem 5 are mutually
distinct, it follows easily that the elementary divisors in the Smith form of P(s),
related to these zeros, all are of the form s + r , and that these zeros can be taken
together in a diagonal matrix of the form diag {s + r1, s + r2, . . . , s + rc}. Hence,
from Theorem 7 and Corollary 8 the generic structure of the zeros at s = 0 and the
generic structure of the finite zeros not located at s = 0 can be determined. These
results can be seen as the generic Smith form of the matrix pencil P(s) = sE + A.
By changing the point of view from the E-edges to the A-edges also the structure
of the zeros at s = ∞ can be determined. This is done by computing the generic
Smith form of the structured matrix pencil E + tA with respect to t, and by noting
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that the generic zero structure at t = 0 of E + tA is in a bijective correspondence
with the generic zero structure at s = ∞ of sE + A. Combining the obtained results
the generic canonical form of the square structured matrix pencil P(s) = sE + A is
then determined. The various computations above are summarized in the following
algorithm.
Algorithm 9. Let E and A be given structured matrices of dimensions n× n, and
let B = (V ,W) be the associated bipartite graph.
• Check whether or not there exists a matching of size n in the graph B. If not then
stop, since the square structured matrix pencil P(s) = sE + A is not generically
regular, else continue as follows.
• Determine the maximal number α of E-edges in a matching of size n in B.
Further, determine
• the minimal number βi of E-edges in a matching of size i in B for i = 1, 2, . . . , n,
• the minimal number ηj of A-edges in a matching of size j in B for j = 1, 2, . . . , n.
Observe that the βi’s and the ηj ’s are nondecreasing. Now assume that the last κ of
the βi’s are larger than zero. Let these κ numbers be denoted by ρ1, ρ2, . . . , ρκ , i.e.
ρi = βn−κ+i for i = 1, 2, . . . , κ . Similarly, assume that the last ν of the ηj ’s are larg-
er than zero. Let these ν numbers be denoted by ψ1, ψ2, . . . , ψν , i.e. ψj = ηn−ν+j
for j = 1, 2, . . . , ν. Then the generic canonical form of the structured matrix pencil
P(s) = sE + A is described as in Corollary 4 by
• κ matrix pencils of the form Ji(s) of size (ρi − ρi−1)× (ρi − ρi−1), for i =
1, 2, . . . , κ, with ρ0 = 0,
• ν matrix pencils of the form Nj(s) of size (ψj − ψj−1)× (ψj − ψj−1), for j =
1, 2, . . . , ν, with ψ0 = 0,
• α − β finite zeros not located at s = 0 that are mutually distinct, collected in a
diagonal matrix D(s), with β = βn, so that β is the minimal number of E-edges
in a matching of size n in B.
6. Examples
In this section we give an illustration of the above results. To keep the size of the
matrices small and computations transparent we use two small examples, instead of
one large example.
6.1. Example 1




∗ 0 0 0
0 0 ∗ 0
0 ∗ 0 0
0 0 0 0

 , A =


0 0 0 0
0 ∗ ∗ 0
0 0 ∗ 0
0 0 0 ∗

 ,
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where the ∗’s denote the nonzeros. As there are seven nonzeros in E and A these





λ1 0 0 0
0 0 λ3 0
0 λ2 0 0
0 0 0 0

 , Aλ =


0 0 0 0
0 λ4 λ5 0
0 0 λ6 0
0 0 0 λ7

 .
For each λ ∈ R7 the two matrices are completely known, so that for a chosen λ ∈
R7 the canonical form of Pλ(s) = sEλ + Aλ can be determined by the usual well-
known methods. For instance,
det (sEλ + Aλ) = λ1λ7s(λ4λ6 − sλ2λ5 − s2λ2λ3),
from which it follows that Pλ(s) = sEλ + Aλ generically has one zero at s = 0 and
two finite zeros outside s = 0, which for generic values of the parameters can be
shown to be mutually distinct. Further,
det (Eλ + tAλ) = λ1λ7t (t2λ4λ6 − tλ2λ5 − λ2λ3),
from which it follows that Eλ + tAλ generically has one zero at t = 0, implying that
Pλ(s) = sEλ + Aλ generically has one zero at s = ∞. Hence, the canonical form
of P(s) generically consists of one zero at s = 0, one zero at s = ∞ and two finite
mutually distinct zeros outside s = 0.
We want to show here that the above generic canonical form also can be obtained
by means of graph theoretic methods. Therefore, we focus on the bipartite graph B
defined using the structured matrices E and A. This graph is depicted in Fig. 1.
The edges corresponding to the nonzeros in A, i.e. the A-edges, are depicted by
means of solid lines, whereas the edges corresponding to the nonzeros in E, i.e. the E-
edges, are depicted by means of dashed lines. Note that there are two edges between
r2 and c3, one edge due to a nonzero in row 2 and column 3 of E, and one edge due
to a nonzero in the same row and column of A.
It is easy to see that there is a matching of size 4 in the bipartite graph B, for in-
stanceM = {(r1, c1), (r2, c2), (r3, c3), (r4, c4)}, so that by Theorem 6 the structured
matrix pencil P(s) is generically regular. It is further easy to see that the maximal and
minimal number of E-edges in a matching of size 4 in B are 3 and 1, respectively. In
Fig. 1. The graph B.
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terms Algorithm 9, it therefore follows that α = 3 and β = 1. Further, it is easily seen
that β1 = β2 = β3 = 0 and β4 = 1. For instance, the above matching M contains
three submatchings of size 1, 2 and 3, respectively, that each consist of no E-edges
at all, implying that β1 = β2 = β3 = 0. Further, any matching of size 4 clearly re-
quires the E-edge (r1, c1), so that from the above matchingM it follows that β4 = 1.
Likewise, it follows that η1 = η2 = η3 = 0 and η4 = 1. In terms of Algorithm 9 it
now follows that κ = 1 with ρ1 = 1, and ν = 1 with ψ1 = 1. Algorithm 9 yields that
the generic canonical form of P(s) contains one matrix pencil of the form Ji(s) of
size 1 × 1, and one matrix pencil of the form Nj(s) of size 1 × 1. Further, there are
two finite zeros outside s = 0, that by Theorem 5 generically are mutually distinct.









where r1 and r2 are two mutually disjoint numbers. See also Corollary 4.
6.2. Example 2




0 0 0 0 0 0 0 0
0 0 0 ∗ 0 0 0 0
0 0 0 0 0 0 0 0
∗ 0 0 0 0 0 0 0
0 0 0 0 0 0 0 ∗
0 ∗ 0 0 0 0 0 0
0 0 0 0 0 0 0 0







0 0 0 0 ∗ 0 0 0
0 ∗ 0 0 0 0 0 0
0 0 0 ∗ 0 0 0 0
0 0 0 0 0 0 ∗ 0
0 0 0 0 0 0 0 0
0 0 ∗ 0 0 0 0 0
0 0 0 0 0 ∗ 0 0




where the ∗’s denote the nonzeros. As there are 11 nonzeros in E and A these matrices
can simultaneously be parametrized by a parameter λ ∈ R11, so that for a chosen
λ ∈ R11 the canonical form of Pλ(s) = sEλ + Aλ can be determined by the usual
well-known methods.
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Fig. 2. The graph B.
Again we want to show that the generic canonical form also can be obtained
by means of graph theoretic methods. Therefore, we focus on the bipartite graph B
defined using the structured matrices E and A. This graph is depicted in Fig. 2.
From Fig. 2 it follows that the next collection of edges
M = {(r1, c5), (r2, c2), (r3, c4), (r4, c7), (r5, c8), (r6, c3), (r7, c6), (r8, c1)}
forms a matching of size 8. The matching consists of one E-edge, given by (r5, c8),
and seven A-edges, given byM\{(r5, c8)}, i.e. the setMminus the edge (r5, c9). By
a straightforward reasoning it is easy to see that M is the only matching of size 8.
In terms of Algorithm 9, the existence of a matching of size 8 in B means that
the structured matrix pencil P(s) = sE + A generically is regular. See also Theo-
rem 6. Moreover, the uniqueness of the matching implies that α = β = 1, so that
the pencil P(s) generically does not have finite zeros that are located outside s =
0. See also Theorem 7. Hence, generically the zeros of the matrix pencil are lo-
cated at s = 0 and/or s = ∞. The orders of these zeros will be determined in the
following.
From the above matching M, it follows that the minimal number of E-edges in
a matching of size i is equal to 0 for i = 1, 2, . . . , 7. As we already have seen by
the uniqueness of M, it follows that for i = 8 the minimal number of E-edges in a
matching of size i = 8 is equal to 1. In terms of Algorithm 9, this means that βi = 0
for i = 1, 2, . . . , 7 and β8 = 1, and consequently that κ = 1 with ρ1 = 1.
It is clear that the four E-edges in the set {(r2, c4), (r4, c1), (r5, c8), (r6, c2)} form
a matching of size 4. Hence, the minimal number of A-edges in a matching of size
j is equal to 0 for j = 1, 2, 3, 4. Successively incorporating the A-edges (r1, c5) and
(r7, c6), it follows that for j = 5 and j = 6, the minimal number of A-edges in a
matching of size j is equal to 1 and 2, respectively. For j = 7, it follows after some
reasoning that the minimal number of A-edges in a matching of size j = 7 is equal
to 4. Consider for this the set of edges given by
{(r1, c5), (r2, c4), (r4, c7), (r5, c8), (r6, c2), (r7, c6), (r8, c1)}
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which is a matching of size 7 containing four A-edges. Finally, for j = 8, as we al-
ready have seen, the minimal number of A-edges in a matching of size j = 8 is equal
to 7. In terms of Algorithm 9, this means that ηj = 0 for j = 1, 2, 3, 4, η5 = 1, η6 =
2, η7 = 4 and η8 = 7, and consequently that ν = 4 with ψ1 = 1, ψ2 = 2, ψ3 =
4, ψ4 = 7.
According to Algorithm 9, the canonical form of P(s) = sE + A contains one
block of the type Ji(s) of size 1 × 1, and four blocks of the type Nj(s) of size 1 × 1,
1 × 1, 2 × 2 and 3 × 3, respectively. As already indicated above the pencil does not
have finite zeros located outside s = 0.















In this paper we have presented an approach to compute the generic canonical
form of a generically regular structured matrix pencil. For this we have used bipar-
tite graphs and algorithms that are well-known and efficient from a combinatorial
point of view. The approach of this paper can also be used in case the structured
matrix pencil is not generically regular. In exactly the same way as described in this
paper, also for such more general structured matrix pencils the generic zero structure
at s = 0 and s = ∞ can be determined, and the number of finite mutually distinct
zeros outside s = 0. However, this does not yet yield a complete characterization of
the generic canonical form of such a more general structured matrix pencil. Generic
information on the minimal indices is missing. The more complete characterization
involving these generic minimal indices is topic of future research.
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Appendix A
This section contains proofs of Theorems 5–7 and Corollary 8. First proofs for
Theorems 6 and 7 are given, then a proof of Theorem 5, and finally a proof of Corol-
lary 8. Throughout these proofs zeros of a structured matrix pencil are always meant
to be finite.
Proof of Theorem 6. We consider the square structured matrix pencil Pλ(s) =
sEλ + Aλ, where the superscript λ ∈ Rf indicates that there are f nonzero entries in
the square structured matrices E and A, each parametrized by an individual parameter








where σ = {σ1, σ2, . . . , σn} denotes a permutation of the set {1, 2, . . . , n}, |σ | de-
notes the ‘sign’ of σ and Sn denotes the set of all permutations of {1, 2, . . . , n}. Now
given a permutation σ ∈ Sn, consider the product ∏ni=1 Pλi,σi (s). If the product is
nonzero, then Pλi,σi (s) ≡ 0 for all i = 1, 2, . . . , n, i.e. there exist n nonzero entries in
Pλ(s), exactly one in each row and each column of Pλ(s). Recall that each nonzero
entry Pλi,σi (s) corresponds to an edge between the vertex i of R and the vertex σi of
C in the associated bipartite graph B. Since σ ∈ Sn is a permutation of {1, 2, . . . , n},
it is clear that if
∏n
i=1 Pλi,σi (s) ≡ 0 there exists a matching {(i, σi) | i = 1, 2, . . . , n}
of size n in B. Finally, note that if det Pλ(s) ≡ 0 for some λ ∈ Rf , then according
to the determinantal expansion in (A.1), there exists at least one permutation σ ∈ Sn
such that
∏n
i=1 Pλi,σi (s) ≡ 0. Hence, if det Pλ(s) ≡ 0 for some λ ∈ Rf , there exists
a matching of size n of the form {(i, σi) | i = 1, 2, . . . , n} in B corresponding to some
permutation σ ∈ Sn.
Also the converse holds true. To prove this, first observe that either
• det Pλ(s) ≡ 0 for all λ ∈ Rf , i.e. det Pλ(s) is equal to the zero polynomial for
all λ ∈ Rf , or
• det Pλ(s) ≡ 0 for some λ ∈ Rf , i.e. det Pλ(s) is not the zero polynomial for
some λ ∈ Rf .
In the latter case the nonzero determinant can be written as
det Pλ(s) = pk(λ)sk + pk−1(λ)sk−1 + · · · + pl+1(λ)sl+1 + pl(λ)sl,
with k, l integers such that k  l  0, and with coefficients pk(λ), pk−1(λ), . . . ,
pl+1(λ), pl(λ) that depend on the components of λ ∈ Rf in a polynomial way. The
latter for instance follows from the determinantal expansion in (A.1) and the way in
which the nonzeros in the square structured matrices E and A each are parametrized
by λj , j = 1, 2, . . . , f . Note further that by definition pk(λ) ≡ 0 and pl(λ) ≡ 0.
Now consider just a matching M of size n in B. Let the matching consist of
the edges (i, τi), i = 1, 2, . . . , n. Then τ = {τ1, τ2, . . . , τn} defines a permutation of
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{1, 2, . . . , n}. Next assign arbitrary nonzero values to the n parameters associated
to the edges (i, τi), i = 1, 2, . . . , n, and assign the value zero to the parameters
associated to the remaining edges. Let the resulting parameter vector be denoted
by λ¯. By the determinantal expansion in (A.1) it then follows that det P λ¯(s) =
(−1)|τ |∏ni=1 P λ¯i,τi (s) = 0, simply because τ is the only permutation for which the
product in (A.1) with λ = λ¯ is nonzero. It follows that ∏ni=1 P λ¯i,τi (s) = sm¯θ¯ , where
θ¯ is the product of all the n parameters associated to the edges in the matching M
and m¯ denotes the number of E-edges that the matching contains.
Hence, the existence of a matching of size n in B implies that det Pλ(s) ≡ 0
for some λ ∈ Rf . So there exist integers k, l with k  l  0 such that for general
λ ∈ Rf
det Pλ(s) = pk(λ)sk + pk−1(λ)sk−1 + · · · + pl+1(λ)sl+1 + pl(λ)sl,




λ ∈ Rf |pk(λ)2 + pk−1(λ)2 + · · · + pl+1(λ)2 + pl(λ)2 = 0
}
,
where pk(λ)2 + pk−1(λ)2 + · · · + pl+1(λ)2 + pl(λ)2 ≡ 0, since both pk(λ)2 ≡ 0
and pl(λ)2 ≡ 0. So, V is an algebraic variety in Rf . From the fact that det Pλ(s) ≡ 0
for some λ ∈ Rf , see above, it follows in addition that V is proper. Hence, V is a
proper algebraic variety in Rf . So, the existence of a matching of size n implies that
det Pλ(s) ≡ 0 for all λ ∈ Rf \V with V some proper algebraic variety in Rf . The
latter implies that generically det P(s) ≡ 0.
In summary, we have proved that P(s) is generically regular, or equivalently that
the generic rank of P(s) is n, or that generically det P(s) ≡ 0, if and only if there
exists a matching of size n in the bipartite graph B. This concludes our proof of
Theorem 6. 
Proof of Theorem 7. To prove the first statement of Theorem 7 we follow the same
approach as in the previous section. However, instead of just a matching M of size
n in the bipartite graph B, we now consider a matching M∗ of size n in B with
a maximal number of E-edges. Say this maximal number of E-edges is m∗. Again
assign arbitrary nonzero values to the parameters corresponding to the n edges in the
matchingM∗ and assign the value zero to the remaining parameters. Let the resulting
parameter vector be denoted by λ∗. Then it follows, like in the previous section, that
det Pλ∗(s) = ±sm∗θ∗, where θ∗ /= 0 is the product of all the parameters associated
to the n edges in the matchingM∗ and m∗ denotes the (maximal) number of E-edges
that M∗ contains.
Like in the previous section, it follows now that there exist integers k, l with
k  l  0 (the same as before) such that for general λ ∈ Rf
det Pλ(s) = pk(λ)sk + pk−1(λ)sk−1 + · · · + pl+1(λ)sl+1 + pl(λ)sl,
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with pk(λ) ≡ 0 and pl(λ) ≡ 0. The first inequality clearly implies that k  m∗, since
the degree of det Pλ∗(s) for a specific λ∗ ∈ Rf is m∗, while the degree of det Pλ(s)
for general λ ∈ Rf is k. However, since pk(λ) ≡ 0 there must exist a λ˜ ∈ Rf and
permutation τ of the set {1, 2, . . . , n} such that ∏ni=1 P λ˜i,τi (s) ≡ 0 and has degree k.
The latter implies that in the associated matching of size n, consisting of the edges
(i, τi), i = 1, 2, . . . , n, there must be (at least) k E-edges, implying that k  m∗,
since m∗ is the maximal number of E-edges in a matching of size n in the bipartite
graph B. Hence, k = m∗. So, for the previous λ˜ ∈ Rf it follows that deg det P λ˜(s) =
k = m∗. The set of λ ∈ Rf for which deg det Pλ(s) < m∗ is given by
V ∗ = {λ ∈ Rf |pk(λ) = 0},
where det Pλ(s) is as given before. The set V ∗ is an algebraic variety because pk(λ)
depends on the components of λ ∈ Rf in a polynomial way. From the fact that
deg det P λ˜(s) = m∗ for certain λ˜ ∈ Rf , see above, it follows that V ∗ in fact is a
proper algebraic variety in Rf . Hence, generically the degree of deg det P(s) is
m∗, or equivalently, the highest power of s in det P(s) is generically equal to m∗,
or P(s) generically has m∗ zeros. This provides a proof for the first statement in
Theorem 7.
Likewise, the second statement of Theorem 7 can be proved by using a matching
M∗ of size n in the bipartite graph B with a minimal number of E-edges. Say this
minimal number of E-edges is m∗. Then the lowest power of s in det P(s) is generi-
cally equal to m∗, or equivalently, P(s) generically has m∗ zeros at s = 0. This then
yields a proof for the second statement in Theorem 7. 
Proof of Theorem 5. To give a proof of Theorem 5 we are going to combine the two
size n matchings encountered in the previous section. On the one hand, we consider
a matching M∗ of size n in the bipartite graph B with a maximal number of E-
edges. As above, we denote m∗ for the number of E-edges contained in M∗. On the
other hand, we consider a matching M∗ of size n in B with a minimal number of
E-edges. We denote m∗ for the number of E-edges contained in M∗. See also the
above section.
We assign the zero value to all parameters that do not correspond to edges in
M∗ ∪M∗, and leave the other parameters, corresponding to the edges inM∗ ∪M∗,
unchanged. The parameter vector λ′ ∈ Rf ′ contains all the parameters of λ that do
correspond to the edges inM∗ ∪M∗, implying thatM∗ ∪M∗ consists of f ′ edges.
We next focus on the bipartite graph B1 determined from the bipartite graph B by
restricting its edges to the set M∗ ∪M∗. So we focus on the structured matrix pen-
cil P1(s) = sE1 + A1 parametrized by the vector λ′ ∈ Rf ′ and with the bipartite
graph B1. Here E1 is obtained by replacing all nonzeros in Eλ by zero that do not
correspond to edges in M∗ ∪M∗, and the same for A1.
From the proof of Theorem 7 it follows that det P(s) generically has m∗ −m∗
zeros outside s = 0, where m∗ and m∗ denote the maximal and minimal number of
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E-edges in a size n matching in B, respectively. Since by construction, in B1 the
maximal and minimal number of E-edges in a size n matching are also equal to m∗
and m∗, respectively, it follows that also det P1(s) generically has m∗ −m∗ zeros
outside s = 0.
Below we are going to show that for a certain choice of the parameter vector
λ′ ∈ Rf ′ the m∗ −m∗ zeros of det Pλ′1 (s) outside s = 0 are mutually distinct, im-
plying that for a certain choice of the parameter vector λ ∈ Rf the m∗ −m∗ zeros of
det Pλ(s) outside s = 0 are mutually distinct too. Therefore, we are going to focus
on the bipartite graph B1 in more detail. Clearly, it is possible that M∗ ∩M∗ = ∅,
i.e. the two matchings share one or more edges. In the extreme case that M∗ =
M∗, so that the two matchings coincide, it follows that m∗ = m∗. In that case P1(s)
generically does not have any zeros located outside s = 0, i.e. all zeros, if any at all,
are located in s = 0. This then also applies to P(s).
Now suppose thatM∗ =M∗ and thatM∗ ∩M∗ = ∅. We will refer to the edges
in M∗ ∩M∗ as the white edges, to the edges in M∗\(M∗ ∩M∗) as the red edges
and to the edges in M∗\(M∗ ∩M∗) as the blue edges. Hence, the edges in the
bipartite graph B1 are divided into red, white and blue edges.
Note that each vertex in R and C is either incident to one edge, i.e. a white one, or
is incident to two edges, i.e. a red one and a blue one. There are no other possibilities.
Further, it is easy to see that the red and blue edges form one or more cycles in B1,
consisting sequences of alternating red and blue edges.
(a) We first focus on a white edge that the two matchingsM∗ andM∗ have in com-
mon. As noticed above a vertex that is incident to a white edge is only connected
to the other vertex incident to this white edge, and not to any of the other vertices.
Recall that each edge in B1 corresponds to one component of the parameter vec-
tor λ′ ∈ Rf ′ , which is either an entry of Eλ′1 or an entry of Aλ
′
1 . Hence, any white
edge corresponds to a monomial in s of degree at most one, i.e. to a monomial
either of the form λij with λij corresponding to a nonzero in Aλ
′
1 , or of the form
sλik with λik corresponding to a nonzero in Eλ
′
1 .
(b) Next we consider a red-blue cycle in the bipartite graph B1 containing just two
vertices. Since the edges in the cycle correspond to nonzeros in Aλ′1 and E
λ′
1 , it
follows easily that the red edge (from M∗) corresponds to a nonzero in Eλ′1 , say
in row u and column v, and the blue edge (from M∗) corresponds to a nonzero
in Aλ′1 , also in row u and column v. Indeed, if it is the other way around, it easily
follows that the number of E-edges in the matchingM∗ cannot have been maxi-
mal, and the number of E-edges in the matchingM∗ cannot have been minimal.





1 , say in row u and column v, of the form sλij + λik , i.e. a first order
polynomial in s with λij corresponding to a red edge and λik corresponding to a
blue edge. Note that generically a polynomial of the form sλij + λik has a real
zero located outside s = 0 and by choosing the two parameter values appropri-
ately this zero can be located on anywhere on the real axis. Hence, the zeros
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outside s = 0 corresponding to red-blue cycles containing just two vertices can
all be made mutually distinct, on the real axis outside s = 0, by choosing the
parameter values appropriately.
(c) Finally we concentrate on a red-blue cycle in the bipartite graph B1 containing
more than two vertices, say 2ξ vertices with ξ > 1, as the number of vertices is
always even. The cycle contains ξ vertices of C and ξ vertices of R. The row
vertices of R and the column vertices of C can be numbered in such a way that
this red-blue cycle consists of red edges (from M∗) between the vertices ri and
ci , for i = 1, 2, . . . , ξ , and blue edges (from M∗) between the vertices ri and
ci+1, for i = 1, 2, . . . , ξ − 1, and between the vertices rξ and c1. In terms of the
matrix pencil sEλ′1 + Aλ
′
1 it now follows that after the previous renumbering of
the rows and columns the matrix pencil is block diagonal with as upper left block
a submatrix of dimensions ξ × ξ , say T λ′1 (s), with nonzero entries being mono-
mials in s of degree at most one, i.e. either of the form λij with λij corresponding
to a nonzero in Aλ′1 , or of the form sλik , with λik corresponding to a nonzero in
Eλ
′
1 . Now take s = 1, so that the nonzeros of T λ
′
1 (1) each coincide with precisely






















with the ai’s and bi’s alternative names for the elements of λ′. Clearly, det T λ
′
1
(1) =∏ξi=1 ai − (−1)ξ
∏ξ
i=1 bi , from which it follows that det T λ
′
1 (s) = sna∏ξ
i=1 ai − snb (−1)ξ
∏ξ
i=1 bi , where na denotes the total number of first order
monomials among the entries on the diagonal of T λ′1 (s), and nb denotes the
number of first order monomials among the nonzero entries elsewhere in T λ′1 (s).
If na > nb, then det T λ
′
















. If na > nb, then T λ
′
1 (s) has nb
zeros at s = 0. The remaining na − nb zeros can be located, equally spaced, on a
circle around s = 0 in the complex plane with a radius, chosen arbitrarily by an
appropriate choice of the values for the parameters ai and bi , i = 1, 2, . . . , ξ . A
similar statement holds in case nb > na . If na = nb, then T λ′1 (s) only has zeros
at s = 0, and there are no zeros located outside s = 0. Hence, the zeros outside
s = 0 corresponding to red-blue cycles containing more than two vertices can
all be made mutually distinct, on circles with arbitrary radius around s = 0, by
choosing the parameter values appropriately.
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Combining the above results it is easy to see that it is possible to choose a pa-
rameter vector λ′ ∈ Rf ′ , say λ˜′, such that the zeros outside s = 0, corresponding to
red-blue cycles, are all mutually distinct. Also it is easy to see that det P λ˜′1 (s) is the
product of all the monomials, corresponding to the white edges, the polynomials of
the form sλij + λik , corresponding to the red-blue cycles containing just two verti-
ces, and the expressions of the form sna
∏ξ
i=1 ai − snb (−1)ξ
∏ξ
i=1 bi , corresponding
to the red-blue cycles containing more than two vertices. Hence, with λ˜′ as above it
follows that the zeros of P λ˜′1 (s) outside s = 0 are mutually distinct. Note that above
no zeros have been placed at s = 0 that could have been placed elsewhere. Hence,
it follows that the total number of zeros outside s = 0 should be equal to its generic
number, i.e. m∗ −m∗. Going back to the original matrix pencil Pλ(s) it then follows
that there exists a value for the parameter vector λ ∈ Rf , say λ˜, such that P λ˜(s) has
m∗ −m∗ zeros outside s = 0 that are mutually distinct.
Recall that for general λ ∈ Rf
det Pλ(s) = pk(λ)sk + pk−1(λ)sk−1 + · · · + pl+1(λ)sl+1 + pl(λ)sl,
with pk(λ) ≡ 0 and pl(λ) ≡ 0, where k = m∗ and l = m∗. Now write





(s)=(k − l)pk(λ)s(k−l−1) + (k − l − 1)pk−1(λ)s(k−1−2)
+ · · · + pl+1(λ).
and denote the (square) resultant, or Sylvester, matrix of the two polynomials qλ
and rλ by R(qλ, rλ), see [5]. Since the coefficients pk(λ), pk−1(λ), . . . , pl+1(λ),
pl(λ) depend polynomially on λ1, λ2, . . . , λf , it follows easily from [5] that also
the entries of the resultant matrix R(qλ, rλ), and even its the determinant, depend
polynomially on the parameters λ1, λ2, . . . , λf . In [5] it is proved that for a given
λ ∈ Rf the two polynomials qλ(s) and rλ(s) have a common zero, implying that
qλ(s) has a zero with a multiplicity larger than one, if and only if the determinant of
R(qλ, rλ) is zero.
Now inspired by [4], we define the set
V = {λ ∈ Rf | pk(λ) = 0 or det R(qλ, rλ) = 0 or pl(λ) = 0}.
Clearly, V is an algebraic variety as it can be written as
V = {λ ∈ Rf |pk(λ) det R(qλ, rλ)pl(λ) = 0}.
The set V represents those λ ∈ Rf for which Pλ(s) may have less than m∗ zeros,
more than m∗ zeros at s = 0, or for which the zeros outside s = 0 of Pλ(s) are not
all mutually distinct. However, there do exist values for the parameter λ ∈ Rf , like
λ˜ above, for which Pλ(s) does have m∗ zeros of which m∗ are located at s = 0, and
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with the remaining zeros outside s = 0 mutually distinct. This implies that the set V
is a proper algebraic variety in Rf . Hence, for λ ∈ Rf \V the matrix pencil Pλ(s)
does have m∗ zeros of which there are m∗ located at s = 0, whereas the remaining
zeros outside s = 0 are mutually distinct. So, generically the structured matrix pen-
cil P(s) has m∗ −m∗ zeros located outside s = 0 that are mutually distinct. This
concludes the proof of Theorem 5. 
Proof of Corollary 8. Consider the square structured submatrix pencil of P(s)
made up of the rows and columns of P(s) with index in k1, k2, . . . , ki and in in-
dex l1, l2, . . . , li , respectively. Assume that the indices are chosen such that in the
bipartite graph B there exists a matching of size i between {rk1 , rk2 , . . . , rki } and{cl1 , cl2 , . . . , cli }. Such a selection of indices is always possible in case the structured
matrix pencil P(s) is generically regular. Then according to the second statement of
Theorem 7 the generic number of zeros at s = 0 of the submatrix pencil is equal to
the minimal number of E-edges in a matching of size i in B between {rk1 , rk2 , . . . , rki }
and {cl1 , cl2 , . . . , cli }. Hence, the generic number of zeros at s = 0 of any ith order
minor of P(s) is at least equal to the minimal number of E-edges in a matching of
size i in B, and for some ith order minors this minimal number of E-edges is in fact
precisely equal to its generic number of zeros at s = 0. This means that the generic
number of zeros at s = 0 of the greatest common divisor of all the ith order minors
of P(s) is equal to the minimal number of E-edges in a matching of size i in B. By
Theorem 5 we known that generically the zeros of P(s) outside s = 0 are mutually
distinct, so that these zeros can only be zeros of det P(s) itself, and not of the greatest
common divisor of all ith order minors of P(s) with i < n. See also Corollaries 3
and 4. This means that these greatest common divisors all are monomials in s of
nondecreasing degree. Then combining the latter with the results of Theorem 5 and
the statements of Theorem 7 the proof of Corollary 8 can be completed. 
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