Consider two paths f, g :
Introduction
A path in the Euclidean plane is a continuous function f : [0; 1] → R 2 , a curve is the range of a path. The following is known about planar curves. 
Then the two curves range(f ) and range(g) intersect. for every 0 < t < 1 both ϕ 1 (t) and ϕ 2 (t) belong to the open unit square, ϕ 1 and ϕ 2 do not intersect.
Since the paths in Theorem 1.1 are continuous, the two theorems seem to be contradictory. The contradiction vanishes by the observation that in Theorem 1.2, "constructive" means "Markov computable" or computable in the "Russian" way [7, 1, 12] . In the Russian approach only the countable set R c of computable real numbers is considered, hence ϕ 1 , ϕ 2 : R c ∩ [0; 1] → (R c ∩ [0; 1]) 2 .
In this article we use the definition of computable real functions f and g introduced by Grzegorczyk and Lacombe [4, 5, 9] and call them computable. We assume that the reader is familiar with the basic properties of this concept [12, 3, 13] . We will prove the following theorem. 
Then there is a computable point x ∈ range(f ) ∩ range(g).
The restrictions ϕ f and ϕ g of the computable functions f and g, respectively, to the computable points are Markovcomputable [12] . This is is no contradiction to Theorem 1.2 but merely means that the functions ϕ 1 and ϕ 2 from Theorem 1.2 have no extensions to computable functions [0; 1] → [0; 1] 2 . The existence of computable intersection points in various other situations has been studied by Iljazović and and Pažek in [6] .
In the next sections we will prove the following formally weaker but equivalent version of Theorem 1.3. 
Obviously Theorem 1. by f 1 (t) := (t, t) and g 1 (t) := (t, 1 − t) for −1 ≤ t < 0 and 1 < t ≤ 2. We transform the square [−1; 2] 2 together with f 1 and g 1 to the unit square. For 0 ≤ t ≤ 1 let f 2 (t) := (f 1 (3t − 1) + (1, 1))/3 and g 2 (t) := (g 1 (3t − 1) + (1, 1))/3. Then f 2 and g 2 satisfy (3) and (4). By Theorem 1.4 there are (not necessarily computable) numbers s, t ∈ [0; 1] such that f 2 (s) = x = g 2 (t) and x ∈ R 2 is computable, hence f 1 (3s − 1) = 3x − (1, 1) = g 1 (3t − 1). Since f 1 and g 1 cannot intersect outside the unit square f (3s − 1) = 3x − (1, 1) = g(3t − 1) where 0 ≤ 3s − 1 ≤ 1 and 0 ≤ 3t − 1 ≤ 1. Therefore 3x − (1, 1) ∈ range(f ) ∩ range(g). The point 3x − (1, 1) is computable.
A corollary of Theorem 1.4 is the computable intermediate value theorem [12] . and h(1) = 1 has a computable zero (that is, h(t) = 0 for some computable number t).
For a proof as a corollary of Theorem 1.4, define f (t) := (t, 0) and g(t) := (t, h(t)). By an easily provable corollary of Theorem 1.4, there are numbers s, t and a computable point (x, y) such that f (s) = (x, y) = g(t), hence (s, 0) = (x, y) = (t, h(t)). Therefore, t = x is computable and h(t) = 0. The intermediate value theorem can be proved directly as follows:
A: Define a predicate Q iv by Q iv ⇐⇒ h(a; b) = {0} for some rational numbers a < b .
B: Suppose Q iv . Then f (c) = 0 for some rational (hence computable) number c ∈ (a; b).
C: Suppose ¬Q iv . Call an interval I = (a; b) a crossing, if a, b ∈ Q and h(a) < 0 < h(b). By continuity of h the following can be shown easily:
For every crossing I there is a crossing J such that J ⊆ I and length(J) < length(I)/2 .
D: Since the set of crossings is c.e., beginning with (0; 1) we can compute a nested sequence of crossings which converges to some real number t. Then h(t) = 0.
We will prove Theorem 1.4 in similar steps. Computable curves can be extremely complicated. Consider, for example, a space-filling curve or a curve with infinitely many spirals, each of which containing infinitely many sub-spirals etc. infinitely often or curves with chaotic behavior. Furthermore, there is a computable function h : [0; 1] → [−1; 1] with h(0) = −1 and h(1) = 1 such that h −1 {0} has measure > 1/2 but contains only a single computable number.
1 Therefore at first glance there might be enough freedom to construct computable functions f and g which avoid to cross in a computable point.
In Sections 2 to 5 we prove Theorem 1.4 corresponding to Steps A,B,C,D above. In Section 2 we define a predicate Q which corresponds to the Q iv in Step A above. In Section 3 we prove that Q implies the existence of a computable point of intersection. In Section 4 assuming ¬Q we define crossings and show that every crossing has a much smaller sub-crossing. In section 5 we prove that every crossing has a proper sub-crossing and that the set of proper crossings is c.e. Then we compute a point of intersection of f and g as the limit of a decreasing sequence of proper crossings. In Section 6 we outline a proof for the special case that f is injective and add some further considerations.
Computability on the real numbers, on open and on compact subsets R and of R 2 is defined via canonical representations 2 [12, 13] . In the following, f and g will be computable functions satisfying the conditions (3) and (4) from Theorem 1.4.
Two alternatives
In this section we define a predicate Q which corresponds to the predicate Q iv from Step A in Section 1. We consider Euclidean balls B(f (a), r)) such that a, r ∈ Q and B(f (a), r)) ⊆ (0; 1)
For a, r ∈ Q such that B(f (a), r)) 
The definitions are illustrated in Figure 2 . We can interpret the arguments of f and g as " Figure 2 shows a time interval from t < min K as to t > L as and its image. The function f can be much more complicated than shown in the figure. For example there is a computable function f such that f (p ar ; q ar ) = B(f (a), r) and f (K ar ) = f (L ar ) = B(f (a), r). Notice that f may cross the ball B(f (a), r) additionally at times t with t < p
3 and
The numbers q ar , q ′ ar , p ar and p ′ ar are not computable in general but semi-computable.
are c.e.
1 There is a computable open set U ⊆ R with measure < 1/2 which contains the computable real numbers [11] [12, Theorem 4.2.8]. Define a computable function h 0 : R → R such that (∀t)h 0 (t) ≤ 0 and h
. . of open rational balls such that U = B i , a name of a compact set K is a list of all finite covers of K with rational balls.
3 where ∂V denotes the boundary of V 
, we can enumerate the set of all b ∈ (a; 1) ∩ Q such that f (b) ∈ B(f (a), r). (17) follows from (11), ( 13) and (15). Accordingly K ar . ✷ We define a predicate Q which in this proof corresponds to the predicate Q iv from the proof of the computable intermediate value theorem in Section 1.
there are a, r, s ∈ Q) with 0 < r < s and
In Figure 2 , f • max(K ar ) and f • min(L ar ) are the marked points on the circle with radius r. By Q for every radius r ≤ t ≤ s at least one of the corresponding marked points must be in range(g). We will prove that f (s) = f (t) for some computable s and t if Q and if ¬Q. In general neither Q nor ¬Q are c.e.
The first alternative
We assume Q from (18). Therefore, there are a, r, s ∈ Q) with 0 < r < s and B(f (a), s) ⊆ (0; 1) 2 ) such that
For an interval I let lg(I) be its length.
4 . Then (see Figure 2 ) 4 We consider (K, L) as a generalized interval with lower bound K and upper bound L.
Lemma 3.1 From rational a, r, s, ε such that 0 < r < s, B(f (a), s) ⊆ (0; 1) 2 and ε > 0 we can compute rational numbers r, s and rational intervals I, J such that r < r < s < s, K as ∪ K ar ⊆ I, L ar ∪ L as ⊆ J, lg(I) < ε and lg(J) < ε .
(21)
Proof First we prove that such numbers r, s exist. There is a sequence (r i ) i∈N of rational numbers such that r < r 0 < r 1 < r 2 < . . . < s. Then by (20)
Since all these intervals are pairwise disjoint There are pairwise disjoint rational intervals I i and J i such that
there are only finitely many numbers i such that lg(I i ) ≥ ε and only finitely many numbers i such that lg(J i ) ≥ ε. Hence for some number i, lg(I i ) < ε and lg(J i ) < ε. Choose r := r 2i , s := r 2i+1 , I := I 2i and J := J 2i . In general, for closed intervals K < L, K ∪ L ⊆ I iff there are disjoint rational intervals I 1 , I 2 such that K ⊆ I 1 , L ⊆ I 2 and I 1 ∪ I 2 ⊆ I. Therefore by Lemma 2.1 we can compute appropriate radii r, s and intervals I and J. ✷
Proof By Lemma 3.1 from a, r, s we can compute a sequence (r n , s n ) n of pairs of rational radii and sequences (I n ) n and (J n ) n of rational intervals such that r < r 0 < r 1 < r 2 < . . . < s 2 < s 1 < s 0 < s and for all n,
Let
by (22). The sequence converges to a point β ∈ R which is computable since the sequence (J n ) n is computable. Correspondingly, K asn ∪ K arn ⊆ S n , lg(S n ) < 2 −n and the sequence (S n ) n converges to a computable point α. We apply assumption Q. By (19),
(see the marked points in Figure 2 ), hence
Suppose f • max(K arn ) ∈ range(g) infinitely often. Then for some increasing sequence n 0 , n 1 , n 2 , . . . of indices, f (α i ) ∈ range(g) where
Therefore, we have shown that Q implies f (α) ∈ range(g) for some computable number α ∈ R. ✷ Corollary 3.3 If Q then g(α) ∈ range(f ) for some computable number α ∈ R.
Proof By symmetry. ✷
Gates
In this section we generalize
Step C of the proof of the computable intermediate value theorem in Section 1. We define gates and prove that every gate crossed by g contains a much smaller gate crossed by g. In Section 5 we compute an intersection point of f and g as the limit of a converging sequence of crossings. Let Q be the predicate defined in (18).
In the following we assume ¬Q, that is, for all a, r, s ∈ Q such that 0 < r < s and B(f (a), s) ⊆ (0; 1) 2 ),
First we introduce gates and a concept of crossing. Gates generalize the intervals in our proof of the computable intermediate value theorem in Section 1. 
A gate (V,
We say that the gate (V, c) is crossed by g if it is crossed via some d.
Notice that by (10) and (11), f (a), r), a) .
(26) Figure 3 shows a ball-shaped gate (V, c) which is not crossed by g via d since the dotted line segments do not intersect (equivalently, surrounding the circle (boundary of V ) the four endpoints of the curve segments do not alternate in f and g). Notice that nevertheless the curve segment f (I V c ) of f and the curve segment g(I g V d ) of g intersect inside of V . Such intersection points will be irrelevant in our construction.
On the right Figure 3 shows a lens-shaped gate (intersection of two balls) (V, c) which is crossed by the path g via d (the dotted line segments intersect). As an example, ((0; 1) 2 , 1/2) is a gate which is crossed by g via the point d = 1/2 (see Figure 1) . In the remainder of this section we prove the following central lemma which generalizes Step C of the proof of the computable intermediate value theorem in Section 1.
Lemma 4.2 Suppose ¬Q and let (V, c) be a gate crossed by g. Then there is a gate
We define a sequence (V i , a i ) := (B(f (a i ), r i ), a i ) of overlapping ball-shaped gates covering f (I V c ) such that also the intersections of consecutive balls (lenses) are gates and show that at least one of these gates must be crossed by g. Figure 4 shows a ball-shaped gate (V, c) with such a sequence of balls. The picture is topologically correct but not metrically. In general the sequence of balls may have numerous loops. The exact details are given below.
First we define balls V 0 , V 1 , . . . , V n , V n+1 and rational numbers b 1 , . . . , b n−1 . Since the functions f and g are continuous on the compact interval [0; 1], they are uniformly continuous. Therefore, there is an non-decreasing modulus function mod : Q → Q such that for all a, b ∈ [0, 1], Figure 4 : A ball-shaped gate (V, c) with a chain of balls covering f in V .
) is a gate) and range(g) is compact, there is a rational number r such that
(see the first ball and the last ball in Figure 4 ). Since (V, c) is crossed by g, f • inf(I V c ) = f • sup(I V c ). Therefore for avoiding pathological cases, we may assume
Since f is continuous, there are rational numbers a l , a r such that 
For i ≥ 1 let ε i := 2 −i−1 · s. Then i≥1 ε i = s/2. We choose n ∈ N, rational numbers a i , b i , r i , s i and a real number t i inductively as follows.
r 0 := s, a 1 := a l . Suppose r i−1 and a i such that r i−1 ≤ s and a i ≥ a l have been chosen. If a i ≥ a r then define n := i − 1 (End of construction.), else choose t i , b i , s i , a i+1 and r i such that
s i < r i < (s i + r i−1 )/2 and (B(f (a i ), r i ), a i ) is a gate .
(38) Figure 5 illustrates the construction. Notice that in general ε i is much smaller than shown in the figure since it converges to 0 while r i > s/2 for all i (by (42)). We define These balls are shown in Figure 4 . We must show that the construction is sound, in particular that it ends after finitely many steps. First we show that numbers t i , b i , s i , a i+1 and r i exist provided a i < a r .
Notice that (38) is the place where the assumption ¬Q is needed. Below we will use the following equality which follows from continuity of f : (40) and (38), (38) and (41)). 
By (35) and (37),
This proves (45).
Since the assumptions of Lemma 4.3 are true for i = 1 (r i−1 = s, a 1 = a l ), the construction can be started with i = 1. If it has been performed for i − 1 then (41)-(46) are true for i − 1. By (42), r i−1 < s and a i ≥ a l . Then the construction can be continued with i, provided a i < a r . By (46) there is a greatest number i such that a i < a r . This number has been called n. Then a n < a r ≤ a n+1 . Figure 4) ,
Lemma 4.4 For the balls
Proof V 1 = B(f (a 1 ), r 1 ) ∈ V 0 by (31) since a 1 = a l and r 1 < s by (42). Since B(f (a n+1 ), 3s) ⊆ V n+1 (by (32)), |f (a n ) − f (a n+1 )| < 3s/2 (by (45)) and r n < s, V n ⊆ B(f (a n ), s) ⊆ B(f (a n+1 ), 3s) ⊆ V n+1 . The third statement follows from (42) and (33). ✷
Therefore the positions of a i , a i+1 and b i are drawn correctly in Figure 6 . By (49) (L i , b i ) is a passage. Define
The straight line segments in Figure 6 correspond to the dotted lines in Figure 3 .
q b i Figure 6 : The balls V i and V i+1 . The numbers a i , b i , p i , q i are "times" for f .
Proof 1: By (38). 2: This follows from (43) and (44) 3: By (43) and (44),
4: This follows from 3. and 1.. ✷ By Lemma 4.5.2 in Figure 6 the points f (p i+1 ) and f (q i ) are positioned correctly, in particular by Lemma 4.5.2 they are different and not in ∂V i ∩ ∂V i+1 (the peaks of L i ). Notice that f (p i ) ∈ V i+1 is not excluded, but always f (p i ) = f (q i ) by definition. The line segments in Figure 6 correspond to the dotted line segments in Figure 3 . Figure 7 (as a detail of Figure 4) shows an example of the balls V 1 = B(f (a 1 ), r 1 ) . . . , V 5 = B(f (a 5 ), r 5 ). The figure is topologically correct but not metrically, in particular since (31) and (33) are not satisfied.
For 1 ≤ i ≤ n let γ i := f (p i )f (q i ) be the straight line segment from f (p i ) to f (q i ) and for 1 ≤ i < n let δ i := f (q i )f (p i+1 ). These line segments correspond to the dotted lines in Figure 3 . The sequence γ 1 , δ 1 , γ 2 , . . . , δ n−1 , γ n forms a polygon path Pf := γ i running from p 1 ∈ V ∩ V 0 to q n ∈ V ∩ V n+1 (Figure 7) . 
The polygon Pf may have loops (not only loops inside a gate as shown in Figure 7 but much longer ones). By cutting the loops we obtain a loop-free polygon Pf ′ ⊆ Pf running from f (p 1 ) ∈ ∂V 1 to f (q n ) ∈ ∂V n . Then V ′ is the disjoint union of Pf ′ ∩ V ′ and two connected sets T 1 , T 2 such that the set T 1 ∪ T 2 is not connected, g(t 1 ) ∈ T 1 ∩ ∂V and g(t 2 ) ∈ T 2 ∩ ∂V since (V, c) is crossed by g. (The polygon Pf ′ cuts the set V ′ into disjoint parts T l and T 2 with g(t 1 ) ∈ T 1 and g(t 2 ) ∈ T 2 , see Figure 4 .)
We observe g(t) for increasing t ≥ t 1 . Whenever g enters a gate (V i , a i ) or (L i , b i ) it must leave it at the same side of the line γ i or δ i , respectively, without crossing it. Now we replace the assumption Pf ∩ g[t 1 ; t 2 ] = ∅ by the weaker assumption: none of the gates (V i , a i ) and (L i , b i ) is crossed by g. If g enters V i (by Definition 4.1 the endpoints of γ i are not in range(g)) then it may cross the line γ i but must stay in V i and finally leave V i in the same side. The line segment γ i can be crossed only locally. (correspondingly for (L i , b i ) and δ i ), see the left example in Figure 3 . Therefore, also with this weaker assumption
Since by the definition of T 1 and T 2 , T 1 ∩ T 2 = ∅ and g(t 2 ) ∈ T 2 , g(t 2 ) ∈ T 1 is impossible. By (42) and (33),
V i is impossible. Therefore (50) is false. Contradiction.
7
We conclude that one of the gates (V i , a i ) and (L i , b i ) must be crossed by g. This ends the proof of Lemma 4.2.
The second alternative
Step D of the proof of the computable intermediate value theorem in Section 1. We generalize the sets K and L from (10), (11) and Figure 2 to gates. If (V, c) is a gate crossed by g via d we call (V, c, d) a crossing.
where V is either a ball B(f (a), r) (a ball-shaped meeting) such that a, r ∈ Q and B(f (a), r) ⊆ (0, 1) 2 or V is the strict intersection 8 of two such balls, V = B 1 ∩ B 2 where B 1 = B(f (a 1 ), r 1 ) and B 2 = B(f (a 2 ), r 2 ) (a lens-shaped meeting). For a lens-shaped meeting let {z 1 , z 2 } := ∂B 1 ∩ ∂B 2 (the peaks of V ). 
For a meeting
) and g(q g ) are pairwise different and alternate in f and g on the boundary of V (equivalently, if the straight line segments from 
the four balls alternate in f and g on the boundary of V ,
and if V = B 1 ∩ B 2 is lens-shaped then for each of the four balls B, B ⊆ B 1 or B ⊆ B 2 , or z 1 ∈ B or z 2 ∈ B .
(54) Proof By the definitions
) ∩ ∂V and g(q g ) ∈ g(L g ) ∩ ∂V (see Figure 2 ). Since the four sets are pairwise disjoint the four points are pairwise different. By (52) the four points f (p f ), f (q f ), g(p g ) and g(q g ) alternate in f and g on the boundary . of V ✷
In our new terminology Lemma 4.2 can be expressed as follows: We will compute an intersection point of f and g as the limit of a nested decreasing sequence of crossings. Unfortunately the set of crossings is not c.e. since the endpoints of the sets K and L are not computable so that the condition from Definition 5.1.3 is not c.e. 9 We solve the problem by Lemma 5.4 and Lemma 5.5 below. Figure 2) . By Definition 5.1.3 the four points f (p f ), f (q f ), g(p g ) and g(q g ) are pairwise different. Therefore, there is some e ∈ Q, e > 0, such that the four balls B(f (p f ), 2e), B(f (q f ), 2e), B(g(p g ), 2e) and B(g(q g ), 2e) are pairwise disjoint and for each of these balls B with radius 2e, B ⊆ B 1 or B ⊆ B 2 or z 1 = center(B) or z 1 = center(B) .
First we consider the point q f . Since f is continuous there is some s ∈ Q, c f < s < q f , such that f [s; q f ] ⊆ B(f (q f ), e).
There is some 0 < δ 1 < min(δ 0 , e/2) such that f [c f ; s] ⊆ V δ1 . For every 0 < β < δ 1 we obtain s < L 
