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Abstract
ABSTRACT
CO2 is the strongest anthropogenic forcing agent for climate change since
pre-industrial times. Like other greenhouse gases, CO2 absorbs terrestrial
surface radiation and causes emission from the atmosphere to space. As
the surface is generally warmer than the atmosphere, the total long-wave
emission to space is commonly less than the surface emission. However,
this does not hold true for the high elevated areas of central Antarctica. For
this region, it is shown that the greenhouse effect of CO2 is around zero or
even  negative.  Moreover,  for  central  Antarctica  an  increase  in  CO2
concentration leads to an increased long-wave energy loss to space, which
cools  the  earth-atmosphere  system.  These  unique  findings  for  central
Antarctica  are  in  contrast  to  the  well  known  general  warming  effect  of
increasing CO2. The work contributes to explain the non-warming of central
Antarctica since 1957.
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Chapter 1
CHAPTER 1:  SCIENTIFIC BACKGROUND
1.1 The structure of the Earth's atmosphere
The Earth's  atmosphere  is  heated  mainly  by the surface,  which is  a  fundamental  property  of
planetary  atmospheres  (Thomas  and  Stamnes  1999,  chapter 1.4.1).  The  heating  from  below
causes the vertical atmospheric temperature profile to tend towards an adiabatic lapse rate.
In the Earth's lowermost part of the atmosphere, the troposphere , adiabatic processes typically
dominate  the  vertical  temperature  gradient  (also  called  lapse  rate).  Hence,  the  gradient  is
somewhere between the dry adiabatic value of -9.8°C/km and the moist adiabatic lapse rate, which
can be as low as  -3°C/km in  very humid conditions  (Chamberlain 1987).  In  the US Standard
Atmosphere (National Oceanic and Atmospheric Administration et al. 1976) (figure 1.1), which is a
good  approximation  of  the  global  mean  atmosphere,  the  temperature  declines  at  a  rate  of
-6.5°C/km up to the tropopause, the upper boundary of the troposphere.
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Figure 1.1: The mean temperature structure of the Earth's atmosphere as defined in the US Standard
Atmosphere (1976). The pressure at the surface is 1013.25 hPa.
1.1 - The structure of the Earth's atmosphere Chapter 1
Above that, in the  stratosphere,  the temperature increases due to the vigorous absorption of
ultraviolet (UV) radiation from the sun by ozone. The  stratopause  marks the upper end of this
layer,  where the ozone-induced heating  dictates  the sign of  the  vertical  temperature  gradient.
Ozone itself is created by photolysis, with the help of high energetic UV photons from the sun.
There is  little  vertical  exchange of  air  through the tropopause and the production  of  ozone is
confined to a certain depth into the atmosphere, when seen from above. Hence, the location of the
ozone layer, and with this the location of the strato- and tropopause, are set by the amount of UV
radiation provided by the sun as well as the chemical and radiative properties of ozone.
In the mesosphere , which is limited by the stratopause at the lower and by the mesopause at
the upper end, the temperature decreases again at a rate of approximately -3°C/km. The thermal
structure of this atmospheric layer is governed both by radiative and by dynamical processes. In
the mesosphere,  not  only the UV heating  by ozone decreases with altitude,  also the infrared
cooling to space, mainly by CO2, diminishes. In addition to that, convective motion plays a role for
the  temperature  profile.  (Salby  1996,  chapter 1.2.3  and  8.5.3;  Thomas  and  Stamnes  1999,
chapter 1.4.1).
The  thermosphere ,  which  comprises  the  upper  0.2 Pa  or  0.0002 %  of  the  atmosphere,  is
characterised by photoionisation heating due to energetic UV and X-ray absorption. This is a very
hot layer, reaching temperatures of more than several hundreds degrees Celsius. However, the
effect of temperature in this layer is not comparable to that in the tropo- or stratosphere, due to the
tremendous mean free path lengths of the molecules. Also, ionised molecules in the thermosphere
take considerable time before they recombine,  which makes the atmosphere a plasma  (Salby
1996; Thomas and Stamnes 1999).
The atmosphere in  the polar  regions features  two distinct  qualitative  differences to the above
description:
1. The surface heating is drastically reduced due to the geographic location on the one hand;
and due to the high amount of reflected sunlight (= high surface albedo) from the mostly
snow-covered surfaces on the other hand. The atmospheric circulation creates a meridional
heat transport which causes the polar atmosphere to be much warmer than the radiative
equilibrium  would  allow.  This  yields  massive  surface  temperature  inversions,  i.e.  a
positive lapse rate in the lowermost part of the troposphere.
2. During the polar night, no sun light is available to heat the stratosphere, and the meridional
heat  transport  does  not  compensate  for  that.  Therefore,  the  stratosphere  cools  down,
yielding a negative temperature gradient up to altitudes beyond 20 km. Considering other
definitions  of  the  tropopause,  e.g.  using  the  ozone  profile  or  dynamical  metrics,  the
minimum in the temperature profile does not mark the tropopause any more.
The  gases  nitrogen (N2),  oxygen (O2)  and  argon (Ar)  constitute  almost  the  entire  atmosphere.
When water vapour is neglected, their respective volume fractions are 78 % (N2), 21 % (O2) and
1 % (Ar), which are virtually constant throughout the atmosphere up to the mesopause. In addition
to that, the atmosphere contains so-called trace gases : These are gas species which occupy only
small fractions of the total volume, but greatly influence the radiative or chemical properties of the
atmosphere. Their distribution in the atmosphere is not necessarily constant.  Typical trace gas
concentrations range between several hundred parts (atoms or molecules) per million (ppm) and
some parts per billion (ppb) or even parts per trillion (ppt). The exception to that is the trace gas
water vapour: Its concentration is extremely variable in space and time, and can reach values of
more than 5 %, but its presence is mostly confined to the troposphere.
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1.3 Anthropogenic impact on climate
The Intergovernmental  Panel  on Climate  Change (IPCC) issues the most  comprehensive and
broadly accepted reports on global climate change. Particularly, the influence of human activity is
thoroughly analysed and documented. The last report of Working Group I, entitled “The Physical
Science Basis”, which is a contribution to the Fifth Assessment Report (AR5), was published in
2013  (IPCC  2013).  The  report  reaffirms  the  key  findings  of  IPCC's  earlier  reports:  the
anthropogenic  impact  on  the  Earth's  climate.  AR5  names  and  quantifies  manifold  causes  for
climate change, and restates that anthropogenic emissions of carbon dioxide have caused the
largest impact on our climate since 1750.
As metric to quantify the influence of drivers of climate change, the concept of radiative forcing
(RF) is widely used. The concept is based on the net radiative flux change induced by a certain
forcing  agent.  To  calculate  radiative  forcing,  the  flux  change  is  commonly,  but  not  always,
considered  at  the  tropopause.  AR5  distinguishes  several  variations  of  radiative  forcing:
Instantaneous  radiative  forcing ,  stratospherically  adjusted  radiative  forcing ,  and
effective  radiative  forcing ,  which allows for some degree of tropospheric adjustment to the
forcing, also. Chapter 8.1 of AR5, which is largely based on the work of Hansen et al.  (2005),
depicts the various metrics and evaluates their efficiency as indicator of climate change.
Figure 1.4 gives the assessed stratospherically adjusted radiative forcing of the main drivers of
climate change. It clearly identifies CO2 as the main contributor to the global anthropogenically
induced change of our climate.
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Figure  1.4: Graphic  and  caption  from  AR5  (IPCC  2013,  Summary  for  Policymakers,  figure  SPM.5):
“Radiative forcing estimates in 2011 relative to 1750 and aggregated uncertainties for the main drivers of
climate change. Values are global average radiative forcing (RF), partitioned according to the emitted
compounds or processes that result in a combination of drivers. The best estimates of the net radiative
forcing are shown as black diamonds with corresponding uncertainty intervals; the numerical values are
provided on the right of the figure, together with the confidence level in the net forcing (VH – very high,
H – high,  M – medium,  L – low,  VL – very low). Albedo forcing due to black carbon on snow and ice is
included in the black carbon aerosol bar. Small forcings due to contrails (0.05 Wm–2, including contrail
induced cirrus), and HFCs [hydrofluorocarbons; note from the author], PFCs [perfluorocarbons; note from
the author] and SF6 (total 0.03 Wm–2) are not shown. Concentration-based RFs for gases can be obtained
by  summing the like-coloured  bars.  Volcanic  forcing  is  not  included  as  its  episodic  nature  makes  is
difficult to compare to other forcing mechanisms. Total anthropogenic radiative forcing is provided for
three different years relative to 1750. [...]”
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1.4 Topography of Antarctica
The continent Antarctica (figure 1.5) is covered almost entirely by a massive ice sheet with a total
area of nearly 14 million km2 (Fretwell et al. 2013). This is about one third more than the area of
Europe. Most of the ice is grounded on the underlying rock, but some 12 % of the total area float
on the ocean, forming the so-called ice shelves. The central parts of the continent form a vast
plateau, while the edges of the ice sheet are comparably steep. The mean thickness of the ice
sheet, excluding the ice shelves, amounts to 2126 m (Fretwell et al. 2013) making Antarctica by far
the highest continent (Zhang 2005). The Transantarctic Mountains separate the continent into what
is known as West and East Antarctica. While the West Antarctic ice sheet is comparably small, the
East Antarctic ice reaches up to 4082 m above sea level (ASL). In terms of potential contribution to
global sea level rise, the East Antarctic ice mass makes 53.3 m of the total 58.3 m of sea level rise
estimated for the entire Antarctic ice sheet (Fretwell et al. 2013).
12
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Figure 1.5: Topography of the Antarctic. Contour lines are shown in 500 m intervals. The underlying data
were taken from the International Bathymetric Chart of the Southern Ocean (IBCSO) (Arndt et al. 2013),
which includes Bedmap2 data  (Fretwell et al. 2013). Altitude readings for Amundsen-Scott and Vostok
Station  are  those  reported  in  the  Global  Telecommunication  System  of  the  World  Meteorological
Organisation.
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1.5 Antarctic temperature records
Antarctica is the continent with the coldest surface temperatures on our planet. Yearly averages
below -50°C in the center of East Antarctica are quite common. Additionally, the lowest surface air
temperature ever recorded was measured on the Antarctic plateau. Besides the polar location, the
reasons for the extremely cold surface of Antarctica are on the one hand the continental character
of the climate, and on the other hand the high elevation of vast areas of this continent. In the
following,  several  temperature  records  and  analyses  of  Antarctic  surface  temperature  are
presented.
1.5.1 Station records
The Scientific Committee on Antarctic Research (SCAR) fosters the Reference Antarctic Data for
Environmental Research (READER) project, which aims to provide high quality, long term records
of mean surface and upper air in-situ meteorological measurements  (Turner et al.  2004). They
provide monthly averages of temperature, pressure and wind from manned stations, automatic
weather stations and upper air soundings.
The longest  instrumental  records  of  meteorological  parameters  from the  Antarctic  plateau are
those from the year-round manned stations Amundsen-Scott  (South Pole)  and Vostok (78.5°S,
107°E).  The  records  of  surface  temperature,  pressure  and  wind  were  started  during  the
International Geophysical Year (IGY) in 1957/58 and are continued until today.
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Figure 1.6: The longest records of surface air temperature from the Antarctic plateau: Amundsen-Scott
(South Pole) and Vostok (78.5°S, 107°E). Yearly averages and linear trends are shown in colour. The grey
shaded areas denote the 95 % confidence interval of the mean. Any linear trend within the range of
uncertainty as given in the legend would be inside the grey patches. The data shown is compiled in the
READER data set (Colwell and Turner 2014; Turner et al. 2004).
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Figure  1.6 shows  the  South  Pole  and  Vostok  time  series  of  yearly  averaged  surface  air
temperature  as  compiled in  the  READER data  set.  There are  no statistically  significant  linear
trends (on the 95 % confidence level) over the last 57 years in these two records . The South Pole
record  shows  almost  no  temperature  trend  at  all  ((0.03 ± 0.12)°C/decade).  However,  the
interannual  variability seems to have increased since 1982.  The Vostok record shows a slight
warming trend ((0.10 ± 0.16)°C/decade), but still not significant.
Figure 1.7 depicts the monthly means of the READER surface air temperature record from the
South Pole. None of the months show statistically significant linear trends (see also table 1.1).
However, non-significant warming trends greater than 0.1°C/decade are observed in Summer, i.e.
November until January as well as in September and March. Cooling trends, also not significant,
exceeding 0.1°C/decade are found for February, May and June.
The  trends  for  Vostok  are  illustrated  in  figure 1.8 and  table 1.1.  The  data  shows  statistically
significant warming trends in summer (November and December), whereas the other trends are
not significant. May and June show cooling trends exceeding 0.1°C/decade, still not significant on
the 95 % confidence level.
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Table 1.1: Linear trends of monthly means for the two longest surface air temperature records from the
Antaractic plateau. The records are shown in figures 1.7 and 1.8. Uncertainties given are calculated from
linear regression analysis using the 95 % confidence level. Statistically significant trends are highlighted.
Month Amundsen-Scott
[°C/decade]
Vostok
[°C/decade]
January 0.10±0.30 0.21±0.24
February -0.18±0.35 -0.04±0.28
March 0.22±0.39 -0.03±0.36
April -0.03±0.51 0.11±0.44
May -0.19±0.42 -0.12±0.48
June -0.19±0.52 -0.16±0.53
July -0.09±0.47 0.31±0.60
August 0.04±0.48 0.32±0.62
September 0.21±0.53 0.10±0.56
October -0.07±0.37 0.04±0.46
November 0.32±0.33 0.42±0.25
December 0.17±0.33 0.32±0.29
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Figure  1.7: Monthly  means  (black  lines)  of  surface air  temperature from South  Pole  for  the period
1957 - 2014. The black numbers on the right give the mean temperature of the respective month over
the entire period. The temperature range shown around the mean is  ±8°C for all months. The colour
shading  illustrates  the  linear  trend  anomalies.  The  grey  shaded  areas  denote  the  95 %  confidence
interval of the mean. None of the trends are statistically significant. See table 1.1 for the numeric trend
values. Data has been taken from the READER data set (Colwell and Turner 2014; Turner et al. 2004).
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Figure  1.8: Monthly  means  (black  lines)  of  surface  air  temperature  from  Vostok  for  the  period
1958 - 2014. The black numbers on the right give the mean temperature of the respective month over
the entire period. The temperature range shown around the mean is ±8°C for all months. The colour
shading  illustrates  the  linear  trend  anomalies.  The  grey  shaded  areas  denote  the  95 %  confidence
interval of the mean. Only the November and December trends are statistically significant. See table 1.1
for the numeric trend values. Data has been taken from the READER data set (Colwell and Turner 2014;
Turner et al. 2004).
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1.5.2 Spatially interpolated analyses
The  Goddard  Institute  for  Space  Studies  (GISS)  has  a  long  history  in  compiling  surface
temperature measurements in order to estimate global surface temperature change since 1880
(Hansen et al. 2010). The GISS Surface Temperature Analysis (GISTEMP) uses many sources of
measurement data. For the Antarctic continent it utilises the SCAR READER data set.
Figure 1.9a shows the linear surface temperature trend of the GISTEMP data set for the period
1958 - 2002 and Figure 1.10 and 1.11 show the decadal GISTEMP surface temperature anomaly
for  the time since the IGY 1957/58.  The data set  shows pronounced warming in  the northern
hemisphere,  while  the  southern  hemisphere  has  experienced  smaller  changes.  Substantial
changes in the Antarctic region are evident at the Antarctic Peninsula, also extending westwards as
far as the Ross Sea. For most of the period shown, the interior of the Antarctic continent reveals
virtually  no  changes  in  surface  air  temperature.  However,  the  most  recent  years  do  show a
warming trend also for parts of the east Antarctic plateau.
Chapman and Walsh  (2007) analysed surface air temperature measurements from land surface
stations, automatic weather stations as well as ship and buoy observations from the high-latitude
southern  hemisphere  (figure 1.9b).  They  compiled  the  available  records  to  deduce  linear
temperature trends for the entire Antarctic region (60°S - 90°S) for the period from 1958 to 2002.
Their  analysis  shows  a  strong  warming  trend  for  the  Antarctic  Peninsula,  partly  statistically
significant on the 95 % level. Apart from that, there is only one small region on the shoreline of
Antarctica at 15°E which shows a significant trend; a warming of some 0.1°C/decade. The center
of the high elevated Antarctic plateau appears to have a slight cooling trend, extending towards the
east side of the Weddell Sea. However, this trend is statistically not significant. For the Antarctic
continent, their result is in agreement with the GISTEMP data set (figure 1.9a): Both show strong
warming at the Peninsula, particularly on the west coast, with mostly moderate warming along the
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Figure  1.9: Linear  trends  of  annual  mean  surface  temperature  from  various  studies:  a) GISTEMP,
comprising continental data from manned stations and AWSs for the period 1958 - 2002. The map was
created using the GISS's web-interface (Schmunk 2014). b) Chapman and Walsh's (2007) trend analysis
also  using  manned  stations'  and  AWS  data  from  1958 - 2002.  Single  hatching  denotes  statistical
significance  on the  95 % level,  cross-hatching  99 %.  The  figure  has  been  rotated  by  90°  for  better
comparison.  c) Analysis  by  Steig  et  al.  (2009) incorporating  data  from manned  stations,  AWSs  and
satellite-measured brightness temperatures for cloud free conditions; covering the period 1957 - 2006.
The red dots denote the locations of the stations Amundsen-Scott and Vostok, with the respective trend
values  given.  Regions  with  significant  trends  (95 % level)  are  confined  by  black  contour  lines;  non-
significant trends are labelled “NS”.  (Reprinted by permission from Macmillan Publishers Ltd: Nature,
Steig et al. 2009, copyright 2009)
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coast around East Antarctica, and slight cooling on the plateau extending towards the Weddell
Sea.
Steig et al.  (2009) carried out a similar analysis, also incorporating the SCAR READER data, but
additionally  included  surface  temperature  measurements  obtained  by  satellite.  The  latter  are
available only for clear-sky conditions, as they are derived from measurements of thermal infrared
emission. However, they contribute data for large, otherwise data void areas.  Figure 1.9c shows
their  derived  surface  temperature  trend  for  the  period  1957 - 2006.  They report  a  “significant
warming in East Antarctica at 0.10±0.07°C per decade”, which is in contrast to cooling found by the
studies mentioned before (see figure 1.9). However, for a small region around the South Pole they
report a cooling trend of some 0.1°C/decade. According to their analysis, the strongest warming
does not occur at the Peninsula, but in the entire West Antarctic.
Seasonal temperature trend analysis by Chapman and Walsh (2007) and Steig et al.  (2009) are
shown  in  figure  1.12.  Virtually  all  trends  during  all  four  seasons  in  East  Antarctica  are  not
significant. However, Chapman and Walsh report a slight warming on the East Antarctic plateau
during austral  summer  (December,  January,  February;  DJF),  and  mostly  cooling  for  the  other
seasons. The strongest cooling in their analysis occurs in autumn (March, April, May; MAM), even
though cooling also seems to occur in winter (June, July,  August;  JJA) and spring (September,
October, November;  SON). This is somewhat similar to Steig et al.'s findings: Even though they
report an overall warming trend in East Antarctica, their results for autumn also show slight cooling.
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Figure  1.10: Decadal  surface air  temperature anomalies  from the GISTEMP analysis.  The reference
period for the anomalies shown is 1957 - 2013. Note that negative anomalies during the first half of the
reference  period  indicate  warming  over  the  entire  period,  positive  anomalies  cooling.  Grey  shading
denotes data void areas. The individual maps were created using the GISS's web-interface  (Schmunk
2014).
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Figure  1.11: Decadal  surface air  temperature anomalies  from the GISTEMP analysis.  The reference
period for the anomalies shown is 1957 - 2013. Note that positive anomalies during the second half of the
reference period indicate warming over  the entire  period,  negative anomalies  cooling.  Grey shading
denotes data void areas. The individual maps were created using the GISS's web-interface  (Schmunk
2014).
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Figure  1.12: Linear trends of seasonal mean surface temperature:  a-d) Analysis from Chapman and
Walsh (2007). Single hatching denotes statistical significance on the 95 % level, cross-hatching 99%. The
panels have been rotated by 90° for better comparison.  e-h) Results from Steig et al.  (2009). Regions
with significant trends (95 % level) are confined by black contour lines; non-significant trends are labelled
“NS”. (Reprinted by permission from Macmillan Publishers Ltd: Nature, Steig et al. 2009, copyright 2009)
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1.6 Current explanations of the non-warming of central Antarctica
Current explanations for the non-warming of Eastern Antarctica focus on dynamic aspects. Many
publications (IPCC 2013, chapter 10.3.3.3 and 14.5.2 and references herein) regard the depletion
of ozone in the southern hemisphere  (Thompson et al. 2011) as well  as increasing well-mixed
greenhouse  gases  (Langematz  2003;  Shindell  2004) and  also  increasing  stratospheric  water
vapour  (Forster  and Shine 1999) as  actual  cause.  All  these changes induce a  cooling  of  the
stratosphere, particularly at high latitudes. Therefore, baroclinicity in the hemisphere increases,
which  in  turn  enhances  the  polar  vortex.  This  alteration  of  the  dynamics  in  the  southern
hemisphere causes a reduced heat transport towards the South Pole, resulting in a cooling of the
Antarctic atmosphere.
This change in the atmospheric circulation of the southern hemisphere is commonly described by
what  is  known  as  Southern  Annular  Mode  (SAM).  There  are  multiple  definitions  for  the
associated climate index; three common ones were formulated by Thompson and Wallace (2000),
Nan and Li (2003) and by Marshall (2003) (see also IPCC 2013, box 2.5). The work of Marshall, for
instance, defines the SAM index as the difference in normalised zonal mean sea level pressure at
40°S and 65°S, calculated from station records of the period 1958 - 2000. Positive values of SAM
indicate large pressure differences between these two latitudes, while a negative index implies a
rather small meridional surface pressure gradient. During the last decades, the SAM has been in
its  positive  phase  (IPCC 2013,  chapter 14.5.2),  which is  associated with  a  comparable  strong
circumpolar vortex, and hence with an increased insulation of central Antarctica  (Thompson and
Solomon 2002).
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CHAPTER 2:  A THEORY WHY CENTRAL ANTARCTICA IS CURRENTLY
NOT WARMING
2.1 Objectives and content of the thesis
Prerequisites
Thermal infrared radiation is the physical phenomenon that the Earth utilises to compensate for the
energy received by the sun. The entire surface of the planet emits thermal radiation into space.
However,  the surface emission is  hampered on its  way through the atmosphere:  Parts  of  the
electromagnetic spectrum are absorbed, and according to Kirchhoff's law, reemitted. This is, what
is commonly called greenhouse effect .
The greenhouse effect typically causes the emission into space to be less than what has been
emitted  by  the  underlying  surface.  This  reduction  in  outgoing  radiation  occurs  at  specific
wavelengths: the absorption bands of the greenhouse gases.
A typical top of atmosphere thermal emission spectrum is shown in figure 2.1a, along with the
black body surface emission. Absorption bands of greenhouse gases are visible as local emission
minima in the spectrum. The reason for the spectral radiance, which is emitted to space, being less
than the surface emission is  the atmospheric  temperature profile:  Typically,  the surface is  the
warmest point in the profile as there most of the solar radiation is absorbed. Hence, the emitted
spectral radiance from the surface exceeds the emission from the atmosphere itself.
Panels c)-g) of figure 2.1 give the transmittance through the atmosphere for the five most important
greenhouse gases. From that, one can attribute the minima in the emission spectrum shown in
panel  a)  to  the  various  gases:  The  minimum  from 5 µm to 8 µm  is  mainly  caused  by  water,
methane and nitrous oxide;  ozone acts between 9 µm and 10 µm; carbon dioxide is the main
species causing the minimum between 13 µm and 18 µm; and water causes the greenhouse effect
for longer wavelengths.
Observations show,  that  emission spectra at  the top of  the atmosphere over the high altitude
Antarctic  plateau can  look  opposite  to  what  is  typically  observed  over  the  rest  of  the  planet:
Thermal emission in the absorption bands of GHGs may exceed the surface emission. Figure 2.1b
shows such a spectrum: It features local maxima, where typically local minima are observed.
Hypotheses behind the thesis
The occurrence of emission maxima at TOA in the absorption bands of GHGs means, that, from a
top of atmosphere perspective, the presence of GHGs causes a surplus of energy loss into space.
Taking  the  difference  between surface  and  TOA emission  as  greenhouse  effect,  this  yields  a
negative  GHE  being  observed  over  Antarctica.  Furthermore,  when  considering  increasing
concentrations of GHGs, particularly CO2, this phenomenon should yield an increase in thermal
emission. This is opposite to what is generally known to result from increasing concentrations of
GHGs.
24
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Figure 2.1:  a) Typical thermal emission spectrum at the top of atmosphere (solid line) and black body
surface emission of 15°C (dashed line). The spectrum was calculated with the line-by-line model ALFIP
(see  section 2.4)  for  the  US Standard  Atmosphere  (1976).  b) Thermal  emission  spectrum  over  the
Antarctic ice sheet (solid line) and black body surface emission of -54°C (dashed line). The spectrum was
calculated with the line-by-line model ALFIP for typical south polar conditions in March. c-g) Atmospheric
transmittance of the five most important greenhouse gases: water, carbon dioxide, ozone, methane and
nitrous  oxide.  The  black  patches  show the  transmittance  as  calculated  with  ALFIP  for  the  emission
spectrum in panel a), while the green lines were calculated for the Antarctic conditions shown in panel b).
2.1 - Objectives and content of the thesis Chapter 2
In section 1.5 it has been demonstrated, that global warming during the last decades has not been
proven to occur over the highest elevated areas of Antarctica. There are even indications, that
parts of the continent might have experienced slight cooling. One cause of this non-warming might
be  the  inverted  effect  of  GHGs  on  the  long-wave  radiative  emission  to  space  over  central
Antarctica.
Key questions to be addressed by this work
In order to examine above hypotheses, the following key questions are investigated in this work,
focusing on the greenhouse gas CO2:
1. How frequent do thermal emission spectra with local emission maxima in the absorption
bands of greenhouse gases occur?
2. Is the interior of the Antarctic continent the only place on the planet where a negative GHE
is observed?
3. In areas,  where the GHE is negative,  how does the TOA thermal emission respond to
changes in the concentration of GHGs? Can increasing GHGs cause a regional cooling of
the Earth-atmosphere system?
Methods to be used
Above  QUESTION 1 is answered from satellite observations of thermal emission spectra. At least
one year of observations is required, in order to evaluate whether the phenomenon is of climatic
relevance. A region with negative yearly averaged GHE is assumed to be relevant for the local
climate. The question is also addressed with line-by-line radiative transfer calculations for typical
Antarctic conditions. This reproduces observed local emission maxima in the absorption bands of
GHGs.  General  circulation  models  (GCMs) should  incorporate  a negative  GHE already,  if  the
according radiation scheme allows for this.  As GCMs typically only output spectrally integrated
radiation quantities, the spectral characteristic behind the phenomenon is not seen from this type
of data. Theoretical considerations using a simple two layer model also give some insight into the
phenomenon of negative GHE.
QUESTION 2 is  also  answered  from  one  year  of  satellite  observed  thermal  emission  spectra
covering the entire globe. If the phenomenon occurs only sporadically, yearly averages of the GHE
will show positive values all over the Earth.
QUESTION 3 could be answered from long records of comparable satellite observations of thermal
emission spectra. The atmospheric CO2 concentration has risen by more than 15 % since satellites
have observed the Earth's radiation for the first time, more than three decades ago. However, this
approach is tedious, and the increased CO2 is not the only change the atmosphere has undergone.
Hence, the local change in TOA thermal emission might be superseded by other changes. Here,
the easier modelling approach is taken to analyse the change in TOA long-wave emission caused
by increasing CO2.  Again,  two layer  model  considerations  are  presented,  line-by-line  radiative
transfer calculations, and results from GCM analyses.
26
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lower two panels of figure 2.5 show the yearly averages of all day- and night-time observations
separately. Major differences between the two are seen over the northern part of Africa, Australia,
the Tibetan plateau and Siberia. This reflects the strong continental climatic character of these
regions. As for Antarctica, the difference between day and night is hardly discernible; which is not
surprising for polar regions, even though the difference seems more pronounced in the Arctic, i.e.
north of 60°N.
Figure 2.6 gives  the  zonal  means  of  the  data  shown  in  figure 2.5.  From  this,  a  pronounced
difference between the two hemispheres becomes obvious: On the one hand, there is almost no
difference between day and night south of 45°S, which is not seen in the north. On the other hand,
the GHE of CO2 at the highest latitudes is lower on the southern hemisphere than it is in the north.
The global average of the GHE of CO2 can be calculated when the data gaps at the poles are filled
with estimated values.  For  this,  a  linear trend of  the zonal  mean from 60°N/S to the poles is
assumed (see figure 2.6). This yields a globally averaged GHE of CO2 in the spectral range of the
TES instrument of 18.9 W/m2 for 2006.
In order to evaluate the seasonality of  GCO2, figures 2.7 and 2.8 show the seasonal and monthly
means of the 2006 TES data. In the northern hemisphere, the lowest values are observed over
Greenland, with the lowest summer-value (JJA) being 5.4 W/m2, and the lowest winter-value (DJF)
being  3.0 W/m2.  Over  Siberia,  the  situation  is  similar  (minimum  of  8.9 W/m2 in  summer  and
4.0 W/m2 in winter), even though the difference between summer and winter is not as large. Over
the high-elevated areas of Antarctica (those above 2000 mASL),  GCO2 ranges between -1.9 W/m2
and 1.6 W/m2 in  summer (DJF),  between -3.3 W/m2 and 4.7 W/m2 in  autumn (MAM),  between
-0.4 W/m2 and  6.8 W/m2 in  winter  (JJA),  and  between  -1.4 W/m2 and  5.3 W/m2 during  spring
(SON). As seen from these ranges, negative values occur quite frequently. In fact, all months but
August  show areas with negative GHE. The phenomenon is  most  pronounced in autumn with
monthly averages as low as -5.0 W/m2 in March. During this time of the year, almost the entire
plateau above 3000 mASL has a greenhouse effect below zero. Slightly southeast of Dome F at
79°S, 44°E, 3630 mASL there is a small region with a negative GHE of CO2 during all seasons
(see figure 2.7).
Negative values of GHE of CO2 over central Antarctica occur predominantly during austral autumn,
because  at  this  time  of  the  year  the  surface  has  already  cooled  down  almost  to  its  winter
temperature, whereas the stratosphere is still warm. More specifically, a remnant of the positive
vertical temperature gradient above the tropopause typically exists until May. After that, the lower
stratosphere  becomes  colder  than  the upper  troposphere,  resulting  in  a  negative  temperature
gradient extending up to some 20 km altitude, reaching a minimum temperature typically below
-90°C. Once the stratosphere is that cold, atmospheric infrared radiation emitted to space is lower
than the surface emission, giving rise to a slightly positive GHE above most of the continent. In
spring the stratosphere is warmed up rapidly by the absorption of ozone, while the surface has just
started to recover from its winter temperature. This then causes the rather strong negative GHE
seen in October.  After  that,  the surface has warmed up, causing again slightly positive values
of GCO2.
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Figure  2.5: Yearly averaged greenhouse effect of CO2 in 2006, calculated from TES spectra. The  All
panel comprises 545203 observed spectra from 165 global surveys. The panel  Day shows the average
over the 275317 observations acquired at  daytime,  while  Night is  the compilation of  the remaining
269886 night-time measurements. The orbit of the satellite does not allow data acquisition right at the
poles. The black contour line over Antarctica denotes 0 W/m2.
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Figure 2.6: Zonal mean of the yearly averaged GHE of CO2 for all, day- and night-time observations. The
dataset shown is the same as in figure 2.5. The dashed line is the linear interpolation of the All line from
60°N/S towards the poles.
2.2.3 - Results Chapter 2
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Figure 2.7: Seasonally averaged greenhouse effect of CO2 in 2006, calculated from TES spectra. Each
seasonal average comprises between 112494 (DJF) and 154195 (MAM) observed spectra from 36 to 46
global surveys per season. The black contour lines denote 0 W/m2. Surface elevation contour lines are
shown in 1000 m intervals.
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Figure  2.8: Monthly averaged greenhouse effect of  CO2 in 2006, calculated from TES spectra.  Each
monthly average comprises between 20021 (Feb) and 52336 (Jul) observed spectra from 6 to 16 global
surveys per month. The black contour lines denote 0 W/m2. Surface elevation contour lines are shown in
1000 m intervals.
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2.2.4 Discussion
Methodology
For the calculation of GCO2 according to equation 2.8 the following assumptions and prerequisites
need to be fulfilled:
1. The Earth's surface and clouds emit blackbody radiation according to Plack's law
2. The observed spectra cover an atmospheric window, where no absorption by GHGs occurs
3. The observed spectra cover the gross of all absorption bands of CO2
4. Spectral overlap with absorption bands of other GHGs can be neglected
Water in its liquid and solid phase is very close to a black body in the thermal infrared (Hori et al.
2006).  Therefore,  assumption 1 is  reasonable,  as  most  of  the planet's  surface is  either  water,
water-rich  material  (i.e.  vegetation),  or  ice.  Additionally,  this  work  is  mostly  concerned  with
Antarctica, which is almost entirely ice-covered. The assumption also holds for sufficiently thick
clouds: Long-wave emission from their top is nearly that of a black body (Allen 1971; Griffith et al.
1980). Thin clouds can have emissivity values right down to zero, but in this case the transmissivity
of the cloud is greater than zero. Hence, the radiation seen by the satellite is a mixture of the cloud
and surface emissions.
The validity of points 2 - 4 can be evaluated with the help of modelled emission spectra. These
were calculated for the US Standard Atmosphere (1976) and typical South Pole conditions using
the ALFIP model (see section 2.4). Table 2.1 shows resulting values of the greenhouse effect. The
column  entitled  GCO2 is  considered  the  “true”  GHE  of  CO2,  as  it  was  calculated  from  the
mathematical definition (equation 2.1) for the entire spectrum from 4.7 µm to 200 µm. The other
columns list the estimates calculated from a limited spectral range and using different reference
spectra (see also figure 2.2). Some columns include percentages greater than 100 %. This means,
that parts of the according spectrum have positive contributions to the GHE, while other spectral
regions contribute negatively. As only some parts of the spectrum are considered, it can be that
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Table  2.1: Modelled  greenhouse  effect  of  CO2 calculated  using  different  formulae  and  for  different
atmospheric  conditions.  The  column  GCO2 was  calculated  from  the  full  spectra  for  c = 0 ppm  and
c = 380 ppm (equation 2.1).  Column  GC02(15μm-band) uses  the same spectra,  but  only  the spectral
range  of  the  main  CO2 absorption  band  around  15 μm  (12.58 μm  to  17.48 μm).  Similar  to  that  is
GC02(TES), which uses the spectral range of the TES instrument (10.88 µm to 15.34 μm). The last two
columns  GC02(TES,Tsurf) and  GC02(TES,Tef) were calculated using equation  2.7 with the actual surface
temperature Tsurf and the effective temperature Teff (equation 2.6) respectively.  US Standard refers to
the US Standard Atmosphere  (1976), the  South Pole profiles are described in detail  in sections 2.4.3
and 2.4.4. The percent-values denote the fraction of the value in the GCO2  column. Figure 2.2 illustrates
the spectral bands and reference spectra which were used for the calculations.
GC02
[W/m2]
GC02(15μm-band)
[W/m2]
GCO2(TES)
[W/m2]
GC02(TES,Tsurf)
[W/m2]
GC02(TES,Teff)
[W/m2]
US Standard 28.10 27.55 (98 %) 17.93 (64 %) 22.35 (80 %) 21.86 (78 %)
South Pole March -2.94 -2.90 (99 %) -1.82 (62 %) -2.15 (73 %) -2.14 (73 %)
South Pole June 2.03 2.05 (101 %) 1.45 (72 %) 1.54 (76 %) 1.55 (76 %)
South Pole October -0.83 -0.77 (93 %) -0.79 (95 %) -1.20 (145 %) -1.19 (144 %)
South Pole December 3.40 3.38 (99 %) 1.71 (50 %) 1.80 (53 %) 1.80 (53 %)
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compensating effects occurring for the values listed under  GCO2 do not occur for that particular
spectrally limited estimate of the GHE of CO2.
For  all  atmospheric  conditions  listed  in  table 2.1,  prerequisite 2  is  well  fulfilled,  particularly  for
central  Antarctica.  This  can  be  seen  by  comparing  the  two  columns  GC02(TES,Tsu r f) and
GC02(TES,Tef f): Both columns consider only the spectral range covered by the TES sensor, but
use the actual surface temperature and the effective temperature in the window respectively. The
resulting values for the GHE of CO2 are quite similar, even though GCO2(TES,Tef f) is two percent
less  than  GCO2(TES,Tsu rf) for  the US Standard Atmosphere  (1976).  Hence,  absorption  in  the
atmospheric window influences Teff only slightly; Tsurf is well approximated.
The  validity  of  assumption 3  can  be  quantified  from  the  columns  GCO2(15μm-band) and
GCO2(TES): Even though the 15 μm CO2 band causes nearly the entire GHE of CO2 (98 % for the
US Standard  Atmosphere),  the  spectral  limitations  of  the  TES instrument  cause  a  substantial
underestimation of the GHE. For the US Standard Atmosphere (1976) 64 % are covered, whereas
for typical South Pole conditions it can be as little as 50 %, but not more than 1.69 W/m2.
Addressing assumption 4, the spectral overlap can be quantified from table 2.1 by comparing the
column GCO2(TES) with GCO2(TES,Tef f): The spectral overlap, particularly with water, causes an
overestimation of the GHE of CO2. More specifically, for the US Standard Atmosphere  (1976) it
increases the observed fraction from 64 % to 78 %. For typical south-polar conditions the increase
is between 3 % and 49 %. However, absolute values of the overestimation caused by spectral
overlap with water vapour are less than 0.4 W/m2.
In summary,  the values of  the greenhouse effect  of  CO2 determined from TES measurements
shown in section 2.2.3 are reasonable estimates of the total effect CO2 has on the outgoing long-
wave radiative flux. The values shown typically underestimate the effect by some 25 %.
Results
The presented estimates of GHE of CO2 inferred from TES satellite observations are plausible
when comparing with global estimates known from literature: According to Schmidt et al.  (2010,
table 2) the GHE of CO2 is expected to range between 22 W/m2 and 38 W/m2, depending on the
metric  used.  For  all-sky  conditions,  taking  spectral  overlap  into  account  and  assuming  an
atmospheric CO2 concentration of 339 ppm (as in 1980) they estimated a value of 29 W/m2. Kiehl
and Trenberth (1997) used 353 ppm in their calculations, and quantified the CO2 contribution to the
GHE to be 24 W/m2, also accounting for clouds and spectral overlap. The global average found
here is 19 W/m2, but does not cover the entire 15 µm CO2 band. If one assumes that on global
average 78 % of the spectral band are covered by the TES sensor (see table 2.1), the total GHE of
CO2 is estimated to be 24.3 W/m2. This compares well with the named references.
The TES observations demonstrate clearly that the phenomenon of negative GHE of CO2 does
occur  frequently  over  the  Antarctic  continent.  From the  satellite  data,  a  core  region  over  the
Antarctic ice sheet  could be identified, where the yearly average is negative. This is a unique
feature on the planet. The TES analysis also revealed, that negative GHE is most pronounced in
autumn and spring. Moreover, it became clear that there are distinct differences in the GHE of CO2
between the two hemispheres: GCO2 has higher values in the north, and the difference between day
and night-time observations is more pronounced. The latter point is most likely due to the greater
fraction of land area on the northern hemisphere. The lower and even negative GHE in the south
are  caused  by  the  extensive  and  high-elevated  continent  Antarctica.  Strictly  speaking,  these
statements are limited to observations taken in 2006.
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The fact that over central Antarctica long-wave emission spectra show a local emission maximum
in the 15 µm CO2-band is opposite to what holds true for the rest of the planet. This observation
hints towards an opposite effect of increasing CO2: An instantaneous increase would increase the
energy loss to space, which is a cooling effect on the system. Nevertheless, this would be the
instantaneous effect only, not taking any feedback mechanisms into account.
Comparing the TES results  to  the temperature trend analyses presented in  section 1.5,  some
similarities can be observed: Figure 1.9 shows three analyses of linear temperature change during
the last decades. They all show particularly low or even negative trends for central Antarctica. This
coincides  with  the  negative  yearly  average  of  GCO2 found  here.  Furthermore,  comparing  the
seasonal averages shown in figures 1.12 and 2.7, one can see that the season with the strongest
indication of surface cooling, namely autumn (MAM), is also the season with the most negative
GHE of CO2. However, a causal link between the two features has not been shown in the analyses.
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2.4.2 - Estimation of surface emission from BSRN measurements Chapter 2
2.4.2 Estimation of surface emission from BSRN measurements
The surface skin temperature Tsurf is  crucial  for  the modelling of  top of  atmosphere long-wave
fluxes and therefore crucial for the quantification of the greenhouse effect. For this reason, the
surface skin temperature was determined from in-situ broadband upwelling long-wave (LWU) flux
measurements, taken at the South Pole.
The record was taken from the Baseline Surface Radiation Network (BSRN), which aims to provide
the best quality possible for this kind of observations  (König-Langlo et al.  2013). To determine
monthly means of the surface skin temperature at the South Pole, all BSRN data sets entitled
Basic  and  other  measurements  from this station for the period 1994-01-01 until 2012-12-31
(Dutton and Michalsky 2014) were used. From these, monthly averages of LWU were calculated
and converted into temperature, assuming black body emission, which is a fair approximation for
snow surfaces.  More details of  the data processing are mentioned in  the following section on
page 47. The resulting values are shown by the black line in figure 2.10.
This  study  also  utilises  reanalyses  from  the  European  Centre  for  Medium-Range  Weather
Forecasts  (ECMWF),  namely  the  ERA-Interim  data  set  (see  section 2.4.3).  The data  set  also
provides  the  surface  skin  temperature,  which  could  readily  be  used  here.  However,  the  skin
temperature of the reanalysis data is typically too warm, in comparison with the BSRN LWU record.
Figure 2.10 also shows the ECMWF data for the period 1994 till 2012 for comparison with the
BSRN values: The skin temperature of the reanalysis is on average 3°C warmer than the BSRN
LWU estimate, even though the surface elevation in the ECMWF data is correct (2827 mASL).
Comparing the 2 m air temperatures of the two sources yields differences on the order of 5°C.
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Figure  2.10: Monthly means of surface temperature at the South Pole for the years 1994 - 2012. The
curves entitled ECMWF are from ERA-Interim reanalysis data. The BSRN skin temperature was derived
from long-wave upwelling radiative flux measurements, assuming black body emission from the surface.
For comparison, the scale on the right gives the radiative flux according to the Stefan-Boltzmann law.
Chapter 2 Estimation of surface emission from BSRN measurements - 2.4.2
In the ALFIP configuration file one specifies a source temperature,  which sets the background
radiation to the black body spectral radiance of this temperature. For the calculations of the TOA
emission performed for this study, the source temperature  is set to the surface skin temperature
Tsurf determined from the BSRN LWU measurements. This was calculated assuming black body
emission from the surface. Now, even if the assumption of black body emission for snow is not fully
correct, this inaccuracy is mostly compensated here: The radiative flux LWU was converted into
Tsurf, and is now converted back into spectral radiances using the same assumption. Only effects
from possibly non-grey emissivity of snow is not accounted for, which can safely be neglected. For
the calculations of downwelling fluxes at the surface as presented in section 2.4.6 the  source
temperature was set to 0 K.
2.4.3 Construction of temperature profiles
The temperature profile is the most essential input for radiative transfer analysis. For this reason,
extensive care was taken to create representative temperature profiles for central Antarctica. Even
though  reanalysis  data  sets  provide  perfect  temporal  and  spatial  coverage,  the  most  reliable
source  of  data  are  considered  to  be  in-situ  measurements,  i.e.  radiosonde  data  and  surface
observations. As radiosondes typically do not reach higher than 40 km altitude, the in-situ data
used here are complemented with reanalyses from the ECMWF, which typically reach up to 60 km
altitude. As mentioned in section 2.2.1 (see figure 2.3), the atmosphere above that still has some
small effect on TOA outgoing long-wave radiation. Therefore, the temperature profile of the US
Standard Atmosphere 1976 is used for completion up to 120 km altitude.
As  shown  in  section 2.2.3 (particularly  figure 2.8),  the  phenomenon  of  negative  GHE  varies
considerably  throughout  the year.  In  view of  the course of  the temperature of  the south-polar
atmosphere  over  the  year  (figure 2.11),  it  seems  suitable  to  consider  monthly  averaged
temperature profiles. Seasonal averages, or even a yearly averaged temperature profile, will not
represent the essential features of the Antarctic atmosphere. To illustrate the suitability of monthly
averaged profiles, figure 2.11 shows two Hovmöller-diagrams: Panel 2.11a was constructed from
all radiosondes, interpolated onto a day-of-the-year vs. altitude grid for each year, which were then
averaged resulting in the field shown. In contrast to that, panel 2.11b was constructed from the
12 monthly averaged temperature profiles used in this study. Obviously, the monthly profiles are
well representative for the south-polar atmosphere.
Data availability and data sources
On the Antarctic plateau, there are three stations that perform or have performed radiosoundings
operationally  all  year-round:  Amundsen-Scott  (South  Pole),  Concordia  (Dome C)  and  Vostok.
Amundsen-Scott has the longest and most complete record: It dates back to 1961 and is continued
until today. Typically, the record contains at least one ascent per day, during summer-time even two
launches. Daily radiosoundings at Concordia Station were started in 2005 and are also continued
until today; whereas the Vostok record was started in 1958, but discontinued in 1992. Due to the
data availability,  and as for Amundsen-Scott  Station co-located surface measurements of long-
wave  upwelling  radiative  flux  are  available  (BSRN  station),  this  site  was  chosen  for  the
construction of atmospheric temperature profiles.
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2.4.3 - Construction of temperature profiles Chapter 2
South Pole radiosonde data from soundings since 1994-01-01 are readily available from the data
portal  at  http://www.esrl.noaa.gov/raobs/,  which  is  provided  by  the  Earth  System  Research
Laboratory of  the  National  Oceanic  and Atmospheric  Administration  (Govett  2014).  The portal
serves  data  for  the  so-called  mandatory pressure  levels  (i.e.  surface,  500 hPa,  400 hPa,
300 hPa, 200 hPa, 150 hPa, 100 hPa, 70 hPa, 50 hPa, 30 hPa, 20 hPa, 10 hPa, 7 hPa and 5 hPa)
and those for the significant  temperature and wind levels. For this study, all soundings between
1994-01-01  and  2012-12-31  were  used,  which  amounts  to  9698 ascends  for  this  period  of
19 years.
The lowermost data point of the temperature profiles were set to the surface skin temperature
determined from the BSRN LWU data from the South Pole, see above section 2.4.2 for details.
Above the radiosonde level, ECMWF ERA-Interim reanalysis data (Berrisford et al. 2011; Dee et
al. 2011) were incorporated into the monthly averaged profiles. Specifically, the Monthly  Means
of Daily Means, Full Resolution  for the period mentioned above were used.
Beyond the top of model of the ECMWF ERA-Interim data, the US Standard Atmosphere (1976)
complements the temperature profiles up to 120 km altitude.
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Figure  2.11: Hovmöller-diagrams showing the typical  course of  the temperature at  the South  Pole.
a) This  data  set  was  constructed  from  all  available  radiosoundings  from  the  South  Pole  between
1994-01-01 and 2012-12-31. All  soundings of  one year were interpolated onto a day-of-the-year vs.
altitude grid. These 19 fields were then averaged grid-point by grid-point, resulting in the field shown.
b) This data set shows the 12 monthly averaged temperature profiles used in this study.
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Processing
The BSRN surface data were first checked and cleaned with the  BSRN Toolbox,  applying the
Physical  possible  limits  and the  Comparison quality checks  (Schmithüsen et al. 2012). For
each month, i.e. January till December, all available measurements of  LWU acquired during the
19 year period were then averaged into one single value, which was converted into the surface
skin  temperature  using  the  Stefan-Boltzmann  law  (see  also  figure 2.10,  curve  BSRN  skin
temperature).
The  radiosonde  profiles  were  checked  and  cleaned  manually  for  obviously  erroneous
measurements. All soundings of a specific month were then interpolated linearly with respect to
altitude between the available levels. For altitudes with a minimum of 40 soundings, an average
temperature was calculated. The resulting profile was then linearly interpolated onto the altitude
levels used by ALFIP.
The  ECMWF  ERA-Interim  monthly  mean  temperature  profiles  were  interpolated  linearly  with
respect  to  altitude  between  the  model  levels.  Then,  for  each  altitude  the  average  over  the
19 values was calculated. Finally,  the resulting profile was linearly interpolated onto the altitude
levels used by ALFIP.
From the uppermost level of the ECMWF data up until the thermal mesopause of the US Standard
Atmosphere, the temperature profile was fitted gradually to prevent a spike in the profile. From the
mesopause upwards, temperatures of all monthly profiles are identical to those of the US Standard
Atmosphere.
Figure 2.12 illustrates an example of such a fitted temperature profile, shown by the black line. At
the surface, it starts with the BSRN LWU data (blue marker), which is typically colder than the
ECMWF data. Above that, the radiosondes are used until data becomes to sparse, here at about
25 km altitude. From there on, the ECMWF data is used up to the top of the model,  which is
approximately 55 km here. After that, it approaches the US Standard Atmosphere.
Figure 2.13 visualises the final monthly averaged profiles for the South Pole, which are used for RT
modelling with ALFIP.
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Figure 2.12: Example of data used for the construction of temperature profiles, here that of South Pole,
July. The actual profile used for the modelling is shown by the black line. It is a compilation of BSRN
surface measurements (blue), radiosonde profiles (grey), ECMWF ERA-Interim reanalysis data (red) and
the US Standard Atmosphere (1976) (green).
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Figure 2.13: South-polar monthly averaged temperature profiles used for radiative transfer modelling.
The profiles were constructed from BSRN surface data, radiosonde measurements, ECMWF ERA-Interim
reanalysis data and complemented with the US Standard Atmosphere. The profiles are mean profiles for
the period 1994 till 2012. The height and strength of the inversion layer at the surface are given in the
lower right and left corners respectively.
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2.4.4 Construction of trace gas profiles
For the RT simulations presented here, the five most important greenhouse gases were included:
H2O, CO2, O3, CH4, N2O. This study focuses mainly on CO2, and more specifically on the 15 µm
absorption band of this gas. Out of the other four gases, H2O has by far the greatest spectral
overlap with this CO2-band. For this reason, great care has also been taken to construct realistic
estimates of the H2O profiles on the Antarctic plateau.
CO2 is considered to be a well-mixed greenhouse gas. Therefore, the CO2 concentration was set
constant for all levels in the modelling.
Figure 2.14 shows the profiles of the trace gases methane, ozone and nitrous oxide that were used
for  the  line-by-line  RT  modelling.  The  concentrations  were  taken  from  the  Arctic  profiles
suggested  and  provided  by  Notholt  et  al.  (2006,  http://www.iup.physik.uni-bremen.de/ftir/alfip),
originating from soundings reported by Peterson and Margitan  (1995). Even though the Arctic is
quite different to the Antarctic, this study focuses on CO2: As the spectral overlap with O3, CH4 and
N2O is small, the results should not be influenced greatly by the chosen profiles for these species.
The water profiles were compiled in analogy to the temperature profiles, using the BSRN 2 m
relative  humidity,  radiosonde humidity  profiles,  ECMWF ERA-Interim reanalyses  data,  and  the
Arctic profile  mentioned  above  to  complement  atop  the  ECMWF data.  Essentially,  the  latter
(Arctic  profile)  contributes  humidity  values  only  in  the  meso-  and  thermosphere,  where  the
abundance of water is virtually zero anyway. Again, measurements and reanalyses from the South
Pole for the period 1994 until 2012 were combined into monthly averaged profiles. Figure 2.15
gives an example: It shows all data that were used for the compilation of the South Pole October
H2O-profile.
Radiosonde humidity measurements in the stratosphere are often unrealistically high (figure 2.15).
This is caused by the measurement technique: Radiosondes commonly use thin-film capacitors,
which measure the relative humidity at a typical numerical resolution of 1 %. In the stratosphere
the readings eventually reach 1 %, but usually do not drop to 0 %. The remaining constant 1 %
relative humidity causes the water vapour partial pressure to increase monotonically with altitude,
due to increasing temperature in the stratospheric inversion layer. The volume mixing ratio, which
is shown in figure 2.15, is the quotient of partial pressure over total air pressure; with the latter
decreasing exponentially with increasing altitude. Hence, the quotient approaches infinity for small
but constant relative humidity readings.
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Figure 2.14: Profiles of trace gas concentration for methane (CH4), ozone (O3) and nitrous oxide (N2O)
used  for  radiative  transfer  modelling  with  ALFIP.  The  profiles  were  taken  from Notholt  et  al.  (2006,
http://www.iup.physik.uni-bremen.de/ftir/alfip).
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For  the  above  reason,  the  radiosonde  profiles  were  only  used  from  the  surface  up  until  the
minimum in the volume mixing ratio is reached (tropopause). From there on, the ECMWF data
were taken to be the best estimate. In the mesosphere and above, the profile was complemented
with the Arctic  H2O profile, giving values close to zero anyway. Figure 2.16 shows all H2O-profiles
from the South Pole that were used for RT calculations.
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Figure  2.15: Example of data used for the construction of humidity profiles, here that of South Pole,
October. The actual profile used for the modelling is shown by the black line. It is a compilation of BSRN
surface measurements (blue), radiosonde profiles (grey), ECMWF ERA-Interim reanalysis data (red) and
the Arctic  template from Notholt et al. (2006, http://www.iup.physik.uni-bremen.de/ftir/alfip) (green).
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Figure 2.16: South-polar monthly averaged humidity profiles used for radiative transfer modelling. The
profiles  were  constructed  from  BSRN  surface  data,  radiosonde  measurements,  ECMWF  ERA-Interim
reanalysis  data  and  complemented  with  the  Arctic profile  from  Notholt  et  al.  (2006,
http://www.iup.physik.uni-bremen.de/ftir/alfip).  The  profiles  are  mean  profiles  for  the  period  1994  till
2012.
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2.4.5 Results: Top of atmosphere calculations
Figure 2.17 shows  five  TOA emission  spectra  that  were  calculated  with  ALFIP  with  a  CO2
concentration of c = 380 ppm. The spectrum of the US Standard Atmosphere (1976) illustrates the
characteristic local minimum in the spectral radiance in the CO2-band around 15 µm. Out of the
four examples shown for South Pole, only July exhibits this pronounced local minimum for the
modelled clear-sky conditions. During the other months shown here, the emission in the center of
the absorption band exceeds the surface emission.
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Figure  2.17:  Top  of  atmosphere  long-wave  emission  spectra  calculated  with  ALFIP  for  clear-sky
conditions with a CO2 concentration of 380 ppm (solid lines). The spectra are low-pass filtered for clarity.
Dashed lines indicate the surface emission (Planck curves of surface skin temperature).
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Results  for  all  modelled  monthly  averaged  south-polar  atmospheric  conditions  are  shown  in
figure 2.18.  The  display  is  limited  to  the  CO2-band,  showing  spectra  for  c = 0 ppm,  100 ppm,
380 ppm and 1000 ppm. In February, March and April the TOA emission calculated for a somewhat
realistic CO2 concentration (black lines) is more than the surface emission (grey lines) and that of a
CO2-free  atmosphere  (green  lines).  This  applies  to  almost  the  entire  CO2-band.  Hence,  from
February till  April  the GHE of  CO2 is  negative.  Table 2.2 gives the numeric values:  -1.0 W/m2,
-2.9 W/m2 and -1.0 W/m2 respectively. From May till August, the spectra show a local minimum in
the CO2-band, illustrating positive GHE between 1.3 W/m2 and 2.1 W/m2. Between September and
November the spectra for 380 ppm feature substantial parts of both, positive and negative GHE.
Out of these three months, only October shows an overall negative value (-0.8 W/m2) whereas
September and November figures are positive (0.6 W/m2 and 1.8 W/m2 respectively). Results for
December  and  January  demonstrate  the  strongest  GHE  of  CO2 occurring  over  the  Antarctic
plateau with values of 3.4 W/m2 and 2.9 W/m2, respectively; while cogeneric calculations for the US
Standard Atmosphere yield 28.1 W/m2. Note, even during these summer months south-polar TOA
emission in the very center of the band exceeds the surface emission.
In figure 2.18 the spectra for 100 ppm (blue) and 1000 ppm (red) are given to illustrate the changes
occurring when altering the CO2 concentration. For increasing CO2 the TOA emission in the center
of the band increases for all months. This is also true for the US Standard Atmosphere, as the
atmosphere is opaque at 15 µm and TOA emission at this wavelength originates mostly from the
lower stratosphere, where the temperature profile shows an inversion. The typical decrease in TOA
emission  (which  corresponds  to  an  increase  in  GHE)  for  increasing  CO2 is  attributed  to  the
reduction of spectral radiance on the flanks of the band. For most of the south-polar conditions
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Table  2.2:  Greenhouse effect of  CO2 and derivative thereof (instantaneous radiative forcing)  for CO2
concentration of c = 380 ppm. Results are shown for all atmospheric conditions used for ALFIP modelling.
  
US Standard Atmosphere 28.07 1.15
South Pole January 2.95 -0.07
South Pole February -0.99 -0.16
South Pole March -2.94 -0.15
South Pole April -1.03 -0.02
South Pole May 1.34 0.08
South Pole June 2.05 0.10
South Pole July 2.12 0.08
South Pole August 1.95 0.02
South Pole September 0.57 -0.11
South Pole October -0.83 -0.34
South Pole November 1.74 -0.25
South Pole December 3.39 -0.13
South Pole DJF 1.87 -0.12
South Pole MAM -0.87 -0.03
South Pole JJA 2.04 0.07
South Pole SON 0.48 -0.24
South Pole yearly mean 0.88 -0.08
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simulated here, this reduction of spectral radiance on the flanks is overcompensated by the gain in
the center of the CO2-band. Specifically,  for all months except May till August the GHE of CO2
decreases with increasing CO2 (table 2.2). Figure 2.19 also illustrates this: The figure shows the
GHE for different CO2 concentrations for all atmospheric conditions simulated in this work. For the
US  Standard  Atmosphere  (1976) GCO2 increases  monotonically,  while  South  Pole  results  are
contrary  to  that:  February,  March  and  April  show  decreasing  negative  GHE  for  all  CO2
concentrations.  Curves  for  May until  August  are  qualitatively  comparable  to  the US Standard
Atmosphere (1976): positive and monotonically increasing. From September until January, again,
the results indicate a decrease in GHE with increasing CO2, with only October being negative at
current day's CO2 concentration.
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Figure 2.18: CO2-band of top of atmosphere long-wave emission modelled with ALFIP. The spectra were
calculated for south-polar clear-sky atmospheric conditions and various CO2 concentrations. The spectra
are low-pass filtered for clarity. The grey lines indicate the surface emission (Planck curves of surface skin
temperature).
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Figure 2.19: Greenhouse effect of CO2 as a function of CO2 concentration c. The curves were constructed
from spectra calculated with ALFIP, assuming clear sky. The slope of the curves can be interpreted as
instantaneous radiative forcing of CO2. Numeric values and the derivative of the curves at  c = 380 ppm
are given in table 2.2.
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2.4.6 Results: Surface calculations
Figure 2.20 shows  examples  of  modelled  spectra  of  long-wave  downwelling  radiation  at  the
surface  (LWD)  for  clear-sky  conditions.  Common  atmospheric  conditions  (US  Standard
Atmosphere, 1976) feature contributions from virtually all wavelengths with the exception of the
window  between  8 µm  and  13 µm.  A  substantial  difference  to  that  is  the  dry  south-polar
atmosphere:  Even  though  the  LWD-spectra  are  qualitatively  comparable  to  the  US  Standard
Atmosphere (1976) for wavelengths up to 14 µm, they differ in and beyond the CO2-band.
In the center of the CO2-band (between 14.2 µm and 15.8 µm) the curves of  March, July and
October show a local minimum. This is caused by the strong temperature inversion at the surface:
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Figure  2.20:  Surface  long-wave  downwelling  spectral  radiance  calculated  with  ALFIP  for  clear-sky
conditions with a CO2 concentration of 380 ppm (solid lines). The spectra are low-pass filtered for clarity.
Dashed lines indicate the upward flux (Planck curves of surface skin temperature).
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The more opaque the atmosphere is at a certain wavelength, the lower is the effective emission
height of the radiance seen at the surface. For inverted temperature profiles, this means lower
spectral radiance for wavelengths of strong atmospheric absorption/ emission. Furthermore, the
inversion causes the spectral  radiance in this wavelength range to be higher than the surface
emission (dashed lines). This is in contrast to US Standard Atmosphere and south-polar summer
conditions, where the spectral radiance in the center of the CO2-band is nearly equal to the surface
emission.
The other difference, beyond the CO2-band, is the lack of the contribution from water vapour to
LWD.  As the atmosphere at  the  South  Pole  is  extremely  dry,  it  is  far  from being  opaque for
wavelengths between 17 µm and 28 µm (see also figure 2.1c).
Figure 2.21 gives  modelled  LWD-spectra for  all  south-polar  atmospheric  conditions  considered
here. For realistic CO2 concentrations, all  months but January and December feature the local
minimum  in  the  very  center  of  the  CO2 band,  which  is  characteristic  for  strong  temperature
inversions at the surface. Additionally, the LWD spectral radiance exceeds the surface emission
due to that. Furthermore, common to all 12 conditions is the well pronounced flank of the CO2-band
between 16 µm and 18 µm. This shows that even in the warmest months, water vapour is not
abundant enough to fill the spectrum for wavelengths greater than the CO2-band. Consequently,
this means that the typical LWD-flux on the Antarctic ice sheet is dominated by the contribution of
CO2.
Integrated spectra of the ALFIP simulations for a CO2 concentration of 380 ppm are also included
in  section 2.5.2,  figure 2.26 (panel  LWD).  Since  no  clouds  were  considered  in  the  ALFIP
calculations, the values for LWD are lower than in reality.
In  analogy  to  the  TOA emission  spectra,  figure 2.21 gives  LWD-spectra  for  greatly  reduced
(100 ppm, shown in green) and increased (1000 ppm, shown in orange) CO2 concentration. For all
months from February till November increasing CO2 causes a slight decrease of LWD in the center
of the CO2-band. This is the part of the spectrum, where radiation originates mostly from within the
inversion. On the flanks, where the emission received at the surface comes predominantly from
higher layers of the atmosphere, increasing CO2 causes the well known increase in LWD. The
overall  effect  can  be  seen  from  figure 2.22.  For  all  modelled  south-polar  conditions  LWD
instantaneously increases with increasing CO2.  The slopes of the curves at  c = 380 ppm range
between  0.7 W/(m2 100 ppm)  during  April  until  September  and  almost  1.2 W/(m2 100 ppm)  for
December and January. The yearly average is 0.82 W/(m2 100 ppm). For comparison, the curve of
the US Standard Atmosphere (1976) slopes at 1.6 W/(m2 100 ppm) at c = 380 ppm.
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Figure  2.21:  CO2-band of surface long-wave downwelling spectral  radiance modelled with ALFIP. The
spectra were calculated for south-polar clear-sky atmospheric conditions and various CO2 concentrations.
The spectra are low-pass filtered for clarity. The grey lines indicate the upward flux (Planck curves of
surface skin temperature).
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Figure 2.22: Long-wave downwelling radiative flux at the surface as a function of CO2 concentration c.
The curves were constructed from spectra calculated with ALFIP, assuming clear sky and typical, south-
polar temperature profiles. The dots on the ordinate mark the values for a CO2 free atmosphere.
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2.4.7 Discussion
Monthly averaged profiles of atmospheric temperature and trace gas concentration were created
for  conditions  typically  found  in  central  Antarctica.  These  profiles  were  used  to  quantify  the
greenhouse effect and the instantaneous radiative forcing of CO2. This was done with the help of
the line-by-line radiative transfer  model  ALFIP.  The calculations represent  clear-sky conditions,
omit the influence of aerosol on the long-wave radiation, and omit greenhouse gases other than
the dominant ones, which are H2O, CO2, O3, CH4 and N2O.
Congeneric  calculation  using  the  US  Standard  Atmosphere  (1976) were  carried  out  for
comparison. Results give a greenhouse effect of CO2 of some 28 W/m2, representing the global
average. This assumes an atmospheric CO2 concentration of 380 ppm. Comparing this to values
known from literature approves the applied method to estimate the GHE: Schmidt et al.  (2010)
found  29 W/m2,  using  a  CO2 concentration  of  339 ppm,  whereas  Kiehl  and  Trenberth  (1997)
published a value of 24 W/m2 for c = 353 ppm (see also section 2.2.4).
The radiative transfer analysis confirms the occurrence of negative values of the GHE of CO2 over
the central Antarctic plateau. The mechanism behind this phenomenon can be explained from the
underlying temperature profile and the resulting TOA long-wave emission spectrum: Most of the
atmospheric emission in the CO2 band originates from the stratosphere, while the TOA emission in
the adjacent spectral regions comes predominantly from surface. If the surface is colder than large
parts of  the stratosphere,  then the outgoing long-wave radiative flux to space can exceed the
surface emission. This yields a negative GHE.
Altering  the  CO2 concentration  in  the  ALFIP  model  atmosphere  gives  estimates  of  the
instantaneous  radiative  forcing  of  this  gas.  Again,  this  was  done  also  for  the  US  Standard
Atmosphere  (1976) in order to justify the method: AR5  (IPCC 2013) quantifies the stratospheric
adjusted radiative forcing of the observed CO2 increase from approximately 280 ppm in 1750 to
391 ppm  in  2011  to  be  1.66 W/m2 ± 0.17 W/m2.  Here,  an  instantaneous  RF  of  1.15 W/m2 for
100 ppm CO2 increase was found, which corresponds to 1.28 W/m2 for an increase of 111 ppm
(= 391 ppm - 280 ppm). The value is some 23 % lower than the very robust IPCC estimate. On the
one  hand,  this  is  caused  by the great  simplifications  assumed here.  On  the  other  hand,  the
different  measures of  RF (instantaneous versus stratospheric  adjusted)  cannot  be expected to
yield the same values. Even though the ALFIP results are not directly comparable to the common
RF metrics used in the IPCC context, they still illustrate clearly the unique situation of the GHE and
RF over central Antarctica.
Clear-sky estimates of LWD provided here for the South Pole range from 63 W/m2 to 101 W/m2.
They are, on average, some 12 W/m2 lower than broadband clear-sky measurements reported by
Town et al. (2005) for experiments carried out in 2001. The deviations during summer (DJF) are as
large as 25 W/m2,  while  for the other months the ALFIP results are only between 3 W/m2 and
12 W/m2 lower. Town et al. also give monthly estimates of LWD in the spectral region from 5.6 µm
to  22.2 µm,  collected  with  a  system  called  Polar  Atmospheric  Emitted  Radiance
Interferometer  (PAERI). Compared to these values, the ALFIP results of the respective spectral
region are, on average, 5 W/m2 lower (8 W/m2 for January, 10 W/m2 for February, between 1 W/m2
and 7 W/m2 for the other months).
The AFLIP calculations of LWD at the surface for different CO2 concentrations illustrate the special
situation of Antarctica: The strong surface temperature inversion causes decreasing downwelling
spectral radiance for increasing CO2 in the very center of the 15 µm CO2 band. This is not enough
to dominate the overall effect, but LWD on the Antarctic plateau is not as sensitive to changes in
the CO2 concentration as elsewhere on the planet.
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2.5 General circulation model analysis
2.5.1 ECMWF experiment with quadrupled CO2
As a third modelling  approach,  results  from experiments with general  circulation  models were
evaluated in view of the instantaneous radiative effect of increasing CO2 at  TOA. This section
presents results from experiments with the atmospheric model of the European Centre for Medium-
Range Weather Forecast. The experiments were carried out by Soumia Serrar and Thomas Jung,
who kindly supplied the model output data for the analysis presented here.
The ECMWF model was set-up to calculate 15-day forecasts with present-day (control run) and
quadrupled CO2 concentrations (4xCO2 run). For each month of the years 1989 - 2010 four runs
of both CO2 concentrations were carried out. Except for the CO2 concentration, the  control and
4xCO2 runs started with the same initial conditions. The forecasts for day 15 of all runs were then
evaluated and averaged over the 22 years.  By comparing results  from the  control  run,  using
present-day CO2 concentration, to the one with the quadrupled CO2 one gets an estimate of the
effect that instantaneously and drastically increased CO2 would have on the climate system. This
set-up allows fast processes to adjust to the increased GHG, while the climate remains virtually
unchanged. This way, the climate forcing of increasing CO2 can be quantified better, as rapid initial
adjustments  to  the  new situation  are  not  taken  into  account.  In  the  following,  resulting  TOA
radiative fluxes from these experiments are presented.
Figure 2.23 shows the impact that instantaneously quadrupled CO2 has on the outgoing radiative
flux after 15 days into the forecast, averaged over the entire 22 years. The top panel illustrates the
total (long- and short-wave) flux change, showing a reduction in energy loss to space everywhere.
The greatest decrease is seen over the tropics, with the exception of the ITCZ. Local minima are
situated over the Tibetan plateau, Siberia, the Arctic Ocean, Greenland and most pronounced over
Antarctica. Most of the total change in TOA radiative flux is attributed to the decreased long-wave
emission, which can be seen from the second and the third panels of the figure. The Long-wave
panel shows basically the same pattern as the top Total panel, with three exceptions: 1. The local
minima over the ITCZ are more pronounced in the  Long-wave . This indicates a lower albedo,
caused by less or darker clouds. 2. The strong decrease in total outgoing flux off the west-coasts of
Africa, North- and South-America are also caused by changes in the short-wave, i.e. from reduced
reflection from clouds. Consequently,  these maxima are barely seen in the  Long-wave  panel.
3. On the Antarctic  plateau the effect  of  quadrupled CO2 concentration on the TOA long-wave
emission is the smallest on the planet: The change is mostly around 1 W/m2, with a core region
showing slightly negative values. Hence, this GCM experiment shows, that drastically increased
CO2 causes  increased  long-wave  energy  loss  over  a  small  region  in  central  Antarctica.
Nevertheless, the slight cooling effect here is compensated by increased short-wave absorption of
some 0.3 W/m2 over Antarctica.
The zonal mean of these changes in radiative flux are given in figure 2.24. The curves for the
Total (black) and the Long-wave (red) changes show the same asymmetry as the GHE of CO2
derived  from the  TES measurements  (section 2.2.3,  figure 2.6).  This  demonstrates  the  strong
correlation between greenhouse effect on the one hand, and instantaneous radiative forcing of CO2
on the other hand.
Finally,  figure 2.25 illustrates the total,  long- and short-wave TOA flux changes in the southern
hemisphere averaged for each season. In spring (panels SON), the total effect at TOA is negative
over the highest part of Antarctica. This is caused by the increased long-wave energy loss at this
time of the year, while the extra short-wave absorption cannot compensate for that. Apart from
spring,  the summer months also show increased long-wave cooling due to the increased CO2
(panel Long-wave  - DJF). However, this is compensated by the short-wave, resulting in a slightly
warming  total  effect.  Furthermore,  nearly  all  around  Antarctica  (at  60°S)  during  summer  the
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experiments  show  increased  short-wave  cooling  (panel  Short- wave - DJF).  This  suggests
increased cloud formation at this latitude, as the ECMWF does not incorporate a dynamical sea ice
model.
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Figure  2.23:  Changes  in  TOA  outgoing  radiative  flux  15 days  after  quadrupling  CO2 in  an  ECMWF
experiment. The fields shown are the differences “control  run minus 4xCO2 run” and were calculated as
average over the years 1989 - 2010. The panel  Total is the sum of  Long-wave and Short-wave. The
0 W/m2 contour line is drawn in black.
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Figure 2.24: Zonal mean of changes in TOA outgoing radiative flux 15 days after quadrupling CO2 in an
ECMWF experiment. The differences were calculated as “control  run minus 4xCO2 run”, averaged over
the years 1989 - 2010.
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Figure  2.25:Changes  in  TOA  outgoing  radiative  flux  15 days  after  quadrupling  CO2 in  an  ECMWF
experiment for each season: summer (DJF), autumn (MAM), winter (JJA) and spring (SON). The fields
shown are the differences “control  run minus  4xCO2 run” and were calculated as average over the
years 1989 - 2010. The panels entitled  Total are the sum of  Long-wave and  Short-wave. The black
contour lines denote 0 W/m2. Surface elevation contour lines are shown in 1000 m intervals.
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2.5.2 Climate model intercomparison (CMIP5)
The effect of negative GHE and increasing long-wave emission for increasing CO2 over central
Antarctica should also be notable in current full featured climate models. In order to check this for
state of the art models, an evaluation of output from 22 historical modelling experiments, which
were carried out by various modelling groups for AR5 (IPCC 2013), is presented here. The data
were compiled in the 5th phase of the Coupled Model Intercomparison Project (CMIP5) (Taylor et
al. 2012) and are provided by various data centres (DKRZ 2014). The so-called historical  model
runs used here mimic the conditions on Earth since 1850, with the external forcings derived from
measurements. In this work, the 22 models that were used in the comprehensive analysis of the
global energy budget carried out by Wild et al.  (2012) (see table 2.3) are compared with BSRN
measurements from the South Pole. The BSRN data set utilised for the comparison is the same as
described earlier in section 2.4.2.
The  top  panel  in  figure 2.26 (LWU)  compares  the  modelled  surface  long-wave  upwelling
irradiances at the South Pole with BSRN measurements. The monthly averages of the years 1994
until  2005 deviate from the measurements by up to 40 W/m2,  while  the multi-model ensemble
mean differs not more than 13 W/m2. It is noteworthy, that the multi-model ensemble mean suggest
higher surface temperatures for all months. This might indicate a general problem in modelling the
strong Antarctic temperature inversions near the surface.
Table 2.4 reveals more details of the comparison of LWU at the South Pole: It gives the numeric
differences of the modelled monthly means for the period 1994 - 2005 to the BSRN data. The
numeric data is emphasised by red colouring for warmer surface temperatures in the models, and
blue for colder surface values. From this it can be easily seen, that most models overestimate the
central Antarctic surface temperatures. The last column of table 2.4 also gives the deviation of the
surface  altitude  to  2827 mASL,  but  the  offsets  do  not  show  a  coherent  dependence  on  the
overestimation of LWU.
Figure 2.26 also  shows  the  modelled  surface  downwelling  long-wave  radiation  (middle  panel,
LWD) along with the BSRN measurements of this quantity. The ALFIP results from section 2.4.6
are also included for comparison. However, the latter will be dealt with in more detail in section 2.6.
The CMIP5 vs. BSRN comparison is similar to the one carried out by Wild et al. (2012), but without
the surface adjustment of 2.8 W/m2 per 100 m surface offset that they have applied. Also, Wild et
al. used the period 1985 - 2004 for the model averages, while BSRN data are only available since
1992. Nevertheless, the result is qualitatively the same: The climate models tend to underestimate
LWD.
The lowermost panel (GHE) of figure 2.26 gives the total greenhouse effect of the CMIP5 models
at the South Pole. The monthly averages were calculated as the difference between the upwelling
long-wave fluxes at  the surface and those at  the top of  atmosphere.  All  models  feature local
minima around March, and some also around September. As for March, most simulations have
produced a negative GHE, while  in October only few models are below zero,  which could be
expected from the TES observations (figure 2.8).
Figure 2.27 shows the same parameter,  the total  greenhouse effect,  as multi-model  ensemble
mean for all Antarctica. March and April are the months with the most negative GHE over central
Antarctica. All through the winter, a rather large area of negative GHE remains. In September, the
area  of  negative  GHE reaches  a  weak  maximum,  before  it  diminishes.  The  summer  months
November till January do not show any areas of negative GHE over Antarctica. The figure only
illustrates  the  situation  on  the  southern  hemisphere.  In  the  north,  there  are  no  regions  with
negative GHE.
69
2.5.2 - Climate model intercomparison (CMIP5) Chapter 2
70
Table 2.3: Climate models used for comparison with BSRN measurements. Of all models, the historical
runs which were carried out for the 5th IPCC assessment report were used here.
Model ID Institute
BCC-CSM1-1 Beijing Climate Center(BCC),China Meteorological Administration,China 
CANESM2 Canadian Centre for Climate Modelling and Analysis (CCCma), Victoria, 
Canada
CCSM4 National Center for Atmospheric Research (NCAR), Boulder, USA
CNRM-CM5 Centre National de Recherches Meteorologiques (CNRM), Meteo-France, 
Toulouse, France, and
Centre Europeen de Recherches et de Formation Avancee en Calcul 
Scientifique (CERFACS), Toulouse, France
CSIRO-MK3-6-0 Australian Commonwealth Scientific and Industrial Research Organization 
(CSIRO), Marine and Atmospheric Research, Melbourne, Australia, and
Queensland Climate Change Centre of Excellence (QCCCE), Brisbane, 
Australia
GFDL-CM3 Geophysical Fluid Dynamics Laboratory (NOAA GFDL), Princeton, USA
GFDL-ESM2G Geophysical Fluid Dynamics Laboratory (NOAA GFDL), Princeton, USA
GFDL-ESM2M Geophysical Fluid Dynamics Laboratory (NOAA GFDL), Princeton, USA
GISS-E2-H Goddard Institute for Space Studies (NASA/GISS), New York, USA
GISS-E2-R Goddard Institute for Space Studies (NASA/GISS), New York, USA
HADCM3 Met Office Hadley Centre, Fitzroy Road, Exeter, United Kingdom
HADGEM2-CC Met Office Hadley Centre, Fitzroy Road, Exeter, United Kingdom
HADGEM2-ES Met Office Hadley Centre, Fitzroy Road, Exeter, United Kingdom
INMCM4 Institute for Numerical Mathematics (INM), Moscow, Russia
IPSL-CM5A-LR Institut Pierre Simon Laplace (IPSL), Paris, France
IPSL-CM5A-MR Institut Pierre Simon Laplace (IPSL), Paris, France
MIROC-ESM Japan Agency for Marine-Earth Science and Technology (JAMSTEC), Kanagawa,
Japan, and
Atmosphere and Ocean Research Institute (AORI), The University of Tokyo, 
Chiba, Japan, and
National Institute for Environmental Studies (NIES), Ibaraki, Japan
MIROC4H Atmosphere and Ocean Research Institute (AORI), The University of Tokyo, 
Chiba, Japan, and
National Institute for Environmental Studies (NIES), Ibaraki, Japan, and
Japan Agency for Marine-Earth Science and Technology (JAMSTEC), Kanagawa,
Japan
MIROC5 Atmosphere and Ocean Research Institute (AORI), The University of Tokyo, 
Chiba, Japan, and
National Institute for Environmental Studies (NIES), Ibaraki, Japan, and
Japan Agency for Marine-Earth Science and Technology (JAMSTEC), Kanagawa,
Japan
MPI-ESM-LR Max Planck Institute for Meteorology, Hamburg, Germany
MRI-CGCM3 Meteorological Research Institute (MRI), Tsukuba, Japan
NORESM1-M Norwegian Climate Centre, Norway
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Figure 2.26: Comparison of CMIP5 historical  climate model results with BSRN data from the South Pole.
Shown  are  monthly  means  for  the  period  1994 - 2005.  Panel  LWU:  Surface  long-wave  upwelling
irradiance. Panel  LWD: Surface long-wave downwelling irradiance. The line  ALFIP included here shows
the  values  from  figure 2.22 for  c = 380 ppm,  which  are  clear-sky  calculations.  Panel  GHE:  Total
greenhouse effect calculated as difference between the surface and top of atmosphere upwelling long-
wave irradiance (only CMIP5 model results).
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Table 2.4:Comparison of long-wave surface emission at the South Pole from 22 CMIP5 models with BSRN
measurements for the years 1994 till 2005. The monthly averaged differences listed in the columns Jan
till Dec were calculated as “CMIP5 minus BSRN”. The colouring of the cells indicates whether a monthly
average is above or below the BSRN value: red shading  indicates positive values up 40 W/m2,  blue
shading  numbers  down to  -23 W/m2.  Columns  Mean and  σ give  the  mean  difference  and standard
deviation for each model. Columns entitled  N>0 and  N<0 list the number of monthly means above and
below zero respectively. The  Surface Ofset is the difference in surface elevation of the grid point at
90°S to the value 2827 mASL. The rows Mean, σ, N>0, and N<0 give the according statistical values for
each month. The models are ordered by the mean difference (column Mean).
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Mean σ N>0 N<0 Surface
[W/m2] [W/m2] Offset
BCC-CSM1-1 +22 +29 +32 +30 +26 +26 +26 +22 +27 +29 +24 +24 +26 3 12 0 -251 m
MIROC-ESM +37 +25 +18 +14 +14 +13 +16 +11 +11 +19 +26 +40 +20 10 12 0 -181 m
GFDL-ESM2G +26 +22 +23 +16 +15 +17 +14 +9 +12 +16 +9 +19 +16 5 12 0 +21 m
GFDL-ESM2M +25 +22 +24 +17 +14 +12 +14 +9 +13 +15 +8 +18 +16 5 12 0 +21 m
MIROC5 +24 +17 +11 +11 +9 +11 +8 +8 +11 +12 +17 +23 +14 5 12 0 +74 m
MIROC4H +32 +19 +10 +5 +2 +4 +4 +1 +5 +13 +22 +33 +13 11 12 0 -7 m
HADGEM2-ES +34 +22 +8 +0 +0 -0 +2 -6 -2 +9 +22 +32 +10 14 9 3 -26 m
HADGEM2-CC +32 +20 +5 -2 +1 +2 -1 -7 +2 +10 +25 +34 +10 14 9 3 -26 m
HADCM3 +13 +14 +14 +7 +4 +7 +6 +1 +8 +13 +12 +15 +9 4 12 0 -119 m
NORESM1-M -12 +3 +13 +15 +13 +12 +21 +18 +22 +16 -5 -17 +8 13 9 3 +25 m
MRI-CGCM3 +21 +16 +11 +9 +7 +7 +9 +2 +6 +3 -6 +4 +7 7 11 1 +33 m
CANESM2 -8 +6 +16 +18 +12 +12 +11 +7 +11 +13 -0 -11 +7 9 9 3 -149 m
CCSM4 -4 +7 +13 +14 +10 +11 +11 +7 +8 +5 -4 -9 +6 7 9 3 -2 m
IPSL-CM5A-MR +2 +12 +11 +7 +5 +10 +11 +4 +5 +4 -0 -0 +6 4 10 2 -11 m
GISS-E2-H -1 +14 +19 +12 +9 +6 +8 +2 +4 +2 -2 -4 +6 7 9 3 +38 m
IPSL-CM5A-LR +1 +10 +11 +5 +5 +3 +5 +4 +6 +6 +1 -4 +4 4 11 1 -91 m
MPI-ESM-LR -20 +2 +17 +15 +10 +10 +12 +7 +11 +6 -12 -23 +3 14 9 3 +60 m
CNRM-CM5 +9 +7 +3 +1 -2 -3 -3 -7 -1 +2 +2 +11 +2 5 7 5 +18 m
GFDL-CM3 -1 +7 +9 +2 -5 -2 -0 -6 -6 -2 -4 -2 -1 5 3 9 +20 m
CSIRO-MK3-6-0 +6 +3 -3 -9 -12 -7 -9 -14 -7 -4 -1 +4 -4 6 3 9 -45 m
GISS-E2-R -11 +1 +6 +1 -4 -5 -5 -11 -8 -8 -12 -14 -6 6 3 9 +41 m
INMCM4 +13 +3 -11 -15 -15 -16 -17 -23 -17 -4 +10 +16 -6 13 4 8 -20 m
Mean [W/m2] +11 +13 +12 +8 +6 +6 +6 +2 +6 +8 +6 +9
σ [W/m2] 17 8 9 10 9 9 10 10 10 9 12 18
N>0 15 22 20 19 17 16 16 15 16 18 12 13
N<0 7 0 2 3 5 6 6 7 6 4 10 9
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Figure 2.27: Ensemble mean of total greenhouse effect from 22 CMIP5 historical  model simulations for
the years 1994 till 2005. The monthly averages were calculated as difference between the surface and
top  of  atmosphere  upwelling  long-wave  irradiance.  The  black  contour  lines  denote  0 W/m2.  Surface
elevation contour lines are shown in 1000 m intervals.
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2.5.3 Discussion
Most CMIP5 models investigated here suggest more surface upwelling long-wave radiation than
the  BSRN data  at  the  South  Pole.  Some CMIP5  models  have  substantial  differences  in  the
orography of central Antarctica, which consequently influences the surface temperature and hence
the  long-wave  emission.  Even  though  the  two  warmest  models,  namely  BCC- CSM1- 1 and
MIROC- ESM,  have the lowest surface at the South Pole with an offset of  -251 m and  -181 m
respectively, this cannot serve as an explanation for general overestimation of LWU: One reason
for this is the fact that the 3rd, 4th and 5th warmest models in the list (table 2.4), showing mean
differences in LWU between 14 W/m2 and 16 W/m2, have a higher surface than 2827 mASL with
offsets  up  to  +74 m.  Furthermore,  the  two  models  HADCM3 and  CANESM2  also  have
substantial  differences  in  the  surface  elevation  (-119 m  and  -149 m respectively)  but  are  not
among the “warmest” models. A third indication is the difference in the long-wave downwelling flux:
If the differences in surface elevation caused LWU to be overestimated, the same should apply to
LWD, but LWD is generally underestimated.
The CMIP5 results confirm the occurrence of  a negative GHE over the Antarctic  plateau.  The
analysis  also  identified  autumn  as  the  season  with  the  most  pronounced  occurrence  of  the
phenomenon. Furthermore, they confirm that Antarctica is the only place on the planet, where such
cold surface temperatures are reached to allow a negative GHE.
Nevertheless, the surface temperature in the GCMs tends to be too warm on the Antarctic plateau,
in comparison with the BSRN measurements. This results in an overestimation of LWU, while the
atmospheric emission seems to be underestimated in the CMIP5 models (shown here only for the
surface  LWD-flux  though).  GHE is  essentially  “absorbed  surface  emission  minus  atmospheric
emission”.  Therefore,  with the surface emission being too high,  and the atmospheric emission
being potentially too low, it is not surprising that the GHE of the CMIP5 models is not as negative
as could be expected from the TES findings.
Furthermore,  the  above  tendencies  of  the  CMIP5  long-wave  fluxes  hint  towards  a  potential
overestimation of the instantaneous radiative forcing induced by rising CO2 concentration in central
Antarctica. The forcing has been known to be small there (Hansen et al. 2005), but it might actually
be slightly negative.
The ECMWF results also confirmed the mechanism of negative GHE over the Antarctic plateau
and the resulting long-wave cooling for increasing CO2. However, the cooling in the long-wave is
compensated by increased short-wave warming,  yielding an overall  energy gain for  the entire
planet.  Like  the  CMIP5  models,  the  ECMWF  experiments  also  overestimate  the  surface
temperature on the Antarctic plateau. And again, as for the CMIP5 results, this fact is capable to
cause an underestimation of the increased long-wave cooling.  Hence, whether increasing CO2
causes instantaneous radiative warming or cooling over the Antarctic plateau cannot ultimately be
concluded from these experiments.
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2.6 Comparison of measurements and models
Greenhouse effect (GHE)
Satellite observations (figure 2.5), simple two-layer model considerations (equation 2.11), radiative
transfer calculations (table 2.2), and climate model runs (figures 2.26 and 2.27) all show that the
greenhouse  effect  can  be  negative.  This  assumes  the  GHE  to  be  defined  as  the  difference
between the surface and TOA long-wave emission.
The magnitude of the different estimates of the GHE of CO2 over Antarctica which are presented
here are consistent: The monthly averaged satellite measurements shown in figure 2.8 which are
south of 78°S and in the altitude range comparable to the South Pole (between 2700 mASL and
2900 mASL) range from -2.7 W/m2 (in March) to 3.9 W/m2 (in June). As seen from table 2.2, the
GHE of CO2 from the South Pole simulations with ALFIP are between -2.9 W/m2 in March and
3.4 W/m2 in  December.  The evaluation of  the CMIP5 data (panel  GHE in  figure 2.26) reveals
estimates of the TOTAL GHE at the South Pole (monthly averages) between -18 W/m2 to 47 W/m2
for all individual models, and between -4 W/m2 and 29 W/m2 for the ensemble mean. Schmidt et al.
(2010) estimate the contribution of CO2 to the total globally averaged GHE of 155 W/m2 to be some
19 %. Hence, the ranges of the CMIP5 data at the South Pole would translate to -3.4 W/m2 to
9.0 W/m2 as GHE of CO2 for the individual models and to -0.7 W/m2 to 5.4 W/m2 for the ensemble
mean. Again, this hints towards a slightly overestimated GHE for the CMIP5 ensemble mean.
Considering the global distribution of the GHE as determined from satellite (figure 2.5) and from
the CMIP5 historical  model runs (figure 2.27) confirms that negative values of GHE only occur
over the East Antarctic ice sheet. This holds true for monthly and longer averages.
The  seasonality  of  the  GHE  over  central  Antarctica  as  determined  from  satellite  (figure 2.8)
resembles  the  ALFIP  line-by-line  model  results  (table 2.2)  in  some  respect:  The  TES results
identify austral autumn (specifically February till May) as the season with the most negative GHE
over the Antarctic plateau. This is confirmed by the ALFIP calculations: They indicate negative
values during February, March and April at the South Pole. The other minimum in GHE occurs
around October in both analyses, again slightly more pronounced in the TES results. A noteworthy
difference between the two estimates of GHE occurs in summer: While the satellite results show a
remaining area of negative GHE during December and January (which hardly occurs in winter), the
ALFIP calculations indicate the highest values during these months, clearly exceeding the winter
values.
A plausible reason for this difference might by the fact that the method used in the TES estimate is
influenced by clouds,  while  the  ALFIP results  imply clear  sky.  In  summer,  the  GHE (i.e.  TOA
emission spectra) over Antarctica is qualitatively close to what it is elsewhere on the planet. This
bases  on  a  comparable  warm  surface,  clouds  which  are  colder  than  the  surface,  and  the
stratosphere being yet colder. This kind of temperature distribution yields an underestimation by
the TES method to determine the GHE, which is not as pronounced in winter (see table 2.1).
Radiative forcing (RF)
The two layer model consideration (equation 2.12) presented here, radiative transfer calculations
(table 2.2),  and  ECMWF results  (figures 2.23 and 2.24)  all  show  QUALITATIVELY that  increasing
atmospheric CO2 can force an increase in long-wave energy loss to space for conditions typical for
central Antarctica.
The  two  layer  model  and  ALFIP  results  give  the  instantaneous  radiative  forcing  - the
instantaneous change in TOA emission for a given change of the atmospheric CO2 concentration.
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Only the ALFIP results give QUANTITATIVE estimates of the instantaneous RF for central Antarctica.
Hence,  besides  the  qualitative  agreement  of  the  two  layer  model  and  ALFIP,  a  numerical,
quantitative comparison cannot be carried out here.
The ECMWF experiment provides a quantity which is known as effective  radiative  forcing  in
the  IPCC  context.  This  differs  from  the  instantaneous  RF  and  the  previously  favoured
stratospheric adjusted radiative forcing  in the level of adjustments allowed in the model runs,
before  the  changes  in  the  radiative  fluxes  are  determined  (Hansen  et  al.  2005;  IPCC  2013,
chapter 8.1). So, even though instantaneous RF from the ALFIP results and effective RF from the
ECMWF cannot be compared numerically, some parallels in the qualitative course through the year
can be drawn:
Both ALFIP and ECMWF analyses show the largest, but still comparably small, positive radiative
forcing in central Antarctica during winter (see South Pole May  till August  in table 2.2 and panel
Long-wave - or  Total -  JJA of figure 2.25). The strongest cooling, i.e. negative RF associated
with increasing CO2, on the plateau seems to occur in spring. Again, this is indicated both by the
ALFIP and ECMWF results. The summer also shows consistent negative RF in the long-wave,
extending to April in the ALFIP analysis.
The flux change in the short-wave induced by increasing CO2 is considered only in the ECMWF
analysis. There, it compensates the long-wave slight cooling effect seen over the Antarctic plateau
when considering the yearly average. Since the other methods applied do not regard the short-
wave effects, a comparison of this spectral range is not possible here.
Correlation of GHE with RF
The greenhouse effect of CO2 is strongly correlated with the radiative forcing induced by changes
in the concentration of this greenhouse gas. This can be seen from spectra like the ones shown in
figure 2.18: Increasing CO2 essentially WIDENS the absorption band, and hence widens the relative
emission minima seen in the TOA spectra. So the (instantaneous) decrease in long-wave emission
depends mainly on the DEPTH of the local emission minimum, as the actual minimum value does
not change all that much. Consequently, a large GHE implies a large RF.
When comparing the spacial distribution of the greenhouse effect from the TES measurements
(figure 2.5, panel All) with the radiative forcing of the ECMWF results (figure 2.23, panel Total or
Long-wave)  a  strong correlation  between the two quantities  becomes apparent.  The general
pattern  of  the  two analyses matches:  The highest  values  are  seen over  the  tropics,  with  the
exception  of  the  ITCZ.  Towards  the poles,  both  GHE and  RF decrease.  Local  minima in  the
northern hemisphere are seen over Greenland, Siberia, the Arctic Ocean (only ECMWF, TES lacks
data there) and the Tibetan plateau. In the southern hemisphere Antarctica stands out with the
lowest GHE and RF on the globe. The negative GHE observed by TES also correlates well with
the long-wave cooling demonstrated in the ECMWF plot.
The asymmetry of the GHE between the two hemispheres seen by TES (figure 2.6) also resembles
the according plot of RF from the ECMWF analysis (figure 2.24). Both curves show a steep incline
from the South Pole to about 20°S, decreasing from there to about 6°N, increasing again up to
20°N, and declining steeply towards the North Pole. Also common to both parameter is the fact
that the values in the Antarctic are lower than in the Arctic. What differs are the relative maxima at
20°S and 20°N: While the GHE is stronger in the north, the RF is stronger in the south.
The correlation of GHE with RF is not that apparent in the seasonal changes seen in the satellite
measurements (figure 2.7, panels showing the southern hemisphere) and the ECMWF estimates
(figure 2.25, panels  Long-wave). Even though the GHE and RF over the Southern Ocean are
both stronger in austral autumn and winter, while the months September till February show lower
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values, there are some distinct differences: The summer minimum over the Southern Ocean seen
in the GHE (panel DJF), appears earlier in the ECMWF forcing plot (panel Long-wave - SON).
Presumably,  this  is  due  to  the  determination  of  GHE applied  here:  It  uses  the  top  of  cloud
temperature as reference, if sufficiently thick clouds are present. During the months with an ice-
free ocean there are probably the most clouds of all seasons (figure 2.25, panel  Short-wave -
 JJA indicates this). Hence, the GHE is biased towards lower values in summer.
Another substantial difference between GHE and RF can be seen over the Antarctic continent: The
GHE reaches a pronounced minimum during austral autumn, which is evident in the TES data
(figure 2.7) as well as the CMIP5 ensemble mean (figure 2.27). This autumn minimum is not seen
in  the  radiative  forcing,  neither  in  the  ECMWF  estimate  (figure 2.25)  nor  the  ALFIP  results
(table 2.2). Clouds, which typically cause short-wave cooling, do not seem to be the reason for the
mismatch in this case (figure 2.25, panel  Short-wave -  JJA vs.  DJF). Instead, looking at the
typical  temperature  profile  of  the  central  Antarctic  atmosphere  in  autumn  (figure 2.13,  panel
March) reveals the reason for the RF being close to zero: The stratospheric temperatures up to
~25 km are fairly constant. Consequently, the TOA emission cannot change as much (figure 2.18)
as, for instance, in October, when the stratospheric inversion reaches from the stratopause down,
well below 20 km.
Surface long-wave downwelling radiation (LWD)
The clear-sky ALFIP calculations of LWD at the surface (section 2.4.6) clearly underestimate the
radiative flux at the South Pole. This is seen in the comparison with BSRN measurements and
CMIP5 climate model estimates (figure 2.26, panel LWD). The values determined with ALFIP are,
on  yearly  average,  some  35 W/m2 lower  than  the  measurements,  ranging  between  43 W/m2
difference in summer and 30 W/m2 in winter. About 13 W/m2 can be explained with the lack of
clouds in the simulations: When filtering the BSRN LWD measurements for clear-sky observations,
the average during the months with sunlight (October till February) drops from more than 132 W/m2
(all  sky) below 120 W/m2 (clear sky). The criterion used here for  clear  sky is that the surface
short-wave downwelling radiation is within the range 84 % ± 7.5 % of the incoming solar radiation
at  TOA.  This range was chosen from minimising the clear-sky LWD average reading,  through
altering both the range's  center  and width.  The filter  range of  the clear-sky criterion does not
influence the clear-sky LWD value greatly. If the so-determined summer value of cloud influence of
13 W/m2 is taken to be representative for the winter also, then the remaining 22 W/m2 must be
attributed to the greenhouse gases not included in the ALFIP modelling and to aerosol. Town et al.
(2007) estimated the cloud's contribution to LWD at the South Pole to be around 18 W/m2, which
would leave some 17 W/m2 for the GHGs and aerosol not modelled with ALFIP.
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CHAPTER 3:  CONCLUSION AND OUTLOOK
3.1 A thought experiment on negative greenhouse effect
The term negative GHE  might seem to sound odd, as we think of GHGs to act like a blanket for
the planet,  shielding terrestrial  radiation from being emitted to space.  “Anti-shielding” does not
make sense.  The following thought  experiment demonstrates that  GHGs can actually help the
planet to lose energy, that would not be emitted without them:
Say, there were no GHGs in the Earth's atmosphere. Clouds shall be neglected as well,
to make things easier. The planet gains energy over the tropics (positive budget) and
loses this  extra  energy over  the poles  (negative  budget).  The energy transport  in-
between is carried out by the atmosphere. The ocean, of course, also contributes to
this meridional transport of energy, but this is not of importance here.
The energy gained over the tropics, which is then transported to the poles, must enter
the ground in the polar regions before it can be emitted to space. This is because no
GHGs  and  no  clouds,  also  no  aerosol,  shall  be  contained  in  this  hypothetical
atmosphere. The atmosphere cannot emit energy directly to space, as it lacks long-
wave  emitters.  Consequently,  any  “imported”  energy  that  shall  leave  the  Earth-
atmosphere system in the polar regions, must be transported via sensible heat flux into
the ground. From there it can then be emitted to space.
Now, GHGs shall be introduced. Sure, they have a “shielding” effect over the tropics by
causing long-wave downwelling radiation to heat the surface. The same happens, to
some smaller extent though, in the polar regions. In addition to that, GHGs give the
atmosphere the ability to emit energy directly into space, without the need to transport
it through the surface first. This increases the ability of the planet to get rid of energy at
the  poles,  which  has  been  collected  over  the  tropics.  In  essence,  this  helps  the
atmosphere to perform its “task” of meridional energy transport; GHGs help to balance
the radiative imbalance between the tropics and the poles.
The conditions in central Antarctica, being a high-altitude plateau and having a continental climate,
are such, that the “shielding” effect of GHGs is excelled by the “helping in losing energy” effect.
This, one can name negative greenhouse effect .
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3.2 Greenhouse effect of CO2 over Antarctica
The work presented here shows that GHGs, particularly CO2, frequently cause relative maxima in
the TOA long-wave emission over a core region on the East Antarctic plateau. This is referred to as
negative GHE, as these emission maxima correspond to a TOA radiative flux exceeding the long-
wave emission of the underlying surface. Besides Antarctica, such emission spectra occur over
high-reaching clouds, particularly over the ITCZ, and very occasionally in the Arctic over Siberia or
Greenland. The Antarctic plateau is the only place on the planet with monthly averaged GHE of
CO2 below zero. This is shown with the help of satellite observations of long-wave TOA emission
spectra.
The satellite data also revealed the seasonal variations of the phenomenon of negative GHE over
central Antarctica: It is most pronounced in austral autumn, with its peak in March. At this time of
the year, the surface has cooled off drastically, while the stratosphere is still relatively warm. This
temperature  distribution  yields  the TOA emission maxima in  the CO2 band,  as  the long-wave
emission to space of CO2 originates mostly from the stratosphere. In winter, namely form June till
August,  the surface has not  cooled down much more,  but  the stratosphere has.  Therefore,  in
winter the GHE is typically positive as everywhere else on the planet. In spring, mainly October, the
stratosphere warms up rapidly, while the surface is still comparably cold. Again, the GHE reaches
negative values, but not as low as in autumn. In summer, the satellite observations also show
slightly negative values.
The occurrence and seasonal course of negative GHE over central Antarctica were confirmed from
line-by-line radiative transfer calculations; with one exception: In summer the RT calculations show
the greatest (positive) GHE, while the satellite data indicate slightly negative values. This is most
likely due to the method used to determine GHE from satellite and the presence of clouds: For the
determination of GHE, the long-wave surface emission must be estimated. In the satellite analysis,
this is done by assuming the spectral radiance seen in an atmospheric window to represent the
surface emission. Under cloudy conditions, this is actually the top of cloud emission. In summer,
the clouds' top temperatures are well below the surface temperature, which is not the case for the
rest of the year. Consequently, the deviation between the satellite analysis and the RT calculation
is greatest in summer.
Considerations with a simple two layer model could affirm the occurrence of a negative GHE for
conditions  typical  for  central  Antarctica.  Additionally,  climate  model  runs  from  CMIP5  were
evaluated  and found to support above findings.
The satellite observations of GHE of CO2 revealed a pronounced asymmetry between the two
hemispheres: Generally, the GHE is largest over the tropics, with maxima at 20°S and 20°N, and a
local minimum at 6°N, caused by the clouds in the ITCZ. Towards the poles, the GHE drastically
declines, approaching about one third of its peak value in the north, and zero in the south. Another
difference found between the two hemispheres is the discrepancy between day- and night-time
observations outside the tropics: In the south, there are virtually no differences in the GHE of CO2
between day and night. This is not the case in the north: Here, there is a distinct daily cycle, which
is most likely due to the greater fraction of land area on the northern hemisphere.
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3.3 Instantaneous radiative forcing of CO2 over Antarctica
The unique situation of Antarctica regarding the GHE is also seen in the RF of CO2. Considering
TOA long-wave emission spectra associated with  negative GHE suggests that  increasing CO2
would yield, instantaneously, a negative radiative forcing on the earth-atmosphere system. This
assumption is confirmed by a simple two layer model: If the temperature of the surface is below the
temperature of the atmosphere, an increase in GHGs results in increasing long-wave energy loss
to space. Line-by-line RT calculations for south-polar clear-sky conditions also confirm a weak, but
negative instantaneous RF of CO2. The effect is on the order of -0.1 W/m2 per 100 ppm increase in
CO2,  whereas  comparable  calculations  for  the  global  average  give  a  RF  well  above
1 W/ (m2 100ppm).  Experiments with the ECMWF model  also show a negative forcing effect  of
increasing CO2 in the long-wave. However, in these experiments, the negative RF in the long-wave
is mostly compensated for by additional short-wave absorption. Still, the ECMWF results show, that
the RF of increasing CO2 is exceptionally low over Antarctica.
The instantaneous  RF of  CO2 is  strongly  coupled  with  the  GHE of  this  atmospheric  species.
Comparing  the  global  distribution  of  annually  averaged  estimates  of  these  two  parameter
demonstrates the strong correlation. Also, the hemispheric asymmetry seen in the GHE is clearly
evident in the RF estimates presented here. The coupling between GHE and RF in Antarctica is
not as pronounced when considering seasonal changes: In particular, the autumn minimum in GHE
is not evident in the RF. The reason for this is the fairly homogenous temperature distribution in the
south-polar stratosphere at this time of the year: In the center of the 15 µm absorption band of CO2
the atmosphere is  opaque.  The absorption and emission is  that  strong,  that,  when seen from
above,  the  effective  emission  height  lies  in  stratosphere.  An  increase  in  emissivity  results  in
increasing emission from higher layers. Hence, when the temperature is approximately constant in
this altitude range, TOA emission does not change greatly with increasing CO2.
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3.4 Effect of CO2 on LWD under strong inversion conditions
Analysis known from literature of surface temperature of the Antarctic have shown no statistically
significant warming on the East Antarctic plateau (see section 1.5). The region might even have
cooled slightly since the IGY in 1957/58. The analyses concerned with GHE and RF do not provide
a direct link to surface temperature. For this, line-by-line RT simulations of the surface downwelling
long-wave radiation were carried out for south-polar conditions.
Clear-sky  radiative  transfer  calculations  show  that,  at  the  South  Pole,  LWD  increases  with
increasing CO2, just as everywhere else on the planet. This holds true for all months of the year.
However, the strong surface temperature inversion, which is typically present over the Antarctic
plateau, causes LWD to increase not as greatly as elsewhere.
This somewhat smaller increase in LWD can be explained when considering the spectral changes
induced by increasing CO2: In some spectral regions, where absorption and emission is particularly
strong, the contribution to the LWD-flux can decrease with increasing long-wave opacity. This is
due  to  the  lower  emission  height,  associated  with  increasing  concentrations  of  GHGs.  If  the
emission height lies within the temperature inversion layer, lower emission height means emission
at a lower temperature, and hence a decreasing LWD.
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3.5 Outlook
The work presented here contributes to explain the non-warming of East Antarctica. Results focus
on the GHE and RF of CO2. The general spacial pattern of the non-warming coincides with the
areas of negative GHE and negative RF. However, the direct link between the unique radiative
features of central Antarctica and Antarctic surface temperatures is not shown.
A better linkage between the reported phenomena and the widely discussed surface temperature
can be provided from analyses of GCM results. For this, it is crucial that the surface temperatures
on the Antarctic plateau are modelled correctly. The CMIP5 comparison shown here demonstrates
that this is not the case for many state-of-the-art  climate models: most models evaluated here
overestimate the surface temperature. Consequently, many models do not reproduce the observed
negative GHE over central Antarctica. Furthermore, GCM analyses shall ensure that the surface
temperature inversion is correctly reproduced. Both the strength and the height of the inversion
influence the changes in LWD caused by increasing GHGs. If the surface inversion is too weak in a
model, the increase of LWD caused by increasing GHGs will be overestimated.
Further  observational  proof  of  the  phenomena reported  here  could  be  gained  from long-term
analysis of TOA thermal infrared emission spectra. Satellite records of such measurements date
back to the launch of  the  Nimbus 4 satellite in 1970. Given the comparability of  the different
sensors, that have been in space since then, and given sufficient data coverage, a correlation of
GHE of CO2 over central Antarctica with the atmospheric CO2 concentration should be feasible.
This kind of analysis is expected to resemble the results of RF of CO2 presented here, essentially
showing no or slightly negative correlation.
A promising observational record to further evaluate the effects of increasing GHGs on LWD on the
Antarctic plateau is collected at Concordia Station at Dome C. The Istituto Nazionale di  Ottica
(INO-CNR),  Italy  runs  an  infrared  spectroradiometer  called  Radiation  Explorer  in  the  Far
InfraRed -  Prototype for  Applications  and Developments  (REFIR-PAD) on an operational
basis since 2011 (Palchetti et al. 2014; Palchetti and Bianchini 2014). The instrument covers nearly
the entire long-wave spectrum, namely from 7 µm to 100 µm. Earlier experiments at the South
Pole provided similar data, but were run only for periods up to one year (Myers 2000; Smith and
Harper 1998; Van Allen et al. 1996; Walden et al. 1998). A long-term record of the surface LWD-
spectra on the East Antarctic plateau should provide experimental proof of the assumed changes
in LWD caused by increasing CO2.
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