Large project overruns and overtime work have been reported in the software industry. Experiments and case studies have investigated the relationship between time pressure and software quality and productivity. Our search strategy examined 5,332 papers and identified 88 papers as having relevant contributions related to time pressure in a software engineering. Our review investigated definitions, metrics, and causes of time pressure. Also, we map the papers to process phases and approaches. Last, we summarize the effects of time pressure on quality and productivity. The majority of the reported results support the outcome of reduced quality and increased productivity with time pressure.
INTRODUCTION
Interest in scheduling and time-related issues in software engineering has been around for decades. In the 1970s in the widely influential The Mythical Man-Month: Essays on Software Engineering Frederick Brooks coined the idea known as Brooks' law: "adding manpower to a late software project makes it later" [Brooks Jr. 1995] . It has been shown that 60-80% of software projects are late (encounter overruns) [Molokken and Jorgensen 2003] , and as being late is one of the antecedents of time pressure, we can estimate that time pressure is fairly common in the software industry.
In psychological literature, time pressure refers to situations where time is a limited resource [Maule et al. 2000 ]. In the field of psychology, several well-validated theories related to time pressure and its effects on stress, decision making, is a U-shaped relationship between arousal, created by time pressure or other sources, and performance. The Job demands-resources model assumes job strain is the result of an imbalance between job demands, such as skills, and resources, such as time. Last, the speed-accuracy trade-off is an observed phenomenon that decision speed co-varies with decision accuracy. Although these theories were developed in fields other than software engineering, they are relevant to time pressure in software engineering.
As project overruns and overtime work in the software engineering industry are reported to be common in academic [Molokken and Jorgensen 2003] and practitioner sources [Gaudin 2015; Schreier 2016] , we argue that a systematic literature review of the current state of the evidence is needed to understand what is known about time pressure in a software engineering to help future research. For example, collecting previously used metrics of time pressure, as we do in this paper, allows future studies to conduct well-informed measurements of time pressure in software engineering.
This systematic literature review heavily extends our previous work , which used Scopus data and performed clustering to identify the topics of papers on time pressure in software engineering and related disciplines.
We use that work in part to establish a set seed of papers that we complemented with Google Scholar searches. The papers are expanded using Wohlin's snowballing guidelines [Wohlin 2014 ]. Our goal is to provide an overview of the existing literature related to time pressure in a software engineering. We do this by seeking answers to the following research questions:
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RQ1-Definitions

METHODOLOGY
In this section, we present the methodology used in this study. Subsection 2.1, we introduce inclusion and exclusion criteria we used to grade the found literature. In subsection 2.2, we present the database search strings and approaches.
Subsection 2.3, we explain the snowballing procedure in detail. Last, in Subsection 2.4, we explain the data extraction in detail. The entire research methodology is shown in Figure 1 .
Selection criteria and selection process
As previously stated, our goal is to provide an overview of time pressure in the software engineering context. This goal is used to form our first inclusion rule (I1), according to which sources without empirical evidence are included. The second inclusion rule (I2) is formed because of previous knowledge about studies that include time pressure variables, but whose main focus might lie elsewhere, for example, integration failures [Cataldo and Herbsleb 2011] . The second inclusion rule gives this paper a broad scope and highlights less well-known papers related to time pressure in software engineering that are not as easily found when familiarizing with the topic. We used the following inclusion criteria:
I1 The main focus is time pressure in a software engineering.
I2
The paper presents empirical evidence of time pressure in a software engineering.
We formed the first exclusion rule (E1) at the beginning of the search to quickly exclude sources that we could not reliably interpret. The exclusion rules E2 was formed iteratively throughout the literature search process when we encountered studies that were clearly related to time pressure and computers, but that did not relate directly to software development. We used the following exclusion criteria:
E1 The paper was written in language other than English.
E2 Task studied is not a software development task Only one of the inclusion criteria had to be present in a paper for it to be included. In practice, this meant that papers without empirical evidence had less of a chance to be included, as their focus had to be time pressure to be included with inclusion rule I1. The practical outcome is that we included purely theoretical papers focused on time pressure.
The use of exclusion criteria differed based on the rule. Rule E1 excluded a paper as soon as we observed the paper was written in a language other than English. However, when we discovered papers with elements of exclusion criterion E2 were discovered, we examined them so that we could come to a verdict. In other words, if the papers made contributions related to I1 and I2, but all these contributions were covered by exclusion criteria E2, the paper was excluded. However, if the paper made contributions related to inclusion criteria I1 and I2, for which exclusion criterion E2 was not related, we included the paper. The selection process for each paper started with the first author reading the title and the abstract of the paper.
In cases where no definitive decision could be made based on these elements, the first author read conclusions and other relevant sections of the paper until we could make a decision based on the selection criteria. The first author was advised to default to caution when unclear cases were found. Unclear or borderline cases were marked down and discussed by the first two authors until a decision for inclusion or exclusion could be made. A total of 56 papers were marked unclear and discussed by the two first authors. Of these 56 papers, we included 10 in the literature review.
Occasionally, the unclear cases led to clarification of the interpretation of the inclusion and exclusion rules. For example, we did not anticipate that there would be papers from non-software engineering forums that gave in-depth narrative descriptions of software companies with extensive time pressure and its consequences, such as Borg [2014] , who observed an Information and communications technology (ICT) company and the problems arising from time pressure.
Database search methodology
Part of the initial database search was based on our previous work , in which we used the Scopus database search with Latent dirichlet allocation (LDA) clustering to get an overview of where time pressure has been studied. We used Scopus for the primary literature search, and the search strings can be found in Table 1 . We used the tool Publish or perish 5 1 to complement the search from Scopus with Google Scholar searches. We complemented the Scopus search with Google Scholar-searches because Google Scholar also searches in the article full-text, while
Scopus searches only for title, abstract, and keywords. For the complementary Google Scholar search, we took only the first 100 results for each search. Additionally, we performed some ad hoc searches, and they resulted in four additional Title or keyword: "time pressure", "schedule pressure" "time budget pressure", "deadline pressure" "pressure of time", "pressure of schedule" "pressure of time budget", "pressure of deadline" "speed accuracy tradeoff" And not title, abstract, or keyword: "long rise-time", "intracranial", "drill", "space-time" 1378 6 Google Scholar "time pressure" AND "software engineering" 100 11 Google Scholar "schedule pressure" AND "software engineering" 100 12 Google Scholar "time budget pressure" AND "software engineering" 100 3 Google Scholar "deadline pressure" AND "software engineering" 100 10 Google Scholar "pressure of time" AND "software engineering" 100 0 Google Scholar "pressure of schedule" AND "software engineering" 19 0 Google Scholar "pressure of time budget" AND "software engineering" 4 0 Google Scholar "pressure of deadline" AND "software engineering" 17 1 Google Scholar "speed-accuracy tradeoff" AND "software engineering" 100 0 Google Scholar ad hoc -4
papers. Altogether, we included 37 papers from the 2,018 found with repository searches. In the flowchart described in Figure 1 , the initial search can be found in the activity "Initial search," and the additional papers found with ad hoc searches are added to the final set of papers as "+4. "
Snowballing
Wohlin's snowballing guidelines [Wohlin 2014 ] were used to construct a set of seed papers and snowballing through these papers. The set of papers used for snowballing contained all the papers we found with repository searches (Section 2.2), which were included with inclusion criteria I1: the main focus was time pressure in software development context and included 11 papers. One round of snowballing was performed forward and backward for these papers. Additionally, all publications published by the authors included in the seed paper set were examined with the selection criteria. We used only Google Scholar to identify papers needed for the snowballing as we had determined that effort was better spent on reviewing more papers on the snowballing phase rather than double checking two search engines (Scopus and Google Scholar) for a smaller number of additional papers.
In the snowballing phase, 3,314 papers were evaluated based on the selection criteria, and it resulted in the inclusion of 37 additional papers. The snowballing phase had an inclusion rate of 1.1%.
Before we started hierarchical coding, two of the authors went through all the included papers together and discussed their relevance for the topic. Based on these discussions we excluded six papers, as in practice these papers included only anecdotal evidence. These six exclusions are not reported in the previous numbers.
While we were conducting this literature review, work by Basten [2017] was published. Our work at that stage already included 8 of the 13 papers Basten introduced in his work. Of the five not included, we decided to include three, as well as the work by Basten [2017] , based on our inclusion and exclusion criteria, thus the +4 in Figure 1 in the final set of papers. Overall, our work is broader than Basten's as we have 88 papers while Basten had 13 of which we include all but two.
Data extraction
The papers we included were qualitatively coded and analyzed using QSR International's NVivo 2 . We followed Zhang et al. [2006] qualitative guidelines.
In the first round, the first author coded all the sources. The resulting coding scheme was improved and checked by the second author. Once every paper was coded, and the coding scheme was ready, the first author went through all the papers a second time to use the scheme on every paper. Finally, all authors checked the results and analyzed a part of the coding that was given to them. In practice, this meant that at least two persons checked all parts of the coding scheme and coded text. We mainly focused on extracting the following information: the causes of time pressure, effects of time pressure on individuals, development processes and software projects, and metrics used to measure time pressure.
DEFINITION, METRICS, AND PREVIOUS THEORETICAL WORK SOFTWARE ENGINEERING
In this section, we provide and examine the definitions given for time pressure in the previous literature, summarize the metrics used to measure it, and introduce prior theoretical works focusing on time pressure in software engineering 
Definition
Time pressure is defined as the perception that time is scarce in relation to the demands of the task [Basten 2017; Cooper et al. 2001; Kelly and McGrath 1985] 
Metrics and operationalization
Gathering metrics for time pressure is essential. As different definitions of time pressure exist, metrics for operationalization of the definitions reveal more details about time pressure. The metrics in empirical settings can vary from study to study, and they also depend on what is available in each context. Summarizing the metrics helps future researchers as they can consider the existing metrics when designing their studies. Table 2 shows all the metrics we found to measure time pressure.
Questionnaire and survey-based metrics that use the ordinal scale to measure time pressure are popular [Park et al. 2008] . Early on, Banker and Kemerer [1987] simply asked project leaders if the deadline pressure was higher than average. Similarly, Mukhopadhyay and Kekre [1992] asked to rate software projects on a scale of one to four regarding deadline pressure, where four signaled very high pressure. Durham et al. [2000] developed a scale specifically designed to measure time pressure, which Maruping et al. [2015] used to study time pressure in a software. General questionnaires, such as the NASA Task Load Index (NASA-TLX), have a question about the temporal demand of a task and have been used to measure time pressure in software engineering [Mäntylä et al. 2014 ].
In the literature of software cost estimation, metrics-based estimated effort is used. Ruiz et al. [2001] defined schedule pressure as estimated effort, minus the remaining effort divided by the estimated effort, meaning a positive value indicates delayed project, while a negative value indicates a project that is advancing according to the initial estimates. Nan et al.
[2003] defined time pressure as the estimated time for the project minus the customer negotiated time for the project divided by the estimated time for the project. This work is similar to Ruiz et al. [2001] , but the difference is they used customer-negotiated time instead of estimated effort. Cycle time was defined as the project duration starting from the [Kołakowska et al. 2013] Skin Conductance [Tuomivaara et al. 2017] Electromyography Electrocardiography, etc. Sentiment analysis [Mäntylä et al. 2016 Natural Language Text [Juristo and Vegas 2011] performance in the experiment [Mäntylä and Itkonen 2013] Task difficulties in experimental settings [Ramanujan et al. 2000] performance in the experiment Reward for faster completion [Mäntylä et al. 2014] performance in the experiment in experimental setting first day of design work and continuing until the customer accepts the delivered product. The authors also used this metric in a more well-known later work from 2009 [Nan and Harter 2009] . Cataldo [2010] used a metric to estimate time pressure experienced in the project and named the metric the task temporal metric. This was calculated as the standard deviation of modification requests completed each month, and the author contented that the high value of the task temporal metric is associated with an uneven workload during the project which suggests time pressure in the months with a high number of tasks.
More recently, there have been efforts to detect time pressure with sentiment analysis and various sensors. Kołakowska et al. [2013] introduced a multi-modal emotion recognition application, which combined physiological, video, and depth sensors, to train a classifier to be used with several software engineering methods. The motivation for the work in part came from future work of detecting stress induced by time pressure and an investigation of productivity and emotions.
Similarly, using sentiment analysis, Mäntylä et al. [2016] found that higher arousal (e.g., activation level) was associated with more severe issue reports. In a later work, a lexicon for sentiment analysis, was developed, for more efficient detection of arousal levels in the software engineering context. We present experimental designs used to create time pressure; see Table 3 . They are not about measuring time pressure but represent essential information on the operationalization of time pressure. An early paper by Hwang [1994] noted that time pressure can be operationalized as the time available for task performance, for example, different time limits in experiment settings. Different time limits [Juristo and Vegas 2011; Mäntylä and Itkonen 2013] and task difficulties [Ramanujan et al. 2000] have been widely used in experimental settings as operationalizations of time pressure. Rewarding faster completion is another alternative to create time pressure in experiments [Mäntylä et al. 2014 ].
Theoretical papers and reviews
During our search for academic literature, we did not find any previous sources following systematic literature review guidelines to assess previous work related to time pressure in a software engineering. However, we found theoretical works and literature reviews that focused mainly on time pressure in a software engineering.
Early focus on time pressure in software engineering is related to cost models and cost estimation. Costello's paper from 1984 is a prime example of a purely theoretical paper. The paper presented a simplistic scheduling model and discussed schedule pressure at length based on experiences. The main contribution of the paper is a list of resource allocation strategies aimed at decreasing the effects of schedule pressure.
Widely cited paper by Austin [2001] presented an agency framework focused on the effects of time pressure on software quality. Based on the modeled framework, the author recommended setting aggressive deadlines, where it is okay to miss deadlines. The author also concluded that adding slack time does not necessarily minimize costs and that deadlines should be set separate from planning estimates.
Harris et al. [2009] considered time-related concepts and issues in Agile software development and introduced research propositions for the future. These concepts and issues were highlighted with data from qualitative interviews.
The authors compared the role of deadlines in traditional software projects that used the waterfall life cycle and software projects that used Agile methods. The authors argued that employee motivation and stress should be compared with multiple shorter deadlines versus one longer deadline in the Agile software development context, and additionally comparing time-to-completion with higher and lower uncertainty projects developed with Agile and plan-driven approaches.
Basten [2017] presented a literature review and a research agenda basis for future studies. Part of the research agenda is a call for methodological pluralism, as the author argued that previous works did not use qualitative research methods. Basten [2017] ) also argued for research agenda conceptualization (e.g., better definitions of time pressure), research on contemporary development approaches, such as Agile and Scrum, better definitions of the role of the context of time pressure to better understand the diverse results, and empirical validation in the form of replication studies.
Last, our previous work ] presented a computer-aided literature review and introduced testable hypotheses related to time pressure from fields other than software engineering. The paper presented a list of testable hypotheses in software engineering related to time pressure derived from fields other than software engineering; for example, under time pressure fewer test runs of tester feedback are provided, or more bugs are introduced to the code in more complex classes near deadlines. Additionally, that paper formed the foundation for this paper.
PROCESS PHASE OR APPROACH
In this section, we summarize and map the papers we found into different process phases and methodologies, to give the context for their results. This can be useful for a scientist who is interested in a particular process area. We used the process phases of the waterfall model [Sommerville 1996 ] to map the papers to different process phases of software engineering. Additionally, we mapped the sources to two other categories: whole process or approach and other. The category whole process or approach includes papers that cover multiple process phases. The category other includes various sub-categories in which multiple papers concentrated on a single theme. One paper can be mapped to multiple groups.
We used the waterfall model [Sommerville 1996 ] as the basis of mapping the papers to different process phases.
We found only one paper related to requirements engineering. In total, the design category contained three papers and included papers related to software acquisition. Papers related to programming and implementation, in general, were grouped under one category and included five papers. Papers related to integration, testing, and defect fixing were categorized under quality assurance and included 15 papers in total. For the process phases, papers related to maintenance were categorized with software evolution and release engineering and include two papers. Of all the sources categorized into software process phases, the highest number of papers was found in the quality assurance category. This could reflect that quality assurance is the last step before software releases, and thus, is performed before the most critical deadlines.
Other sub-categories were derived from the qualitative coding with NVivo. We grouped papers related to whole processes or approaches into Agile and Scrum, project failure, and process improvement. In addition, papers related to temporal aspects of project management are in this category as subcategory cost estimation, cost models, simulation, and project escalation. There was a total of 20 papers. The high number of studies related to cost estimation, cost models, simulation, and project escalation could be explained by the problems in these activities, as errors cost estimation and scheduling cause time pressure. This is further explained in Section 5.1.
Last, we put other groups under the group "Other." Detection of time pressure includes papers that present or investigate ways of detecting hurry and arousal in a software engineering. The theoretical papers subcategory included papers that did not have their own empirical evidence related to time pressure in software engineering but have other contributions. Finally, we grouped papers from fields other than software engineering into one category. These fields include psychology, occupational health, and sociology. We included these papers because they examined software engineering projects and offered valuable contributions to the understanding of time pressure in software engineering context. We also found three papers examining new product development and five papers that investigated group interaction in software engineering. We placed papers from all fields related to individual well-being in the sub-category "Well-being. "
EMPIRICAL RESULTS
In this section, we present and summarize the empirical contributions of the papers we found in the literature. First, we review the identified causes of time pressure in Section 5.1. Then, we present effects on individuals in Section 5.2 and different software processes in Section 5.3. Finally, in section5.4 we review how time pressure affects the outcome of a software project by investigating the results through common project management measures of time-cost-quality scope.
Causes of time pressure
5.1.1 Effort estimation, scheduling, and management. Several problems in effort estimation and scheduling that cause time pressure are mentioned in the literature. These problems include long schedules [Jones 2006 ], insufficient experience [Verner et al. 2008] , insufficient historical data [Smite and Gencel 2009] , schedule slips [Van Oorschot et al. 2013] , and change requests [Jemielniak 2009; Lavallée and Robillard 2015] .
Capers Jones [2006] wrote about the reasons for software project failures. In his article, he listed the root causes of unrealistic schedule pressures as follows: "1. Large software projects usually have long schedules of more than 36 months. 2. Project managers are not able to successfully defend conservative estimates. 3. Historical data from similar projects is not available. 4. Some kind of external business deadline affects the schedule. ". Other Detection of time pressure [Kołakowska et al. 2013; Mäntylä et al. 2016 ] Other Group interaction [Langer et al. 2014; Lohan et al. 2014; Marques et al. 2010; Maruping et al. 2015; Park et al. 2008 ] Other Fields other than Software Engineering and Information Systems [Borg 2014; Clegg et al. 1996; Fujigaki 1996; Fujigaki and Mori 1997; Jemielniak 2009; Perlow 1998 Perlow , 1999 Perlow , 2001 Sawyer and Southwick 2002; Staudenmayer et al. 2002; Tapia 2004; Wilson et al. 2014 Well-being [Fujigaki 1996; Fujigaki and Mori 1997; Graziotin et al. 2017; Laanti 2013; Tuomivaara et al. 2017] In further work, Ebert and Jones [2009] noted that projects with higher defect removal effectiveness tend to have shorter schedules, as testing is the part of development where delays typically happen. This observation is supported by Table 4 that showed a high number of papers in the quality assurance phase. The authors elaborated further:
"Applications that enter testing with an excessive volume of defects cannot exit the testing phase because they don't work. "
A study about the effort estimation of 52 software developers found that incorrect estimates often lead to deviations from the initial project plan [Basten and Mellis 2011] . When the developers tried to keep up with the initial plan, the time pressure increased. However, another study showed that allowing schedule slippage increases time pressure if the final deadline is not adjusted [Van Oorschot et al. 2013] . Although the root cause of schedule pressure in Van Oorschot et al. [2013] was chronic under-staffing, the schedule slips increased the overall schedule pressure of this new product development project.
Reasons for effort estimation problems and subsequent failures to meet deadlines in Capability Maturity Model Integration (CMMI) level 5 organizations are given by Smite and Gencel [2009] . In many cases, these problems stem from a lack of historical data for creating the estimates. Similarly, Miranda and Abran [2008] suggested using probabilistic models to combat underestimation. Verner et al. [2008] investigation of the cause of failures in 57 projects showed that software projects failed because of multiple factors. However, three of the four most common factors involved time and were outlined as the "delivery date impacted the development process," which was present in 93% of failed projects, "project was underestimated" which was present in 81% of failed projects and "staff not rewarded for working long hours, " which was present in 73% of failed projects.
Change requests, especially ones that are tied to internal dependencies of the developed software, have also been reported to increase time pressure [Jemielniak 2009; Lavallée and Robillard 2015] . Similarly, requirements volatility has been mentioned as a cause for time pressure in a study conducted with surveys [Ferreira et al. 2009 ]. In complex projects, such as software projects, it has been noted by Reichelt and Lyneis [1999] that projects with significant overruns consumed the budgets for original work and thus any rework resulted in overruns and time pressure. Projects with budgets in which resources remained after initial rework were tied to less severe overruns [Reichelt and Lyneis 1999] .
Similarly, an unexpected shortage of resources, for example, unplanned leaves, have been reported to increase time pressures in software testing [Shah et al. 2014 ]. In the same paper, postponement of deadlines was also mentioned as one cause of time pressure. A case study investigating the effect of rapid releases on software testing found that testing becomes more deadline oriented with rapid releases, as testing is performed closer to deadlines [Mantyla et al. 2013 ].
In the interviews, poor planning and a lack of organization were also mentioned as a cause of time pressure in addition to redundant meetings taking time away from other work tasks [Deak et al. 2016] . In interviews conducted
by Blackburn and Scudder [1996] , managers mentioned that by not giving developers enough time to develop new code, they forced developers to reuse more code.
Last, interruptions and the increased cognitive load of task switching during a constantly changing software project was mentioned by Sawyer and Southwick [2002] as a reason for increased pressure and declining performance.
Scheduling does not generally take individuals and their tasks for long-term into account, resulting in difficulties prioritizing tasks and multitasking when the task is continuously changing.
To summarize, evidence shows that poor effort estimates lead to time pressure in software engineering. A lack of historical data causes poor estimates, as well as business motivations for earlier deadlines, but more in-depth analysis for the reasons of poor estimates is beyond the scope of this work. If the final deadline is not adjusted, changes in a project's internal schedule do not help in dealing with time pressure. Moving deadlines up also increases time pressure.
Based on Ebert and Jones [2009] and the numerous studies in Table 4 , it appears that time pressure is most common in quality assurance. The lack of a buffer for unexpected work (e.g. change requests) or unexpected resourcing changes (e.g. unplanned leaves) leads to time pressure. Finally, poor organization of work and interruptions cause time pressure in software projects.
Company culture.
Many papers reported time pressure and long hours as part of company culture instead of time pressure being created due to shortcomings in effort estimation which can be technical. Prolonged or constant pressure can lead to an unsustainable pace of software development and crisis mentality in the company.
Perlow [1998] reported on the use of demands by senior managers to junior managers and engineers, where those who demonstrate prioritization of work over their lives outside work are rewarded. This is also demonstrated by pressuring employees not to take time off during "crisis time, " which leads to canceled vacations.
A company culture of individual heroics, high-visibility work and valuing of commitment to the company over everything were seen as factors that affect company culture and time pressure in another paper by Perlow [1999] .
Individual heroics refer to a cycle observed in the company where deadlines are confronted too late and met with a crisis mentality and the extra effort of individual workers. High-visibility work was seen as a way to advance in the company; managers prioritized this work as they considered it crucial for their advancement, and resulted in regular checkups by the managers.
Perlow [2001] also studied the time usage of software engineers in three different sites (China, India, and Hungary), to see if different cultural settings and management styles influence work hours or if long work hours are inherent in software engineering work. Perlow discovered variations in the way work is scheduled and coordinated, as well as in the flexibility of when and where software engineers can work. Furthermore, Perlow found that specialized roles and personal modes of coordination make working hours more strict, as developers need to work more overlapping hours.
In a later work, Perlow et al. [2002] conducted an ethnographic study of an Internet start-up during a period of 19 months, during which the company grew from a group of four students to a $125 million company to bankruptcy.
Because of the context of Internet start-ups, the company adopted a culture of fast decision making. Initially, it helped the company grow, but eventually, this mentality trapped the company in a process where they believed they had to make continually faster decisions to survive. Over time, the pace of decision making increased. The managers decided to "light a fire under the company" to create a "state of emergency address" to stimulate people. It created a sense of urgency which had a positive influence on the speed of decisions. Faster decisions created faster growth, which itself implied a need for faster decisions. This is the opposite of intuition and theory as, after initial growth, there should have been a lower sense of urgency according to previous work [Campion and Lord 1982] . The authors justified this difference with the context in which the company evolved: the fast world of the Internet.
Tapia [2004] conducted a study using qualitative social research methods on the role of myths in the IT workplace.
Tapia noted that in the company, employees working in teams challenged each other and developed a "one-up-man-ship" culture, where employees competed to see who could spend the most time for work. This turned into more frequent 80-hour workweeks, as free time was expected after the next deadline but most of the time was not realized.
In a study by Jemielniak [2009] , a similar company culture was reported, where managers believed programmers showed their commitment to the company by remaining at the workplace for longer hours. Additionally, in part because programmers' schedules were flexible at the company, and because programmers were asked to estimate how time-consuming their tasks were going to be, some software engineers admitted that scheduling and estimating changed to guessing the wishes of managers and the customer.
An action research study by Borg [2014] focused on company culture in an ICT company located in Malta. Borg noted that using long work hours as a benchmark for ideal workers led to time pressure and even to burnout. Borg also noted the unequal effects on different kinds of workers, with mothers having the most trouble committing to the extra time demanded.
Effect on individuals
Several negative effects of time pressure on individual software engineer were reported in in the data, such as decreased confidence and increased willingness for unethical code reuse. Two papers presented evidence for the mediating role of knowledge in time pressure, that is, knowledge increases efficiency and decreases the effort needed for task completion. Additionally, time pressure has been linked to depressive symptoms [Fujigaki 1996; Fujigaki and Mori 1997] and unhappiness [Graziotin et al. 2017 ].
The effect of time pressure on individual performance and well-being has been studied. Fehrenbacher and Smith [2014] found that time pressure increases feelings of uneasiness and willingness to postpone decisions and decreases individuals' confidence. Similarly, individuals increased their information processing speed with time pressure.
In an experiment on programmer multitasking, Sanjram and Gupta [2013] showed that programmers with time constraints experienced more significant workload as measured the NASA-TLX [Hart 2006] . Furthermore, the group with time constraints failed more often to do a separate task simulating multitasking, which consisted of reading a randomly appearing word on the screen aloud and clicking it with a mouse pointer.
Two studies [Mäntylä et al. 2014; Ramanujan et al. 2000] reported support for a mediating role of knowledge to perceived time pressure by an individual, that is, knowledge increases efficiency and decreases effort needed for task completion.
The effect of managers on team performance was studied by Langer et al. [2014] and by Maruping et al. [2015] . Langer et al. [2014] studied the relation of managers' practical intelligence and job performance and found that software projects with schedule pressure benefited from a manager who scored high on practical intelligence. Practical intelligence is related to "resolving unexpected and difficult situations that often cannot be resolved using established processes and frameworks." Similarly, Maruping et al. [2015] showed that "managers can intervene to reorient team members' efforts toward effective task management through scheduling of interim milestones, synchronization of tasks, and restructuring of priorities, " which, in turn, increases team performance.
Similarly, based on an analysis of 27 software projects done with students, Marques et al. [2010] reported that pressure acts as a support that triggers teamwork. "Pressing" is induced with deadline pressures with coordination by the teaching staff.
Taking shortcuts because of time pressure on work tasks has been reported by several studies. In a survey of the Chinese software industry, by Yang et al. [2008] showed that one barrier to using software estimation cost models is schedule pressure. In the survey, the respondents proposed this answer; it was not a predefined answer option.
Additionally, Sojer et al. [2014] reported that perceived severity of time pressure affects individuals' attitude toward unethical reuse of code. In other words, developers who feel severe time pressure are more likely to have a more positive view on copying code unethically from the Internet. Mäntylä et al. [2016] detected higher arousal (i.e., activity level) with sentiment analysis on more severe issues reports in JIRA repositories. Additionally, as issues are resolved, arousal drops, offering possible ways to detect time pressure.
In the job demands-resources model, stress is assumed to be the result of an imbalance between demands and resources, for example, the demand for the tasks needed for the next deadline and the limited time resources before it.
Hence many effects of stress can be linked to a lack of time. However, studies on Agile, Scrum, and Kanban have found mediating effects on perceived stress and time pressure.
Fujigaki [1996] investigated software engineers and their well-being by using the self-reported depressive scale (SDS) and semi-structured interviews to gauge job and life events. The self-reported depressive scale was developed by Zung in 1965 and has been widely used. Fujigaki [1996] observed that SDS scores rose with increased job events, one of which was time pressure caused by deadlines. This result links time pressure to depressive symptoms, and higher depressive symptoms, in turn, have been linked to clinical depression.
In a later study, Fujigaki and Mori [1997] investigated physiological metrics in relation to the work strain of information system engineers. The authors showed that adrenaline increases before a deadline, at the start of a project, and during budget negotiations. Cortisol, which captures exhaustion, increased after constant busy states, such as after deadlines and/or after employees had gotten used to the job. Mann and Maurer [2005] performed a longitudinal case study in a software company that introduced Scrum to their development process. Introducing Scrum decreased the amount of overtime work performed by the developers in the company while increasing customer satisfaction at the same time.
Laanti [2013] surveyed the strain felt by developers from Agile and Kanban projects. Laanti found that a sustainable pace of development leads to better performance. Additionally, teams who reported being empowered were able to deal better with stress.
In action research, Borg [2014] observed that time pressure and increased working hours lead to burnout for individuals. Borg also noted the difficulty in balancing work and life outside of work and different attitudes between genders. Young mother reported being tired all the time, when her tasks continued at home with cleaning, preparing meals and taking care of the children. In contrast, men in the company mentioned their children in relation to leisure time.
Tuomivaara et al. [2017] found that individuals in a low Agile group of software developers felt more job strain at the end of the study period compared to the high Agile group. The authors speculated that this is because of deadlines, and the accumulation of work near the end of deadlines.
Time pressure was mentioned as the second most frequent reason for unhappiness among software developers in a survey conducted by Graziotin et al. [2017] . Additionally, time pressure was the most frequent cause of unhappiness from factors external to the developer. The most common reason was "being stuck in problem-solving". Staudenmayer et al. [2002] found that temporal shifts can be used as a coordinating mechanism. Temporal shifts are a collection of events that change the usual routine of work to allow the people to experience time in a different way (e.g., tasks are done in a different order than usual). Temporal shifts consist of variations in five dimensions of how people experience time: a sense of time pressure, sense of ability to allocate time to different activities, perceived tension among competing task demands, the time horizon considered, and sense of found time. Usually, employees and groups are busy with their work and do not have time to collaborate and implement organizational changes collectively. The temporal shifts allowed the groups to undertake organizational change activities in a coordinated way. Buffer periods introduced during the software project allowed individuals and groups' to stop their regular work and synchronize to review and reassess the project status together. The buffer periods also provided opportunities to different members of the project to share information with others about their own efforts. The temporal shifts brought new ways of interaction, synchronized understanding of groups processes and issues, and created opportunities for diverse members to share information. All these coordinating activities subsequently enabled the teams to make organizational changes.
Effect on the software process
An empirical study was conducted to investigate the association between schedule pressure and knowledge transfer between testing and other previous phases of software development in [Karhu et al. 2009] . A questionnaire study was performed in which five different organizations participated. Two types of negative relationships between schedule pressure and knowledge transfer were found. 1) When there was less knowledge transfer between testing and previous phases, there was more success staying on schedule and less schedule pressure. 2) Conversely, when there was more knowledge transfer, there was less success staying on schedule. The qualitative findings explained that knowledge transfer was influenced by the size and complexity of the software, knowledge management issues, and customer involvement.
Shah et al. investigated how testers performed work under schedule pressure, what challenges the testers faced and
how they dealt with these challenges in the Outsourced, Offshored Software Testing (OOST) context [Shah et al. 2014 [Shah et al. , 2011 . The authors conducted an ethnographically informed study that involved three vendors' testing teams. One of the challenges that the testers faced was the lack of sufficient information for performing testing tasks due to the information gap. This problem became severe under tight schedule pressure. Participants involved in the study reported that they experienced difficulties while obtaining information regarding how to fix a bug, what testing priority should be given to a module, the appropriate person to contact, etc. Even when the appropriate contact person was already known, obtaining such information was still a challenge. Another challenge the testers faced under tight deadline pressure was ineffective communication channels. This issue was magnified when the participants faced an issue but did not have the authority to make a decision.
Effect on decision making.
The 19-month ethnographic study conducted by Perlow et al. [2002] showed that although fast decision making was initially beneficial for the company's growth, it eventually led to bad decisions. With a growing artificial sense of emergency, decisions had to be made faster, and the decision-making board ignored valid objections because making a fast decision had become more important than making the right decision.
The effect of time pressure on decision making in Agile software development was pondered at length by Riordan et al. [2013] . In their conceptual framework, decision quality was explained with three temporal parameters: time pressure, polychronicity (i.e., unexpected or sporadic order of tasks), and iterative decision making.
In a research proposition, Lohan et al. [[n. d.] ] formulated hypotheses concerning group cohesiveness, time pressure, and decision outcomes. In a later article Lohan et al. [2014] confirmed many of the hypotheses. Better decision quality was achieved when time pressure was perceived to be stimulating, enjoyable, or satisfying. However, based on results when time pressure is perceived to be annoying, discouraging, and upsetting, there does not appear to be an effect on decision quality. Thus, the authors recommended managers facilitate and create conditions in which time pressure is seen as stimulating.
Effect in process simulation models.
In a study by Rahmandad and Weiss [2009] , a software process simulation model was created based on an interview study of a single company with two different product development teams.
Based on interviews, the researchers found that under time pressure, people tended to work harder but also started to omit requirement development, code reviews, unit testing, and documentation. Taking such shortcuts resulted in deteriorated quality, which increased rework according to interviews. In addition, the development of capabilities was reduced due to time pressure because no time was invested in improving software development tools or processes.
Pfahl [2001] created multiple models to simulate software projects. He created the models by conducting interviews and participating in review meetings. In the causal model, increased schedule pressure leads to defect injection, and faster work progress.
In a paper by Cao et al. [2010] , an Agile software process simulation model was created based on an interview study of nine organizations, an extensive literature review, and secondary data. Decreases in available time should result in adjustments in the scope or schedule. If this does not happen, then schedule pressure increases. Concerning schedule pressure, the interviewees stated that code refactoring was largely ignored under schedule pressure. Interviews supported that unit testing was also reduced under pressure while pair-programming may alleviate the corner-cutting effects of pressure as paired developers are usually more disciplined. No link between schedule pressure and development speed was suggested.
Another software process simulation model was developed by Abdel-Hamid and was discussed in multiple articles Madnick 1989, 1990] . The model was based on interviews and software managers' review of the resulting model. The main model in the papers proposed that schedule pressure leads to process losses and increases the error rate. No link between schedule pressure and the software development rate (speed) was made indicating that the interviews did not support the idea that schedule pressure improves software development.
Houston et al. [2001] simulated six risk factors of software development and produced a model that was empirically validated by replicating an actual project. The model assumed that the effects of excessive schedule pressure are fluctuating productivity, exhaustion, higher error creation, morale change, and weaker reviews.
Van Oorschot et al.
[2010] validated a software process simulation model in a new product development (NPD) software project. The model indicated that schedule pressure increases the error generation rate, overwork, task rejection rate, and delays. Again, no link between schedule pressure and software development speed was suggested.
However, the researchers recognized the increase in overwork was due to schedule pressure.
Four of six simulation models are missing the fact that according to the empirical evidence, the pace of software development is accelerated with time pressure.
5.3.4 Effect on software process improvement. Several sources mentioned time pressure to be an essential obstacle in software process improvement(SPI). However, practitioner surveys differed on the importance of time pressure as a barrier, with the more recent paper ranking time pressure lower in importance.
In a case study Paulish and Carleton [1994] , time restrictions were mentioned as a reason for not implementing SPI.
Additionally, the authors recommended using SPI techniques to improve the process to meet future deadlines without emergencies.
Using social science research methods, Baddoo et al. [2000] measured the attitudes of personnel from 20 companies in the United Kingdom regarding SPI. Lack of time was named as the biggest obstacle to software process improvement by participants from entry-level. Strategic-and operational-level managers did not see the same importance for time pressure. Baddoo and Hall [2003] reported, based on a study of practitioner focus groups, that the single biggest de-motivator of software process improvement is time pressure. Although both managers and developers reported the de-motivating effect, the occurrence of time pressure as a de-motivator was higher in focus groups composed of developers. Niazi et al. [2005] conducted interviews with 23 Australian practitioners to confirm literature on implementing software process improvement. Time pressure was cited as a barrier to implementing software process improvement (only 17% of the time in interviews vs. 36% in scientific literature, rank 2 vs. rank 5). In a later article by Niazi [2009] , time pressure as a barrier to SPI is reiterated, with guidelines that resources should be explicitly allocated to SPI efforts, for ensuring adequate time to complete tasks, a mechanism for adding SPI to daily activities, allocating the SPI implementation effort to people with interest and commitment, and lastly to facilitate SPI implementation without time pressure.
5.3.5 Effect on user involvement in the development process. Clegg et al. [1996] present three case studies on software development in companies, one of which tried to include users in its software development process with the aim to making a better system by improving usability and functionality. The senior managers found that the project was taking too much time and decided to involve consultants to reengineer the project. This change led to an increase in time pressure, which decoupled the user and developer interaction, excluded user knowledge from the development process, and in the end, wasted resources and effort. However, the project's developers agreed that involving users in development could be improved with more realistic deadlines.
5.3.6 Effect on quality assurance. High time pressure caused by unrealistic deadlines leads to minimal quality assurance [Verner et al. 2008 ]. The quality assurance effort was saved by using workarounds or compromises during implementation, reducing the effort spent on documentation, reallocating tasks to newly assigned developers, or reducing the quality of the final product [Basten and Mellis 2011] .
Effect on reviews. A broad survey [Ciolkowski et al. 2003 ] of a software review with 226 respondents from companies of different sizes (a few employees to thousands of employees) and from different countries (worldwide although the majority were from Germany, and only 12% from North America and 5% outside Europe). Time pressure was cited the most often (75% of the time) as an obstacle to software review. Staudenmayer et al. [2002] studied change in the development cycle of a software company of 17,000 employees.
The company introduced buffer times: After several weeks of regular development (coding and testing), a buffer period of unallocated time is added. During the buffer time period, coding activity is suspended, but the tasks to be completed are not specified. This period acts as a review period for which time seemed unavailable before. Buffer time allows teams to reflect on what they are doing and what is happening, and this period allows developers to switch from the getting things done mode to a mode of reflection, awareness, and analysis. Developers can cope better with new or altered requirements caused by unexpected events, changes in customer needs, or other problems or ideas discovered during development. Teams in which buffer times were introduced kept to the schedule better and met release dates.
Moreover, buffer time did not lengthen the schedule when realistic buffer times were used. Buffer time improved project management and problem-solving. It gave the developers a sense of "newfound" time. After moving from a development process driven by end-of-project deadlines to several week chunks followed by review periods (buffer time), developers reported that there was still high pressure during the buffer time, but it was felt differently.
Effect on pair programming. A study of pair programming of 31 developers from 4 companies [Plonka and van der Linden 2012] showed that time pressure (e.g., near the release date) leads developers to avoid pair programming and work individually to increase productivity.
Effect on testing. Mäntylä et al. [2014] conducted an experiment about software testing (test case development) with 54 students with a group under time pressure and a group without time pressure. The group under time pressure found fewer defects, but the difference was not statistically significant. There was a highly statistically significant correlation between the time used and the number of defects. Time pressure reduces defect detection effectiveness but because less time is available, not because it makes people less able to find defects. Time pressure is associated with higher efficiency (more defects found per unit of time).
An investigation was conducted into how software testers can be motivated with 36 testers from 12 Norwegian companies with different development processes (traditional, Agile, or mixed) [Deak et al. 2016] . Testing is often put at the end of the development cycle and ends up being compressed to a short period when a project is behind schedule.
There is a negative impact on product quality because of the reduced effort on software testing. Therefore, even in Agile teams, testing can face similar time pressure as in the waterfall type of development.
Effect on outcome -time-cost-quality scope
The so-called project management triangle dating the 1950s suggests that the outcome of any project can be explained by four constraints: quality, schedule, scope, and cost [Atkinson 1999] . Time pressure in a project can be understood as a situation in which the project members realize that time, which can be either schedule (schedule pressure) or cost (time budget pressure), is running out. The project members try to avoid scheduling slippage or cost extension by various strategies, typically by working faster which may lead to a reduction in quality. Studies have addressed quality, schedule, scope, and cost concerning time pressure. We divided the papers based on the data they use. We begin by studies with industrial project management data in Section 5.4.1, followed by experiments, surveys, and case studies in For papers with quantitative data, we report whether time pressure has a positive or negative effect and statistical significance. We do not set an arbitrary threshold for significance reporting, often p = 0.05, as we consider this to be misleading. For example, if many papers by different researchers all had p = 0.06, this would provide solid support for the impact of time pressure. Thus, omitting information based on an arbitrary threshold would not show this evidence.
5.4.1 Industrial project management data. Investigations of CMM level 5 projects concerning effort, cycle time, and quality showed that schedule pressure decreases effort (p = 0.065) and cycle time (p = 0.15) [Agrawal and Chari 2007] .
In both cases, time pressure was the second most statistically significant predictor of the nine studies. The strongest predictor was project size. Schedule pressure was also linked to a decrease in quality but with a low p value (p = 0.4).
Mukhopadhyay and Kekre [1992] investigated 58 software projects in the process control manufacturing domain and found that schedule pressure decreased software project effort with high statistical significance (p = 0.0001). Other statistically significant predictors were project size and programmer speed. The authors stated that the link between schedule pressure and quality could not be investigated due to data limitations. Langer et al. [2014] investigated the practical intelligence of project managers, that is, "capability to resolve project related work problems," in offshore outsourcing projects, which, according to the authors, are particularly prone to information constraints and unforeseen events. The data consisted of 530 projects with archival data and 209 project managers for whom the practical intelligence measure was collected with a critical incident questionnaire with openended questions that were scored by experts. The evidence showed that difficult projects benefit, that is, achieve better client satisfaction and cost performance, more than standard projects about the practical intelligence of the project manager. Schedule compression (i.e., pressure) is an element that is part of complicated projects, while other elements that make projects difficult are unfamiliarity (lack of knowledge people have about their work), team size, software size, and team dispersion across organizations and locations. Concerning direct effects, the study reported that schedule pressure, surprisingly, increases cost (p < 0.01) and reduces client satisfaction (p < 0.01) even when they are controlled for project size. Nan and Harter [2009] investigated the inverted U-shaped relationship (the initial pressure improves, but after a certain point, the pressure decreases performance) of budget and schedule pressure of 66 projects the authors found with suitable data from a single large company ($25 billion/year). They used regression models to predict the cycle time and development effort using budget and schedule pressure while controlling for the process maturity, size, complexity, and quality of the projects. For budget pressure, a U-shaped relationship was found: the quadratic term of budget pressure had a statistically significant effect. This was found both when predicting the cycle time and the development effort.
Thus, a small amount of budget pressure is good, but too much budget pressure is not beneficial. For schedule pressure, an inverted U-shaped relationship was not supported. Furthermore, the linear terms of schedule pressure were negative.
This means that an increase in schedule pressure always reduced the cycle time or development effort. From the paper appendix, we found that quality had a negative correlation with budget pressure (-0.51) but a positive correlation with schedule pressure (0.51). Thus, we could see this as evidence that schedule pressure increases development speed while, surprisingly, improving quality. However, for increasing budget pressure, quality is reduced.
In an earlier work, Nan et al. [2003] conducted a similar investigation in a large company ($1 billion/year). They found that time pressure (schedule) had a U-shaped relation with cycle time or effort. They also found that pressure had a non-statistically significant relationship with quality. However, this earlier work omitted many details, such as sample size and did not show the statistical values, making the results less trustworthy.
In an investigation of the sources of errors in 209 software projects, Cataldo [2010] found that time pressure measured as concurrent execution of tasks was the most important source of errors (p < 0.01). In the regression model, the expected number of defects increased by 47.1% when the value measuring time pressure changed from the minimum to maximum value. Cataldo and Herbsleb [2011] examined factors leading to integration failures in global feature-oriented software development. They found that time, when a feature was integrated, was a statistically significant factor (p < 0.01) and was associated with a lower likelihood of failures in that feature. In the regression model based on a project with 1.5 million lines of code and 1,195 features, an additional week corresponds to an 0.8% lower likelihood of integration failure.
Experiments.
A controlled experiment in requirements review and test case development Mäntylä et al. [2014] showed that time pressure reduced effectiveness in defect detection (p = 0.342) and had no impact on test case quality (p = 0.922). Efficiency, effectiveness divided by time, improved for defect detection (p = 0.002) and test case quality (p < 0.001). This result supported the idea that effectiveness (or quality of the work) will decrease, but efficiency will increase due to less time being used.
An experiment on time pressure in manual testing by Mäntylä and Itkonen [2013] also showed lower effectiveness (p < 0.001) and higher efficiency (p < 0.001) under time pressure. The paper reported no t-test so we computed the p values from raw data. The researchers also concluded (based on computations) that combining of several time-pressured testers would have been beneficial because "we can either find roughly the same amount of defects with 59% less effort, or we can use the same effort to find 71% more defects." The drawback of using several independent time-pressured testers would have been the extra work in duplicate defect filtering.
In another experiment, Fehrenbacher and Smith [2014] studied a software acquisition task; that is, presented information about two systems and asked participants to choose between them. The study showed that under time pressure individuals worked faster but felt decreased uneasiness and confidence in their decisions and were keener to postpone the acquisition decision. With an eye-tracker, the researchers found that gaze duration is reduced under time pressure as the individuals try to work faster (p = 0.02). However, under time pressure, work strategy is also different as more focus is given to higher-level topics while without time pressure, more effort is spent on looking at the details (p = 0.013). This is similar to a previous study in an accounting context where irrelevant information was skipped under time pressure [Glover 1997 ]. Fehrenbacher and Smith [2014] also found that the best search of information for the software acquisition task occurred when time pressure and the requirement for explicitly written reasoning for the acquisition choice were present. This means that although time pressure, in general, may reduce the quality of the work (the effectiveness of the search, in this case), the extra requirement reverses that effect. Thus, to achieve the best performance regarding effectiveness and time spent, time pressure and a quality control requirement should be used.
An experiment on software project escalation by Lee et al. [2012] showed that project escalation, that is, willingness to continue a troubled software project, was less likely to happen if there is high time pressure in the project. This willingness to stop a problematic project was generally seen as positive by the authors as project escalation can waste valuable resources in "a failing course of action".
An experiment by Ramanujan et al. [2000] investigated the time used in short software maintenance tasks (all programs less 100 lined of code (LOC) and time taken less than 10 minutes per task) where subjects had to choose the correct modification for a program. The researchers found that for documented programs, time pressure had no effect, but for programs with no documentation, time pressure reduced maintenance task time by 20%. The authors also found that the performance of participants with low and high knowledge increased (p = 0.0399) under time pressure, but the impact of time pressure was larger for low-knowledge participants (16%) than for high-knowledge participants (6%). The results of this paper offer further support that time pressure reduces effort. However, the finding that low-knowledge participants are affected more by time pressure is surprising as previous research from other fieldsâĂŹ supports that the quality of the result is less influenced by experts under time pressure. It may be that without time pressure low-knowledge participants simply use the extra time to investigate everything and thus, spend more time. In addition, previous studies focused on quality reduction due to time pressure and not on performance improvement. In this paper, quality was fixed, that is, one could not proceed before the program was correctly fixed. However, all participants were given a set of options from which to choose making it unnecessary for the participants to create the fixes by themselves.
This unrealistic setup may have brought up this surprising result.
Another controlled experiment by Topi et al. [2005] of database query task development showed unexpectedly that "the subjects in this study did not increase the speed of their work when less time was available," and time pressure reduced their efficiency, but the p values were low (p = 0.51 simple task, p = 0.82 complex task). Effectiveness was reduced under time pressure as well (p < 0.001 simple task, p= 0.1281 complex task). The participants perceived time pressures as confirmed in the study, but it did not make them work faster. The authors thought the explanation lies in the type of task: The "subjects did not have good mechanisms for accelerating their work. Thus, this seems to indicate that with this task type, just reducing the available time does not improve productivity. " However, time pressure reduced the number of total correct database queries.
Surveys.
In a paper published in 2015, Maruping et al. investigated 111 software project teams in an Indian company that implements custom software for customers. The authors state that there is a statistically significant inverted U-shaped relationship between team process and time pressure as the quadratic term of time pressure was significant. The authors did not provide separate measures for product quality, or the effort used but combined them in a team performance metric. However, temporal leadership statistically significantly removed the U-shaped relationship so that with strong temporal leadership, only positive effects of time pressure on team process existed. In the paper, temporal leadership was defined as "the structuring, coordination, and management of task pacing in teamwork. "
A survey of 119 software developers investigated the effect of group cohesion, perceived challenge, and hindrance time pressure on decision-making quality of information system development [Lohan et al. 2014] . Challenge time pressure perceived as stimulating, enjoyable, and satisfying was thought to have a positive effect on quality. However, perceived hindrance time pressure did not have a negative effect.
In a survey, Nugroho and Chaudron [2007] found that meeting a deadline was considered by the respondents to be the smallest factor driving deviations between the design and code with 27% of responses stating that the deadline never caused deviations. Of the chosen factors, meeting a deadline was the only factor that did not directly mention design quality (other factors being impractical design, incomplete design, and design not satisfying the requirements).
A questionnaire survey conducted by Verner et al. [2008] on software project failures found that too aggressive delivery dates caused time pressure, which then caused the omission of QA practices and led to project failures in six out of the eight projects studied. The authors proposed that projects should be kept short and manageable to prevent failures from too aggressive delivery dates. This practice sounds like Agile with small iterations. Another survey by Ferreira et al. [2009] showed that requirements volatility causes time pressure which increases errors in generating requirements.
Case studies.
A qualitative case study by Lavallée and Robillard [2015] in a telecom company provided a concrete example of how taking shortcuts reduces overall quality. The researchers found that budget pressure prevented the implementation of a proper company-wide solution to a technical problem and resulted in a cheap patch solution that was repeated by at least 12 development teams. In other words, each team was protecting their budget and decided to take a shortcut solution. This is an example of how joint capabilities development, the proper fix for an issue, is omitted when under budget pressure.
A case study in another telecom company showed that time pressure was selected as the root cause for 40% of the defects [Leszak et al. 2000] . A more detailed investigation showed that for algorithmic defects, the share of time pressure was as high as 70%, while for functionality defect type it was only 17%. The authors elaborated that "functionality defect refers to missing or wrong functionality (w.r.t. requirements) algorithm defect refers to an inadequate (efficiency) or wrong (correctness) algorithmic realization. "
5.4.5 Summary. We summarize quantitative empirical evidence from software companies and software engineering experiments that performed statistical tests regarding whether time pressure improves development efficiency and whether time pressure reduces development quality. For this we consider only papers that measured actual outcomes.
Thus, we omit the results of questionnaire surveys. Development efficiency means that software development is faster in terms of the cycle time or effort or both, and in experiments, development efficiency means that effectiveness per time unit is faster: for example, more defects per hour are found. Quality reduction in company cases was often measured by the number of defects or customer satisfaction. In experiments, quality reduction, becomes effectiveness: for example, fewer defects are found in reviews, or less correct database queries are made. Table 5 shows the results. The "+" sign means that the paper found an impact in the direction predicted in the column headings, that is, improved efficiency or reduced quality. The "-" sign means the opposite, and "U" sign means that some pressure results in the predicted impact, but too much pressure causes the opposite effect. This inverted U-shape effect comes from the Yerkes-Dodson law which states that initial pressure improves performance while pressure increasing above a certain point reduces the performance. After the sign, we report the statistical significance from the paper. The statistical significances can originate from various statistical test, such as regression models, correlations, or t-tests, for example.
Improvement in development efficiency due to time pressure was supported by seven papers. Two papers reported inverted U-shaped result, and two papers reported the opposite meaning that time pressure decreases efficiency. One of the two papers offering the counter-evidence had a strong statistical significance ( [Langer et al. 2014] ) but offered no explanation. Therefore we contacted the authors for further details but received no response. In the other paper, the statistical significance was much lower p = 0.5 and 0.8. The paper also offered an explanation: In the case of database development tasks, the subjects were unable to go faster. Overall, we conclude with high certainty that small to medium size time pressure is beneficial for development efficiency. A reduction in quality due to time pressure was supported by nine papers. Three papers reported the opposite, that time pressure increased quality, and two papers provided no data on quality reduction. If we examine the three papers offering the counter-evidence, the statistical significance was very low on two papers p = 0.922 ( [Mäntylä et al. 2014]) and p = 0.957 ( [Fehrenbacher and Smith 2014] ), while in the remaining paper ( [Nan and Harter 2009] ) with high statistical significance (p = 0.00) quality improvement computation was shown with a correlation only with industrial data. A regression model or partial correlation controlling for confounding factors would be a more robust alternative.
We conclude with high certainty that time pressure reduces quality in software engineering, but we suspect this is because less time is available or used to explain the quality reduction.
THREATS TO VALIDITY
One threat to the validity of the findings are the search strings we used to search for the literature. Before starting the literature review, we familiarized ourselves with the topic and iteratively improved the search strings. In total, we used synonyms and ways of spelling in the search strings, but it is possible some sources could have been missed with the otherwise inconsistent terminology in the literature. However, as we did not run into other terms in the snowballing and analysis phase, we believe we have covered at least most of the terms used in the literature.
Several databases and search engines can be used to search scientific literature. Due to the limited amount of resources, we decided to use those that had the most extensive coverage, namely, Scopus and Google Scholar, and from which at least partial automatic data retrieval is possible. However, it is possible that more sources of information could have been found by searching other academic databases.
Although we applied the selection criteria specified in Section 2.1 when we identified the relevant literature, we may have missed relevant papers. This is more the case in studies where time pressure was not the main topic investigated but is was an additional factor. There is an inherent trade-off between the effort spent and the number of details that can be examined in the papers while applying the selection criterion.
As mentioned in Section 2.3 during the literature review process, a work by Basten [2017] was published. Basten had 13 papers, and our inclusion criteria were satisfied for 11 of the papers. These 11 papers now form a natural experiment on the number of papers we might have missed. From the 11 papers, we had included 8 in our work when Basten published his work, meaning that three papers we had missed. This suggests that our work contains 82% of the works about time pressure in software engineering. Consequently, we can compute the same number for Basten [2017] , and it would be 9% as the overlap was 8 divided by the paper he had missed 80.
Qualitative coding of the papers with Nvivo was also an iterative process. Some details could have been missed in the coding due to errors in this stage. We are also aware of some more recent papers on the topic that were published during the analysis of the collected literature [Kuutila et al. 2018; Salman and Turhan 2018] . However, adding the most recent papers to the analysis would be a never-ending circle.
Last, we want to mention publication bias as a threat to these findings [Sutton et al. 2000] . It can be formulated that results, where no links between time pressure and investigated processes or approaches are found, might have less of a chance of being published.
CONCLUSIONS
We conclude the paper by first highlighting the contribution of this work. Then we provide practical takeaways, and we outline directions for future work.
Contributions
In this article, we performed the largest literature review related to time pressure in software engineering. Our main contributions are as follows.
• In Section 3.1 we provide definitions of time pressure used in software engineering literature. They can be roughly be divided into two definitions. The first is based on the Yerkes-Dodson law, which states that the amount of time pressure affects performance with an inverted U-shaped form so that initial increases in pressure improve performance but only up to a certain point after which increases in time pressure decrease performance.
The second is based on the challenge hindrance framework and states that positive (challenge) time pressure improves performance while negative (hindrance) decreases performance.
• In Section 3.2, we provide a list of papers with metrics and operationalizations used in previous literature to measure and operationalize time pressure in software engineering.
• In Section 4, we map the literature we found to different stages of the software development process and approaches. Additionally, the papers are presented in Table 4 . The main topic of papers related to time pressure is cost estimation or quality assurance.
• In Section 5.1, we summarize reported causes of time pressure. Reported causes are related to problems in effort estimation, scheduling, commercial pressures, management styles, and social settings.
• We review the effects of time pressure on individuals an software process outcomes. We summarize the quantitative results for the outcome in Table 5 . The majority of results on outcome support that time pressure reduces quality while increasing efficiency.
Practical takeaways
We spent considerable effort in this literature review and previously we have performed primary studies on time pressure and arousal detection. We want to conclude this paper by providing a practitioner-oriented summary with key takeaways.
Time pressure is common in the software industry. Time pressure is caused by things like commercial pressures, company culture, and errors in software effort estimation, see Section 5.1. Time pressure has positive and negative outcomes. On the positive side, efficiency is increased, and the sense of urgency time pressure creates focuses on software development on the essential product features. On the negative side, the quality of the outcome is reduced, tunnel vision sets in, and opportunities for improving the software product and process are missed due to a lack of time. See Section 5.4 and Table 5 for details. The question, thus becomes, can a software project achieve the best of both worlds (increased efficiency and urgency) while avoiding reduced quality and finding time to make important improvements in the software development process and product. The answer is yes and no. No, in a sense that the best of both worlds cannot be achieved simultaneously. However, it is possible for a project to have periods of time pressure and periods of buffer and reflection time, in which the former provides efficiency while the latter ensures the quality of the product and process. This is something that skillful software engineers and managers should practice.
The amount and type of time pressure also play a role: see Section 3.1. Small to moderate time pressure brings out positive effects while very high time pressure provides no additional benefits. If the type of time pressure is experienced as positive, it results in more positive outcomes than if the time pressure is experienced as negative. Positive time pressure can occur when a team feels that timely delivery is essential. Negative time pressure can occur with multiple conflicting goals under time pressure, for example, delivering a high-reliability product with minimal effort. Typically, negative time pressure is more intense and has the trait of impossibility attached to it. Software engineers and managers should be mindful how the software development team feels about the time pressure they are dealing with.
Saying that time pressure improves efficiency and reduces quality in software engineering is a generalization.
Important task dependent variations are likely to occur. Although, empirical evidence of task-dependent effects of time pressure in software engineering is limited, we have found partial evidence for two variations. First, we found evidence that time pressure most often occurs in software quality assurance and testing: see Section 4. This happens because testing, in particular, is the last phase that precedes software release, and therefore all the schedule slips of earlier phases are felt in software testing. Second, the effects of time pressure vary according to the type of tasks. We found evidence that tasks with high algorithmic nature have fewer efficiency improvements and suffer more from reduced quality than other types of tasks under time pressure [Leszak et al. 2000; Topi et al. 2005] . Software engineers and managers should be particularly mindful in ensuring that software testing is not under too intense and negative time pressure and that tasks that are highly algorithmic in nature have minimal time pressure.
When it comes to different software process models, there is some empirical evidence and theoretical reasoning why Agile software development is a good fit with time pressure. We think there are three reasons for this. First, in
Agile software development, iterations are small meaning that there is constant small time pressure to meet the next deadline, but there is no massive end deadline [Harris et al. 2009; Tuomivaara et al. 2017] . The sustainable pace of Agile is also good at cutting down extreme time pressure. Psychological experiments have shown that aggressive intermediate deadlines can improve outcome quality and individuals' time management [Ariely and Wertenbroch 2002] .
We assume the same is true for software development teams. Second, in Agile software development, quality assurance and testing go hand-in-hand with development and thus, avoid the intense time pressure that haunts software testing in traditional phases. However, Agile is not a silver bullet in this sense, as lack of testing and refactoring have also been reported in Agile projects as well [Cao et al. 2010; Deak et al. 2016] . Third, team empowerment that is higher in Agile compared to traditional projects can block negative stress caused by time pressure [Laanti 2013 ]. This can be linked to the well-established occupational theory job demands-control model [Bakker and Demerouti 2007; Karasek Jr 1979] . The model proposes that adverse effects of time pressure (and other stressors) can be reduced when an employee has high independence and decision latitude in the job itself. This is precisely the case for Agile teams with high empowerment.
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