Abstract-Nuclear magnetic resonance (NMR) spectroscopy is attracting more attention in the field of computational structural biology. Till recently, 1 H-detected experiments are the dominant NMR technique used due to the high sensitivity of 1 H nuclei. However, the current availability of high magnetic fields and cryogenically cooled probe heads allow researchers to overcome the low sensitivity of 13 C nuclei. Consequently, 13 C-detected experiments have become a popular technique in different NMR applications especially resonance assignment and structure determination of large proteins. In this paper, we propose the first spin system forming method for 13 C-detected NMR spectra. Our method is able to accurately form spin systems based on as few as two 13 C-detected spectra, CBCACON, and CBCANCO. Our method picks slices from the more trusted spectrum and uses them as feedback to direct the slice picking in the less trusted one. This feedback leads to picking the accurate slices that consequently helps to form better spin systems. We tested our method on a real dataset of 'Ubiquitin' and a benchmark simulated dataset consisting of 12 proteins. We fed our spin systems as inputs to a genetic algorithm to generate the chemical shift assignment, and obtained 92 percent correct chemical shift assignment for Ubiquitin. For the simulated dataset, we obtained an average recall of 86 percent and an average precision of 88 percent. Finally, our chemical shift assignment of Ubiquitin was given as an input to CS-ROSETTA server that generated structures close to the experimentally determined structure.
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INTRODUCTION
A CCORDING to the PDB statistics, X-ray crystallography is the dominant method of protein structure determination. However, nuclear magnetic resonance (NMR) is playing more and more important roles in solution studies of proteins [1] . Unlike X-ray crystallography that requires crystallization of proteins, NMR can be used to determine structures of proteins that are difficult or impossible to be crystallized. Moreover, NMR techniques have many other applications in the area of protein research. These applications include, but are not limited to, dynamics of protein conformation, and intermolecular interactions between proteins and other molecules, such as DNA, RNA and lipids [2] .
The main property of the atomic nuclei involved in the NMR experiments is the nuclear spin I. This nuclear spin results from the motion of charges in the nuclei. The nuclear spin I may take the values of 0, 1/2, 1, 3/2, etc. It is relying on the atomic number and the mass number of the nucleus. If the nucleus has zero spin like 12 C, 16 O and 32 S, then it cannot be used for NMR experiments. On the other hand, nuclei with spin I = 1/2, like 1 H and 13 C can be used in NMR experiments [3] .
Spin 1/2 nuclei can take place in two different spin states a and b. If no external magnetic field is applied, the two spin states have the same energy and equally populated with nuclei. However, in an NMR experiment, the sample is put in a magnetic field B 0 . Consequently, a and b spins will have different energies with the a level slightly more populated than the b level. This difference in population leads to the magnetization of the sample. When the sample is irradiated with an electromagnetic field of correct frequency, a net energy is absorbed. The frequency at which absorption happens is called the resonance frequency [3] .
The resonance frequency varies with very slight changes in the chemical structure, and conformation of the molecules and their environment. This very sensitive variation is usually called the chemical shift. Practically, the chemical shift measurement is done by measuring the relative ratio to a standard reference compound. Thus its value is independent of the value of the external magnetic field B 0 [3] .
The large proton dipolar interactions implicit in large or paramagnetic proteins play a central role in their fast proton transverse relaxation, which dramatically broaden 1 H signals and, consequently, make 1 H signals weak and hard to be detected in 1 H related NMR experiments. 13 C-detected signal is less affected since 13 C has lower gyromagnetic ratio compared with 1 H. As the development of high 13 C sensitivity NMR probe, a series of 13 C direct detective multidimensional NMR experiments have been adopted, which demonstrate the advantage of 13 C-detected experiments over 1 H-detected experiments in large or paramagnetic protein signal assignment and structure determination [4] , [5] , [6] , [7] .
Another advantage of 13 C-detected experiments lies in the fact that 13 C chemical shift ranges over 200 ppm. On the contrary, 1 H chemical shift ranges over 12 ppm only. This means less overlapping of peaks in 13 C-detected spectra. Moreover, all types of amino acids including Proline give signals in 13 C-detected experiments [4] . In contrast, Proline does not give signals in 1 H NMR experiments. Consequently, there is a better connectivity between signals in 13 Cdetected spectra. These advantages motivate us to explore the field of 13 C-detected experiments in NMR spectroscopy. Three-dimensional structure determination of a protein is a crucial application of NMR spectroscopy. Determining the 3D structure of a protein is crucial to understand its function which is imperative in developing new drugs. NMR protein structure determination is a complex process [8] . It consists of a number of time-consuming steps [9] . First, the protein sample is prepared. Second, NMR experiments are performed, and NMR spectra are generated. Third, peak picking is performed to determine chemical shifts of each peak in the spectra. Fourth, chemical shift assignment is a step that considers mapping peaks' chemical shifts to protein amino acids. Fifth, nuclear overhauser effect (NOE) assignment is generated which provide distance constraints between proton nuclei of the protein's amino acids. Finally, structure calculation according to the distance constraints is accomplished.
Peak picking is the first step after collecting the NMR spectra. The inputs of this step are the raw NMR spectra, and the outputs are the peak lists of these spectra. It is a tricky, time-consuming step that needs a lot of expert knowledge. This complexity motivated the computational community to make significant efforts to automate it [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] . A missing true peak in the output peak list may lead to a lot of errors in the following steps. On the other hand, a few number of false positive peaks may be eliminated by the subsequent steps without affecting their accuracy. Therefore, the purpose of automatic peak picking methods is to generate peak lists with high recall and acceptable precision.
Chemical shift assignment is the cornerstone of the NMR protein structure determination process. Due to the clear formulation of this problem, it has attracted a great attention of the computational society [24] , [25] , [26] , [27] , [28] , [29] , [30] , [31] , [32] , [33] , [34] , [35] , [36] , [37] , [38] , [39] . Although most of the automatic chemical shift assignment methods perform well on simulated datasets, they usually perform poorly on real datasets. This is due to various sources of errors in real NMR spectra, including noise, true peaks having weak intensities, and missing peaks. In addition to that, most of the assignment methods do not work directly on raw NMR spectra. Rather, they start their experiments from picked peak lists or preformed spin systems.
In our recent work [40] , we developed a novel, automatic chemical shift assignment method that works directly on the raw NMR spectra. We also proposed, for the first time, to use slice picking instead of peak picking for the sake of a more accurate chemical shift assignment. A slice is a onedimensional vector in a three-dimensional spectrum. The idea of using slices was to save the coupling information between peaks present in the same slice. The spin system forming method based on slices proved effectiveness and efficiency, which was shown in [40] .
In this paper, we extend the idea in [40] to develop the first automated spin system forming and resonance assignment method for 13 C-detected spectra. To benchmark our method, we use two real three-dimensional 13 C-detected spectra for a 76AA protein 'Ubiquitin', as well as a simulated dataset consisting of 12 proteins. Experimental results on both the real and the simulated datasets demonstrate that our method can generate accurate spin systems and resonance assignments, which can lead to accurately determined 3D structures. The workflow of our method is shown in Fig. 1 . The inputs of the pipeline are CBCACON and CBCANCO spectra, followed by multiple steps, including spectra denoising, slice picking, spin system forming, chemical shift assignment, and finally 3D structure determination. All these steps are explained in details in the following section.
METHODS
Dataset
In our experiments, we used a real dataset and a benchmark simulated dataset. Our real dataset consists of two 13 Cdetected spectra for a protein 'Ubiquitin'. The spectra were collected on the 700 MHz Bruker magnet in the NMR core lab at King Abdullah University of Science and Technology (KAUST). The benchmark simulated dataset consists of 12 proteins. For each of them, we created two 13 C-detected spectra. The types of the two spectra in both the real and the simulated datasets are CBCACON and CBCANCO. CBCA-CON is a 3D spectrum that captures the correlation between C a named as CA iÀ1 or C b named as CB iÀ1 of the previous residue, nitrogen N i of the current residue, and carbonyl carbon C 0 of the previous residue named as CO iÀ1 . The other spectrum is CBCANCO which is also a 3D spectrum. However, this one captures the correlation between C a or C b of the current residue named as CA i and CB i , respectively, nitrogen N i of the current residue, and carbonyl carbon C 0 of the previous residue named as CO iÀ1 . Each of the two spectra gives two peaks for each residue (except for Glycine which gives only one peak). Peaks of CBCACON are of the form ðN i ; CA iÀ1 ; CO iÀ1 Þ or ðN i ; CB iÀ1 ; CO iÀ1 Þ. All peaks of CBCACON are positive peaks. Nuclei involved in a CBCACON peak are shown in Fig. 2 . On the other hand, peaks of CBCANCO are of the form ðN i ; CA i ; CO iÀ1 Þ or ðN i ; CB i ; CO iÀ1 Þ. All peaks of CBCANCO are positive peaks except for Glycine peaks that are negative. Nuclei involved in a CBCANCO peak are shown in Fig. 3 . From the above description of these two spectra, these two spectra share fixed chemical shifts in nitrogen dimension and carbonyl carbon dimension. Our goal is to use these two spectra to form spin systems. These spin systems are vectors of chemical shifts of the form ðN i ; CO iÀ1 ; CA iÀ1 ; CB iÀ1 ; CA i ; CB i Þ. We are aware that our real dataset is small. However, as the 13 C-detected experiments have only been recently used and applied in the NMR field, these two spectra are the only 13 C-detected spectra available to us. Here we use them as a proof-of-concept to show that using as few as two 13 Cdetected spectra, we are able to develop fully automated methods to accurately assign the chemical shifts and consequently solve the structure of the protein. We also used the simulated dataset to give more evidence of the efficiency of our slice-based spin system forming method.
Denoising NMR Spectra
NMR spectra noise sources include random noise, water bands, sample impurities and artifacts [41] . Thus, it is important to remove as much noise as possible while preserving all the real peaks in the spectrum including the weak peaks.
Recently, Cannistraci et al. [23] proposed a novel non-linear spatial adaptive filter called MMWF* which is a variation of Median Modified Wiener Filter (MMWF) [42] . This filter is an easy-to-use spatial filter that has only one parameter to tune (i.e., the window size). Similar to the Wiener filter, MMWF* is applied to the signal adaptively, with the amount of smoothing it performs differently according to the local variance of the signal (variance in the region enclosed by the filter window). If the local variance is high (like the case in the regions of real peaks), less smoothing is performed. On the other hand, if the local variance is small (like the case in the noisy background regions), more smoothing is performed.
MMWF* merges the merits of both median and Wiener filters, and nullifies their defects. It can get rid of spike noise (which is a property of the median filter). Besides, it preserves the edges and the morphology of the peaks (a property that is partially offered by the Wiener filter). Furthermore, MMWF* is even better than the original MMWF filter in that it is much less sensitive to noise. Thus, it better preserves the very weak peaks. MMWF* is also very robust to the change in the window size. Furthermore, it was shown in [23] that MMWF* performs better than wavelet smoothing in terms of recall, precision, and F-score of peak picking. Thus, in this paper, we chose to use MMWF* to denoise our two 13 C-detected spectra.
Slice Picking
Slice picking is a novel idea proposed in our previous work [40] . In this paper, we use it for the first time with 13 Cdetected spectra to prove how general and efficient the idea is. A slice is a one-dimensional vector in a three-dimensional spectrum. Our two spectra have three dimensions: N (Nitrogen), CO (Carbon atom of carbonyl group) and C (either CA or CB atom). If we fix CO and C, we will obtain an N slice. If we fix N and C, we will get a CO slice. And if we fix N and CO, we will obtain a C slice. Our goal is to obtain C (carbon) slices that contain CA and CB peaks. To get these carbon slices, we need to select which N and CO to fix. The N value to be set is a local maximum in an N slice. Similarly, the CO value to be set is a local maximum in a CO slice. For every possible value of CO and C (CO 1 , C 1 ), we get an N slice. We look for the position of the highest peak in this N slice. Let this position be N 1 . Now, we fix (N 1 , C 1 ) to obtain a CO slice. Again, we look for the position of the highest peak in the CO slice. Let this position be CO'. If CO' = CO 1 , we keep the two values N 1 and CO 1 . The two values (N 1 , CO 1 ) will correspond to a carbon slice.
According to the previously described method, we extract all possible carbon slices from the CBCACON spectrum. We start with this spectrum because it is less noisy and more trustable than CBCANCO. We then keep the highest 1.5N p slices for the next step, where N p is the number of amino acids in the protein. By highest slices, we mean slices that have peaks with the highest intensities. As mentioned earlier, each carbon slice is represented by (N, CO) values. It is expected that if a slice with particular (N, CO) values is found in the CBCACON spectrum, it is highly likely to find a slice with approximately equal (N, CO) values in the CBCANCO spectrum. Accordingly, for each (N, CO) slice extracted from the CBCACON spectrum, we search in the CBCANCO spectrum for a slice in the neighborhood (N AE 0.2, CO AE 0.1). Fig. 4 shows two sets of matching slices from the two spectra. All possible slices are extracted from the CBCANCO spectrum, and again, only the highest 1.5 N p slices are kept for the subsequent steps. For each picked slice from the two spectra, we extract at most four peaks provided that the smallest peak's intensity is greater than 10 percent of the highest peak's intensity. We extract four peaks although we only expect two peaks to be correct because there may be false peaks with high intensities in our slices.
Spin System Forming
In this section, we present our method for forming spin systems using slices for 13 C-detected spectra. To our knowledge, this is the first attempt to automatically form spin systems for 13 C-detected spectra. For each slice picked from the CBCACON spectrum, we look for a matching slice in the list of slices picked from the CBCANCO spectrum. The two matching slices must have approximately equal N and CO values, with tolerances 0.2 and 0.1 ppm respectively. If we find a pair of matching slices, then we fix N i and CO iÀ1 of the spin system to be equal to the values of N and CO of the matching slices. Now we need to detect CA iÀ1 and CB iÀ1 of the spin system. For this, we need only the CBCACON slice of the matching pair. If the slice has only one significant peak, this implies that CA iÀ1 and CB iÀ1 for this spin system are equal, and we set their values to the chemical shift value of our significant peak. However, this is a very rare case because the CA and CB ranges do not overlap for most of the amino acids. The general case is that the values of CA iÀ1 and CB iÀ1 are different. Since all peaks are positive in this spectrum, any peak in the slice can be either CA iÀ1 or CB iÀ1 . Thus, we try to cover all possibilities by taking all possible values of CA iÀ1 and CB iÀ1 for a spin system. We then filter these possibilities using the theoretical ranges of CA and CB of amino acids. We get rid of any spin system having CA iÀ1 or CB iÀ1 out of the theoretical ranges of CA and CB of amino acids respectively. Now, we have a set of partial spin systems. Each partial spin system has the values of ðN i ; CO iÀ1 ; CA iÀ1 ; CB iÀ1 Þ and is made up of two matching CBCACON and CBCANCO slices. To obtain the values of CA i and CB i for each spin system, we will use the CBCANCO slice corresponding to this spin system. If the slice has only one significant peak, which is a very rare case as mentioned above, this implies that both CA i and CB i have equal values. Thus, we set the values of CA i and CB i to the chemical shift value of that significant peak. However, the general case is that CA i and CB i have different values. Thus, we cover all possibilities by taking all possible values of CA i and CB i . Therefore, the same peak may be assigned to CA i in a candidate spin system, and assigned to CB i in another candidate spin system. As long as we have more than one significant peaks in the slice, CA i and CB i are not allowed to take similar values.
After we obtain all candidate spin systems, we perform a two-step refinement procedure, in order to decrease the number of false positive spin systems. In the first refinement step, we remove spin systems whose CA i or CB i values do not fall within the theoretical chemical shift ranges of CA or CB respectively. In the second refinement step, we group all the spin systems that have similar N i and CO iÀ1 values into clusters. Thus, all spin systems that come from the same matching pair of slices are grouped into one cluster. For every spin system in a particular cluster, we check if its values of CA i and CB i exist as CA jÀ1 and CB jÀ1 in another spin system located in another cluster. If we find a match, then, this spin system will remain in the final list of spin systems. One cluster may have more than one spin system having their CA i and CB i values present in other spin systems as CA jÀ1 and CB jÀ1 values. In this case, all these spin systems are kept in the final list. We remove all other spin systems in the cluster that do not find matches. However, some clusters may not have any matches between CA i and CB i values of their spin systems and CA jÀ1 and CB jÀ1 of the spin systems in other clusters. This case may happen due to the problem of missing peaks or shifts in the chemical shift values of the peaks. In such cases, we keep all spin systems of these clusters in the list of final spin systems.
Chemical Shift Assignment Using Genetic Algorithm
In the assignment problem, we have a protein consisting of N p residues and we also have a set of M spin systems. We need to find the correct mapping between residues and spin systems such that every residue is assigned to the right spin system. Since the number of spin systems is usually much larger than the number of residues of the protein, some spin systems are not assigned to any residue. This problem can be solved using search algorithms. In this paper, we developed a genetic algorithm to solve the problem. A general genetic algorithm produces a new population from one population of chromosomes (e.g., ones and zeros concatenated as strings) [43] . This movement between populations simulates or mimics the natural selection including crossover and mutation. The selection operator picks the fittest chromosomes in the population and allows them to reproduce. Crossover exchanges subparts of two chromosomes. Mutation changes randomly one or more locations in the chromosome.
The genetic algorithm used in this paper was inspired by the one proposed in GANA [39] . GANA fitness function of the genetic algorithm mainly cares about the information of the connectivity between the spin systems. Thus, the fitness score of a population increases as the connectivity between two spin systems assigned to two successive residues increases. In our previous work [40] , we introduced a new component to the fitness function of the genetic algorithm. This new component takes into account the amino acid typing information. Thus, the fitness score increases if the spin system assigned to a particular residue preceded by another residue fits the values of the expected carbon chemical shifts of these two subsequent residues. The expected carbon chemical shift values for two subsequent residues are deducted from the BMRB database [44] . It was shown in [40] that the new fitness function component improves the assignment results when being applied to real proteins. This improvement is because of the non-perfect connectivity information between spin systems of real proteins, which make the amino acid typing information highly important. In the following section, we give a summarized description of the genetic algorithm used in our method [40] .
Summary of Genetic Algorithm Used
Genetic algorithm has five main steps. These are initialization, selection, crossover, mutation, and stopping criteria. These steps have been used in our previous work [40] .
The first step in the genetic algorithm is the initialization step. In this step, vector representation needs to be clearly defined. Each individual is represented in a vector. In our problem, the protein sequence is represented as an individual. The individual length is the protein sequence length. The values of the vector represent the assigned spin system to each amino acid. For the first initialization, we randomly choose a residue and assign a spin system to it randomly. One constraint here is that the randomly chosen spin system must have CA and CB chemical shifts fall within the chemical shift ranges for that picked residue. Then, we find spin systems that their CA i and CB i chemical shifts fall within 0.4 ppm away from the chemical shifts of CA iÀ1 and CB iÀ1 of the previously assigned spin system. From this subset of the spin systems, we randomly pick an unassigned spin system to assign to the left residue. To assign a spin system to the right residue, we first find spin systems that have their CA iÀ1 and CB iÀ1 chemical shifts fall within 0.4 ppm away from CA i and CB i chemical shifts of the spin system that have been assigned to the middle residue. This is called an extension approach on both sides. The algorithm proceeds with the extension approach unless there are no more extensions. Then, we randomly pick an unassigned residue if there is any left unassigned residues. We repeat the same procedure mentioned above. This approach will finish when all the residues are assigned. This is the end of an individual initialization. We repeat this process 600 times to generate 600 individuals that represent our initial population. The next step is the selection step. In this step, the individuals are assessed by a fitness function. This function is based on two combined scores. One is the connectivity score. The other one is the amino acid typing score. It assigns a score to each individual. An individual with high score compared with other individual scores has higher chance to be selected in the following generation.
The third step is the crossover operation. This step is the same step proposed by GANA [39] . Half of the individuals that have better fitness scores are used for crossover procedure to generate new individuals. The percentage of the number of the new individuals generated in this procedure is 70 percent of the chosen 50 percent individuals. We randomly select two individuals and randomly choose an entry (residue) from any of these two chosen individuals. The spin system assigned to that residue is copied to the new individual. Then, in the new individual, extension procedure is done on this newly assigned residue. The idea here is to copy the connected spin systems from the chosen individual to the new individual. This procedure continues until no more spin systems are connected or the chosen spin system from the chosen individual has been already assigned in the new individual. Then, we repeat this process again by randomly picking a residue from any of the chosen parents. This ends when all the residues are assigned. The other remaining 30 percent of the 50 percent chosen individuals are generated randomly as has been done in the initialization step after the crossover operation.
The fourth step is the mutation operation. The mutation rate is 0.2 percent that is 2 in 1,000. For each residue in the new individual, we randomly pick a number from 1 to 1,000. If the randomly chosen number is less than or equal to 2, then the mutation operation is performed on the chosen residue. An unassigned spin system is picked randmoly and copied to the chosen residue to change the current spin system. This occurs with one constraint that is the randomly chosen spin system CA and CB chemical shifts fall within the theoretical ranges of that residue chemical shifts. Then, we apply the extension approach on the right side. After the extension is done, we check for the following residue and repeat the same process for all unvisited residues. The last step is the stopping criteria. The stopping of the algorithm is controlled by either of the two conditions. The First condition is that the fitness scores of the chosen individuals do not improve for 100 generations. The second condition is that if the number of generations reaches 500.
Evaluation Criteria
Each assigned residue has four chemical shifts ðN i ; CO i ; CA i ; CB i Þ. The residue is correctly assigned if at most one of the four chemical shifts is out of the error range. This error range is 0.5 ppm for both carbon and nitrogen.
To evaluate the quality of our chemical shift assignment, we measure precision, recall and F-score. Suppose we have N p residues of a protein and N m of them are manually assigned, suppose that our method assigns N o residues and suppose that T c residues are correctly assigned, precision is then defined as T c =N o , recall is defined as T c =N m , and Fscore = ð2 Â precision Â recallÞ=ðprecision þ recallÞ.
RESULTS
Chemical Shift Assignment Results for Ubiquitin
We tested the performance of our method on a real protein (Ubiquitin). As mentioned earlier, we are aware that only one protein represents a very small dataset. However, we do not have available 13 C-detected spectra for more proteins. Thus, we tried to prove the validity of our method using the available spectra of our protein. Table 1 shows the performance of our method compared with the state-of-art method, PINE, that can take our formed spin systems as inputs and conduct resonance assignment based on such spin systems. Although Ubiquitin is a small protein, it is well known that automatic chemical shift assignment for real proteins is a very challenging task [35] , [40] . Thus, recall and precision of both 92 percent implies quite good performance for automatic spin system forming and resonance assignment methods that start directly from raw spectra.
Analyzing the results, we found that we have six wrongly assigned residues. For those six residues, the correct spin systems for them were not generated by our program. One of the reasons for not generating a correct spin system is that the N or CO chemical shift of the correct slice of the CBCANCO spectrum is shifted by slightly more than 0.2 or 0.1 ppm respectively than the N or CO chemical shift of the correct slice of the CBCACON spectrum. Thus, the two slices did not match according to the constraints of our method. Another reason may be because there is a shift in the values of the chemical shifts of CA i or CB i in the slice of CBCANCO. They are different in a few cases by values greater than 0.5 ppm than the corresponding CA iÀ1 or CB iÀ1 peaks in the slice of CBCACON spectrum. The third possible reason is that the peak that should be assigned to either CA or CB in the CBCANCO slice is missing. The last possible reason is that the CBCANCO correct slice is not from the top 1.5N p slices that we used to create the spin systems.
To our knowledge, existing chemical shift assignment methods like AUTOASSIGN [45] , PINE [46] and RIBRA [28] take peak lists of 2D and 3D
1 H-detected spectra as inputs. These methods do not have the option of taking the peak lists of our two 13 C-detected spectra as inputs. However, PINE has the option of taking formed spin systems as inputs. Thus, we used our spin systems with PINE to demonstrate that our formed spin systems are not only useful for the genetic algorithm-based assignment method, but also for other state-of-the-art methods. The chemical shift assignment results for PINE are shown in Table 1 as well to compare PINE's results to ours.
Chemical Shift Assignment Results on Simulated Dataset
We also tested the performance of our method on a simulated dataset that consists of 12 proteins. The sizes of these proteins range from 68 AA to 260 AA. For each of the 12 proteins, we created two simulated spectra of the types CBCACON and CBCANCO. We created those simulated spectra using the manual chemical shift assignment available for those proteins in the Biological Magnetic Resonance Bank [44] . In addition to the spin systems obtained from the manual chemical shift assignments, we randomly generated 20 percent extra spin systems. These new spin systems simulate the peaks that are false positives in Ubiquitin spectra. Each spin system consists of two CBCACON peaks (except if the previous residue is Glycine, the current residue has only one peak) and two CBCANCO peaks (except if the current residue is Glycine, it will have a single peak). The chemical shift value of one of the three coordinates of each peak was shifted randomly by a probability of 10 percent. This shifting was introduced to simulate the linking errors in the real spectra. The N and C coordinates were shifted by +0.1 or À0.1 ppm, and the CO coordinate is shifted by +0.02 or À0.02 ppm. We chose such shifting values because the resolution of our simulated spectra is relatively high (the dimensions of our simulated spectra are 512 (N dimension) x 256 (C dimension) x 2048 (CO dimension)). To simulate the false negatives in real spectra, each peak in our simulated spectra had a probability of 1 percent to be removed. In addition to that, for every slice in CBCACON and CBCANCO spectra, a new peak was randomly added with a probability of 10 percent. Adding these new peaks introduces ambiguity in creating the spin systems using our method. After constructing all the peaks, white Gaussian noise was added to each point in the spectra. The mean of the white Gaussian noise is zero. The standard deviation is the root of the peaks intensity. Thus, our simulated spectra contain ambiguous spin systems and noise because of false positives, false negatives, and linking errors. We ran our spin system forming method on the simulated dataset to create the spin systems. The assignment results using our genetic algorithm-based method for the 12 proteins are shown in Table 2 . Analyzing the results we obtained for the simulated dataset, it appeared that the spin systems that should have been assigned to the wrongly assigned residues were not generated by our method. The slices responsible for creating those spin systems were extracted successfully. However, the chemical shift values of some of the peaks in those slices are slightly out of the theoretical 
The second column provides protein length. The third column provides the total number of the manually assigned amino acids. The fourth and fifth columns give the results of both methods in the format "number of correctly assigned amino acids/total number of assigned amino acids". PRC, REC and F-score stand for precision, recall, and F-score, respectively.
ranges that we used for CA or CB in the step of creating the spin systems. Thus, according to our method, those spin systems were not created. Due to the nature of the genetic algorithm-based method that we use for the assignment step, a wrongly assigned residue may result in a wrong assignment of a fragment of few residues neighboring to it. This is the main reason for the unsatisfactory results we obtained for some of the proteins in the simulated dataset.
Structure Calculation Using CS-ROSETTA
NMR protein structure determination mainly consists of two stages. The first stage is the backbone chemical shift assignment. The second stage involves the assignment of side chain resonances and a collection of inter proton distance constraints from multi-dimensional NOE spectra. However, the sensitivity of these NOE experiments tends to be relatively low. Moreover, NOE spectra have extra resonance overlap that makes the analysis more difficult. A lot of efforts have been done to automate the analysis and explanation of the huge number of cross peaks in this type of spectra. Nevertheless, this step with side chain assignment is the bottleneck in the process of protein structure determination. A group of NMR researchers started to look at different ways to skip the step of NOE assignment and to determine the 3D structure directly from the stage of chemical shift assignment. Several papers suggested that determination of protein structures can be directly done from chemical shifts [47] , [48] , [49] , [50] , [51] , [52] . In this paper, we skipped the step of collecting and analyzing NOE spectra. Instead, we used CS-ROSETTA [51] , [52] to determine the structure of Ubiquitin. CS-ROSETTA is a program that is based on ROSETTA [53] , which predicts protein structures solely from the amino acid sequences of the proteins. However, in CS-ROSETTA, the structural information presented in the NMR chemical shifts are also introduced, which significantly improves ROSETTA performance. The output of CS-ROSETTA is an ensemble of three-dimensional structures. Each of the output structures has its energy score such that the lowest energy structure is most probably the nearest to the native structure of the target protein.
For Ubiquitin, we fed CS-ROSETTA with three types of inputs. First, we used the manual chemical shift assignment that we obtained from the NMR lab that carried out the experiments. Second, we used the predicted chemical shift assignment from our method. Finally, we used the empty assignment file to see how good CS-ROSETTA can predict structures solely from the amino acid sequence. Table 3 shows the obtained results for the three cases. Fig. 5 shows how well our calculated structure aligns with the experimentally determined structure of Ubiquitin.
Implementation Details
Our spin system forming method is implemented in Matlab. The time-consuming parts in the method are implemented as sequential C functions (MEX files) that are called from the Matlab code. To form the spin systems using our method, it takes around 17 minutes on a 2.5 GHz CPU. This duration is reasonable considering that the size of each of the two spectra is around 1 GB.
Importance of Denoising NMR Spectra
In this section, we evaluate our method in terms of the tolerance to the noise level. We added 1, 2, 5, and 10 percent noise to the real protein (Ubiquitin) spectra. We used Gaussian white noise with zero mean and squared root of the The column 'Man' stands for the structures obtained when feeding CS-ROSETTA with the manual assignments as input. The column 'Ours' stands for the structures obtained when feeding CS-ROSETTA with the assignments predicted by our method as input. The 'No CS ' stands for the structures obtained when feeding CS-ROSETTA with the amino acid sequence only as input. 'RMSD TopScore ' and 'RMSD BestOfTop10 ' stand for the structural model RMSD that has predicted to be top one in CS-ROSETTA, and the lowest RMSD within the top 10 predicted structural models via CS-ROSETTA, respectively. The values are in A . Fig. 5 . Structural alignment between the top scored structure produced by CS-ROSETTA with our assignments and the experimentally determined native structure of Ubiquitin. The structure in magenta is the calculated structure while the structure in cyan is the native structure.
point intensity as the variance. We first randomly picked 1 percent of the 3D spectrum. In each point, we added the noise. We did this step for both spectra. Then, the approach was repeated for other different noise levels 2, 5, and 10 percent. The results are shown in Table 4 . It shows that our method is robust to reasonable levels of noise, but for very high noise levels, the performance will be affected.
DISCUSSION
It is worth noting that the CBCANCO spectrum is a noisy spectrum with a low signal to noise ratio. We cannot just extract the highest slices in this spectrum without prior knowledge about the approximate locations of the correct slices. Otherwise, many necessary slices with relatively lowintensity peaks will not be picked, and many false positive slices with relatively high-intensity peaks will be picked instead. These missing correct slices will adversely affect all the subsequent steps. Thus, using the locations of slices in the CBCACON spectrum to direct the slice picking from the CBCANCO spectrum is necessary. In order to validate the importance of the feedback from the CBCACON spectrum to direct the slice picking in the CBCANCO spectrum, we tried to see the performance without using the feedback. We picked the highest 1.5N p , 3N p , 5N p , 7N p and 9N p slices from the CBCANCO spectrum. We used these picked slices to form spin systems. Subsequently, we used the obtained spin systems to get the chemical shift assignment using genetic algorithms.
As we expected, the lowest performance was obtained when we used the highest 1.5N p slices. The performance started to get better as the number of used slices increased. The peak performance was obtained when we used 9N p slices. The reason for the poor performance in cases of 1.5N p and 3N p is due to the large number of missing true slices that have relatively low intensities. This led to a large number of missing correct spin systems (22 missing correct spin systems when taking top 1.5N p and 14 missing correct spin systems when taking 3N p ). In case of 5N p , 7N p , and 9N p , the number of missing true slices is smaller; thus we obtained relatively better results. Yet, the performance when using 9N p slices is still not as good as when we use 1.5N p slices that we pick using feedback information (see Table 5 ).
From the previous comparison, it is clear that we need an automatic method to select the number of slices in the CBCANCO noisy spectrum. It turned out that the most reliable method for selecting the slices is to use feedback from the more trustable CBCACON spectrum to direct the slice picking in the CBCANCO spectrum.
CONCLUSION
In this paper, we proposed for the first time slice picking idea in a spin system forming method that works with 13 Cdetected spectra. Our method needs only two through-bond spectra to create the spin systems. We also proposed for the first time using the feedback idea with the 13 C-detected spectra. We demonstrated that using this feedback from the more trustable spectrum to direct slice picking in the less trustable one improves the quality of spin system forming significantly. We developed a genetic algorithm-based method to assign our spin systems to the residues of the protein. Assignments produced by our method are proven to be good enough and can lead to accurate structures when given as inputs to the CS-ROSETTA server. The source code of our method is freely available at http://sfb.kaust.edu. sa/Pages/Software.aspx.
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