We generalize the classical Bochner formula for the heat flow on M to martingales on the path space PM, and develop a formalism to compute evolution equations for martingales on path space. We see that our Bochner formula on PM is related to two sided bounds on Ricci curvature in much the same manner that the classical Bochner formula on M is related to lower bounds on Ricci curvature. Using this formalism, we obtain new characterizations of bounded Ricci curvature, new gradient estimates for martingales on path space, new Hessian estimates for martingales on path space, and streamlined proofs of the previous characterizations of bounded Ricci curvature from [Nab13].
Introduction
The main goal of this paper is to explain how bounded Ricci curvature can be understood by analyzing the evolution of martingales on path space, generalizing the well known and important principles of how lower bounds on Ricci curvature can be understood by analyzing the heat flow. The formalism we develop will allow us to do analysis on the path space PM of manifolds with bounded Ricci curvature using techniques and ideas which mimic closely the ideas used to do analysis on manifolds with lower Ricci curvature bounds.
Background on Lower and Bounded Ricci Curvature
Lower bounds for Ricci curvature. To put things into context, let us briefly mention the theory of spaces with Ricci curvature bounded below, which has been a very active area of research in the last 30 years. This theory can be pursued either in the setting of smooth Riemannian manifolds and their Gromov-Hausdorff limits, see e.g. [CC96, CC97, CN13] , or in the more general setting of metric measure spaces, see e.g. [LV09, Stu06, AGS14, Gig13] . The starting point for most of the analysis of such spaces with Ricci curvature bounded below, say by a constant −κ, is the classical Bochner inequality. For solutions H t f of the heat flow this may be written as
(1.1)
The Bochner inequality (1.1) in particular implies the dimensional Bochner inequality
and the weak Bochner inequality
and conversely there is a self-improvement mechanism that allows one to go from (1.3) to (1.1), see [Sav14, Stu14] . Moreover, it is an interesting feature that all the above inequalities are in fact equivalent to the lower Ricci curvature bound. Using the Bochner inequality it is then a simple exercise to show that Ricci bounded below by −κ is also equivalent to several other geometric-analytic estimates, e.g. that e − κ 2 t |∇H t f | is a subsolution to the heat flow, the sharp gradient
for the heat flow, as well as a sharp log-Sobolev inequality, a sharp spectral gap, etc; see e.g. [BÉ85, BL06] for much more on that.
Characterizations of bounded Ricci curvature. In contrast to the well developed theory of Ricci curvature bounded below, until recently there was no characterization available at all for spaces with bounded Ricci curvature. This characterization problem has been solved recently by the second author [Nab13] . The key insight was that to understand two-sided bounds for Ricci curvature, and not just lower bounds, one should do analysis on path space PM, instead of analysis on M. By definition, given a complete Riemannian manifold M, its path space PM = C([0, ∞), M) is the space of continuous curves in M. Path space comes equipped with a family of natural probability measures, the Wiener measure Γ x of Brownian motion starting at x ∈ M. Path space also comes equipped with a natural one parameter family of gradients, the s-parallel gradients ∇ s (s ≥ 0), which are given by considering derivatives of a function F by vector fields which are parallel past time s, see Section 2.5 for precise definitions. Using this framework, it was proved in [Nab13] that the Ricci curvature of M is bounded by a constant κ if and only if the sharp gradient estimate holds for all test functions F : PM → R. In the simplest case of one-point test functions, i.e. functions of the form F(γ) = f (γ(t)) where f : M → R and t is fixed, the infinite dimensional gradient estimate (1.5) reduces to the finite dimensional gradient estimate (1.4). Of course, one can also consider test functions depending on more than one single time, and this is one of the reasons why the infinite dimensional gradient estimate (1.5) is strong enough to characterize two-sided Ricci bounds, and not just lower bounds. Further characterizations of bounded Ricci curvature have been obtained in terms of a sharp log-Sobolev inequality on path space and a sharp spectral gap for the Ornstein-Uhlenbeck operator, see [Nab13] . These ideas have been implemented also in the parabolic setting to characterize solutions of the Ricci flow [HN15] . Another interesting variant of the characterizations of bounded Ricci curvature from [Nab13] 
Bochner Formula for Martingales
Generalizing the Bochner formula. While [Nab13] gives a way to generalize certain estimates for lower Ricci curvature on M to estimates for bounded Ricci curvature on PM, e.g. the finite dimensional gradient estimate (1.4) to the infinite dimensional gradient estimate (1.5), what hasn't been answered yet is the following question:
Is there any way to generalize the fundamental Bochner inequality (1.1) from M to PM?
This question has been the guiding principle for the present paper. Given that the Bochner inequality is the starting point for most of the theory of lower Ricci curvature, such a generalization would be clearly very valuable for the theory of bounded Ricci curvature. As we will see, the question does not amount to a straightforward translation (e.g. a first naive guess would be to simply replace the Laplacian on M by the Ornstein-Uhlenbeck operator on PM), but in fact led us to reconsider some of the most basic aspects of stochastic analysis, such as the martingale representation theorem and submartingale inequalities.
Martingales on path space. The first main point we wish to explain is that martingales on PM are the correct generalization of the heat flow on M. To describe this, given a complete Riemannian manifold M, consider its path space PM = C([0, ∞), M) equipped with the Wiener measure Γ x and the parallel gradient ∇ s , as above. Implicit in the definition of the Wiener measure is a σ-algebra Σ of measurable subsets of PM together with a filtration Σ t ⊂ Σ, which simply describes events which are observable until time t, i.e. which depend only on the [0, t]-part of the curves. A martingale on P x M is a Σ t -adapted integrable stochastic process F t : P x M → R such that
Here, the right hand side denotes the conditional expectation value on P x M given the σ-algebra Σ t 1 . The simplest examples of martingales on path space have the form
where f : M → R and T are fixed, and thus are indeed given by the (backwards) heat flow on M. Given F ∈ L 2 (P x M, Γ x ) we will often consider the induced martingale F t ≡ E t [F] . From the above one might hypothesize that E t [F] plays a role similar to that of the (backwards) heat flow on M. In fact, this analogy will develop much further as we progress.
Evolution equations on path space. We found that the correct generalization of the Bochner inequality (1.1) on M is given by a certain evolution inequality for martingales on PM. To get there, we start with by reformulating the martingale representation theorem and the Clark-Ocone formula [Fan94, Hsu02] in the following way (see Section 3.1 for a proof): Note that the gradient and the expectation in Theorem 1.8 are taken in the opposite order as in the usual formulation of the Clark-Ocone formula (this essentially amounts to a partial integration on path space). Expressed this way, we can view the martingale equation as an evolution equation on path space. It is worth pointing out that the dW t term also behaves as a spatial derivative, in fact a form of divergence, so that the evolution equation in Theorem 1.8 is analogous to a heat equation.
We then proceed by computing various evolution equations for associated quantities on path space. The most important for us is the following evolution equation for the parallel gradient of a martingale on path space. Theorem 1.10 (Evolution of the parallel gradient). If F t : P x M → R is a martingale on path space, and s ≥ 0 is fixed, then its s-parallel gradient ∇ s F t : P x M → T x M satisfies the stochastic equation
where
Using Theorem 1.10 we can derive other evolution equations. In particular, we obtain our generalized Bochner formula: Theorem 1.12 (Bochner formula on path space). If F t : P x M → R is a martingale, and s ≥ 0 is fixed, then
Theorem 1.12 is the correct way to generalize the Bochner formula to path space. The crucial difference to the classical Bochner formula is that in the generalized Bochner formula (1.13) the Ricci curvature, due to the nonpointwise nature of the ∇ s -gradient, enters in a more substantial way. As a consequence, we will see that estimates derived from our generalized Bochner inequality (see Section 1.3) are actually strong enough to characterize two-sided Ricci bounds, and not just lower bounds.
Using our formalism, we can also compute many other useful evolution equations on path space (besides the ones from Theorem 1.8, Theorem 1.10 and Theorem 1.12); these additional formulas are in Section 4.
Generalized Bochner Inequality for Martingales
Using Theorem 1.12 we then see that under the assumption of bounded Ricci curvature |Ric| ≤ κ we have the generalized Bochner inequality
(1.14)
In the same vein as the classical case, from this one can formulate the dimensional generalized Bochner inequality
as well as the weak generalized Bochner formula
We will see in Theorem 1.21 that these inequalities are in fact equivalent to the two sided Ricci curvature bound. Additionally, we will see in the same way that the classical Bochner formula may be used to prove various gradient and hessian estimates on the heat flow on M, we can use the martingale Bochner formula to prove analogous estimates on martingales.
To provide some brief intuition for the formula and its equivalence to a two sided Ricci bound, let us see that it genuinely generalizes the classical Bochner inequality. That is, by applying (1.14) for s = 0 to the simplest functions on path space, namely those of the form F(γ) ≡ f (γ(T )), let us outline how we recover the classical Bochner inequality (1.1): Using (1.7) and that ∇ 0 is obtained by considering variations which are parallel it is an easy but instructive exercise to compute for 0 ≤ t ≤ T that
Thus, the generalized Bochner inequality (1.14) tells us that the process X t ≡ |∇H T −t f | 2 (γ(t)) satisfies the evolution inequality
On the other hand, applying the Ito formula to the process X t ≡ |∇H T −t f | 2 (γ(t)) gives us that
Comparing (1.18) with (1.19) we conclude that for each f : M → R we have
which is the backward time version of the classical Bochner inequality (1.1). In particular, this tells us that the martingale Bochner inequality (1.14) implies that the Ricci curvature is bounded below by −κ. That the martingale Bochner inequality (1.14) also captures the upper Ricci bound is a bit more subtle, and requires, roughly speaking, test functions where ∇ 0 F t ≈ −∇ t F t . This will be made precise in Section 5.9.
Applications of Martingale Bochner Formula
We will now discuss four applications of our calculus for martingales on path space. 
The estimates (C1) -(C4) generalize the classical Bochner inequalities (1.1) -(1.3), and the estimate (C5) generalizes that e − κ 2 t |∇H t f | is a subsolution to the heat flow. An interesting feature of (C2) is that while being an estimate on the infinite dimensional path space PM, it also captures the dimension n of the manifold M. In stark contrast to the basic estimates (1.1) -(1.3), our new estimates (C1) -(C5) of Theorem 1.21 are strong enough to characterize two-sided Ricci bounds, and not just lower bounds. Additionally, we shall see below that the characterizations of Theorem 1.21 give a new and vastly simplified proof of the previous characterizations of bounded Ricci curvature from [Nab13] .
New Gradient estimates for Martingales. The second application of our generalized Bochner formula concerns gradient estimates for martingales on the path space of manifolds with bounded Ricci curvature. 
which is Σ T -measurable the induced martingale satisfies the gradient estimate
(1.28) Theorem 1.26 gives pointwise estimates for martingales on the path space of manifolds with bounded Ricci curvature. These estimates generalize the heat flow estimate for spaces with lower Ricci curvature bounds given in (1.4). We will see these generalize the gradient estimates from [Nab13] as well. In fact, our estimates again characterize bounded Ricci curvature, i.e. the estimates (G1) and (G2) hold if and only if |Ric| ≤ κ.
New Hessian Estimates for Martingales. Our third application concerns new Hessian bounds for martingales on the path space of manifolds with bounded Ricci curvature. Morally, the Hessian term in the Bochner formula can be either simply discarded noticing that it has the good sign, or can be exploited more carefully. In the case of lower Ricci curvature the extra information contained in the Hessian term has been exploited quite deeply, e.g. in the proof of the splitting theorem [CG72, Gig13] and its effective versions [CC96, CN12] . In the context of bounded Ricci curvature, we obtain the following new Hessian estimates for martingales on path space, estimates which are new even on R n : Theorem 1.29 (Hessian Estimates). Let (M, g) be a complete manifold with |Ric| ≤ κ, and let F ∈ L 2 (P x M) be Σ T -measurable. Then it holds:
(H2) We have the Poincare Hessian estimate
(H3) We have the log-Sobolev Hessian estimate
The estimates in Theorem 1.29 can again be viewed as generalization for martingales on path space of some much more basic estimates for the heat flow on M. For illustration, if κ = 0 then the first estimate (H1) combined with Doob's inequality for the submartingale t → |∇ s F t | gives the estimate
for martingales on PM. This generalizes the classical L ∞ H 1 ∩ L 2 H 2 estimate for the heat flow on M.
New Proofs of the Characterizations of [Nab13].
In fact, although it will be apparent that the gradient and hessian estimates of the previous theorems generalize the estimates of [Nab13] , it is worth pointing out that the methods of this paper provide a new and streamlined proof of the characterizations of bounded Ricci curvature from [Nab13] : 
on based path space P x M which is Σ T -measurable, the twisted OrnsteinUhlenbeck operator satisfies the log-Sobolev inequality
In the statement of (R6) and (R7) the twisted Ornstein-Uhlenbeck operator L
In particular, L ∞ 0,0 = ∇ H * ∇ H is the classical Ornstein-Uhlenbeck operator given by the composition of the Malliavin gradient and its adjoint.
Our new proof of Theorem 1.31 is very short, and vividly illustrates the efficiency of our martingale calculus. For illustration, if Ric = 0 then by the generalized Bochner inequality (C1) the process t → |∇ s F t | 2 is a submartingale. Thus, by the very definition of a submartingale we get
(1.40)
Taking the limit T → ∞, and specializing to s = t = 0, this implies the infinite dimensional gradient estimate (R3):
The other estimates and estimates for nonzero κ can be proven with similar ease.
Remark 1.42. With minor adjustments the results and proofs in this paper generalize to the case of smooth metric measure spaces (M, g, e − f dV g ) with |Ric + ∇ 2 f | ≤ κ. However, for clarity of exposition we focus on the case of Riemannian manifolds with bounded Ricci.
Remark 1.43. The methods introduced in the present paper can also be adapted for the time-dependent setting, and thus provide a useful tool for the study of Ricci flow using the framework from [HN15] . This will be discussed elsewhere.
This article is organized as follows: In Section 2, we discuss some preliminaries from stochastic analysis on manifolds. In Section 3, we discuss our interpretation of the martingale representation theorem (Theorem 1.8) and some of its consequences. In Section 4, we derive all the relevant evolution equations on path space, in particular the evolution equation for the parallel gradient of martingales (Theorem 1.10) and the generalized Bochner formula (Theorem 1.12). In Section 5, we discuss the four applications of our calculus on path space, i.e. we prove Theorem 1.21, Theorem 1.26, Theorem 1.29 and Theorem 1.31.
Preliminaries

Frame bundle
Given a complete Riemannian manifold M, let π : F M → M be the O n -bundle of orthonormal frames. By definition, the fiber over a point x ∈ M is given by the orthonormal maps u : R n → T x M. Thus, if e 1 , . . . , e n denotes the standard basis of R n then ue 1 , . . . , ue n is an orthonormal basis of T x M, where x = π(u).
A horizontal lift of a curve x t in M is a curve u t in F M, with πu t = x t and ∇ẋ t (u t e i ) = 0 for i = 1, . . . , n. Once the initial point is specified, the horizontal lift exists and is unique. In particular, to each tangent vector X ∈ T x M we can associate a horizontal lift X * ∈ T u F M, for u ∈ π −1 (x).
Given a representation ρ of O n on a vector space V and an equivariant map from F M to V, we get a section of the associated vector bundle F M × ρ V, and vice versa. For example, a function f : M → R corresponds to the invariant functionf = f π : F M → R, and a vector field Y ∈ Γ(T M) corresponds to a functionỸ : F → R n viaỸ(u) = u −1 Y πu , which is equivariant in the sense thatỸ(ug) = g −1Ỹ (u). Covariant derivatives of tensors T ∈ Γ(T p q M) can be expressed as horizontal derivatives of these equivariant functions, i.e. where ∆ = g i j ∇ i ∇ j is the Laplace-Beltrami operator on M, see e.g. [KN96] . Besides the fundamental horizontal vector fields, we also have n(n − 1)/2 fundamental vertical vector fields, defined by V i j (u) = 
where R i jkl = Rm(ue i , ue j , ue k , ue l ).
Using Lemma 2.3 we can easily compute all other relevant commutators, in particular we obtain:
where R i j = Ric(ue i , ue j ).
Proof. Sincef constant along fibres, we see that V klf = 0, and the first formula follows from (2.4). Using this, we compute
which proves the second formula.
Brownian motion and stochastic parallel transport
Brownian motion and stochastic parallel transport is most conveniently described via the Eells-ElworthyMalliavin formalism. We give a quick summary here, and refer to [Hsu02] for a more gentle introduction. Let (P 0 R n , Σ, Γ 0 ) be the the space of continuous curves in R n starting at the origin, equipped with the Euclidean Wiener measure, and denote the Brownian motion map by W t : P 0 R n → R n .
Given a point x ∈ M and a frame u above x, consider the following SDE on the frame bundle:
is Brownian motion on M starting at x, and P t = U 0 U −1 t : T X t M → T x M is a family of isometries, called stochastic parallel transport. On the frame bundle, the Ito formula takes the form
(2.12)
Note that the solution of the SDE defines maps U : P 0 R n → P u F M and X : P 0 R n → P x M. The Wiener measure Γ x on P x M is then given as pushforward Γ x = X * Γ 0 . More explicitly, the Wiener measure Γ x can be characterized as follows: If e t 1 ,...,t N : P x M → M N denotes the evaluation map at the times 0 ≤ t 1 < . . . < t N , then the pushforward of Γ x is given by the following product of heat kernel measures:
When there is no risk of confusion, we denote the σ-algebra Σ on P 0 R n and X * Σ on P x M by the same letter, and we identify the isomorphic probability spaces (P 0 R n , Σ, Γ 0 ) and (P x M, Σ, Γ x ). The σ-algebra comes with a natural filtration Σ t generated by the evaluation maps e t ′ with t ′ ≤ t.
Remark 2.14. All our estimates imply a lower bound for the Ricci curvature. Thus, in our setting the assumption of metric completeness is equivalent to stochastic completeness.
Conditional expectation and martingales
Let F ∈ L 1 (P x M, Γ x ). We write E[F] = P x M FdΓ x for the expectation value of F. More generally, given t ≥ 0 we write
for the conditional expectation of F given the σ-algebra Σ t , i.e. F t is the unique Σ t -measurable function such that Ω F t dΓ x = Ω F dΓ x for all Σ t -measurable sets Ω. Explicitly, F t is given by the formula
where the integration is over all curves γ ′ based at γ(t), and where * denotes concatenation. We recall from the introduction, that a martingale on P x M is a Σ t -adapted integrable stochastic process
Martingales on P x M are always continuous in time (possibly after modifying them on a set of measure zero, which we always tacitly assume). then by Doob's martingale convergence theorem we can take a limit F t → F ∈ L 1 (P x M, Γ x ) as t → ∞. In particular, each uniformly integrable martingale F t : P x M → R can be represented in the form
Example 2.18. Let f : M → R be a smooth function with compact support and let T > 0. Consider the function F : 
Cylinder functions and approximation arguments
A cylinder function F : PM → R is a function of the form
where f : M N → R is a smooth function with compact support and 0 ≤ t 1 < · · · < t N < ∞ is a partition. Cylinder functions are dense in L p . Thus, to prove theorems on path space it often suffices to carry out the computations for cylinder functions, and then appeal to density. More precisely, the martingales in Theorem 1.21, Theorem 1.29 and Theorem 1.31 are of the form
where F is in L 2 , and thus can be approximated by cylinder functions (if F is not in the domain of ∇ s , then |∇ s F| = +∞ by convention, and any estimate where the right hand side is +∞ holds trivially). In the theorems and propositions concerning evolution equations or evolution inequalities the martingale F t under consideration might violate the uniform integrability condition (2.17). Nevertheless, for any T < ∞ we can still approximate F T by cylinder functions. We can then use this approximation by cylinder functions to prove the evolution formula on [0, T ], and then conclude that the evolution formulas hold in general, since T was arbitrary.
Parallel Gradient and Malliavin gradient
Let F : P x M → R be a cylinder function and let s ≥ 0. For s ≥ 0 the s-parallel gradients are the one parameter family of gradients ∇ s F : P x M → T x M introduced in [Nab13] and defined by the formula
where Y s (t) is the vector field along γ(t) given by
and P t = P t (γ) : T γ(t) M → T x M denotes stochastic parallel transport. That is, ∇ s F is determined by variations of F along the finite dimensional collection of curves which are parallel past the time s. The s-parallel gradient is well defined for cylinder functions and may be extended as a closed linear operator on L 2 with the cylinder functions being a dense subset of the domain, see [Nab13] . Explicitly, if F(γ) = f (γ(t 1 ), . . . , γ(t N )) is a cylinder function, then its s-parallel gradient can be computed via the formula
where ∇ (α) denotes the derivative with respect to the α-th entry, and
Remark 2.25. Note that t → ∇ s F t is left continuous and thus a predictable process.
In another direction, let H be the Hilbert-space of H 1 -curves {y t } t≥0 in T x M with y 0 = 0, equipped with the inner product
(2.26)
If F : P x M → R is a cylinder function then its Malliavin gradient is the unique almost everywhere defined function ∇ H F :
for every v ∈ H for almost every Brownian curve γ, where
i.e. the parallel gradient is the derivative of the Malliavin gradient. In particular, we have the formula
As above, having defined the Malliavin gradient in the special case of cylinder functions, it can be extended to closed unbounded operator on L 2 , with the cylinder functions as a dense subset of its domain.
A reinterpretation of martingale formulas
The formulas of this section are all classical in nature, but rewritten in a way which will be particularly natural in our context and will reinforce the interpretation of martingales as a form of (backwards) heat flow. These interpretations will play an important role in subsequent sections.
Martingale representation theorem
Let us begin with the martingale representation formula, which tells us that every martingale F t is the Ito integral of some stochastic process with respect to Brownian motion. More precisely,
for some predictable stochastic process X t . There have been several results, in particular the Clark-Ocone theorem [Fan94, Hsu02] , which give methods for computing X t . However, our first goal in this section is to see how to compute X t directly from F t itself. In this way we will be able to view the martingale equation as an evolution equation on path space.
Theorem 3.2 (Martingale representation theorem). If F t is a martingale on P x M, and F t is in the domain of ∇ t , then F t solves the stochastic differential equation
Proof. Let f : M N → R be a smooth function with compact support. Let F : PM → R be the function 
be the martingale induced by F and assume t ∈ (t β , t β+1 ). Then
Note that the function (t, x) → f t (x 1 , . . . , x β , x) is uniformly Lipschitz in the time variable and satisfies
where the Laplacian acts on the last variable. The lift of F t to the frame bundle is given bỹ
Using the Ito formula (2.12) we compute
where the horizontal derivative and the horizontal Laplacian act on the last variable. Projecting down to M this implies the martingale representation formula:
Indeed, the projected equation can be obtained by computing
This proves the martingale representation theorem for cylinder functions, and thus by density for all functions in the domain of the parallel gradient.
An interesting corollary is the following: Most importantly, the representation formula of Theorem 3.2 leads to the following corollary, which can be viewed as a representation theorem for submartingales.
Corollary 3.16 (Submartingale representation theorem). Let F t be an Ito process on P x M, such that F t is in the domain of ∇ t . Then F t is a submartingale if and only if it satisfies the stochastic differential inequality
(3.17)
Though basic, the above formula will be important to us as it will allow us to easily identify and exploit submartingales from their evolution equations in a manner mimicking the finite dimensional context.
Ito formula and Ito isometry
From the point of view adopted in Theorem 3.2, we may rewrite the Ito formula in the following manner:
Theorem 3.18 (Ito formula). Let F t be a martingale on P x M, such that F t is in the domain of ∇ t , and let
Proof. Using the standard Ito formula, Theorem 3.2 and Corollary 3.12 we compute
Noticing also that ∇ t φ(F t ) = φ ′ (F t )∇ t F t , this proves the assertion.
Remark 3.22. Let us make the following comparison. Assume f t : M → R solves the backward heat equation ∂ t f t = − 1 2 ∆ f t and that φ : R → R is C 2 -function. Then φ( f t ) solves the equation
Remark 3.24. In particular, one can view (3.19) as a generalization of Jensen's inequality for martingales on P x M. Indeed, if φ is a convex then combining (3.19) with Corollary 3.16 we have that φ(F t ) is a submartingale.
Remark 3.25. More generally if F t , G t are martingales and φ, ψ : R → R are C 2 -functions then
To finish this section, let us observe that from the point of view adapted in Theorem 3.2, we may rewrite the Ito isometry in the following manner.
Theorem 3.27 (Ito isometry
Proof. Using the classical Ito isometry and Theorem 3.2 we compute
This proves the assertion.
Evolution equations on path space and Generalized Bochner Formula
When doing analysis on M one considers a solution f t of the heat flow, and then computes the evolution equations of quantities associated to f t . In this spirit, the goal of this section is to compute the evolution equations for various quantities associated to martingales on path space, such as its square, its parallel gradient, its Malliavin gradient, etc. In particular, we will prove our generalized Bochner formula. In this section we tacitly assume that the martingales are sufficiently regular, i.e. in the domains of the respective parallel gradients.
Proposition 4.1. If F t : P x M → R is a martingale on path space, then the following hold:
Proof. By the martingale representation theorem (Theorem 3.2) we have the evolution equation
We can thus apply the Ito formula (Theorem 3.18) with φ(x) = |x| 2 to obtain
This proves (1). Similarly, (2) follows by approximating φ(x) = |x| by the C 2 -functions
applying the Ito formula (Theorem 3.18), and taking the limit ε → 0.
Next, and most importantly, we compute the evolution equation for the parallel gradient of a martingale:
Theorem 4.5 (Evolution of the parallel gradient). If F t : P x M → R is a martingale on path space, and
Remark 4.7. Since F t is Σ t -measurable, the parallel gradient ∇ s F t is identically zero for t < s. For t > s, we will show that d∇ s F t satisfies the evolution equation
Thus, using the δ-notation, the evolution equation for ∇ s F t can be summarized in form (4.6) which is valid for any t.
Proof of Theorem 4.5. Fix s, and consider t > s. We will use freely the notation developed in the preliminaries of Section 2. Consider F(γ) = f (γ(t 1 ), . . . , γ(t N )) and observe since s is fixed that ∇ s F t is well behaved over the evaulation times, hence it is enough for us to consider the evolution equation for t ∈ (t β , t β+1 ). Using the notation of (3.5) we have
where ∇ (α) acts on the α-th entry. On the frame bundle, this is represented by the functions
where the horizontal vector field H (α) acts on the α-th entry. Using the Ito formula (2.12), we compute
where in the last step we used Corollary 2.7 and the equation (
Taking also into account Remark 4.7, this proves the theorem.
Using Theorem 4.5 and the Ito formula, we can compute all other relevant evolution equations.
Theorem 4.13 (Generalized Bochner Formula on PM). Let F t : P x M → R be a martingale.
(1) If s ≥ 0 is fixed, then ∇ s F t : P x M → T x M satisfies the following stochastic equations:
The following stochastic equations hold:
Proof. We will use Theorem 4.5 and the Ito formula repeatedly. Assume t > s. Note first that equation (4.6) implies that the quadratic variation [
(4.14)
Using this, the Ito formula, and equation (4.6) we compute
Observing that |∇ s F t | 2 = 0 for t < s implies the correct δ-term. This proves (1a). We continue by computing, assuming again t > s, that Observing that |∇ s F t | = 0 for t < s, one can again infer the correct δ-term. Equation (1b) follows. 1 Finally, using the formula
equation (2a) follows from (1a). Similarly, (2b) follows from (1b).
As a corollary we can produce the following:
Proof. This follows by combining part (1) of Proposition 4.1 and part (2a) of Proposition 4.13.
Proposition 4.23. If F t : P x M → R is a nonnegative martingale and X
Proof. Using the Ito formula (Theorem 3.18) we start by computing
and dF
Next, using again the Ito formula, part (2a) of Proposition 4.13, and equation (4.26), we compute
The terms in this expression can be grouped together nicely, namely we have that
and
Putting together the equations (4.27), (4.28) and (4.29), we infer that 
Characterizations of bounded Ricci and Hessian estimates
Using the formalism developed, we will now prove the main estimates and results of the paper. The main theorems (Theorem 1.21, Theorem 1.26, Theorem 1.29 and Theorem 1.31) will be proved in tandem, in a manner designed to make the logical ordering as quick as possible. As a spin off of proving all the new estimates and characterizations, we will also see how to reproduce the estimates of [Nab13] through a vastly simplified procedure.
Proof of
Using the evolution equation for |∇ s F t | 2 in Theorem 4.13 we see that the Ricci curvature bound |Ric| ≤ κ implies the claimed estimate (C1): 
Finally, dropping the nonnegative term 1 n |∆ s,t F t | 2 the dimensional Bochner inequality (C2) of course implies the weak Bochner inequality (C3).
Proof of (C1) =⇒ (C4) ⇐⇒ (C5)
Assume t > s. We start by expressing the left hand side of (C1) as
Note that for the quadratic variation term we have
Combining these facts, we see that (C1) implies
Together with the fact that ∇ s F t = 0 for t < s this yields the linear Bochner formula (C4):
In order to conclude (C5) observe that we can write (C4) in the form
Thus, using the representation theorem for submartingales (Corollary 3.16) and the fact that ∇ s F t = 0 for t < s, we see that (C4) and (C5) are equivalent.
Proof of (C5) =⇒ (G1)
Using (C5) and the defining property of submartingales we obtain
We may estimate |∇ r F r | by applying the above with s = t = r to infer 
Noticing that the volume of the simplex {(t 1 , . . . ,
Putting things together, this proves the gradient estimate (G1):
Proof of (G1) =⇒ (G2)
Let F be Σ T -measurable. Using the gradient estimate (G1) and Hölder's inequality we have
Together with the inequality (a + b) 2 ≤ γa 2 + γ γ−1 b 2 this implies
Taking into account Hölder's inequality, which yields
we obtain the quadratic gradient estimate (G2):
Proof of (H1)
Suppose |Ric| ≤ κ and let F be Σ T -measurable. Integrating (C1) from 0 to T and taking the expectation value we obtain
To proceed we need to estimate the last term. The following claim provides the correct estimate:
To prove Claim 1 we start by observing that
Using the gradient estimate (G2) we get 
Proof of (H1) =⇒ (H2)
To prove (H2) we integrate (H1) for 0 ≤ s ≤ T and use that
|∇ s F s | 2 ds by the Ito isometry (see Theorem 3.27) in order to get the estimate
Switching the order of integration in the last term gives
Combining this with (5.22) proves the Poincare Hessian estimate (H2).
Proof of (H3)
To prove (H3) we could proceed as in the proof of (H2) by first finding an evolution equation for F −1 t |∇ s F t | 2 and proceeding in a manner analogous to (H1) =⇒ (H2). Instead, in an attempt to illustrate another method with the Bochner techniques, we will rely on Proposition 4.23, which provides an evolution equation involving the full H 1 -gradient of F t . Thus let us consider G ≡ F 2 and apply Proposition 4.23 to get the evolution inequality
Integrating this from 0 to T and taking the expectation value, we obtain Changing the order of integration for the second term and proceeding as in (5.23) finishes the proof of (R6). As with (R6) the estimate (R7) is essentially a weaker version of (H3) obtained by dropping the Hessian term. The proof follows in verbatim the manner of (H3), however we integrate Proposition 4.23 from t 0 ≤ t ≤ t 1 , instead of over the whole interval 0 ≤ t ≤ T .
Proof of Converse Implications
In order to finish the proof of the Theorem 1.21, Theorem 1.26 and Theorem 1.31 we need to see the converse implications, namely that the desired estimates themselves imply the bounds on Ricci curvature. We will split this into two parts, namely the proof of the lower bound and the proof of the upper bounds. The verbatim test functions we will introduce may used to prove any of the converse implications, and so we will focus in this subsection on (C3) =⇒ |Ric| ≤ κ, which is to say we will see that the weak Bochner inequality implies the two sided Ricci curvature bound.
(C3) implies Lower Ricci. We saw in the introduction how the martingale Bochner inequality may be used to imply the classical Bochner inequality, and therefore the lower Ricci bound. Regardless, it is instructive for us to prove directly the lower bound, as a slightly more involved version of the same technique will be used to prove the upper bound. Thus for x ∈ M and v ∈ T x M a unit vector let us choose a smooth compactly supported function f 1 : M → R such that
Note one can build such a function by using exponential coordinates. If we consider the function on path space given by F ǫ (γ) = f 1 (γ(ǫ)), then let us observe for s ≤ t ≤ ǫ the computations ∇ t F t = P t ∇H ǫ−t f 1 (γ(t)) , |∇ t ∇ s F t | = |∇ 2 H ǫ−t f 1 |(γ(t) which by limiting ε → 0 finishes the proof of the upper bound.
Other Converse Implications. Using the same test function, it is now straightforward to check that the other estimates on path space also imply the Ricci bound. To illustrate this in one more case, let us consider the gradient estimate (R3). Testing with a 1-point cylinder function we infer again that Ric ≥ −κg. To prove the upper Ricci bound consider the test function F ε (γ) = f 2 (γ(0), γ(ε)) (5.46) as above. Expanding the gradient estimate (R3) gives
On the other hand, as in (5.43) from the generalized Bochner formula we see that Remark 5.49. It is quite straightforward to plug in the test functions into all the estimates, but there are also several alternatives to close all the loops of implications, as we will briefly illustrate now. Applying the log-Sobolev inequality (R7) to F 2 = 1 + εG gives the Poincare inequality (R6). Dividing the estimate (R6) by |t 1 − t 0 | and taking the limit |t 1 − t 0 | → 0 gives the quadratic variation estimate (R5). Moreover, using d[F, F] t = |∇ t F t | 2 dt it is easy to see that (R5) ⇔ (R3) and that (R4) ⇔ (R2). And of course (R2) ⇒ (R3) via Hölder exactly as in (G2) ⇒ (G3). Summing up, if one doesn't want to plug a test function in any estimate other than (C3) and (R3), where we already did it, this is enough to close all the loops of equivalences.
