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ABSTRACT 
In this work we obtain a convergence criterion for the nonlinear simultaneous 
displacements method. After some remarks on the iterative modified Newton-like 
methods, we also obtain a convergence theorem for a stationary modification of non- 
linear simultaneous displacements method. 
1. INTRODUCTION 
A process to obtain a solution of the system of nonlinear equations: 
f~(xx .... , x,) = O, i = 1, 2,..., n, 
is given the following iterative method: 
(1.1) 
where 
xO .) Y,(x  ..... x2 i=1,2  . . . . .  , ,  
f (x(J), , x(J)) ' j = O, I .... (1.2) 
i i  X " ' *  n " 
~xi 
and x (~ ~ (x~r x ,  r is a conveniently selected point. The algorithm (t.2) is also 
called method of nonlinear simultaneous displacements [7]. 
Recently C. A. Bryan [2] stated a sufficient criterion for the convergence of method 
(1.2), while J. E. Dennis [3] proved the convergence using a modification of a known 
theorem of Mysovskikh ([6], p. 717), under more restrictive conditions than Bryan's. 
Both Bryan and Dennis require that the second Fr~chet derivative F'(x) of the function 
F(x) ~ (fx(x) ..... f,(x)) must satisfy the following inequality: 
IIF'(x)II ~< K, VxeO, (1.3) 
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where ~ is a neighborhood of x (~ The calculation of K is not without difficulties: 
if we choose, for instance, the Chebyshev norm, the following inequality must be 
satisfied: 
F" x f aA(x) 
In this paper we give a criterion (Th. 3.1) which does not require the existence of 
F"(x) and is based on an inequality (i.e. (3.1)), which amounts to assume that F'(xo) be 
strictly diagonally dominant. The proof along the lines of Th. 2.1 of [1] does not 
require any restrictions on the norm, like, for instance, its monotonicity as in [2]. 
We also give a criterion (Th. 4.1 and Cot. 5.1) for the convergence of a stationary 
modification of (1.2), namely 
x / , (x ,  ..... x2  i=1,2  ..... n 
9 ~ X i  f~rx (~ x(~ ' j = O, 1 .... (1.5) 
i x  ` 1 ~ ' " '  n ] 
2. SOME DEF IN IT IONS 
Let X'* be a real n-dimensional Banach space, x ~ (x I .... , xn) a n-vector in X", 
F(x) =-- (fl(x),..., f,,(x)) a function from ~ into X", where ~ is an open set in X". Let 
F be Fr6chet differentiable at x o ~ ~9 and denote byF'(x0) the derivative at x o , which is 
an operator belonging to the space .s X") of linear bounded operators from 
X" into X" .  F'(xo) corresponds to the Jacobian matrix ofF(x) at x o . D(xo) will denote 
the linear operator corresponding to the diagonal matrix, whose/-diagonal e ement is 
f,(Xo). 
With these notations (1. l ) becomes: 
F(x) = 0, (2.1) 
and it is possible to write (1.2) as follows 
x~+ t = x~ -- D-l(xj)F(x~), j = 0, 1 ..... (2.2) 
where x~ ----- (xtx~),..., xn"~ while D-l(xj) is the inverse mapping of D(xj), when it 
exists. 
Finally, S(xo, r) will denote the open ball in X n with center x 0 and radius r and 
S(x0, r) the corresponding closed ball. 
3. ON THE CONVERGENCE OF THE ITERATIVE PROCESS (2.2) 
The following theorem, similar to Th. 2.1 of [1], guarantees the convergence of 
method (2.2) of nonlinear simultaneous displacements: 
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THEOREM 3. I. Let F be continuously differentiable in f2 C X n and let :Co ~-('2 be a point 
for which D-l(xo) exists. For any k ~ ]0, 1[ it is possible to f ind a ball S(Xo, r) such that, i f  
rl D-a(xo)J[ U D(xo) --F'(xo)H ~ k14, (3.1) 
and i f  the following inequality is satisfied: 
[[ D-1(xo)F(xo)l[ < r(I -- k), (3.2) 
then a unique point :r 9 S(xo , r) exists, for  which F(fr = O. The sequence {xj} defined 
by (2.2) converges to this point and an error bound is given by 
1. 
4 - -  k 'If xl - -  x0 [I < r (3.3) [[ ~ - -  xj [I < 4(1 -- k-- - - - - -)  
Supposing F continuously differentiable in -Q, there is, for any fixed k 9 ]0, 1 [, a ball 
S(Xo, rl) C .Q such that 
II D-X(xo)l] [I F'(x) - -F ' (xo)  H ~ k/4, Vx 9 S (x  o , rl). (3.4) 
On the other hand, since we suppose that everyf ,(x)  is continuous in f2, there is also 
a ball S(x  o , r2) C f2 such that 
II D-l(x0)lJ IJ D(x) --  O(xo)lJ <~ k/4, Vx 9 S (x  o , rz). (3.5) 
Then we consider the ball S(xo,  r) with r = rain(r1, r2). Both (3.4) and (3.5) are 
satisfied for x ~ S(x  o , r). 
Note now that from (3.1) follows the inequality 
11I- O-l(xo)F'(xo)l[ <~ k/4 < 1; 
therefore, by Banach theorem, there exists the linear operation U ~ [D-1(Xo)F'(xo)] -1 
and Jr U [[ ~ [4/(4 -- k)]; it also exists F'a(Xo) = UD-X(xo), which implies: 
[1F'-'(Xo)ll < [4/(4 -- k)] II O-X(xo)[I 9 (3.6) 
Likewise, by (3.5) we obtain 
II D-X(x)[I ~< [4/(4 -- k)] II D-X(Xo)lr, x 9 S (x  o , r). (3.7) 
By (3.1) and (3.4) it follows that 
II D-X(x0)ll H D(x) --  F'(xo) H ~< k/2, x e S(x  o , r). (3.8) 
Supposing that xx,  x2 ..... x ,  are points in S(x  o , r), we verify that x,+ x , determined 
from (2.2) wi th j  = p, also belongs to the same ball. Since x~ ~ S(xo,  r ) j  = 1, 2 ..... p, 
for everyj  = 0, 1 .... , p -- 1 we shall have 
3k 
II F(Xj+l)l/ ~ 4 I! D-l(Xo)][ [I xi+x -- xi ][, j = 0, 1,..., p --  1. (3.9) 
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Then, by (3.7) and (3.9), it follows 
II x .2  - Xj+l [I ~< I[ D-l(X~+l)ll II F(xj+011 ~< ~ II Xj+l - xj 1[, j = 0, 1 ..... p - l ,  
(3.10) 
which will imply, for (3.2), that x~+ 1E S(xo, r). Then, by induction, every point xj 
determined by (2.2) is an element of S(%,  r). So (3.10) is satisfied with anyj.  Hence 
we obtain 
; [[ xj+~ -- xj. [1 ~< 4(1 -- k) II Xl - x0 II, Vj/> 0, p >~ 1. (3.12) 
This implies that {x~} is a Cauchy sequence and converges to some point ~ ~ X". 
Letting p --* oo in (3.11), we obtain ~ ~ S(xo, r). Moreover, since F(x) is continuous 
in I2, letting j --* oo in (3.9), we deduce that F(~) ---- 0, therefore the limit ~ of {xj} 
is a solution of (2.1). 
The uniqueness of this solution in S(xo, r) also follows immediately. 
We complete the proof by noting that letting p --* ~ in (3.12) leads to the following 
inequality: 
1 4 k 'llxx __Xo[ ( ~ < ~  
[ l~- -xa l l~<a( l _k )  
which gives the error bound, when we assume x~- as a solution of F(x) = O. 
4. REMARKS ON THE CONVERGENCE OF SOME ITERATIVE STATIONARY METHODS FOR 
SOLVING THE OPERATIONAL EQUATION ~,,(X) ~ 0 
Let both X and Y be Banach spaces,/2 an open set of X,  F a nonlinear mapping 
from 12 into Y, L a linear bounded operator from Y into X. We consider at this point 
the sequence {x~} defined by 
xs+ 1 ---- x~. --  LF(xj), j ----- 0, 1 ..... (4.1) 
The following theorem gives a sufficient criterion to guarantee the convergence of {xj} 
to a solution of F(x) z 0: 
THEOREM 4.1. Let F be a mapping continuously differentiable in I2 and L be a linear 
homeomorphism of Y onto X; if there is a point x o E ~2 satisfying the following condition 
II LF'(xo) -- III ~< k0 < 1, (4.2) 
then there are k, ~ ]0, 1[ and for each k, there is an open ball S(xo , r,) C I2 such that, if 
IIZF(xo)ll < r,(1 --  k,), (4.3) 
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there exists in S(xo , r,) a unique solution z o fF (x)  = O. Moreover, in every closed ball 
~(Xo , ~), with ~ satisfying 
" " "'ILF(x~ < ~ < r~ (4.4) 
1 - -k  
we can obtain a unique solution z as the limit of the sequence { y~} defined by 
yi+x =y j  - -ZF(y~) ,  j = 0, 1,.... (4.5) 
starting f rom any point Yo ~ ~q(Xo , ~). 
Let us consider the mapping 
T : x --* x - -  LF(x) ,  x e O. (4.6) 
As a consequence of the mean value theorem, sinceF is continuously differentiable in O, 
we deduce that, for any x 0 ~ I2 and any E such that 0 < r < (1 - -  ko)/HL II, there is an 
open ball S(xo,  r,) C 12 such that, if we denote 
k, = IlL [[, + ko, 
is 
[[ T(xl)  - -  T(x2)l[ ~< k,l[ x~ - -  x~ I], Vxl , x~ E S(xo , r,), 
where k, E ]0, 1 [. 
Moreover, if x o satisfies (4.3), there exists (see [5], p. 261) a unique fixed point z of 
T in S(xo,  r~), that is 
z = z - -  LF(z) ;  
therefore LF(z )  = 0 and consequently F(z)  = O. 
I f  we denote x' = Tx for each x ~ ~q, then 
II x '  - -  x II = [[ x - -LF (x )  - -  x o 1[ ~< IlL H [IF(x) - -F(xo)  - -F ' (xo)(X - -  Xo)l[ 
+ II ZF(xo)[l + [[ZF'(xo) --111 II x - -  Xo II 
hence, (4.2) and (4.4) imply T(~q) C ~q. Then the proof is complete. 
Remarks. If, in Theorem 4.1, xo is such that F'(x0) is a linear homeomorphism of 
X onto Y, we can chooseL = F'-a(xo); then Th. 4.1 gives a convergence criterion for 
the modified Newton method: 
Ys+t = YJ - -F ' -~(xo)F(YJ) ,  j = O, 1,. . . .  (4.7) 
Note that, s inceit  must be 
r > [[ F'-l(Xo) F(xo)H, (4.8) 
z is a point exterior to the ball with center x o and radius r 1 = II F'-X(Xo)S(x0)H. 
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It may be often useful to have an error bound, when starting from some 
yoe ~q(x 0, ~). From Theorem 4.1 we deduce (see [6], p. 628): 
M '-1 ]lz --y~][ ~< - i - z~ l IF  (xo)F(yo)H, j = O, 1 ... . .  
Note that the following inequalities hold: 
l[ F'-X(Xo) Ffyo)l] = II F'-X(Xo)(F(xo + 3Xo) --  Ffxo)) + F'-X(Xo) F(xo)l] 
~< II F'-X(xo)ll II F(xo + ,aXo) - -  F(xo) - -  F'(xo) ,~Xo II 
+ II F'-~(Xo) F'(xo)ll II aXo II + II e'-~(Xo) F(xo)ll 
~< (1 + k)ll ZlXo II + IlF'-X(xo)F(xo)ll, 
where Ax o : Yo -- Xo 9 
Hence, we finally obtain 
kJ 
[I z -y ; l l  ~< -]--ZT_ k ((1 + k) llxo --Y011 + IIF'-l(xo)F(xo)l[), (4.9) 
which gives the sought error bound. By setting Y0 =x0 in (4.9) we also obtain, 
using (4.8): 
HF'-X(xo)F(xo)H < II z --Xo II ~ IlF'-l(x~176 (4.10) 
1- -k  
which locates more exactly the root z ofF(x) -~ 0. 
5. ON THE MODIFIED M~HOD (1.5) 
The analogy of algorithm (1.2) with Newton's method leads to the following modifica- 
tion of the method of nonlinear simultaneous displacements [4]: 
x~+l = x~ - -  D-~(xo)F(xj), j = 0, 1 ..... (5.1) 
For the convergence of this iterative algorithm the following criterion holds: 
COROLLARY 5.1. Let F be a mapping continuously differentiable in an open set ~2 ~ X n 
and let x o ~ ~ be a point for which D-l(Xo) exists, i.e. f , (Xo) ~: O, i = 1,..., n. I f  the 
following inequality is satisfied: 
[10-l(xo)ll IlF'(xo) --  h(xo)l[ ~< ko < 1, (5.2) 
there are k~ E ]0, 1 [ and for each k~ there is an open ball S(Xo , re) C ~ such that, i f  
II D-l(xo)F(xo)ll < r,(1 -- k,), (5.3) 
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there exists in S(x o , r,) a unique solution ~ of (2. I). Moreover, in every closed ball ~q(Xo, ~! 
with 
[I D-l(x0) F(x0)ll 
I - -  k, 
we can obtain fr as the limit of the sequence {yj} defined as follows 
YJ§ =- Y i  - -  D - I (xo)F (Y J ) ,  j = O, 1,...; Vyo ~ ~q(Xo, ~). 
Finally the error at the flh iteration is given from 
k j  
II ~ - -  YJ II ~< ~ ((1 + k,) II xo - -  Yo II + II O-l(Xo)F(xo)lr),  (5.4) 
~ohere 
1 -ko  i k, = f[ D-l(xo)[I ,  + k o [0 < ~ < fl D-l(xo)H]" 
The convergence is insured by Theorem 4.1 after choosingL = D-l(Xo). Using (5.2) 
and (5.3), (5.4) is derived from the fol lowing inequality: 
l[ D-~(xo)F(yo)][ <~ II D-~(Xo)!! ',;F(yo) --F(xo) --F'(xo)(Yo -- x0)l[ 
+ II D-l(xo) F'(xo) --  III [[ Yo - -  Xo H 
-~-[[ O-l(xo) O(xo)[I HYo - -  Xo II + l[ O-a(xo)F(xo)ll. 
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