Markov chains provide realistic models of numerous stochastic processes in nature. We demonstrate that in any Markov chain, the change in occupation number in state A is correlated to the change in occupation number in state B if and only if A and B are directly connected. This implies that if we are only interested in state A, fluctuations in B may be replaced with their mean if state B is not directly connected to A, which shortens computing time considerably. We show the accuracy and efficacy of our approximation theoretically and in simulations of stochastic ion-channel gating in neurons. [3, 4] , and quantitative finance [5] . However, stochastic simulations of Markov chains are computationally expensive. Recently published methods from various groups use diffusive and Gaussian approximations to implement these simulations more efficiently [6] [7] [8] [9] [10] [11] [12] . These approximations are less accurate with small numbers of transitioning elements, in which case the occupation numbers could have large fluctuations (high noise). Here we propose an efficient alternative to accurately simulate Markov chains regardless of fluctuations size: the stochastic-shielding approximation. This approximation is applicable when only a subset of states in the model is relevant (e.g., because they are the only observable states), or equivalently, when there are hidden (not observable) states. The name ''stochastic shielding'' stems from the fact that fluctuations in the occupation number of hidden units that are not directly connected to the relevant states have no effect on the mean and little or no effect on the variance of the occupation numbers in the relevant states. In Fig. 1 , state 2 shields the relevant state 3 from fluctuations in transitions to and from state 1. Thus, to simulate the stochastic dynamics of Markov chains, random numbers are only needed for transitions to and from relevant states, whereas all other transitions may be replaced with their mean values, reducing the computation time significantly.
Introduction.-Markov chains provide realistic models of numerous random processes in physics [1], chemistry [1], biology [2] , engineering [3, 4] , and quantitative finance [5] . However, stochastic simulations of Markov chains are computationally expensive. Recently published methods from various groups use diffusive and Gaussian approximations to implement these simulations more efficiently [6] [7] [8] [9] [10] [11] [12] . These approximations are less accurate with small numbers of transitioning elements, in which case the occupation numbers could have large fluctuations (high noise). Here we propose an efficient alternative to accurately simulate Markov chains regardless of fluctuations size: the stochastic-shielding approximation. This approximation is applicable when only a subset of states in the model is relevant (e.g., because they are the only observable states), or equivalently, when there are hidden (not observable) states. The name ''stochastic shielding'' stems from the fact that fluctuations in the occupation number of hidden units that are not directly connected to the relevant states have no effect on the mean and little or no effect on the variance of the occupation numbers in the relevant states. In Fig. 1 , state 2 shields the relevant state 3 from fluctuations in transitions to and from state 1. Thus, to simulate the stochastic dynamics of Markov chains, random numbers are only needed for transitions to and from relevant states, whereas all other transitions may be replaced with their mean values, reducing the computation time significantly.
We illustrate our method in the context of ion-channel gating to demonstrate that our approximation is effective with both constant and state-dependent transition rates, which corresponds to voltage-clamp and current-clamp conditions, respectively. Analysis of single-channel recordings reveals that ion-channel gating can be described by stochastic Markov chain models [13] [14] [15] [16] and their random currents can cause large variability in the timing of neuronal firing [17] , which may deteriorate information processing in the brain [13] .
Results.-Consider Fig. 1 as an example of a general Markov chain. N i ðtÞ denotes the occupation number of the ith state at time t, and ij is the transition rate from the ith state to the jth state, which may depend explicitly or implicitly on time. The total number of elements N in the Markov chain is preserved, so at any point in time one has P i N i ðtÞ ¼ N. N 3 ðtÞ is the only observable state, which in a model of channel gating corresponds to the conducting state. Changes in occupation numbers between times t and t þ dt are given by
where N ij ðtÞ is the number of elements that transition from state i to state j between times t and t þ dt. In particular, for the Markov chain in Fig. 1 
In stochastic simulations of a Markov chain, N ij ðtÞ is a random variable with binomial distribution BðN i ðtÞ; ij dtÞ, where N i ðtÞ is the number of trials (elements that can make a transition between state i and state j), ij is the transition rate, and ij dt is the probability of a successful trial ( 
where the 's with subindices on the right hand side are Kroenecker's deltas. Since the N ij 's are random variables, so are the Á i 's. We express each Á i as the sum of its mean and fluctuations, Á i ðtÞ ¼ " Á i ðtÞ þ Á i ðtÞ, with " Á i ðtÞ
In general, the covariance matrix of the Á i 's can be computed using (4) and (5) to obtain
In particular, for the Markov chain in Fig. 1 Þdt: Generally, if the ith and jth states are directly connected in the Markov chain and at least one is occupied, i.e., N i ðtÞ or N j ðtÞ Þ 0, then hÁ i ðtÞÁ j ðtÞi Þ 0, because some of the N ij 's that appear in Á i are the same as the N ij 's that appear in Á j . Similarly, if the ith and jth states are not directly connected in the Markov chain, one has hÁ i ðtÞÁ j ðtÞi ¼ 0, because the N ij 's that appear in Á i are different from the N ij 's that appear in Á j , and hence, their products vanish. This implies that the fluctuations in the transitions to and from the i-th state occurring between times t and t þ dt have no effect on the fluctuations to and from the jth state (and thus the occupation number of the jth state) in the same time interval, and may thus be replaced by their mean value, as long as one is only interested in the stochastic dynamics of the jth state. At successive time intervals, the fluctuations in any state eventually propagate through the whole Markov chain. We will see, however, that the variance and correlation time in the observable state are dominated by fluctuations in the transitions between the observable state and its first neighbors, so the error made is small.
For the Markov chain in Fig. 1 , the stochastic dynamics (1) can thus be integrated with only two randomly drawn numbers per time step, N 23 ðtÞ and N 32 ðtÞ, as opposed to using (2) with four randomly drawn numbers per time step, N 12 ðtÞ, N 21 ðtÞ, N 23 ðtÞ, and N 32 ðtÞ. This is the stochasticshielding approximation of the Markov chain in Fig. 1 .
We now show that the stochastic trajectories of the Markov-chain dynamics (1) and its stochastic-shielding approximation both have the same mean. The covariance matrices are different but this difference can be quantified, and, in particular, for the variance of the observable states the error is negligible. We start by rewriting system (1) in vector notation, using (5) Nðt þ dtÞ ¼ ðI þ AdtÞÑðtÞ þ ÁðtÞ;
where I is the identity matrix, and the elements of A are given by A ij ¼ ji for i Þ j, and A ii ¼ À P jÞi ij . The equation for the mean of the trajectory is obtained by averaging (7) over the ensemble . The result is formally identical to (7) but without the term of the fluctuations ÁðtÞ, as hÁðtÞi ¼ 0. Thus, the equation is clearly the same for the simplified and the full Markov chain, since fluctuations do not appear explicitly. Moreover, system (7) has a steady state satisfying hN i ðt þ dtÞi ¼ hN i ðtÞi , which leads to the condition 0 ¼ AhÑðtÞi , or equivalently,
e., the mean occupation numbers in the steady state are the null space of matrix A. We note that in the steady state, both the ensemble average and the temporal average coincide (ergodicity) and hence, may be exchanged. We thus drop subindex hereafter.
To obtain the steady-state covariance matrix of the occupation numbers, we first multiply each side of Eq. (7) by its transpose, and average over time or , hÑðt þ dtÞÑðt þ dtÞ T i ¼ ðI þ AdtÞhÑðtÞÑðtÞ T iðI þ A T dtÞþ hÁðtÞÁðtÞ T i. Because of the translation invariance with respect to time in the steady state (stationarity), one has hÑðt þ dtÞÑðt þ dtÞ T i ¼ hÑðtÞÑðtÞ T i C, where C is the matrix of the second order moments of the occupation
To solve for C, we note that A is a singular matrix, as it is not full rank and project this equation into a space that is orthogonal to the null space of A, i.e., into the rank space of A. This projection has an interesting interpretation: since the null space of A is given by the mean state occupancy hÑðtÞi, and small fluctuations are roughly orthogonal, i.e., ÑðtÞ T Á hÑðtÞi % 0, the rank space is the space of fluctuations of the occupation numbers around their means. In other words, C is the second order moment around the mean, i.e., the covariance matrix. We then compute the matrices V L and V R , whose columns are the left and right eigenvectors of A respectively, normalized so that
Next, we remove the column associated with the zero eigenvalue from V L and V R , which are then denoted byV L andV R , and the column and row containing the zero eigenvalue in D, which is then denoted byD. We next rewrite the equation in C asV
To solve for C from this expression, we take advantage of D being a diagonal matrix. The remaining calculations are analogous to the computation of the covariance matrix from the drift operator in a multivariate Ornstein-Uhlenbeck process, as shown in [18, 19] . We then finally obtain
The covariance matrices for the full and simplified Markov chains are different, as Q is different. In the full model, Q is given by (6) , whereas in the simplified model all ij in (6) that do not represent transitions to or from the observable state are set to zero. C has the important property that the sum along any column or row is zero, so that the variance of the observable state j can be expressed as a function of the covariances between the jth state and the states directly and indirectly connected to it,
In general, the covariance between any two states is smaller in absolute value the farther away they are in the Markov chain. And the covariance between two states that are directly connected is mainly determined by the shared stochastic drive resulting from random transitions between these two states, relative to the unshared stochastic drive resulting from random transitions to and from other states (see also Supplemental Material [20] ). By eliminating the stochasticity between hidden states, À P indirect C ij becomes smaller because their fluctuations are reduced, whereas À P direct C ij becomes larger because the relative amount of shared stochastic drive between the jth state and its first neighbors increases. These two changes cancel each other to some extent, and the error can be determined using (8) .
A similar argument applies to the correlation time of the occupation number in the observable states. To see this, we obtain the occupation numbers at time t þ dt þ ¼ t þ ðn þ 1Þdt by iterating (7) n times:ÑðtþdtþÞ¼ B nÑ ðtÞþ P n k¼0 B nÀk ÁðtþkdtÞ. Then, multiplying each side from the right byÑðtÞ T , and averaging over time one has C ¼ðIþAdtÞ n C¼expðAdtÞ n C¼expðAÞC, with C ¼ hÑðt þ dt þ ÞÑðt þ dtÞ T i ¼ hÑðt þ ÞÑðtÞ T i being the stationary time correlation matrix and expð. . .Þ the exponential matrix function. For small , C % ðI þ AÞC. Since A is the same for the full and simplified Markov-chain models, and C jj is roughly the same for the observable states, the fastest decay of the autocorrelation function for the occupation number in the observable states, and hence, their correlation times will be similar in the full and simplified Markov-chain models.
We now show the efficacy of the stochastic-shielding approximation in simulations of the Hodgkin-Huxley model with stochastic ion-channel gating. The details of the model and the Markov-chain layouts for the sodium and potassium channels were taken from [13] . Our software package ''stocHHastic'' provides a MATLAB implementation of the stochastic Hodgkin-Huxley model used for Figs. 2 and 3 , as well as extensions with additional ionchannel types, both of which are detailed in Supplemental Material [20] . It can be downloaded from our website [21] and ModelDB (accession number: 144468) . In voltage clamp, i.e., when the transition rates are constant, the mean, standard deviation, and correlation time of the sodium and potassium currents are the same in the approximated and exact Markov processes (Fig. 2) .
We note that the largest error made by the stochasticshielding approximation occurs for the standard deviation of the sodium current around V ¼ À38 mV, the maximal activation of the sodium channel [ Fig. 2(c) ]. However, the relative error for the means in this case is only 6.7%, which is close to the theoretically predicted value from (8), 7.2%. In the supplemental material, we show that this error is due to our approximation and not to the integration time step, as the error is independent of dt, provided that ij dt ( 1. We also compare the theoretical covariance matrices (6) and (8) with those obtained from simulations in voltage clamp at V ¼ À20 mV, chosen because sodium and potassium channels are active in the steady state at this voltage. The error in Q ii and C ii due to our approximation is again negligible for the open states.
Equation (8) was obtained assuming constant transition rates (for neurons, steady-state conditions in voltageclamp). However, the stochastic-shielding approximation is also valid in current clamp, i.e., when the transitions rates depend implicitly on time through the membrane potential. Figure 3 shows that the firing pattern (a)-(b), mean firing rate (c), standard deviation (d), and coefficient of variation (e) of the interspike intervals (ISI) of the membrane potential are the same in the approximated and exact Markov-chain models for Hodgkin-Huxley PRL 109, 118101 (2012)neurons of different sizes. In Fig. 3(f) we compare the computing time for our approximation and the full Markov process.
The good agreement between the exact and approximated models in current clamp can be explained by the nature of the random fluctuations. Below the spiking threshold, the membrane potential changes more slowly than the time constant of the current fluctuations (2-10 ms for sodium and potassium currents). This implies that the steady-state condition dV=dt ¼ 0 is a good approximation (adiabatic approximation). In contrast, above the spiking threshold, the dynamics are basically deterministic because the mean currents dominate over their fluctuations, which in turn are much slower than the membrane potential. More generally, if the adiabatic and deterministic limits are not applicable, we cannot guarantee the accuracy of our approximation. This may occur when the transition rates depend on an external variable X, and the fluctuations in occupation numbers are on the same time scale as the fluctuations in X.
Conclusions.-We have presented a method to efficiently simulate stochastic Markov-chain models. Our method relies on the fact that only the randomness in transitions to and from the observable states are relevant, while the randomness in transitions between hidden states can be neglected and replaced with mean values. We show analytically that the approximation holds for Markov chains with constant transition rates and with state-dependent transition rates with a valid adiabatic approximation. This method facilitates the in-depth study of the effects of stochastic dynamics in Markov-chain models with a subset of relevant states, as demonstrated here for spiking neurons.
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