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CHAPTER 1. INTRODUCTION 
As an airfoil is pitched upward, there is an initial increase in lift. At some angle 
of attack the increase stops and reverses itself, often quite rapidly. This loss of lift is 
called stall. Since pilots want to takeoff and land at the lowest possible speed, they 
are usually flying their aircraft very near this angle when close to the ground. The 
rapid change in lift due to stall gives them little time to correct. Thus, wings with 
improved stall properties would greatly enhance aircraft safety. 
Boundary Layer Separation and Stall 
McCullough and Gault [32] studied airfoil stall experimentally and developed 
a scheme whereby all airfoil stalls are classified as one of three types: trailing edge 
stall, leading edge stall, and thin airfoil stall. In trailing edge stall, the boundary layer 
separates near the aft end of the section. This separation point then moves forward as 
angle of attack increases. In leading edge stall, the boundary layer separates near the 
forward end of the section and does not reattach. In thin airfoil stall, the boundary 
layer separates, undergoes transition to turbulence, and reattaches at a point that 
moves aft with increasing angle of attack. 
The common feature of all three types of stall is the boundary layer separation. 
Where and how the boundary layer separates determines the specific stall mode that 
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the airfoil experiences. Since each type of stall traces out a different lift curve, an 
understanding of stall requires an understanding of boundary layer separation. 
Methods of Studying Fluid Flow 
There are many ways to study fluid flow over bodies in general and stall on air­
foils in particular. The most realistic is direct flight testing. However, there is great 
expense involved in conducting parametric full scale tests of wing designs. Further­
more, it is dangerous for test pilots to fly poorly understood configurations. These 
facts were recognized at least as long ago as the turn of the century by Orville Wright 
who was somewhat reluctant to test fly designs that his brother was unable to an­
alyze. The solution they employed was wind tunnel testing. By modeling the flow 
over wings in this way, the expense is greatly reduced and the danger virtually elim­
inated. As an engineering development tool, this form of testing has been eminently 
successful. However, the results have been less successful as a means of providing 
insight into the underlying physics of various flows. Test results have generated large 
quantities of data and some empirical rules of thumb but, as is usually the case in 
physics, data does not equal understanding. Some theoretical framework must be 
erected if tunnel results can be made truly extensible. 
The advent of the digital computer has made numerical modeling an attractive 
option. In the clean world of the computer, parametric studies involve changes in 
input files rather than expensive milling of test articles. Also, the ability to remove 
such complicating real-world effects as turbulence makes it possible to examine effects 
separately and determine relative importance. 
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Plan 
The following is an account of the development of the numerical methods neces­
sary to model viscous flow past airfoils. Chapter 2 is a brief review of the historical 
background of the methods employed. Chapter 3 is an overview of the mathemati­
cal models used. Chapter 4 describes the numerical methods by which the resulting 
equations are solved. Chapter 5 is a detailed study of vector sequence extrapolation 
techniques applied to nonlinear problems. Chapter 6 is a presentation of the results 
of applying the algorithm to the case of NACAOOxx symmetric airfoils at zero angle of 
attack and compares these results to existing Navier-Stokes calculations. In Chapter 
7, we will turn our attention to the problems associated with leading edge boundary 
layer separation. The results will be compared with asymptotic predictions. Chapter 
8 is a summary of methodology and results for a lifing case— a flat plate at angle of 
attack. Chapter 9 is an overall summary including the author's conclusions and an 
outline of directions for further work. 
No research is of unlimited scope and unlimited applicability. This effort was 
confined to two-dimensional, laminar, incompressible, steady external flow where the 
boundary layer hypothesis is valid. Although some of the results are interesting in 
their own right (especially those of Chapter 7 which may have an impact on the 
widely accepted theory of leading edge separation), the primary purpose throughout 
was to identify and overcome as many of the obstacles to accurate, efficient numerical 
modeling as possible. Much of what is reported here will form the necessary foun­
dation for extending this numerical modeling into cases of more practical physical 
significance. 
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CHAPTER 2. HISTORICAL REVIEW 
The problems of understanding the behavior of viscous flow past bluff bodies 
can be traced back to Newton ([36], Hypothesis, Bk. II, Sect. IX). Although he 
knew the correct form for viscous behavior (from which we get the term Newtonian 
fluid), his impact theory for computing subsonic drag was completely in error. In 
fact, D'Alembert showed in his famous paradox that while drag is an observed phe­
nomenon, it is impossible to find drag over closed bodies using the methods of inviscid 
hydrodynamics. 
Why, it may be asked, if Newton knew the correct form for viscosity, did he 
not apply it to the problem of drag? A close inspection of the Principia [36] re­
veals that his motivation in developing the viscosity formulation was to demonstrate 
that Descartes' rival theory of the solar system based on fluid vortices was incom­
patible with observation. Newton seemed to believe that, for terrestrial situations, 
momentum transfer was a much larger effect than viscosity, making it reasonable 
to disregard the latter. This attitude continued throughout the eighteenth century 
even after the impact theory had been replaced by the more correct formulations of 
the Bernoullis and Euler. The error that was made by these great minds has had 
its analogies throughout the history of fluid dynamics and is thus quite instructive. 
They erred by assuming that if one effect is small in comparison to another, it is safe 
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to assume that it has no impact on the large scale problem. It was this same type 
of assumption that stymied the development of a theory of separation for over two 
decades, as we will see presently. 
The inability of the mathematicians to adequately model fluid flow caused a 
rift to develop in the field. The applied scientist went on to study hydraulics while 
the mathematician developed the beautiful, if somewhat unrealistic, field of hydro­
dynamics. While the hydraulicists spent the 19th century gathering huge quantities 
of data and developing rules of thumb for design, the hydrodynamicists developed 
potential flow theory in great detail. Yet, there was the conviction that somewhere 
in the mathematics, the real world of physics was hiding. While the development 
of the viscous form of the governing equations by Navier, Stokes, and others ad­
mitted the possibility of drag, difficulties remained. Not the least of these was the 
question of boundary conditions. While Stokes [57] felt that the so-called no-slip 
boundary condition was correct, debate concerning its validity continued throughout 
the 19th century. Kinetic theory studies by Maxwell [31] ultimately showed that the 
approximation of no-slip is at least as good as the assumption of continuum flow. 
This presented a problem. Observation of thin bodies (e.g., [1], pp. 62, 79) show 
that pressure distributions closely match the results obtained from inviscid theory 
where simple flow tangency is assumed. On the other hand. Maxwell's calculations 
[31] bore out the observation that fluids are motionless at a solid surface. Prandtl 
[40] recognized that in order for both of these observations to be true, viscosity must 
act in a very thin layer near solid bodies. This boundary layer concept proved to be 
a means of eliminating D'Alembert's paradox. 
In classical boundary layer theory, the inviscid flow past the body is computed 
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first. It is assumed that any change in the the outer flow due to boundary layer 
displacement effects is small. This allows the inviscid flow to be imposed as an outer 
boundary condition on the viscous inner flow. The boundary layer wall shear and 
displacement thickness are then calculated. If a higher degree of accuracy is desired, 
the boundary layer thickness can be added to the original body and a new outer flow 
computed. This new outer flow is then a boundary condition on a perturbed inner 
flow. Such higher order calculations give very good results for finite Reynolds number 
provided the flow is attached everywhere. 
When wall shear vanishes, the flow is said to have separated. Goldstein [19] found 
that the governing equations become singular when approaching a separation point. 
This singularity limited the usefulness of the boundary layer method to attached 
flows—a relatively small sub-class of flows of interest. In general, such attached flows 
exist over relatively thin streamlined bodies. Boundary layer methods were of little 
use in the study of viscous flow past bluff bodies even though the assumption that 
viscosity acts in thin layers was still valid. 
An alternative picture of the cause of drag was the free-streamline model. This 
model is wholly inviscid. The flow past bluff bodies is divided into two parts: a 
potential flow region ahead of the body and a dead water region behind. The slip 
surface between the two regions maintains a constant pressure in the dead zone 
and is called the free-streamline. Since the "streamline" is a surface of constant slip 
velocity it is really a free vortex sheet. In the initial work of Kirchoff [24] and Rayleigh 
[41], the pressure in the dead water zone is assumed to be equal to the freestream 
value. Results using this pressure do not agree with experiment. However, if the 
experimental value for the pressure is used, the theory gives good results for bluff 
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bodies. Unfortunately, nothing within the theory itself dictates the eddy pressure. 
And although it gives fair results, there is nothing in the theory that explains why the 
flow should be modeled this way. A shear layer (where viscosity is important) acts 
like a vortex sheet. Therefore an understanding of how boundary layers break away 
from bodies coupled with the KirchofF or similar models would form a conceptual 
model of the overall separated flow. 
What was needed was a means of removing the Goldstein singularity and con­
tinuing the boundary layer calculations out into the separated region. The seeds of 
such a method were sown by Lighthill [28] but did not bear full fruit until the advent 
of triple deck theory developed by Stewartson and Williams [56], Messiter [34], and 
Nieland [37]. In their early work on the subject, they studied relatively simple situ­
ations such as shock induced separation or the flow at the trailing edge of finite flat 
plates. Sychev [58] proposed and Smith [54] verified that the triple deck structure 
was a valid form for modeling separation on smooth bluff bodies in incompressible 
flow. Only the most basic features will be outlined to show how the theory fits in 
with the rest of the work that follows. 
Ultimately, the Goldstein singularity is caused by the mistaken assumption that 
the interaction between the outer inviscid pressure and the boundary layer displace­
ment is weak. The triple deck is an asymptotic structure that allows for a strong 
interaction between these two quantities. This is accomplished by considering length 
scales in the streamwise and normal directions such that thin airfoil equations for 
pressure can be solved simultaneously with expressions related to boundary layer 
growth. The streamwise length scale that permits this interaction is 
The flow in the normal direction is then broken into three parts or decks. On the 
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0(/2e~" scale of the boundary layer, the main deck is mainly a profile perturbed 
from the onset boundary layer. The outer deck is a square region of order 0{Re~^l^) 
governed by Laplace's equation. The lower deck of 0{Re~^l^) thickness is a viscous 
region that brings the velocity to zero at the wall. 
Asymptotic methods have been very successful in providing a qualitative picture 
of laminar separation. Unfortunately, these methods have not performed as well 
quantitatively. The main reason for this is their asymptotic nature. Strictly speaking, 
the results of triple deck type calculations are valid only in the limit as Re goes to 
infinity. For finite Reynolds number, the results have tended to show the same general 
trends as full Navier-Stokes calculations but numerical values deviate significantly. 
At this point, many researchers interested in numerical precision would aban­
don asymptotics altogether in favor of Navier-Stokes solutions. Even here, asymp­
totic analysis is useful. Unless the asymptotic structure for flows of reasonably large 
Reynolds number is honored, full Navier-Stokes solutions will be inefficient at best 
and quite possibly divergent. Even when the proper asymptotic structure is taken 
into account, full solutions require large amounts of storage and long run times to 
converge. One compromise would be a method that allows for finite Reynolds num­
ber strong interaction while making the boundary layer approximations that are valid 
throughout the flow. The techniques that work in this way are termed interacting 
boundary layer (IBL) methods. 
The first step in the development of IBL methods was the demonstration by 
Catherall and Mangier [8] that if displacement thickness, 6*, is prescribed and the 
outer edge pressure is allowed to vary, it is possible to integrate the boundary layer 
equations through a separation point, effectively removing the Goldstein singularity. 
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Such a calculation is known as an inverse solution. Early IBL methods specified 
either a displacement thickness or wall shear distribution over a body and calculated 
the edge pressure implied by this distribution. Then an inviscid model would find 
the actual body implied by this pressure distribution. The solution would proceed 
iteratively until the displacement thickness or wall shear converged. Examples of the 
application of this method include the work by Cebeci and Keller [11] and Carter 
[6]. Such methods did yield separated solutions over realistic bodies—a first for 
the boundary layer method. However, the solution scheme was not very efficient, 
requiring severe under-relaxation to converge. 
The next step in the development of IBL methods was the semi-inverse method. 
Here an inverse calculation is carried out as before to find the edge velocity implied 
by the viscous model. However, the inviscid solution is direct; the edge velocity for 
the total displacement surface is found. Then some updating algorithm is employed 
to find an improved guess for the distribution of 6*. This updating algorithm is 
not implied by the system but must be devised independently. The main feature of 
the algorithm must be that the change in S* from one step to the next must vanish 
as the inner and outer edge velocities become equal. Such methods were employed 
by Kwon and Fletcher [25], Le Balleur [29], and Carter [7], for example. These 
methods converge faster than inverse methods and allow for over-relaxation to speed 
convergence even further. Many researchers are still using these methods. 
The main drawback of both of the previous two methods is that while they 
do solve separated flows, they are not really formulated in a way that emulates the 
asymptotic structure. After all, triple deck theory implies that displacement and pres­
sure interact strongly near separation. Both the inverse and semi-inverse methods 
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allow for this interaction only at the end of each global sweep. Ideally, the pressure 
and displacements would be directly coupled, allowing strong interactions to be cal­
culated directly. This is the intent of quasi-simultaneous methods first introduced by 
Veldman [61] and Davis and Werle [13]. In a quasi-simultaneous method, the outer 
flow solution is written as a boundary condition on the viscous flow. This eliminates 
the explicit inviscid solution at each global iteration that is common to the previous 
two methods. The problem is reduced to a solution of boundary layer equations that 
now have a more complicated boundary condition than before. Local strong interac­
tion is implicit in the scheme and is allowed for at each streamwise location rather 
than being incorporated at the end of each global iteration. Such methods converge 
quite rapidly even when not over-relaxed. 
A feature common to all interacting boundary layer methods is the need to solve 
for the outer inviscid flow. Since this calculation must be carried out repeatedly, it is 
desirable to use as simple a model as possible. Almost all methods to date use some 
sort of linearization method. Thin airfoil methods have tended to be the rule for 
solving for the outer flow. In such methods, the deviation of the body from a straight 
line aligned with the flow is represented by an injection velocity. Such methods give 
fairly good results provided the body in question is neither too blunt at the leading 
edge nor at too great an angle to the oncoming flow. However, it is just these cases 
that are of interest to the airfoil designer trying to improve stall characteristics. The 
leading edge stall is generally the most catastrophic and requires adequate modeling 
of the rounded surface near the stagnation point. Further, most real stalls (especially 
those in turbulent flows) will occur at significant angles of attack. To date the 
interacting boundary layer method as applied to airfoils has almost exclusively been 
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limited to the consideration of thin airfoils closely aligned with the flow. 
In an attempt to retain the attractive features of the thin airfoil method, some 
researchers have made ad hoc modifications to the theory. In the standard theory, 
the inviscid surface speed at a given point is given by 
«6 = «60 + , (2.1) 
where ugQ is the inviscid surface speed on the baseline—unity for linearization about 
the x-axis. Awe is the integral of the effect at the point of interest of the global 
injection field due to displacement. In classical thin airfoil theory, 
M 
where T the total displacement normal to the baseline. In the modified form employed 
by Cebeci et al. [10] and others, this is rewritten as 
ue{x) = ueo(a:) + ' (2-3) 
where wegC®) is the surface speed on some baseline curve that is close to the actual 
surface. The advantage of this is that the baseline curve can be chosen such that 
simple analytic expressions for beiseline surface speed can be found. There is no 
theoretical basis for this formulation, however. As a result, its validity is questionable 
when applied to separation bubbles more than a few percent of chord in extent. 
To retain the simple form of linearization models while extending their use to 
cases of high angles of attack, bluff bodies, or larger separation bubbles, Rothmayer 
[44] developed a linearized model based on mapping to a stagnation flow. Although 
the formulation was derived using complex variables, the general form was found to 
be mapping independent. The method is different from the ad hoc schemes mentioned 
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above in that Aucq is computed using thin airfoil theory in a stagnation flow (where 
it is a valid approximation). This allows the model to be used for separated flows, 
regardless of the extent of the bubble. The details of the derivation of this model are 
given in the next chapter. 
A primary objective of this study was to develop and test the theoretical and 
computational tools needed to apply Rothmayer's bluff body integrals to the study 
of separated boundary layers on two dimensional airfoils in incompressible flow. 
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CHAPTER 3. MODELING THE FLOW 
A description of this or any other interacting boundary layer method should focus 
on each of three parts: the viscous model, the inviscid model, and the numerical 
solution methods. In this chapter we will examine the flow models. In the next 
chapter, the numerical methods will be described. 
The Viscous Model 
The viscous effects are assumed to be important only near the body. Therefore, 
boundary layer equations are chosen to describe this portion of the flow. In two 
dimensions these equations are 
«S + = 0 , (3.1) 
dp 
uus + vu^ =, (3.2) 
and 
^ = 0 . (3.3) 
In these equations, s and N are the tangential and normal coordinate of some baseline 
curve that is not required to lie on the body of interest, u and v are the velocities 
in the s and N directions respectively. All variables have been non-dimensionalized 
and the v and N quantities have been scaled by to capture viscous effects. 
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This is the standard primitive variable formulation of Prandtl [40]. For convenience 
in solution, as well as to be consistent with the inviscid formulation to follow, the 
governing equations are written in a form similar to that developed by Gortler [20]. 
The tangential and normal coordinates in this system are given by 
^ — Jq WeQ(s)c?s (3.4) /O 
and 
1 = -^ ' (3.5) 
where mcq is the inviscid surface speed on the baseline curve. If the velocities are 
replaced by 
F  = u / u e Q  , (3.6) 
and 
« = + , (3.7) 
where 
the governing equations, after substituting for streamwise derivatives in the tangential 
momentum equation, become 
Vtj + F + 2^F^=0 , (3.9) 
F f f r ]  —  V F j j  +  F V i j - j - { I  —  ^ Q ) F ^  +  =  0  , (3.10) 
and 
% = 0 .  ( 3 . 1 1 )  
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The pressure gradient parameter, , is defined in terms of the boundary layer edge 
velocity, We, to be 
/?1 = . (3.12) 
Weg ^ 
This set of equations must be supplemented by the appropriate boundary con­
ditions. For the portion of the flow in contact with the body, no-slip at the wall 
implies 
F((,0) = 0 , (3.13) 
and 
y((,0) = 0 . (3.14) 
In the wake, the inner boundary conditions become more complicated. Note that 
the definition of ( is such that there are two branches of the ( coordinate curve that 
are both positive. To distinguish between the two, let be the branch going over 
the upper surface and be the lower branch. The velocity boundary conditions at 
7/ = 0 are derived assuming that u and v and their normal derivatives are continuous: 
f(l)({(l),0) = F(2)(f(2),0) , (3.15) 
= • (31«) 
F(1)(^(1),0) = -, 
, (3.17) 
and 
V , 0 )  =  | ^ V , ' ^ ' ( { ( 2 ) , 0 )  ,  ( 3 . 1 8 )  
For symmetric situations, these reduce to the familiar form 
%0) = y((,0)=0 . (3.19) 
16 
The outer boundary conditions are found by taking 7/ —> oo limits. The momen­
tum equation then becomes 
+ + = 0 • (3.20) 
The so-called V-matching condition is found by substituting the continuity equation 
into the definition of displacement thickness, noting that 
= . (3.21) 
Since displacement thickness is given by 
the matching condition becomes 
= . (3.23) 
Inviscid Modeling 
Linearizing the Outer Flow 
The first part of the inviscid model is the linearized form of the outer flow due 
to Rothmayer [44]. As mentioned above, this form is appropriate for bluff bodies. To 
derive this bluff body analog to the thin airfoil equation, we assume that we know 
or can find the surface speed past the specified baseline curve. The effect of the 
boundary layer and the deviation of the body of interest from the baseline will be to 
perturb the flow by some small amount. This perturbation will be given in terms of 
a normal injection velocity, w{a). From boundary layer theory, 
w{s) = Re-^l '^j^{ue8*-uet) . (3.24) 
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In terms of the Gortler variable, this becomes 
iw(^) = Re — uet) .  (3.25) 
Since our baseline curve is a bluff body with a stagnation point, we will assume 
that there exists a conformai transformation, z — f{z), that maps the flow past the 
baseline curve in the z-plane to a stagnation flow in the z-plane. One of the surprising 
features of the derivation is that we do not need to the function that will do this. We 
need only postulate that one exists. In the z-plane, the complex potential is given by 
F = ^ z'^ + F , (3.26) 
where is the potential for a stagnation flow (A = constant) and F is the per­
turbation of the potential due to the (transformed) surface injection. Assuming the 
injection, w = û)(^) is given, we model this situation as a superposition of the stag­
nation flow and a source distribution of strength q{x) on the x-axis: 
F { z )  =  — z ^  —  f  ç(û) ln(5 — •u)rfiZ . (3.27) 
6 6?r oo 
Therefore, on the œ-axis, 
^ = = . (3.28) 
dz 27r V—00 X — u 
Taking the Cauchy principal value of the integral, we find that q{x) = 2iv{x).  So the 
tangential velocity along the z-axis is 
û(i) = «o(z) + - / , (3.29) 
TT J—OO X — U 
where ûg is the unperturbed surface velocity. Writing this as an edge velocity (always 
positive), 
(3.30) 
U TT J—OO X — U 
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where k = I when i > 0 (the transformed upper branch of the baseline curve) and 
k = 2 when z < 0 (the lower branch of the baseline curve). Recall the definition of 
the Gortler tangential variable, 
^ ~ JQ ^eQ(-8)</'S = ûeQ{x)dx , (3.31) 
But ScQ = Ax. Therefore, 
or 
The edge velocities are related by 
Ue = Me dz 
dz 
(3.32) 
(3.33) 
(3.34) 
and if the transformation that maps the baseline curve onto the x-axis is analytic 
dx 
Ue = Ue 
= Ue 
= ûe 
ds 
dx d( 
d^ ds 
So in the plane of the baseline curve. 
•ïï \ /2(A J—oo X — u 
OQ w{û)dû 
(3.35) 
(3.36) 
Within the integral, û is a dummy variable of integration that goes like x. We would 
like to rewrite this in terms of the injection, w(^) and a new variable of integration, 
u, that goes like First note that 
dx 
w{s) = w(x) 
ds 
(3.37) 
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So, 
w(x)dx = . (3.38) 
This is true because a is non-negative by definition. In terms of this becomes 
tû(x)rfx = . (3.39) 
«60 
Substituting this into the integral and changing to baseline Gortler variables gives 
rrziiSfb" • "" 
Using the relation for the injection velocity, (3.24), and adopting a more compact 
notation, we finally have 
The form of this integral used in the interacting boundary layer method is 
using the definition 
T = ueS* — ucQt . (3.43) 
Note that i î  t  = 6* then ue = weg* What this implies is that if we can fit the 
coordinate curve through the displacement thickness, there will be no perturbation 
of the outer flow due to the presence of the boundary layer. This in effect would 
mean that the second-order boundary layer effects would be included identically in 
the solution. 
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Baseline Flow Solution by Theodorsen's Method 
In order to utilize the relation (3.42), it is necessary to be able to calculate the 
inviscid baseline surface speed, ueg- As pointed out, it is desirable to make the 
baseline curve coincide with the total displacement surface. Of course, this surface is 
not known a priori, so some simple baseline curve such as a fiat plate must be used 
initially. Then using the total displacement surface predicted by this first calculation 
eis the baseline, it should be possible to get even better results. Repetition of this 
procedure should yield a nearly optimal solution. 
The ability to do this rests on the ability to calculate «eg for the somewhat 
arbitrarily shaped baseline curves. Since the inviscid flow over the baseline is a 
potential flow, any of several methods of solution of Laplace's Equation could be 
used. One method that yields analytic solutions over simply connected closed curves 
is Theodorsen's method. The following method is adapted from the discussion in 
Abbott and DoenhofF [1]. 
Theodorsen's method is based on conformai transformation. The basic idea 
is that solutions to Laplace's Equation in one domain are valid solutions in any 
domain that can be reached through a series of conformai transformation. In the 
standard method, it is observed that if an airfoil is transformed by the Joukowski 
transformation 
the resulting curve in the -plane is nearly circular. This near circle can be trans­
formed to a circle in the ( plane by 
z = zi + C^jzi (3.44) 
oo 
n = Cexp( Y, ") (3.45) 
n=0 
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where generally the Cns can be complex. 
This method has been adapted slightly for the current use. In the standard 
method, the transformation (3.44) is used to place the stagnation streamline at the 
sharp trailing edge of an airfoil. The total displacement surface has no such closure 
point since it is not, in fact, a closed curve. However, by continuing the curve far 
enough downstream and terminating it, it can be made closed without introducing 
significant errors. In order for such a curve to be nearly circular when transformed 
into the -plane, the transformation 
is sufficient. Unit circles in the -plane transform into ellipses with the leading edge 
at the origin having semi-major axis K2 and semi-minor axis Ki — K2- The 
efficiency of the solution is relatively insensitive to the values of./^^j and K2 provided 
the resulting ellipse falls fairly close to desired curve. 
We want the baseline curve when transformed into the ( plane to be a unit circle. 
In the 2:]^-plane, the baseline curve is given by 
z = Kizi + {Ki + K2) + ^  
^1 
(3.46) 
zi = exp(A(<^) + i<f)) .  (3.47) 
So from transformation (3.45) we can say 
00 
exp[A(0) + i{^ - 0)] = exp[ ^ {An + iBn) exp(-mg)] , 
n=0 
(3.48) 
(3.50) 
(3.49) 
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From symmetry arguments, Bn = ^ for symmetric curves at zero incidence. For 
these cases 
00 
A(0) = ^ AficosnO , (3.51) 
n=0 
and 
00 
(l> = 9-)r Ansinn^  . (3.52) 
n=0 
Of course, A is a known function of ^ not 6 for a specified baseline curve. However, 
since the curve in the -plane is nearly circular , 6 and <f> are approximately equal 
and <j> can be substituted in (3.51). This is the method recommended by Abbott and 
DoenhofF [1]. To find the constants An with greater accuracy, let 
= -  r  cosne(3)d9 , (3.53) 
TT JO 
and 
^ 0 + 1 ) = ^  +  ^  s i n  ,  ( 3 . 5 4 )  
n=0 
where = <^. By iterating three or four times, 0 converges. 
The purpose of all this from the standpoint of IBL calculation is to find ueg» 
and /3q for the baseline curve. The surface speed in the z-plane as a function of 6 is 
given by 
2C// sin 9 
= I dz I '  
I ^ I 
where (7^ is chosen such that the freestream velocity in the airfoil plane is unity. 
To find we must assess ^ in the limit as z (or () goes to infinity. This 
derivative goes like 
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In the limit this becomes 
lim ^ = Kie^O , (3.57) 
Ç—>00 wy 
or 
U^ = Kie'^0 . (3.58) 
To find return to the definition (3.4). Substituting for «eg and changing 
variables: 
^ = 2Kie'^0 sined9 , (3.59) 
or 
^ = 2A'ie^O(l+cos0) . (3.60) 
To find /9q, we use the chain rule in (3.8) to find 
or 
= (3.62) 
where p is defined to be 
P = \ ^ \  •  ( 3 . 6 3 )  
This quantity can be evaluated by using finite differences for the derivatives. 
These are all the quantities needed for solving the boundary layer equations. In 
the next chapter, these relations will be the basis of the numerical methods described. 
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CHAPTER 4. NUMERICAL SOLUTION METHODS 
The Block-Tridiagonal System 
In order to solve the governing equations, they must first be put into finite 
difference form. The continuity and normal momentum equations are linear and can 
be differenced directly. Continuity is differenced about the j —1/2 point using second 
order accurate differences in both the ( and i} directions. Normal momentum and the 
r invariance equations are both differenced at the j + 1/2 point by simply requiring 
that the change from one point to the next be identically zero. 
Before the tangential momentum equation is differenced, it is put into quasi-
linearized form: 
F f f T j  —  V  F f f  —  V  F t j  +  i ^ p { F V r ^  +  F V q )  +  +  2 F { u j p  —  I 3 Q ) F  =  
-VFjj+ojjpFVrj + {ujf  -  0q)F^ + {1-L0f)uu2^FF^)j:gj, j jug^j,^ , (4.1) 
where 
f 1 F > 0  
Wj? = < (4.2) 
[ O  F < 0  
and ojij is set equal to zero for the FLARE approximation [42] and unity for upwind 
differencing of the separated region. The careted values in (4.1) are guessed values. 
The guessed values used are the values at the previous iteration. The momentum 
equations are then differenced in second order accurate form at the j point. 
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The differenced forms of the continuity, tangential momentum, and normal mo­
mentum equations on the upper and lower branches are then assembled into the 
tridiagonal form: 
+ [D^]xj + . (4.3) 
In this form, we have introduced the solution vector, x, defined to be: 
= L v(2) f(l) ^(2) /3p) J . (4.4) 
Solution by the Thomas Algorithm 
The Thomas algorithm is applied to this system by writing the relationship 
between Xj and Xj^i as 
Xj = [R^]xj_i + , (4.5) 
or 
Xj^l = [R^'^^xj + {s^+^} . (4.6) 
Substitution into the tridiagonal form (4.3) gives 
[ R ^ ]  = - [ A j R 3 + ^ + D ^ ] - ^ [ B j ]  , (4.7) 
and 
{ s ^ }  =  [ A ^ R 3 + ^ + D j ] ~ ^ { J .  ( 4 . 8 )  
Inner Boundary Conditions 
The inner boundary conditions present some problems. By the way the recursion 
arrays are defined, the value of will satisfy the governing equations regardless of the 
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value of the solution vector at the ?/ = 0 line. This presents no difficulties on the 
body surface where the no-slip boundary conditions specify the values of xj uniquely. 
It becomes a bit more complicated in the wake, however. Here, only relationships 
between the components of the solution vector on the zero line are known, not their 
actual values. It is necessary to find the values of these components to start the 
solution sweep. 
To do this, the wake boundary conditions, (3.15)-(3.18), are written in second 
order accurate finite difference form and expressed as: 
[Ql]4 + [Q2\^2 + = {0} • (4.9) 
Substituting the recursion relation (4.5) into this equation and solving for 
H = -[01 + Q2R^ + Q^R^R^r^{Q2S^ + QziR^s'^ + s^)} . (4.10) 
By setting equal to the identity matrix and [Q<^ = [Qg] = [0] this will give 
the no-slip boundary condition trivially. When the matrices are allowed to take the 
form described above, (4.10) will guarantee that the value of the zero line solution 
vector will be such that both the inner boundary conditions and the governing equa­
tions are satisfied. By formulating the inner boundary conditions in this way, it is 
possible to solve the governing equations everywhere in the solution domain using the 
same algorithm. This provides strong coupling between the upper and lower branches 
everywhere, but especially where it is most needed: at the leading edge and across 
the wake. 
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Outer Boundary Conditions 
The solution of the governing equations involves two sweeps at each streamwise 
location: a downward sweep in which the recursion arrays are calculated from (4.7) 
and (4.8), and an upward sweep in which the updated values of the solution vector 
are obtained from (4.5). In order to initiate the downward sweep, the values of the 
topmost recursion arrays, [R"^] and {5*^}, must be known. It is at this point that the 
solution is coupled to the outer flow. 
The values of and are found by writing the outer edge conditions in 
the form: 
[î)]xj + [B]xj_i = {c} . (4.11) 
By comparison with (4.5), 
[R'\ = -[brHB\ , (4.12) 
and 
{/) = |DHc} . (4.13) 
Two of the rows in (4.11) come from differencing at the J —1/2 point the infinite 
limit of tangential momentum written quasi-linear form: 
FVri + FVr^  + Pl^ 2F{l-pQ)F = FVr} • (4.14) 
Another two rows come from differencing the continuity equation at the 7—1/2 
point. The last two rows are supplied by coupling the inner and outer flows. 
The coupling between the boundary layer equations and the outer flow is quasi-
simultaneous. The method here is based on that of Veldman [61] and Davis and Werle 
[13]. The main difference is that no symmetry is assumed and the solution between 
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upper and lower branches is coupled directly. The coupling is accomplished by making 
the outer flow solution a boundary condition on the boundary layer equations. This 
is done by combining the V-matching condition, (3.23), and the bluff body integrals, 
(3.42). First, (3.23) must be differenced in ^ and rf and solved for UeS*. Then 
substitute for ueS* in terms of components of x. This is done by discretizing the 
bluff body integral. 
First, assume that the boundary layer thickness is constant downstream of the 
computational domain. This is an approximation to the Goldstein [18] wake form: 
Experimentation later showed that no significant difference existed between the solu­
tions obtained using a constant thickness approximation and (4.15). The assumption 
of constant thickness downstream greatly simplifies the expressions that must be 
inserted into (4.9). 
The computational domain is then broken into I  intervals. The upper and lower 
boundaries of the ith subinterval of the fcth branch are defined to be at [0^ and 
[^2,i+l)^]^^^ with the midpoint at The bluff body integral (3.42) is then 
integrated by parts and discretized, assuming T constant in each subinterval. This 
is essentially the recipe used by Davis and Werle [13]. The bluff body integral then 
takes the form: 
(4.15) 
(4.16) 
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where the influence coefficients are given by: 
-1 . _ J 
(ff .)^+(-l)"ï+^+l0f .0^2 
1 . _ , 
(4.17) 
These relations are used assuming that all T's except those at the current i  are 
constant. By doing this, it is possible to combine (4.16) with the definition of T to 
solve for UeS* which is in turn inserted into the discretized form of the V-matching 
condition (3.23). This yields two expressions that are functions only of the solution 
vector components at the J — 1 and J levels: 
2 I  
- 1) = É { è 
m = l  3 = 1 , j ^ i  
- ua^tf + ^((J - l)Fj?Li -(•>- 2)^7)1} • (^-18) 
This is the proper form for inclusion in (4.11). 
As described above, the solution at each streamwise station begins by calculating 
the outer boundary conditions on the recursion arrays. Then, the recursion arrays 
are calculated down to the ?; = 0 line. Using the three arrays nearest the lower 
boundary, the values of the components of the solution vector at the lower bound­
ary are found. The solution is then swept upward, finding the new values at each 
point before moving downstream to the next solution line. Since the outer boundary 
conditions contain values of T at each station, and some of the governing equations 
and boundary conditions are quasi-linearized, multiple streamwise passes through 
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the grid are necessary to fully converge the full solution. However, since the upper 
and lower branches have been strongly coupled, the solution should converge fairly 
quickly for separated or attached flows. 
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CHAPTER 5. CONVERGENCE ACCELERATION METHODS 
Using the methods described in the previous chapter, the resulting block tridi-
agonal system consists of 6 x 6 blocks as opposed to the 3x3 blocks of the standard 
quasi-simultaneous methods. In return for these larger blocks, the computational 
mesh requires matrix inversion at roughly half as many points. Even so, this method 
will take more computations, everything else being equal. The hope that the formu­
lation will converge faster is only valid if the problem is not symmetric, and even 
then the actual improvement in convergence properties would be difficult to assess. 
For these reeisons, it is desirable to accelerate the numerical solution if possible. 
The standard way to speed the solution to convergence would be over-relaxation. 
Since the reason for multiple grid sweeps is that 6* is not at the correct value, it makes 
sense to accelerate 6* after each global iteration. Using the standard over-relaxation 
form, the improved displacement thickness at each streamwise station would be given 
by 
4 - ( l -  w ) 6 * "  ,  ( 5 . 1 )  
where w is between 1 and 2 for over-relaxation. The drawback of this method is that 
the optimum value of u is grid and problem dependent to some extent. Therefore, 
finding the best value requires some experimentation, calling into question its useful­
ness as a means of saving computer time. What is needed is a method that effectively 
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adjusts w based on the behavior of the solution. The acceleration schemes described 
below are a means of doing just that. 
The investigation into the acceleration schemes began as a search for a satis­
factory convergence criterion. The basic idea is that the common criteria, baised on 
change in some parameter from one iteration to the next are essentially inadequate in 
that differing rates of convergence are not considered. These common criteria would 
indicate a converged solution when the change from one step to the next is a small 
fraction of the change from the current value after an infinite number of iterations. 
To guarantee a sufficiently converged solution, this criterion is usually several orders 
of magnitude below the desired total error tolerance. Its exact value varies from prob­
lem to problem and grid to grid depending on how rapidly the solution is converging. 
Thus, the definition of one global convergence criterion has always been suspect. 
To better define the total error, consider the convergence of a quantity Z that is 
being iterated upon. Now, suppose that Z converges such that 
I Z'^  — Z^~  ^ I 
— , —  , — jL — C = constant . (5.2) 
I I ^ ^ 
In (5.2), the constant, C will be less than one for convergent schemes. Otherwise, 
errors in the calculated value of Z will grow. If Z converges in this way a plot of 
log— Z^~^\ against iteration level, i, will be linear. In fact, such "log-linear" 
convergence is fairly common in iterative calculations, including quasi-simultaneous 
IBL calculations. We shall see why that is so in the following sections. For now, let 
us assume that it is the case. If Z^ does converge in this way, it is possible to predict 
value of Z after m more iterations: 
zi+m ^ 2} -t- ~ ^^ \z^  - Z -^^ ) . (5.3) 
1 — (v 
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To predict the fully converged value, take the limit as m —> oo: 
Z°° = . 
1 — G 
(8.4) 
Using the definition of C yields the very simple relation: 
2ZÎ-1 - - ZÎ-2 (5.5) 
Then the total error at the current level is 
(5.6) 
So if the results of an iterative calculation converge geometrically, it is possible to 
guarantee sufficient convergence by (5.6). On the other hand, if it is possible to 
predict the converged value, why not simply take this predicted value to be the final 
value? This is the heart of the simplest of "vector sequence" acceleration schemes 
The reason for using IBL methods in the first place is that it is impossible to 
calculate separation properly in classical direct boundary layer methods because of 
the strong interaction between displacement thickness growth and the edge pressure. 
If the displacement thickness distribution were to converge in log-linear fashion, the 
above development would suggest that it would be possible after a fairly short time 
to compute the converged values of 8*. Then to accelerate the solution, it would 
only be necessary to compute the proper corresponding edge velocity from (4.16). 
Typical run times for the calculations reported in the chapters that follow where such 
an acceleration scheme was applied were around 50% of those that were conducted 
without any special treatment. Such savings more than offset the storage penalty 
involved in storing the values of 6* for three iteration levels. Given such savings. 
such as Aitken's method [2], or the "net point" method of Lyusternik [30]. 
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the question arises as to whether more sophisticated acceleration techniques of the 
same type might yield even better results. To answer this question, it is necessary to 
examine the underlying theory of such methods in greater detail. 
We begin by noting that the differenced form of the governing equations of fluid 
dynamics are often solved (as in this case) by a point-iterative scheme of the form 
4"^ = , (5.7) 
where the a:^'s are the independent variables at a finite number of grid points. The 
methods descibed below operate on the stream of intermediate i terates (termed vector 
sequences herein, following the terminology of Smith, Ford, and Sidi [51]) generated 
by any mapping of this form. The extrapolation techniques predict the converged 
result of the sequence based on a relatively small number of iterations. 
Linear Theory 
Vector sequence extrapolation schemes operate on the series of residual vectors, 
, (5.8) 
to calculate the converged solution vector, To see how this is accomplished, 
it is necessary to understand how linear mappings converge or diverge. The point 
iterative scheme (5.7), in linear form, is 
+ bi , (5.9) 
where the components of A^j and are constant and repeated indices imply sum­
mation. The residual of the resulting vector sequence is then 
. (5.10) 
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So, the residual at any iteration level, n, is simply 
, (5.11) 
where the initial residual is a function of the initial vector of the sequence. It is 
important to note the notational difference between a superscript enclosed in paren­
theses and one that is not. A superscript in parentheses denotes the value of the 
quantity at that iteration. A superscript alone denotes raising the quantity to that 
power, or in the case of matrices, multiplying the matrix by itself that many times. 
If A^j is a diagonalizable matrix, then (5.11) can be written 
, (5.12) 
where the matrix Tjj is the matrix of right eigenvectors, S^j is the inverse of and 
is the diagonal matrix of the eigenvalues of Ajj: 
^ij  - (5.13) 
0 2 ^ i • 
These eigenvalues are ordered such that | > IA2I > > |A^|. Therefore, from 
(5.12) the residual can also be written in the form 
4"^ = EiiXl + Ei2X^ + --- , (6,14) 
or 
u \ " ^ = E i j X j  ,  ( 5 . 1 5 )  
where the components of are constants depending on the eigenvectors of A^j 
and the initial vector. Since we have chosen to order the eigenvalues by decreasing 
magnitude, as the number of iterations increases, the number of eigenvalues that 
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significantly contribute to the convergence behavior decreases. In fact, in the limit 
of n —» oo, the residual will behave like 
• (5-16) 
This is the well known result that the largest eigenvalue of the system must have a 
modulus less than unity for convergent schemes. Logarithmic plots of this residual 
will become straight lines in the limit as iteration number becomes large. Figure 5.1 
illustrates this type of convergence. As mentioned above, this is a fairly common 
convergence mode for both linear and nonlinear systems. 
This log-linear limit behavior is actually one of three main possibilities and 
corresponds to behavior for Aj real with the modulus of all other eigenvalues less 
than |Aj|. It is also possible that the second eigenvalue could be the negation of the 
real first eigenvalue, Ag = — A^. In this case, the residual will alternate between two 
straight lines, resulting in a saw-toothed behavior, as illustrated by Fig 5.2. Finally, 
Aj and A2 could form a complex conjugate pair, 
^1,2 = 1^1 ' (5-17) 
in which case, the residuals will converge like 
= e^|Ai cos(i^» wj . (5.18) 
Such convergence is of a scalloped form where the upper bound is a straight line of 
slope log |Ai |. Figure 5.3 depicts this type of behavior. The residuals plotted in these 
three figures are those obtained by iterating on three different 3x3 linear systems 
in a Gauss-Seidel fashion. The coefficients were adjusted in each case so as to yield 
the various behaviors. It is interesting to note that the complicated behaviors seen in 
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nonlinear systems of very high order can also be seen in such simple low order linear 
systems. 
Extrapolation methods 
By noting that at least some point iterative schemes converge like (5.15) with 
Aj real, it is possible to predict the converged value of the vector sequence to first 
order. This is done by noting that (5.15) implies that 
= • (5-19) 
This explains the postulated behavior given in (5.2). Thus, the extrapolation relation 
given by (5.5) is a valid first order approximation provided the dominant eigenvalue 
of the mapping is real and unique. 
Such first order extrapolations do significantly accelerate solutions but they can 
only be applied in the log-linear convergence region. Furthermore, they are not valid 
without modification for sawtooth or scalloped convergence. In order to make the 
extrapolation effective earlier as well as to account for cases where more than one 
eigenvalue contributes, higher order extrapolation techniques are needed. Several 
different types of such methods exist. Among these are the Minimal Polynomial 
Extrapolation of Cabay and Jackson [5], Reduced Rank Extrapolation of Eddy [15] 
and Mesina, [33] (both described in detail by Smith, Ford and Sidi [51]) and the 
Distributed Residual Method described by Lee and Dulikravich [26]. Although they 
differ in details, the overall intent is the same for all of them. All these methods 
hope to improve the quality of the predicted solution by fitting the residual behavior 
to some truncated form of (5.15). To illustrate, the basic methods of one of these 
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Figure 5.1: Log-linear convergence 
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Figure 5.2: Saw-tooth convergence 
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Figure 5.3: Scalloped behavior 
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schemes, Minimal Polynomial Extrapolation (MPE), will be outlined. 
MPE works by assuming the converged value of the solution can be found from 
a weighted average of some finite number, fc, of consecutive x^*'s. In other words, 
4°°' = E . (5.20) 
i=i 
where 
k 
^ 7j = 1 . (5.21) 
The weighting coefficients, 'yj are found by solving the overdetermined set of equa­
tions; 
CQwi") + + • • • + (5.22) 
and choosing = 1. The other coefficients are then found by a linear least squares 
method such as that of Sidi [50]. If the residual can be assumed to converge like 
(5.15) truncated to the first k eigenvalues, then the c^-'s and the 'yj^s are related by 
yj ~ —h ^ • (5.23) 
^m=l 
Nonlinear Systems 
By going to higher orders, it should be possible to extrapolate to the final solution 
much earlier. Indeed, for linear systems this is the case. For instance, Sidi [50] was 
able to reduce iteration numbers by a factor of 10 for a linear system of dimension 1000 
using an extrapolation of order 10. In fact, if the computations could be performed 
with infinite precision, it would be possible to extrapolate to the exact solution by 
letting the order of the fit, k, equal the order of the system, N, Of course, N + 2 
iterations would have to pass before there was enough data to conduct the fit. And 
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at that point, it would be necessary to invert an N x N matrix to find the weighting 
coefficients, which is as difficult a problem as the original. However, relatively low 
order fits (k=10-15) give astonishing savings for linear systems. It is therefore natural 
to attempt to apply these methods to nonlinear problems such as those of fluid 
dynamics. This has been done Sidi and Celestina [49] and Lee and Dulikravich [26], 
for example. Here the results have been good but not as remarkable. In this section, 
we offer an explanation of why that may be. 
First, it is necessary to understand why extrapolation techniques developed for 
linear systems would be considered appropriate for nonlinear ones. If the nonlinear 
operator, of (5.7) is expanded about its stationary point, the value of can 
be written 
=  6 -  +  +  • • • • ,  ( 5 . 2 4 )  
which when is sufficiently close to would appear to be aproximated by 
^(n+l) _ . (5.25) 
Thus, for solutions near the converged value, linear behavior is expected to result. 
Yet, some degree of approximation is inherent in assuming a form like (5.25). The 
amount of error incurred by approximating in this way can be assessed by examining 
what (5.24) implies for the calculated eigenvalues. To do this, first find the residuals 
that the mapping (5.24) implies: 
4"^ = , (5.26) 
or 
„(") = , (5.27) 
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( ) 
where the residual transition matrix, is defined as 
= ^ i j  + + • • • • (5.28) 
Alternatively, the residual transition matrix can be defined recursively: 
Af = + + • (5.29) 
This is the form the extrapolation actually sees. It is interesting to compare this 
form with the linear form, (5.10). Such comparison reveals the essential difference 
between linear and nonlinear vector sequences. While the residual transition matrix 
in linear systems is not dependent on previous residuals, in the nonlinear system this 
history is retained. The errors that arise in applying linear-based models to nonlinear 
problems stem from this essential difference. 
An estimate of the error incurred by assuming linearity can be found by compar­
ing the eigenvalues of A^^^ and If the residual transition matrix is written 
in similar form, 
and each of the matrices is assumed to be perturbed by some small amount, e <C 1, 
then the transition matrix can be shown to be 
• (5.31) 
Since B^jj^ is 0(1) in general and the residuals converge like |Ai|^ in the limit, 
comparison of (5.29) and (5.31) yields e ~ 0(|Ai|'^). This implies that the stepwise 
behavior of the eigenvalues of the residual transition matrix can be expanded in the 
form 
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where are unknown functions of iteration level that depend on the higher deriva­
tives of the mapping. If the original nonlinear mapping is quadratic, these functions 
are constant. For higher order mappings, they are complicated functions of n. 
What does this imply for vector sequence extrapolation? Such methods rely on 
the assumption that for a Ath order fit, the residuals decay like 
+ aisAg + • • • + 0(14+11") • (5-33) 
We now see however that the first term will actually behave like 
(A'I"')" ~ Ay(l+n(i(r.)Ay) + .--
~ H • (5.34) 
So in general, a nonlinear algorithm can only be considered linear to the extent that 
the eigenvalues considered are greater in magnitude than This presents a 
means of classifying how nonlinear a system is. The order of nonlinearity can be 
defined as the number of eigenvalues of the system that are greater than the square 
of the magnitude of the dominant eigenvalue. 
The order of nonlinearity is independent of the strength of nonlinearity. While 
order of nonlinearity determines the asymptotic behavior as the iteration approaches 
convergence, strength determines the degree to which nonlinearity affects the solution 
early in the iteration. Throughout the derivation above, we assumed that the effect 
of the nonlinear terms was 0(1). If the nonlinear terms were instead quite small with 
respect to the linear ones, perhaps due to a fortuitous choice of initial conditions, we 
would see that while the nonlinear behavior described above would hold in the limit, 
early in the iteration the convergence would in fact appear linear to the extrapolation 
techniques. The conclusion is that while nonlinear effects exist for all nonlinear 
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systems, they may be negligible for those problems where the nonlinearity is weak. 
An example of this is the low Mach number Euler solutions of Lee and Dulikravich 
[26]. Here the convergence of the extrapolated sequence is faster than would be 
predicted above. However, for the case in question, the problem is essentially a linear 
potential flow problem. For general nonlinear systems, it may be assumed that the 
nonlinearity is not weak, else a linear approximation to the solution would suffice. 
As an example of the nonlinear effects discussed thus far, we examine the nu­
merical solution of a steady form of Burger's equation, 
vvx = vxx , (5.35) 
on the interval [0,1] with boundary conditions u(0) = 0 and u(l) = 1. This equation 
has an analytical solution given by 
t;(a!) = atan(^) , (5.36) 
where the constant, a = 1.306542374, satisfies the boundary conditions. This equa­
tion was solved on a 101 point grid in Gauss-Seidel fashion: 
- ""i 2Ax ' 
To verify the conclusions above, it is desirable to study the convergence of this nu­
merical scheme for a range of dominant eigenvalues. To do this, the grid could be 
refined or the boundary conditions could be changed. Both of these alternatives 
would change the basic character of the solution, however. Changing the bound­
ary conditions changes the final solution while refining the grid changes the relative 
strength of the nonlinearity. It was decided to affect changes in the eigenvalues by 
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using successive relaxation at the end of each grid sweep. The relaxation took the 
form: 
+ (1 - w)a;W . (5.38) 
This relaxation was done only to alter the eigenvalues, not to stabilize or accelerate 
the calculation. The altered eigenvalues of the relaxed form are 
= u)Xj + (1 — w) , (5.39) 
where Âj's are the eigenvalues for w = 1. At the end of each sweep, the dominant 
eigenvalue as predicted by MPE was calculated. If the nonlinear theory is correct, 
then stepwise changes in this dominant eigenvalue should behave like 
A("> - A'"-') = AAW ~ AÎ ~ 0(4"') , (5.40) 
So the slope of the log plot of the change in should be the same as that of the 
residual itself in the limit of large n if the system is first order nonlinear. Figure 
5.4 shows that this is the case for a relaxation parameter of unity. Figure 5.5 shows 
the result for a range of relaxation parameters. The quantity ^(logAAj) is the 
aymptotic slope of AAj on a log plot. The eigenvalue itself was found from a first 
order MPE calculation. The slope was found from linear least squares of the change 
in Aj for the last 500 iterations before numerical précision problems ensued. A 
slope of unity in a plot like Figure 5.5 indicates first order nonlinearity from (5.40). 
The problem appears to be first order nonlinear throughout the range of dominant 
eigenvalues considered. The implication is that extrapolations of greater than first 
order would not yield significantly better results. 
To verify that this results from the nonlinearity of the problem, a linear version 
of the problem was solved numerically. In this linear problem, the differenced form of 
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the derivative on the right hand side of (5.37) was replaced by the exact value found 
from differentiating (5.36). Eigenvalues were again varied by applying the relaxation 
formula, (5.38). Since the linear and nonlinear schemes have the same converged 
value, it was expected that the asymptotic slopes (log Aj ) of the residuals would 
match. Comparison of Figures 5.4 and 5.6 reveals that is so. However, since the 
residual of Aj should go like (^)'^j the eigenvalue residual slope of the linear scheme 
should be steeper than that of the nonlinear one. It is clear from Figure 5.6 that 
this is so for a relaxation parameter of unity. Indeed, Figure 5.7 shows that this is 
the case for the entire range of eigenvalues considered. These results appear to verify 
that the theory of nonlinear systems outlined above is correct. In fact, the suggestion 
is that the effect of nonlinearity is to add a large, possibly countably infinite, number 
of eigenvalues to the system. Of these additional eigenvalues, at least a few will be 
significant in comparison to those from the purely linear problem. The net effect is 
that a given order of extrapolation will tend to converge more slowly for nonlinear 
problems than for their linear analogs. The dominant nonlinear term, A^, places an 
effective limit on the linear extrapolation schemes. 
An Information Theory Perspective 
The A^ behavior of nonlinear vector sequences seems to be a consequence of the 
quadratic convergence of linear-based extrapolation schemes. In this section we make 
arguments pertaining to the overall limitation such convergence implies. 
Information theory, originally developed by Shannon [47] for analysis of commu­
nication systems has been found to be useful in understanding the chaotic behavior 
of certain scalar nonlinear systems, (e.g., Shaw [48]) However, the theory itself can 
48 
•5 
-7 
9 
0 1000 2000 3000 4000 5000 
Iteration number, n 
Figure 5.4: Residual and eigenvalue residual for nonlinear model problem for w = 1 
49 
-2.4 
-3.2 -
-4.0 -
10^ log 
-4.8 
-5.6 -
-6.4 
-6.4 -5.6 -4.8 -4.0 
10^4 (log API,) 
-3.2 -2.4 
Figure 5.5: Slopes of eigenvalue residuals vs. eigenvalues obtained by varying w 
50 
10 
10 
10 
10 
10 
0 800 1200 1600 2000 400 
Iteration number, n 
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be a powerful tool in the analysis and understanding of iterative mappings in general, 
whether scalar or vector, linear or nonlinear, stable or unstable. In order to see this, 
certain basic concepts of the theory must be introduced. 
An iterative, convergent algorithm is certainly a source of information concerning 
the converged solution in a colloquial sense. To use the theory, however, the term 
information must be understood in the technical sense. Central to the technical 
definition of information is the concept of communication entropy. Entropy in this 
sense is a measure of the uncertainty one has in the state of the system. In particular 
for continuous quantities, that solve (5.7), the entropy, H{xi) is defined to be: 
In this expression, p d V  =  p i x j )  d x i  • • • d x j \ f , i s  the probability that the final solution 
will lie with the incremental volume, dV, centered about Xj. Obviously, 
If common (base 10) logarithms are used in (5.41), entropy can be interpreted as the 
index of the least significant digit to which the solution can be given. For instance, if 
the entropy were -1.6, we could say we are certain of the solution to one decimal place 
right of the decimal point. This definition is reasonable at least in the limiting cases. 
If the probability distribution is a constant, e —> 0, over the entire vector space, it 
would mean we are completely uncertain of the solution and the entropy can be seen 
to go to positive infinity. If the solution is completely known, the p-distribution is 
an impulse function centered at the solution point. In this case, the entropy goes to 
negative infinity, i.e. we know the solution to an infinite number of decimal places. 
(5,41) 
(5.42) 
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Since the probability distribution that we would assign to the final solution 
depends on the convergence behavior of the vector sequence, the entropy as defined 
in (5.41) is really a function of iteration level, H = If the solution vector 
were changing rapidly, we would assign a broader probability distribution to the final 
solution than if it were changing very little. We can then calculate a quantity, /(**), 
such that 
/(«) = ^(«-l)(a;.) _ ^(")(x-) . (5.43) 
This I is defined to be the information about the final solution contained in the 
current iteration. 
Like many technical terms borrowed from natural language, the connection be­
tween the technical quantity termed information and its everyday counterpart may 
not be very clear. But consider what (5.43) says in words: the information contained 
in an iteration is the reduction in uncertainty about the final answer. This seems a 
very natural definition when stated this way. 
Thus far nothing has been said about the form the probability distribution takes 
or how it may be found. These problems are often the most challenging part of 
the information analysis. For truly stochastic processes, it is rather easy to assign 
probabilities at least for systems that take on discrete states. For instance, if the 
process being described is a fair coin or die, the probabilities of each possible out­
come are quite apparent. However, in cases which are not truly random, such as 
the sequence of letters of the alphabet that compose some unknown message, the 
probability functions are not as easy to assess. To a great extent, the probabilities 
that are assigned in this case depend on the assumed sophistication of the recipient 
of the message. A child just learning to read may be "surprised" at each of the letters 
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in the line of text she is reading but an educated adult certainly is not. Certainly, 
we all fill in blanks in words or skip over entire words while reading and still receive 
the full message. We can do this because we know from experience that in given 
contexts certain sequences of letters and words are far more likely to occur than oth­
ers. However, capturing the ability of the recipient to extract meaning from context 
in terms of probabilities would mean that the true probability distributions would 
depend strongly on the individual. In the design of communication equipment, this 
is not a terribly serious problem. In the case of teletypes, for example, it is assumed 
that each letter occurs with characteristic probabilities regardless of context. The net 
result is to assign greater information content per symbol than is probably correct 
but this results in hardware and software that is designed to be more reliable than is 
absolutely necessary. 
A similar problem exists for this application of the theory. If we are to speak of 
probabilities being assigned to states we inevitably must consider who is doing the 
assigning. If we assume that the probabilities exist independent of observer as in the 
case of the fair coin, we are not correctly modeling the overall man-machine system. 
After all, the final converged solution for a given problem with given boundary con­
ditions is not a stochastic variable. There is only one solution to which a convergent 
series converges. (There may be more than one true solution to the system, but a 
convergent iterative process will only discover them one at a time.) So if the solution 
represents one deterministic point in the vector space, how can it be appropriate to 
consider probability in the outcome at all? The point is this: we may know that 
the solution proceeds to some fixed point in a deterministic way but we do not know 
exactly which point that is or how it gets there. If we did, we would not have written 
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the algorithm in the first place. So the probability distribution in (5.41) is that which 
an observer, without full knowledge of the final answer, would assign. 
At first, this may seem somewhat disturbing. If the only way we can assess 
information content in a vector sequence is by examining the interpretive power of 
the individual researcher, it would appear that the problem falls within the purview 
of psychology and sociology rather than mathematics. Since mathematical modeling 
within these sciences is currently in its infancy, it would seem that quantification of in­
formation in numerical schemes is a practical impossibility at this time. Fortunately, 
this difficulty is more apparent than real. As in the teletype example above, relatively 
simple models for interpretive ability should suffice to give relevant results. Simple 
modeling of the inductive method based on the individual judgement of researchers 
is often termed a "Bayesian" perspective. 
The development of the theory of observer-dependent probabilities has been dis­
cussed quantitatively by Polya [39] and more rigorously by Howson and Urbach [21]. 
From the standpoint of the "consumer" of the theory of probability, the most impor­
tant result of these works is the demonstration that observer-dependence affects only 
the interpretation of results of the probability calculus, not its mathematical validity. 
Thus, if we can agree that observer-dependent probability exists, the mathematical 
treatment that follows from this will be valid. And the leap to this agreement does 
not seem too great. We often apply probabilistic interpretations to deterministic 
systems that have "the man in the loop". In the fair coin example, assigning 50-50 
probability to heads or tails does not imply that we do not believe that the trajectory 
of the coin through the air is determined by classical laws of motion. It simply means 
that the assessment of the effects of genetics, environment, meal eaten today, etc.. 
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on the coin tosser is a much more complicated problem than we would care to deal 
with. We effectively model all these effects by ignoring them. In this problem, we 
seek to model the researcher in a similarly simple fashion. 
The model that is used here is based on observation of how convergence criteria 
are commonly defined. When a convergence criteria is selected, the individual is 
saying that with some sufficiently high probability, the converged solution falls within 
some sufficiently small region centered about the current value of the solution vector. 
A common convergence criterion is 
maxjo;^""^^^ = max|«j"^| < , (5.44) 
where ej is a constant typically one or two orders of magnitude less than the ac­
ceptable tolerance on the error from the converged solution. Since the probability 
distribution is assumed to become narrower as the solution converges, (5.44) implies 
that 1/uJ ' should appear as a parameter in the induction model. Thus, we will 
assume that the appropriate model for a given researcher for each variable in the 
vector is given in terms of the normalized variable, where 
( ^1°°' - 4 
4") 
such that the probability distribution is independent of iteration level: p = p(^^). 
The advantage of choosing the model in this way is that the entropy can be shown 
to be 
=\oguf^ + K , (5.46) 
where the entire effect of observer-dependence in the p-distribution is contained in 
the constant, K. Clearly, then for this type of model (5.43) and (5.46) imply that 
5.45) 
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Figure 5.8: Block diagram representation of iterative algorithms 
the information content of each iteration is independent of the individual researcher. 
Specifically, this model states that although uncertainty in the result varies from 
individual to individual, all observers gain the same amount of information from a 
given iteration. This seems to be a reasonable model of the actual induction process. 
The almost universal use of logarithmic plots to depict convergence history tends to 
support this model. 
With these results in hand we are ready to make use of perhaps the single most 
important result of Shannon's [47] work: the fundamental theorem of communica­
tion. In one form this theorem states that on the average signals can only reduce 
uncertainty to the noise level. Figure 5.8 depicts the block diagram representation 
of iterative algorithms. The block labeled "Algorithm" serves as both information 
source and transmitter. The block labeled "Extrapolation Scheme" serves as the re­
ceiver. It takes the signal (the value of the vector for some finite number of iterations) 
and converts it into the message (the predicted converged value). The accuracy with 
which this can be done is limited by the input from the block labeled "Noise". 
This noise input is composed of any effects not allowed for in the model used to 
design the receiver. In the case of a linear system that applies an exact inversion of 
the system, the only noise input is due to the numerical accuracy of the calculation. 
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In the case of a vector sequence extrapolation of a linear system, the noise also in­
cludes errors due the first neglected eigenvalue, For nonlinear systems, 
the noise also includes the quadratic convergence effect, 0(|Ai|^"). The fundamen­
tal theorem implies that the mean slope of the stepwise residual curve cannot be 
reduced below 2log |Aj | in general. The conclusion is that we should not expect vec­
tor sequence extrapolation methods to reduce computation time by much more than 
a factor of two. 
The fundamental theorem also tells us that for several competing noise sources, 
it is the one with greatest magnitude that controls the maximum information gain. 
As a consequence, it can be shown that for large order systems, roundoff errors will 
effectively limit the order of extrapolation that will result in improved information 
gain to 10-15. This is consistent with experience in the application of these methods. 
Results from Nonlinear Fluids Problems 
Examples from the Literature 
If this theory is correct, attempts to apply vector sequence extrapolation methods 
should show roughly 50% savings in run times when applied to problems of fluid 
mechanics. The DMR results of Lee and Dulikravich [26] agree with this prediction 
when the problem considered was strongly nonlinear. For the weakly nonlinear case, 
the savings were more on the order of 60%. Both results are consistent with the 
information theory interpretation above. The results of Sidi and Celestina [49] show 
strong agreement with this prediction as well. Figure 5.10 is a residual plot obtained 
by them for a 10th order extrapolation of a solution of the Navier-Stokes equations. 
The straight line is added to show the slope predicted by the Aj limitation where 
was found by graphical analysis of the unaccelerated results (Figure 5.9). The 
accelerated convergence rate agrees quite favorably with the predicted mean rate. 
Interacting Boundary Layer Results 
To verify that the same 50% savings limitation holds for the current algorithm, 
one particular solution was extensively studied for convergence properties. The case 
considered was the laminar flow past a 6% thickness to chord ratio NACAOOxx sym­
metric airfoil, using the x-axis as the baseline curve. The grid contained 120 points in 
the streamwise direction (80 on the airfoil) and 200 in the normal direction. Reynolds 
number was 10® based on chord length. Figure 5.11 shows the converged, unextrap-
olated solution in terms of wall shear on the body and wake centerline velocity in 
the wake. It is clear from this flgure that this configuration results in a separation 
bubble of approximately 40% chord in extent, centered at the trailing edge. 
The solution was then rerun using MPE to predict the converged value of dis­
placement thickness. Extrapolated displacement thickness distributions were calcu­
lated after each iteration. The order of these extrapolations was varied from 1 to 5. 
Figure 5.12 is an example of the results. In this plot, the change in the extrapolated 
value of S* at the trailing edge from one iteration to the next is shown for the first 
order fit. The noise in the result makes it difficult to see the trends. Figure 5.13 
compares the least squares exponential fit with the predicted mean line. Note the 
close match between the slope of the curve fit and the line, implying that this 
case is first order nonlinear. If this is true, the convergence rates of higher order 
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Figure 5.9: Unaccelerated Results of Navier-Stokes Calculation (from Sidi and Ce-
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61 
10° 
1-4 
2 log Al 
0 500 1000 
Iteration number 
Figure 5.10: Convergence Results of Navier-Stokes Calculation Compared with Pre­
dicted Asymptote (from Sidi and Celestina) 
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extrapolations should be the same as that of the first order fit. Figure 5.14 shows 
the fitted curve results for a second order extrapolation while Figure 5.15 shows the 
result for a fifth order extrapolation. Recall that in all cases extrapolated values were 
calculated after every iteration as soon as enough data was available to conduct the 
calculation. 
As predicted, the mean convergence rate of these higher order methods is the 
same as that of the first order method. In this case, there would be no point in using 
a higher order method that takes a toll in computation time and storage with no 
improvement in convergence rate. 
The foregoing derivation and examples should not be taken to mean that vector 
sequence extrapolation is of no use for nonlinear problems. On the contrary, 50% 
savings in CPU time are quite significant. These results do imply however, that 
relatively high order extrapolations may not be necessary to achieve the best possible 
results. This is good news in that perhaps the most valid objection to the use of these 
methods is the excessive storage requirements they entail. For cases where the system 
is strongly nonlinear and the order of that nonlinearity is one or two, the amount 
of storage necessary to achieve 50% savings will not greatly exceed that required for 
successive overrelaxation. 
The results of the model problem where eigenvalues were altered by means of 
the standard successive relaxation methods point to a possible strategy for improving 
the overall convergence rate even more. If relaxation is imposed, the resulting con­
vergence rate would be about 50% of that without relaxation. If the vector sequence 
extrapolation technique were then applied to the resulting vector sequence an addi­
tional 50% savings would be possible, making a total of 75% savings theoretically 
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Figure 5.11: Converged solution for the 6% NACA airfoil 
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Figure 5.13: Exponential curve fit of first order extrapolation residuals 
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Figure 5.14: Exponential curve fit of second order extrapolation residuals 
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Figure 5.15: Exponential curve fit of fifth order extrapolation residuals 
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possible. A similar strategy was suggested by Sidi [50]. Perhaps this has not been 
done to date because these two methods have generally been viewed as rivals and the 
possibility of them acting synergistically has not been fully explored. 
Even with these savings, however, the above derivation makes strong statements 
concerning directions that should be taken for future applications of these methods. 
Since the bounding convergence rate of the extrapolated results is a function of 
the convergence rate (log of the particular algorithm alone, alternative solution 
methods for given fluids problems should be explored in an attempt to increase these 
convergence rates. Only by decreasing the magnitude of the dominant eigenvalue 
can the nonlinear A| bound be lowered for highly nonlinear problems. Higher order 
linear-based vector sequence methods cannot circumvent this limitation. 
A Nonlinear Extrapolation Method 
The essential problem with current vector sequence extrapolation methods is 
that a linear model is used to compute the accelerated values. Such models do not 
correctly account for nonlinear behaviors, as seen above. Is this limitation insupera­
ble? In this section, we hope to demonstrate otherwise. It appears that a relatively 
simple extension of the methods described above yields a means to circumvent the 
limitations seen in the linear form. The following method is presented to demon­
strate that nonlinear vector sequences can be accelerated by more than 50% if the 
nonlinear nature of the sequence is retained. The method is not being presented as a 
final solution to the problem. Many questions concerning numerical sensitivity and 
methodology remain. 
To begin, we examine the convergence behavior of a scalar, nonlinear system: 
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the logistic map. This system is defined to be 
(6.47) 
In this case, we choose A = 0.999. This particular form where A is less than unity is 
convergent to zero. The asymptotic convergence rate is easily seen to be just A. Figure 
5.16 illustrates the convergence behavior of this system. After a smooth transient, 
the mapping residual takes on a log-linear form similar to that seen in Figure 5.1. 
An analogous linear scalar mapping would not display this transient behavior. An 
understanding of why these systems resemble their high dimension linear counterparts 
in convergence mode leads to an alternative method of extrapolation that eliminates 
the Aj limit seen so far. 
To see how this behavior can be explained, we consider the Taylor series expan­
sion of a general nonlinear mapping of the form given in (5.7): 
variable at iteration level n -f- 1 is augmented by the algebraic process of raising to 
integral powers, the mapping can be represented as 
This mapping then can be considered linear in terms of % If the solution 
= 62 + «21®^^^ + 4 
= 63 + 4" + • • • 
(5.49) 
(z("+l))^ = bm + + " 
In general, we can say 
(5.50) 
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where (note: x^ is the ith power of x) and the indices are countably infinite. 
A similar expansion can be done for nonlinear mappings of finite dimension. 
This treatment underscores the basic difference between linear and nonlinear 
systems of finite dimension. Whereas linear systems of dimension N can have at most 
N distinct eigenvalues, nonlinear systems of the same dimension potentially have a 
countably infinite set of eigenvalues. The existence of these additional eigenvalues 
explains the transient behavior seen in Figure 5.16. 
With only one solution variable, only first order extrapolation is allowable if we 
confine ourselves to linear terms only. This extrapolation will be mathematically 
equivalent to Aitken's method [2] regardless of the algorithm used. The theory thus 
far developed predicts that the convergence of this residual will go like A|. Figure 
5.17 shows that this is indeed the case. 
The arguments used to explain the transient behavior in the base sequence can 
now be used to develop an extrapolation technique that takes better account of 
the nonlinearity. In applying a first order extrapolation, we are assuming that the 
sequence generator is approximated by the mapping 
a;("+l) = . (5.51) 
We could also develop a Arth order extrapolation that assumes 
4"+ ' '=  6j  +  Ay! , ' " )  .  (5 .52)  
with i , j  = 1,6 by assuming that the residuals, = (x("^'^))^ — (a;(^))\ of the y 
vector converge in the same way as their linear counterparts. We can predict the 
limit of this sequence in much the same way as for linear cases. In particular, we will 
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assume that if we write the residual sequence in the form 
4 - H  ,  ( 5 . 5 3 )  
we can predict the limit of the first component of the y vector (z itself) by 
, (5.54) 
where the weighting coefficients are defined as 
Ti = 
with c^^.1 = 1. This is essentially the form assumed for Minimal Polynomial Ex­
trapolation. The main difference is that the number of components of the residuals 
of y I can be selected to be the same as the order of the At, resulting in a system 
that is not overdetermined, as is the case for MPE. Thus, simple matrix inversion is 
sufficient  to  f ind the weighting coefficients  for  the extrapolated value of  x.  
Using a second order version of this method, where the residuals of x and x'^  are 
used to find the weighting coefficients, we see that the accelerated sequence converges 
at a much faster rate than the previous limitation would allow. In fact, for this 
scalar case, the asymptotic convergence rate appears to go like (Figure 5.17). 
The implication is that while using this method will result in significant savings 
over linear-based methods, it may not be desirable to implement much higher order 
extrapolations. If the accelerated convergence rate goes like A^, we would quickly 
reach a point where incremental increases in k would not result in very substantial 
increases in convergence rate. 
We have seen that the method described above can accelerate a nonlinear scalar 
sequence at more than twice the convergence rate of the base sequence. We will 
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now show that the method, with suitable modification, can accelerate a nonlinear 
vector sequence with similar savings. We again consider the nonlinear mapping to be 
a linear mapping of infinite dimension (Equation (5.50)). However, now the vector 
y includes not only terms like but also products of powers of the terms in the 
solution vector. If it is neccesary to include all such terms in a nonlinear vector 
sequence extrapolation method, the size of the problem will almost immediately 
become prohibitive. To circumvent this growth in size, we will assume that we can 
extrapolate an individual component of the solution vector using only the residuals of 
that component and its powers. This is similar to using Aitken's method for a linear 
system (treating each solution vector component as a scalar variable) even though it 
is known that the components are generated in a coupled fashion. It is also akin to 
Jespersen and Bruning's [22] use of projections of the full vector to find dominant 
eigenvalues for linear systems. 
With these assumptions, it is possible to apply the same method as used for the 
scalar problem separately for each component of a vector sequence. This was done for 
the Burgers' equation problem discussed earlier. Due to the very slow convergence 
of the original problem, the equation with the same boundary conditions as before 
was solved on a 25 point grid. Figure 5.18 shows the residual of the base sequence 
at the center point of the grid. Figure 5.19 shows the residuals again at the center 
point using standard MPE and the nonlinear method described above. Nonlinear 
extrapolations were second order (residuals of v and were used to find weighting 
coefficients for v). Again, we see that the linear extrapolation shows a 50% savings 
in convergence rate, while the nonlinear method shows substantially better savings. 
Numerical sensitivity problems ensued rather early in the nonlinear calculation but 
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not before the limit was essentially reached. 
No great effort was made to improve the numerical properties of this method, the 
objective being primarily to demonstrate that the limitation of linear-based methods 
can be overcome through the consideration of the true nonlinear nature of the vector 
sequence generator. 
While this seems a promising line of inquiry, attempts to use the nonlinear 
method on the boundary layer algortihm produced only fair results. For this reason, 
it was decided to live with the first order nonlinearity of the system and apply the 
simple acceleration formula given by (5.5). 
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Figure 5.16: Residual behavior for logistic map iteration 
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Figure 5.17: Linear and nonlinear extrapolations of the logistic map 
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Figure 5.18: Residual behavior of the center point of^he 25 point Burgers' solution 
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Figure 5.19: Linear and nonlinear extrapolations of the 25 point Burgers' solution 
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CHAPTER 6. TRAILING EDGE SEPARATION ON SYMMETRIC 
AIRFOILS AT ZERO ANGLE OF ATTACK 
The methods described above were used to study the flow past NACAOOxx air­
foils aligned with flow. Since the method was formulated without explicitly assuming 
symmetry, this symmetric problem is an adequate preliminary test of the full code. 
A uniform grid with 120 points (80 on the airfoil) in the streamwise direction and 
200 in the normal direction was used. As will be shown later, this streamwise grid 
spacing was adequate to ensure accurate solutions. Although the solution was found 
to be relatively insensitive to grid spacing in the normal direction, it was found that 
a value of 7/ of 50 or more was required for stability for the thickest airfoils studied. 
The Reynolds number was fixed at 10® for all cases. The FLARE approximation [42] 
was used although provision for the use of upwind differencing was retained. The 
airfoils are defined by the polynomial expression: 
where h is the maximum thickness to chord ratio. The coefiicients used in (6.1) are 
not precisely as defined by Abbot and Doenhoff [1]. Rather, they are the values 
developed by Barnett [3] that eliminate the trailing edge bluntness associated with 
thickness functions originally developed with milling considerations in mind. The 
f{x)  = h '  (6.1) 
0 1 < z 
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difference between the resulting airfoil shapes is minimal. 
The Acceleration Method 
First the acceleration method was tested. Figure 6.1 shows the behavior of 
stepwise changes in displacement thickness at the trailing edge for the 6% thick 
airfoil. By applying the acceleration scheme described in Chapter 4, it was possible 
to reduce the stepwise error by about two orders of magnitude in one pass. To show 
that the log-linear behavior is robust, the iterations were continued for about 40 more 
steps. Note that the slope of the error curve, which is related to the convergence rate, 
matches that of the accelerated solution. In practice, there is no need to continue the 
calculations for more than one or two steps after acceleration, however. Figure 6.2 
reveals that the solution one sweep after accelerating matches the fully converged 
solution to graphical accuracy. In this plot, the skin friction coefficient is shown for 
stations on the body while centerline velocity is shown in the wake. It is clear from 
these two figures that the last 75% of the iterations are required to resolve the last 
5% of bubble extent. By leaping to the final solution, a great deal of computer time 
is saved. 
The Bubble Inflation History 
The method was then used to study the inflation of the trailing edge bubble as 
airfoil thickness was increased. Airfoil thicknesses were varied from 3.75% to 6% in 
increments of 0.25%. Salas [46] reported results of Venkatakrishnan using methods 
described earlier [62] in which bubble extent for several airfoils in this thickness 
range was calculated. For each airfoil, a flat plate baseline was used to to produce 
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Figure 6.1: Effect of the acceleration scheme on convergence of trailing edge dis­
placement thickness on the NACA0006 airfoil 
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a first guess for the total displacement surface. The surface was then used as the 
baseline curve for the next calculation. Results from this calculation differed enough 
from the flat plate results to justify a third set of runs based on the new total 
displacement surfaces. Further baseline updates beyond this showed no significant 
change. Figure 6.3 illustrates how the baseline curves changed for a typical case. 
Figure 6.4 depicts in more detail the effect of iterating on the baseline curves. 
The results are somewhat surprising. The bubble inflation curve, Figure 6.5, 
found using a flat plate baseline differs significantly from the Navier-Stokes results 
[46]. Subsequent improved calculations act to increzise this difference. This the 
opposite of what would be expected if the source of errors in the interacting boundary 
layer method was the linearization of the outer inviscid flow model. It would appear 
that linearization errors actually mask some other source of error. 
The Search for Error Sources 
Can the differences between the current results and those reported by Salas [46] 
be explained in terms of mistakes made in the implementation of the current method? 
Four possible sources of error were considered. 
First, it is possible that the boundary layer equations themselves are not being 
solved correctly or that the coupling methods are not correct. To resolve this issue, 
another set of calculations was done and the results were compared to published 
interacting boundary layer solutions. Vatsa and Verdon [60] studied a set of circular 
arc trailing edge airfoils using a semi-inverse method. The airfoils had ordinates given 
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Figure 6.3; Updated baselines for the NACA0006 airfoil 
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by 
O.S/l - 16(z - 0.25)2 
0.5 0.25 <z< 0.75 
0 < z < 0.25 
cJmax 0.5 -  A + y/R'^ -{x-  0.75)2 0.75 < ® < 1 max 
0 1 < a: 
max 
(6.3) 
The flows past airfoils ranging in thickness from 0% to 2% were computed. Figure 6.6 
shows the comparison for two such cases. The excellent correspondence would indi­
cate that the boundary layer methods are being used correctly. 
The next source of error considered was grid spacing. To verify that the grid 
size was adequate to resolve the separated flow structure, a refinement study was 
conducted. A flat plate baseline was used for all grids. Airfoil thickness was held at 
6%. Each successive grid contained 50% more points than its predecessor. Figure 6.7 
shows the result of this study. No significant improvement in accuracy is obtained 
by using a finer grid than was used in the bubble inflation study. 
Next, the possibility that either the bluff body formulation or Theodorsen's 
method were not being used correctly was considered. To do this, a relatively thin 
(2% thickness) airfoil was studied. The same procedure for iterating on the baseline 
curve as before was used. Since the airfoil is thin enough that no separation ensues, 
the results using either the flat plate or the iterated baseline should match closely. 
Figure 6.8 indicates that this is indeed the case. It would appear that the baseline 
fitting is correct. 
The final source of error considered was the use of the FLARE approximation. 
The same essential problem as before was studied using upwind differencing in the 
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reverse flow region. Thicknesses were varied from 3.75% to 5.25% again in increments 
of 0.25%. For solutions greater than 5.25%, the solutions became unstable. The same 
baseline iteration method was used. Figure 6.9 shows the bubble inflation history for 
this method. The trends are the same as before. The effect of baseline updating is 
to reduce the predicted bubble size. Figure 6.10 shows the results for the converged 
baselines for both FLARE and upwind differencing. Although the two curves differ 
slightly, neither matches the Navier-Stokes results. Figure 6.11 is a detailed plot of the 
results from the two solution methods for the 5.25% thick airfoil. The details of the 
separated region differ somewhat, which is hardly surprising. The implication is that 
upwind differencing effects the precise location of the separation and reattachment 
points while preserving the trends seen when the FLARE approximation is used. 
Discussion 
To reconcile the boundary layer results with the Navier-Stokes results, two ques­
tions must be answered. First, are the boundary layer results correct? Second, are 
the Navier-Stokes results correct? Although the accuracy of computational results 
can never fully be ensured, it is felt that sufficient tests were conducted to conclude 
that the results are probably correct within the framework of boundary layer theory. 
As for the second question, it is impossible without extensive study to give a defini­
tive answer. It should be noted that due to constraints on computer storage, the 
Navier-Stokes results could not be demonstrated to be grid-independent. However, 
assuming that Venkatakrishnan's results as reported by Salas [46] are in error simply 
because they conflict with the current results does not seem justified as of yet. So let 
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us consider the potential ramifications if each of the sets of calculations were correct 
in their own right. 
If this is indeed the case, differences in results must arise from the systematic 
differences of the two methods. Since the Navier-Stokes results are obtained using 
a full body-fitted formulation, there is little approximation involved in their calcula­
tion. By comparison, interacting boundary layer calculations seem very approximate 
in nature. Here, streamwise viscosity terms have been dropped from tangential mo­
mentum and the normal momentum equation is reduced to a statement of constant 
pressure in the normal direction. Of these two sets of approximations, assumptions 
concerning normal pressure gradients seem most likely to be the culprit. If this turns 
out to be true, the application of KirchofF-like methods for large-scale separation 
studies must be called into question. After all, if the approximation of constant pres­
sure is inappropriate for relatively small (body scale) separation bubbles, how likely 
is it that such an assumption becomes better as the bubble increases in extent? Such 
a possibility would certainly be contradictory to the results found here. 
It is interesting to note that the results found here agree with the trends found by 
Cheng and Smith [12]. They found that as thickness was increased for wedge trailing 
edge airfoils, the extent of body scale separation bubbles increased monotonically 
until some critical thickness was reached at which the bubble inflated very rapidly. 
The Navier-Stokes results do not agree with this prediction, containing discernible 
inflection points as airfoil thickness is increased. In all fairness, however, this fact 
cannot be used to conclusively dismiss the validity of the Navier-Stokes results since 
the asymptotic work on bubble inflation included the explicit assumption of constant 
eddy pressure in the separated region. 
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Increasing the likelihood that neglected pressure gradient terms cause the dis­
crepancy is the large effect that relatively small changes in pressure have on the 
location of separation and reattachment points (Fig. (6.12)). Such arguments agree 
with the finding of Smith [52] that the assumption of zero pressure gradients may 
be invalid for large-scale separated flows. Further Navier-Stokes calculations, supple­
mented with an assessment of the magnitudes of normal pressure gradients implied 
by the current results should resolve this issue. Such further calculations appear 
warranted since the Navier-Stokes results alluded to were done without ensuring grid 
independence. A similar situation where Navier-Stokes results initially appeared at 
odds with asymptotic theory first appeared in work by Fornberg [17]. After criticism 
by Smith [53], a more careful analysis eliminated the apparent discrepancy [16]. More 
detailed Navier-Stokes calculations may have the same effect here. 
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CHAPTER 7. LEADING EDGE MARGINAL SEPARATION 
Introduction 
Theoretical and numerical analyses of the issues surrounding leading edge sepa­
ration are hampered by the large number of independent parameters in the problem. 
Along with Reynolds number and angle of attack, we must now be concerned also 
with a precise description of the leading edge geometry which will be a function of 
not only thickness to chord ratio but also various parameters describing the relative 
bluntness or sharpness of the leading edge. In an attempt to simplify the situation to 
a sufficient extent such that some of the main effects can be discovered, it is common 
to treat the leading edge region as being a parabola at some angle of attack. If the 
airfoil family in question does not have a sharp leading edge, this approximation is 
usually valid at least in some small region near the leading edge. If the nondimen-
sionalization of lengths is based on the radius of curvature of the leading edge, it 
can easily be shown that all blunt leading edge airfoils can be modeled by the curve 
y = \/2Ï. Using this approximation, the only parameters that need to be varied are 
angle of attack (usually given in terms of the location of the stagnation point) and 
Reynolds number based on leading edge radius. For families of airfoils, the angle of 
attack parameter, ys, is a, function of both angle of attack and thickness to chord 
ratio. Figure 7.1 shows the variation of y s with angle of attack for various thickness 
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elliptic airfoils. Similar curves can be constructed for any family of airfoils including 
the NACA 4-digit series. For elliptic airfoils 
^^L.E. = ^ ^chordJ^ ' (71) 
where r is the maximum thickness to chord ratio. This same relationship exists 
for the 4-digit airfoils. 
The viscous flow past parabolas at angle of attack has been studied numerically 
by Werle and Davis [63] in an attempt to identify a Goldstein [19] singularity at 
some angle of attack. Using a classical boundary layer solver, they did indeed find 
the singularity. Noting that this singularity does not actually occur in nature, Stew­
artson, Smith, and Kaupfs [55] developed an asymptotic theory of separation just 
past the point where the minimum wall shear on the parabola is zero. This case 
where the minimum shear vanishes is called the marginal case and the separated flow 
that immediately follows this case is termed marginal separation. Since this type 
of separated flow would seem to be the natural precursor to both leading edge and 
thin airfoil stall, it is of great importance in developing a theory that would explain 
under what circumstances each of these stall types will occur. In this chapter, we 
will first examine the asymptotic theory developed by Stewartson, Smith, and Kaupfs 
and then compare their predictions with the results of a finite Reynolds number IBL 
study. 
Asymptotic Theory of Stewartson, Smith, and Kaupfs 
In order to understand the strengths and limitations of the following comparison 
to the predicted asymptotic behavior, let us briefly examine the structure proposed 
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by Stewartson, et. al. [55]. This will be done chiefly to find the predicted scalings of 
some of the main variables of the problem. 
Although the original work was done in terms of velocity components in the 
boundary layer, what follows will be done in terms of the streamfunction in the 
boundary layer, reducing the number of variables and equations, since mass will be 
conserved identically throughout. This change does not effect the pertinent scalings 
that result. 
We begin the analysis be examining small perturbations about the so-called 
Goldstein [19] profile. This profile was developed to assure the absence of singu­
larities at a separation point. Goldstein found that a regular solution results if the 
streamfunction at the point of zero shear has the form 
'b(l') " E ^  + "(y'") . (7.2) 
z=0 
where oq = /<" = 0 and aj = 0 to satisfy no slip. To avoid a singularity at the 
separation point, it must also be true that 
02 = ^4 = <*5 = «6 ~ ® , (7.3) 
leaving only 03,07 and 09 free to vary. Near the separation point, xq, we assume 
the streamfunction has a form 
i ,  ~  +  ( %  -  % o ) f , ( y )  + +  " I  
+ R e ^ f l { x  -  x q , Y )  +  R e ^ f 2 { x  -  X Q , Y )  . (7.4) 
We will assume that the entire structure has a length scale given by z — = 
Re^X,/3 < 0. Finding /3 such that an interactive structure permitting separated 
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flow is the main task before us. The streamfunction in terms of the triple deck length 
X is 
0 ~ /2e-V2irQ(y) + i2e-l/2+^XFi(i') + i2c-V2+2^ix2F2(r) + ..-] 
+i2e«/i + i2eV2 • (7.5) 
The pressure will be assumed to behave like a Taylor series in x plus a small pertur­
bation: 
p ~ ttq + (a: - a;o)iri + ^(a; - ®0)^7r2 + h Re^pi 
~ TTQ + Re^ Xiri + Re^ ^^ X p^i2 H h Re^ pi . (7.6) 
Diiferentiating these streamfunction and pressure expansions, inserting them into the 
tangential momentum equation and gathering terms of the same order of magnitude, 
we find 
ReO-'^+^/hfi^xyfo - h,xfo) = 0 (7.7) 
and 
Jte^'"'^+Hfl,yh,XY - h,xh,YY+ 
R e ' ' - ^ + y h f 2 , X Y f o - h , x F o )  = » • (78) 
(This utilizes the standard assumption that 2a +1 = 6+^.) For the next two smaller 
orders of magnitude, 
F^ F{ - FUFI = -Ti + FH' (7.9) 
and 
Re^X[{F{)'^ + fI^F  ^- FiF{' - = Re^X{-'K2 + F'{') . (7.10) 
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The solution to (7.7) is 
f l  =  A ( X ) l i { Y )  ,  (7.11) 
where A is some unknown function of X. The solution to (7.8) is 
= ' (7.12) 
where 7 is a pure constant, found to be proportional to the angle of attack parameter. 
As for the remaining unknown functions, Fj and F2, we are primarily interested in 
their behavior in the limit as K —> 0. Examining (7.9), we see that this can be written 
i p f t i  
0 
^(1) ' -"1 + Fn" 
-XI + <13 + 
+ • P-'') 
Setting 03 = Tc\ yields 
Similarly for (7.10): 
Setting oy = 2a^Tr2 and solving. 
dY (7.15) 
7^2 ~ + • • • . (7.16) 
y «3 
So the stream function in the main deck, as K -+ 0 goes like 
-Ae-V2+2^%2J!9 y+ Re<^A{X)^Y^ + • • • 
18ag 2 
+Re^^{A^{X) + ^ )a^Y + --- . (7.17) 
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Due to the presence of terms proportional to V in this equation, this perturbed 
main flow has a tangential slip velocity at K = 0. To correct this, we postulate a 
lower deck thinner than 0{Re~^l'^) where viscosity will be strong enough to permit 
no slip at the wall. Letting this layer have a thickness 0(/2e®), we define a new 
vertical coordinate near the wall: y = Re^y = Re~^l'^Y. Following the procedures 
of matched asymptotic expansion (see, e.g., Nayfeh [35] or Van Dyke [59]) we take 
the limit as K —> 0 to be equal to the limit as y —¥ oo. Setting Y = Re^'^^l^y and 
assuming that the terms yielding a slip velocity are the same order, we get 
^ ~ + Re'^l^+(^f{X,y) . (7.18) 
Differentiating and inserting into the tangential momentum equation, 
= Re'-^p^ x + . (7.19) 
Matching orders, we get 4a = — 2 and c = 
To completely determine the height and length scales, we turn now to the outer 
deck, an inviscid region thicker than 0{Re~^l^) governed by the Laplace equation. 
For this to be true, y = Re^y. In the limit as K —> oo, 
Re^uooy-^Re''f{X,y) , (7.20) 
where uqq is the inviscid edge velocity at the point of minimum shear. Inserting this 
into the momentum equations, we get 
Re'-^l^uoofxy = (7.21) 
and 
• (7.22) 
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Recall that in the main deck we assumed a = /3 — while in the lower deck we found 
c = 2/^. Solving for the length scale, we get a: — xq ~ 0{Re~^l^). Thus, the lower 
deck height scale is and the perturbation pressure is 0{Re~^l^). To 
find the order of magnitude of the angle of attack change, we note that for a small 
change in y s-, 
ys = î/a,0 + . (7.23) 
For such a change, the streamfunction in the boundary layer would go like 
0 ~ . (7.24) 
We would like this change in 0 to be the same order of magnitude as the main 
deck terms that cause the slip velocity. Therefore, the angle of attack range for this 
structure is 0{Re^^) or 0{Re~'^l^), 
Having found these scales, Stewartson, Smith, and Kaupfs [55] were able to find 
the variation of the minimum wall shear as a function of angle of attack parame­
ter. They found that this minimum shear was positive at the angle of attack that 
would lead to zero shear in a classical boundary layer calculation. As angle of at­
tack is increased from this value, the minimum shear decreases, passes through zero, 
and becomes negative, denoting separated flow. At a value of the angle of attack 
0{Re~'^l^) greater than the classical critical angle, solutions become impossible, 
indicating a changeover to massively separated flow. (See Figure 7.2) 
The purpose of the following calculations was to verify the scales predicted from 
the above asymptotic theory as well as to verify the breakdown in marginal separation 
solutions near the point of incipient separation. 
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Figure 7.2: Predicted behavior of the value of minimum wall shear as angle of attack 
is increased (From Stewartson, Smith, and Kaupfs) 
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Inviscid Baseline Parameters for the Parabola 
In order to proceed with the boundary layer calculations, the inviscid flow peist 
the baseline curve (a parabola) must be known. One of the advantages of using a 
parabola for the baseline curve is that it is possible to compute these parameters 
analytically. 
We find the inviscid flow using the methods of conformai mapping. We start 
with a stagnation flow and map the x-axis onto the surface of the parabola y = \pîx 
(Figure 7.3). We first find the transformation that generates this geometry, then 
find the Gortler variable parameters from the transformation. First move the rg-axis 
upward a distance, h\ 
ZQ-\- ih . 
Next, wrap the xj-axis around the origin using the transformation 
(7.25) 
Z 2  =  z i + c  .  (7.26) 
Substituting, we find 
+  « ^ 2  =  [ ® 0  ~  ( î / O  - + ' 2 x o ( 2 / 0  +  ^ )  •  ( 7 - 2 7 )  
Making the origins of the zq and Z2 planes correspond, we get 
(7.28) 
and 
(7.29) 
Therefore, 
(7.30) 
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On the x-axis of the zq plane, j/g = 0: 
> (7 31) 
or 
yl = ^ h^X2 . (7.32) 
To satisfy j/2 = ±V^» it must be true that h = This leads to 
Z2 = i\/2zQ (7.33) 
and 
^0 = {^ 2 - ~ • (7-34) 
If the stagnation point in the zg-plane is located at (A',0), the velocity in that plane 
on the surface of the body is 
ix(a:o,0) = A(a:o -/<•) , (7.35) 
where A is an arbitrary constant related to the magnitude of velocity. The surface 
velocity in the parabola plane becomes 
-0(^2) = 3;^^ • (^-36) 
The flow should have the property that «eg = 0 when y is at the stagnation point 
value, y s and go to iteg = 1 as y —> oo. This yields 
ueo = , (7.37) 
y y ^  +1 
where the sign change is necessary to make WgQ positive everywhere. The ys in 
the equation is free to vary and represents the angle of attack on an airfoil with a 
parabolic leading edge. 
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Figure 7.3: Schematic of the conformai transformation of a stagnation flow to the 
flow past a parabola 
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To find the tangential coordinate in Gortler variables, return to the definition: 
 ^ ~ JQ ^eQ("S)rf5 , (7.38) 
or 
For the parabola, 
dy ^ ' 
(È.\ 
\ d y )  + 1 
Substituting, 
= (-if+Vy^ + l • 
C  =  r { y - y s ) d y  
J y a  
{ y  -  y s f  
Finally, for the pressure gradient parameter, 
" • S i ^  
2( ducQ 
_ 2( dy dueQ 
u l ^ d a  d y  
1 +yy3 
(7.39) 
(7.40) 
(7.41) 
(7.42) 
" Î/2 + 1 • 
Since we will be solving the equations in Gortler variables, we should write these 
baseline flow parameters in terms of 
y = ï3 + (-i)"+'\/2ë 
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«eo 
/)o i + y| + (-ir+^y3N/gF (7.43) 
2^ + (-ir+l2î/5V^+l + î/| 
Figure 7.4 shows typical variations in kr a positive angle of attack. The region of 
adverse pressure gradient {Pq < 0) indicates the possibility of flow separation there. 
With the baseline parameters in hand, it is possible to solve the boundary layer 
equations using the methods described in earlier chapters. Since the body is of infinite 
extent, the inner boundary conditions are 
throughout the computational domain. Four different Reynolds numbers were con­
sidered: 2000, 4000, 8000, and 16000. These correspond to chord Reynolds numbers 
from 500,000 to 2,000,000 for a 6% thickness to chord ratio symmetric NACA four 
digit airfoil. The simple Aitken/Lyusternik acceleration was applied due to the sav­
ings limitations seen before. 
The first thing to consider in accurate solutions is the question of grid refinement. 
To assess the level of grid dependence in the solutions, sixteen different grids were 
run at the two extreme Reynolds numbers, 2000 and 16000. Tangential grids of 108, 
144, 192, and 256 points with step sizes of 0.3, 0.225, 0.16875, and 0.1265625 were 
run. These step sizes were chosen such that each successive grid would have a step 
size 75% of its predecessor. In the normal direction, the grid was broken into seven 
subgrids, each subgrid having a vertical step equal to twice that of the subgrid below 
F = y = 0 . (7.44) 
Grid Refinement Studies 
I l l  
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Figure 7.4: Typical variation in pressure gradient parameter 
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it. Vertical step sizes in the lowest grid were 0.027, 0.018, 0.012, and 0.008. •qmax for 
all cases was 27.432. These grid steps were chosen such that the steps from one grid 
would be two-thirds that of its predecessor. These rather arbitrary growth factors 
were chosen to accommodate memory limitations. For both Reynolds numbers, the 
angle of attack parameter was fixed at a value that would result in a moderate degree 
of separation on the upper surface. 
Wall shear results for a Reynolds numbers of 2000 are shown for refinement in 
the tangential direction (Figures 7.5). On this long scale, the coarsest grid seems 
to provide adequate resolution. However, since the separated region is expected to 
be quite thin, it is better to examine theses results on a greatly expanded scale 
(Figures 7.6). From this plot, it is clear that even with 256 tangential grid points, 
grid independence has not been achieved. Similarly, in Figure 7.7, we see that grid 
independence in the normal direction has not been reached with the finest grids used. 
A similar investigation of the effect of grid refinement at a Reynolds number of 16000 
led to the same conclusion. This is discouraging because the largest grid (256 by 189) 
is approaching the upper end of practical grids for the computer used (a DN-10000). 
In fact, by extrapolating from the successive grids, it was estimated that a grid of 
1500 by 750 would be necessary to achieve graphical accuracy in the solutions. Such 
a grid would require a memory capacity of approximately 50 megabytes and would 
run for about 240 days on a DN-10000. 
Grid Independence through Richardson Extrapolation 
Given that brute force grid refinement is not practical, some way was sought 
to improve the accuracy of the solution given the hardware available. The method 
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Figure 7.5: Effect of tangential grid refinement on wall shear, Re = 2000 
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Figure 7.6: Effect of tangential grid refinement on wall shear, Re = 2000 (expanded 
scale) 
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Figure 7.7: Effect of normal grid refinement on wall shear, Re = 2000 
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employed was Richardson extrapolation [43]. In the following, results will be shown 
for the case of Reynolds number of 2000. An identical study was conducted for Re 
of 16000. For that case only the final result will be presented. 
Richardson extrapolation works by algebraically eliminating truncation error 
terms from a succession of calculations. Let us examine how it is implemented to 
eliminate errors due to truncation in the normal direction. The value of the wall 
shear computed from the discretized, second order accurate solution is 
TI = T* + CIIARIIF + C2IAVIF + OIARFI)"^ . (7.45) 
If the three unknowns T*,Ci, and C2 can be eliminated in favor of T'S on three 
successive grids, the grid independent value, T*, can be found. 
Using three grids with AT), |a»/, and grid steps, the unknowns can be 
written in matrix form: 
n 1 ATI^ AT )^ '  T* '  
"^2 1 ^A7/2 ^AT}^ < 
. ^ sf. , ^ 2 ,  
The only unknown of interest here is r*. It can be shown easily that 
T* = ^(32ri - 180r2 + 243x3) + 0(A;7)'^ . (7.47) 
Applying this formula to the 0.27, 0.18, 0.12 grids and the 0.18, 0.12, 0.008 grids, 
we see that the results match to graphical accuracy. (Figure 7.8) It appears that by 
using the three coarsest grids, we can guarantee vertical grid independence for the 
range of Reynolds numbers considered. 
An attempt to extrapolate these results similarly in the tangential direction 
assuming second order accuracy failed. In retrospect, the reason for this is clear. 
117 
0.06 
- 256x56,84,126 -
0256x84,126,189 
0.04 
k,"" 0.02 
0.00 
-0.02 
16.00 8.00 12.00 20.00 
4 
Figure 7.8: Effect of normal grid extrapolation on wall shear, Re = 2000 
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Although the truncation errors of the unextrapolated results were Ar/^), the 
truncation errors after vertical extrapolation are O(A^) due to the presence of terms 
that are O(ATf^A^) in the unextrapolated data. For this reason, when using a double 
extrapolation, we can only assume first order accuracy in the second extrapolation. 
The second (or tangential) extrapolation is similar to the first but differs inas­
much as the two grids used will only partially overlap. For the grids used where grid 
steps of the second grid are three-fourths those of the first, every third point of the 
first grid corresponds to every fourth point of the second. Using every third or fourth 
point would not provide sufficient data for a clear picture. For this reason, values 
from the first grid were interpolated to correspond to points on the second grid. Since 
a first order Richardson extrapolation is to be employed, a second order interpola­
tion is adequate for this purpose. With the data from the first grid interpolated, the 
Richardson extrapolation is set up assuming 
n 1 Af 
. ^2 , 
My <
 
(nh
f T" 
Ci 
(7.48) 
Solving this, 
T *  = 4 T 2 - 3 T I + 0 (A^^,Ajf'^) . (7.49) 
Applying this formula to the 108-144, 144-192, and 192-256 grid pairs, after having 
applied the previously described vertical extrapolations, we see that, while the 108-
144 grid pair does not seem sufficiently grid-independent, the 144-192 pair does. 
(Figure 7.9) As a final test, the results from the chosen grid set (144 and 192 in the 
tangential by 56,84, and 126 points in the normal) are compared with the extrapolated 
results from the finest grids computed (192 and 256 tangential by 84, 126, and 189 
normal). The close agreement (Figures 7.10) strongly indicates that this method will 
119 
yield grid independent results for wall shear. Repeating this analysis for the case of 
Reynolds number equal to 16000 indicated that the chosen grid set is sufficient for 
the entire range of Reynolds numbers under consideration. (Figure 7.11) Identical 
algorithms were used to extrapolate edge velocities and displacement thicknesses. 
To gain this accuracy, we pay the penalty of computing the solution six times 
at each value of Reynolds number and angle of attack parameter. Are the increased 
CPU times incurred offset by the improvement in accuracy? Clearly they are. CPU 
time per iteration is directly proportional to the number of grid points while number 
of iterations to converge appears approximately proportional. Thus the CPU time 
per solution goes like 
where IQ and JQ are the number of grid points in the tangential and normal directions 
of a baseline grid that takes Tg time units to converge. Taking the 108 by 56 grid as 
the baseline, we see that the extrapolation method will take 23.09ÏQ time units to 
converge. Typical run times for the baseline grid were on the order of 10 minutes on 
the DN-10000. Thus, typical cases took about four hours for full extrapolation. If full 
grid refinement without extrapolation were possible, it was found that the grid would 
have to be about 1500 by 750. Such cases would take about 350002Q time units to 
converge — about eight months on the DN-10000. Clearly, Richardson extrapolation 
can generate enormous savings in problems such as this where only a small fraction 
of the total data generated is needed to meaningfully interpret the results. 
(7.50) 
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Figure 7.9: Effect of normal and tangential grid extrapolation on wall shear, 
Re = 2000 
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Comparison with Asymptotic Predictions 
With the code verified, the convergence acceleration scheme analyzed, and the 
Richardson extrapolation method tested, it is possible to generate accurate, grid 
independent results in reasonable times. The previously described Reynolds num­
ber/angle of attack program was then carried out. The purpose of this program was 
to verify the asymptotic predictions of Stewartson, Smith, and Kaupfs [55] for finite 
Reynolds number. 
For comparison, the data were examined in two ways: (1) fixing Reynolds number 
and looking at how the separation bubble evolved as athe angle of attack parame­
ter was increased, and (2) looking at key variables (bubble length, bubble height, 
and angle of attack parameter at incipient and marginal separation) as functions of 
Reynolds number. In the former, minimum wall shear is expected to pass through 
zero as angle of attack is increased, reaching a finite critical value just past that 
angle of attack predicted from classical boundary layer calculations. The asymptotic 
theory predicts that convergent solutions beyond this point will be impossible. The 
theory also predicts that the bubble will grow to some finite length before this catas­
trophic change in flow character occurs. Figure 7.12 shows results illustrating the 
first prediction. Figure 7.13 shows results supporting the second. 
A more stringent test is to examine the angle of attack, bubble length, and 
bubble height scales deduced from Reynolds number variation. Figure 7.14 shows 
the incipient and marginal separation angles of attack plotted against the predicted 
scale. The data seem reasonably linear on this scale, while the infinite 
Reynolds number intercept value of ys = —1.155 agrees exactly with the results of 
Cebeci et al. [9] and is within 0.0002 of the results of Werle and Davis [63]. 
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Figure 7.12: Minimum wall shear vs. angle of attack parameter for the range of Re 
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Figure 7.13: Bubble inflation histories 
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It is tempting to stop here and conclude that the results provide strong support 
for the predictions of Stewartson, Smith, and Kaups [55]. Unfortunately, other key 
scales show marked disagreement with their predictions. Examination of the length 
scale at the critical angle of attack when plotted against the predicted scale 
shows a discernible intercept. (Figure 7.15) A naive interpretation of this would be 
that the bubble reaches zero length at a finite Reynolds number. Such an interpre­
tation violates the underlying assumptions of asymptotic analysis. A more plausible 
hypothesis is that the predicted length scale should be Reynolds number raised to 
some other (smaller) power. Plotting the same data as before on a log-log scale (Fig­
ure 7.16) and performing a power curve fit to the admittedly small data set yields a 
length scale of This exponent would appear to be closer to —^ than 
the predicted —^ — a significant difference. 
Maximum bubble height plotted against the predicted lower deck scale shows a 
similar disagreement. We again see a finite Reynolds number intercept. (Figure 7.17) 
Again plotting on logarithmic scales (Figure 7.18) and performing the power curve 
fit, we find the height scale to be 0(i2e~®'®®^). This exponent seems too far from 
11 9 « 
—^ and too close to —^ for coincidence. 
Two possible explanations immediately present themselves to explain these anoma­
lous results. First, it is possible that due to the relatively small Reynolds numbers 
studied, the asymptotic scales have not yet been reached. This usually termed a finite 
Reynolds number effect. While this explanation is certainly plausible ( 16000"^/^ = 
0.144 <C oo !!), it is puzzling that any of the scales should prove accurate. 
A second possibility is that the asymptotic structure postulated by Stewartson, 
Smith, and Kaupfs [55] does not hold for this problem. This is not to say that their 
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Figure 7.15: Bubble length plotted on the predicted scale 
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Figure 7.16: Bubble length plotted on logarithmic scales 
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analysis is in error. However, in their work they make no claims concerning the 
uniqueness of the possible structures at marginal separation. In a private communi­
cation, Ryzhov [45] expressed the opinion based on previous work [4] that a length 
scale of may be reasonable for this problem. Further work involving 
better resolution of the scales involved in conjunction with continuing asymptotic 
analysis should resolve these issues. 
133 
CHAPTER 8. TRAILING EDGE SEPARATION ON A FLAT PLATE 
AT NONZERO ANGLE OF ATTACK 
Introduction 
As mentioned at the outset, stall types fall into two broad categories— those 
initiating at the leading edge (leading and thin airfoil stalls) and those initiating 
at the trailing edge (trailing edge stall). We have examined laminar leading edge 
separation and trailing edge separation for symmetric airfoils aligned with the flow. 
The latter, however, is not what we would commonly call stall if we are referring to 
the loss of lift experienced with increased angle of attack. To gain better insight into 
trailing edge stall phenomena, we must consider asymmetric cases, i. e., cambered 
airfoils and/or non-zero angles of attack. 
The physics of trailing edge stall is once again dependent on many parameters 
when considering families of airfoils. Of course, Reynolds number and angle of at­
tack will be important, but so will airfoil thickness and camber distributions. For 
simplicity, we will eliminate these last two by considering the flow past a flat plate of 
zero thickness at non-zero angles of attack. These simplifying restrictions were made 
simply to aid in the presentation and interpretation of results. All of the methods 
developed here are equally applicable to more realistic airfoils, but at this point it is 
the method that is important, not the resulting data. (Since the results were calcu­
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lated at high Reynolds numbers while assuming laminar flow, the actual conditions 
would vary significantly from these predictions.) Nonetheless, the numerical methods 
used here would still have been necessary (and identical) even if some satisfactory 
turbulence model had been incorporated into the numerical scheme. 
The main difficulty encountered in this problem that was not present before has 
to do with boundary conditions in the wake. For the leading edge problem, there was 
no wake and no-slip inner boundary conditions could be applied throughout. For the 
symmetric cases, the inner boundary conditions in the wake are 
Fyy = y = 0 (8.1) 
due to symmetry. When dealing with asymmetric cases, imposing this inner bound­
ary condition creates a problem. While the resulting calculation is stable, it is not 
sufficient to impose the condition that 
ue,upper - ^e,lower (®-2) 
in the wake. This condition is necessary to ensure that there is no pressure change 
across the viscous wake. The potential pressure difference arises because in addition 
to inner boundary conditions some assumed shape of the 7^=0 line must be supplied. 
If the inviscid stagnation streamline is chosen and the above viscous inner boundary 
conditions are applied, a net pressure jump across the wake will result unless the flow 
is symmetric. 
Previous researchers (e.g. Vatsa and Verdon [60]) seemed to have ignored this 
problem with the result that definite pressure jumps across their computed wakes are 
apparent, especially near the trailing edge. This situation is worse than it might im­
mediately appear. The pressure change does not manifest itself as a smooth variation 
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in pressure in the normal direction across the viscous wake. Rather, since = 0 
is being enforced in the upper and lower branches of the wake, the entire pressure 
change occurs discontinuously across the 7/ = 0 line. To properly model the flow in 
a way consistent with the boundary layer assumption, it is necessary to either give 
or find the wake shape that provides for Ap = 0 throughout the wake when the 
above inner boundary conditions are imposed. Several alternative methods of doing 
this were examined. All but the one described below suffered from serious stability 
problems. 
Wake Shape Calculation 
Having tried to couple the wake shape directly with the viscous calculation with 
no success, it was decided to fix the the Tf = 0 line throughout each global sweep 
and update the shape only at the end of each global iteration, fixing the displace­
ment thickness distribution. Such an approach is more reminiscent of a semi-inverse 
or inverse method than a quasi-simultaneous one. Consequently, some decrease in 
convergence rate is to be expected. Since the increase in computation time was not 
dramatic and especially since no alternative method was obvious, this increased cost 
was deemed acceptable. 
Having decoupled the wake shape from the viscous calculation, the solution 
method involves only the discretized form of the bluff body integrals: 
"ii = + E E . (8,3) 
m=l j=l 
To further simplify the calculations, the z-axis was taken to be the baseline curve. 
This is not absolutely necessary, but it decreases the size of the problem to solve 
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significantly. With this assumption, 
= 1 (84) 
everywhere and 
'P = -f' (8-5) 
in the wake. Realizing that the body shape is not variable, the discretized bluff body 
integrals can be written 
4!? = 1+ E +  D p f )  
j=JVj+l 
2 ^6 
1 • 1 m=l j=l + E E olfTf (8.6) 
and 
4!' = 1+ E + Dfrf ) 
i=Arj+l 
2 ^6 
+ E E , (8.7) 
m=l j=l 
where N f j  is the number of points on the solid body. To preserve A p  = 0 in the wake, 
these two edge velocities must be equal. Therefore, 
j=Nf^+l 
2 ( _ ri^ Txi + E E - D^"')ijTf . (8.8) 
m=l j=\ 
Utilizing (8.5), 
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m=l j=l 
+ E , E (Z)'"" - D^"')ij{ue6*)f 
m=lj=Nfj+l 
-  g  ( / ) 1 1 + Z ) 2 2 _ £ ) 1 2 _ £ )  
j = N b + l  
(8.9) 
This can be written as a matrix equation of the form 
h = (8.10) 
which can be inverted if the Ap = 0 condition is appled at J — iVj — 1 points. 
The most logical place to apply this condition would be at the J — Nj^ — I 
points in the wake. However, when this is done, there is no guarantee that Ap = 
0 at the trailing edge of the airfoil (the Kutta condition), to better approximate 
this, the zero pressure difference condition was also applied at the last point on 
the airfoil. This approximate enforcement of the Kutta condition is common in 
inviscid airfoil calculations. The result is that the zero pressure difference condition 
cannot be enforced at the last point in the computational domain, to minimize the 
impact of this, the computational domain must extend far enough downstream that 
no significant errors accrue in the region of interest. This creates some problems. 
If the viscous flow is computed on a uniform grid that extends many chord lengths 
downstream, most of the computational effort will be in computing profiles in a region 
of no practical importance. To circumvent this, the solution domain was broken into 
three parts: a viscous interacting region on the body with no-slip inner boundary 
conditions, a viscous interacting wake region extending one chord length downstream 
138 
from the trailing edge, and an inviscid interacting region where displacement thickness 
is assumed constant extending far downstream. Downstream of this is an analytic 
inviscid region where both 6* and t are assumed constant. (See Figure 8.1) 
Testing the Inviscid Wake 
Before implementing this method for boundary layer calculations, it should be 
verified that it faithfully reproduces pressure distributions in the absence of viscous 
effects. The inviscid case chosen for this verification was the flow pcist a zero thickness 
flat plate at 5 degrees angle of attack. One of the questions that needed to be answered 
was how far downstream the inviscid wake must be extended to yield satisfactory 
pressure distributions on the body. It was decided that the eventual viscous domain 
would consist of 160 streamwise points— 80 on the body and 80 in the wake— 
extending two chord lengths downstream. It was decided to keep a fixed number of 
points, 80, in the inviscid wake as well. To allow the length of the inviscid wake to 
vary, step sizes were variable, following a geometric growth law: 
Mi = (1 + /OA«i_i (8.11) 
where K > 0. Adjusting K so that the entire solution domain would be 3, 6, 10, and 
15 chord lengths in extent, pressure distributions on the body were computed and 
compared. Figure 8.2 shows the results along the entire length of the plate. Figure 
8.3 shows the results in more detail near the trailing edge. Based on these results, it 
was decided that an inviscid wake extending down to 10 chord lengths would provide 
adequate accuracy. Figures 8.4 and 8.5 show the resulting wake shapes. On these 
scales, it would seem that the true wake shape is not being adequately calculated 
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Figure 8.1: Schematic representation of the computational domain 
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for the 10 chord length wake. However, if all the results are plotted on equal scales, 
theses differences are seen to be negligible. (Figure 8.6) Comparison of the resulting 
calculated pressure distribution with the exact result found from a conformai mapping 
solution (Figure 8.7) shows some small deviations due to the combined effect of 
linearization and the approximate application of the Kutta condition. All in all, the 
method seems to be satisfactory at finding the proper wake shape to guarantee zero 
pressure difference. 
Boundary Layer Results 
With the wake shape calculation method developed and tested, we can now pro­
ceed to the task of computing boundary layer solutions on the flat plate for various 
angles of attack. Reynolds number was fixed at 10® and the angle of attack was in­
creased from zero until stable solutions were no longer possible. The highest angle of 
attack where a stable solution was found was 5°. Figure 8.8 shows the pressure dis­
tribution on the plate at 4° angle of attack compared with the predicted distribution 
from potential flow theory. Figure 8.9 shows this comparison in more detail near the 
trailing edge. These same plots at an angle of attack of 5° are shown in Figures 8.10 
and 8.11. In both cases, the somewhat lower pressures on the lower surface near the 
trailing edge indicate that lift will be less than the predicted inviscid value. Also, the 
significantly different pressure distributions near the trailing edge imply the presence 
of pressure drag. 
Figures 8.12 and 8.13 show the skin friction coefficients for these two angles of 
attack. The boundary layer has not quite separated from the upper surface at 4° 
but has separated at 5°—forming a separated region approximately 10% of chord 
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Figure 8.5: Effect of increasing length of the interacting inviscid wake on wake 
(expanded scale) 
145 
1000.0 
500.0 
0.0 
-500.0 
-1000.0 
0.0 0.4 0.8 1.2 1.6 2.0 
Figure 8,6: Effect of increasing length of the interacting inviscicl wake on wake 
shape, actual size 
146 
Exact 
Current method 0.4 
0.2 
0.0 
0.2 
0.4 
0.6 
0.0 0.2 0.4 0.6 0.8 1.0 
xlc 
Figure 8.7: Comparison of pressure distributions of current method and exact solu­
tion 
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Figure 8.8: Comparison of computed pressure distributions with inviscid predic­
tions, a = 4° 
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Figure 8.10: Comparison of computed pressure distributions with inviscid predic­
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in length. The wiggles in the skin friction coefficient on the lower surface near the 
leading edge arise most probably from inadequate resolution there. In trying to turn 
180° around the front of the plate, the boundary layer will almost certainly separate, 
but without a great many more points in this region, it would be impossible to 
accurately model the flow there. However, the skin friction dropping off to zero at 
the leading edge is consistent with what would be expected. 
Lift and Moment Coefficients 
With these normal and tangential stress distributions, it is possible to integrate 
to find normal, axial, and pitching moment coefficients: 
^ lower ~ ^p.,upper)dx , 
~ JQ flower ^ffUpper)^^ ' 
(8.12) 
(8.13) 
and 
^m,c/4 = Iq \.i^ p,lower " Gp,upper){^ - x)]dx . (8.14) 
this moment coefficient has the pitch-up positive sense conventional to 2-d airfoil 
theory. Lift and drag coefficients can be found from the rotation relation: 
cos a — sm a 
sin a cos a 
(8.15) 
Figure 8.14 shows the computed Q — a curve for the flat plate. The deviation 
from the theoretical 
Figure 8.15 shows the moment coefficient about the quarter chord point as a 
function of angle of attack. According to inviscid theory, this point should be the 
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Figure 8.12: Computed skin friction distributions, a = 4° 
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aerodynamic center (point where moment does not vary with angle of attack). Using 
the linear portion of the curve, it was found that the aerodynamic center actually 
was shifted back slightly to xac — 0.255c. 
Using the rotation relation (8.15) to find the drag coefficient, Figure 8.16 shows 
the computed drag polar for the flat plate. Also plotted there is drag computed by 
integrating the theoretical pressure coefficients to find the normal force coefficient and 
taking the drag component of this force, the resulting "theoretical" drag component 
is somewhat disconcerting in that it appears at odds with D'Alembert's paradox. If 
the inviscid flow yields a drag coefficient contrary to our expectations for potential 
flow results, does this not call into question the results from the boundary layer 
calculations as well? After all, drag coefficients were computed in identical fashion 
for the two cases. A better understanding of the potential flow situation would seem 
critical to determining the correct results for the viscous calculations. 
The potential flow past a flat plate can be found by appropriate transformation 
of flow past a rotating cylinder. The surface speed past such a cylinder of unit radius 
with a stagnation point at 0 = 0 is given by 
(See Karamcheti [23], for example.) We will map this circle onto a flat plate at angle 
of attack with the transformation 
Drag Coefficient 
^3,o(^) — 18in(^ — a) + sin al . (8.16) 
(8.17) 
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Figure 8.15: Computed moment coefficient about the quarter chord vs. a 
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where ZQ and are the complex variable representations in the circle and flat plate 
planes, respectively. This transformation maps ^ = 0 to x = 1 and 9 = tt to x = 0: 
On the surface of the cylinder, ZQ = So x is related to 0 by 
X = ^(1 + cos#) . (8.18) 
The complex velocity, — iv^ in the plane of the plate is given by 
wi dzi dzQ dzi ' 
3zo 
where F = ^ + iip is the complex potential. In the plane of the flat plate, we want 
the magnitude of to go to unity as \zi \ oo. This will be so if Uoo = 5 in the 
circle plane. Therefore the surface speed in the circle plane is 
= ^1 - a) + sin a| . 
From this, the surface speed on the plate becomes 
I sm{0 — a) + sin a| 
(8.20) 
^5,1 W - 2 |i_ e -i20| 
sin(# — a) + sin a 
sin# (8.21) 
Using trig identities: 
/n\ , 1 - cos 0 . Uo 1 (#1 = cos a H ——sma 
sinO 
(8.22) 
Noting that sin 0 = \/l — cos^ 6, 
,n\ I • /I - cosg 
u,_i(9) = cosa±3m<»^j-j^ (8.23) 
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From (8.18), cos# = 2a; — 1. Substituting, we can write the surface speed on the 
plate as a function of x; 
Ug,i(a:) = cosa ± sin— 1 . (8.24) 
To find the location of the stagnation point, zg, set this surface speed to zero: 
or 
±cota = \ —— 1 
V 
o 1 1 + cot a = — 
xs 
0 1 CSC a = — , (8.25) 
Xs 
Xs = sin^ a (8.26) 
The pressure coefficient on the plate is 
Cp{x) — ^ sin 2o!Y 1 -f" sin^ Oi(2 ) . (8.27) 
This is the pressure coefficient plotted in Figures 8.7-8.11. To find the normal force 
coefficient, use (8.12): 
Cn = 2 sin 2a — Idx . (8.28) 
Making the trig substitution, x = cos^ <f>, yields 
fit 12 0 
Cn = 4 sin 2a sin <f>d<j) 
= 4 sin 2a 
= 7rsin2a (8.29) 
From the rotation relation (8.15), we can find lift and drag coefficients: 
C / =  2 7 r  s i n  a  c o s ^  a  ,  ( 8 . 3 0 )  
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and 
n 
Cfi = 27r sin a cos a. (8.31) 
These are the theoretical curves plotted in Figures 8.14 and 8.16. 
At first, it would seem that there would be no way to eliminate the non-zero drag 
coefficient. After all, it is simply the streamwise component of the normal force, which 
must have non-zero magnitude to produce lift. So where is D'Alembert's paradox? 
The answer lies in noting that while the frontal area of the plate is zero, the 
pressure acting on the leading edge is infinite. Does this combination yield a non­
zero axial force? 
Assume that the leading edge of the plate is parabolic with nose radius, e —» 0. 
Scale the x and y coordinates near the leading edge by the nose radius: 
Then the axial force coefficient due to the pressure loading on the leading edge is 
c 
y 
€ 
(8.32) 
(8.33) 
C„= f"""'Cpiy)dy . (8.34) 
In terms of the stretched leading edge coordinates. 
Ca = e Cp{Y)dY . 
J—00 
(8.35) 
The surface velocity on a parabola was found in Chapter 7: 
(8.36) 
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Therefore, the pressure coefficient is 
i + y2"^ ' 1 + ^ 2 1  
Performing the integration, we find 
Ca = e(l-Y^)7r \ 
But since we have scaled by the nose radius, = 2X.Therefore, 
Ca = (c - 2eX)7r . 
In terms of unsealed variables, eX = x. So 
Ca = (c — 2xs)7r . 
Taking the limit as e —> 0, we find 
Ca = —27rxs . 
We have already found that Xs = sin^ a, so 
Ca = —27r sin^ a 
In terms of (8.15), 
Cd = Cn sin a + Ca cos a 
= (7rsin2Q:)sin a + (—27r sin^ a)cosa 
«  9  . 9  
= 27r sin a cos a — 27r sin a cos a 
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So by taking the leading edge suction effect into proper account, we find that we do 
not violate D'Alembert's paradox after all in the potential flow. 
This peculiarity of the potential flow solution has been discussed in such detail 
because of its ramifications for the viscous flow drag computations. As pointed out 
earlier, the drag polars for potential and viscous flows given in Figure 8.16 were 
computed using identical methods. Thus, if it is necessary to correct the potential 
flow drag for leading edge suction effects, is it not equally appropriate to do so for 
the viscous flow results? It would seem so if we wish to correctly ascertain the effects 
of shear stress and trailing edge pressure defect on drag. 
To correct for the leading edge effect, we will use the the relation 
The problem with implementing this correction is that xs is not usually known to any 
great degree of precision. Using interpolated values of the pressure coefficient to find 
the stagnation point location would introduce significant numerical sensitivity into 
the drag computations. An alternative is to use the approximate method of reduced 
circulation first proposed by Pinkerton [38]. In this method, pressure distributions 
are calculated by fixing the circulation about the airfoil at the value that would 
produce the observed lift in a potential flow solution. This does not enforce the 
Kutta condition at the trailing edge, leading to infinite velocities there. However, 
away from the trailing edge, the resulting calculated pressure distributions match 
experimental values quite well. Assuming this will yield a good approximation for 
the location of the stagnation point, we see 
uncorrected corrected — 2^33 cos a . (8.44) 
(8.45) 
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where ae is the effective angle of attack that would satisfy Q = 27ro!e. Thus the 
corrected drag coefficient becomes 
'^«'corrected = '^''uncorrected ' (S) 
Figure 8.17 shows a comparison of corrected and uncorrected drag polars. The cor­
rected drag is only 15% of the uncorrected value at the highest angle of attack com­
puted. Figure 8.18 shows the final corrected drag polar alone. From these two figures, 
it possible to compute the predicted maximum lift to drag ratios for the corrected 
and uncorrected data. The uncorrected LfDmax was about 23, while it was about 
78 for the corrected data. This larger value is closer to what is generally seen in two 
dimensional airfoil data. 
While the case of a plate of zero thickness is an extreme one, this analysis 
highlights the importance of resolving leading edge flow phenomena even for those 
cases where the dominant separation occurs at the trailing edge. The derivation of 
the leading edge suction effect for the inviscid flow points out another limitation in 
these results. In the nose-radius scaled variables, it is clear that a flnite angle of 
attack results in an infinite value Ys. In the preceding chapter, we saw that leading 
edge separation will occur around a value of Va = —1.2. This is another reason why 
accurate drag calculations will hinge on adequate leading edge resolution. But, as was 
mentioned earlier, the purpose of this work was to develop the numerical methods 
that would be necessary for doing asymmetrical computations. Without the inclusion 
of baseline coordinate fitting as was done in Chapter 6 and turbulence effects it will 
not be possible to generate engineering quality data. 
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CHAPTER 9. CONCLUSION 
In this final chapter, I would like to summarize what I perceive as the most 
significant results of the work described in the previous chapters. 
The convergence acceleration work (Chapter 5) has uncovered an apparently pre­
viously unrecognized limitation in applying linear-based schemes to nonlinear prob­
lems. This Aj limitation should focus the consideration of future users of these 
methods on two major points. First, since the accelerated convergence rate is ex­
pected to be no more than twice the base rate, the improvement of overall solution 
convergence properties through algorithmic improvement should remain a top prior­
ity. Second, since the number of eigenvalues of the system greater than Aj is likely to 
be small, the development of very high order linear-based methods is likely to be of 
little value when applied to nonlinear problems. I feel that in most cases, as was true 
here, the simple Aitken/Lyusternik type acceleration should prove adequate to reach 
the limiting convergence rate. The nonlinear-based method proposed at the end of 
Chapter 5 has promise for eliminating this limiting situation. Further work in this 
area especially aimed at decreasing the sensitivity to round-off errors is indicated. 
As this is done, however, it is imperative that due consideration be given to the true 
savings the method generates in terms of CPU time, as opposed to mere savings in 
iteration counts. 
167 
The symmetric airfoil calculations described in Chapter 6 have significance be­
yond their role of code verification trials. The development and application of the 
baseline fitting method in conjunction with the correct bluff-body outer flow formu­
lation permit solutions that are as accurate as possible within the framework of the 
boundary layer hypothesis. The sensitivity of the pressure distributions to proper 
baseline fitting underscores the necessity of including proper inviscid flow lineariza­
tion (such as the bluff-body integrals) in the calculation. The difference between the 
boundary layer and Navier-Stokes results calls into question the result of asymptotic 
theories dependent on the validity of zero normal pressure gradients in the separated 
regions. Unfortunately, due to lingering doubts as to the grid independence and 
full convergence of the Navier-Stokes results, no definitive statement concerning the 
impact of normal pressure gradients is possible at this time. 
As for the marginal separation calculations (Chapter 7), these are the most de­
tailed and accurate solutions at finite Reynolds number to date. They have the po­
tential to serve as benchmarks for future researchers developing algorithms to study 
this problem. The effort to improve the accuracy of the solutions by Richardson 
extrapolation not only yielded high quality data for this case, but can serve as a 
model for improving data quality for a wide range of problems where adequate grid 
resolution by "brute force" means is simply not practical. The intriguing agree­
ment /disagreements of various scalings observed with those predicted by Stewartson, 
Smith, and Kaupfs [55] raise the possibility that their highly regarded asymptotic 
structure may not be the only one possible for this type of problem. This is signifi­
cant if for no other reason than the impact it could have on much of the theoretical 
understanding of leading edge separation. Most of the work to date has taken the 
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work of Stewartson, et al. as the jumping off point. If an asymptotic structure could 
be found that is in better agreement with these results, it could substantially alter 
the direction of theoretical work in this area. 
In Chapter 8, the importance of accurately calculating wake curvature for lifing 
bodies has been shown. While the method used is not the only one possible, it does 
have many features that any adequate alternative must possess as well. The methods 
must be stable early in the iteration cycle, not requiring near exact predictions for 
the wake shape as an initial guess. They also must converge any pressure difference 
across the wake to zero in the limit. Ideally this convergence must be nearly as rapid 
as that of the symmetric cases. Actually, the wake shape iteration does slow the 
convergence somewhat, however, any candidate solution method must not decrease 
convergence rate excessively. Also, while the correction method used to refine the 
estimate of drag coefficient is relatively crude, it serves to illustrate the importance 
of leading edge resolution regardless of the dominant separation mode experienced 
by the airfoil. 
In Chapter 1, I said that the focus of this work would be on the identification 
and resolution of problems that would need to be overcome before accurate efficient 
numerical analysis of airfoil stall would be possible. While many new questions 
will arise when extending these methods to the more practical problems involving 
turbulent, compressible, or unsteady flow, I believe that what has been reported here 
will serve as a solid foundation when approaching these new problems. 
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