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Abstract
Visual relationship detection aims to locate objects in images
and recognize the relationships between objects. Traditional
methods treat all observed relationships in an image equally,
which causes a relatively poor performance in the detection
tasks on complex images with abundant visual objects and
various relationships. To address this problem, we propose
an attention based model, namely AVR, to achieve salient vi-
sual relationships based on both local and global context of
the relationships. Specifically, AVR recognizes relationships
and measures the attention on the relationships in the local
context of an input image by fusing the visual features, se-
mantic and spatial information of the relationships. AVR then
applies the attention to assign important relationships with
larger salient weights for effective information filtering. Fur-
thermore, AVR is integrated with the priori knowledge in the
global context of image datasets to improve the precision of
relationship prediction, where the context is modeled as a het-
erogeneous graph to measure the priori probability of rela-
tionships based on the random walk algorithm. Comprehen-
sive experiments are conducted to demonstrate the effective-
ness of AVR in several real-world image datasets, and the
results show that AVR outperforms state-of-the-art visual re-
lationship detection methods significantly by up to 87.5% in
terms of recall.
Introduction
As a critical task of scene understanding, visual relationship
detection aims to identify the objects in an image, and rec-
ognize the relationship between each pair of objects. The
visual relationship can be represented by a triplet <subject,
predicate, object> where the predicate is the semantic inter-
action between the subject and object. The interaction can
be spatial relationships (e.g., on, under and behind) or verbs
(e.g., eat, walk on and play). The detected visual relation-
ships are useful structured information that can be used by
many other high-level applications such as image retrieval
(Johnson et al. 2015), image captioning (Yao et al. 2018),
and visual question answering (Lu et al. 2018).
It is a great challenge to detect meaningful relationships
from natural scene images, which usually contain numer-
ous visual objects and complex relationships between ob-
jects. Most of existing algorithms (Lu et al. 2016), (Yu et
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Figure 1: Attention on Salient Visual Relationships. From
human perspective, we usually pay more attention on rela-
tively salient and meaningful relationships among abundant
relationships in an image. For example, the relationships
<person, next to, horse> and <horse, next to, person> are
more important and salient than the other relationships such
as <sky, above, shirt>.
al. 2017), (Zhuang et al. 2017), (Xu et al. 2017) divide this
task into two basic stages: detecting objects, and recogniz-
ing the predicate of each pair of detected objects. The de-
tected relationship triplet and the bounding boxes of objects
are the final outputs of the algorithms. On the other hand,
since the space of all possible relationships is extremly huge
and the training dataset hardly cover all possible combina-
tions of objects and predicates. The ability of few-shot and
even zero-shot learning is quite necessary to enhance the re-
lationship detection model. Recently, some priori informa-
tion based methods are proposed to address this problem. Lu
et.al. (Lu et al. 2016) propose a language model to predict
the priori probability of predicates between objects, and then
apply the priori knowledge to finetune the predicate proba-
bility predicted from the visual model. (Yu et al. 2017) inte-
grates priori knowledge from the statistics of language text
(Wikipedia) so as to optimize the prediction of unseen rela-
tionships. On the other hand, the literatures (Zhuang et al.
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2017), (Dai, Zhang, and Lin 2017), (Xu et al. 2017) utilize
the context information to help to predict the relationships
better. The context can be the objects (Zhuang et al. 2017),
(Dai, Zhang, and Lin 2017) or other relationships (Xu et al.
2017) in an image.
Most of the above algorithms focus on correctly detecting
all of the relationships in an image. However, from the hu-
man perspective, the relationships in an image usually have
different importance and we usually pay attention to a small
portion of salient and meaningful relationships as demon-
strated in Fig.1. Simply treating all observed relationships
equally and independently may cause a relatively poor per-
formance in the detection tasks on complex images with
abundant objects.
Motivated by the observation above, we propose an atten-
tion based algorithm AVR to take into account both of local
and global context of a relationship for precise detection of
salient visual relationships. In particular, AVR measures the
attention on each visual relationship based on its visual fea-
tures, semantic and spatial information in the local context
of the input image. The salient relationships, which are as-
signed with larger attention, indicate important semantic of
the images from human perspective. Moreover, AVR utilizes
the priori knowledge in the global context of image datasets
to further improve the performance of identifying correct re-
lationship. Specifically, the priori knowledge is modeled as
a heterogeneous graph, which takes all possible predicates
and object pairs as vertices and utilizes the random walk al-
gorithm (David and Fill 1995) to propagate the priori prob-
ability of relationships.
As validated in the comprehensive experiments on the
real-world image datasets, AVR outperforms state-of-the-art
visual relationship detection methods significantly by con-
centrating on salient relationships accurately.
In short, our major contributions are the following:
• We propose a novel attention based visual relationship de-
tection algorithm AVR to detect the relationships and pay
more attention on salient relationships by fusing the vi-
sual features, semantic and spatial information in the local
context of the input image.
• We model the priori knowledge as a heterogeneous graph
in the global context of image datasets, and apply random
walk algorithm to capture the priori probability of rela-
tionships, which is integrated into the detection model to
enhance the precision of predicate prediction.
• Comprehensive experiments on the commonly used
dataset VRD (Lu et al. 2016) and VG (Krishna et al. 2017)
are conducted to test the performance of AVR, and the re-
sults show that our algorithm can significantly outperform
state-of-the-art methods with the improvements by up to
87.5% in terms of recall.
The rest of this paper is organized as follows: In Section
, we present a brief literature review which is related to our
work. In Section , we introduce our proposed model AVR
for visual relation detection. The experiments are presented
in Section . Finally, the conclusion is given in Section .
Related Work
In the visual relationship detection, recognizing the inter-
action between the objects is a primary task, while local-
izing objects in an image are generally done by the exist-
ing popular detection algorithms (e.g., Faster R-CNN (Ren
et al. 2017) and YOLO9000 (Redmon and Farhadi 2017)).
As mentioned before, the relationship distribution is long-
tailed and the training examples of many of relationships
are limited. Therefore, some studies proposed to utilize the
language priori knowledge of relationships to improve the
few-shot learning ability of relationship prediction. Lu et al.
(Lu et al. 2016) proposed a language model to predict the
predicate priori probabilities by utilizing the semantic word
vectors of objects. Then the priori probabilities are used to
finetune the relationship prediction of visual model. Differ-
ent from (Lu et al. 2016), Yu et al. (Yu et al. 2017) obtained
the priori distribution by the statistics from collected Wiki
textual data, and integrated the obtained priori into the pre-
diction model. The priori from textual data is more precise,
but it needs extra collection and processing for textual data.
Context information is another direction studied by re-
searches. The literatures (Zhuang et al. 2017), (Dai, Zhang,
and Lin 2017), (Li et al. 2017a), (Yin et al. 2018) attempted
to predict objects and predicates with the context of relation-
ships. Danfei Xu et al. (Xu et al. 2017) proposed to use all
relationships in an image as context to help the predicate pre-
diction, and the context is propagated by iterative message
passing in a graph network. Li et al. (Li et al. 2018) pro-
posed the Factorizable Net which also propagates context in
a graph, but the graph is simplified by merging and cluster-
ing some repeated edges for speedup. Guojun Yin et al. (Yin
et al. 2018) proposed a spatiality context appearance module
to put the relative position information between objects and
predicate into consideration.
There are many other types of researches on visual rela-
tionship representation. For example, VtransE (Zhang et al.
2017a) applied the representation of relationship in knowl-
edge graph (Wang et al. 2017) to the visual relationship rep-
resentation. Yang et al. (Yang, Zhang, and Cai 2018) im-
proved the generalization of model through learning object-
agnostic visual features. Zhu et al. (Zhu and Jiang 2018) pro-
posed a deep structured model for learning relationship in
both feature-level and label-level prediction which can cap-
ture the dependencies between objects and predicates. Liang
et al. (Liang et al. 2018) proposed a structural ranking objec-
tive function to assign higher scores to annotated relation-
ships than unannotated relationships.
The AVR Model
Fig. 2 shows the framework of the proposed AVR model.
Given an input image, the object detection module is firstly
applied to extract the candidate objects, each one of which is
represented as a class label and a bounding box in the image.
Each pair of objects is then fed into the Attention based Re-
lationship Detection Module, which makes decision based
on the local context of the input image, to predict the prob-
ability of the relationship represented in the objects. Mean-
while, based on the modeling of the global context related
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Figure 2: The framework of the AVR model.
to the image datasets, the priori knowledge about relation-
ship distribution is also integrated into the Priori Module to
refine the accuracy of relationship detection. The details of
each module are given as follows.
Attention based Relationship Prediction
Like most of the visual relationship detection algorithms
(Zhuang et al. 2017), (Yu et al. 2017), (Zhang et al. 2017a),
we adopt the object detection algorithm, Faster R-CNN
(Ren et al. 2017), to retrieve all objects in the input im-
age. Each detected object Oj is represented as a tuple :
(Bj , Vj , Cj , P r(Cj |Oj)). Bj is the bounding box of the
object, and is presented as a tuple (xj , yj , wj , hj), where
(xj , yj) indicates the left-top position of the object in the
image, wj and hj are the width and height of the object.
While apply Bj to crop the input image, we can achieve the
object image, which is denoted as Vj .Cj is the most possible
class label of the object. Pr(Cj |Oj) means the confidence
for the label Cj .
After obtaining a list of detected objects{Oj}, the com-
bination of any pair of objects can constitute a latent rela-
tionship in an image. The key of scene understanding is to
achieve the most salient visual relationships from these can-
didates, which represent the most important semantic in the
image.
Bayesian Network based Relationship Inference In-
spired by the human information processing procedure, we
propose an attention based relationship prediction model,
which considers visual relationship detection as an infer-
ence procedure in a Bayesian network as Fig. 3. Specifically,
given an input image I , two objects are detected and selected
as the subject Os and object Oo of the visual relationship.
Cs and Co are the class labels of the selected subject and
object respectively. The predicate of the visual relationship
P is inferred based on the subjectOs, the objectOo and their
class labels ( Cs, Co). According to the Bayesian chain rule,
the inference probability of a relationship conditioned on the
observed image I can be formulated as follows:
Pr(P,Cs, Co, Os, Oo|I) = Pr(Os, Oo|I) ·
Pr(Cs|Os) · Pr(Co|Oo) · Pr(P |Cs, Co, Os, Oo) (1)
Here Pr(Os, Oo|I) indicates the probability of attention on
the object pair (Os, Oo) , which is selected from the image I .
Os Oo
I
Cs Co
P
attention
Figure 3: Bayesian Network based Relationship Inference.
Cs is the most possible class label of Os, the probability of
which is Pr(Cs|Os). Similarly,Co is the most possible class
label of Oo, the probability of which is Pr(Co|Oo). Both of
Pr(Cs|Os) and Pr(Co|Oo) are given by the object detec-
tion module. Pr(P |Cs, Co, Os, Oo) means the probability
of the predicate, which is predicted based on the detected
subject and object. The detail of calculating the predicate
probability Pr(P |Cs, Co, Os, Oo) and the attention proba-
bility Pr(Os, Oo|I) will be introduced in the following sec-
tions.
Predicate Prediction Module In order to achieve the
predicate prediction result Pr(P |Cs, Co, Os, Oo), we con-
struct the multi-modal fusion model which integrates the
visual features, spatial information and semantic feature of
detected objects as shown in Fig. 4(a). Given any pair of
detected objects Os : (Bs, Vs, Cs, P r(Cs|Os)) and Oo :
(Bo, Vo, Co, P r(Co|Oo), the bounding box containing these
two objects is defined as the predicate bounding box Bp,
which is the smallest rectangle containing both of Bs and
Bo. The image within the bounding box Bp is called the
predicate image Op. Similar to Faster R-CNN (Ren et al.
2017), by applying the bounding boxes on the feature maps
output by the CNN model, we can achieve the feature maps
of Os, Oo and Op. Subsequently, the ROI pooling operation
is applied to transform these feature maps into the ones the
same size. Then the feature maps of Os / Oo are passed to a
two fully connected layers to obtain the subject/object fea-
ture Vs / Vo. Meanwhile, the feature maps of Os, Oo and
Op are stacked and processed by the following three con-
volutional layers and two fully connected layers to achieve
the predicate feature vector Vp. Finally, Vp is concatenated
with Vs and Vo together and fed into the two fully connected
layers to get the final visual feature Fv(s,o), which contains
the visual information of the subject, object and their local
context.
Besides the visual feature, the spatial feature is also in-
tegrated into the prediction model as shown in Fig. 4(a).
Particularly, given the bounding box of the subject
Bs = (xs, ys, ws, hs), its normalized bounding box is
[xs/W, ys/H, (xs + ws)/W, (ys + hs)/H,As/AI ], where
W and H are the width and height of the image, As is
the area of the subject, and AI is the area of the input im-
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Figure 4: The Attention based Relationship Prediction: (a) Predicate PredictionModule for recognizing predicates between
subjects and objects; (b) Attention Module for measuring the attention weights of relationships in an image. Both of modules
utilize and fuse visual, spatial and semantic features of objects.
age. Similarly, the normalized bounding box of the object
Oo is [xo/W, yo/H, (xo + wo)/W, (yo + ho)/H,Ao/AI ],
where Ao is the area of object. The relative position fea-
ture vector of these two boxes is [(xs − xo)/W, (ys −
yo)/H, log(ws/wo), log(hs/ho)]. This relative position fea-
ture vector is concatenated with the normalized bounding
boxes of the subject and object to form the complete spatial
feature Fb(s,o).
Furthermore, the class labels Cs and Co are also utilized
to support precise prediction. The word embedding tech-
nique (Mikolov et al. 2013) is utilized to represent these
labels as embedding vectors, which are concatenated and
input into the full connected layers to obtain the semantic
feature Fc(s,o). At last, the visual feature Fv(s,o), the spatial
feature Fb(s,o) and the semantic feature Fc(s,o) are fused in
the softmax layer to achieve the final prediction probability
as follows:
Pr(P |Cs, Co, Os, Oo) =
softmax(WvFv(s,o) +WcFc(s,o) +WbFb(s,o) + b) (2)
where Wv , Wc, Wb and b are the parameters in the model.
While training the model, the following cross entropy loss
function is adopted to measure the precision of prediction:
LossP =
∑
(s,o)
∑
i
−yilog(Pr(Pi|Cs, Co, Os, Oo)) (3)
Here yi is the indicator of ground truth predicate label. yi is
equal to 1 if the ith predicate is the ground truth label of the
Os and Oo, otherwise yi is equal to 0.
Attention Module As mentioned in Eq. (1), the attention
module aims to measure the probability of focusing on a pair
of objects in an image: Pr(Os, Oo|I), which indicates the
attention on the selected objects. Inspired by the human at-
tention mechanism, we measure the attention based on the
visual, spatial, and semantic information of the objects as
shown in Fig. 4(b). Specifically, while considering the visual
clues, we combine the visual feature of the objects Fv(s,o)
and the convolutional feature Fa of the whole image in the
following manner:
F ′v(s,o) = R(W3R(W1Fv(s,o) +W2Fa + b1) + b2) (4)
,where Wi and bi (i ∈ Z+) are all tunable parameters in
the nerual network. R(.) is the nonlinear activation function
Relu. Furthermore, as shown in Fig. 4(b), the spatial feature
Fb(s,o) and the semantic feature Fc(s,o) are integrated with
the visual feature Fv(s,o) to achieve the attention score as:
e(s,o) = R(W4F
′
v(s,o) +W5Fb(s,o) +W6F
′
c(s,o) + b3) (5)
,where F ′c(s,o) is the a nonlinear transformation of the se-
mantic feature Fc(s,o):
F ′c(s,o) = R(W7Fc(s,o) + b4) (6)
Finally, the softmax funcion is applied to achieve the nor-
malized attention:
Pr(Os, Oo|I) =
exp(e(s,o))∑
i,j exp(e(i,j))
(7)
When training the attention module, we regard it as a bi-
nary classification problem to predict whether a relationship
is important or not from the human perspective. The cross
entropy loss for each input image is defined for training as
follows.
LossA =
∑
(s,o)
(−L(s,o)log(σ(es,o))−(1−L(s,o))log(1−σ(es,o))
(8)
Here L(s,o) indicates the attention label of the objects pair
Os and Oo. Since there are not annotated importance of re-
lationships on datasets, we simply regard the annotated rela-
tionships are important than those unannotated. Thus, if Os
and Oo are the subject and object of a annotated relation-
ship on dataset, L(s,o) is 1. Otherwise, L(s,o) is 0. σ is the
sigmoid function transforming the attention score into the
scope [0, 1]. This attention loss is combined with the pred-
icate loss of Eq.(3) in the following form to optimize the
whole model by minimizing the loss.
Loss = LossA + LossP (9)
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Figure 5: The heterogeneous graph of relationships.
Priori Knowledge Graph based Enhancement
We also integrate the priori knowledge in the global context
of the whole dataset to further improve the precision of rela-
tionship detection. Specifically, we model the priori knowl-
edge as a heterogeneous graph (shown in Fig. 5), where all
possible predicates and object pairs are denoted as nodes.
The edge connecting any predicate Pi and any object pair
(Cs, Co) indicates the relationship <Cs, Pi, Co>, which is
labeled in the datasets. The weight of the edge indicates the
frequency that the relationship appears in the dataset. How-
ever, the graph is usually very sparse because of the long-
tailed relationship distribution. Thus, we augment the graph
by adding the edges between objects pair nodes to measure
their similarity, where the weight of each edge is assigned
with the similarity of the embedding vectors of objects.
Based on this augmented heterogeneous graph, we infer
the dependency of predicates and object pairs by performing
random walk from predicates to object pairs. In this way,
the priori probability Pr(Cs, Pi, Co) can be measured by
the probability of that the random walker starting from Pi
reaches the object pair (Cs, Co).
Specifically, the adjacency matrix between predicates and
object pairs are denoted as D0 with size K × N2, where
N is the number of object categories and K is the number
of predicate categories. Furthermore, the adjacency matrix
between object pairs is anN2×N2 matrixM . BothD0 and
M is normalized by rows. The transition probability matrix
of the t-step random walk from predicates to object pairs is:
Dt+1 = DtM (10)
,where t indicates the t-th iteration of the random walk. Fol-
lowing the research on random walk based dependency in-
ference (Shen et al. 2018), we add a balance parameter λ to
prevent the updated Dt+1 deviates too far from initial D0.
Dt+1 = λDtM + (1− λ)D0 (11)
When t tends to infinity, the final priori probability is
Pr(Cs, Pi, Co) = D∞ = (1− λ)(I − λM)−1D0 (12)
By combining Eq. (1) and Eq. (12), we can achieve the
final decision of a relationship <Cs, P, Co> in the image I:
f(Cs, P, Co, I) = Pr(P,Cs, Co, Os, Oo|I) ·Pr(Cs, P, Co)
(13)
,which combines both of posterior probability and priori
knowledge in the datasets for precise prediction.
Dataset Nobj Npred
Training Set Test Set
Nimg Nrel Nimg Nrel
VRD 100 70 3780 8.03 954 8.00
VG-VtransE 200 100 73794 9.23 25858 9.43
VG-MSDN 150 50 46164 9.12 10000 9.17
Table 1: The statistics of datasets.
Experiments
Datasets: In the experiments, the VRD (Lu et al. 2016) and
VG (Krishna et al. 2017) datasets are used to verify the ef-
fectiveness of the proposed AVR model. Specifically, VG
(Krishna et al. 2017) is a large image dataset with over 2
million annotated relationships. It is pre-processed in differ-
ent ways in previous literatures (Zhang et al. 2017a), (Li et
al. 2017b), (Yin et al. 2018). For fair comparison, we use two
commonly used versions of VG, i.e., VG-VtransE (Zhang et
al. 2017a) and VG-MSDN (Li et al. 2017b). The details of
the datasets are showed in Table 1. Here Nobj denotes the
number of object categories and Npred denotes the number
of predicate categories. Nimg denotes the number of images,
while Nrel represents the average number of annotated rela-
tionships in an image.
Parameters Setting: We use Faster R-CNN (Ren et al.
2017) to localize all objects in an image and VGG16 is se-
lected as the backbone network to extract visual features,
because it is commonly used by recent literatures (Yin et
al. 2018), (Li et al. 2018). The parameters of VGG16 are
initialized by the parameters pre-trained in the Faster R-
CNN on the training set, and kept unchanged during training
the predicate prediction model. The optimization method we
used is the SGD with momentum 0.9. In addition, the em-
bedding vectors of the caption words used to obtain the se-
mantic feature Fc(s,o) are the pre-trained vectors of Glove
(Pennington, Socher, and Manning 2014), the dimension of
which is 50. In the priori module of Section , the parame-
ter λ of random walk is set to 0.5 for VRD and 0.3 for both
VG-VtransE and VG-MSDN.
Visual Relationship Detection Tasks: Generally, there
are three kinds of popularly used tasks for visual relationship
detection (Lu et al. 2016), which are listed as follows:
(1) Predicate Detection: This task aims to determine the
predicate of a given objects pair in an image, where the
bounding boxes and class labels of the objects are provided.
(2) Phrase Detection: Given an image, this task aims
to output a set of relationship triplets <subject, predicate,
object> in the image and localize each relationship with one
bounding box. A detected relationship <subject, predicate,
object> is considered as a correct match if and only if its
bounding box has at least 0.5 overlap with one of the bound-
ing boxes of ground truth relationships.
(3) Relationship Detection: This task aims to output the
relationship triplets <subject, predicate, object> of a given
image, and localize the bounding boxes of the subject and
object of each relationship. If the bounding boxes of the sub-
ject and object have at last 0.5 overlap with the ground truth
bounding boxes respectively, it is considered as a hit.
Metrics: Following (Lu et al. 2016), (Yin et al. 2018),
Method K=1 K=70Rec@50 Rec@100 Rec@50 Rec@100
Fb 38.07 38.07 80.82 90.01
Fc 48.77 48.77 86.68 93.79
Fv 51.75 51.75 89.94 95.92
Fv+Fb 52.36 52.36 90.35 95.99
Baseline(Fv+Fb+Fc) 54.54 54.54 91.47 96.65
Priorids 51.59 51.59 82.51 87.65
Priorirw 51.87 51.87 88.71 94.30
Baseline+Priorids 53.99 53.99 82.46 87.46
Baseline+Priorirw 55.61 55.61 90.73 95.72
Table 2: Evaluation of different variation models in the Pred-
icate Detection task on VRD dataset.
the metric Rec@N used here is the recall rate of top N pre-
dicted relationships, which are sorted by the probabilities of
relationships output by the models. If multiple relationships
with the same subject and object are detected by the model,
only top K relationships are selected in each group for test-
ing. For example, ifK is 1,only the predicate with maximum
probability is selected for each pair of detected subject and
object.
Analysis of the Components in AVR
To analyze the effectiveness of different components of the
AVR model, several variation models with different compo-
nents are implemented and tested for comparison. The ex-
perimental results are illustrated on Table 2 and Table 3.
Fb (Fc or Fv) indicates the predicate prediction model of
Fig. 4(a) only using the spatial feature Fb (semantic feature
Fc or visual feature Fv), while Fv+Fb represents the model
using both visual feature and spatial feature. The Baseline
(Fb+Fc+Fv) is the predicate prediction model with all three
features as shown in Fig. 4(a) . For the priori module, the
Priorids model uses the initial priori D0 without random
walk, and Priorirw uses the final priori D∞ after random
walk. Att means the attention module in the proposed AVR.
Different combination of The Baseline, the priori module
and the attention module are tested to verify the effective-
ness of different components, e.g., Baseline+Priorirw and
Baseline+Priorirw+Att. Note that the attention module is
not used in the Predicate Detection task of Table 2, because
the task aims to predict the predicate of given pair of sub-
jects and objects in an image and it does not need to rank the
relationships according to attention.
Table 2 shows the results of the Predicate Detection task
on the VRD dataset. It can be observed that the model
Fv is better than Fb and Fc, which indicates that relation-
ships are more possible to be inferred from their visual ap-
pearance than the spatial or semantic features. The Base-
line model, which fuses the visual, spatial and semantic
features, performs better than the models with one or two
features. Besides, the Priorirw obtains some improvement
compared with the origin Priorids, especially in the cases
with larger K where more possible predicates are allowed
for output. Moreover, in the case where K = 70, the re-
call rate of Baseline + Priorirw is surprisingly not better
K Method Phrase Det. Relaitonship Det.Rec@50 Rec@100 Rec@50 Rec@100
1
Baseline 23.25 28.25 17.53 21.08
Baseline+Priorirw 24.46 30.21 19.15 23.15
Baseline+Priorirw+Att 29.33 33.27 22.83 25.41
70
Baseline 25.19 32.11 19.08 24.95
Baseline+Priorirw 25.79 33.72 20.37 26.27
Baseline+Priorirw+Att 34.51 41.36 27.35 32.96
Table 3: Evaluation of the Baseline, Baseline + Priorirw
and Baseline + Priorirw + Att in Phrase and Relationship
Detection tasks on VRD dataset.
than the Baseline model. This may be because the VRD
dataset is small-sized, and the priori knowledge extracted
from the global context is not accurate enough. Actually, for
the larger dataset VG, the Priorirw can effectively improve
the precision for all test cases as shown in Table 5.
To further test the effectiveness of the attention mecha-
nism of the AVR model, we verify the performance of the
attention module and the priori module in the Phrase and Re-
lationship Detection tasks, which are much harder than the
simple Predicate Detection task. The experimental results
on the VRD dataset are listed in Table 3. We can see that
the Baseline model with the priori knowledge Priorirw per-
forms better than the Baseline for all tasks. Particularly, the
attention module Att can further improve the performance
significantly by up to 10%∼18% for K=1 and 22%∼32%
for K = 70. This confirms that the attention mechanism can
effectively distinguish the importance of numerous relation-
ships in an image and pick out the salient relationships for
better scene understanding.
Comparisons with State-of-the-Art Methods
We also compare AVR with several state-of-the-art methods
and show the results on the VRD dataset in Table 4. In the
Predicate Detection task, AVR performs better than other
methods except CAI+SCA-M (Yin et al. 2018) in the case
K=1, but the AVR obtains much better performance in the
case K=70 compared with the CAI+SCA-M. Furthermore,
in the advanced tasks such as Phrase Detection and Relation-
ship Detection, the AVR is significantly better than state-of-
the-art methods by 10%∼21% on recall. On the other hand,
we also test AVR on the larger VG datasets (VG-VtransE
(Zhang et al. 2017a) and VG-MSDN (Li et al. 2017b)), and
show the results on Table 5. It can be observed that the
Baseline with the priori module can offer better results than
the original Baseline on three tasks for all K. Meanwhile,
the Baseline combined with Priorirw and attention mod-
ule (Baseline+Priorirw+Att) has significantly improvement
compared with the other methods. In some difficult cases,
e.g., in the Relationship Detection task on the VG-VtransE
dataset, the improvement can be up to 87.5% (marked with
underline in the table).
Furthermore, to show the performance of the AVR model
intuitively, we visualize some test examples with the salient
weights of predicted relationships in Fig. 6. We can see
that the predicates between objects are predicted accurately
K Method Predicate Det. Phrase Det. Relaitonship Det.Rec@50 Rec@100 Rec@50 Rec@100 Rec@50 Rec@100
1
LP (Lu et al. 2016) 47.87 47.87 16.17 17.03 13.86 14.70
VtransE (Zhang et al. 2017a) 44.76 44.76 19.42 22.42 14.07 15.20
PPR-FCN (Zhang et al. 2017b) 47.43 47.43 19.62 23.15 14.41 15.72
ViP-CNN (Li et al. 2017a) - - 22.78 27.91 17.32 20.01
LK (Yu et al. 2017) 55.16 55.16 23.14 24.03 19.17 21.34
CAI (Zhuang et al. 2017) 53.59 53.59 17.60 19.24 15.63 17.39
CAI+SCA-M (Yin et al. 2018) 55.98 55.98 25.21 28.89 19.54 22.39
F-Net (Li et al. 2018) - - 26.03 30.77 18.32 21.20
our AVR 55.61 55.61 29.33 33.27 22.83 25.41
70
LK (Yu et al. 2017) 85.64 94.65 26.32 29.43 22.68 31.89
DR-NET (Dai, Zhang, and Lin 2017) 80.78 81.90 19.93 23.45 17.73 20.88
DSR (Liang et al. 2018) 86.01 93.18 - - 19.03 23.29
CAI+SCA-M (Yin et al. 2018) 89.03 94.56 29.64 38.39 22.34 28.52
our AVR 90.73 95.72 34.51 41.36 27.35 32.96
Table 4: Comparison of AVR and state-of-the-art methods on VRD dataset.
Dataset K Method Predicate Phrase RelaitonshipRec@50 Rec@100 Rec@50 Rec@100 Rec@50 Rec@100
VG-VtransE
1
VtransE (Zhang et al. 2017a) 62.63 62.87 9.46 10.45 5.52 6.04
Fo+L (Zhu and Jiang 2018) - - 13.07 15.61 6.82 8.00
Baseline 70.45 70.46 13.65 17.69 7.21 9.20
Baseline+Priorirw 71.65 71.65 19.75 24.20 10.72 13.19
Baseline+Priorirw+Att - - 23.08 27.01 12.79 15.06
100
Baseline 96.17 98.59 14.13 18.75 7.60 10.15
Baseline+Priorirw 96.89 99.01 20.07 24.98 10.97 13.80
Baseline+Priorirw+Att - - 24.20 29.91 13.60 17.09
VG-MSDN
1
ISGG (Xu et al. 2017) - - 15.87 19.45 8.23 10.88
MSDN (Li et al. 2017b) - - 19.95 24.93 10.72 14.22
F-Net (Li et al. 2018) - - 22.84 28.57 13.06 16.47
Baseline 62.92 62.93 20.08 24.62 11.94 14.60
Baseline+Priorirw 64.97 64.97 23.70 29.12 14.50 17.82
Baseline+Priorirw+Att - - 29.12 32.29 18.33 19.97
50
Baseline 93.81 97.87 20.67 26.01 12.44 15.81
Baseline+Priorirw 93.97 97.63 23.99 30.11 14.72 18.61
Baseline+Priorirw+Att - - 31.27 37.91 19.95 24.24
Table 5: Comparison of AVR and state-of-the-art methods on VG datasets.
and the salient weights α can precisely indicate the impor-
tance of the relationships in an image. For example, in the
first image of Fig. 6, the salient weights of the relation-
ships<person, on, bench> and<bag, on, bench> are larger
than the weights of <cup, next to, person> and <shirt, on,
person>. This indicates AVR can pay more attention on the
salient relationships in the image.
To further visualize the effectiveness of different com-
ponents of AVR, we show the ranking results of three
variation models (i.e., Baseline, Baseline+Priorirw and
Baseline+Priorirw+Att) on a test example in Fig. 7. It can
be observed that the model with the attention module can
significantly enhance the rankings of the important relation-
ships (e.g., <person, on, bench>) and decrease the rank-
ings of relatively unimportant relationships (e.g.,<cup, next
to, bag>). Furthermore, the Priorirw can effectively correct
some mistakes about predicates, e.g., the<cup, on, person>
is revised to <cup, next to, person>, which is more precise
to describe the relationship.
Conclusion
In this paper, we propose an attention based model AVR to
solve the problem of salient visual relationship detection.
AVR can not only precisely recognize the interaction be-
tween objects by fusing visual, spatial and semantic features,
but also distinguish the importance of relationships with the
attention based mechanism. Besides the multi-view informa-
tion in the local context of an image, the global context in the
whole dataset is also used to improve the accuracy of predi-
cate prediction by performing random walk on the heteroge-
neous priori knowledge graph. Comprehensive experiments
are conducted on the real-world VRD and VG datasets and
the results show that AVR outperforms state-of-the-art meth-
ods significantly.
Examples of Relationships:
<person, on, bench>
<bag, on, bench>
<person, wear, shirt>
<person, use, laptop>
<cup, next to, person>
<shirt, on, person>
<bench, under, laptop>
<cup, next to, bag>
α:
0.382
0.185
0.051
0.031
0.006
0.004
0.003
0.001
Examples of Relationships:
<pizza, on, table>
<plate, on, table>
<glasses, on, table>
<glasses, on, table>
<pizza, next to, plate>
<glasses, on, table>
<glasses, near, glasses>
<plate, near, glasses>
α:
0.111
0.099
0.020
0.020
0.008
0.006
0.001
0.001
Examples of Relationships:
<clock, on, building>
<sky, above, building>
<building, has, clock>
<bike, near, tree>
<tree, below, street>
<building, behind, bike>
<street, under, clock>
<clock, above, tree>
α:
0.334
0.098
0.088
0.013
0.006
0.003
0.002
0.001
Examples of Relationships:
<person, on, sand>
<person, on, sand>
<sky, above, umbrella>
<person, behind, person>
<chair, below, umbrella>
<umbrella, above, person>
<person, under, sky>
<chair, in the front of, person>
α:
0.158
0.101
0.092
0.018
0.015
0.012
0.005
0.004
Examples of Relationships:
<person, on, bed>
<monitor, above, bed>
<lamp, next to, bed>
<pot behind, bed>
<pot, on the left of, monitor>
<bed, in the front of, plant>
<monitor, on the right of, pot>
<person, in the front of, pot>
α:
0.206
0.100
0.062
0.057
0.009
0.007
0.006
0.001
Figure 6: Qualitative examples of detected relationships and the salient weights α given by the proposed AVR. The objects in
colors are localized with the bounding boxes with same colors.
Baseline:
<bag, on, bench>
<shirt, on, person>
<person, wear, shirt>
<person, on, bench>
<bench, under, laptop>
<cup, next to, bag>
<cup, on, person>
<person, in the front of, 
laptop>
Baseline+Priorrw:
<shirt, on, person>
<bag, on, bench>
<person, wear, shirt>
<person, on, bench>
<bench, under, laptop>
<cup, next to, bag>
<cup, next to, person>
<person, use, laptop>
Baseline+Priorrw+Att:
<person, on, bench>
<bag, on, bench>
<person, wear, shirt>
<person, use, laptop>
<shirt, on, person>
<cup, next to, bag>
<cup, next to, person>
<bench, under, laptop>
Figure 7: According the confident probabilities of re-
lationships, the several sorting relationships of three
different models (i.e., Baseline, Baseline+Priorirw and
Baseline+Priorirw+Att) are listed for comparison.
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