Abstract. Regular variation is an asymptotic property of functions and measures. The one variable theory is well-established, and has found numerous applications in both pure and applied mathematics. In this paper we present several new results on multivariable regular variation for functions and measures.
Introduction
A Borel measurable function R : R + → R + is said to vary regularly at infinity with index ρ ∈ R if, for all λ > 0 we have A regularly varying function with index zero is also called slowly varying. A comprehensive account of the one variable theory, including a large number of applications, can be found in [4] . The beginnings of a theory of regular variation in R k can be found in [1] , [8] , [12] , and [22] . The general theory was laid out in [14] . This theory of multivariable regular variation was then generalized to regular varying functions and measures on nilpotent Lie groups in [18] . In this paper we establish some basic results on the geometry of regularly varying functions, measures, and sequences of linear operators on R k . By geometry we mean that regular variation for linear operators, which is the foundation of the whole theory, leads to a powerful decomposition theorem of the underlying vector space R k called the spectral decomposition (see Theorem 2.4) . Such a spectral decomposition, which was already proved in the slightly different setting of generalized domains of (semi-) attraction of operator (semi-) stable laws, is the key ingredient to various deep theorems on operator (semi-) stable laws. See [15] , [17] and the literature cited there.
Then we investigate regularly varying functions on R k . Our principal result is an extension of Feller's characterization of regularly varying functions (see Theorem 3.14) . The theory of regularly varying measures is derived along the same lines as our theory for functions with virtually the same proofs. One might argue that these two theories should be equivalent via a uniqueness and continuity theorem for a certain operator. Unfortunately, as shown in a counter example, this is not the case. Hence we will only sketch the proofs of the theory of regularly varying measures pointing out the differences to the proof in the function case.
Recently, the concept of regular variation on R k has been generalized to multivariable R-O variation, which is the appropriate theory to investigate generalized domains of semistable attraction, see [18] . This theory is again based on the theory of regular variation for linear operators presented here.
Regular variation for linear operators
Suppose f : R + → GL(R k ) is Borel measurable, where GL(R k ) is the Lie group of invertible linear operators on R k . We say that f varies regularly if lim t→∞ f (λt)f (t)
for all λ > 0. In this case, for some linear operator B called the index of f we have ψ(λ) = λ B for all λ > 0, see [14] . Here λ B = exp(B log λ) where exp(A) = I + A + A 2 /2! + A 3 /3! + · · · is the usual exponential operator.
The convergence in (2.1) is automatically uniform on compact subsets of λ > 0, see [1] , [14] . A straightforward extension of that proof yields the following technical result, which will be useful in the next section. See also [15] , Theorem 3.1. as t → ∞ for all λ > 0. Then this convergence is uniform on compact subsets of t > 0.
Regular variation on GL(R k ) (and more generally on Lie groups) is the most natural extension of the one variable theory. It is also the key to the theory of regularly varying functions and measures, which will be discussed in the following two sections. The main purpose of this section is to establish a structure theorem called the spectral decomposition for regularly varying sequences of linear operators. We begin with a preparatory lemma. If
where all roots of g i have real part a i and a i < a j for i < j. Define 
The subspace L i is in some sense the limit of f −1 (t)(V ) as t → ∞. Fix ρ ∈ (a i , a i+1 ) and note that t −ρ ||t B x|| → 0 uniformly on compact subsets of V while t −ρ ||t B x|| → ∞ uniformly on compact subsets of U = R k − V . For y ∈ R k write y = rθ + r θ where r, r ∈ R + and θ, θ are unit vectors in V, V respectively. Given δ > 0 define V δ = {rθ + r θ : r/r > δ}, so that V δ ⊂ U and V δ increases to U as δ → 0. The regular variation of f implies that t −ρ ||f (t)x|| → ∞ whenever x = f −1 (t)y for any y ∈ V δ and t > t 0 (δ). Then
For further details see [17] and [18] . This concludes the proof.
Theorem 2.4 (Spectral decomposition). A Borel measurable function f :
R + → GL(R k ) varies regularly with index B if and only if f ∼ gT for some T ∈ GL(R k ) and some g regularly varying with index B such that:
and
Proof. Suppose f varies regularly with index B. Apply Lemma 2.3 and
Using the direct sum decomposition, for x ∈ V i define g(t)x to be the component of f (t)T −1 x which lies in V i . Extend by linearity. Then use the uniform convergence in (2.1) to show that
uniformly on the unit sphere in V i for each i. It follows that f T −1 ∼ g. Then it follows immediately from the formula (2.1) that g is also regularly varying with the same index B as f . Since each V i is g-invariant, each g i varies regularly with index B i by projecting (2.1) onto the subspace V i . Conversely, it follows immediately from the formula (2.1) that if f ∼ gT and if g varies regularly with index B, then so does f . This concludes the proof.
Regular variation for functions
Let Γ = R k − {0} and suppose that F : Γ → [0, ∞) is Borel measurable. We say that F varies regularly if there exist f : R + → GL(R k ) and R : R + → R + , both regularly varying, R not slowly varying, such that
whenever x t → x in Γ. In this case the limit function ϕ satisfies
for all t > 0 and all x ∈ Γ, where E = β −1 B and β, B denote the index of R and f , respectively, see [14] . We say that F varies regularly with index E. If all eigenvalues of B have positive (negative) real part, then Lemma 2.3 shows that f (t) −1 x tends to zero (infinity) in norm as t → 0, and we say that F varies regularly at zero (infinity), respectively. In this section we investigate the structure of regularly varying functions. 
. We have to consider two cases separately. [20] Theorem on page 21). Here and in the following let us agree to write f ∼ g for functions 
Then f 1 is regularly varying with index (−1/β)B and it follows that lim
We begin with an examination of the limit function. The following is not the most general treatment possible, but it is sufficient for our purposes. 
Since in (3.1) there are only nonsingular operators allowed we restrict ourselves to operators from GL(R k ) in the following theory. (It is possible to allow all linear operators A in the following definition but then we need the additional property ϕ(0) = 0 of an admissible function.)
A is a symmetry of ϕ}.
for all x ∈ Γ so A ∈ S(g). This concludes the proof. 
Proof. Obviously S(ϕ) is closed under composition and inverses, so S(ϕ)
is a subgroup of
implies that ||A n x|| is bounded (otherwise g(A n x) tends to either zero or infinity), and so S(g) is bounded and hence S(ϕ) is compact. This concludes the proof.
In the following we use the notation
Definition 3.6. Let F denote the set of all Borel measurable functions F : Γ → R + which are monotone on rays, by which we mean that t → F (tx)
is a monotone function of t > 0 for all x ∈ Γ. For F n ∈ F and an admissible function ϕ :
The next step is to establish a convergence of types theorem for real-valued functions on R k . We begin with two simple lemmas.
Furthermore, since F n ∈ F and F n → ϕ uniformly over any fixed sphere, it follows that t → F n (tx) is monotone decreasing for all x ∈ Γ and hence t → G n (tx) is monotone decreasing for all x ∈ Γ too. Then the uniform convergence of F n → ϕ over any fixed sphere implies that G n → ρ uniformly on compact subsets of Γ and hence
tends to either zero or infinity, which is a contradiction. Thus the sequence A −1 n is relatively compact. If along a subsequence n we have A
This concludes the proof.
Proof. Let ρ and G n be as in the proof of Lemma 3.
n x) tends to either zero or infinity, which is a contradiction (see the proof of Lemma 3.7). Then the sequence A −1 n is relatively compact. If along a subsequence n we have A
Since ϕ 0 is admissible we cannot have C 0 x = 0 for any x ∈ Γ, so C = C −1 0 exists and we may write ϕ 0 = Cϕ. This concludes the proof. Theorem 3.9 (Convergence of types). Let F n ∈ F, ϕ, ϕ 0 admissible and
Simplify and then multiply both sides by C on the left to obtain A n F n → ϕ 0 which concludes the proof. Now we come to the main point of this section, which is to establish the basic characterization of regularly varying functions which are monotone on rays. We begin with two technical results.
Theorem 3.10. Let F ∈ F, ϕ admissible and A n ∈ GL(R k ). Suppose a n > 0 is a regularly varying sequence with index β = 0 and that a n (A n F ) → ϕ. Then there exists a linear operator B such that for all t > 0: t β ·ϕ = t B ϕ; and
Proof. Let F n = a n · F so that A n F n → ϕ. Regular variation of the sequence a n implies that
. Now replace t by 1/t in the first inclusion and replace s and t by 1/s and st in the second to
write D n = C tn A n for some t n > 0 and A n ∈ S(ϕ). Since D n ϕ → Dϕ we must have t n relatively compact in R + , and it is immediate from Theorem 3.5 that G t is compact. If along a subsequence t n → t and
this homomorphism is well defined. Since G is a Lie group, the connected component of the identity G 0 is an open normal subgroup which consists of one parameter semigroups {t E : t > 0} for some elements E of the Lie algebra of G. It is easy to check that ζ is open, and so ζ(G 0 ) is an open subgroup of R + and hence must be R + . Then there must exist a linear operator B such that ζ(t −B ) = t for all t > 0. Then t −B ∈ G t and so we may write G t = t −B S(ϕ) for all t > 0. This concludes the proof.
In the case of Theorem 3.10, if we define E = β −1 B then (3.2) holds for all t > 0 and all x ∈ Γ. In other words, we have tϕ = t E ϕ for all t > 0. Definition 3.11. Let ϕ be admissible. Then any linear operator E such that
Exponents in general are not unique. The next theorem describes the structure of the set E(ϕ) of exponents of an admissible function ϕ. 
where H is Haar measure on the compact group S(ϕ). It is easy to check that E 0 = AE 0 A −1 for every A ∈ S(ϕ), and since (3.4) holds we know that E(ϕ) is closed and convex, so E 0 ∈ E(ϕ). This concludes the proof.
Remark 3.13. If B is the linear operator in Theorem 3.10 then we know that E = β −1 B is an element of E(ϕ). Suppose E ∈ E(ϕ) is another exponent and let B = βE . Then Theorem 3.12 implies that E = E + X where X ∈ T S(ϕ). Using the fact that t X ∈ S(ϕ), it is easy to see that t −B S(ϕ) = t −B S(ϕ) for all t > 0. Then we may assume that the linear operator B in (3.3) commutes with every symmetry.
The next result is our basic characterization of regularly varying functions which are monotone on rays. The one variable version is due to Feller [6] .
Theorem 3.14. Let F ∈ F, ϕ admissible and A n ∈ GL(R k ). Suppose a n > 0 is a regularly varying sequence with index β = 0 and that a n A n F → ϕ. Then F is regularly varying with index E for any E ∈ E(ϕ).
Proof. Theorem 3.10 implies that (3.3) holds for some linear operator B, and Lemma 2.2 shows that this convergence is uniform on compact subsets of t > 0. Remark 3.13 shows that we may take B = βE where E ∈ E(ϕ) is arbitrary. To begin with, we will assume that E is commuting, so that t −B S(ϕ) = S(ϕ)t −B for all t > 0. Now suppose that G n ∈ S(ϕ) and let B n = G n A n . Then Lemma 3.7 shows that a n B n F → ϕ too. In order to show that F varies regularly with index E, it will suffice to show that we can choose G n to make B n vary regularly with index −B. Since the argument is quite similar to the proof of the theorem in [14] we only sketch the argument here. Since S(ϕ) is a compact subgroup of GL(R k ), there exists an inner product on R k which makes every symmetry G ∈ S(ϕ) orthogonal. We will use the norm associated with this inner product to define the sequence B n . Let B 1 = A 1 . For all other n, suppose that 2 k < n ≤ 2 k+1 , and let
Using the uniform convergence and the fact that B is commuting, a computation shows that
is not commuting, and use Theorem 3.12 to write E = E 0 +X where E 0 ∈ E(ϕ) is commuting and X ∈ T S(ϕ). Define B = β −1 E and B 0 = β −1 E 0 . The above argument yields a sequence B n such that a n B n F → ϕ and B n varies regularly with index −B 0 . Let C n = n −X B n and notice that n −X ∈ S(ϕ) for all n. Then Lemma 3.7 implies that a n C n F → ϕ, and since B 0 is commuting, it is easy to check that C n varies regularly with index −B. This concludes the proof.
Remark 3.15. In order to apply Theorem 3.14 one must verify that the limit function ϕ is admissible. In fact if a n F (A −1 n x n ) → ϕ(x) > 0 whenever x n → x in Γ then ϕ must be continuous. Suppose not. Then for some ε > 0 and some y k → x in Γ we have |ϕ(y k ) − ϕ(x)| > ε for all k. We also have for each fixed k that a n F (A −1 n y k ) → ϕ(y k ) as n → ∞, so that for each k there exists an integer n k such that |a n F (A −1 n y k ) − ϕ(y k )| < ε/2 for all n ≥ n k . Without loss of generality we can choose n k monotone increasing. Now let x n = y n k for all n k−1 < n ≤ n k . Then for all n we have
which is a contradiction. A similar argument shows that if F varies regularly and (3.1) holds then ϕ is continuous. Furthermore, if F varies regularly at zero or infinity then ϕ is admissible. For example, if every eigenvalue of E has positive real part and x t → ∞, write x t = (r t ) −E θ t where r t > 0 and θ t = 1. Then (3.2) yields ϕ(x t ) + ϕ(−x t ) = r t (ϕ(θ t ) + ϕ(−θ t )) → 0 as t → 0 since r t → 0 and ϕ is bounded on the unit sphere.
Regular variation for measures
In this section we develop a multivariable theory of regularly varying measures.
Let M denote the set of σ finite Borel measures on Γ which are finite outside every neighborhood of the origin with the topology of weak convergence. In this topology we have µ n → µ if and only if µ n (S) → µ(S) for all Borel subsets S ⊂ Γ which are bounded away from the origin and whose topological boundary ∂S has µ-measure zero. 
as t → ∞ for some φ ∈ M which is full, by which we mean that φ cannot be supported on any k − 1 dimensional linear subspace.
If (4.1) holds then the limit measure φ satisfies
for all t > 0, where E = β −1 B and β, B denote the index of R and f , respectively, see [14] . We say that µ varies regularly with index E. We first investigate the possible limit measures in (4.1). In contrast to the case of regularly varying functions considered above it follows that only certain E in (4.2) are allowed.
Remark 4.3.
If φ ∈ M is full and satisfies (4.2) then the real parts of the eigenvalues of E in (4.2) are necessarily non-negative. In fact assume that a 1 < · · · < a p are the real parts of the eigenvalues of E and let R k = V 1 ⊕ · · · ⊕ V p be the direct sum decomposition into E-invariant subspaces as in section 2. Now assume that a 1 < 0. Let θ 0 ∈ V * 1 be a unit vector, where V * 1 denotes the dual space of
for all R > 0 and t > 0. Write t E * θ 0 = r t θ t for some θ t = 1 and r t > 0 and note that since a 1 < 0 and θ 0 ∈ V * 1 we have r t → 0 as t → ∞.
Hence the right hand side of (4.3) tends to zero whereas the left hand side of (4.3) either tends to infinity as t → ∞ which is a contradiction or φ{x : | x, θ 0 | > R} = 0. Since R > 0 is arbitrary, we have φ{x : | x, θ 0 | = 0} = 0 which contradicts the assumption that φ is full.
In the following we assume that the real parts of the eigenvalues of E in (4.2) are positive.
Next we define our class of admissible measures which will contain the possible limit measures in our theory of regularly varying measures. We will show later that full measures φ satisfying (4.2) are in fact admissible. Before we can show that measures φ satisfying (4.2) are admissible we need a structural theorem showing that any measure φ in (4.2) can be desintegrated according to the orbits of the one-parameter group (t E ) t>0 . 
where λ is a finite Borel measure on the unit sphere S = {x : x 0 = 1} with respect to · 0 .
Proof. Let · denote the Euclidean norm on R k and define
Since the real parts of the eigenvalues of E are positive we get, following [9] p.136, that there exists a δ > 0 and a C > 0 such that t E x ≤ Ct δ x for all x ∈ R k and all 0 ≤ t ≤ 1. Hence · 0 is well defined and it is easy to see that it is a norm on R k . It follows from [13] that for all x = 0 the mapping t → t E x 0 is strictly increasing and that ψ :
is a homeomorphism, where S = {x ∈ R k : x 0 = 1}.
For a Borel subset F ⊂ S we define
Then λ is a finite Borel measure on S. For s > 0 and a Borel subset
(4.5) Then we get from (4.2) and the definition of λ
But the sets of the form A in (4.5) form a ∩-stable generator of the Borel σ-algebra of Γ and hence (4.4) holds for all Borel subsets A ⊂ Γ. This concludes the proof.
Our next result shows that measures φ satisfying the transformation formula (4.2) are admissible. Proof. For x ∈ Γ we get from Theorem 4.6 that
But since the real parts of the eigenvalues of E are positive it is easy to see that x, t E θ = 1 for at most countably many t > 0 and hence the inner integral on the right hand side of the equation above is zero for every θ ∈ S and hence φ{y : x, y = 1} = 0 for every x ∈ Γ. Next we show that φ(Γ) = ∞. Since φ(Γ) ⊇ lim δ→0 φ{x : | x, θ | ≥ δ} all we have to show is that for some θ = 1
In view of (4.2) we have
, so in view of (4.6) it remains to show that
is finite for all θ = 1. We first show that ρ is continuous. Let ε > 0 be arbitrary and θ n → θ where θ n = 1 for all n. Since φ| {x: x ≥δ} is a finite Borel measure for every δ > 0 there exists a R > 1 such that for
where A B denotes the symmetric difference of the set A, B ⊂ Γ and A c denotes the complement of a set A. A simple geometrical argument shows that
for some ε n > 0 depending on θ n , θ and R with ε n → 0 as n → ∞. But
as n → ∞ since we already know that φ{y : y, θ = 1} = 0 for all θ ∈ Γ. Hence ρ is a continuous function. In order to prove (4.7) it now suffices to show that φ{y : | y, θ | ≥ 1} > 0 for all θ = 1. If φ{y : | y, θ 0 | ≥ 1} = 0 for some θ 0 = 1 it follows as in Remark 4.3 that φ is not full, which is a contradiction. A similar argument shows that φ{y : | y, x | > 1} > 0 for any x ∈ Γ, and this concludes the proof.
Our next result shows that admissible φ ∈ M always define an admissible function ϕ ∈ F . For x ∈ Γ let H x = {y ∈ Γ : | x, y | > 1} and note that for µ ∈ M the function F (x) = µ(H x ) belongs to F.
Proof. We first show that ϕ is continuous. Let ε > 0 be arbitrary and assume that x n → x in Γ. Since φ| {x: x >δ} is a finite measure, for every δ > 0 there exists a R > 0 such that for D = {x :
By an argument similar to the proof of Theorem 4.7 there exist ε n > 0, ε n → 0 such that
and hence
as n → ∞ since φ{y : | x, y | = 1} = 0 by assumption, and it follows that ϕ is continuous. Assume now that x t → ∞ and note that ϕ(x t ) = φ{y : | x t , y | > 1}. Write x t = r t θ t for some r t > 0 and θ t = 1. If θ t → θ 0 along a subsequence then along that subsequence
Since every subsequence contains a further subsequence with that property, we have ϕ(x t ) → ∞ whenever x t → ∞ which concludes the proof.
Next we show that the convergence in M naturally leads to the convergence in F.
Since by Theorem 4.8 ϕ is admissible it is continuous and hence for any x ∈ Γ we can choose a
Then a simple geometrical argument shows that there exists a n 0 ≥ 1 such that for all n ≥ n 0 we have
, and µ n → φ together with the Portemanteau theorem for finite measures implies that µ n (H x(1−δ) 
Since ε > 0 is arbitrary we have shown that
(4.8)
Next, using the fact that ϕ is admissible again, we can choose a δ > 0 such that ϕ((1 + δ)x) ≥ ϕ(x) − ε/2 and it is easy to see that
for all large n and hence 
so we also have lim inf n→∞ F n (x n ) ≥ ϕ(x). This together with (4.8) concludes the proof. Theorem 4.9 can be used to show that if µ is regularly varying then the function F (x) = µ(H x ) is also regularly varying. One might argue that if the transformation F (x) = µ(H x ) from measures to functions would be one-to-one the theory of regularly varying measures could be obtained from the results for functions. If µ 1 , µ 2 ∈ M are finite measures then if
for all x ∈ Γ it follows from the uniqueness of the Fourier transform for finite measures that µ 1 = µ 2 . But if the measures involved have a singularity at the origin this in general is no longer the case as shown in the following example. 
where λ is a finite Borel measure on the unit sphere S 1 . This is the general form of the Lévy measure of a multivariate 1-stable distribution on R 2 , see [19] . For θ ∈ S 1 and t > 0 compute that
where
Now let λ 1 be the Lebesque measure on S 1 with λ 1 (S 1 ) = 2π. Since λ 1 is rotation invariant it follows that the corresponding function G 1 defined by (4.11) is constant, say G 1 (θ) = D > 0 for all θ ∈ S 1 and some constant D. Now let
and define λ 2 (A) = M λ 1 (A ∩ C) for some M > 0 and let G 2 be the corresponding function defined by (4.11) . Then an elementary computation shows that G 2 (θ) = cM for some constant c > 0 and all θ ∈ S 1 . Hence an appropriate choice of M yields G 1 (θ) = G 2 (θ) for all θ ∈ S 1 . Now let φ 1 and φ 2 be defined by (4.9) with λ 1 and λ 2 , respectively. In view of (4.10)
for all x ∈ Γ, but since supp φ 1 = supp φ 2 , where supp denotes the support, we have φ 1 = φ 2 . Now we will derive our theory of multivariate regularly varying measures. The results and proofs are quite similar to the function case considered above. 
Then by an argument similar to the proof of Lemma 3.8 it follows that φ 0 = Cφ for some C ∈ 
This concludes the proof. Theorem 4.15. Let µ ∈ M, φ ∈ M admissible and A n ∈ GL(R k ). Suppose a n > 0 is a regularly varying sequence with index β = 0 and that a n (A n µ) → φ. Then there exists a linear operator B such that for all t > 0:
Proof. We argue as in the proof of Theorem 3.10. Let µ n = a n · µ so that A n µ n → φ. Then A [tn] µ n → t −β · φ for any t > 0. Theorem 4.14 yields
continuous group homomorphism. It follows as before that there exists a linear operator B such that t −B ∈ G t for all t > 0 and so we may write G t = t −B S(φ) which concludes the proof.
In case of Theorem 4.15, if we define E = β −1 B then (4.2) holds for all t > 0. In other words we have t · φ = t E φ for all t > 0. 
E(φ) = E + T S(φ)
where E ∈ E(φ) is arbitrary and T S(φ) denotes the tangent space. One can always select an exponent E 0 which commutes with every symmetry G ∈ S(φ).
Proof. We argue as in the proof of If B is the linear operator in Theorem 4.15 then we know that E = β −1 B is an element of E(φ). Suppose E ∈ E(φ) is another exponent and let B = βE . Then Theorem 4.17 implies that E = E + X where X ∈ T S(φ). Using the fact that t X ∈ S(φ), it is easy to see that t −B S(φ) = t −B S(φ) for all t > 0. Then we may assume that the linear operator B in (4.12) commutes with every symmetry. Theorem 4.18. Let µ ∈ M and φ ∈ M be admissible and A n ∈ GL(R k ).
Suppose a n > 0 is a regularly varying sequence with index β = 0 and that a n (A n µ) → φ. Then µ is regularly varying with index E for any E ∈ E(φ).
Proof. The proof is similar to the proof of Theorem 3.14. Theorem 4.15 implies that (4.12) holds for some linear operator B and Lemma 2.2 shows that this convergence is uniform on compact subsets of t > 0. We may take B = βE where E ∈ E(φ) is arbitrary. To begin with we will assume that E is commuting so that t −B G = Gt −B for all t > 0 and all G ∈ S(φ). Now suppose that G n ∈ S(φ) and let B n = A n G n . Since by Theorem 4.13 S(φ) is compact it follows that a n (B n µ) → φ too. Now the proof follows along the same lines as the proof of Theorem 3.14.
Remarks
Some of the results in this paper extend the work of probabilists interested in the behavior of random vectors and probability distributions on R k . The convergence of types theorem for probability measures on R k is due to Fisz [7] and Billingsley [2] . The limit measure φ in (4.1) appears in a natural way as a kind of spectral measure in the Fourier transform of a class of probability measures called operator-stable laws, which were introduced by Sharpe [21] . While the methods of this paper can be used to give a simpler proof of Sharpe's results, our proof of Theorem 3.10 was inspired by Sharpe's work. The subsequent work of Holmes, Hudson, and Mason [10] and Hudson, Jurek, and Veeh [11] is reflected in Theorem 3.12. The spectral decomposition theorem presented here extends a result of the authors which appeared in [15] and [17] . Theorem 3.14 above extends a recent result from [16] . The multivariable theory of regularly varying functions and measures was generalized recently to the class of R-O varying measures which form a broader class appropriate for investigations of operator semistable laws and their generalized domains of attraction as well as stochastic compactness results for R-O varying measures, see [18] .
