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Abstract
We study Liouville theorems for the following polyharmonic He´non-Lane-Emden system
{
(−∆)mu = |x|avp in Rn,
(−∆)mv = |x|buq in Rn,
when m, p, q ≥ 1, pq 6= 1, a, b ≥ 0. The main conjecture states that (u, v) = (0, 0) is the unique
nonnegative solution of this system whenever (p, q) is under the critical Sobolev hyperbola, i.e. n+a
p+1
+
n+b
q+1
> n− 2m. We show that this is indeed the case in dimension n = 2m+ 1 for bounded solutions. In
particular, when a = b and p = q, this means that u = 0 is the only nonnegative bounded solution of the
polyharmonic He´non equation
(−∆)mu = |x|aup in Rn
in dimension n = 2m+1 provided p is the subcritical Sobolev exponent, i.e., 1 < p < 1 + 4m+ 2a. More-
over, we show that the conjecture holds for radial solutions in any dimensions. It seems the power weight
functions |x|a and |x|b make the problem dramatically more challenging when dealing with nonradial
solutions.
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1 Introduction and main results
We examine the following weighted system known as the polyharmonic He´non-Lane-Emden system{
(−∆)mu = |x|avp in Rn,
(−∆)mv = |x|buq in Rn,
(1)
where m, p, q ≥ 1, pq 6= 1, a, b ≥ 0. This is the statement of the He´non-Lane-Emden conjecture for
polyharmoic system (1).
Conjecture 1. Let (u, v) be a nonnegative solution of system (1). Suppose (p, q) is under the critical
hyperbola, i.e.,
n+ a
p+ 1
+
n+ b
q + 1
> n− 2m. (2)
Then u = v = 0.
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Note that it is very straightforward to give a positive answer to Conjecture 1 in all dimensions 1 ≤ n ≤ 2m.
This is in fact a quick consequence of L1 estimates given in Lemma 1. Therefore, in this paper, we focus on
higher dimensions n ≥ 2m+ 1.
Liouville theorems for system (1) are very widely studied for the past few decades. In what follows we
briefly review some of the related known results. We divide the introduction into two different cases. We
first consider the case a = b = 0 and then the other case that is when one of the parameters a or b is not
zero. In this paper, we mainly focus on system (1) whenever there are weight functions |x|a and |x|b. As a
matter of fact, the weight functions make the problem much more challenging and as a general statement,
some standard techniques such as moving plane methods and certain Sobolev embeddings cannot be applied
anymore.
1.1 The case a = b = 0
System (1) when a = b = 0 is well studied and there are many interesting results on classifying the solutions
of this system for various p and q.
We begin by the scalar case that is when p = q > 1. For the Lane-Emden equation (i.e., when m = 1,
p = q > 1 and a = b = 0) a celebrated theorem by Gidas-Spruck [9, 10] states that there is no positive
solution for the Lane-Emden equation
−∆u = up in Rn
whenever 1 < p < n+2n−2 for n ≥ 3. This Liouville theorem is optimal as shown by Gidas, Ni and Nirenberg in
[8] under the assumption that u = O(|x|2−n), and by Caffarelli, Gidas and Spruck in [2] without the growth
assumption. See also Chen and Li [4] for an easier proof based on the moving planes method. In the case of
the fourth order Lane-Emden equation (i.e., when m = 2, p = q > 1 and a = b = 0) and the polyharmonic
Lane-Emden equation (i.e., when m ≥ 1, p = q > 1 and a = b = 0)
(−∆)mu = up in Rn
similar Liouville theorems are proved by Lin [13] and Wei and Xu in [29] for the subcritical Sobolev exponent
that is 1 < p < n+2mn−2m , n > 2m. Note that this exponent appears in the Sobolev embedding W
m,2 →֒ Lp.
Now we focus on the case that the parameters p and q are not necessarily equal. Therefore, we are dealing
with a system of equations. This case is much less understood than the scalar case. For the Lane-Emden
system (i.e., when m = 1, a = b = 0 and p, q ≥ 1 when pq 6= 1){
−∆u = vp in Rn,
−∆v = uq in Rn,
Conjecture 1 is known as the Lane-Emden conjecture and the curve 1p+1 +
1
q+1 =
n−2
n is the critical Sobolev
hyperbola. Proving such a nonexistence result seems to be very challenging problem. However, there are
many interesting papers that cover certain dimensions. The case of radial solutions was solved by Mitidieri
[15] in any dimension, and both Mitidieri [15] and Serrin-Zou [24] constructed positive radial solutions on and
above the critical hyperbola, i.e. 1p+1+
1
q+1 ≤
n−2
n , which means that the nonexistence theorem is optimal for
radial solutions. For nonradial solutions of the Lane-Emden system, certain Liouville theorems are proved
for various parameters p and q by Souto in [27], Mitidieri in [15] and Serrin-Zou in [23], that in a particular
case they give a positive answer to the Lane-Emden conjecture in dimensions 1 ≤ n ≤ 2. In dimension n = 3,
Serrin-Zou [23] gave a proof for the nonexistence of polynomially bounded solutions, an assumption that was
relaxed later by Pola´cˇik, Quittner and Souplet [21]. See also [1, 7]. More recently, Souplet [26] completely
settled the conjecture in dimension n = 4, while providing in dimensions n ≥ 5, a more restrictive new
region for the exponents (p, q) that insures nonexistence. The Lane-Emden conjecture is an open problem for
dimensions n ≥ 5. For the polyharmonic casem ≥ 1, it is known that 1p+1+
1
q+1 =
n−2m
n is the critical Sobolev
hyperbola. Conjecture 1 for the case of radial solutions was solved by Liu et. al. in [14] in any dimensions
and as far as we know only some partial results are given for the nonradial solutions in [12, 14, 28]. Note
that Caristi, DAmbrosio and Mitidieri in [3] have proved Liouville theorems for supersolutions of system (1)
and also they have explored the connection between (1) and the Hardy-Littlewood-Sobolev systems (HLS).
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1.2 The case a 6= 0 and or b 6= 0
The power weight function has been of interest in this context and it was introduced by M. He´non [11] in
equation {
−∆u = |x|aup for |x| < 1,
u = 0 on |x| = 1,
(3)
to model and study spherically symmetric clusters of stars. This equation is now known as the He´non equation
for a > 0 and the He´non-Hardy equation for a < 0. Ten years later, Ni in [18] explored properties of positive
radial solutions of the He´non equation on the unit ball and observed the fact that the power profile |x|a
enlarges considerably the range of solvability beyond the classical critical threshold, i.e., p < 2∗−1 = n+2n−2 to
p < 2∗−1+ 2an−2 =
n+2+2a
n−2 where 2
∗ is the critical Sobolev exponent for the Sobolev embedding W 1,2 →֒ Lp.
On the other hand, as it is shown by Smets, Su and Willem in [25] and references therein, equation (3) also
admits nonradial solutions for p < 2∗− 1. The existence of nonradial solutions for the full range p < n+2+2an−2
is still an open problem. Note that since the function |x| → |x|a is increasing, the classical moving planes
arguments given by Gidas, Ni and Nirenberg in [8] cannot be applied to prove the radial symmetry of the
solutions of (3). Therefore, the existence of nonradial solutions for this equation is natural and it is studied
in many interesting papers.
Regarding Liouville theorems, Phan and Souplet [20] for the first time attacked the problem and showed
among other results that conjecture for the scalar case, that is m = 1 and a = b and p = q > 1, holds for
bounded nonnegative solutions in dimension n = 3. Here is the result,
Theorem A. (Phan-Souplet [20]) Let n = 3, m = 1, a = b > −2 and p = q > 1. Assume (p, q) satisfies
(2) that is 1 < p < 5 + 2a, then there is no positive bounded solution for the He´non equation, i.e.,
−∆u = |x|aup in Rn. (4)
For the case of systems (1) when m = 1, the author with Ghoussoub in [6] have also proved the conjecture
in dimension three for bounded solutions. See also [19] for dimensions three and some partial results for
dimension four. In this note, we shall first extend the result of Fazly-Ghoussoub [6] and Phan-Souplet [20]
to the full polyharmonic He´non-Lane-Emden system by showing the following.
Theorem 1. Conjecture 1 holds in dimension n = 2m+ 1 for nonnegative bounded solutions of (1).
Theorem 2. Conjecture 1 holds in all dimensions for nonnegative radial solutions of (1).
For the special case p = q and a = b, we have the following weighted equation known as the polyharmonic
He´non equation
(−∆)mu = |x|aup in Rn, (5)
where p > 1 and a ≥ 0. Note that under the critical hyperbola (2) turns into the following subcritical
Sobolev exponent
1 < p <
n+ 2m+ 2a
n− 2m
where n > 2m (6)
As a consequence of Theorem 1, u = 0 is the unique nonnegative bounded solution of (5) in dimension
n = 2m + 1 provided (6) holds that is 1 < p < 1 + 4m + 2a. Also, Theorem 2 implies that u = 0 is the
unique nonnegative radial solution of (5) provided (6) holds in all dimensions. Let us mention that very
recently, Cowan in [5] following ideas developed in [6, 20] considered the fourth order He´non equation, that
is (5) when m = 2, and proved that in dimension five there is no bounded positive solution for (5) provided
1 < p < 9 + 2a.
Here is the organization of the paper. In Section 2, we prove Theorem 1 via applying various methods
developed in the theory of elliptic regularity. In Section 3, we prove Theorem 2 via certain ODE arguments.
Our methods of proof are strongly motivated by the ideas developed by Souplet in [26], Phan-Souplet in
[20], Mitidieri et. al. in [15–17], Wei-Xu in [29], Fazly-Ghoussoub in [6] and references therein.
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2 Liouville theorems for nonradial solutions via elliptic estimates
We start with the following standard L1(BR) estimate on the right hand side of system (1). Similar estimates
for the second order case are given in [17, 22, 23].
Lemma 1. For any nonnegative entire solution (u, v) of (1) and R > 1, there holds∫
BR
|x|avp ≤ C Rn−2m−
(b+2m)p+(a+2m)
pq−1 , (7)∫
BR
|x|buq ≤ C Rn−2m−
(a+2m)q+(b+2m)
pq−1 , (8)
where the positive constant C = C(n,m, t, s, a, b, p, q) does not depend on R.
Note that (7) and (8) imply that if (u, v) is a nonnegative entire solution of (1) then u = v = 0 in
dimensions
n− 2m < max
{
(b+ 2m)p+ (a+ 2m)
pq − 1
,
(a+ 2m)q + (b+ 2m)
pq − 1
}
.
In particular this proves Conjecture 1 in dimensions 1 ≤ n ≤ 2m. However this does not cover under the
critical hyperbola mentioned in Conjecture 1 for n ≥ 2m+1. In other words, (2) is equivalent to the following
when pq > 1
n− 2m <
(b + 2m)(p+ 1) + (a+ 2m)(q + 1)
pq − 1
.
Proof: Fix the following standard test function φR ∈ C
∞
c (R
n) when 0 ≤ φR ≤ 1 and
φR(x) =
{
1, if |x| < R;
0, if |x| > 2R;
where ||DixφR||L∞(Rn) ≤
C
Ri for i = 1, · · · , 2m. For any t ≥ 2m, we have
|∆mφtR(x)| ≤ C
{
0, if |x| < R or |x| > 2R;
R−2mφt−2mR , if R < |x| < 2R;
Now test the first equation of (1) by φtR and integrate to get∫
B2R
|x|avpφtR ≤ CR
−2m
∫
B2R\BR
uφt−2mR .
Applying the Ho¨lder’s inequality we get
∫
B2R
|x|avpφtR ≤ C R
(n− bq q
′) 1
q′
−2m
(∫
B2R\BR
|x|buqφ
(t−2m)q
R
)1/q
.
By a similar calculation for s ≥ 2m, we obtain
∫
B2R
|x|buqφsR ≤ C R
(n−ap p
′) 1
p′
−2m
(∫
B2R\BR
|x|avpφ
(s−2m)p
R
) 1
p
,
where 1p +
1
p′ = 1. Since pq > 1, for large enough s we have 2m+
s
q < (s− 2m)p. So, we can choose t such
that 2m+ sq ≤ t ≤ (s− 2m)p which means that t ≤ (s− 2m)p and s ≤ (t− 2m)q. Therefore, φ
(t−2m)q
R ≤ φ
s
R
and φ
(s−2m)p
R ≤ φ
t
R. Now, by collecting the above inequalities for pq > 1 we get
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(∫
B2R
|x|avpφtR
)pq
≤ C R
[(n− bq q
′) 1
q′
−2m]pq
(∫
B2R\BR
|x|buqφsR
)p
≤ C R(n−2m)(pq−1)−[(b+2m)p+(a+2m)]
∫
B2R\BR
|x|avpφtR, (9)
and (∫
B2R
|x|buqφsR
)pq
≤ C R
[(n−ap p
′) 1
p′
−2m]pq
(∫
B2R\BR
|x|avpφtR
)q
≤ C R(n−2m)(pq−1)−[(a+2m)q+(b+2m)]
∫
B2R\BR
|x|buqφsR. (10)
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By using the Ho¨lder’s inequality, we can now get the following interpolation estimates on u and v.
Corollary 1. With the same assumptions as Lemma 1, the following holds.
(i) For any 0 < t < q and any 0 < s < p∫
BR\BR/2
vs ≤ CRn−
(a+2m)q+(b+2m)
pq−1 s and
∫
BR\BR/2
ut ≤ CRn−
(b+2m)p+(a+2m)
pq−1 t.
(ii) For any 0 < t < nqn+b and any 0 < s <
np
n+a∫
BR
vs ≤ CRn−
(a+2m)q+(b+2m)
pq−1 s and
∫
BR
ut ≤ CRn−
(b+2m)p+(a+2m)
pq−1 t.
where C = C(n,m, t, s, a, b, p, q) is independent of R > 1.
We now recall the following fundamental elliptic estimates. We shall apply these estimates frequently for
the solutions of (1).
Lemma 2. (Sobolev inequalities on the sphere Sn−1) Let n ≥ 2, integer s ≥ 1 and 1 < t < τ ≤ ∞. For
z ∈ W s,t(Sn−1), we have
||z||Lτ (Sn−1) ≤ C||D
s
θz||Lt(Sn−1) + C||z||L1(Sn−1),
where {
1
τ =
1
t −
s
n−1 , if st+ 1 < n,
τ =∞, if st+ 1 > n,
and C = C(s, t, n, q) > 0 does not depend on R > 1.
Lemma 3. (Elliptic Lτ -estimate on BR). Let 1 < τ <∞ and m ≥ 1. For z ∈W
2m,τ (B2R), we have∫
BR\BR/2
|D2mx z|
τ ≤ C
∫
B2R\BR/4
|∆mx z|
τ + CR−2mτ
∫
B2R\BR/4
|z|τ ,
where C = C(n,m, τ) > 0 does not depend on R > 1.
Lemma 4. (An interpolation inequality on BR). Let 1 ≤ τ <∞, m ≥ 1 and 1 ≤ i ≤ 2m−1. For sufficiently
regular z, we have∫
BR\BR/2
|Dixz|
τ ≤ CR(2m−i)τ
∫
B2R\BR/4
|∆mx z|
τ + CR−iτ
∫
B2R\BR/4
|z|τ ,
where C = C(n,m, τ, i) > 0 does not depend on R > 1.
5
By applying Lemma 1, Corollary 1, Lemma 3 and Lemma 4, we obtain the following estimates on the
derivatives of u and v.
Lemma 5. Let m ≥ 1 and suppose that either 0 ≤ i ≤ 2m− 1 and ǫ ≥ 0 or i = 2m and ǫ > 0. Then, for a
bounded nonnegative solution (u, v) of (1) we have∫
B2R\BR
|Dixu|
1+ǫ ≤ C Rn−i−
(b+2m)p+(a+2m)
pq−1 +ǫ(2m−i+a),∫
B2R\BR
|Dixv|
1+ǫ ≤ C Rn−i−
(a+2m)q+(b+2m)
pq−1 +ǫ(2m−i+b),
where the constant C = C(a, b, n,m, p, q, i, ǫ) > 0 does not depend on R > 1.
Proof: For the case ǫ ≥ 0 and 0 ≤ i ≤ 2m− 1 we apply Lemma 1, Lemma 4 and Corollary 1 and for the
case ǫ > 0 and i = 2m we apply Lemma 1, Lemma 3 and Corollary 1 to get the following∫
B2R\BR
|Dixu|
1+ǫ ≤ CR(2m−i)(1+ǫ)
∫
B4R\BR/2
|∆mu|1+ǫ + C R−i(1+ǫ)
∫
B4R\BR/2
u1+ǫ
≤ CR(2m−i)(1+ǫ)+aǫ
∫
B4R\BR/2
|x|avp(1+ǫ) + C R−i(1+ǫ)
∫
B4R\BR/2
u1+ǫ
≤ CR(2m−i)(1+ǫ)+aǫ
∫
B4R\BR/2
|x|avp + C R−i(1+ǫ)
∫
B4R\BR/2
u
≤ CR(2m−i)(1+ǫ)+aǫRn−2m−
(b+2m)p+(a+2m)
pq−1 + C R−i(1+ǫ)Rn−
(a+2m)q+(b+2m)
pq−1
≤ C Rn−i−
(b+2m)p+(a+2m)
pq−1 +ǫ(2m+a−i).
Note that we have used the boundedness assumption on u and v in the above when ǫ > 0. The proof of the
other integral estimate on the gradients of v is quite similar.
2
To prove our main results we apply the following Pohozaev identity.
Lemma 6. (Pohozaev identity). Suppose λ, γ ∈ R satisfy λ+γ = n−2m. If (u, v) is a nonnegative solution
of (1), then it necessarily satisfy
1. For m = 2k + 1 where k ≥ 0,(
n+ a
p+ 1
− λ
)∫
BR
|x|avp+1 +
(
n+ b
q + 1
− γ
)∫
BR
|x|buq+1
=
1
p+ 1
∫
∂BR
|x|avp+1x · ν +
1
q + 1
∫
∂BR
|x|buq+1x · ν −
∫
∂BR
∇∆ku · ∇∆kvx · ν
+(λ+m− 1)
∫
∂BR
∆kv∂ν∆
ku+ (γ +m− 1)
∫
∂BR
∆ku∂ν∆
kv
+
∫
∂BR
∇∆ku · ν x · ∇∆kv +
∫
∂BR
∇∆kv · ν x · ∇∆ku
+λI(u, v) + γI(v, u) + J(u, v) + J(v, u)
2. For m = 2k where k ≥ 1,(
n+ a
p+ 1
− λ
)∫
BR
|x|avp+1 +
(
n+ b
q + 1
− γ
)∫
BR
|x|buq+1
=
1
p+ 1
∫
∂BR
|x|avp+1x · ν +
1
q + 1
∫
∂BR
|x|buq+1x · ν −
∫
∂BR
∆ku∆kvx · ν
−λI(u, v)− γI(v, u)− J(u, v)− J(v, u)
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where
I(u, v) :=
k−1∑
i=0
∫
∂BR
(
∆iv∂ν∆
m−i−1u−∆m−i−1u∂ν∆
iv
)
J(u, v) :=
k−1∑
i=0
∫
∂BR
(
∆i(x · ∇v)∂ν∆
m−i−1u−∆m−i−1u∂ν∆
i(x · ∇v)
)
Proof: The proof is quite standard. We mention few technical facts that facilitates the computations.
Suppose z, w are smooth functions then for any i ∈ N
∆i(x · ∇z) = 2i∆iz + x · ∇∆iz
∇z · ∇(x · ∇w) +∇w · ∇(x · ∇z) = 2∇z · ∇w + x · (∇z · ∇w).
Also for any λ, γ ∈ R the following equalities hold
(λ+ γ)
∫
BR
∇∆ku · ∇∆kv = λ
∫
BR
|x|avp+1 + γ
∫
BR
|x|buq+1 + λI(u, v) + γI(v, u) and
(n− 2m)
∫
BR
∇∆ku · ∇∆kv =
∫
BR
(∆mux · ∇v +∆mvx · ∇u)
+
∫
∂BR
∇∆ku · ∇∆kvx · ν − J(u, v)− J(v, u)
when m = 2k + 1 and for the case m = 2k we have similar equations as
(λ + γ)
∫
BR
∆ku∆kv = λ
∫
BR
|x|avp+1 + γ
∫
BR
|x|buq+1 − λI(u, v)− γI(v, u) and
(n− 2m)
∫
BR
∆ku∆kv = −
∫
BR
(∆mux · ∇v −∆mvx · ∇u)
+
∫
∂BR
∆ku∆kvx · ν + J(u, v) + J(v, u).
Finally for either m = 2k or m = 2k + 1 we have∫
BR
|x|avpx · ∇v +
∫
BR
|x|buqx · ∇u = −
n+ a
p+ 1
∫
BR
|x|avp+1 −
n+ b
q + 1
∫
BR
|x|buq+1
+
1
p+ 1
∫
∂BR
|x|avp+1x · ν +
1
q + 1
∫
∂BR
|x|buq+1x · ν
2
We are now in the position to prove Theorem 1. The main technique here is to apply the Pohozaev
identity that Lemma 6 and then taking the advantage of the elliptic regularity theory and in particular the
lemmata mentioned before to get certain decay estimates on each boundary term appeared in the Pohozaev
identity.
Proof of Theorem 1: Since (p, q) satisfy (2), then we can choose λ and γ such that n+ap+1 > λ and
n+b
q+1 > γ.
Now, for all R > 1 define the following positive function of R that is in fact the left hand side of the Pohozaev
identity
L(R) :=
(
n+ a
p+ 1
− λ
)∫
BR
|x|avp+1 +
(
n+ b
q + 1
− γ
)∫
BR
|x|buq+1.
From Lemma 6 and for either m = 2k or m = 2k + 1 we have the following upper bound on L
L(R) ≤ C
3∑
i=1
Ui(R), (11)
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where C = C(n,m, p, q) is independent of R and
U1(R) := R
n+a
∫
Sn−1
vp+1(R, θ) +Rn+b
∫
Sn−1
uq+1(R, θ)
U2(R) := R
n−1
m−1∑
j=0
∫
Sn−1
(
|Djxv(R, θ)||D
2m−j−1
x u(R, θ)|+ |D
j
xu(R, θ)||D
2m−j−1
x v(R, θ)|
)
U3(R) := R
n
m−1∑
j=0
∫
Sn−1
(
|Dj+1x v(R, θ)||D
2m−j−1
x u(R, θ)|+ |D
j+1
x u(R, θ)||D
2m−j−1
x v(R, θ)|
)
To get this upper bound we have used the following facts.
I(u, v) ≤ k
k−1∑
i=0
∫
∂BR
(
|D2ix v||D
2m−2i−1
x u|+ |D
2m−2i−2
x u||D
2i+1
x v|
)
≤ k
2k−1∑
j=0
∫
∂BR
|Djxv||D
2m−j−1
x u|
Note that for any i ∈ N we have ∆i(x · ∇v) = 2i∆iv + x · ∇∆iv and also ν · ∇(x · ∇∆iv) = ν · ∇∆iv +∑n
s,t xsνt∂xsxt(∆
iv). Using this we get
J(u, v) ≤ CI(u, v) + k
k−1∑
i=0
∫
∂BR
(
x · ∇∆iv∂ν∆
m−i−1u−∆m−i−1u∂ν(x · ∇∆
iv)
)
≤ CI(u, v) + kR
k−1∑
i=0
∫
∂BR
(
|D2i+1x v||D
2m−2i−1
x u|+ |D
2m−2i−2
x u||D
2i+2
x v|
)
≤ CI(u, v) + kR
2k−1∑
j=0
∫
∂BR
|Dj+1x v||D
2m−j−1
x u|
In what follows we find upper bounds on each Ui when 1 ≤ i ≤ 3. Let’s first fix ǫ > 0 small enough now and
then we pick the appropriate value later. Also, for the sake of simplicity of notations, throughout the proof,
we use the notation ||w||t to show the L
t(Sn−1) estimates of w(R, θ) on the sphere that is ||w||Lt(Sn−1) or(∫
Sn−1
wt(R, θ)
)1/t
. Here are the upper bounds.
Upper bounds for U1. Note that from Lemma 2 we have the Sobolev embedding W
2m,1+ǫ(Sn−1) →֒
L∞(Sn−1) in dimension n = 2m+ 1. Therefore,
(∫
Sn−1
vp+1(R, θ)
) 1
p+1
= ||v||p+1 ≤ ||v||∞ ≤ C||D
2m
θ v||1+ǫ + C||v||1
≤ CR2m||D2mx v||1+ǫ + C||v||1
So, applying the same argument for u we get
U1(R) ≤ CR
n+a
(
R2m||D2mx v||1+ǫ + ||v||1
)p+1
+CRn+b
(
R2m||D2mx u||1+ǫ + ||u||1
)q+1
. (12)
Upper bounds for U2. For any j = 0, · · · ,m−1 we have 1 ≤ j+1 ≤ m and also 1 ≤ 2m−1 ≤ 2m−j−1 ≤ m.
So from Ho¨lder’s inequality we get∫
Sn−1
|Djxv(R, θ)||D
2m−j−1
x u(R, θ)| ≤ ||D
j
xv|| 2mj+1 ||D
2m−j−1
x u|| 2m2m−j−1
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Note that from Lemma 2 we get the embeddingsW 2m−j−1,1+ǫ(Sn−1) →֒ L
2m
j+1 (Sn−1) andW j+1,1+ǫ(Sn−1) →֒
L
2m
2m−j−1 (Sn−1) in dimension n = 2m+ 1. So,
||Djxv||
L
2m
j+1
≤ C||D2m−j−1θ D
j
xv||1+ǫ + C||D
j
xv||1 ≤ CR
2m−j−1||D2m−1x v||1+ǫ + C||D
j
xv||1
and
||D2m−j−1x u||
L
2m
2m−j−1
≤ C||Dj+1θ D
2m−j−1
x u||1+ǫ + C||D
2m−j−1
x u||1
≤ CRj+1||D2mx u||1+ǫ + C||D
2m−j−1
x u||1
Therefore
U2(R) ≤ CR
n−1
m−1∑
j=0
(
Rj+1||D2mx u||1+ǫ + ||D
2m−j−1
x u||1
) (
R2m−j−1||D2m−1x v||1+ǫ + ||D
j
xv||1
)
+CRn−1
m−1∑
j=0
(
Rj+1||D2mx v||1+ǫ + ||D
2m−j−1
x v||1
) (
R2m−j−1||D2m−1x u||1+ǫ + ||D
j
xu||1
)
(13)
Upper bounds for U3. Similar arguments and embedding as for U2 can be used for this term as well. Ho¨lder’s
inequality yields∫
Sn−1
|Dj+1x v(R, θ)||D
2m−j−1
x u(R, θ)| ≤ ||D
j+1
x v||
L
2m
j+1
||D2m−j−1x u||
L
2m
2m−j−1
Again from the embeddings W 2m−j−1,1+ǫ(Sn−1) →֒ L
2m
j+1 (Sn−1) andW j+1,1+ǫ(Sn−1) →֒ L
2m
2m−j−1 (Sn−1) we
get
||Dj+1x v||
L
2m
j+1
≤ C||D2m−j−1θ D
j+1
x v||1+ǫ + C||D
j+1
x v||1
≤ CR2m−j−1||D2mx v||1+ǫ + C||D
j+1
x v||1
and
||D2m−j−1x u||
L
2m
2m−j−1
≤ C||Dj+1θ D
2m−j−1
x u||1+ǫ + C||D
2m−j−1
x u||1
≤ CRj+1||D2mx u||1+ǫ + C||D
2m−j−1
x u||1
Therefore
U3(R) ≤ CR
n
m−1∑
j=0
(
Rj+1||D2mx u||1+ǫ + ||D
2m−j−1
x u||1
) (
R2m−j−1||D2mx v||1+ǫ + ||D
j+1
x v||1
)
+CRn
m−1∑
j=0
(
Rj+1||D2mx v||1+ǫ + ||D
2m−j−1
x v||1
) (
R2m−j−1||D2mx u||1+ǫ + ||D
j+1
x u||1
)
(14)
Now we are ready to show that the upper bounds on each Ui(R) converges to zero for an appropriate
sequence of Rl when Rl converges to infinity. To construct such a sequence, for any j = 0, · · · , 2m− 1 and
i = 2m− 1, 2m define the following sets where M is a large constant that will be determined later.
Γ
(j)
1 (R) :=
{
r ∈ (R/2, R); ||Djxv||1 > MR
−j− (a+2m)q+(b+2m)pq−1
}
,
Γ
(j)
2 (R) :=
{
r ∈ (R/2, R); ||Djxu||1 > MR
−j−
(b+2m)p+(a+2m)
pq−1
}
,
Γ
(i)
3 (R, ǫ) :=
{
r ∈ (R/2, R); ||Dixv||
1+ǫ
1+ǫ > MR
−i− (a+2m)q+(b+2m)pq−1 +ǫ(2m+b−i)
}
,
Γ
(i)
4 (R, ǫ) :=
{
r ∈ (R/2, R); ||Dixu||
1+ǫ
1+ǫ > MR
−i− (b+2m)p+(a+2m)pq−1 +ǫ(2m+a−i)
}
.
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Note that from Lemma 5 for either ǫ ≥ 0 and 0 ≤ t ≤ 2m− 1 or ǫ > 0 and t = 2m we have
C ≥ R−n+t+
(b+2m)p+(a+2m)
pq−1 −ǫ(2m−t+a)
∫
BR\BR/2
|Dtxu|
1+ǫ
= R−n+t+
(b+2m)p+(a+2m)
pq−1 −ǫ(2m−t+a)
∫ R
R/2
||Dtxu||
1+ǫ
1+ǫr
n−1dr
So, for i = 2m− 1, 2m we have
C ≥ R−n+i+
(b+2m)p+(a+2m)
pq−1 −ǫ(2m−i+a)
∫
Γ
(i)
4 (R,ǫ)
||Dixu||
1+ǫ
1+ǫr
n−1dr
≥ MR−n+i+
(b+2m)p+(a+2m)
pq−1 −ǫ(2m−i+a)|Γ
(i)
4 (R, ǫ)|R
n−1R−i−
(b+2m)p+(a+2m)
pq−1 +ǫ(2m+a−i)
= M |Γ
(i)
4 (R, ǫ)|R
−1
that is |Γ
(i)
4 (R, ǫ)| ≤
CR
M . Similarly one can apply the same argument to show that |Γ
(i)
3 (R, ǫ)| ≤
CR
M ,
|Γ
(j)
1 (R)| ≤
CR
M and |Γ
(j)
2 (R)| ≤
CR
M . Therefore, we can choose M large enough to make sure that
4∑
i˜=3
2m∑
i=2m−1
|Γ
(i)
i˜
(R, ǫ)|+
2∑
j˜=1
2m−1∑
j=0
|Γ
(j)
j˜
(R)| ≤
(4m+ 4)CR
M
≤
R
3
(15)
Hence, for each R ≥ 1, we can find
Rl ∈ (R/2, R) \
{
∪2mi=2m−1 ∪
4
i˜=3
Γ
(i)
i˜
(R, ǫ),∪2m−1j=0 ∪
2
j˜=1
Γ
(j)
j˜
(R)
}
6= φ. (16)
Now we use the sequence Rl to get a decay estimate on each Ui(R) where 1 ≤ i ≤ 3.
Decay estimate on U1. From (12) we get
U1(Rl) ≤ CR
n+a
l
(
R2ml R
(−2m− (a+2m)q+(b+2m)pq−1 +ǫb)
1
1+ǫ
l +R
− (a+2m)q+(b+2m)pq−1
l
)p+1
+CRn+bl
(
R2ml R
(−2m− (b+2m)p+(a+2m)pq−1 +ǫa)
1
1+ǫ
l +R
− (b+2m)p+(a+2m)pq−1
l
)q+1
≤ C
(
R
−f1(ǫ)
l +R
−f˜1(ǫ)
l
)
,
where
f1(ǫ) = (p+ 1)
[(
2m+
(a+ 2m)q + (b+ 2m)
pq − 1
− bǫ
)
1
1 + ǫ
− 2m−
n+ a
p+ 1
]
,
f˜1(ǫ) = (q + 1)
[(
2m+
(b+ 2m)p+ (a+ 2m)
pq − 1
− aǫ
)
1
1 + ǫ
− 2m−
n+ b
q + 1
]
.
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Decay estimate on U2. From (13) we get
U2(Rl) ≤ CR
n−1
l
m−1∑
j=0
(
Rj+1l R
(−2m− (b+2m)p+(a+2m)pq−1 +ǫa)
1
1+ǫ
l +R
−2m+j+1− (b+2m)p+(a+2m)pq−1
l
)
(
R2m−j−1l R
(−2m+1− (a+2m)q+(b+2m)pq−1 +ǫ(b+1))
1
1+ǫ
l +R
−j− (a+2m)q+(b+2m)pq−1
l
)
+CRn−1l
m−1∑
j=0
(
Rj+1l R
(−2m− (a+2m)q+(b+2m)pq−1 +ǫb)
1
1+ǫ
l +R
−2m+j+1− (a+2m)q+(b+2m)pq−1
l
)
(
R2m−j−1l R
(−2m+1− (b+2m)p+(a+2m)pq−1 +ǫ(a+1))
1
1+ǫ
l +R
−j− (b+2m)p+(a+2m)pq−1
l
)
= 2mCRn+2ml
(
R
(−2m− (b+2m)p+(a+2m)pq−1 +ǫa)
1
1+ǫ
l +R
−2m−
(b+2m)p+(a+2m)
pq−1
l
)
(
R
(−2m− (a+2m)q+(b+2m)pq−1 +ǫb)
1
1+ǫ
l +R
−2m− (a+2m)q+(b+2m)pq−1
l
)
≤ CR
−f2(ǫ)
l
where f2(ǫ) is defined as
f2(ǫ) := −n+ 2m
(
1− ǫ
1 + ǫ
)
+
(b+ 2m)(p+ 1) + (a+ 2m)(q + 1)
(pq − 1)(1 + ǫ)
−
(a+ b)ǫ
1 + ǫ
. (17)
Similarly, from (14) one can show that
U3(Rl) ≤ CR
−f2(ǫ)
l .
From (28) and the upper bounds on each Ui we have
L(Rl) ≤ C
3∑
i=1
Ui(Rl) ≤ C
(
R
−f2(ǫ)
l +R
−f1(ǫ)
l +R
−f˜1(ǫ)
l
)
For each ǫ ≥ 0 define f(ǫ) := min{f1(ǫ), f˜1(ǫ), f2(ǫ)}. So, L(Rl) ≤ CR
−f(ǫ)
l . Now to finish the proof we
show that for ǫ > 0 small enough f(ǫ) > 0. Note that by a straightforward calculation, one can see that
n+a
p+1 +
n+b
q+1 > n− 2m is equivalent to each one of the following inequalities.
f2(0) = −n+ 2m+
(b + 2m)(p+ 1) + (a+ 2m)(q + 1)
pq − 1
> 0, (18)
f1(0) = (p+ 1)
(
(a+ 2m)q + (b+ 2m)
pq − 1
−
n+ a
p+ 1
)
> 0 (19)
f˜1(0) = (q + 1)
(
(b+ 2m)p+ (a+ 2m)
pq − 1
−
n+ b
q + 1
)
> 0, (20)
Therefore, we can choose ǫ > 0 small enough such that f(ǫ) > 0. We now conclude by sending R→∞ that
L(Rl) = 0 and then u = v = 0.
2
3 Liouville theorems for radial solutions via ODE arguments
In this section we focus on the radial solutions of (1) and we prove Theorem 2. When we are dealing with
radial solutions, the weight functions |x|a and |x|b would not change the level of difficulty of the problem
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much. In other words, the methods and ideas that are used for the case a = b = 0, can be directly adjusted.
Therefore, we omit some of the proofs. What we would like to emphasize in this section is how the radial
assumption make it easier to get decay estimates on solutions of (1), see Lemma 8 and Corollary 2. Since we
do not need to apply Sobolev embeddings and regularity theory, there will be no restriction on the dimension.
The methods that we apply here are strongly motivated by the methods used in [15, 16].
Lemma 7. Suppose that (u, v) is a positive solution of (1), then (−∆)iu > 0 and (−∆)iv > 0 where
i = 1, 2, · · · ,m.
Proof: The proof directly follows the methods given in [29] for polyharmonic equations that is also used in
[14] for polyharmonic systems. The idea is to define the average function on ∂BR as it is defined in [18].
2
Lemma 8. Let n ≥ 3. Suppose that (u, v) is a positive radial solution of (1). Then the following pointwise
decay estimates hold for any i = 0, · · · ,m and j = 0, · · · ,m− 1 provided r > 0
(−∆)iu(r) ≤ Cn,m,ir
−2i− (b+2m)p+(a+2m)pq−1
(−∆)iv(r) ≤ Cn,m,ir
−2i− (a+2m)q+(b+2m)pq−1
|∆ju′(r)| ≤ Cn,m,jr
−2j−1− (b+2m)p+(a+2m)pq−1
|∆jv′(r)| ≤ Cn,m,jr
−2j−1−
(a+2m)q+(b+2m)
pq−1
Proof: Define ui = (−∆)
iu where i = 0, · · · ,m − 1. From Lemma 7 we have ui > 0 and −∆ui > 0.
Therefore, u′i < 0. Note that from the definition of the sequences (ui)i we have ui+1 = −∆ui when
i = 0, · · · ,m− 1 and r > 0
−u′i(r)r
n−1 =
rn
n
ui+1(r) −
1
n
∫ r
0
u′i+1(s)s
nds
≥
rn
n
ui+1(r)
that is rui+1(r) ≤ −nu
′
i(r). On the other hand, since ui > 0 and −∆ui > 0 we have ru
′
i + (n − 2)ui ≥ 0
that is −ru′i ≤ (n− 2)ui. Therefore,
ui+1(r) ≤
(
n(n− 2)
r2
)i+1
u for all i = 0, · · · ,m− 1 (21)
In particular, um(r) ≤
(
n(n−2)
r2
)m
u(r) and note that um(r) = (−∆)
mu(r) = ravp(r). Therefore,
vp(r) ≤ (n(n− 2))mr−2m−au(r) (22)
Similarly, for v we get
uq(r) ≤ (n(n− 2))mr−2m−bv(r) (23)
From (23) and (22) we get
u(r) ≤ (n(n− 2))m(
p+1
pq−1 )r−
(a+2m)+(b+2m)p
pq−1
v(r) ≤ (n(n− 2))m(
q+1
pq−1 )r−
(b+2m)+(a+2m)q
pq−1
Then from (21) and (23) we have for all i = 0, · · · ,m
ui = (−∆)
iu(r) ≤ (n(n− 2))i+m(
p+1
pq−1 )r−2i−
(a+2m)+(b+2m)p
pq−1
vi = (−∆)
iv(r) ≤ (n(n− 2))i+m(
q+1
pq−1 )r−2i−
(b+2m)+(a+2m)q
pq−1
To get the other bounds on the derivative of ui and vi one can use 0 ≤ −ru
′
i ≤ (n−2)ui where i = 0, · · · ,m−1.
2
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Corollary 2. Let n ≥ 2m + 1 for m ≥ 1. Suppose that (u, v) is a positive radial solution of (1) and (2)
holds. Then for any t, t˜ = 0, · · · ,m and s, s˜ = 0, · · · ,m− 1 when R→∞
Rn|∆tu(R)||∆t˜v(R)| → 0 where t+ t˜ = m (24)
Rn−1|∆tu(R)||∆sv′(R)| → 0 where t+ s = m− 1 (25)
Rn−1|∆tv(R)||∆su′(R)| → 0 where t+ s = m− 1 (26)
Rn|∆su′(R)||∆s˜v′(R)| → 0 where s+ s˜ = m− 1 (27)
Proof of Theorem 2: The idea is to apply the Pohozaev identity as in the proof of Theorem 1. Since
(p, q) satisfy (2), then we can choose λ and γ such that n+ap+1 > λ and
n+b
q+1 > γ. Now, for all R > 1 define the
following positive function of R that is the left hand side of the Pohozaev identity
L(R) :=
(
n+ a
p+ 1
− λ
)∫
BR
|x|avp+1 +
(
n+ b
q + 1
− γ
)∫
BR
|x|buq+1.
From Lemma 6 and for either m = 2k or m = 2k+1 it is straightforward to observe that the following upper
bound on L holds
L(R) ≤ C
5∑
i=1
Ui(R) (28)
where C = C(m,n, a, b, p, q) is independent of R and
U1(R) := R
n+avp+1(R) +Rn+buq+1(R)
U2(R) := R
n−1
k∑
j=0
(
|∆jv(R)||∆m−j−1u′(R)|+ |∆m−j−1u(R)||∆jv′(R)|
)
U3(R) := R
n−1
k∑
j=0
(
|∆ju(R)||∆m−j−1v′(R)|+ |∆m−j−1v(R)||∆ju′(R)|
)
U4(R) := R
n
k∑
j=0
|∆jv′(R)||∆m−j−1u′(R)|+Rn
k−1∑
j=0
|∆m−j−1u(R)||∆j+1v(R)|
U5(R) := R
n
k∑
j=0
|∆ju′(R)||∆m−j−1v′(R)|+Rn
k−1∑
j=0
|∆m−j−1v(R)||∆j+1u(R)|
Not that to get this upper bound we have used the following facts. Suppose w, z are radial functions defined
on a ball then ∂νw = ∂rw, ∇w · ∇z = wrzr and x · ∇w = rwr . Therefore, for any R > 1
1
p+ 1
∫
∂BR
|x|avp+1x · ν ≤ CRn+avp+1(R)
1
q + 1
∫
∂BR
|x|buq+1x · ν ≤ CRn+buq+1(R)∫
∂BR
∇∆ku · ∇∆kvx · ν ≤ CRn|∆kv′(R)||∆ku′(R)|∫
∂BR
∆kv∂ν∆
ku ≤ CRn−1|∆kv(R)||∆ku′(R)|∫
∂BR
∇∆ku · ν x · ∇∆kv ≤ CRn|∆kv′(R)||∆ku′(R)|
I(u, v) ≤ CRn−1
k−1∑
j=0
(
|∆jv(R)||∆m−j−1u′(R)|+ |∆m−j−1u(R)||∆jv′(R)|
)
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To find an upper bound on J(u, v) we apply the fact that ∆j(x · ∇v) = 2j∆jv + x · ∇∆jv and then
J(u, v) ≤ CmI(u, v) +
k−1∑
j=0
∫
∂BR
(
(x · ∇∆jv)∂ν∆
m−j−1u−∆m−j−1u∂ν(x · ∇∆
jv)
)
≤ CmI(u, v) +R
n
k−1∑
j=0
|∆jv′(R)||∆m−j−1u′(R)|+ CRn
k−1∑
j=0
|∆m−j−1u(R)||∆j+1v(R)|
+CRn−1
k−1∑
j=0
|∆m−j−1u(R)||∆jv′(R)|
Note that in the above we have also used the fact that
∂ν(x · ∇∆
jv) = (R∆jv′(R))′ = R∆jv′′(R) + ∆jv′(R)
= R∆jv′′(R) + (n− 1)∆jv′(R)− (n− 2)∆jv′(R)
= R∆j+1v(R)− (n− 2)∆jv′(R)
≤ CR|∆j+1v(R)|+ C|∆jv′(R)|
In what follows we apply Corollary 2 to show that L(R)→ 0 as R→∞. Note that U1(R) ≤ CR
nv|∆mu|+
CRnu|∆mv|. Then applying (24) when t = m and t˜ = 0 and also when t = 0 and t˜ = m, we get
U1(R) → 0 as R → ∞. From the decay estimates (26) and (25) when t and s are set to be 0 ≤ j ≤ k and
0 ≤ m − k − 1 ≤ m − j − 1 ≤ m − 1 we get U2(R) and U3(R) → 0 as R → ∞. Similarly, from the decay
estimates (24) and (27) we get U4(R) and U5(R)→ 0 as R→∞. Therefore,
L(R)→ 0 as R→∞ (29)
On the other hand, multiplying both equations of (1) with v and u we have∫
BR
|x|avp+1 =
∫
BR
v(−∆)mu∫
BR
|x|bvq+1 =
∫
BR
u(−∆)mv
and ∫
BR
v∆mu−
∫
BR
u∆mv =
m−1∑
i=0
∫
∂BR
(
∆iv∂ν∆
m−i−1u−∆m−i−1u∂ν∆
iv
)
≤ CRn−1
m−1∑
i=0
|∆iv||∆m−i−1u′(R)|+ |∆m−i−1u(R)||∆iv′(R)|
Now applying Corollary 2 and in fact the decay estimates (26) when t = i and s = m− i − 1 and also (25)
when t = m− i− 1 and s = i we get
∫
BR
v∆mu−
∫
BR
u∆mv → 0 as R→∞. Therefore,∫
BR
|x|avp+1 −
∫
BR
|x|bvq+1 → 0 as R→∞
From this, (29) and the fact that λ+ γ = n− 2m we get the following as R→∞(
n+ a
p+ 1
+
n+ b
q + 1
− (n− 2m)
)∫
BR
|x|avp+1 → 0(
n+ b
q + 1
+
n+ a
p+ 1
− (n− 2m)
)∫
BR
|x|buq+1 → 0
From this and the fact that (2) holds we conclude that u = v = 0.
2
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