Abstract. This paper presents numerical solution of some nonlinear degenerate parabolic equations arising in the spatial diffusion of biological populations. The SBA method based on combination of Adomian decomposition method, principle of Picard and successive approximations is used for solving these equations. The analytical obtained solutions show that the SBA method leads to more accurate results.
Introduction
The spatial diffusion of some biological species is described by nonlinear partial differential equations. In the last years, various numerical powerful methods have been applied to get the solutions of general degenerate parabolic equations, such as collocation methods with mesh-free technique [2] , variational iteration method [10] , Adomian decomposition method (ADM) [1, 13] , homotopy perturbation method [8, 9] , homotopy analysis Sumudu transform method [12] , etc.
The objective of this paper is to apply Some Blaise Abbo(SBA) method, which is an elegant combination of ADM [3] , and Picard principle and successive approximations [5] to find the analytical solution of some degenerate parabolic equations arising in the spatial diffusion of time fractional biological populations. A particular form of these equations is given by :
∂u(x, y, t) ∂t = ∆u 2 (x, y, t) + g(u), (x, y) ∈ R 2 , t > 0 (1) with given initial conditions u(x, y, 0) = f (x, y)
The function u(x, y, t) denotes the population density (number of minimal species perunit volume at position (x, y) and time t ), g(u) the population supply due to birth and death of species. In this study, a form of g(u) is :
where h, α, β, r are real numbers. The SBA method overcomes the difficulty arising in calculating the Adomian's polynomials which is an important advantage over the ADM and other numerical methods [6, 11] 2. The numerical SBA method Let us consider the following functional equation:
Where A : H → H, is an operator not necessarily linear and H is a Hilbert space adequately chosen given the operator A, f is given function and u the unknown function.
Let :
Where L is an invertible operator in the Adomian "sense", R the linear remainder and N a nonlinear operator. The equation (3) therefore becomes :
Where θ is such that L (θ) = 0. The equation (5) is the Adomian canonical form , using the successive approximations [10] we get :
This yields the following Adomian algorithm [4, 7, 14, 15] 
The Picard principle is then applied to the equation (7) let u 0 be such that N u 0 = 0, for k = 1, we get :
If the series
n . For k = 2, we get:
n . This process is repeated to k.
If the series
With the following hypothesize : At the step k, N (u k ) = 0, ∀k ≥ 1.
Test examples
In this section, we present some examples with analytical solution to show the efficiency of method described in previous section for solving equation (1) 
Example 1
Consider equation (1) with α = β = 1, r = 0, h = 0 and f (x, y) = exp 
∂u(x, y, t) ∂t = hu(x, y, t) + ∆u 2 (x, y, t) − rhu 2 (x, y, t)
We obtain :
Integrating the equation (13) with respect to t gives the following canonical form:
u(x, y, t) = exp 1 2
In Applying the method of successive approximations to equation (14) we obtain:
If now we Apply the Adomian algorithm to equation (15), we obtain:
The solution at each stage is :
First step k = 1 In Applying the Picard principle and if we take u 0 (x, y, s) such as N (u 0 (x, y, s)) = 0, we obtain :
It follows that expressions of function u 1 n (x, y, t) were :
In this representation,u 1 (x, y, t) form the finite sequence :
and we can write :
which is the solution in step 1 
Again, we write :
So the finite sequence form of u 2 (x, y, t) is:
Thus,
is the solution in step 2 In a recurrent way, for the following steps (k ≥ 3), we obtain:
Therefore, the exact solution of this equation is:
Example 2
Consider equation (1) with α = β = 1, r = 0, h = 0 and f (x, y) = √ cos x cosh y
where
From (30), we obtain the following canonical Adomian form:
From (32), the successive approximations give us
Where
From (33), we have the following algorithm of Adomian :
Let us apply to (35), the principle of Picard. We remark that u 0 (x, y, t) = 0 is a root of the N u 0 (x, y, t) = 0
For k = 1, we obtain:
Let us put
Second step For k = 2, we have: 
Using the procedure for k ≥ 3, the solution to the k step is u k (x, y, t) = u k 0 (x, y, t) + u k 1 (x, y, t) + u k 2 (x, y, t) + · · · = 1 + (th) + 
So the exact solution of equation (30) with initial boundaries u(x, y, 0) = √ cos x cosh y is u(x, y, t) = lim k→+∞ u k (x, y, t) = e th cos x cosh y (42)
Conclusion
The SBA numerical method permitted us to resolve a few nonlinear partial differential equations modelling diffusion, convection, reaction problems Cauchy type. The SBA method permitted us to resolve the problems proposed in this paper. It is then a very powerful numerical tool of analysis for the resolution of these kinds of problems.
