A conjugate gradient relaxation method is employed in seeking an iterative solution to a particular 3-D electromagnetic inverse problem. The problem, which is non-linear, is that of modelling observed magnetic £uctuation response functions by a thin-sheet earth structure. The method optimizes data mis¢t and model roughness, and starting from a base model designed on known geology produces a series of improved models. Established thin-sheet algorithms are employed to compute the model responses and sensitivity, and utilization of a parallel computing system enables reasonable execution times. The method is demonstrated by inverting data generated for a synthetic example. Gaussian noise is added to the synthetic data.
INTRODUCTION
The`thin-sheet' approximation in problems concerning electromagnetic induction in the Earth, ¢rst developed by Price (1949) , has resulted in the development of several thin-sheet modelling algorithms. The basis of these algorithms is that the surface layer of an electrically conductive earth model (which may include the deep oceans) can be treated as`thin', with resultant simpli¢cations then possible in computing the model response. A particular advantage is that such a thin model can have an electrical conductance which varies with horizontal position.
On the basis of this theory, several computing algorithms, for example those of Vasseur & Weidelt (1977) , Dawson & Weaver (1979) and Singer et al. (1984) , together with their advanced versions, e.g. McKirdy et al. (1985) and Singer (1995) , have now become routine tools for modelling the electromagnetic e¡ects of 3-D conductivity structures. They are suitable for structures which can reasonably be regarded as being`near-surface' in some sense, and so appropriately modelled as part of a surface`thin sheet'. The present paper describes an inversion routine which obtains a thin-sheet model to ¢t geomagnetic induction data which have been observed on the surface of the Earth. The modelling algorithm employed is that of Vasseur & Weidelt (1977) .
The approach of the present paper may be compared and contrasted with the thin-sheet inversion procedure of Avdeev et al. (1994) . In that procedure, observed magnetic and electric data are inverted to determine a conductance distribution, which is based on a thin-sheet boundary equation. In the present case the problem of obtaining a conductance distribution for the thin-sheet model is pursued by a direct non-linear inversion of the observed geomagnetic induction data. While the method has general applications, the particular data treated in this paper are the frequency-dependent transfer functions given by the ratio of vertical magnetic ¢eld £uctuations to horizontal magnetic ¢eld £uctuations, as recorded by stationary magnetometers (`temporary magnetic observatories').
The paper begins by analysing the Fre¨chet derivatives of certain geomagnetic induction data in order to gain insight into the non-linear character of the problem and into the ability of observed data to resolve lateral structure within the thin sheet. Then, an inversion is formulated to seek a smooth model, which will have the least amount of detail needed to account for the observed data. The inversion is carried out by a conjugate gradient relaxation method, as previously used in 3-D geophysical inversions by e.g. Mackie & Madden (1993) and Zhang et al. (1995) .
The conjugate gradient method greatly reduces the computational requirement of 3-D inversion. To illustrate the practical application of the inversion method, the code is ¢rst run on a set of synthetic data. It is then used to interpret ¢eld data from Australia.
EXAMPLES OF FRE è CHET DER IVATIVES OF GEOMAGNETIC INDUCTION DATA
Electromagnetic induction data have been proved to be Fre¨chet di¡erential by e.g. Parker (1970) and Chave (1989) . Thus a small perturbation to a model dm(r') produces a small change to an observational datum dg(r, m), according to the relation
where G(r, r', m) denotes the Fre¨chet derivatives of g(r, m) with respect to m(r'), and r and r' are position vectors. Notation G T will be used for the transpose of G. That such Fre¨chet derivatives are model-dependent follows fundamentally from the fact that electromagnetic (EM) problems are generally functionally non-linear (Edwards et al. 1984; Boerner & West 1989) . This non-linearity means that a complete study of Fre¨chet derivatives requires, in principle, the investigation of all possible electrical models of the Earth.
However, for situations to which thin-sheet modelling is applied, the prime interest lies in determining the distribution of electrical conductance in the sheet, rather than the parameters of the Earth (assumed layered) below the sheet. In such cases, the model parameter m in eq. (1) refers to the lateral conductance distribution in the thin sheet, and g denotes a geomagnetic induction datum. Three models are now investigated to introduce the relationships between model parameters and data parameters, and the important question of resolution. These three models, and indeed all models in this paper, take a uniform source ¢eld, external to the Earth, as the cause of the induction process studied.
The ¢rst model is shown in Fig. 1 . The non-uniform surface layer is 2.5 km in thickness and consists of an island of uniform material surrounded by uniform ocean. The underlying halfspace has a conductivity of 5|10 {3 S m {1 down to a depth of 30 km, and 0.1 S m {1 deeper than 30 km. In the numerical model the surface layer is represented by a thin sheet divided into 31|31 square cells, of side length 60 km, to which conductances of 25 S for land and 10 000 S for ocean are assigned. This model is valid for magnetic £uctuation periods in the range 20^60 min (Weaver & Agarwal 1991) . For this ¢rst model, considering real and quadrature parts of the magnetic response functions T zx and T zy (Hobbs 1992) as observable data, the Fre¨chet derivatives of these data, with respect to the conductance values of all other island cells, are calculated for a point at the centre of the island. The values of the Fre¨chet derivatives are then plotted (Fig. 2) in the cells where the conductance perturbations were made. Fig. 2 shows that for a uniform island model, the cells with maximum sensitivity value are immediately adjacent to the central`data cell'. The maximum sensitivity values lie along a north^south direction for the T zx data (Figs 2a, b, d and e) and along an east^west direction for T zy data (Figs 2g, h, j and k) . If the horizontal distance in which a sensitivity value decays to half of its maximum value is taken as an`e¡ective sensitivity range', then for the model considered the e¡ective sensitivity range is within a radius of two to three cells of the point in question. Comparing the sensitivity values for two periods, of 20 and 60 min, it is seen that data of period 20 min have higher sensitivity values than data of period 60 min. This result re£ects the di¡erent depths (relative to the sheet thickness) to which the EM source energy is propagating at the di¡erent periods.
The second model considered is formed by embedding a north^south ocean channel across most of the island, as shown in Figs 2(c), (f), (i) and (l). A single land cell separates the two parts of the ocean channel. For period 20 min, the Fre¨chet derivatives of T zx (Figs 2c and f) are the same as in the uniform case (Figs 2a and d) , thus the T zx data do not sense the north^south directional structure in this case. However, for T zy data, the Fre¨chet derivatives in Figs 2(i) and (l) are di¡erent from those of the uniform case (Figs 2g and j) . Furthermore, while the cell which separates the channel was not sensitive to the data cell in the uniform model (Figs 2g and j) , it is now a highly sensitive element. This example shows how T zy data may be sensitive to structure in the north^south direction.
The two models described show that Fre¨chet derivatives of geomagnetic induction data are model-dependent, thus con¢rming that the observed data are related to the model parameters (i.e. the conductance distribution) in a non-linear way. The analysis of the three models also indicates that the data may be expected to have a limited resolution range. It may be expected that for`underdetermined' problems, involving models which are`overparametrized', a traditional leastsquares inversion will lead to unstable solutions. Imposing a smoothness constraint on the model may thus be necessary to stabilize the inversion solution. 
NUMER ICAL INVERSION
A procedure for inversion will now be developed, based on an object function '(m). For a particular model being considered in the inversion process, this object function balances a function L(m) which estimates data mis¢t with a regularization term R(m) which depends upon model characteristics. The object function is de¢ned by
where j is a parameter which controls the balance. As j varies from 0 to ?, the model parameter m(j) varies along a`tradeo¡' curve to obtain a balance between minimizing the data mis¢t and minimizing some aspect of the model characteristics.
To address the optimization of this procedure the object function is ¢rst approximated by a quadratic form at a local point m 0 :
where h and H denote the gradient vector and Hessian matrix, respectively, of '. Di¡erentiating eq. (3) with respect to dm, and setting the result to zero (to obtain the minimum of the object function) gives
where h L and h R are the gradient vectors for the data mis¢t function L(m) and the model characteristics function R(m)
respectively, and H L and H R are the corresponding Hessian matrices.
The data mis¢t function L(m)
In thin-sheet modelling, it is often assumed that the thickness and conductivity of layers underlying the thin sheet are known, so that the induction responses d are functions of the sheet conductance distribution m. Thus d may be simply written in a general form
The data mis¢t function L(m) is used to assess how well the response predicted for some particular model ¢ts an observed data set d obs . If the error of the observed data follows a Gaussian distribution, the L 2 norm (i.e. the least-squares criterion) is appropriate, while the L 1 norm is appropriate for error which follows an exponential distribution (Parker 1980) . Taking the L 2 norm as the data mis¢t function for the present case,
where C where + T denotes the di¡erential operator in the form of a row matrix. In practice, the second derivative term + T G in the data Hessian matrix may be di¤cult to calculate. In the present work this quantity has been neglected, on the assumption that it will be unimportant (Press et al. 1995) .
The data residue parameter ñ(m)
The quantity used to assess the progress of the inversion iterative process is termed the data residue parameter, de¢ned as
The sum is taken over all the data. Convergence is considered achieved, and the inversion iterative process ceased, when either the residue is less than some pre-set number, or the change in residue between successive steps of the iteration is less than some pre-set number.
The model characteristics function R(m)
Observational data are usually insu¤cient to provide a unique solution for the inversion of a thin-sheet model. The underdetermined nature of the inverse problem may allow many models to ¢t the data at some desired level of mis¢t, while models which ¢t the data with minimum mis¢t may have maximum`roughness' of structure and little geological signi¢cance.
However, by introducing a regularization term and sacri¢cing data mis¢t by only a small amount, models which are maximally smooth may be generated; for example, the smooth models obtained by Constable et al. (1987) and Smith & Booker (1988) from inversions of magnetotelluric data. This paper now adopts the method of Constable et al. (1987) and deGroot-Hedlin & Constable (1990) as follows.
The regularization term is de¢ned as the ¢rst derivative of the roughness function, using its L 2 norm:
Here L x and L y are operators which take the di¡erences between model parameters of laterally adjacent cells in the x and y directions respectively. The gradient vector and the Hessian matrix for the model characteristics function R(m) are
The conjugate gradient solution
Combining eqs (5), (8), (9), (12) and (13) gives
A physical interpretation of eq. (14) is that the model changes which are adopted at each iterative step to ¢t the data better also involve a compromise between ¢tting the data and minimizing the model roughness. The compromise is adjusted by the parameter j. Eq. (14) is algebraically equivalent to expressions used by Constable et al. (1987) and Sambridge (1990) .
The conjugate gradient method has demonstrated good and fast convergence for certain non-linear inversion problems, such as 2-D elastic wave inversion (Mora 1987 ) and 3-D MT inversion (Mackie & Madden 1993) . In the traditional approach (Mora 1987) , the inversion proceeds at each step down' a new direction, which is a linear combination of the past and current steepest descent directions. The step length is chosen by minimizing the object function in this new direction.
Sometimes this step length might not be appropriate for a highly non-linear function like g(m) in the present EM method, and it may be necessary to perform a line search (involving many forward modellings) for each successful iteration. In the approach by Mackie & Madden (1993) , the conjugate gradient method is applied in relaxation steps. For each iteration (main loop), only one set of gradient and forward modelling calculations are needed, and the computational requirements needed to perform higher-dimension inversions are signi¢cantly reduced.
In terms of the notation of eq. (4), the procedure for solving the present problem is as follows.
(1) Initialize the conjugate gradient algorithm: dm~0, r 0~{ h, h 0~r0 .
(2) Set a c , a critical value for a, which will control exit from the relaxation loop.
(3) Enter the relaxation loop: (a) compute the step length: 
RESULTS FOR SYNTHETIC DATA
The inverse method is ¢rst tested on data generated by the synthetic model shown in Fig. 3 . This model consists of (1) a 25 S resistive region and (2) a 2500 S conductive region, embedded in (3) a 250 S background region. The three regions together comprise an island, which is set in (4) an ocean of uniform conductance of 10 000 S (which is regarded as known and remains ¢xed throughout the inversion exercises).
The response of this structure, for a period of 60 min, was generated by a program based on Vasseur & Weidelt (1977) .
The magnetic response is shown as induction arrows in Fig. 3 . The pattern can be seen to be dominated by a coast e¡ect, and the e¡ects of the conductive and resistive structures in the island are secondary. It is di¤cult to trace the positions of the conductive and resistive structures simply from an examination of the induction arrows.
Inversion without a smoothness constraint
Setting j to zero in eq. (14) leads to carrying out an inversion with nil smoothing constraint. In this way the accuracy of the inversion code is tested for a`fully determined' problem, in which`observed' data are available for every cell.
The ¢rst exercise carried out is inversion of data without noise', taking a uniform conductance of 10 000 S as a starting model for the sheet. Fig. 4(a) shows the reduction in residue with successive iterations. The conductance model obtained for the island, after eight iterations, is plotted in Fig. 4(d) . In region 1 the inverted conductance is 24^25 S for the model value of 25 S; in region 2, 2499^2500 S for the model value of 2500 S; and in region 3, 249^250 S for the model value of 250 S. The inversion of`noise-free' or`high-accuracy' synthetic data has thus recovered the conductance values of the synthetic structure.
With ¢rst 2 per cent and then 5 per cent Gaussian noise levels added to the real and quadrature parts of T zx and T zy , the residue and model roughness in the inverted models increase, as shown in Figs 4(b) and (c) respectively. The inverted conductance values for data with 2 per cent noise are plotted in Fig. 4(e) , and for 5 per cent noise in Fig. 4(f) . In each case, the values for the highly conductive cells are recovered more accurately than for the more resistive cells. As discussed in many magnetotelluric inversions, e.g. deGroot Hedlin & Constable (1990) and Agarwal et al. (1993) , the lack of resolution in resistive structure may generally be attributed to the principles of electromagnetic induction, rather than to any particular inversion method.
Inversion with a smoothness constraint
As seen from the examples presented in Fig. 4 , the unsmoothed inversion of noise-contaminated data has produced models with an evident roughness of structure when compared to the true model. Such roughness function values can be overcome by introducing a smoothness constraint.
In the following examples, the smoothing parameter j in eq. (14) is given values of 10 {10 and 10 {7 . Then, when inverting synthetic data with 2 per cent Gaussian noise, the results are as shown in Fig. 5 . In this ¢gure, (a) is an image map of Fig. 4 (e) for comparison (and is for the case of zero j ), (b) is the result for j~10 {10 , and (c) is the result for j~10 {7 . The smooth model for j~10 {7 has both more residue and less roughness function than the non-smooth model (Fig. 5a) . At the expense of increasing the mis¢t, the images of the conductive structure and the resistive structure are well recovered in the smoothest model.
Values of j quoted in this paper are as actually employed in the computation, and generally were chosen after a range of values was tried empirically. Their signi¢cance lies in their relative values, rather than their absolute values. For example, taking the synthetic data cell size of 60 000 m into account re-scales j by the square of this quantity, and so recasts a j of 10 {7 as 360. More details are given in Wang (1998) . 
Inversion of an incomplete data set
In a practical inversion, observed data are generally not available at every cell. To test the inversion program in such a case, 41 of the 121 cells were arbitrarily selected, and 2 per cent Gaussian noise added as before. The inversion procedure with a j value of zero then produced the unsmoothed model shown in Fig. 5(e) , which has failed to recover any conductive structure. However, with j~10 {7 the inversion procedure gives the smoothed model shown in Fig. 5(f) . Here the resistive structure is not clearly de¢ned, but the conductive structure has been recovered well. Australia, mostly situated in mid-latitudes, and with large areas of land o¡ering relatively noise-free conditions for electromagnetic observations, is in some respects an ideal laboratory for electromagnetic geophysics. For the present exercise it is, in addition, an example of a continent surrounded by oceans, with relatively simple boundaries. The various sets of electromagnetic data which now exist for Australia show several regional conductivity anomalies within the continent, as presented in Fig. 6 . Inverting for the conductivity structure of the continent as a whole provides an important background to detailed modelling of structures in particular areas of interest, especially to allow for large-scale 3-D e¡ects which may result from the deep ocean sheet surrounding the Electromagnetic information complements other geophysical studies of Australia which, continent wide, are now reaching a stage of maturity . Examples are the aeromagnetic data set (Gunn 1997) , the gravity map (Wellman 1998 ) and the SKIPPY seismic tomography array studies .
Starting model
The construction of an initial thin-sheet model for the Australian continent was based on the gross surface geology, and is reported in a number of research papers ). This initial model was subsequently augmented by Wang et al. (1997) . The surface grid upon which the numerical calculations are based was increased to 60|60 with each cell of side length 100 km, and more geological information was added, mainly from mapped surface geology. This augmented model will now be termed the`base model', and it is presented in Figs 7(a) and (b).
Note that a thin-sheet forward-model computation for the Australian continent, set in its surrounding oceans, was also recently presented by Singer & Fainberg (1997) .
Data used
The data used in the inversion are the real parts of geomagnetic induction data at 1 hr period, selected from an`Australian Electromagnetic Database' at present being compiled at the Australian National University. After initial investigations suggested that isolated sites had little e¡ect in the thin-sheet inversion procedure, the data were selected from areas of array studies, and were further selected so that each cell of the thinsheet grid is occupied by at most one data site. Thus, among the 3600 cells, 137 cells hold observed data to be ¢tted in the inversion process.
In the inversion, the conductance values for the oceans surrounding the Australian continent were kept ¢xed, for two reasons. First, the conductance values are mainly contributed by sea water, and ocean conductances may be accurately calculated using depths obtained from bathymetric charts. Second, while sea£oor observation is an area of active research in Australia, the number of sea£oor sites is still few in terms of a model like that in Fig. 7(b) , and data from coastal sites in£uence only the near-o¡shore area, as demonstrated in the discussion above of data sensitivity analysis. When ocean conductances are set, among the 3600 cells the conductances of 861 cells remain to be determined.
Description of the inversion
For the inversion of the Australian data, the mis¢t function adopted was the same as that described in eq. (7) for the test inversions of synthetic data above. The model characteristics function was also as adopted above, as expressed in eq. (11). The value of the parameter j was set at 10 {8 , which (taking the cell size of 100 km into account) re-scales to a value of 100. The inversion procedure, starting from the base model, then ran to completion at iteration 20; at that point the change in the residue, from the previous iteration, was reduced to less than 0.2. The residue and roughness values of 31 and 509 respectively for the base model changed to 18 and 1524 for the ¢nal model.
The response of this model at the sites upon which the inversion is based is shown in Fig. 7(c) , and observed data can be compared to model response. It is evident that the model ¢ts the observed data inland well, while some di¡erences exist between the model and observations along the coast. These di¡erences may re£ect the smoothing of the anomalous ¢eld component by the 100 km grid, thus reducing the computed amplitude of the vertical ¢eld. An alternative is that the coast e¡ect is not computed for as strong a conductivity contrast as actually occurs, as the contributions to ocean conductance of the sea£oor sedimentary layer are neglected in the base model.
Results
The inverted conductance distribution within the continent is shown in Fig. 7(d) , and displays several enhanced conductance structures. These structures have conductance values 10 times that of the continental background, indicating the strength of the continental conductivity anomaly phenomenon. The position and orientation of the enhanced structures corresponds well to the conductive anomalies located by previous studies (Wang et al. 1997; Constable 1985) . To determine whether such conductivity structures have their geological cause in near-surface saline water, deeper crustal mineralization such as graphite, or even deeper molten material at mantle depths requires more detailed study of each structure individually. The contribution of a model for the whole continent such as presented in this paper lies in the large-scale view which such models can give, to form a framework for more detailed studies. In Australia there is need for more magnetometer array data to complete the continental coverage, with stations spaced on the order of 100 km apart. Also, in the areas of conductivity anomalies, closer spaced stations are needed to support more detailed inversions for electrical conductivity structure.
CONCLUSIONS
A method to invert observed geomagnetic induction data in terms of the surface conductance distribution of a thin-sheet model has been developed and carried through a basic testing procedure. The method uses conjugate gradient relaxation in solving an equation which optimizes a balance between a model mis¢t function and a model roughness function. The method has then been applied to data selected from a database to produce a conductivity model for the Australian continent.
Tests using synthetic data indicate that thin-sheet inversion has excellent spatial control of conductive structures which complement traditional interpretation methods such as induction arrow patterns. In an ideal case for which observed data are available at every model cell, a smoothing procedure will be especially important; its e¡ect will be that the overall character of the models produced becomes less complicated, without any signi¢cant loss in data ¢t. For the case of inversion problems where the observed data are incomplete, introducing smoothing criteria produces models which recover the main conductivity structure of the original models. Such smoothed inversion applied to data observed across the Australian continent gives a conductance distribution map which shows conductivity structures corresponding well with those interpreted by previous studies.
In a paper now in preparation, the horizontal conductance distribution determined in this paper for Australia will be combined with other information, notably that from recent magnetotelluric soundings. The geological signi¢cance of the results will be discussed in terms of the large-scale electrical conductivity structure of the continent.
