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 落雷予測方法の概要を図 1.1 に示す。作成する落雷予測モデルは，入力された XARIN デ
ータについて，”落雷が発生する f 分前の XRAIN データ”と”落雷が発生しない場合の f 分前
の XRAIN データ”に分類する分類モデルである。落雷予測モデルの分類結果に対して，雲
が f 分後にどこへ移動するかを予測することで，f 分後の落雷位置を予測する。 
図 1.1  f 分後の落雷位置を予測する落雷予測アルゴリズムの概要 
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XRAIN によって得られるデータの種類を，表 2.1 にまとめた。 
 
表 2.1 XRAIN によって得られるデータの種類 
データの種類 データは何を反映しているか 
エコー強度 (REF) 降雨強度 
偏波間位相差変化率 (KDP) 降水粒子の形状 
レーダ反射因子差 (ZDR) 降水粒子の形状 






KDP，ZDR，HCX は従来の落雷予測に用いられたことのない値であり，REF を含めた 4
種のデータを用いて，落雷予測モデルの作成を行う。 









 関東域には 7 基の XRAIN レーダが存在し（図 2.4 黒丸），それぞれが半径 60km の範囲
を，250m の空間分解能で，多仰角 PPI による 3 次元観測を 5 分間隔で行っている。その 3
次元データを水平方向に 500m，鉛直方向に 250m の分解能で内挿し，解析に用いる。鉛直
方向の観測範囲は，0km~15.75km である。以上より，格子間隔は 500m であり，各格子で
f 分後に落雷が発生するかを予測する。 
 解析期間は，2017 年 7~8 月，2018 年 7~8 月である。落雷予測モデルの作成には，2017
年 7~8 月の XRAIN データを用いる。 
 XRAIN はレーダの仰角を変化させることで様々な高度の観測を行っている（図 2.2）。こ




を観測できない範囲（レーダサイトを中心として半径 r の範囲）が算出できる。 









図 2.2 レーダによる観測方法 
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 よって，REF が 20dBZ に最も近くなる高度（以下，20dBZ 高度）を観測の難しい雲頂の
代わりとして解析に使用し，20dBZ 高度を観測できないような範囲は解析対象外とする。 
20dBZ 高度を用いるのは，20dBZ という大きさの REF であれば，レーダサイトからの距
離によって感知できないことは少ないためである。 
XRAIN レーダが半径 60km 以内に 3 基以上存在する範囲で，REF が 20dBZ 以上となる
高度が存在する格子を対象に，20dBZ 高度の分布を調べた。結果を図 2.3 に示す。 
 
 図 2.3 より，20dBZ 高度はほぼ 10km 以下である。よって，高度 10km までの観測が可能
であれば，20dBZ 高度はほとんどの場合で測定できる。よって式(2.1)より，レーダサイト
から 27.5km 以上 60km 未満の範囲は，20dBZ 高度を定量的に観測可能である。 
複数のレーダにより観測が行われる範囲では，鉛直方向の精度が高くなる。よって本稿で
は，3 基以上のレーダにより高度 10km 以下の定量的な観測が行われる範囲（図 2.4 橙, 赤
の範囲）を解析対象とする。 
  





 発雷条件の研究によると，-10℃高度における REF（以下，ref_m10）が 20dBZ に達しな
い，あるいは-10℃高度が 2km より低いと発雷は起こりにくいことが分かっている[4]（-10℃
高度とは，気温が-10℃に最も近い値となる高度を表す）。本研究では夏期の雷雲を対象とす










XRAIN データの観測タイムスタンプから f 分後に発生する落雷を予測する場合，図 1.1
で示したように，以下のような手順で予測を行う。 
① ある格子（以下，格子 A）の XRAIN データを落雷予測モデルに入力し， 
格子 A に存在する雲が落雷を発生させ f 分前のものであるか判定する 
② 格子 A に存在する雲が f 分後に移動する場所（以下，格子 B）を予測し， 
①で得た結果と合わせて，格子 B で f 分後に落雷が発生するか予測する 
そのため，落雷予測モデルを作成するには，”落雷が発生する f 分前の XRAIN データ”と”
落雷が発生しない場合の f 分前の XRAIN データ”が必要となる。これらのデータを解析す
ることで，入力された XRAIN データが，”落雷を発生させる f 分前の XRAIN データ”であ
るか分類する落雷予測モデルを作成する。 
3 章では，ある格子に存在するレーダエコーが f 分前に存在した格子を求めるため，レー
ダエコーの移動量の導出方法について記述する。 
 
3,1  5 分間の移動量の導出 
2 章で示したように，XRAIN は 5 分間隔で観測を行っている。よって，ある時刻の XRAIN
データと，その 5 分前の XRAIN データを比較することで，5 分間の雲の移動量を求める。 
移動量の導出は，高度 10km 以下を定量的に観測できる範囲で行う。これを，15km 四方
の区画に，7.5km 間隔で区切り，それぞれで移動量を導出する。 
移動量の導出方法の概要を，図 3.1 に示す。図 3.1 のように区切った各区画で，ある時刻
とその 5 分前のレーダエコー分布（以下，RE 分布）を作成し，それぞれの重心位置を求め
る。その後，5 分間の重心位置の移動量を算出し，これをその区画に存在する雲全体の移動
量とした。ただし，RE 分布の重みとして，各格子における 20dBZ 高度を用いている。 




各区画で 5 分間の移動量を導出した場合，次に異常な移動量の特定を行う。 
本稿では，RE 分布の重心位置を用いて移動量の導出を行っている。そのため，区画に大
きな RE 分布が出入りすると，導出した移動量が RE 分布の移動方向と異なる場合がある。
そこで，以下のような条件を設け，これに当てはまるものは異常な移動量として扱う。 
 





















る格子に存在したレーダエコーが f 分前にはどの格子に存在したか，あるいは f 分後にはど
の格子に存在するか，予測する方法について記述する。 
 
4.1  f 分前の XRAIN データの導出 
 ある格子（以下，格子 a）に存在するレーダエコーが，5 分前に存在した格子（以下，格
子 b）の求め方について，図 4.1 に示す。 
 3 章で述べたように，15km 四方の区画ごとに導出した移動量は，区画内の全てのレーダ
エコーに適応すると考える。そのため，図 4.1 のように，区画内の格子 a に対して移動量を
用いることで，格子 b を予測する。 
これを繰り返すように，10 分前から 5 分前までの移動量を求め，格子 b に存在するレー
ダエコーがさらに 5 分前に存在した格子を予測することで，格子 a に存在するレーダエコ
ーが 10 分前に存在した格子を予測できる。 










図 4.1  あるレーダエコーが 5 分前に存在した格子の予測方法 
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 ”落雷が発生する f 分前の XRAIN データ”と，”落雷が発生しない場合の f 分前の XRAIN
データ”は，以上の移動予測を用いて求める。 
それぞれ，以下のように定めた。（ただし，ある格子を格子 A，格子 A のレーダエコーの
f 分前の位置を格子 B，XRAIN データの観測タイムスタンプを時刻 T とする。） 
 
 ・”落雷が発生する f 分前の XRAIN データ” 
   時刻 T から 5 分の間に格子 A の±1 格子の範囲で落雷が発生した場合， 
格子 B で時刻(T―f 分)に観測された XRAIN データ 
 
 ・”落雷が発生しない場合の f 分前の XRAIN データ” 
   時刻 T から 5 分の間に格子 A の±1 格子の範囲で落雷が発生しない場合， 
格子 B で時刻(T―f 分)に観測された XRAIN データ 
  
4.2  f 分後の移動予測 
 ある格子（以下，格子 a）に存在するレーダエコーが，5 分後に存在する格子（以下，格
子 b）の予測方法を図 4.2 に示す。 
 レーダエコーは，5 分前とまったく同様に移動すると仮定する。これにより，区画内の格
子 a に対して 5 分間の移動量を用いることで，格子 b を予測する。 
 同様にして，格子 a に存在するレーダエコーが 10 分後に存在する格子（以下，格子 c）












本章では，入力された格子データを”落雷を発生が発生する f 分前の XRAIN データ”と”落









分類によって測定できるものであり，本稿では”落雷が発生する f 分前の XRAIN データ”と”
落雷が発生しない場合の f 分前の XRAIN データ”となる。 
 ロジスティック回帰分析は，被説明変数 y に対して説明変数 x が与える影響を式(4.1)の
ような関係式で表す。 
 






a を偏回帰係数，b を定数項と呼び，複数のデータセットを用いることで，a や b の最適
値を導出する。求めた a,b を用いることで，ある格子の XRAIN データを入力した時，その







 本稿で回帰式の作成に用いる説明変数候補を表 5.1 に示す。 
 表 5.1 より，説明変数候補には様々な高度の XRAIN データを挙げた。これは，いずれの








ref_2km 2km 高度の REF zdr_2km 2km 高度の ZDR 
ref_5km 5km 高度の REF zdr_5km 5km 高度の ZDR 
ref_10km 10km 高度の REF zdr_10km 10km 高度の ZDR 
ref_m5 -5℃高度の REF zdr_m5 -5℃高度の ZDR 
ref_m10 -10℃高度の REF zdr_m10 -10℃高度の ZDR 
ref_m20 -20℃高度の REF zdr_m20 -20℃高度の ZDR 
kdp_2km 2km 高度の KDP high_20dBZ 20dBZ 高度 
kdp_5km 5km 高度の KDP qty_G 霰が主な粒子となる空間数 
kdp_10km 10km 高度の KDP WG 
湿った霰が主となる空間が 
いずれかの高度に存在するか 
kdp_m5 -5℃高度の KDP DG 
乾いた霰が主となる空間が 
いずれかの高度に存在するか 
kdp_m10 -10℃高度の KDP qtyG_m10 
±10 格子の-10℃高度で， 
霰が主となる格子数 
kdp_m20 -20℃高度の KDP qtyREF_m10 
±10 格子の-10℃高度で， 
REF が 20dBZ 以上の格子数 
※ WG, DG は質的変数であり，存在する場合は 1, 存在しない場合は 0 の値をとる 
※ -〇℃高度とは，気温が-〇℃に最も近い値となる高度を表している 
 
 表 5.1 より，説明変数候補として，-10℃高度のような気温による高度における XRAIN デ









 表 5.1 に示した説明変数候補から回帰式に用いる説明変数を選択する方法として，変数増
減法を用いた。これにより，AIC(Akaike's Information Criterion)が最小となる説明変数の組
み合わせを選択した。 







 表 5.1 に示した説明変数候補を用いてロジスティック回帰分析を行う。回帰分析には，
Python 言語のライブラリである statsmodels を使用した。 
 解析条件を以下にまとめる。 
 
 ただし，回帰分析に使用する格子データについて，表 5.2 に示した解析期間，解析範囲，
解析対象に該当する格子データを集めた場合，”落雷が発生する f 分前の XRAIN データ”の
数は”落雷が発生しない場合の f 分前の XRAIN データ”の数のおよそ 50 分の 1 である。そ
のため，このデータ比のままロジスティック回帰分析を行ったとしても，”落雷が発生する
f 分前の XRAIN データ”がノイズとして扱われる。 









表 5.1 の全ての説明変数候補から，AIC を基準とした変数増減法により作成した 
回帰式(Regression equation)。f 分後の落雷予測に使用する。 
 
表 5.2 解析条件 
解析方法 ロジスティック回帰分析 
データ単位 500m 格子 
解析期間 2017 年 7 月～2017 年 8 月 
解析範囲 （2 章参照） 
解析対象 ref_m10 が 20dBZ 以上となる格子データ 
被説明変数 落雷を発生させる f 分前の XRAIN データであるか 
説明変数候補 （表 5.1 参照） 





表 5.1 中の REF を用いた説明変数候補から，AIC を基準とした変数増減法により 
作成した回帰式。f 分後の落雷予測に使用する。 
  
 f=5,10,15 の場合でそれぞれ，”落雷が発生する f 分前の XRAIN データ”と”落雷が発生し
ない場合の f 分前の XRAIN データ”を用いてロジスティック回帰分析を行った。 
導出された回帰式の詳細を表 5.3, 5.4, 5.5 に示す。 
表 5.3  f=5 とした時の解析結果 
回帰式 説明変数 x 偏回帰係数 a 
 
説明変数 x 偏回帰係数 a 
Re_all_5min 
ref_2km -0.005774 zdr_10km -0.1259 
ref_5km -0.01273 zdr_m20 0.1640 
ref_10km 0.05847 high_20dBZ 0.006773 
ref_m10 0.02915 qty_hcx 0.01754 
kdp_m5 0.1220 qtyG_m10 0.001621 
kdp_m10 0.1256 qtyREF_m10 0.007139 






ref_5km -0.008465 high_20dBZ 0.006064 
ref_10km 0.08662 qtyREF_m10 0.005320 
ref_m10 0.08194 定数項 b -8.203 
 
表 5.4  f=10 とした時の解析結果 
回帰式 説明変数 x 偏回帰係数 a 
 
説明変数 x 偏回帰係数 a 
Re_all_10min 
ref_2km -0.02568 zdr_2km 0.4046 
ref_5km -0.01475 zdr_5km 0.1292 
ref_10km 0.06341 zdr_m10 -0.1039 
ref_m10 0.02591 DG 0.3502 
kdp_5km 0.06224 high_20dBZ 0.004193 
kdp_10km -0.2383 qtyG_m10 0.008513 






ref_10km 0.1006   








 5.1 節では，ロジスティック回帰分析を用いることで落雷予測モデルの作成を行った。 
しかし，回帰分析により落雷予測モデルの作成を行う場合，あらかじめ説明変数候補を挙
げ，その中から説明変数の決定を行う必要があり，説明変数候補として挙げられないような









 全結合型 NN の一例として，3 層の全結合型 NN の概要を図 5.1 に示す。ただし，入力は
3 変数で，2 値の分類を行う NN とした。 
表 5.5  f=15 とした時の解析結果 
回帰式 説明変数 x 偏回帰係数 a 
 
説明変数 x 偏回帰係数 a 
Re_all_15min 
ref_2km -0.03645 zdr_2km 0.5166 
ref_5km -0.03482 zdr_5km 0.1753 
ref_10km 0.05688 zdr_10km 0.1363 
ref_m10 0.01235 zdr_m10 -0.1196 
kdp_5km 0.1542 DG 0.9410 
kdp_10km -0.2241 qtyG_m10 0.008177 
kdp_m5 0.1919   






ref_5km -0.02384 high_20dBZ -0.004480 
ref_10km 0.1003 qtyREF_m10 0.003835 











また，各ノードでは活性化関数 a(u)が使用されているが，これは 1 つ前の層の出力を線
形変換した値 u について，非線形変換を行うことを目的としている。これにより，NN は全
体として非線形性を持つことが可能となる。そのため，入力と出力が非線形な関係となって




 全結合型 NN について，ノード数や中間層数は自身で決める値であるが，計算に用いら
れる重み W は学習によって定まる値である。 
 始めに，重み W はランダムな初期値が設定される。その後，学習が上手くいく（分類問
題の場合，分類の精度が向上する）と小さくなる関数である損失関数を指標とし，損失関数
の値が小さくなるように重み W を更新していく。これにより，初めは適当な値であった重
み W が，最適な重み W へ変化していく。 
 本稿では，損失関数として交差エントロピーという関数を用いる。これは，主に分類問題
の深層学習で用いられる関数であり，式(5.1)のように表される。 
L =  − log 𝑦 式(5.1) 
y : 正解のカテゴリに分類される確率 
a(u) =  {
0  (𝑢 < 0)
𝑢  (𝑢 ≥ 0)
 
ノードにおける計算の一例 
図 5.1. 分類問題における 3 層の全結合型 NN の例 
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 例として，全結合型 NN を用いてある格子データの分類を行った時，”落雷が発生する 5
分前の XRAIN データ”である確率が 70%，”落雷が発生しない場合の 5 分前の XRAIN デー
タ”である確率が 30%であった場合を考える。 
判定対象とした格子データが，”落雷が発生する 5 分前の XRAIN データ”であった場合，
損失関数 L によって導出される値は式(5.2)のようになる。あるいは，判定対象とした格子
データが，”落雷が発生しない場合の 5 分前の XRAIN データ”であった場合，損失関数 L に
よって導出される値は式(5.3)のようになる。 
L =  − log 0.7 = 0.155 式(5.2) 
L =  − log 0.3 = 0.523 式(5.3) 
  




 様々な全結合型 NN の学習方法の中で，本稿ではミニバッチ学習を用いる。 





2. 𝑁𝑏個のデータを全結合型 NN に入力し，損失関数の平均値を算出する 
3. 手順 2 で求めた損失関数の平均値が小さくなるように重み W を更新する 
4. 手順 1~3 を，全ての訓練データを使い切るまで繰り返す (一度使用したデータは 
再度使用しない) 
5. 手順 1~4 を，任意の回数繰り返す 
図 5.2. ミニバッチ学習による更新手順 
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 図 5.2 より，ミニバッチ学習は訓練データ（全結合型 NN の作成に使用するデータ）を複
数に分割し，それぞれで更新を行う学習方法である。 
 1 度の更新に用いられるデータ数𝑁𝑏をバッチサイズと呼び，手順５で訓練データを使い
切った回数をエポックという。例として，N=1000, 𝑁𝑏=100 の場合を考える。この時，1 エ






5.2.4 観測値の存在しない高度における XRAIN データ 
 XRAIN データは各格子において，高度 0~15.75km まで，250m の分解能で観測値が存在
している。しかし，雲が存在しない等の理由で観測値の存在しない高度がある。 
 本稿で行う深層学習では，特定の高度に注目せず，各格子の XRAIN データをそのまま用
いて全結合型 NN の作成を行う。しかしその場合，観測値が存在しない高度について，何か
しらの値を挿入しなくてはならない。 
 本稿では，観測値の存在しない高度の XRAIN データについて，REF は 0，KDP と ZDR
は-9.999，HCX は 0 を挿入する（図 5.3 参照）。 
 これらの値は，通常の観測値と比較して非常に外れた値となっている。このような処理を









 ある格子データについて，”落雷を発生が発生する f 分前の XRAIN データ”と”落雷が発生
しない場合の f 分前の XRAIN データ”に分類する全結合型 NN の作成を行う。 
 解析条件を表 5.6 にまとめる。 
 
 深層学習には，表 5.4 に示した解析期間，解析範囲，解析対象に該当する格子データを用
いる。ただし，”落雷が発生する f 分前の XRAIN データ”と”落雷が発生しない場合の f 分前
の XRAIN データ”の数が同数となるように，”落雷が発生しない場合の f 分前の XRAIN デ
ータ”からランダムに格子データを取り除いた。 
数を調整した格子データの 70%を訓練データとし，深層学習に用いる。残りの 30%は，
テストデータとする。1 エポックごとに，学習中の全結合型 NN を用いて訓練データとテス
トデータの判定を行い，判定結果から損失関数の平均値を算出する。これにより，学習過程





表 5.4 解析条件 
解析方法 深層学習（全結合型 NN） 
データ単位 500m 格子 
解析期間 2017 年 7 月～2017 年 8 月 
解析範囲 （2 章参照） 
解析対象 ref_m10 が 20dBZ 以上となる格子データ 
入力 ある格子の 1km～15.75km 高度における XRAIN データ 
出力 落雷を発生させる f 分前の XRAIN データであるか 
 
図 5.4. 訓練データとテストデータ 
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 また本稿では，入力を REF のみとする全結合型 NN と REF, KDP, ZDR, HCX を入力と
する全結合型 NN をそれぞれ作成する。 
 深層学習により得られた全結合型 NN は，以下のように呼称する。 
 
・NN_all_f min 
1km～15.75km 高度における REF, KDP, ZDR, HCX を入力とする。 
f 分後の落雷予測に用いる。 
・NN_ref_f min 
1km～15.75km 高度における REF を入力とする。f 分後の落雷予測に用いる。 
 
f=5,10,15 の場合でそれぞれ，”落雷が発生する f 分前の XRAIN データ”と”落雷が発生し
ない場合の f 分前の XRAIN データ”を用いて深層学習を行った。全結合型 NN の学習過程
における損失関数の遷移を，図 5.5, 5.6, 5.7 に示す。また，全結合型 NN 作成時に設定した
深層学習パラメータを表 5.5, 5.6, 5.7 に示した。 
 本稿では，いずれの全結合型 NN においても中間層数は 6 層としている。これは，一般
的に中間層数が 3 層以上であると深層学習として扱われるため，中間層数を 3 層以上の適
当な層数である 6 層とした。 
表 5.5 NN_all_5min と NN_ref_5min の深層学習パラメータ 
 NN_all_5min NN_ref_5min 
中間層数 6 6 
各中間層のノード数 480 120 
エポック数 300 600 
ミニバッチサイズ 1024 1024 
 




表 5.6 NN_all_10min と NN_ref_10min の深層学習パラメータ 
 NN_all_5min NN_ref_5min 
中間層数 6 6 
各中間層のノード数 480 120 
エポック数 300 600 
ミニバッチサイズ 1024 1024 
 
図 5.6. NN_all_10min と NN_ref_10min の学習過程における損失関数の遷移 
表 5.7 NN_all_10min と NN_ref_10min の深層学習パラメータ 
 NN_all_5min NN_ref_5min 
中間層数 6 6 
各中間層のノード数 480 120 
エポック数 400 400 
ミニバッチサイズ 1024 1024 
 
図 5.7. NN_all_15min と NN_ref_15min の学習過程における損失関数の遷移 
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 図 5.5 より，NN_all_5min と NN_ref_5min の学習は，エポック数が進むごとに損失関数
が順調に低下していることから，正常に行われている。NN_all_10min と NN_ref_10min に
ついても，図 5.6 よりエポック数が進むごとに損失関数が順調に低下しているため，学習は
正常に行われている。 
 NN_all_15min および NN_ref_15min については，他の全結合型 NN と比較して損失関数
の減少に大きな乱れが発生している。しかし，これらの全結合型 NN についても，損失関数

























価するための指標について記述する。評価に用いるのは，“真陽性率”, “適合率”, “F 値”, “落
雷予測格子数”, “AUC（Area Under the Curve）”である。 
 これらの指標を説明するにあたり，落雷予測結果と実際に発生した落雷の一例をモデル






































= 0.2 となる。 
 適合率が高いとは，”落雷が発生する”という予測が信用できることを意味する。 
 
6.3 F 値 
 F 値とは，「真陽性率と適合率の調和平均」であり，式(6.3)で表される。 
 
F 値 =  






















発生する f 分前の XRAIN データ”であるか，予測を行うことができない。しかし，全結合型






 AUC とは，落雷予測モデルの判別能の高さを表す値であり，以下のように求められる。 
 落雷予測モデルが算出する値は，入力された格子データが”落雷の発生する f 分前の
XRAIN データ”である確率である。この値が，閾値 th（通常は th=0.5）以上であれば”落雷
の発生する f 分前の XRAIN データ”であると判断する。 
 そのため，閾値 th が変化すれば，真陽性率等もまた変化する。真陽性率を縦軸に，偽陽
性率を横軸に取った時，閾値 th の変化により描かれる曲線を ROC 曲線と呼び，ROC 曲線













= 0.8 となる。 
図 6.2. ROC 曲線と AUC 
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 AUC とは，落雷予測モデルによる算出値が，”落雷が発生する f 分前の XRAIN データ”を



















1. ある時刻 T の XRAIN データと落雷予測モデルを用いて， 
各格子の格子データが落雷を発生させる f 分前のものであるか判定する 
2. 各格子に存在するエコー強度は，f 分後にはどの格子に移動しているか予測する 
3. 手順 1 の判定結果と手順 2 の移動予測結果を用いて， 
f 分後に落雷が発生する格子と落雷が発生しない格子を予測する 
 
 手順 3 で求めた予測結果と，実際に f 分後に発生した落雷を比較することで，落雷予測結






図 7.1. 落雷予測の手順 
表 7.1 落雷予測対象 
解析期間 2018 年 7 月～2018 年 8 月 
解析範囲 （2 章参照） 




7.3  5 分後に発生する落雷の予測結果 
 本節では，5 分後に発生する落雷の予測を行う。 
 Re_ref_5min, Re_all_5min, NN_ref_5min, NN_all_5min を用いて，5 分後の落雷予測を行
った場合における真陽性率等を求めた。予測期間および範囲は表 7.1 の通りである。 
 予測結果を表 7.2 に示した。 
 また，Re_ref_5min, Re_all_5min, NN_ref_5min, NN_all_5min を用いて，5 分後の落雷地









 また，落雷予測モデルとして全結合型 NN を用いると，落雷予測格子数が回帰式を用い





表 7.2  5 分後に発生する落雷の予測結果 
落雷予測モデル Re_ref_5min Re_all_5min NN_ref_5min NN_all_5min 
真陽性率 0.764 0.794 0.777 0.781 
適合率 0.220 0.225 0.160 0.167 
F 値 0.342 0.351 0.265 0.276 
落雷予測格子数 547838 526736 894089 894089 


















図 7.2.  2018/8/6 18:55 に発生する落雷の位置を予測した結果 1 





7.4  10 分後に発生する落雷の予測結果 
 本節では，10 分後に発生する落雷の予測を行う。 
 Re_ref_10min, Re_all_10min, NN_ref_10min, NN_all_10min を用いて，10 分後の落雷予
測を行った場合における真陽性率等を求めた。予測期間および範囲は表 7.1 の通りである。 
 予測結果を表 7.3 に示した。 
 また，Re_ref_10min, Re_all_10min, NN_ref_10min, NN_all_10min を用いて，10 分後の




 表 7.3 より，落雷予測モデルとして回帰式を用いる場合は，偏波情報を使用した方が真陽
性率，適合率，F 値，AUC は良い結果となっている。しかしその差は，表 7.2 と同様に僅
かである。 
 落雷予測モデルとして全結合型 NN を用いた場合は，真陽性率と AUC については偏波情
報を用いた方が良いが，適合率と F 値は REF のみを用いた場合の方が良い結果となってい
る。いずれも差は僅かであるが，これは表 7.2 とは異なる結果であり，偏波情報を用いれば
必ず精度が向上するわけではない。 
 落雷予測格子数は，表 7.2 と同様に，落雷予測モデルとして全結合型 NN を用いた場合は
回帰式を用いた場合の 1.5 倍以上となる。よって，全結合型 NN を用いた方が，汎用性は高
い。 
 
表 7.3  10 分後に発生する落雷の予測結果 
落雷予測モデル Re_ref_10min Re_all_10min NN_ref_10min NN_all_10min 
真陽性率 0.747 0.794 0.805 0.839 
適合率 0.190 0.193 0.117 0.109 
F 値 0.303 0.310 0.205 0.193 
落雷予測格子数 517273 461418 819861 819861 





 図 7.3 より，図 7.2 と同様に，いずれの落雷予測モデルを用いた場合も偏波情報の有無に
より予測結果は大きく変わらない。 
 また，全結合型 NN を用いると，”落雷が発生する”と予測した面積は回帰式を用いたもの








2018/8/6 18:45 の 
Xrain データを用いて 
10 分後の落雷位置を予測 
図 7.3.  2018/8/6 18:55 に発生する落雷の位置を予測した結果 2 
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7.5  15 分後に発生する落雷の予測結果 
 本節では，15 分後に発生する落雷の予測を行う。 
 Re_ref_15min, Re_all_15min, NN_ref_15min, NN_all_15min を用いて，15 分後の落雷予
測を行った場合における真陽性率等を求めた。予測期間および範囲は表 7.1 の通りである。 
 予測結果を表 7.4 に示した。 
 また，Re_ref_15min, Re_all_15min, NN_ref_15min, NN_all_15min を用いて，15 分後の




 表 7.4 より，落雷予測モデルとして回帰式を用いた場合，真陽性率，適合率，F 値，AUC
のいずれについても，偏波情報を使用した方が良い結果となっている。 
 しかし，落雷予測モデルとして全結合型 NN を用いた場合，表 7.3 と同様に，真陽性率と
AUC は偏波情報を用いた方が良い結果であるが，適合率と F 値については偏波情報を用い
ない方が良い結果となっている。 
 落雷予測格子数は，表 7.2, 7.3 と同様，全結合型 NN を用いた方が回帰式を用いた場合よ
り多く，汎用性は高いことが確認できる。 
 また，表 7.2,7.3, 7.4 を見ると，未来の落雷を予測しようとするほど F 値が低下しており，
表 7.4 では回帰式を用いた場合においても F 値は 0.3 を下回っている。これは，未来を予測
しようとすると雲の移動予測が難しくなることが原因として挙がる。そのため，現在使用し
ている雲の移動予測方法では，20 分以上後に発生する落雷の予測は非常に困難である。 
表 7.4  15 分後に発生する落雷の予測結果 
落雷予測モデル Re_ref_15min Re_all_15min NN_ref_15min NN_all_15min 
真陽性率 0.722 0.781 0.677 0.755 
適合率 0.157 0.159 0.117 0.109 
F 値 0.258 0.265 0.200 0.191 
落雷予測格子数 476103 424815 757883 757883 





 図 7.4 より，いずれの落雷予測モデルを使用しても，偏波情報の有無によって予測結果に
大きな差はみられない。 
 また，図 7.2, 7.3 と同様に，全結合型 NN を用いた予測結果は，回帰式を用いた予測結果
と比較して，”落雷が発生する”と予測した面積が大きいことが確認できる。 









2018/8/6 18:40 の 
Xrain データを用いて 
15 分後の落雷位置を予測 




 落雷予測モデルとして全結合型 NN を用いる場合，落雷予測格子数は回帰式を用いた場






7.6.1  5 分後に発生する落雷の予測結果 
 本節では，5 分後に発生する落雷の予測を行う。 
 Re_ref_5min によって予測可能な格子のみを対象として，NN_ref_5min と NN_all_5min
を用いて 5 分後の落雷予測を行った場合における予測結果を表 7.5 に示す。 
また，Re_all_5min によって予測可能な格子のみを対象として ，NN_ref_5min と
NN_all_5min を用いて 5 分後の落雷予測を行った場合における予測結果を表 7.6 に示す。 
ただし，いずれの場合も予測期間および範囲は表 7.1 の通りである。 





表 7.5  5 分後に発生する落雷の予測結果 2 
予測対象とする格子 Re_ref_5min によって予測可能な格子 
落雷予測モデル Re_ref_5min NN_ref_5min NN_all_5min 
真陽性率 0.764 0.829 0.833 
適合率 0.220 0.169 0.176 
F 値 0.342 0.281 0.291 




表 7.7  10 分後に発生する落雷の予測結果 2 
予測対象とする格子 Re_ref_10min によって予測可能な格子 
落雷予測モデル Re_ref_10min NN_ref_10min NN_all_10min 
真陽性率 0.747 0.883 0.903 
適合率 0.190 0.122 0.114 
F 値 0.303 0.214 0.203 
AUC 0.846 0.826 0.823 
 
 
7.6.2  10 分後に発生する落雷の予測結果 
 本節では，10 分後に発生する落雷の予測を行う。 
 Re_ref_10min に よ っ て 予 測 可 能 な 格 子 の み を 対 象 と し て ， NN_ref_10min と
NN_all_10minを用いて10 分後の落雷予測を行った場合における予測結果を表7.7 に示す。 
また，Re_all_10min によって予測可能な格子のみを対象として，NN_ref_10min と
NN_all_10minを用いて10 分後の落雷予測を行った場合における予測結果を表7.8 に示す。 
ただし，いずれの場合も予測期間および範囲は表 7.1 の通りである。 
  
表 7.6  5 分後に発生する落雷の予測結果 3 
予測対象とする格子 Re_all_5min によって予測可能な格子 
落雷予測モデル Re_all_5min NN_ref_5min NN_all_5min 
真陽性率 0.794 0.836 0.841 
適合率 0.225 0.170 0.177 
F 値 0.351 0.283 0.292 





 表 7.7,7.8 より，全結合型 NN を用いた落雷予測は真陽性率が高く，適合率が低いことが
確認できる。これは，回帰式を用いた場合より，”落雷が発生する”という予測をしやすいこ
とを示しており，結果として F 値は，回帰式を用いた場合を下回っている。 
AUC は，回帰式を用いた場合の方が全結合型 NN を用いた場合より大きいが，その差は
僅かである。よって，各落雷予測モデルの判別能に大きな差はない。 
 
7.6.3  15 分後に発生する落雷の予測結果 
本節では，15 分後に発生する落雷の予測を行う。 
 Re_ref_15min に よ っ て 予 測 可 能 な 格 子 の み を 対 象 と し て ， NN_ref_15min と
NN_all_15minを用いて15 分後の落雷予測を行った場合における予測結果を表7.9 に示す。 
また，Re_all_15min によって予測可能な格子のみを対象として，NN_ref_15min と
NN_all_15min を用いて 15 分後の落雷予測を行った場合における予測結果を表 7.10 に示
す。 
 表 7.9, 7.10 より，全結合型 NN を用いた落雷予測は真陽性率が高く，適合率が低い傾向
にある。これは，前節，前々節と同様の結果である。このことから，このような傾向は全結





表 7.8  10 分後に発生する落雷の予測結果 3 
予測対象とする格子 Re_all_10min によって予測可能な格子 
落雷予測モデル Re_all_10min NN_ref_10min NN_all_10min 
真陽性率 0.794 0.899 0.921 
適合率 0.193 0.124 0.115 
F 値 0.310 0.218 0.205 









表 7.9  15 分後に発生する落雷の予測結果 2 
予測対象とする格子 Re_ref_15min によって予測可能な格子 
落雷予測モデル Re_ref_15min NN_ref_15min NN_all_15min 
真陽性率 0.722 0.759 0.845 
適合率 0.157 0.120 0.112 
F 値 0.258 0.207 0.197 
AUC 0.817 0.792 0.794 
 
表 7.10  15 分後に発生する落雷の予測結果 3 
予測対象とする格子 Re_all_15min によって予測可能な格子 
落雷予測モデル Re_all_15min NN_ref_15min NN_all_15min 
真陽性率 0.781 0.785 0.875 
適合率 0.159 0.123 0.113 
F 値 0.265 0.212 0.200 






































間隔である 5 分の間に，新たに発生した雲をどのように扱うか，考える必要がある。 
また，本稿では気象レーダによる観測値のみを用いて落雷予測モデルの作成を行ってい
る。そこで今後の課題として，気象レーダによる観測値以外の情報を用いることが挙がる。
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〈2･1〉  解析範囲と解析期間  関東域には 7 基の
XRAIN レーダが存在し，それぞれが半径 60km の範囲を，
250m の空間分解能で，多仰角 PPI による 3 次元観測を 5 分





解析期間は，2017 年 7~8 月である。 
〈2･2〉 データの選抜  発雷条件の研究によると，－
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Fig. 1. Radar observation range 
 
3. 解析方法 






〈3･1〉 データのカテゴリ決定方法  回帰式の作成を
行うために雷雲のデータをカテゴリ P，雷雲ではない雨雲の
データをカテゴリ N とし，それらは次のように定義する。 
ある座標について考える。XRAIN による測定開始時刻か
ら 5 分の期間にその座標の±1 格子の範囲で落雷が発生し
ていた場合，その座標のデータはカテゴリ P に分類する。
カテゴリ P に属さない場合，カテゴリ N に分類する。 
LIDEN による落雷位置の±1 格子の範囲をカテゴリ P と
するのは，LIDEN の位置推定精度（～500m）に則ったため
である。 














〈3･3〉 回帰式の導出方法  各座標における Table 1 の
値および属するカテゴリを調べたところ，カテゴリ P のデ
ータ数は 32788，カテゴリ N のデータ数は 1059900 であっ
た。回帰式の導出を行うため，カテゴリ P の全データから
ref_m10 が 20dBZ 以上 30dBZ 未満のものを 6213，30dBZ 以
上 40dBZ 未満のものを 12921，40dBZ 以上のものを 5454 ラ
ンダムに選び，これを回帰式算出用データ(以下 teach)とす
る。またカテゴリ N の全データから 24588 ランダムに選び，
teach と合わせる。これにより，カテゴリ P のデータ数とカ
テゴリ N のデータ数が 1 対 1 である teach を得られる。 
回帰式は teach のデータと SPSS を用いて導出する。説明
変数の選択方法は尤度比による変数増加法を使用する。た
だし，説明変数を投入するスコア統計量の基準は 0.05，除去
する基準は 0.10 とする。 
本稿の研究では，REF から得られる説明変数のみを用い
た回帰式(以下 RE_ref)と Table 1 の全説明変数を用いた回帰
式(以下 RE_all)を導出する。RE_ref は ref_2km，ref_m5，
ref_m10，ref_m20，high_max，ref_max，qtyREF_m10 から，




Fig. 2. Category determination method 
 
Table 1.  Explanatory variables 
Explanatory variables Meaning 
ref_2km [dBZ] REF at 2km altitude 
ref_m5 [dBZ] REF at -5℃ altitude 
ref_m10 [dBZ] REF at -10℃ altitude 
ref_m20 [dBZ] REF at -20℃ altitude 
kdp_2km KDP at 2km altitude 
kdp_m5 KDP at -5℃ altitude 
kdp_m10 KDP at -10℃ altitude 
kdp_m20 KDP at -20℃ altitude 
zdr_2km ZDR at 2km altitude 
zdr_m5 ZDR at -5℃ altitude 
zdr_m10 ZDR at -10℃ altitude 
zdr_m20 ZDR at -20℃ altitude 
high_max [m] Highest altitude of clouds 
ref_max [dBZ] REF at highest altitude 
qty_G 
Number of grids  
where TPP is a wet or dry graupel 
WG Whether there is a wet graupel grid 
DG Whether there is a dry graupel grid 
qtyG_m5 
Number of grid 
where TPP at -5℃ altitude is 
graupel in the range of ± 10 grid 
qtyG_m10 
Number of coordinates where TPP 
at -10℃ altitude is graupel 
 in the range of ± 10 grid 
qtyG_m20 
Number of coordinates where TPP 
at -20℃ altitude is graupel 
 in the range of ± 10 grid 
qtyREF_m10 
Number of coordinates  
where ref_m10 is 30 dBZ or more  
in the range of ± 10 grid 







〈3･4〉 回帰式の評価方法  回帰式の評価は回帰式の
導出に使用していないデータを用いて行う。teach に含まれ
ていないカテゴリ N のデータからランダムに 8200 選び，こ
れと teachに含まれていないカテゴリ Pの全データを合わせ
る。これにより，カテゴリ P のデータ数とカテゴリ N のデ
ータ数が 1 対 1 である回帰式評価用データ 1(以下 test1)を得
る。この test1 と teach 中のカテゴリ P のデータは，ref_m10
が 20dBZ 以上 30dBZ 未満，30dBZ 以上 40dBZ 未満，40dBZ
以上それぞれで，データ数の比が約 1 対 3 となっている。 
次に teach に含まれていないカテゴリ N のデータから
ref_m10 が 20dBZ 以上 30dBZ 未満のものをランダムに 2072
選び，これと teach に含まれておらず ref_m10 が 20dBZ 以上
30dBZ 未満であるカテゴリ P の全データを合わせる。これ
により，カテゴリ P のデータ数とカテゴリ N のデータ数が
1 対 1 である回帰式評価用データ 2(以下 test2)を得る。これ
を ref_m10 が 30dBZ 以上 40dBZ 未満，40dBZ 以上それぞれ
の場合で，同じようにして回帰式評価用データ 3(以下 test3)，
回帰式評価用データ 4(以下 test4)を作成する。ただしカテゴ
リ N のデータ数は，test3，test4 でそれぞれ 4309，1819 であ
る。 
RE_ref，RE_all を用いて test1，test2，test3，test4 のデー
タを判定することで，判定結果として各回帰式の正答率と
AUC(Area Under the Curve)(7)を得る。これらを比較すること
で，どちらが優れた回帰式であるかの評価を行う。 
4. 解析結果 
〈4･1〉 RE_refおよび RE_allの導出  導出した RE_ref
および RE_all を Table 2，Table 3 に示す。Table 2，Table 3 の
説明変数はいずれも p 値が 0.05 未満であり，統計的に有意
と見なした。 








〈4･2〉 各回帰式の精度比較  Table 4 に各回帰式で
test1，test2，test3，test4 の判定を行った結果を示す。 
test1 の判定結果は RE_ref，RE_all ともに高い精度での判
定が行えている。そのため，いずれの回帰式も雷雲の特徴を
良く表せていると考える。しかし RE_ref と RE_all の正答率
および AUC は差がほぼ存在せず，雷雲判定における KDP
等の有用性を示すことはできていない。少なくとも，ref_m10
が 20dBZ 以上の雨雲を判定対象とした場合，用いる回帰式
は RE_ref で十分である。 






95% confidence interval  
for Exp(B) 
lower limit upper limit 
qtyREF_m10 0.006986 1.007 1.007 
ref_2km 0.05297 1.051 1.058 
high_max 0.05750 1.055 1.063 
ref_m10 0.04091 1.034 1.049 
ref_max 0.03088 1.026 1.037 
ref_m20 0.01281 1.006 1.020 
Constant  -8.085   
変数増加法によって回帰式中によりこまれた順に説明変数を記載。 
例として，RE_ref は最初に qtyREF_m10 を取り込んだ。 
表中の定数とは，回帰式の定数項を意味する。 






95% confidence interval  
for Exp(B) 
lower limit upper limit 
qtyG_m10 0.005654 1.005 1.006 
ref_m20 0.02168 1.014 1.03 
kdp_2km 0.1806 1.17 1.226 
high_max 0.05755 1.055 1.064 
kdp_m10 0.222 1.164 1.339 
ref_max 0.0396 1.035 1.046 
ref_m10 0.0378 1.03 1.047 
DG 0.4227 1.345 1.732 
qtyG_m20 0.001872 1.001 1.002 
zdr_2km -0.1978 0.789 0.854 
ref_2km 0.02248 1.017 1.028 
qtyG -0.01662 0.979 0.988 
kdp_m20 -0.1051 0.856 0.946 
zdr_m20 -0.09489 0.867 0.954 
WG 0.1266 1.043 1.235 
zdr_m10 0.1379 1.076 1.224 
zdr_m5 -0.08079 0.873 0.975 
kdp_m5 0.07333 1.023 1.132 
Constant  -8.068   
変数増加法によって回帰式中によりこまれた順に説明変数を記載。 




Table 4.  Regression equation accuracy 
Target 
Correct answer rate AUC 
RE_ref RE_all RE_ref RE_all 
test1 0.8182 0.8235 0.8945 0.8991 
test2 0.6646 0.6885 0.8433 0.8492 
test3 0.6368 0.6461 0.7524 0.7742 




















ゴリ P のデータを集め，ref_m10，kdp_m10，zdr_m10 のヒス
トグラムを作成した。Fig. 3 中のカテゴリ N のデータは，カ
テゴリ N の全データからカテゴリ P のデータ数と同じ数ラ
ンダムに選んだものである。そのため，Fig. 3 中の各カテゴ
リのデータ数は 1 対 1 である。 
Fig. 3 より ref_m10 はカテゴリ P，カテゴリ N で分布が異
なるのに対し，kdp_m10，zdr_m10 はほぼ同じ分布である。
このことから，REF が ZDR や KDP と比べてカテゴリ分類
に非常に有効であったため，ZDR や KDP を用いても精度の
向上が望めなかったのだと考える。 
5. むすび 
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用いる場合は REF, KDP, ZDR, HCX を解析対象とする。 
〈3･1〉 解析範囲  関東域には 7 基の XRAIN レーダが
存在し，それぞれが半径 60km の範囲を，250m の空間分解
能で，多仰角 PPI による 3 次元観測を 5 分間隔で行ってい




 a) Correspondence to: t191d068@gunma-u.ac.jp 
 ＊ 群馬大学大学院理工学府 
〒376-8515 群馬県桐生市天神町 1-5-1 
Graduate School of Engineering, Gunma Universicy. 




Fig1. Radar observation range 
 
   
ない範囲は解析対象外とする。また，複数のレーダによる観
測範囲が重複する範囲では，鉛直方向の精度が高くなる。よ
って，本稿では 3 基以上のレーダによって 10km 高度を定量
的に観測できる範囲を解析範囲とする(Fig.1)。 
〈3･2〉 データの選抜  発雷条件の研究によると，－














〈4･1〉 5分間の移動量  3 章で示したように，XRAIN
は 5 分間隔で観測を行っている。よって，ある時刻の XRAIN
データと，その 5 分前の XRAIN データを比較することで，
5 分間の雲の移動量を求める。 




ある時刻とその 5 分前の REF 分布を作成し，それぞれの重
心位置を求める。その後，5 分間の重心位置の移動量を算出
し，これをその区画に存在する雨雲全体の移動量とした。た






















る f 分前の格子データ』と『落雷が発生しない場合の f 分前
の格子データ』に分類する予測モデルの作成方法について
記述する。予測モデルの作成には，2017 年の 7～8 月に観測
された格子データを用いる。 
〈5･1〉 ロジスティック回帰分析  『落雷を発生が発生
する f 分前の格子データ』と『落雷が発生しない場合の f 分
前の格子データ』を用いて，ロジスティック回帰分析を行
 
Fig.2  5 minutes movement amount 
Table 1.  Explanatory variables 
Explanatory variables Meaning 
ref_2km [dBZ] REF at 2km altitude 
ref_m5 [dBZ] REF at -5℃ altitude 
ref_m10 [dBZ] REF at -10℃ altitude 
ref_m20 [dBZ] REF at -20℃ altitude 
kdp_2km KDP at 2km altitude 
kdp_m5 KDP at -5℃ altitude 
kdp_m10 KDP at -10℃ altitude 
kdp_m20 KDP at -20℃ altitude 
zdr_2km ZDR at 2km altitude 
zdr_m5 ZDR at -5℃ altitude 
zdr_m10 ZDR at -10℃ altitude 
zdr_m20 ZDR at -20℃ altitude 
high_20dBZ[m] 20dBZ altitude 
qty_G 
Number of grids  
where HCX is a wet or dry graupel 
WG Whether there is a wet graupel grid 
DG Whether there is a dry graupel grid 
qtyG_m10 
Number of coordinates where HCX 
at -10℃ altitude is graupel 
 in the range of ± 10 grid 
qtyREF_m10 
Number of coordinates  
where ref_m10 is 20 dBZ or more  
in the range of ± 10 grid 
WG，DG は質的変数であり，存在する場合は 1，存在しない場合は 0の
値をとる。 
 
   
う。回帰式の作成に用いる説明変数候補を Table1 に示す。
ただし，偏波情報を用いない予測モデルの場合，説明変数候








ものを Re_REF_f と呼称する。 
〈5･2〉 深層学習  『落雷を発生が発生する f 分前の格
子データ』と『落雷が発生しない場合の f 分前の格子デー
タ』を用いて，深層学習を行う。作成するのは，6 層の全結









〈6･1〉 偏波情報の有無による差異  5 章で作成した予
測モデルを用いて，5,10,15 分後の落雷予測を行い，予測精
度を確認する。予測精度は，F 値(真陽性率と適合率の調和
平均)と AUC(Area Under the Cuve)，予測モデルにより予測を
行った格子数(PNG)より評価する。解析期間は，2018 年の
7~8 月である。 
5 分後の落雷を予測した結果を Table2 に示す。 











 15 分後の落雷を予測した結果を Table4 に示す。 











〈6･2〉 解析方法の違いによる差異  本節では，回帰分
析を用いた予測モデルと深層学習を用いた予測モデルの予
測精度を比較する。しかし，6.1 節で確認できたように，PNG
に大きな差があるため，Table2, 3, 4 の結果から比較を行う
ことは難しい。そこで，Re_all_f を用いて予測可能な格子の
みを対象として，NN_all_f を用いた落雷予測を行うことで，













Table2. Predicted results after 5 minutes 
 Re_all_5 Re_ref_5 NN_all_5 NN_ref_5 
F-measure 0.351 0.342 0.276 0.265 
AUC 0.875 0.866 0.868 0.861 
PNG 526736 547838 894089 894089 
 
Table3. Predicted results after 10 minutes 
 Re_all_10 Re_ref_10 NN_all_10 NN_ref_10 
F-measure 0.310 0.303 0.193 0.205 
AUC 0.858 0.846 0.839 0.835 
PNG 461418 517273 819861 819861 
 
Table4. Predicted results after 15 minutes 
 Re_all_15 Re_ref_15 NN_all_15 NN_ref_15 
F-measure 0.265 0.258 0.191 0.200 
AUC 0.836 0.817 0.802 0.800 
PNG 424815 476103 757883 757883 
 
Table5. Predicted results after 5 minutes 
 Re_all_5 NN_all_5 
F-measure 0.351 0.292 
AUC 0.875 0.853 
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Table6. Predicted results after 10 minutes 
 Re_all_10 NN_all_10 
F-measure 0.310 0.205 
AUC 0.858 0.823 
 
Table7. Predicted results after 15 minutes 
 Re_all_15 NN_all_15 
F-measure 0.265 0.200 
AUC 0.836 0.797 
 
