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R E S U M O
Com o amadurecimento e ampla utilizac¸a˜o das bases de dados NoSQL tem havido um
interesse crescente na adic¸a˜o de transac¸o˜es multi-linha, que proporcionem as propriedades
ACID sem comprometer o desempenho e capacidade de escala destes sistemas. Apesar
das propostas nesta a´rea assentarem em te´cnicas bem conhecidas de bases de dados, como
a multi-versa˜o e a recuperac¸a˜o, a sua aplicac¸a˜o esta´ agora enquadrada em pressupostos
diferentes, na˜o sendo claro que os compromissos tradicionais se mantenham.
Neste contexto, este trabalho sistematiza os compromissos relacionados com a escolha de
um mecanismo de recuperac¸a˜o, que garante que as alterac¸o˜es efetuadas por uma transac¸a˜o
confirmada persistem atomicamente. Ale´m de analisar qual o impacto na arquitetura do
sistema da escolha do mecanismo de recuperac¸a˜o, comparamos experimentalmente as al-
ternativas mais interessantes com diferentes cargas de trabalho.
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A B S T R A C T
With the maturing and extensive use of NoSQL databases there has been a growing interest
in adding multi-line transactions that provide ACID properties without compromising the
performance and scalability of these systems. Although proposals in this area are based on
traditional database techniques such as multi-version and recovery, their application is now
framed in different assumptions, and it is not clear that traditional compromises remain.
In this context, this work systematizes the compromises related to the choice of a recovery
mechanism, which guarantees that the changes made by a commited transaction persist
atomically. In addition to analyzing the impact on the system architecture of the choice
of the recovery mechanism, we compared experimentally the most interesting alternatives
with different workloads.
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1
I N T R O D U C¸ A˜ O
1.1 contextualizac¸a˜o
O crescimento da Internet e o surgimento de novas tecnologias web transformaram nos
u´ltimos anos o paradigma computacional. Uma nova gerac¸a˜o de aplicac¸o˜es web, enfrenta
o desafio de servir milho˜es de utilizadores distribuı´dos pelo mundo e ao mesmo tempo
disponibilizar um servic¸o sempre disponı´vel e confia´vel. Com o elevado nu´mero de uti-
lizadores, aumentou tambe´m o volume de dados, com novas exigeˆncias para o seu ar-
mazenamento e processamento.
Os sistemas de gesta˜o de bases de dados relacionais fornecem poderosos mecanismos
para armazenar e consultar dados estruturados com garantias transacionais. Contudo, na˜o
foram desenvolvidos a pensar neste enorme volume de informac¸a˜o e falham tambe´m no su-
porte a elevada escalabilidade e disponibilidade, uma vez que se baseiam numa arquitetura
centralizada e rı´gida.
Surgiram assim sistemas de bases de dados na˜o relacionais, conhecidos como NoSQL.
Estes sistemas foram desenvolvidos para serem distribuı´dos, escala´veis e altamente disponı´veis.
Contudo o aumento de desempenho destes sistemas foi conseguido ao relaxar as garantias
transacionais e/ou restringindo significativamente o aˆmbito possı´vel de cada transac¸a˜o.
Embora oferec¸am uma coereˆncia inevita´vel dos dados, sistemas NoSQL teˆm obtido grande
sucesso, uma vez que va´rias aplicac¸o˜es na˜o requerem uma coereˆncia forte dos dados.
Alcanc¸ar a escalabilidade dos sistemas NoSQL e garantir a coereˆncia dos dados e garan-
tias transacionais dos RDBMS tem sido o alvo de investigac¸a˜o ao longo dos u´ltimos anos.
1.2 motivac¸a˜o
Recentemente, surgiram va´rias propostas de implementac¸a˜o de transac¸o˜es ACID em bases
de dados na˜o relacionais. Estas propostas seguem te´cnicas bem conhecidas de bases de da-
dos, como a multi-versa˜o e a recuperac¸a˜o, sendo que a sua aplicac¸a˜o esta´ agora enquadrada
em pressupostos diferentes, na˜o sendo claro que os compromissos tradicionais se manten-
ham.
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1.3 objetivos
Neste trabalho pretendemos comparar objetivamente os compromissos relacionados com
a escolha do mecanismo de recuperac¸a˜o num sistema de base de dados NoSQL, analisar
qual o impacto na arquitetura do sistema do mecanismo de recuperac¸a˜o e comparar as
diferentes alternativas com diferentes cargas de trabalho com a utilizac¸a˜o de um benchmark.
1.4 estrutura da dissertac¸a˜o
Este documento esta´ organizado em 5 capı´tulos. No capı´tulo 2 e´ feita uma ana´lise ao estado
da arte relativamente a`s transac¸o˜es, bases de dados NoSQL distribuı´das e transac¸o˜es em
bases de dados NoSQL. No capı´tulo 3 e´ apresentada a arquitetura e implementac¸a˜o dos
proto´tipos para as alternativas undo e redo, no final e´ feita uma discussa˜o ao impacto de
ambas as alternativas na arquitetura do sistema. No capitulo 4 e´ feita uma avaliac¸a˜o e
comparac¸a˜o a`s alternativas. No capı´tulo 5 concluı´mos o trabalho.
2
E S TA D O D A A RT E
2.1 transac¸o˜es
Uma transac¸a˜o e´ uma sequeˆncia de operac¸o˜es de leitura e escrita executada como uma u´nica
unidade de trabalho. Depois de iniciada e executadas as operac¸o˜es que a compo˜em, e´ feito
o pedido de confirmac¸a˜o da transac¸a˜o ao gestor de transac¸o˜es, responsa´vel por determinar
o resultado. Uma transac¸a˜o que executa corretamente e produz efeito, diz-se confirmada,
caso contra´rio diz-se abortada. Uma transac¸a˜o que tenha iniciado a sua execuc¸a˜o mas ainda
na˜o tenha sido confirmada ou abortada diz-se ativa. Duas transac¸o˜es T1 e T2, em que T1
tenha iniciado antes de T2 mas terminado depois do inı´cio de T2 dizem-se concorrentes.
Por definic¸a˜o uma transac¸a˜o deve ter quatro propriedades fundamentais, conhecidas
como ACID [17], de forma a providenciar a confiabilidade dos dados. Estas propriedades
definem que as transac¸o˜es sa˜o protegidas de problemas de concorreˆncia e falhas de software
e hardware. As propriedades referidas no acro´nimo ACID sa˜o:
ATOMICIDADE A transac¸a˜o deve ser uma unidade ato´mica de trabalho, isto e´, ou todas as
operac¸o˜es da transac¸a˜o sa˜o executadas ou nenhuma e´.
COEREˆNCIA Quando concluı´da, a transac¸a˜o deve deixar o sistema num estado coerente.
ISOLAMENTO A execuc¸a˜o de uma transac¸a˜o deve ser isolada da execuc¸a˜o de outras transac¸o˜es
concorrentes, ou seja, nenhuma transac¸a˜o deve interferir com outras transac¸o˜es con-
correntes e as alterac¸o˜es de uma transac¸a˜o incompleta na˜o devem ser visı´veis a outras
transac¸o˜es.
DURABILIDADE Os efeitos de uma transac¸a˜o executada corretamente devem de permanecer
no sistema, mesmo na presenc¸a de falhas no sistema.
2.1.1 Arquitetura de um SGBD tradicional
A arquitetura de um SGBD transacional tradicional [16] assume que a base de dados esta´
armazenada em disco. Esta informac¸a˜o esta´ organizada fisicamente em blocos de tamanho
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fixo, que podem ser lidos e escritos no contexto de transac¸o˜es. Durante a execuc¸a˜o de
uma interrogac¸a˜o, os blocos que conteˆm a informac¸a˜o necessa´ria sa˜o lidos para memo´ria
principal onde sa˜o consultados e possivelmente modificados. Como a memo´ria principal
e´ limitada, os blocos em memo´ria sa˜o inevitavelmente removidos para dar lugar a out-
ros. No caso de terem sido modificados, sa˜o escritos de volta de forma a tornar persis-
tentes as alterac¸o˜es. A gesta˜o da memo´ria principal desempenha assim um papel crı´tico na
concretizac¸a˜o das propriedades de durabilidade e atomicidade transacionais.
2.1.2 Controlo de concorreˆncia
Duas transac¸o˜es sa˜o concorrentes se durante a sua execuc¸a˜o se sobrepo˜em no tempo.
Quando um conjunto de transac¸o˜es executam concorrentemente, as suas operac¸o˜es podem
ser intercaladas.
Uma histo´ria representa a ordem pela qual as operac¸o˜es das transac¸o˜es sa˜o executadas
entre si. Duas operac¸o˜es esta˜o em conflito se forem executadas por diferentes transac¸o˜es
no mesmo item de dados e pelo menos uma das operac¸o˜es e´ de escrita [6].
Permitir a execuc¸a˜o de transac¸o˜es concorrentes que manipulam os mesmos dados de
uma base de dados, pode levar a` ocorreˆncia de anomalias nos dados [4]. As anomalias
possı´veis sa˜o Lost Update, Dirty Read, Nonrepeatable Read, Phanthom Read e Write Skew.
LOST UPDATE Ocorre quando duas transac¸o˜es T1 e T2 leem o mesmo item de dados e ambas
modificam esse item de dados independentemente uma da outra.
DIRTY READ Ocorre quando uma transac¸a˜o T1 leˆ um item de dados modificado por outra
transac¸a˜o T2 que ainda esteja no estado ativa. No caso de a transac¸a˜o T2 ser abortada,
o item lido por T1 nunca foi confirmado, ou seja nunca existiu.
NONREPEATABLE READ Ocorre quando um transac¸a˜o leˆ um item de dados e outra transac¸a˜o
T2 modifica ou elimina o mesmo item de dados e faz commit. Se a transac¸a˜o T1 voltar
a ler o mesmo tuplo de dados, obte´m uma valor diferente ou descobre que este foi
eliminado.
PHANTHOM READ Ocorre quando uma transac¸a˜o T1 leˆ um conjunto de dados que satis-
fazem uma determinada condic¸a˜o de pesquisa. Se uma transac¸a˜o T2 escrever itens de
dados que afetam a condic¸a˜o de pesquisa e T1 repetir a leitura com a mesma condic¸a˜o,
obte´m um conjunto de dados diferentes da primeira leitura.
WRITE SKEW Ocorre quando duas transac¸o˜es T1 e T2 leem o mesmo conjunto de itens de
dados (e.g. T1 leˆ x e T2 leˆ y), mas modificam itens de dados diferentes desse conjunto
(T1 modifica x e T2 modifica y). Se houver uma restric¸a˜o entre x e y (e.g. x + y > 0),
enta˜o esta restric¸a˜o podera´ ter sido violada.
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O controlo de concorreˆncia tem como objetivo garantir que as transac¸o˜es sa˜o executadas
corretamente e sem provocar a ocorreˆncia de anomalias nos dados, ou seja, garantir a
propriedade de isolamento.
Existem quatro nı´veis de isolamento definidos no standard ANSI SQL caraterizados de
acordo com a possibilidade de ocorreˆncia de anomalias. Os nı´veis de isolamento sa˜o read
uncommitted, read committed, repeatable read e serializable.
READ UNCOMMITTED Garante que as escritas de uma transac¸a˜o sa˜o isoladas das escritas de
outras transac¸o˜es. Permite a ocorreˆncia das anomalias referidas.
READ COMMITTED Garante que uma transac¸a˜o apenas pode ler itens de dados escritos por
transac¸o˜es confirmadas. Impede a ocorreˆncia da anomalia Dirty Read.
REPEATABLE READ Garante que uma transac¸a˜o apenas pode ler itens de dados escritos por
transac¸o˜es confirmadas e que outras transac¸o˜es na˜o possam ler os dados escritos
pela transac¸a˜o atual ate´ que esta termine. Permite apenas a ocorreˆncia da anomalia
Phanthom Read.
SERIALIZABLE Garante que uma transac¸a˜o apenas pode ler itens de dados escritos por
transac¸o˜es que tenham sido confirmadas, que outras transac¸o˜es na˜o possam ler os
dados escritos pela transac¸a˜o atual ate´ que esta termine e que outras transac¸o˜es pos-
sam escrever dados que afetem condic¸o˜es de pesquisa da transac¸a˜o atual ate´ que esta
termine. Impede assim a ocorreˆncia de qualquer anomalia.
Existem duas abordagens para o controlo de concorreˆncia, a abordagem conservadora e
a abordagem otimista. Estas diferem em dois aspetos, quando e´ feita a detec¸a˜o de conflitos
e como sa˜o resolvidos os conflitos.
Na abordagem conservadora a detec¸a˜o de conflitos e´ feita na submissa˜o das transac¸o˜es
implicando que transac¸o˜es que possam entrar em conflito, sejam impedidas de executar
concorrentemente.
A abordagem alternativa e´ conhecida como controlo de concorreˆncia otimista (OCC) [19].
Nesta abordagem, uma transac¸a˜o nunca e´ bloqueada ao executar as suas operac¸o˜es, mas
podera´ ser abortada depois de submetido o pedido de commit. A execuc¸a˜o de transac¸o˜es
assume otimismo quanto a` ocorreˆncia de conflitos, ou seja, que na˜o devem ocorrer conflitos
durante a execuc¸a˜o da transac¸a˜o. A detec¸a˜o e resoluc¸a˜o de conflitos e´ realizada em tempo
de commit. Quando uma transac¸a˜o e´ abortada, esta podera´ ser reexecutada ate´ que na˜o
ocorra nenhum conflito na sua execuc¸a˜o.
As garantias de isolamento podem ser alcanc¸adas atrave´s de diferentes te´cnicas. Te´cnicas
de exclusa˜o mutua, nomeadamente locks, sa˜o te´cnicas tradicionais que permitem a`s transac¸o˜es
o acesso exclusivo aos itens de dados a si relacionados.
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Locks sa˜o mecanismos que permitem a`s transac¸o˜es adquirirem e negarem o acesso a
outras transac¸o˜es a itens de dados ao associar cada item dos dados com um lock. Sa˜o
utilizados locks de leitura (partilhados) para os dados que va˜o ser lidos e locks de escrita
(exclusivos) para os dados que va˜o ser escritos. Dois locks de diferentes transac¸o˜es no
mesmo item esta˜o em conflito se pelo menos um deles for de escrita.
Os diferentes nı´veis de isolamento utilizam diferentes comportamentos para a aquisic¸a˜o
de locks de leitura e escrita por transac¸o˜es concorrentes, com o objetivo de evitar diferentes
anomalias.
E´ normalmente utilizado o protocolo two-phase locking (2PL) [6] para controlo da aquisic¸a˜o
de locks. O protocolo ocorre em duas fases, na growing phase a transac¸a˜o obte´m os locks para
os itens de dados a que pretende aceder e de seguida executa as operac¸o˜es, na shrinking
phase a transac¸a˜o liberta os locks obtidos.
Embora existam protocolos que permitam resolver o problema de deadlock, estes na˜o o
permitem resolver e proporcionar alta concorreˆncia no sistema [19]. Protocolos de locking
mais restritos como S2PL e SS2PL apresentam uma performance baixa com a execuc¸a˜o de
muitas transac¸o˜es [9].
Protocolos de locking seguem uma abordagem conservadora e utilizam o cancelamento
de transac¸o˜es e locks para resolver os conflitos.
Na presenc¸a de poucos conflitos, OCC garante um melhor desempenho que protocolos
de locking. Quando o conflito de transac¸o˜es e´ muito prova´vel, a probabilidade de insucesso
das transac¸o˜es aumenta. Consequentemente, uma elevada taxa de insucesso pode originar
o problema de starvation devido a`s execuc¸o˜es repetidas das transac¸o˜es [19].
2.1.3 Controlo de concorreˆncia multiversa˜o
O controlo de concorreˆncia multiversa˜o (MVCC) [5] e´ um me´todo que mante´m uma lista
de verso˜es para cada item de dados. No MVCC cada escrita no item de dados x produz
uma nova versa˜o de x, em vez que atualizar o valor. E´ mantido assim uma lista de verso˜es
de x, que sa˜o a histo´ria dos valores que foram atribuı´dos a x. O me´todo e´ responsa´vel por
determinar como as operac¸o˜es de leitura selecionam a versa˜o correta dos dados para ler.
Uma vez que cada escrita num item de dados e´ gravada com uma versa˜o diferente e
os valores antigos na˜o sa˜o alterados, o me´todo na˜o impede que outras transac¸o˜es fac¸am
operac¸o˜es de leitura a um item de dados que foi reescrito, permitindo assim um aumento
de concorreˆncia.
A desvantagem do me´todo e´ o custo de armazenamento de mu´ltiplas verso˜es dos dados
e a necessidade de proceder a` remoc¸a˜o de verso˜es obsoletas.
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2.1.4 Snapshot Isolation
Snapshot Isolation (SI) e´ um protocolo de controlo de concorreˆncia otimista [4] que assume
uma base de dados MVCC e que permite a`s transac¸o˜es terem diferentes vistas do estado da
base de dados, em que cada uma destas vistas corresponde a um instantaˆneo (snapshot) da
base se dados. Uma transac¸a˜o e´ definida por uma versa˜o inicial (Ts) atribuı´da no inicio da
transac¸a˜o, e por uma versa˜o final (Tc) atribuı´da no momento em que o pedido de commit e´
autorizado. As operac¸o˜es de escrita da transac¸a˜o sa˜o refletidas no seu pro´prio instantaˆneo,
para que possam ser lidas caso a pro´pria transac¸a˜o volte a ler os dados novamente. Escritas
feitas por outras transac¸o˜es iniciadas depois do Ts sa˜o invisı´veis a` transac¸a˜o. O pedido
de commit e´ bem sucedido apenas se o writeset da transac¸a˜o na˜o foi modificado por outras
transac¸o˜es a partir do momento em que o instantaˆneo foi tirado. Isto e´ chamado de conflito
write-write e acontece quando duas operac¸o˜es de sobrepo˜em no tempo e teˆm interac¸a˜o nos
seus writesets. Para transac¸o˜es que estejam em conflito, vence a transac¸a˜o que efetuou
primeiro o commit, ou seja, vence a transac¸a˜o com o menor Tc, pelo que outras transac¸o˜es
em conflito sa˜o abortadas. Transac¸o˜es que apenas tenham operac¸o˜es de leitura, nunca
estara˜o em conflito com outras transac¸o˜es, uma vez que apenas precisam de ler a versa˜o
correta dos dados, o que permite que nunca sejam bloqueadas e sejam sempre confirmadas
na detec¸a˜o de conflitos.
SI evita as anomalias descritas no standard ANSI SQL [4], no entanto apresenta a anoma-
lia write skew. Para muitas aplicac¸o˜es o write skew na˜o e´ um problema para a integridade dos
dados, mas pode seˆ-lo para aplicac¸o˜es que definam invariantes externos sobre a alterac¸a˜o
concorrente de um conjunto de itens de dados, se cada transac¸a˜o apenas escrever um sub-
conjunto destes.
2.1.5 Serializable Snapshot Isolation
Por definic¸a˜o o nı´vel de isolamento Serializability garante que na˜o ocorrem anomalias. O
nı´vel de isolamento Serializable Snapshot Isolation (SSI) que fornece as garantias de Serial-
izability utilizando SI ao detetar potenciais anomalias em tempo de execuc¸a˜o e procedendo
ao abort das transac¸o˜es se necessa´rio [8]. Na primeira implementac¸a˜o baseada em SSI [25]
e´ utilizado um gestor de locks otimizado para seguir as dependeˆncias de leituras do SSI,
tornando-o mais simples que os gestores de locks cla´ssicos.
2.1.6 Mecanismos de recuperac¸a˜o
Um sistema transacional precisa de resolver o dilema entre a atomicidade e a durabilidade,
garantindo que os efeitos das transac¸o˜es confirmadas, e apenas estes, persistem na sua
2.2. Bases de dados NoSQL distribuı´das 8
totalidade. Em caso de falha e reinı´cio do sistema, admite-se que e´ efetuado um processo de
recuperac¸a˜o antes do sistema retomar a operac¸a˜o normal, que corrige eventuais violac¸o˜es
da atomicidade usando informac¸a˜o auxiliar sobre as transac¸o˜es em curso no momento da
falha, guardadas num registo sequencial (log ou journal).
Este processo de recuperac¸a˜o pode ser concretizado de duas formas diferentes, com difer-
ente impacto no desempenho do sistema. A primeira alternativa, undo, consiste em remover
os efeitos de transac¸o˜es incompletas. Neste caso, o registo guarda os valores anteriores a`
modificac¸a˜o e os blocos modificados pela transac¸a˜o em curso podem ser imediatamente
escritos na base de dados. Tem a vantagem de na˜o obrigar a manter as modificac¸o˜es na˜o
confirmadas em memo´ria, pois podem ser escritas imediatamente, mas obriga a fazer todas
as alterac¸o˜es antes de confirmar a transac¸a˜o.
A segunda alternativa, redo, consiste em refazer os efeitos de transac¸o˜es incompletas.
Neste caso, a transac¸a˜o em curso na˜o pode escrever diretamente na base dados guardando
os novos valores no registo sequencial. Tem a vantagem de na˜o obrigar a escrever quaisquer
modificac¸o˜es na base de dados, acelerando assim a confirmac¸a˜o da transac¸a˜o, mas obriga a
manter todos os blocos alterados em memo´ria ate´ a` confirmac¸a˜o, o que limita a dimensa˜o
da transac¸a˜o.
A maioria dos sistemas transacionais usa por isso um mecanismo hı´brido, que executa
ambos os protocolos em simultaˆneo, escrevendo tanto os valores passados como os fu-
turos no registo sequencial. Isto permite que transac¸o˜es de grande dimensa˜o possam ir
escrevendo na base de dados mas reduz o tempo de espera para a confirmac¸a˜o, que exige
apenas que seja completada a escrita para o registo sequencial [22].
2.2 bases de dados nosql distribui´das
Uma base de dados pode escalar com o aumento das operac¸o˜es de leitura, operac¸o˜es de
escrita e do seu tamanho. Existem duas te´cnicas para escalar uma base de dados: replicac¸a˜o
e sharding.
Na replicac¸a˜o os dados sa˜o armazenados em mais do que um no´ do sistema. Esta te´cnica
permite aumentar a performance das operac¸o˜es de leitura ao distribuir as operac¸o˜es pelos
va´rios no´s. Uma vez que os dados sa˜o replicados por va´rios no´s, em caso de falha de um no´,
devera´ existir pelo menos um no´ no sistema capaz de o substituir. A replicac¸a˜o dos dados
pode ser feita tambe´m por diferentes zonas geogra´ficas, garantindo a disponibilidade do
sistema em caso de falha de uma zona e reduzir a lateˆncia para clientes mais pro´ximos de
cada zona. Por outro lado as operac¸o˜es de escrita teˆm de ser replicadas por cada no´ do
sistema. Existem duas alternativas para o fazer, na primeira uma operac¸a˜o de escrita e´ feita
de forma sı´ncrona em todas as re´plicas, na segunda a operac¸a˜o e´ feita de forma sı´ncrona
numa ou num nu´mero limitado de re´plicas e de forma assı´ncrona nas restantes.
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O sharding consiste em dividir o armazenamento dos dados por va´rios shards, que podem
ser distribuı´dos por va´rios no´s do sistema. A divisa˜o dos dados pode ser feita, por exemplo,
por uma func¸a˜o de hash que aplica a chave prima´ria a um item de dados para determinar
o respetivo shard. Desta forma novos no´s podem ser adicionados ao sistema para aumentar
a capacidade de armazenamento e a performance das operac¸o˜es de leitura e escrita. A
desvantagem da te´cnica e´ que a divisa˜o dos dados torna algumas operac¸o˜es tı´picas em
bases de dados complexas e ineficientes.
Quantos mais no´s sa˜o adicionados ao sistema, ao usar a te´cnica de sharding, maior e´ a
probabilidade de que um no´ do sistema possa falhar. Desta forma a te´cnica de sharding e´
frequentemente combinada com a replicac¸a˜o, tornando o sistema tolerante a faltas.
2.2.1 Teorema CAP e BASE
A replicac¸a˜o e sharding dos dados garante a disponibilidade do sistema, mas ao garantir a
coereˆncia dos dados implica que estes fiquem temporariamente indisponı´veis. Por outro
lado, permitir a incoereˆncia dos dados garante a disponibilidade destes. Este trade-off e´
uma consequeˆncia central do teorema CAP [7], segundo o qual um sistema distribuı´do ape-
nas e´ capaz de garantir simultaneamente duas das seguintes propriedades: Coereˆncia(C),
Disponibilidade(A) e Toleraˆncia a` Partic¸a˜o(P).
COEREˆNCIA O sistema e´ coerente se apo´s a atualizac¸a˜o do seu estado, qualquer leitura
subsequente obte´m o valor de dados mais recente ou um erro. Isto implica que todos
os no´s do sistema veˆm os mesmos dados, ao mesmo tempo.
DISPONIBILIDADE O sistema deve estar disponı´vel durante um determinado perı´odo de
tempo e qualquer pedido deve receber uma resposta independentemente do estado
de qualquer no´ do sistema.
TOLERAˆNCIA A` PARTIC¸A˜O O sistema deve continuar a funcionar corretamente, mesmo per-
ante a perda de um nu´mero arbitra´rio de mensagens na rede ou perante a falha
parcial do sistema.
Nenhum sistema distribuı´do e´ livre de falhas na rede, pelo que numa base de dados
distribuı´da a propriedade de toleraˆncia a` partic¸a˜o deve ser garantida. Isto implica que
numa base de dados distribuı´da, das propriedade de coereˆncia e disponibilidade, apenas
uma pode ser escolhida.
Em bases de dados distribuı´das podemos ter coereˆncia forte ou coereˆncia fraca. Sistemas
de coereˆncia forte implementam as propriedades ACID, garantem que apo´s uma operac¸a˜o
de escrita, qualquer operac¸a˜o de leitura subsequente devolve um valor atualizado. Sistemas
de coereˆncia forte garantem as propriedades de Coereˆncia e de Toleraˆncia a` Partic¸a˜o.
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Por outro lado, temos sistemas de coereˆncia fraca que na˜o garantem que apo´s uma
operac¸a˜o de escrita sera´ devolvido o valor atualizado para uma operac¸a˜o de leitura sub-
sequente. Deste nı´vel de coereˆncia adve´m a coereˆncia eventual BASE (Basically Available,
Eventual, Consistency) que garante que se durante um determinado tempo na˜o existirem
operac¸o˜es, todas as operac¸o˜es sera˜o propagadas por todos os no´s do sistema, ficando assim
o sistema coerente. Sistemas de coereˆncia fraca garantem as propriedades de Disponibili-
dade e de Toleraˆncia a` Partic¸a˜o.
2.2.2 Sistemas de bases de dados NoSQL
O termo NoSQL foi originalmente usado em 1998 por Carlo Strozzi como o nome de uma
base de dados que na˜o utiliza uma interface SQL [2]. O termo foi reintroduzido em 2009
como acro´nimo para “Not Only SQL”, que define um sistema de gesta˜o de grandes volumes
de dados e que na˜o usa unicamente SQL.
As bases de dados NoSQL sa˜o baseadas em BASE e sa˜o desenvolvidas com o objetivo
de serem flexı´veis, altamente disponı´veis e horizontalmente escala´veis ao contra´rio dos
RDBMS que possuem uma estrutura rı´gida e na˜o escalam horizontalmente. Foram desen-
volvidas va´rias propostas de bases de dados NoSQL como o Bigtable [10], DynamoDB [13],
Cassandra [20] e o HBase [1].
Os sistemas de bases de dados NoSQL sa˜o assim caraterizados por serem livres de um
esquema de dados. Os dados sa˜o organizados num nı´vel lo´gico e acedidos apenas pela
sua chave. Na˜o e´ assim possı´vel consultar os dados atrave´s de operac¸o˜es SQL, como join e
group by, mas permite o fa´cil armazenamento e recuperac¸a˜o de dados independentemente
da sua estrutura, assim como alterac¸o˜es nas aplicac¸o˜es cliente na˜o implicam uma mudanc¸a
no esquema de dados.
Os dados podem assim ser distribuı´dos verticalmente, em que as partes de um registo sa˜o
distribuı´dos por um ou mais no´s e horizontalmente em que os registos sa˜o distribuı´dos por
va´rios no´s (sharding). Isto permite que as bases de dados NoSQL escalem horizontalmente
uma vez que um conjunto de servidores e´ responsa´vel pela gesta˜o e processamento dos
dados.
Diferentes sistemas propostos, apresentam diferentes otimizac¸o˜es para coereˆncia dos da-
dos, estrate´gias de replicac¸a˜o, tipos de dados e esquema de dados. Os sistemas de bases de
dados NoSQL podem ser divididos em 3 categorias.
KEY-VALUE STORES Todos os dados sa˜o armazenados e representados por um par chave-
valor por registo. Esta estrutura e´ tambe´m conhecida como “hash-table” e o acesso
aos dados e´ feito atrave´s da sua chave que permite aceder aos dados do registo, rep-
resentado como valor.
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DOCUMENT-STORE Sa˜o desenhados para a gesta˜o de dados armazenados em documentos
que utilizam diferentes formatos standard, como XML e JSON. Fornecem um mecan-
ismo de pesquisa simples.
GRAPH DATABASE Desenhados para armazenar dados que podem ser representados como
um grafo com elementos interligados, como redes sociais ou rotas de transporte.
Estruturalmente os no´s sa˜o representados por entidades, as arestas representam as
relac¸o˜es entre as entidades e as entidades e relac¸o˜es podem ter atributos.
2.2.3 HBase
O HBase e´ uma base de dados NoSQL distribuı´da e altamente escala´vel. E´ um implementac¸a˜o
open-source do Bigtable que corre sobre HDFS [26] fornecendo as capacidades do Hadoop.
Uma tabela e´ constituı´da por linhas que sa˜o identificadas pela sua row key. Os dados
de uma linha sa˜o agrupados em famı´lias de colunas (column families). Os dados de uma
famı´lia sa˜o enderec¸ados por um qualificador (column qualifier).
A combinac¸a˜o de uma rowkey, famı´lia e qualificador, identifica unicamente uma ce´lula de
dados. As ce´lulas suportam multi-versa˜o atrave´s da utilizac¸a˜o de verso˜es.
As principais propriedades do esquema de dados do HBase sa˜o as seguintes [18]:
• I´ndices das tabelas sa˜o baseados apenas na sua row key
• As tabelas sa˜o armazenadas e ordenadas com base na row key.
• Na˜o existem tipos de dados e os dados sa˜o armazenados em conjuntos de bytes
• Linhas teˆm coereˆncia forte dos dados, contudo na˜o existem as mesmas garantias entre
linhas ou tabelas, ou seja, na˜o ha´ transac¸o˜es.
• Famı´lias de colunas devem ser definidas na fase de criac¸a˜o da tabela. Na˜o sa˜o facil-
mente alteradas uma vez que teˆm impacto na distribuic¸a˜o fı´sica dos dados.
• Qualificadores sa˜o dinaˆmicos e podem ser adicionados em tempo de execuc¸a˜o.
Arquitetura
O HBase reside numa arquitetura master-slave. As tabelas sa˜o repartidas horizontalmente
em Regio˜es. Cada Regia˜o e´ persistida no sistema de ficheiros HDFS e sa˜o geridas por
instaˆncias denominadas por DataNodes. As Regio˜es sa˜o distribuı´das por diversos servidores
denominados por Servidores de Regia˜o. Enquanto que cada DataNode e´ responsa´vel pela
leitura e escrita dos dados, o Servidor de Regia˜o e´ responsa´vel pela comunicac¸a˜o com o
cliente para o acesso aos dados.
A coordenac¸a˜o dos Servidores de Regia˜o e as operac¸o˜es de administrac¸a˜o (criar, apagar
e atualizar tabelas) e´ feita pelo Master. O ZooKeeper e´ utilizado para coordenar o estado da
informac¸a˜o partilhada.
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2.3 transac¸o˜es em nosql
2.3.1 Arquitetura de NoSQL transacional
As propriedades de escalabilidade e alta disponibilidade das bases de dados NoSQL sa˜o
conseguidas com o relaxamento das garantias transacionais, ou seja, na˜o fornecem transac¸o˜es
com propriedades ACID, oferecendo uma coereˆncia fraca a` custa da coereˆncia eventual dos
dados.
No entanto, com o aumento da popularidade destes sistemas, teˆm sido apresentadas
va´rias propostas que permitem o suporte transacional sobre estes sistemas, com o objetivo
de beneficiar da sua escalabilidade e garantir a concorreˆncia e atomicidade fornecida por
sistemas de gesta˜o de transac¸o˜es.
2.3.2 Alternativa Undo
Neste mecanismo de recuperac¸a˜o, para iniciar a transac¸a˜o o cliente envia um pedido de
begin ao gestor transacional. Depois de iniciada a transac¸a˜o o cliente escreve diretamente
na base de dados, e como na˜o conhece avera˜o final (Tc), escreve o identificador da transac¸a˜o
como versa˜o. Para ter isolamento e´ preciso escrever meta-informac¸a˜o extra. Outros clientes
filtram pela meta-informac¸a˜o ao ler, para determinar se os itens lidos foram confirmados
e sa˜o visı´veis no seu instantaˆneo. Depois da confirmac¸a˜o da transac¸a˜o, o cliente devera´
atualizar a meta-informac¸a˜o com o Tc, marcado os itens escritos como confirmados.
A versa˜o inicial (Ts) e´ utilizada para ler do instantaˆneo da base de dados. Entre a
confirmac¸a˜o da transac¸a˜o e a atualizac¸a˜o da meta-informac¸a˜o, os itens podem ser lidos por
outras transac¸o˜es, pelo que em caso de leitura de um item por confirmar a transac¸a˜o devera´
consultar o gestor transacional para determinar se o item e´ visı´vel no seu instantaˆneo. As
escritas efetuadas pelo cliente devem ser adicionadas ao conjunto de escritas da transac¸a˜o
para detec¸a˜o de conflitos.
Apo´s terminar de executar as suas operac¸o˜es o cliente envia um pedido de confirmac¸a˜o
ao gestor transacional. Este atribui um Tc a` transac¸a˜o, faz detec¸a˜o de conflitos e responde ao
cliente. Em caso de a transac¸a˜o ser confirmada, o cliente deve atualizar a meta-informac¸a˜o
dos itens escritos com o Tc da transac¸a˜o, ou, caso contra´rio, removeˆ-los. A transac¸a˜o e´
assim considerada completa.
2.3.3 Alternativa Redo
Neste mecanismo de recuperac¸a˜o, para iniciar uma transac¸a˜o, o cliente envia um pedido de
begin ao gestor transacional. Em vez de escrever diretamente para a base de dados, o cliente
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escreve para uma cache local, ja´ com o Tc como versa˜o. O Ts e´ utilizado para ler itens da
base de dados. Contudo para ler as pro´prias escritas (RYOW), devera´ ler tambe´m da cache
local. As escritas efetuadas pelo cliente devem ser adicionadas ao conjunto de escritas da
transac¸a˜o para detecc¸a˜o de conflitos. Para garantir atomicidade, antes de enviar o pedido
de confirmac¸a˜o para o gestor transacional, as escritas em cache devem ser persistidas num
registo sequencial.
Para garantir isolamento seria necessa´rio bloquear os pedidos de begin no gestor transa-
cional, ate´ que as transac¸o˜es confirmadas sejam aplicadas. Existem, contudo crite´rios alter-
nativos de isolamento que permitiriam simplesmente “congelar” o Ts a ser devolvido, na˜o
o avanc¸ando ate´ na˜o haver aplicac¸o˜es pendentes [14].
Em caso de a transac¸a˜o ser confirmada, o cliente aplica as alterac¸o˜es na base de dados
e envia e notifica o gestor transacional, para que este possa avanc¸ar o Ts. Caso contra´rio,
basta limpar a cache. A transac¸a˜o e´ assim considerada completa.
2.3.4 Sistemas Transacionais
Uma das primeiras propostas foi implementar SI sobre BigTable, combinando trincos com
a confirmac¸a˜o de transac¸o˜es em duas fases (2PC) e um mecanismo de recuperac¸a˜o undo
[24] efectuado pelos clientes. Permite a existeˆncia de transac¸o˜es multi-linha, ao adicionar
duas colunas extra para cada coluna da base de dados (lock e write). A coluna write e´
usada para armazenar as verso˜es finais de cada transac¸a˜o. A coluna lock e´ usada para
simplificar a detecc¸a˜o de conflitos entre escritas ao permitir que o protocolo 2PC mantenha
a escrita numa coluna bloqueada, impedindo que outras transac¸o˜es possam progredir ate´
que o trinco seja libertado. Ale´m disso, a manutenc¸a˜o da meta-informac¸a˜o das transac¸o˜es
nas tabelas de dados coloca carga adicional aos servidores de dados. O co´digo-fonte da
implementac¸a˜o na˜o esta´ disponı´vel.
Outra proposta implementa SI sobre HBase utilizando filas implementadas usando tabelas,
de forma a ordenar a certificac¸a˜o das transac¸o˜es [27]. Tal como o proposto em [24], na˜o e´
utilizado um gestor de transac¸o˜es, sendo o processo de certificac¸a˜o feito por cada cliente
atrave´s da meta-informac¸a˜o das transac¸o˜es mantida no HBase. O mecanismo de recuperac¸a˜o
undo tambe´m e´ efetuado pelos clientes. Apresenta algumas desvantagens na medida em
que o mecanismo de implementac¸a˜o das filas requer va´rias leituras completas das tabelas de
meta-informac¸a˜o para a detecc¸a˜o de conflitos. O co´digo fonte tambe´m na˜o esta´ disponı´vel.
Posteriormente, surgiram propostas de implementac¸a˜o de SI sobre bases de dados NoSQL
utilizando gestores de transac¸o˜es dedicados.
Com base no proposto em [24], foi proposta uma implementac¸a˜o que utiliza um gestor
de transac¸o˜es centralizado que permite evitar a utilizac¸a˜o de trincos [15]. Este gestor de
transac¸o˜es, Transaction Oracle (TO), e´ responsa´vel por gerar nu´meros de versa˜o, bem como
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pela gesta˜o e certificac¸a˜o das transac¸o˜es, incluindo um mecanismo de recuperac¸a˜o undo.
De forma a evitar a utilizac¸a˜o de trincos, e´ sincronizada uma pequena quantidade de meta-
informac¸a˜o da transac¸a˜o com o cliente, que e´ responsa´vel por comunicar com o TO para
fazer os pedidos de begin e commit.
Outra abordagem e´ a implementac¸a˜o de um mecanismo de recuperac¸a˜o redo sobre uma
base de dados NoSQL sem suporte multi-versa˜o, como Apache Cassandra1 [11]. Um gestor
transacional e´ utilizado para manter o contexto transacional das transac¸o˜es em estado ativo.
As operac¸o˜es de leitura e escrita sa˜o feitos pelo cliente atrave´s do gestor transacional. Na˜o
tendo suporte multi-versa˜o na base de dados, e´ utilizado um reposito´rio de verso˜es na˜o
persistente (RVPN) para guardar as verso˜es antigas dos itens de dados, sendo a versa˜o
de dados mais recente de cada item guardada na base de dados. O gestor transacional
utiliza o TO do proposto em [15] para obter nu´meros de versa˜o para as transac¸o˜es e fazer
a sua certificac¸a˜o. As escritas apenas sa˜o feitas na base de dados depois da confirmac¸a˜o da
transac¸a˜o.
Tambe´m e´ possı´vel implementar um mecanismo de recuperac¸a˜o hı´brido, utilizando trin-
cos [21]. Neste caso, o gestor transacional atribui um nu´mero de versa˜o a` transac¸a˜o, faz
cada alterac¸a˜o, e escreve os valores anteriores e atuais do item num registo sequencial, noti-
ficando o cliente de cada alterac¸a˜o bem sucedida. Depois de todas as operac¸o˜es terem sido
processadas, o gestor transacional marca a transac¸a˜o como confirmada no registo sequen-
cial e notifica o cliente. O co´digo-fonte da implementac¸a˜o na˜o esta´ disponı´vel.
2.3.5 Discussa˜o
A forma de atribuir os nu´meros de versa˜o a`s transac¸o˜es e´ diferente nos mecanismos undo
e redo. No undo o Tc so´ e´ conhecido depois de a transac¸a˜o ser confirmada, logo as escritas
que sejam feitas antes do fim da transac¸a˜o teˆm que ser anotadas com meta-informac¸a˜o
adicional e filtradas explicitamente durante a leitura. Ja´ no redo, como o Tc ja´ e´ conhecido
desde o inicio da transac¸a˜o, as escritas ja´ sa˜o feitas com a versa˜o final e apenas depois
de a transac¸a˜o ser confirmada, possibilitando assim leituras por prefixo. No entanto, ao
contra´rio do que acontece em bases de dados tradicionais, a memo´ria na˜o e´ partilhada entre
todos os clientes pelo que as alterac¸o˜es efetuadas na˜o ficam disponı´veis imediatamente. Ou
seja, apo´s confirmar uma transac¸a˜o t com Tc, na˜o e´ possı´vel comec¸ar imediatamente uma
transac¸a˜o t com um T′s = Tc, dado que o as escritas podera˜o ainda na˜o estar aplicadas na
base de dados.
Embora as propostas apresentadas utilizem te´cnicas bem conhecidas de bases de dados,
a sua aplicac¸a˜o esta´ enquadrada em pressupostos diferentes, na˜o sendo claro que os com-
promissos tradicionais de mantenham. A maioria destas propostas sa˜o de implementac¸a˜o
1 http://cassandra.apache.org
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fechada e na˜o existe um estudo que sistematize os compromissos relacionados com a es-
colha do mecanismo de recuperac¸a˜o e qual o seu impacto na arquitetura do sistema.
3
I M P L E M E N TA C¸ A˜ O
Para estudar os comportamentos dos mecanismos de recuperac¸a˜o undo e redo interessa-nos
implementar, avaliar e comparar ambas as alternativas. Neste capitulo apresentamos a
arquitetura e a implementac¸a˜o de uma camada de middleware das duas alternativas.
3.1 arquitetura
Neste trabalho assumimos como refereˆncia o sistema Apache HBase, semelhante a` proposta
original do Bigtable. A interface permite ler ce´lulas, linhas, ou sequeˆncias de linhas, orde-
nadas pela sua chave. A leitura pode obter a u´ltima versa˜o de cada ce´lula ou ler ce´lulas com
nu´mero de versa˜o inferior a um limite. Isto permite ler apenas um prefixo das operac¸o˜es
de leituras efetuadas. O nu´mero de versa˜o e´ indicado explicitamente ao escrever, sendo por
omissa˜o usado o tempo real.
Na concretizac¸a˜o de transac¸o˜es assumimos a utilizac¸a˜o do sistema NoSQL sem quais-
quer modificac¸o˜es. Um cliente transacional utiliza uma biblioteca transacional que oferece
um gestor transacional, para delimitar as transac¸o˜es, e uma versa˜o da interface que per-
mite fazer leituras e escritas no contexto de transac¸o˜es. A implementac¸a˜o de transac¸o˜es
como uma camada cliente pode pois intercetar e modificar as operac¸o˜es de leitura e escrita,
por exemplo, para acrescentar meta-informac¸a˜o adicional. Estas camadas em diferentes
clientes precisam ainda de comunicar entre si para coordenac¸a˜o, proporcionando assim o
isolamento entre transac¸o˜es.
Estas diferenc¸as de arquitetura entre a camada transacional em NoSQL e a forma como
as transac¸o˜es sa˜o concretizados no contexto de um SGBD tradicional teˆm consequeˆncias
importantes para o desempenho dos mecanismos de recuperac¸a˜o. A principal decorre da
interface cliente-servidor entre a camada que implementa transac¸o˜es e o armazenamento
dos dados nos servidores, que restringe as operac¸o˜es possı´veis e resulta num custo adi-
cional em cada operac¸a˜o. Como consequeˆncia, torna-se imperativo tirar o maior partido da
possibilidade de leitura de um prefixo atrave´s do nu´mero de versa˜o.
A Figura 1 mostra a arquitetura com os componentes do sistema e como estes interagem
entre si. Um Cliente Aplicacional faz uso de uma Biblioteca Transacional, que e´ responsa´vel
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por utilizar o Gestor Transacional para iniciar e terminar transac¸o˜es e o HBase como a base
de dados onde sera˜o efetuadas as operac¸o˜es de leitura e escrita
Figure 1: Arquitetura do sistema
3.1.1 Gestor Transacional
O Gestor Transacional (GT) e´ um componente centralizado responsa´vel por oferecer um
contexto transacional aos clientes e fazer a gesta˜o das transac¸o˜es a decorrer no sistema.
Transac¸a˜o
Uma transac¸a˜o e´ definida um identificador Tid, pela versa˜o inicial Ts usada para determinar
que informac¸a˜o e´ visı´vel no contexto da transac¸a˜o, por uma versa˜o final Tc usada para
marcar a versa˜o da informac¸a˜o escrita pela transac¸a˜o e por um writeset transacional.
Writeset
O writeset transacional consiste no conjunto das operac¸o˜es de escrita feitas no contexto da
transac¸a˜o. Na pra´tica cada entrada no writeset identifica uma ce´lula do HBase atrave´s de
um hash ao nome da tabela, chave, column family e column qualifier. Isto permite ao GT fazer
a detec¸a˜o de conflitos entre as transac¸o˜es.
Detec¸a˜o de conflitos
Para a detec¸a˜o de conflitos o GT utiliza uma tabela de hash em memo´ria, em que cada
entrada na tabela e´ composta pelo hash de uma ce´lula do HBase e a sua versa˜o, que corre-
sponde ao Tc da u´ltima transac¸a˜o que escreveu nessa ce´lula.
O algoritmo 1 e´ usado em ambas as implementac¸o˜es para a detec¸a˜o de conflitos e para
uma dada transac¸a˜o e´ responsa´vel por validar que, para todas as entradas no seu writeset
(linha 6), o Ts da transac¸a˜o e´ maior que a versa˜o da respetiva entrada da tabela (linha 8).
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Se a transac¸a˜o for confirmada, todas as entradas no writeset da transac¸a˜o sa˜o atualizadas
na tabela de hash com o Tc da respetiva transac¸a˜o (linha 12).
Algorithm 1 Detec¸a˜o de conflitos
1: var hashTable
2: procedure ConflictDetect(Tx)
3: Ts← Tx.Ts
4: Tc← Tx.Tc
5: writeset← Tx.writeset
6: for all cell Id ∈ writeset do
7: lastTc← hashTable.getLastetTc(cell Id)
8: if lastTc > Ts then
9: return ABORT
10: end if
11: end for
12: hashTable.UpdateTcWrites(Tc, writeset)
13: return COMMIT
14: end procedure
Interface Cliente
Cada uma das implementac¸o˜es oferece uma interface mı´nima ao cliente transacional com-
posta pelos me´todos de begin e commit que permitem iniciar e confirmar uma transac¸a˜o.
Dependendo da implementac¸a˜o, podera˜o ser oferecidos outros me´todos ao cliente transa-
cional.
BEGIN Invocado pelo cliente para iniciar uma transac¸a˜o. A partir daqui o cliente pode
executar operac¸o˜es a partir do contexto transacional obtido.
COMMIT Invocado pelo cliente para fazer a confirmac¸a˜o da transac¸a˜o. O GT efetua a
detec¸a˜o de conflitos e devolve a confirmac¸a˜o para o cliente.
3.1.2 Biblioteca Transacional
A Biblioteca Transacional (BT) oferece um GT ao Cliente aplicacional para que este possa
obter um contexto transacional, sendo a BT responsa´vel pela comunicac¸a˜o com o GT e pela
gesta˜o transacional no contexto do Cliente. O diagrama da Figura 2 ilustra a sequeˆncia de
pedidos entre o Cliente, o GT e a BT no contexto de uma transac¸a˜o.
Para iniciar uma transac¸a˜o o Cliente utiliza a BT, que por sua vez e´ responsa´vel por
contactar o GT e devolver um contexto transacional para o Cliente (Figura 2a).
A partir do contexto transacional a interface do HBase e´ estendida, permitindo execu-
tar as operac¸o˜es oferecidas pelo HBase sobre o contexto da transac¸a˜o. A BT interceta
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(a) Begin
(b) Read/Write
(c) Commit
Figure 2: Interac¸a˜o entre Cliente, Biblioteca Transacional e Gestor Transacional
as operac¸o˜es de leitura e escrita, modicando-as de forma a garantir o isolamento das
transac¸o˜es (Figura 2b).
Para terminar a transac¸a˜o o Cliente volta a utilizar a BT, que contacta com o GT para
confirmar a transac¸a˜o. A BT, ao receber a resposta do GT, termina a transac¸a˜o e devolve a
resposta ao Cliente (Figura 2c).
3.2 proto´tipos
O proto´tipo consiste numa camada de middleware composta por uma implementac¸a˜o da
biblioteca transacional e do gestor de transacional.
O omid e´ uma implementac¸a˜o da alternativa undo proposta em [15]. De forma a comparar
experimentalmente as duas alternativas para o mecanismo de recuperac¸a˜o, usamos o omid
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como concretizac¸a˜o da alternativa undo. Este sistema esta´ disponı´vel como um projeto de
co´digo aberto e oferece suporte transacional multi-linha sobre o HBase.
De forma a ter uma concretizac¸a˜o da alternativa redo ta˜o semelhante quanto possı´vel a`
anterior e tirando partido do co´digo ser aberto, desenvolvemos uma versa˜o modificada do
omid que segue esta alternativa. Para o efeito, modificou-se a forma como as verso˜es sa˜o
atribuı´das as transac¸o˜es e as escritas e leituras sa˜o feitas do HBase.
3.2.1 Undo
Gestor Transacional
Para a a atribuic¸a˜o das verso˜es e´ usado um relo´gio lo´gico que devolve sempre a pro´xima
marca temporal, garantido que a marca temporal devolvida e´ maior que a u´ltima devolvida.
O Ts e´ atribuı´do no pedido de begin da transac¸a˜o (linha 3) e o Tc e´ atribuı´do no pedido
de commit, antes da detec¸a˜o de conflitos da transac¸a˜o (linha 7). O Tid da transac¸a˜o tem o
mesmo valor do Ts.
Para garantir a atomicidade de uma transac¸a˜o, uma transac¸a˜o confirmada e´ persistida
numa tabela de dados (CT) no HBase. Cada entrada na tabela consiste no mapeamento do
Tid da transac¸a˜o para o seu Tc. Ou seja, para fazer o commit de uma transac¸a˜o o GT escreve
o par (Tid, Tc) na CT (linha 9), garantindo assim a durabilidade da transac¸a˜o. Isto permite
que em caso de leitura de um item de dados na˜o confirmado, o cliente possa consular a CT
para determinar se se trata de um item confirmado, na˜o tendo assim que consultar o GT
para determinar se o item lido pertence ao seu instantaˆneo.
Algorithm 2 Gestor Transacional - undo
1: var Clock, CT
2: procedure Begin
3: Ts← Clock.next()
4: return new Transaction(Ts)
5: end procedure
6: procedure Commit(Tx)
7: Tx.Tc← Clock.next()
8: if con f lictDetect(Tx) == COMMIT then
9: CT.insert(Tx.Tid, Tx.Tc)
10: return COMMIT
11: else
12: return ABORT
13: end if
14: end procedure
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Biblioteca Transacional
A execuc¸a˜o das transac¸o˜es decorre de forma otimista. Uma vez que o Tc so´ e´ conhecido
apo´s o commit da transac¸a˜o pelo GT, as escritas teˆm que ser anotadas com meta-informac¸a˜o
adicional e filtradas explicitamente durante a leitura, se a transac¸a˜o ainda na˜o tiver sido
confirmada.
Para ter isolamento e´ preciso escrever meta-informac¸a˜o extra. Um campo de confirmac¸a˜o
(c f ) indica se um determinado item esta´ confirmado, e se sim, qual o seu Tc. Este campo e´
inicialmente nulo, indicando que o item e´ uma escrita tentativa (na˜o confirmada).
Na tabela 1 temos um exemplo de uma chave key1 com duas verso˜es, sendo a segunda
uma escrita tentativa uma vez que que na˜o tem um campo de confirmac¸a˜o cq cf preenchido
com a versa˜o de commit da transac¸a˜o, nem a transac¸a˜o com o Tid = 4 se encontra na CT
(tabela 2). Uma transac¸a˜o que fac¸a a leitura da escrita tentativa, devera´ consultar a CT para
determinar se esta se trata de uma escrita confirmada e se pertence ao seu instantaˆneo.
Tabela de Dados
ColumnFamily
chave cq cq cf versa˜o
key1 x 3 1
key1 y nill 4
Table 1: Meta-informac¸a˜o numa tabela do HBase
Commit Table
Tid Tc
1 3
Table 2: CT com o mapeamento (Tid, Tc) de uma
transac¸a˜o confirmada, mas na˜o completa
Para eliminar itens de dados, estes sa˜o escritos no HBase com a palavra reservada
DELETE TOMBSTONE como valor e devem ser filtrados nas operac¸o˜es de leitura.
As operac¸o˜es executadas pela biblioteca transacional sa˜o descritas no algoritmo 3.
BEGIN Cliente envia pedido de begin para o GT e obteˆm um contexto transacional com o
Tid e o Ts.
PUT Cliente escreve o item (chave, valor) no HBase com o Tid como versa˜o (linha 7) e
adiciona a escrita ao writeset da transac¸a˜o (linha 8).
DELETE Cliente escreve o item (chave, valor) no HBase com o Tid como versa˜o e o valor
com a palavra reservada DELETE TOMBSTONE (linha 12). A escrita e´ adicionada ao
writeset da transac¸a˜o (linha 13).
GET Cliente leˆ a partir do HBase itens com chave com a versa˜o inferior ao Ts da transac¸a˜o
(linha 16). Se um item lido tem o c f com uma versa˜o menor que Ts, enta˜o essa
leitura pertence ao instantaˆneo da transac¸a˜o e retornada para o cliente. Se for uma
escrita tentativa (linha 17) a CT e´ consultada para determinar se o item ja´ se encontra
confirmado e se pertence ao instantaˆneo da transac¸a˜o (linha 22).
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SCAN Ideˆntico a` operac¸a˜o de Get, mas a procura e´ feita para um determinado range de
valores.
COMMIT Cliente envia pedido de commit para o GT, que atribuı´ um Tc a` transac¸a˜o, faz a
detec¸a˜o de conflitos e retorna a resposta para o cliente. No caso de confirmac¸a˜o da
transac¸a˜o o cliente escreve o Tc no c f para todos os itens presentes no seu writeset
(linha 33) e apaga a sua entrada da CT (linha 37), caso seja abortada, apaga as escritas
feitas no HBase (linha 31). A transac¸a˜o e´ assim considerada completa.
3.2.2 Redo
Gestor de Transac¸o˜es
Nesta implementac¸a˜o as verso˜es sa˜o atribuı´das no inı´cio da transac¸a˜o, sendo por isso uti-
lizados dois relo´gios para a sua atribuic¸a˜o: ClockTS para a atribuic¸a˜o do Ts e ClockTC para
a atribuic¸a˜o do Tc (linhas 3 e 4). O Tid da transac¸a˜o tem o mesmo valor do Tc.
As transac¸o˜es teˆm uma ordem definida pelo seu Tid e que implica que uma transac¸a˜o so´
possa ser confirmada se todas as transac¸o˜es com Tid inferiores ao da transac¸a˜o ja´ tiverem
sido confirmadas ou abortadas.
Para garantir o isolamento da transac¸a˜o seria necessa´rio bloquear o pedido de begin no GT
ate´ que uma transac¸a˜o confirmada seja terminada, para evitar isso o ClockTS e´ congelado,
na˜o avanc¸ando ate´ que a execuc¸a˜o da transac¸a˜o termine. Ou seja, no inicio da transac¸a˜o
e´ devolvida a versa˜o atual do ClockTS (linha 3) e o valor do ClockTS e´ apenas atualizado
com o Tc da transac¸a˜o, apo´s a confirmac¸a˜o da aplicac¸a˜o da transac¸a˜o (linha 23).
Assim que uma transac¸a˜o e´ iniciada pelo GT, esta e´ adicionada a uma fila (linha 6). Um
processo no GT (linha 9) e´ responsa´vel por olhar para a fila e tirar a pro´xima transac¸a˜o a
ser confirmada. No entanto uma transac¸a˜o so´ pode ser confirmada quando o GT ja´ tiver
recebido um pedido de commit do cliente, pelo que e´ necessa´rio esperar por esse pedido
(linha 11). Assim o cliente faz o pedido de commit ao GT, o estado da transac¸a˜o e´ alterado
como pronta para a detec¸a˜o de conflitos (linha 19). Depois de feita a detec¸a˜o de conflitos,
a resposta e´ enviada para o cliente. Quando este terminar as suas operac¸o˜es, envia uma
confirmac¸a˜o para o GT para que este possa avanc¸ar o ClockTS (linha 22).
Biblioteca Transacional
A execuc¸a˜o das transac¸o˜es decorre de forma pessimista, ou seja, apenas sa˜o persistidas no
HBase apo´s a certificac¸a˜o da transac¸a˜o. Em vez de escrever para HBase, as escritas sa˜o
assim feitas numa cache local, mas como Tc da transac¸a˜o ja´ e´ conhecido, cada item de dados
ja´ tem o Tc como versa˜o.
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Algorithm 3 Biblioteca Transacional - undo
1: var GT, DS, CT
2: procedure Begin
3: Tx ← GT.begin()
4: end procedure
5: procedure Put(key, value)
6: p← new Put(key, value, Tx.Tid)
7: DS.put(p)
8: writeset.add(hash(p))
9: end procedure
10: procedure Delete(key)
11: p← new Put(key, DELETE TOMBSTONE, Tx.Tid)
12: DS.put(p)
13: writeset.add(hash(p))
14: end procedure
15: procedure Get(key)
16: for rec← DS.get(key, value, Tx.Ts) do
17: if rec.c f ! = nill then
18: if rec.c f < Tx.Ts then
19: return rec.value
20: end if
21: else
22: return GetTentatiteValue(rec, key)
23: end if
24: end for
25: end procedure
26: procedure Commit
27: GT.commit(Tx)
28: for all key ∈ Tx.writeset do
29: rec← DS.get(key, Tx.Tid)
30: if Tx.commit == true then
31: delete rec
32: else
33: rec.c f ← Tx.Tc
34: end if
35: end for
36: if Tx.commit == true then
37: CT.delete(Tx.Tid)
38: end if
39: end procedure
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Algorithm 4 Gestor Transacional - redo
1: var ClockTS, ClockTC, Queue
2: procedure Begin
3: Ts← ClockTS.current()
4: Tc← ClockTC.next()
5: Tx ← new Transaction(Ts, Tc)
6: Queue.add(Tx)
7: return Tx
8: end procedure
9: procedure Sheduller
10: Tx ← Queue.next()
11: Tx.waitForCommitRequest()
12: if con f lictDetect(Tx) == COMMIT then
13: return COMMIT
14: else
15: return ABORT
16: end if
17: end procedure
18: procedure Commit(Tx)
19: Tx.State← READY TO COMMIT
20: end procedure
21: procedure CommitDone(Tx)
22: if ClockTS.Ts < Tx.Tc then
23: ClockTS.Ts← Tx.Tc
24: end if
25: end procedure
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O Ts e´ utilizado para determinar o instantaˆneo de leitura. Alem de ler da base de dados,
para ler as pro´prias escritas (RYOW), devera´ tambe´m ler da cache local.
Para eliminar itens de dados, estes sa˜o escritos com a palavra reservada DELETE TOMBSTONE
como valor e devem ser filtrados nas operac¸o˜es de leitura.
Em caso de certificac¸a˜o da transac¸a˜o, o cliente aplica as alterac¸o˜es no HBase, em caso de
insucesso apenas tem de limpar a cache local.
As operac¸o˜es executadas pela biblioteca transacional sa˜o descritas no algoritmo 5.
BEGIN Cliente envia pedido de begin ao GT e obte´m um contexto transacional com o Tid,
Ts e o Tc.
PUT Cliente escreve o item (chave, valor) na sua cache local com o Tc como versa˜o (linha 7)
e adiciona a escrita a escrita ao writeset da transac¸a˜o (linha 8).
DELETE Cliente escreve o item (chave, valor) no HBase com o Tid como versa˜o e o valor
com a palavra reservada DELETE TOMBSTONE (linha 12). A escrita e´ adicionada ao
writeset da transac¸a˜o (linha 13).
GET Cliente leˆ a partir do HBase e da sua cache local itens com chave com a versa˜o inferior
ao Ts da transac¸a˜o (linha 16).
SCAN Ideˆntico a` operac¸a˜o de Get, mas a procura e´ feita para um determinado range de
valores.
COMMIT Cliente envia pedido de commit para o GT. No caso de ser confirmada, as escritas
em cache sa˜o persistidas no HBase (linha 21) e um pedido de confirmac¸a˜o e´ enviado
para o GT para que este possa avanc¸ar o ClockTS (linha 22), no caso de ser abortada as
escritas em cache sa˜o descartadas (linha 24). A transac¸a˜o e´ assim dada como completa.
3.2.3 Discussa˜o
Embora as alternativas undo e redo utilizem uma arquitetura semelhante e composta pe-
los mesmos componentes, o mecanismo de recuperac¸a˜o utilizado em cada uma implicam
diferentes impactos no sistema pela forma como e´ feita a gesta˜o transacional, recuperac¸a˜o,
persisteˆncia e leitura dos dados.
A forma de atribuir nu´meros de versa˜o e´ diferente nos dois me´todos. Com undo, e´
utilizado o mesmo relo´gio lo´gico para a atribuic¸a˜o de Ts, no begin e Tc no pedido de
confirmac¸a˜o. Com o redo sa˜o utilizados relo´gios diferentes para a atribuic¸a˜o Ts e Tc, e
ambos sa˜o atribuı´dos no pedido de begin da transac¸a˜o, permitindo que o Tc seja logo con-
hecido.
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Algorithm 5 Biblioteca Transacional - redo
1: var GT, DS, Cache
2: procedure Begin
3: Tx ← GT.begin()
4: end procedure
5: procedure Put(key, value)
6: p← new Put(key, value, Tx.Tc)
7: Cache.put(p)
8: writeset.add(hash(p))
9: end procedure
10: procedure Delete(key)
11: p← new Put(key, DELETE TOMBSTONE, Tx.Tid)
12: DS.put(p)
13: writeset.add(hash(p))
14: end procedure
15: procedure Get(key)
16: return DS.get(key, value, Tx.Ts)
17: end procedure
18: procedure Commit
19: GT.commit(Tx)
20: if Tx.commit == true then
21: Cache. f lush()
22: GT.CommiDone(Tx.Tid)
23: end if
24: Cache.clear()
25: end procedure
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Devido a que, com undo as escritas sa˜o feitas diretamente no HBase, para garantir o
isolamento e´ adicionada meta-informac¸a˜o aos itens de dados, que deve ser atualizada com
o Tc apo´s a confirmac¸a˜o da transac¸a˜o. No caso de a transac¸a˜o ser abortada, todas as escritas
iniciais devem ser apagadas do HBase pela transac¸a˜o. Entre a primeira e segunda escrita,
os itens escritos pela transac¸a˜o podem ser lidos por outras transac¸o˜es. Estas precisam de
consultar o GT para saberem se esses itens pertencem ao seu instantaˆneo. No redo uma
vez que o Tc ja´ e´ conhecido a partir do inicio da transac¸a˜o, a escrita inicial, mesmo que
feita inicialmente em cache, e´ ja´ a escrita final uma vez que o item ja´ tem como versa˜o o Tc.
Outras transac¸o˜es ao lerem os itens de dados, conseguem facilmente determinar se estes
pertencem ao seu instantaˆneo uma vez que estes teˆm sempre o Tc como versa˜o. No caso
de a transac¸a˜o ser abortada, esta apenas precisa de limpar a sua cache, ou seja, na˜o chega
sequer a escrever no HBase.
Comparativamente, utilizando undo, e´ necessa´rio fazer duas escritas por item no HBase
no caso da transac¸a˜o ser confirmada, ou uma escrita e uma remoc¸a˜o no caso de na˜o o
ser, enquanto que na utilizac¸a˜o do redo escreve-se uma so´ vez e apenas se a transac¸a˜o for
confirmada. Embora avanc¸ar o Ts apo´s confirmac¸a˜o da aplicac¸a˜o de transac¸o˜es pendentes,
com redo impec¸a leituras de itens por confirmar por transac¸o˜es concorrentes, ao inve´s de
ao usar-se undo, optando por “congelar” o Ts ate´ a` confirmac¸a˜o de aplicac¸a˜o da transac¸a˜o
podera´ provocar um aumento de conflitos, uma vez que o tempo de execuc¸a˜o das transac¸o˜es
aumenta, levando a um maior nu´mero de transac¸o˜es que na˜o podem ser confirmadas.
A verificac¸a˜o de conflitos com undo e´ feita pela ordem de chegada do pedido de confirmac¸a˜o
das transac¸o˜es, enquanto que, com redo, a verificac¸a˜o e´ feita pela ordem do Tid, o que im-
plica que a verificac¸a˜o de uma transac¸a˜o so´ pode ser feita depois das transac¸o˜es ativas com
Tid inferior. No entanto, se a transac¸a˜o for apenas de leitura, na˜o precisa de esperar, ja´ que
na˜o pode entrar em conflito com outras. Com redo o sistema depende dos clientes para
avanc¸ar, ao inve´s de undo.
Toleraˆncia a falhas
A alternativa redo apresenta dependeˆncia do cliente em duas fases, no pedido de confirmac¸a˜o
da transac¸a˜o apo´s o seu inı´cio (Figura 3) e na confirmac¸a˜o da aplicac¸a˜o da transac¸a˜o apo´s
a sua certificac¸a˜o (Figura 4). No caso de falha de um cliente, o sistema congela no tempo,
na˜o fazendo a certificac¸a˜o e transac¸o˜es com o Tid superiores ao da transac¸a˜o no primeiro
caso, ou na˜o avanc¸ando o ClockTS no segundo caso.
O GT devera´ ser responsa´vel por detetar a falha de um cliente, no entanto, detetar se
um cliente falhou ou se esta´ apenas mais lento a responder traz desafios de implementac¸a˜o
que podera˜o ter impacto no sistema. Uma vez que a decisa˜o de qual a melhor estrate´gia a
adotar se encontra fora do aˆmbito deste trabalho, assumimos uma versa˜o otimista de que
o cliente nunca falha.
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Figure 3: Falha do cliente antes do pedido de confirmac¸a˜o.
Figure 4: Falha do cliente antes da confirmac¸a˜o de aplicac¸a˜o da transac¸a˜o.
Transac¸o˜es demoradas
Uma vez que na alternativa redo as transac¸o˜es sa˜o certificadas pela ordem do Tid, se o
sistema tiver transac¸o˜es muito mais demoradas que outras, podera´ atrasar a certificac¸a˜o das
transac¸o˜es mais ra´pidas e aumentar o seu tempo de execuc¸a˜o. O AJITTS [23] consiste num
mecanismo proposto para SGBD relacionais replicadas para minimizar a taxa de insucesso e
maximizar o de´bito das transac¸o˜es, ao encontrar a altura ideal para executar cada transac¸a˜o
submetida ao sistema. A sua aplicac¸a˜o podera´ ser estudada neste sistema para resolver este
problema.
4
AVA L I A C¸ A˜ O E X P E R I M E N TA L
Neste capitulo com a utilizac¸a˜o de um benchmark comparamos o desempenho das alternati-
vas de acordo com as me´tricas de de´bito, lateˆncia, tempo de resposta e taxa de insucesso das
transac¸o˜es. Comparamos tambe´m com a utilizac¸a˜o do HBase sem garantias transacionais
para mostrar o peso de adicionar estas garantias ao sistema.
4.1 ycsb
O Yahoo! Cloud Serving Benchmark (YCSB) [12] e´ um benchmark padra˜o da indu´stria para
bases de dados chave-valor como o HBase. Foi desenvolvido com o objetivo de comparar
diferentes sistemas de bases de dados NoSQL uma vez que o padra˜o de acesso aos dados
e´ diferente dos sistemas tradicionais que foram projetados para bases de dados relacionais.
O benchmark e´ dividido em duas fases. A primeira, a fase de carregamento tem como
objetivo inserir na base de dados um determinado nu´mero de itens de dados definido na
carga de trabalho. A segunda fase, a fase de execuc¸a˜o, consiste em executar o benchmark.
O YCSB comec¸a por criar um nu´mero definido de clientes que va˜o executar um conjunto
de operac¸o˜es na base de dados, de acordo com uma carga de trabalho definida. Existem
quatro tipo de operac¸o˜es disponı´veis: Insert, Update, Read e Scan.
A carga de trabalho permite va´rias opc¸o˜es de configurac¸a˜o, como as operac¸o˜es a executar,
os itens que devem ser lidos ou escritos, o tamanho de cada campo e quantos itens deve ler
a operac¸a˜o de Scan. Para ale´m disso permite definir a distribuic¸a˜o de dados a ser utilizada.
A definic¸a˜o de uma carga de trabalho e uma distribuic¸a˜o de dados permite assim simular
um cena´rio real.
4.2 condic¸o˜es experimentais
Uma vez que a implementac¸a˜o original do YCSB [3] na˜o tem suporte transacional, modifica´mos
o YCSB, adicionando transac¸o˜es que acedem e alteram mu´ltiplas linhas.
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Uma transac¸a˜o e´ definida na carga de trabalho da mesma forma que uma operac¸a˜o, mas
na sua execuc¸a˜o efetua um conjunto de operac¸o˜es de acordo com a transac¸a˜o definida.
Foram definidas sete tipos de transac¸o˜es de diferentes dimenso˜es, das quais cinco sa˜o de
escrita e duas de leitura. Para as transac¸o˜es definidas foram utilizadas diferentes cargas
de trabalho que diferem na percentagem de leituras e escritas. Cada carga de trabalho foi
testada com uma distribuic¸a˜o uniforme, em que as transac¸o˜es teˆm a mesma probabilidade
de aceder a qualquer item de dados e uma distribuic¸a˜o hotspot, em que as transac¸o˜es teˆm
mais probabilidade de aceder a um determinado conjunto de dados, provocando uma maior
ocorreˆncia de conflitos.
Para executar os testes foram utilizados quatro servidores (Intel(R) Core(TM) i3-3240
CPU @ 3.40GHz, 8 GB RAM) com a mesma configurac¸a˜o e ligados numa rede Gigabit.
A Figura 5 demonstra a arquitetura utilizada para a avaliac¸a˜o. Um servidor com HBase
instalado em modo standalone; um servidor com o GT instalado ; e os dois restantes servi-
dores a executar como cliente, o benchmark YCSB.
Figure 5: Arquitetura de avaliac¸a˜o experimental
Cada instaˆncia do YCSB correu 26 fios de execuc¸a˜o, simulando, no total 52 clientes con-
correntes. Cada teste executou no total 150000 transac¸o˜es.
Antes de cada teste, a base de dados foi carregada com 20000 linhas (rows), com 1 column
family com 10 column qualifier cada. Cada linha tem aproximadamente 1KB de tamanho.
4.2.1 Resultados
Para ale´m das implementac¸o˜es undo e redo descritas, foi tambe´m executado o benchmark
sem contexto transacional (HBase) de forma a mostrar tambe´m o impacto de ter contextos
transacionais sobre o HBase.
Os resultados apresentados nesta secc¸a˜o sa˜o calculados pela me´dia de 3 execuc¸o˜es inde-
pendentes.
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Ana´lise do de´bito
Como esperado o de´bito da utilizac¸a˜o do HBase e´ superior ao das implementac¸o˜es do undo
e redo (Figura 6). Uma vez que na˜o existe contexto transacional cada transac¸a˜o apenas tem
que escrever e ler diretamente no HBase. Contudo, na˜o temos coereˆncia dos dados.
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Figure 6: De´bito variando a percentagem de transac¸o˜es de escrita e com diferentes distribuic¸o˜es de
acesso a itens de dados.
A alternativa redo apresenta um de´bito superior em relac¸a˜o ao undo, sendo que a diferenc¸a
aumenta a` medida que a percentagem de escritas tambe´m aumenta, isto e´, quanto maior a
percentagem de escritas, melhor e´ o desempenho do redo em relac¸a˜o ao undo (Figura 6).
A diferenc¸a entre o redo e o undo quando a percentagem de escritas e´ pro´xima de 0% e´
justificada pela necessidade do undo ler meta-informac¸a˜o dos itens de dados do HBase.
Ao comparar os gra´ficos da distribuic¸a˜o uniforme (Figura 6a) com a distribuic¸a˜o hotspot
(Figura 6b) o de´bito desce com a distribuic¸a˜o hotspot uma vez que temos mais conflitos e con-
sequentemente uma maior taxa de aborts. Ainda assim, na distribuic¸a˜o hotspot a diferenc¸a
do de´bito mante´m-se entre o undo e redo, mostrando que a alternativa redo tem um melhor
desempenho que o undo, mesmo na presenc¸a de mais aborts.
Ana´lise da lateˆncia
A lateˆncia das transac¸o˜es segue a tendeˆncia inversa ao de´bito. Com o aumento da percent-
agem de escritas a lateˆncia aumenta no undo e no redo, assim como com a utilizac¸a˜o do
HBase (Figura 7).
A lateˆncia do redo e´ muito pro´xima das utilizac¸a˜o do HBase, apresentando uma ligeira
subida com o aumento da percentagem de escritas. Esta aproximac¸a˜o acontece porque esta
implementac¸a˜o tem de ler e escrever os mesmos itens dados que a utilizac¸a˜o do HBase,
tendo apenas como custo adicional a comunicac¸a˜o com o GT.
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Figure 7: Tempo de resposta variando a percentagem de transac¸o˜es de escrita e com diferentes
distribuic¸o˜es do acesso a itens de dados.
Quanto ao undo a lateˆncia aumenta com a percentagem de escritas uma vez que nas
operac¸o˜es de escrita tem de ser escrita a meta-informac¸a˜o adicional para cada item de
dados. A diferenc¸a da lateˆncia quando a percentagem de escritas e´ pro´xima de 0% mais
uma vez justificada pela necessidade do undo ler meta-informac¸a˜o dos itens de dados do
HBase.
Ao comparar os gra´ficos da distribuic¸a˜o uniforme (Figura 7a) com a distribuic¸a˜o hotspot
(Figura 7b), a lateˆncia apresenta valores ideˆnticos, ainda que se note uma ligeira descida no
redo. Essa descida e´ justificada pelo aumento de aborts. Uma vez que a detec¸a˜o de conflitos
e´ feita antes de se escrever no HBase, as transac¸o˜es em conflito abortam rapidamente, na˜o
prejudicando a execuc¸a˜o de outras transac¸o˜es.
Ana´lise de transac¸o˜es abortadas
Por fim, o nu´mero de transac¸o˜es abortadas e´ superior no redo em relac¸a˜o ao undo. Isto e´
justificado pelo maior de´bito do redo, uma vez que temos mais transac¸o˜es, a probabilidade
de estas entrarem em conflito e´ maior (Figura 8).
Ao comparar os gra´ficos da distribuic¸a˜o uniforme (Figura 8a) com a distribuic¸a˜o hotspot
(Figura 8b), a percentagem de transac¸o˜es abortadas aumenta com a distribuic¸a˜o hotspot nas
implementac¸o˜es undo e redo, o que ja´ era esperado uma vez que o objetivo da distribuic¸a˜o
hotspot e´ aumentar o nu´mero de transac¸o˜es em conflito.
Na utilizac¸a˜o do HBase na˜o temos transac¸o˜es abortadas, pois na˜o temos contexto transa-
cional.
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Figure 8: Transac¸o˜es abortadas devido a conflitos variando a percentagem de transac¸o˜es de escrita
e com diferentes distribuic¸o˜es do acesso a itens de dados.
5
C O N C L U S O˜ E S
Neste trabalho consideramos uma das principais deciso˜es na concretizac¸a˜o de suporte
transacional multi-linha sobre o HBase: qual o impacto do mecanismo de recuperac¸a˜o es-
colhido para assegurar que as propriedades de atomicidade e durabilidade sa˜o respeitadas
simultaneamente em caso de falha. Embora este seja um assunto estudado em profundi-
dade em bases de dados tradicionais, a arquitetura de uma sistema transacional sobre uma
base de dados NoSQL altera alguns pressupostos e torna necessa´ria esta reavaliac¸a˜o. O
objetivo era assim analisar e comprar o impacto dos mecanismos de recuperac¸a˜o undo e
redo.
Para o efeito usa´mos uma implementac¸a˜o do me´todo da alternativa undo, o omid, e de-
senvolvemos uma implementac¸a˜o para o me´todo de recuperac¸a˜o redo baseada no omid, de
forma a termos duas implementac¸o˜es o mais semelhante possı´veis. Ambas as alternativas
estendem a interface de uma base de dados NoSQL, o HBase, permitindo executar sobre
este operac¸o˜es com um contexto transacional.
Para avaliarmos o desempenho das alternativas adaptamos o benchmark YCSB de forma
a este suportar transac¸o˜es com contexto transacional e compararmos as duas alternativas.
Os resultados obtidos mostram que o mecanismo de recuperac¸a˜o redo apresenta um mel-
hor desempenho que o undo a` medida que temos mais escritas, sendo que a diferenc¸a de
desempenho manteˆm-se quando os sistemas teˆm de lidar com mais transac¸o˜es abordas.
Mesmo com uma percentagem de escritas pro´xima de 0% o desempenho do redo consegue
ser superior ao desempenho do undo.
Conclui-se enta˜o que, apesar do sistema mais difundido atualmente usar o me´todo undo,
vale a pena considerar o me´todo redo de forma a lidar com aplicac¸o˜es mais exigentes em
termos de escritas.
5.1 trabalho futuro
O objetivo deste trabalho consistia em avaliar e comprar o impacto das alternativas undo
e redo. Embora a` partida a alternativa redo apresente um melhor desempenho que o undo,
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a forma como este deve lidar com a possibilidade de falha de clientes e o seu impacto no
sistema deve ser estudada num futuro trabalho.
Seria ainda interessante testar ambas as alternativas com o HBase totalmente distribuı´do
e com um workload superior ao utilizado.
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