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Abstract
Let Γ denote a bipartite distance-regular graph with diameter D ≥ 3. Fix any vertex x and let
ΓD = ΓD(x) denote the set of vertices at distance D from x . Let Γ 2D = Γ 2D(x) denote the graph
with vertex set ΓD , and edge set consisting of all pairs of vertices in ΓD which are at distance 2 in Γ .
In this paper, we assume Γ is Q-polynomial and show Γ 2D is distance-regular and Q-polynomial. We
compute the intersection numbers of Γ 2D from the intersection numbers of Γ . To obtain our results,
we use a characterization of the Q-polynomial property due to Terwilliger.
© 2003 Elsevier Science Ltd. All rights reserved.
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1. Introduction
Let Γ denote a bipartite distance-regular graph with diameter D ≥ 3. Fix any vertex
x and let ΓD = ΓD(x) denote the set of vertices at distance D from x . Let Γ 2D = Γ 2D(x)
denote the graph with vertex set ΓD , and edge set consisting of all pairs of vertices in ΓD
which are at distance 2 in Γ . In some cases, Γ 2D is distance-regular and Q-polynomial.
Here are three examples. Suppose Γ is the bipartite dual polar graph DD(q), where q is
any prime power. Then Γ 2D is the graph AltD(q) of alternating forms on F
D
q [2, p. 287].
Suppose Γ is Hemmeter’s graph HemD(q), where q is any odd prime power. Then Γ 2D is
the graph QuadD−1(q) of quadratic forms on FD−1q [2, p. 287], [3]. SupposeΓ is the folded
cube H˜ (2D, 2). Then Γ 2D is the folded Johnson graph J˜(4D, 2D), [6, Section 4]. These
three examples all have something in common: in each case, Γ is Q-polynomial. In this
paper, we assume Γ is Q-polynomial and show Γ 2D is distance-regular and Q-polynomial.
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We compute the intersection numbers of Γ 2D from the intersection numbers of Γ . To obtain
our results, we use Terwilliger’s characterization of the Q-polynomial property [7].
2. Bipartite distance-regular graphs
In this section, we recall some basic concepts concerning distance-regular graphs. We
refer the reader to [1, 2] for more information.
Let Γ denote a finite, connected, undirected graph, without loops or multiple edges, with
vertex set X , path-length distance function ∂ , and diameter D := max{∂(x, y) | x, y ∈ X}.
For each x ∈ X and each integer i , set
Γi (x) := {y ∈ X | ∂(x, y) = i}.
We refer to Γi (x) as the i th subconstituent of Γ with respect to x . We abbreviate Γ (x) :=
Γ1(x). We say Γ is distance-regular, with intersection numbers phi j (0 ≤ h, i, j ≤ D),
whenever for all integers h, i , j (0 ≤ h, i, j ≤ D) and all x , y ∈ X with ∂(x, y) = h,
|Γi (x) ∩ Γ j (y)| = phi j . (1)
Following convention we abbreviate ci := pi1i−1(1 ≤ i ≤ D), ai := pi1i(0 ≤ i ≤ D),
bi := pi1i+1(0 ≤ i ≤ D − 1), and ki := p0ii (0 ≤ i ≤ D). We also set c0 := 0 and bD := 0.
Note that c1 = 1 and that Γ is regular with valency k := k1 = b0. Furthermore phi j = 0 if
one of h, i , j is greater than the sum of the other two. For the remainder of this paper, Γ
will denote a distance-regular graph with vertex set X and diameter D ≥ 3.
Let MatX (C) denote the C-algebra of matrices with entries in C whose rows and
columns are indexed by X . Let CX denote the C-vector space of column vectors with
entries in C whose coordinates are indexed by X . Observe that MatX (C) acts on CX by
left multiplication. Endow CX with the Hermitean inner product satisfying
〈u, v〉 = ut v¯ (u, v ∈ CX ), (2)
where ut denotes the transpose of u, and v¯ denotes the complex conjugate of v. For each
vertex x ∈ X , let xˆ denote the vector in CX with a 1 in coordinate x , and 0 in all other
coordinates. Observe that {xˆ | x ∈ X} is an orthonormal basis for CX .
For each integer i(0 ≤ i ≤ D), let Ai denote the matrix in MatX (C) with xy-entry
(Ai )xy =
{
1, if ∂(x, y) = i,
0, if ∂(x, y) = i (x, y ∈ X).
We call Ai the i th distance matrix of Γ . Observe that A0 = I , the identity matrix in
MatX (C), and A := A1 is the adjacency matrix of Γ . Furthermore, we have: (i) Ati =
Ai (0 ≤ i ≤ D); (ii) Ai A j =∑Dh=0 phi j Ah(0 ≤ i, j ≤ D); (iii) A0 + A1 + · · · + AD = J ,
where J denotes the all 1’s matrix. These properties imply the matrices A0, A1, . . . , AD
form a basis for a commutative subalgebra M of MatX (C). Note that M is closed under
the entry-wise product ◦. We call M the Bose–Mesner algebra of Γ .
By [1, pp. 59, 64], M has a second basis E0, E1, . . . , ED such that: (i) E0 = |X |−1 J ;
(ii) Eti = Ei = Ei (0 ≤ i ≤ D); (iii) Ei E j = δi j Ei (0 ≤ i, j ≤ D); (iv) E0 + E1 + · · · +
ED = I . We refer to E0, E1, . . . , ED as the primitive idempotents of Γ .
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Let θ0, θ1, . . . , θD denote the complex scalars which satisfy A = ∑Di=0 θi Ei . Observe
that AEi = Ei A = θi Ei (0 ≤ i ≤ D). We refer to θi as the eigenvalue of Γ associated
with Ei . Since Ei = Ei (0 ≤ i ≤ D), the eigenvalues of Γ are real.
Since M is closed under ◦, there exist complex scalars qhi j such that
Ei ◦ E j = |X |−1
D∑
h=0
qhi j Eh (0 ≤ i, j ≤ D).
The scalars qhi j are known as the Krein parameters for Γ . The Krein parameters are real
and nonnegative [2, Theorem 2.3.2].
Recall that Γ is bipartite whenever there exists a partition X = X+ ∪ X− such that X+
and X− contain no edges. For the rest of this section, assume Γ is bipartite. Then phi j = 0
unless h + i + j is even. Furthermore,
ci + bi = k (0 ≤ i ≤ D). (3)
It is easily shown [2, Lemma 4.1.7] that for any integers i , j (0 ≤ i, j ≤ D) such that
i + j = D,
pDi j =
c j+1c j+2 · · · cD
c1c2 · · · ci . (4)
In particular, pDi j = 0. By [2, Proposition 4.1.6], for 0 ≤ i ≤ D we have ci + cD−i ≤ k.
3. The distance distribution of Γ
Definition 3.1. Let Γ denote a bipartite distance-regular graph with vertex set X and
diameter D ≥ 3. Fix x , y ∈ X with ∂(x, y) = D. For each pair of integers i , j we
define Ω ij = Ω ij (x, y) by
Ω ij := Γi (x) ∩ Γ j (y).
Observe that |Ω ij | = pDi j for 0 ≤ i , j ≤ D.
Definition 3.2. Let Γ denote a bipartite distance-regular graph with vertex set X and
diameter D ≥ 3. Fix x , y ∈ X with ∂(x, y) = D. For 0 ≤ i , j ≤ D and for z ∈ Ω ij
we define
Ni j (z) := |Γ (z) ∩ Ω i+1j+1|, Si j (z) := |Γ (z) ∩ Ω i−1j−1|,
Ei j (z) := |Γ (z) ∩ Ω i+1j−1|, Wi j (z) := |Γ (z) ∩ Ω i−1j+1|.
We make a few observations.
Lemma 3.3. Let Γ denote a bipartite distance-regular graph with vertex set X and
diameter D ≥ 3. Fix x, y ∈ X with ∂(x, y) = D. For 0 ≤ i , j ≤ D and for z ∈ Ω ij ,
Ni j (z)+ Si j (z)+ Ei j (z)+Wi j (z) = k,
Si j (z)+ Ei j (z) = c j ,
Si j (z)+Wi j (z) = ci .
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Proof. Routine using Definition 3.2. 
Corollary 3.4. Let Γ = (X, R) denote a bipartite distance-regular graph with diameter
D ≥ 3. Fix x, y ∈ X with ∂(x, y) = D. Then for 0 ≤ i , j ≤ D and for z ∈ Ω ij , thefollowing hold.
(i)
Ni j (z)+ Ei j (z) = bi ,
Ni j (z)+Wi j (z) = b j .
(ii)
Ei j (z) = bi −Ni j (z), Wi j (z) = b j −Ni j (z),
Si j (z) = ci − b j +Ni j (z).
(iii)
Ni j (z) ≤ bi , Ni j (z) ≤ b j ,
Ni j (z) ≥ b j − ci .
Proof. (i) Immediate from (3) and Lemma 3.3.
(ii) Immediate from Lemma 3.3 and (i).
(iii) Immediate from (ii) and nonnegativity of Si j , Ei j ,Wi j . 
4. The depth of Γ
Definition 4.1. Let Γ denote a bipartite distance-regular graph with diameter D ≥ 3. We
define the depth d of Γ by
2d := max{i + j − D | 0 ≤ i, j ≤ D, pDi j = 0}.
We observe d is an integer and 0 ≤ d ≤ D/2. (The expression n denotes the greatest
integer less than or equal to n.)
Lemma 4.2. Let Γ denote a bipartite distance-regular graph with vertex set X, diameter
D ≥ 3, and depth d. Fix x, y, z ∈ X with ∂(x, y) = D, and integers i , j (0 ≤ i, j ≤ D).
Then the following hold.
(i) Suppose z ∈ Ω iD. Then
Ni D(z) = 0, Si D(z) = ci , Ei D(z) = bi , Wi D(z) = 0.
(ii) Suppose z ∈ ΩDj . Then
NDj (z) = 0, SDj (z) = c j , EDj (z) = 0, WDj (z) = b j .
(iii) Suppose z ∈ Ω ij and i + j = D. Then
Ni j (z) = k − ci − c j , Si j (z) = 0, Ei j (z) = c j , Wi j (z) = ci .
(iv) Suppose z ∈ Ω ij and i + j = D + 2d. Then
Ni j (z) = 0, Si j (z) = k − bi − b j , Ei j (z) = bi , Wi j (z) = b j .
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Proof. Routine using Definition 3.2, Lemma 3.3, and Corollary 3.4(i). 
Lemma 4.3. Let Γ denote a bipartite distance-regular graph with diameter D ≥ 3 and
depth d. Fix integers i , j (0 ≤ i, j ≤ D − 1) and suppose i + j + 1 = D + 2d. Then
pDi, j+1bi = pDi+1, j b j .
Proof. Fix vertices x , y with ∂(x, y) = D and count edges in the subgraph induced on
Ω ij+1 ∪ Ω i+1j using Lemma 4.2(iv). 
Corollary 4.4. Let Γ denote a bipartite distance-regular graph with diameter D ≥ 3 and
depth d. Fix integers i , j (0 ≤ i, j ≤ D) and suppose i + j = D + 2d. Then pDi j = 0.
Moreover,
pDi j = pDD,2d
b j−1b j−2 · · · b2d
bibi+1 · · · bD−1 .
Proof. By the definition of d, there exist integers m, n(0 ≤ m, n ≤ D) such that
m + n = D + d and pDmn = 0. The result now follows by induction using Lemma 4.3. 
Corollary 4.5. Let Γ denote a bipartite distance-regular graph with diameter D ≥ 3 and
depth d. Then
bi + bD+2d−i ≤ k (2d ≤ i ≤ D).
Proof. Immediate from Lemma 4.2(iv) and the nonnegativity of the Si j . 
5. The Q-polynomial property and a result of Terwilliger
Let Γ denote a distance-regular graph with vertex set X and diameter D ≥ 3.
An ordering E0, E1, . . . , ED of the primitive idempotents is said to be Q-polynomial
whenever for all integers h, i , j (0 ≤ h, i, j ≤ D), the Krein parameters satisfy
qhi j = 0 if one of h, i, j is greater than the sum of the other two,
qhi j = 0 if one of h, i, j equals the sum of the other two.
We say Γ is Q-polynomial whenever there exists a Q-polynomial ordering of the primitive
idempotents. If E is any primitive idempotent, we say Γ is Q-polynomial with respect to
E whenever there exists a Q-polynomial ordering E0, E1, . . . , ED such that E = E1.
Assume Γ is Q-polynomial with respect to a primitive idempotent E . Let
θ∗0 , θ∗1 , . . . , θ∗D denote the complex scalars which satisfy
E = |X |−1
D∑
i=0
θ∗i Ai . (5)
We call θ∗i the i th dual eigenvalue for E . We call θ∗0 , θ∗1 , . . . , θ∗D the dual eigenvalue
sequence for E . We remark that θ∗0 , θ∗1 , . . . , θ∗D are real, since E = E . By [2, pp. 235,
237] the scalars θ∗0 , θ∗1 , . . . , θ∗D are mutually distinct.
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Lemma 5.1 ([7, Lemma 1.1]). Let Γ denote a distance-regular graph with vertex set X
and diameter D ≥ 3. Assume Γ is Q-polynomial with respect to the primitive idempotent
E, and let θ∗0 , θ∗1 , . . . , θ∗D denote the associated dual eigenvalue sequence. For any
x, y ∈ X,
〈Exˆ, E yˆ〉 = θ∗i |X |−1, (6)
where i = ∂(x, y).
The following characterization of the Q-polynomial property, due to Terwilliger, is
central to our work.
Lemma 5.2 ([7, Theorem 3.3]). Let Γ denote a distance-regular graph with vertex set X
and diameter D ≥ 3. Assume Γ is Q-polynomial with respect to the primitive idempotent
E, and let θ∗0 , θ∗1 , . . . , θ∗D denote the associated dual eigenvalue sequence. Then for 0 ≤ r ,
s ≤ D, for 1 ≤ t ≤ D, and for x, y ∈ X with ∂(x, y) = t ,
∑
w∈Γr (x)∩Γs(y)
Ewˆ −
∑
w∈Γs(x)∩Γr (y)
Ewˆ = ptrs
θ∗r − θ∗s
θ∗0 − θ∗t
(Exˆ − E yˆ). (7)
6. The distance distribution when Γ is Q-polynomial
Theorem 6.1. Let Γ denote a distance-regular graph with vertex set X and diameter
D ≥ 3. Assume Γ is Q-polynomial with respect to the primitive idempotent E, and
let θ∗0 , θ∗1 , . . . , θ∗D denote the associated dual eigenvalue sequence. Fix integers i, j (1 ≤
i, j ≤ D − 1) such that pDi j = 0. Fix x, y, z ∈ X with ∂(x, y) = D and z ∈ Ω ij . Then the
following hold.
Ni j (z) = bi
(θ∗0 − θ∗i )(θ∗D−1 − θ∗j−1)− (θ∗1 − θ∗i+1)(θ∗D − θ∗j )
(θ∗0 − θ∗i )(θ∗j+1 − θ∗j−1)
, (8)
Si j (z) = ci
(θ∗1 − θ∗i−1)(θ∗D − θ∗j )− (θ∗0 − θ∗i )(θ∗D−1 − θ∗j+1)
(θ∗0 − θ∗i )(θ∗j+1 − θ∗j−1)
, (9)
Ei j (z) = bi
(θ∗1 − θ∗i+1)(θ∗D − θ∗j )− (θ∗0 − θ∗i )(θ∗D−1 − θ∗j+1)
(θ∗0 − θ∗i )(θ∗j+1 − θ∗j−1)
, (10)
Wi j (z) = ci
(θ∗0 − θ∗i )(θ∗D−1 − θ∗j−1)− (θ∗1 − θ∗i−1)(θ∗D − θ∗j )
(θ∗0 − θ∗i )(θ∗j+1 − θ∗j−1)
. (11)
Proof. By (7), with (x, y, r, s, t) replaced by (z, x, 1, i + 1, i),
∑
w∈Γ (z)∩Γi+1(x)
Ewˆ −
∑
w∈Γi+1(z)∩Γ (x)
Ewˆ = bi
θ∗1 − θ∗i+1
θ∗0 − θ∗i
(Ezˆ − Exˆ). (12)
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Since z ∈ Ω ij , the set Γ (z)∪Γi+1(x) is the disjoint union of Γ (z)∩Ω i+1j+1 and Γ (z)∩Ω i+1j−1.
So line (12) becomes
∑
w∈Γ (z)∩Ω i+1j+1
Ewˆ +
∑
w∈Γ (z)∩Ω i+1j−1
Ewˆ −
∑
w∈Γi+1(z)∩Γ (x)
Ewˆ = bi
θ∗1 − θ∗i+1
θ∗0 − θ∗i
(Ezˆ − Exˆ).
(13)
By (6) we have 〈E yˆ, Exˆ〉 = |X |−1θ∗D. Similarly 〈E yˆ, Ezˆ〉 = |X |−1θ∗j and
〈E yˆ, Ewˆ〉 =


|X |−1θ∗j+1, if w ∈ Γ (z) ∩ Ω i+1j+1,
|X |−1θ∗j−1, if w ∈ Γ (z) ∩ Ω i+1j−1,
|X |−1θ∗D−1, if w ∈ Γi+1(z) ∩ Γ (x).
Taking the inner product of E yˆ with each term of (13) and multiplying through by |X |, we
find
Ni j (z)θ∗j+1 + Ei j (z)θ∗j−1 − biθ∗D−1 = bi
θ∗1 − θ∗i+1
θ∗0 − θ∗i
(θ∗j − θ∗D). (14)
Using Corollary 3.4(ii) we eliminate Ei j (z) in (14) and solve for Ni j (z) to obtain the
expression given in (8). If we similarly solve (14) for Ei j (z), we obtain the expression
given in (10). A similar argument produces the expressions in (9) and (11). 
Notice that in each of Eqs. (8)–(11), the expression on the right-hand side depends only on
i , j and not on the choice of vertices x , y, z. Thus we have the following.
Corollary 6.2. Let Γ denote a bipartite Q-polynomial distance-regular graph with vertex
set X and diameter D ≥ 3. Fix integers i , j (0 ≤ i, j ≤ D) such that pDi j = 0. Then there
exist nonnegative integers ni j , si j , ei j , wi j such that for any x, y, z ∈ X with ∂(x, y) = D
and z ∈ Ω ij ,
Ni j (z) = ni j , Si j (z) = si j , Ei j (z) = ei j , Wi j (z) = wi j .
Proof. Immediate from Lemma 4.2(i), (ii) and Theorem 6.1. 
Corollary 6.3. Let Γ = (X, R) denote a bipartite Q-polynomial distance-regular graph
with diameter D ≥ 3. Fix integers i , j (0 ≤ i, j ≤ D) such that pDi j = 0. Then
ni j = n j i , si j = s j i , ei j = w j i .
Proof. Simply interchange the roles of x , y in Corollary 6.2. 
In Section 8, we will determine for which pairs i , j the intersection number pDi j is nonzero.
7. The parameters q and s∗
In this section, we recall some formulae for the intersection numbers. We begin with the
following theorem.
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Theorem 7.1 ([5]). Let Γ denote a bipartite distance-regular graph with vertex set X,
diameter D ≥ 4, and valency k ≥ 3. Assume Γ is Q-polynomial with respect to the
primitive idempotent E, and let θ∗0 , θ
∗
1 , . . . , θ
∗
D denote the associated dual eigenvalue
sequence. Further assume that Γ is neither the D-cube H (D, 2) nor the bipartite folded
cube H˜(2D, 2). Then there exist scalars q, s∗ ∈ C such that (i), (ii) hold.
(i)
q = 0, qi = 1 (1 ≤ i ≤ D), qi = −1 (0 ≤ i ≤ D − 1),
s∗qi = 1 (2 ≤ i ≤ 2D + 1).
(ii)
θ∗i = θ∗0 + h∗(1 − qi )(1 − s∗qi+1)q−i (0 ≤ i ≤ D),
c0 = 0,
ci = h(q
i − 1)(1 − s∗q D+i+1)
1 − s∗q2i+1 (1 ≤ i ≤ D − 1),
cD = h(q D − 1),
b0 = h(q D − 1),
bi = h(q
D − qi)(1 − s∗qi+1)
1 − s∗q2i+1 (1 ≤ i ≤ D − 1),
bD = 0,
where
θ∗0 =
h∗(q D − 1)(1 − s∗q2)
q D + q , h =
1 − s∗q3
(q − 1)(1 − s∗q D+2) ,
h∗ = (q
D + q2)(q D + q)
q(q2 − 1)(1 − s∗q2D) .
Proof. Aside from the restriction s∗q2D+1 = 1, these formulae are all derived in [5,
Lemmas 13.3, 15.2–15.4]. By [4], if s∗q2D+1 = 1 then D = 3, contrary to our assump-
tions. 
Corollary 7.2. With the notation and assumptions of Theorem 7.1, fix integers i , j (1 ≤ i ,
j ≤ D − 1) such that pDi j = 0. Then
ni j = h(q
D − qi )(q D − q j )(1 − s∗2q D+i+ j+2)
q D(1 − s∗q2i+1)(1 − s∗q2 j+1) , (15)
si j = h(q
i+ j − q D)(1 − s∗q D+i+1)(1 − s∗q D+ j+1)
q D(1 − s∗q2i+1)(1 − s∗q2 j+1) , (16)
ei j = h(q
D − qi )(1 − s∗q D+ j+1)(1 − s∗q D+i− j+1)
q D− j(1 − s∗q2i+1)(1 − s∗q2 j+1) , (17)
wi j = h(q
D − q j )(1 − s∗q D+i+1)(1 − s∗q D+ j−i+1)
q D−i(1 − s∗q2i+1)(1 − s∗q2 j+1) . (18)
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Proof. Evaluate (8)–(11) using Theorem 7.1. 
8. Comments on the distance distribution
Lemma 8.1. With the notation and assumptions of Theorem 7.1, let d denote the depth of
Γ . For 0 ≤ d < D/2 the following are equivalent.
(i) d = d.
(ii) s∗ = −q−D−d−1.
Proof. (i) ⇒ (ii). Set i = D − 1 and j = 2d + 1. Observe that i + j = D + 2d and 1 ≤ i ,
j ≤ D − 1. We have ni j = 0 by Lemma 4.2(iv). Notice pDi j = 0 by Corollary 4.4 so ni j
is given by the expression in (15). So apparently the expression in (15) is zero. Examining
the factors in the numerator of (15) in light of Theorem 7.1(i) we find s∗ = −q−D−d−1.
(ii) ⇒ (i). We have a preliminary remark. Since Γ is connected, for 0 ≤ r < d there exist
integers i , j (0 ≤ i, j ≤ D) such that i + j = D + 2r , pDi j = 0, and ni j = 0. Suppose
d > d . By our remark (with r = d), there exist integers i , j (0 ≤ i, j ≤ D) such that
i + j = D + 2d , pDi j = 0, and ni j = 0. We wish to apply (15). To do this we verify 1 ≤ i ,
j ≤ D − 1. Observe i , j ≤ D − 1; otherwise ni j = 0 by Lemma 4.2(i), (ii). By this, and
since i + j ≥ D, we find 1 ≤ i , j . We now have 1 ≤ i , j ≤ D − 1 so (15) applies. By (15)
we find ni j = 0 for a contradiction. Suppose d < d . Set i = D−1 and j = 2d+1. Observe
1 ≤ i , j ≤ D − 1 and i + j = D + 2d. We have pDi j = 0 by Corollary 4.4 so Corollary 7.2
applies. By (15) and Theorem 7.1(i) we find ni j = 0, contradicting Lemma 4.2(iv). We
conclude d = d . 
Lemma 8.2. Let Γ denote a bipartite Q-polynomial distance-regular graph with diameter
D ≥ 3 and depth d. Fix integers i , j (0 ≤ i, j ≤ D) such that pDi j = 0. Then the following
(i)–(iv) hold.
(i) ni j = 0 provided i , j < D and i + j < D + 2d.
(ii) si j = 0 provided D < i + j .
(iii) ei j = 0 provided i < D.
(iv) wi j = 0 provided j < D.
Proof. The result is trivial if D = 3 or k = 2 or Γ is one of H (D, 2), H˜(2D, 2).
Otherwise, the result is immediate from Lemma 4.2 and (15)–(18), together with the
restrictions on q , s∗ found in Theorem 7.1(i). 
Lemma 8.3. Let Γ denote a bipartite Q-polynomial distance-regular graph with diameter
D ≥ 3 and depth d. Fix integers i , j (0 ≤ i, j ≤ D) such that i + j + D is even and such
that D ≤ i + j ≤ D + 2d. Then pDi j = 0.
Proof. First assume i + j = D. Then pDi j = 0 by the comment after (4). Next assume
i + j > D. Observe i + j = D+1 since i + j + D is even so i + j ≥ D+2. By induction
on i + j we may assume pDi−1 j−1 = 0. Now Ω i−1j−1 is nonempty, so it contains a vertex z.
Observe ni−1 j−1 = 0 by Lemma 8.2(i), so z is adjacent to at least one vertex in Ω ij . Now
Ω ij is nonempty and so p
D
i j = 0. 
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9. The graph Γ 2D is distance-regular when Γ is Q-polynomial
Definition 9.1. Let Γ denote a bipartite distance-regular graph with vertex set X and
diameter D ≥ 3. Fix x ∈ X and abbreviate ΓD = ΓD(x). Let Γ 2D = Γ 2D(x) denote
the graph with vertex set ΓD and edge set {yz ∈ ΓD × ΓD | ∂Γ (y, z) = 2}.
Theorem 9.2. Let Γ denote a bipartite Q-polynomial distance-regular graph with vertex
set X, diameter D ≥ 3, and depth d. Fix x ∈ X. Then the following (i)–(iv) hold.
(i) Γ 2D is connected.
(ii) For y, z in ΓD,
∂Γ (y, z) = 2∂Γ 2D(y, z).
(iii) The diameter of Γ 2D is d.
(iv) Γ 2D is distance-regular with the following intersection numbers:
c
(D)
i =
c2i · eD−1,2i−1
c2
(1 ≤ i ≤ d),
b(D)i =
b2i · nD−1,2i−1
c2
(0 ≤ i ≤ d − 1).
Proof. (i) Fix y in ΓD . For any z ∈ ΓD , there exists a path in Γ 2D from z to y
by Lemma 8.2(ii), (iii) and Lemma 8.3. It follows that z and y are in the same
component of Γ 2D . Apparently Γ
2
D is connected.
(ii) By the triangle inequality ∂Γ (y, z) ≤ 2∂Γ 2D(y, z). To establish equality, observe that
z ∈ ΩDj (x, y), where j = ∂Γ (y, z). Note that j is even since Γ is bipartite. Now by
Lemma 8.2(ii), (iii) and Lemma 8.3, there exists a path in Γ 2D from z to y which has
length j/2. It follows ∂Γ (y, z) = 2∂Γ 2D (y, z).(iii) Immediate from (ii).
(iv) By a routine counting argument, for 1 ≤ i ≤ d and for z ∈ ΩD2i ,
|Γ2(z) ∩ ΩD2i−2| =
c2i · eD−1,2i−1
c2
.
Similarly, for 0 ≤ i ≤ d − 1 and for z ∈ ΩD2i ,
|Γ2(z) ∩ ΩD2i+2| =
b2i · nD−1,2i+1
c2
.
The result follows. 
Example 9.3. Let Γ denote a bipartite distance-regular graph with diameter D ≥ 3. Fix
any vertex x . If Γ is the bipartite dual polar graph DD(q), where q is any prime power,
then Γ 2D is the graph AltD(q) of alternating forms on F
D
q [2, p. 287]. If Γ is the Hemmeter
graph HemD(q), where q is any odd prime power, then Γ 2D is the graph QuadD−1(q) of
quadratic forms on FD−1q . (For D even, see [2, p. 287]. A similar argument holds when
D is odd [3].) If Γ is the folded cube H˜ (2D, 2), then Γ 2D is the folded Johnson graph
J˜ (4D, 2D), [6, Section 4]. If Γ has diameter D = 3, then Γ 2D is a clique. And if Γ is
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any antipodal 2-cover (for example, the D-cube H (D, 2) or the 2D-cycle), then Γ 2D is an
isolated vertex.
We now give the parameters of Γ 2D in terms of q and s∗.
Corollary 9.4. With the notation and assumptions of Theorem 7.1, let d denote the depth
of Γ . Fix x ∈ X. Then the intersection numbers for Γ 2D are as follows:
c
(D)
0 = 0,
c
(D)
i = h′
(q2i − 1)(1 − s∗q D+2i)(1 − s∗q D+2i+1)(1 − s∗q2D−2i+1)q2i
(1 − s∗q4i−1)(1 − s∗q4i+1)
(1 ≤ i ≤ d − 1),
c
(D)
d = h′
(q2d− 1)(1 − s∗q D+2d)(1 − s∗q D+2d+1)(1 − s∗q2D−2d+1)q2d
(1 − s∗q4d−1)(1 − s∗q4d+1) ,
b(D)0 = h′
(q D − 1)(q D − q)(1 − s∗2q2D+2)q
1 − s∗q3 ,
b(D)i = h′
(q D − q2i)(q D − q2i+1)(1 − s∗2q2D+2i+2)(1 − s∗q2i+1)q
(1 − s∗q4i+3)(1 − s∗q4i+1)
(1 ≤ i ≤ d − 1),
b(D)d = 0,
where
h′ := h(1 − s
∗q5)
q2(q + 1)(1 − s∗q D+3)(1 − s∗q2D−1) .
Moreover, s∗ = −q D−d−1 if d < D/2.
Proof. Evaluate the expressions in Theorem 9.2(iv) using Theorem 7.1 and Corollary 7.2.

Lemma 9.5. With the notation and assumptions of Theorem 7.1, let d denote the depth
of Γ . Fix x ∈ X. Then the graph Γ 2D is Q-polynomial. Indeed, using the terminology of
[1, p. 260], the graph Γ 2D admits a Q-polynomial structure of type I, with diameter d and
parameters given as follows:
q(D) = q2, s(D) = s∗q−2, s∗(D) = s∗q−1,
r
(D)
1 = q−D−1, r (D)2 = q−D−2, r (D)3 = s∗2q2D.
Proof. Compare the expressions in Corollary 9.4 with the type I expressions given in
[1, p. 264], noting the inequalities in Theorem 7.1(i). 
Theorem 9.6. Let Γ denote a bipartite Q-polynomial distance-regular graph with vertex
set X and diameter D ≥ 3. Fix x ∈ X. Then Γ 2D is Q-polynomial.
Proof. First suppose D = 3 or k = 2 or Γ is one of H (D, 2), H˜(2D, 2). Then the result
follows from Example 9.3. Otherwise Γ satisfies the assumptions of Theorem 7.1, so the
result holds by Lemma 9.5. 
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