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EQUIVARIANT PRIMARY DECOMPOSITION AND TORIC SHEAVES
M. PERLING AND G. TRAUTMANN
Abstract. We study global primary decompositions in the category of sheaves on a
scheme which are equivariant under the action of an algebraic group. We show that
equivariant primary decompositions exist if the group is connected. As main application
we consider the case of varieties which are quotients of a quasi-affine variety by the
action of a diagonalizable group and thus admit a homogeneous coordinate ring, such as
toric varieties. Comparing these decompositions with primary decompositions of graded
modules over the homogeneous coordinate ring, we show that these are equivalent if the
action of the diagonalizable group is free. We give some specific examples for the case of
toric varieties.
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2 PERLING AND TRAUTMANN
Introduction
Global primary decompositions of coherent sheaves can be found in [17, §3] in the case of
schemes, and in the analytic case their existence was proved by Y. T. Siu in [28], see also
[8]. In this paper we study global primary decomposition of equivariant coherent sheaves
on algebraic varieties and schemes with a group action, and in particular of coherent toric
sheaves on toric varieties. Equivariant primary decomposition is equivalent to primary
decomposition of coherent sheaves on the quotient stack [X/G] of a scheme X by an
algebraic group G. From a more geometric point of view it is natural to ask whether
an equivariant primary decomposition gives rise to a primary decomposition of sheaves
on a good quotient X//G. This is not true in general and we will study this fact to
some extend for the case of sheaves on varieties which admit homogeneous coordinates,
in particular on toric varieties.
Following [2], we say that a variety X admits homogeneous coordinates if there exists
an affine variety Z together with an action of a diagonalizable algebraic group H and an
open subset W such that X is a good quotient of W by H . Then the coordinate ring
S of Z acquires a grading by the character group of H and S serves as a homogeneous
coordinate ring for X with respect to this grading. This setting comes with a natural
sheafification functor F 7→ F˜ , which maps a graded S-modules to a quasi-coherent sheaf
on X . This generalizes the usual homogeneous coordinate rings for projective spaces and
toric varities.
Naively, for primary decomposition of sheaves on X it would seem to be sufficient to look
at primary decompositions of graded S-modules. However, a priori it is not clear (and
actually not true, see examples 7.14 and 7.15) that a graded primary decomposition of
some S-module F yields a proper primary decomposition of sheaves of F˜ . We show in
Theorem 6.9 that this at least holds if X is a geometric quotient of W by H .
In section 1 we review some general facts on equivariant quasi-coherent sheaves, together
with some clarifying remarks. Most of this material should be well-known. In section 2
we transport material from [29] on gap sheaves and local cohomology to the equivariant
setting. In section 3 we give an essentially complete account on the theory of equivariant
primary decomposition on general locally noetherian schemes over a base field of charac-
teristic zero; this is exemplified in section 4 for some examples of torus-equivariant sheaves
on P2. In section 5 we consider varieties which admit homogeneous coordinates and study
to some extend the descent of G-equivariant sheaves on Z. Here, G is an algebraic group
which contains H as a normal subgroup. We obtain our main results in section 6, where
we compare graded G-equivariant primary decomposition over S with G/H-equivariant
primary decomposition over X . Finally, in section 7, as an explicit application, we will
construct equivariant primary decompositions for sheaves of Zariski differentials over toric
varieties.
Acknowledgements. We want to thank the referee for some interesting remarks which
enabled us to generalize our results to a much wider context.
1. Supplements on equivariant sheaves
All schemes in this paper are supposed to be locally of finite type over some fixed alge-
braically closed field k of characteristic 0. Let G be a linear algebraic group over k and
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let
G×X
σ
−→ X
be an action on the scheme X . A coherent OX–module E is called G–linearized or G–
equivariant, if there is an isomorphism
σ∗E
Φ
−→ p∗2E
such that the following cocycle condition is satisfied.
Letting µ denote the multiplication morphism of G and p2, resp. p23, the projections
G×X → X , resp. G×G×X → G×X , then the diagram (modulo canonical isomorphisms)(
σ ◦ (µ× 1)
)∗
E
≈
//
(µ×1)∗Φ

(
σ ◦ (1× σ)
)∗
E
(1×σ)∗Φ
//
(
p2 ◦ (1× σ)
)∗
E
≈
(
p2 ◦ (µ× 1)
)∗
E
≈
// (p2 ◦ p23)∗E (σ ◦ p23)∗E
p∗23Φ
oo
is supposed to be a commutative diagram of isomorphisms. Here we follow the notation of
[20]. An isomorphism of this type will be called a (G–)linearization or a (G–)equivariance.
More precisely, an equivariant sheaf is a pair (E ,Φ) of a sheaf E and an (G–)equivariant
structure Φ on E . By abuse of notation we will simply call E an (G–)equivariant sheaf,
when there is no doubt about Φ.
When g ∈ G(k) is a closed point, we are given an isomorphism X
g
−→ X and the immersion
X
ig
→֒ G×X defined by x 7→ (g, x). The restriction of an equivariance Φ of E to X induces
an isomorphism Φg via
i∗gσ
∗E
i∗gΦ
//
≈

i∗gp
∗
2E
≈

g∗E
Φg
// E .
The family of these isomorphisms then satisfies the following cocycle condition, i.e. the
commutativity of the diagram
g∗2g
∗
1E
≈

g∗2Φg1
// g∗2E
≈ Φg2

(g1g2)
∗E
Φg1g2
// E
(A)
for any two elements g1, g2 ∈ G(k). To see this, one can restrict the diagram on G×G×X
to a fibre
{
(g1, g2)
}
×X to obtain a diagram (A). Conversely, this conditon implies the
original condition on Φ, by considering the homomorphisms
α = (p∗23Φ) ◦ (1× σ)
∗Φ and β = (µ× 1)∗Φ ,(
σ ◦ (1× σ)
)∗
E (p2 ◦ p23)
∗E .
α
−→
−→
β
Then commutativity of the diagrams (A) implies that their restrictions to each fibre{
(g1, g2)
}
×X coincide. Then α = β follows from Lemma 1.4 below.
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1.1. Remark: An equivariance Φ is uniquely determined by the cocycle (Φg). One
should note however that a given system (ϕg) of isomorphisms g
∗E → E with (A), called
cocycle, need not be derived from an isomorphism Φ. To see that, let first (Φg) be
derived, and let G
χ
−→ k∗ be a group homomorphism which is not a character. Such
homomorphisms exist for algebraically closed fields. Then the family (χ(g)Φg) is again a
cocycle. If that should be derived from an equivariance Ψ with Ψg = χ(g)Φg for any g,
then by uniqueness Ψ = χΦ. Then χ would be a homothetic isomorphism of σ∗E or p∗2E ,
and then a character. On the other hand, when a cocycle (ϕg) is given, one could ask for
a group homomorphism G
χ
−→ k∗ such that (χ(g)ϕg) is derived from an equivariance.
In [19] A. Klyachko showed that on a complete toric variety a vector bundle is already
equivariant if only t∗E ≃ E for any torus transformation t. The following proposition
shows an analogous statement, namely that under the same conditions an equivariance
exists in case of invariant subsheaves or quotient sheaves of an equivariant sheaf.
Any action σ defines an isomorphism G × X
σ˜
−→ G × X as the morphism (p1, σ) with
underlying map (g, x)→ (g, gx) for closed points, such that σ = p2 ◦ σ˜. It follows that σ
is a flat morphism, as is p2, see [30, 1.4]. Therefore, for any submodule F ⊂ E , there are
the pulled back submodules σ∗F ⊂ σ∗E and p∗2F ⊂ p
∗
2E .
1.2. Proposition: Let E be a G–equivariant coherent sheaf on X under the action G×
X → X with isomorphism Φ, and let F ⊂ E be a coherent submodule. Suppose that for
any g ∈ G(k) the isomorphism Φg induces an isomorphism g∗F → F of the subsheaves.
Then Φ induces an isomorphism Ψ for F , by which F becomes an equivariant (sub)sheaf
as indicated by the diagram
σ∗E
Φ
−→
≈
p∗2E
∪ ∪
σ∗F
Ψ
−→
≈
p∗2F .
The analogous statement is true for coherent quotients of E .
Proof. Consider the diagram
0 // σ∗F
α
))SS
SSS
SSS
SSS
SSS
SSS
// σ∗E //
Φ

σ∗(E/F) // 0
0 // p∗2F // p
∗
2E // p
∗
2(E/F) // 0
and let α denote the composition. We are going to show that α = 0. Then Φ induces a
homomorphism Ψ as in the statement, which must be an isomorphism. By assumption,
for any g ∈ G(k) the restricted diagram becomes
0 // g∗F
≈




// g∗E
≈ Φg

// g∗(E/F) // 0
0 // F // E // E/F // 0
with induced isomorphism for F . It follows that the restriction αg = 0 for any g. By
the following Lemma 1.4 and the fact that in characteristic zero G always is reduced,
α = 0. The induced homomorphism σ∗F
Ψ
−→ p∗2E is automatically injective. If C denotes
its cokernel, then our assumption implies also that Cg = i
∗
gC = 0 for any g, hence C = 0.
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Finally, the cocycle condition for E implies that for F , because all the involved pull backs
are submodules of the corresponding pull backs of E . 
1.3. Corollary: Let G × X
σ
−→ X be an action as above, and let Y ⊂ X be a sub-
scheme, which is invariant under each g ∈ G(k), i.e. the isomorphism g of X induces an
isomorphism of Y . Then OY is equivariant or σ induces an action G× Y → Y on Y .
Proof. It is canonical to verify that G × Y
σ
−→ X factorizes through Y if and only if
OY is a G–equivariant quotient of OX . The assumption implies that σ∗OX
Φ
−→ p∗2OX
induces isomorphisms g∗OY → OY for all g ∈ G(k). By Proposition 1.2, Φ induces an
isomorphism σ∗OY
Ψ
−→ p∗2OY , by which OY is G–equivariant. 
1.4. Lemma: Let S be a reduced scheme, M a coherent module on S×X, N a coherent
module on X and let M
α
−→ p∗2N be a homomorphism. If the composition
αs :M
α
−→ p∗2N −→ i
∗
sp
∗
2N
∼= N
of α with the restriction map to each fibre {s} ×X, s ∈ S(k), is zero, then α = 0.
Proof. It is sufficient to consider an affine neighbourhood of an arbitrary closed point of
S ×X . Therefore, we may assume that both S and X are affine. It is then sufficient to
prove that Γ(α) = 0. We are now given the diagrams
Γ(S ×X, M)
Γ(α)
//
Γ(αs) ((RR
RRR
RRR
RRR
RR
Γ(S ×X, p∗2N )

≈
// Γ(S,OS)⊗k Γ(X,N )

Γ(Xs, i
∗
sp
∗
2N )
≈
// k(s)⊗k Γ(X,N )
≈
// Γ(X,N )
Let f ∈ ImΓ(α). We can write
f =
n∑
ν=1
aν ⊗ fν
with aν ∈ Γ(S,OS) and fν ∈ Γ(X,N ), and we may assume that a1, . . . , an are linearly
independent over k. By assumption, the evaluation at any s ∈ S(k) yields∑
ν
aν(s)fν = 0 .
Because of the linear independence, we can find points s1, . . . , sn ∈ S(k), such that the
matrix
(
aν(sµ)
)
is invertible. It follows that f1 = · · · = fn = 0. 
1.5. Equivariant homomorphisms
Let (E ,Φ) and (F ,Ψ) be G–equivariant coherent sheaves on X with respect to an action
G×X
σ
−→ X . A homomorphism E
a
−→ F is called G–invariant if it is compatible with the
isomorphisms Φ and Ψ, i.e. if the diagram
σ∗E
σ∗a
//
Φ≈

σ∗F
Ψ≈

p∗2E
p∗2a
// p∗2F
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is commutative. As in the case of subsheaves, it is sufficient that a is compatible with Φg
and Ψg for any g ∈ G(k), i.e. if the diagrams
g∗E
g∗a
//
Φg≈

g∗F
Ψg≈

E
a
// F
are commutative for any g ∈ G(k). In order to prove this, let A be the image of a. Then
we have the commutative diagrams
g∗E
g∗a
// //
Φg≈

g∗A // //
αg≈




g∗F
Ψg

E // // A // // F
and induced isomorphisms αg. Then Proposition 1.2 yields the claim.
1.6. Remark: The category CohG(X) of G–equivariant coherent sheaves with G–
invariant homomorphisms is an abelian category, see also [30, 1.2, 1.4].
1.7. Dual actions: Let G be a linear algebraic group over k and let G×X
σ
−→ X be an
action on an affine variety over k. Denoting by S = k[X ] the coordinate ring, σ and the
multiplication map µ of G induce dual actions
S
σ∗
−→ k[G]⊗
k
S and k[G]
µ∗
−→ k[G]⊗
k
k[G] .
A dual action on an S–module M is a k-linear map
M
ϑ
−→ k[G]⊗
k
M
such that (µ∗⊗1)◦ϑ = (1⊗ϑ)◦ϑ and (ε⊗1)◦ϑ = idM where k[G]
ε
−→ k is the evaluation
at e ∈ G and such that
ϑ(sm) = σ∗(s)ϑ(m)
for all s ∈ S and m ∈ M , see [20]. If εg denotes the evaluation map at g ∈ G(k), then a
dual action induces homomorphisms
M
ϑg
−→M and S
σ∗g
−→ S
with ϑg = (εg ⊗ 1) ◦ ϑ and σ∗g = (εg ⊗ 1) ◦ σ
∗, satisfying the rule
ϑg(sm) = σ
∗
g(s)ϑg(m) .
The compatibility of µ∗ and ϑ implies that
ϑg1g2 = ϑg2 ◦ ϑg1 and σ
∗
g1g2 = σ
∗
g2 ◦ σ
∗
g1
for any two elements of G(k). In particular, ϑ defines an action of G on M , and each ϑg
is an isomorphism. Let now
(k[G]⊗
k
S)⊗σS M
ϕ
−→ k[G]⊗k M
be defined by ϕ(a⊗ s⊗m) = (a⊗ s) . ϑ(m) where ⊗σS indicates that the tensorproduct
is taken with respect to σ∗, and where the right hand side is the scalar multiplication of
the k[G]⊗
k
S – module k[G]⊗k M
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Then ϕ is k[G]⊗k S–linear and defines a sheaf homomorphism
σ∗M˜
ϕ˜
−→ p∗2M˜
of the pull backs of the associated sheaf M˜ .
In order to see that ϕ˜ is a G–linearization we can as well define S–homomorphisms
S ⊗
σg
S M
ϕg
−→M by ϕg(s⊗m) = sϑg(m) for g ∈ G(k).
Note here that ϕg(1 ⊗ sm) = ϑg(sm) = σ∗g(s)ϑg(m) = ϑg(σ
∗
g(s) ⊗ m) and that ϕg is
an S–isomorphism. The maps ϕg are obtained from ϕ by evaluation at g and thus the
induced sheaf homomorphisms
g∗M˜
ϕ˜g
−→ M˜
are restrictions of ϕ˜ to {g} ×X . It follows that ϕ˜ is an isomorphism. Moreover, the rule
ϑg1g2 = ϑg2 ◦ ϑg1 implies that the cocycle condition holds for ϕ˜. Thus, a dual action ϑ on
M gives rise to a G–linearization Φϑ := ϕ˜ on M˜ . Since conversely any G–linearization Φ
on M˜ defines a dual action on M as composition
Γ(X, M˜)→ Γ(G×X, σ∗M˜)
Γ(Φ)
−−→ Γ(G×X, p∗2M˜)
∼= k[G]⊗ Γ(X, M˜)
and since this is inverse to ϑ 7→ Φϑ, we have the
1.8. Proposition: The map ϑ→ Φϑ defines a 1−1 correspondence between dual actions
of the S–module M and the G–linearizations of M˜ .
1.9. The case of a diagonalizable group: Let G × X
σ
−→ X and M be as in the
previous section and assume that G is diagonalizable with the character group X(G)
being a basis of the k–algebra k[G]. Given a dual action M
ϑ
−→ k[G]⊗M of the S–module
M , we obtain an X(G)–grading of M by the subgroups
Mχ = {m ∈M | ϑ(m) = χ⊗m}
= {m ∈M | ϑg(m) = χ(g)m for all g ∈ G}
for any character χ, and such that Sχ1Mχ2 ⊂ Mχ1+χ2 , where also S is X(G)-graded
via σ∗. Conversely, given an X(G)–grading of M , one can define a dual action ϑ via
ϑ(mχ) := χ⊗mχ for χ–homogeneous elements. We obtain the
1.10. Corollary: Let G be a diagonalizable group with an action G × X
σ
−→ X on an
affine variety, and let M be a k[X ]–module. There is a 1 : 1 correspondence between
X(G)–gradings of M and G–linearizations of the associated sheaf M˜ on X.
1.11. Equivariance of divisors and divisorial sheaves:
To any Weil–divisor D =
∑
nY Y on a normal variety X one can associate a reflexive
sheaf OX(D) of rank 1 as the sheaf i∗OXreg(D|Xreg) where i denotes the inclusion of Xreg
in X . Alternatively, for any open U we have
OX(D)(U) = {f ∈ k(X)| ordY (f) + nY ≥ 0 for any component Y of D with Y ∩U 6= ∅}.
The map D 7→ OX(D) induces a one-to-one correspondence between the divisor class
group Cl(X) and the set of isomorphism classes of reflexive rank–1 sheaves on X , see e.g.
[27], and it reduces to the usual correspondence for the Picard group if X is smooth.
If Y
ϕ
−→ X is a flat morphism of fixed relative dimension, then ϕ∗OX(D) and OY (ϕ∗D)
are canonically isomorphic.
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Let now G×X
σ
−→ X be an action of a linear algebraic group on a normal variety over k.
A Weil–divisor D on X is then called invariant if all of its components are invariant. If
so,
σ∗D =
∑
nY (G× Y ) = p
∗
2D,
and then OX(D) is equipped with a canonical equivariance Φ defined by the diagram
σ∗OX(D)
Φ
//
≈

p∗2OX(D)
≈

OG×X(σ∗D) OG×X(p∗2D) ,
where the vertical arrows are the canonical isomorphisms. If D is in addition effective,
then the canonical section OX → OX(D) is G–invariant with respect to Φ.
1.12. Equivariance of composed sheaves
Let Y
f
−→ X be a morphism of schemes/k and let F and G be coherent OX–modules.
There are canonical homomorphisms
f ∗F ⊗OY f
∗G −→
≈
f ∗(F ⊗OX G)
and
f ∗HomOX (F ,G) −→ HomOY (f
∗F , f ∗G) .
The first is always an isomorphism, the latter is an isomorphism if f is flat, see [15, Ch.
0, 4.3, 4.4].
For flat f there are also canonical isomorphisms
f ∗ExtiOX (F ,G) −→ Ext
i
OY
(f ∗F , f ∗G) ,
see [16, Ch. 0, 12.3.4].
1.13. Lemma: Let F and G be G–equivariant coherent sheaves on X with respect to an
action G×X
σ
−→ X. Then the sheaves F ⊗OX G and Ext
i
OX
(F ,G) are also G–equivariant.
Proof. Let σ∗F
Φ
−→ p∗2F and σ
∗G
Ψ
−→ p∗2G be the isomorphisms of equivariance for F and
G. We obtain the canonically commutative diagrams
σ∗F ⊗ σ∗G
Φ⊗Ψ≈

≈
// σ∗(F ⊗ G)
≈




p∗2F ⊗ p
∗
2G ≈
// p∗2(F ⊗ G)
and
σ∗Exti(F ,G)
≈



 ≈
// Exti(σ∗F , σ∗G)
≈ εi(Φ,Ψ)

p∗2Ext
i(F ,G)
≈
// Exti(p∗2F , p
∗
2G) ,
where εi(Φ,Ψ) is induced by Φ and Ψ, and where the horizontal homomorphisms are
isomorphisms due to flatness of σ and p2. To complete the proof, the cocycle condition
has to be verified for the sheaves F ⊗ G and Exti(F ,G). It follows by writing down the
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canonical isomorphisms arising by pulling back via the flat morphisms σ, µ, p2, p23 and
their compositions. 
1.14. Invariance of supports
The annihilator ideal sheaf A of any coherent OX–module F is the kernel of the homo-
morphism
OX −→ HomOX (F ,F)
defined by a 7→ (s 7→ as). If Y
f
−→ X is a flat morphism, we obtain the exact diagram
0 // f ∗A //
≈




f ∗OX
≈

// f ∗Hom(F ,F)
≈

0 // A(f ∗F) // OY // Hom(f
∗F , f ∗F)
with induced isomorphism f ∗A
≈
−→ A(f ∗F).
Applying this to σ and p2 of an action G×X
σ
−→ X and an equivariant sheaf F , we obtain
the commutative diagram of isomorphisms
σ∗A ∼= A(σ∗F) ∼= A(p∗2F)
∼= p∗2A
∩ ∩
σ∗OX ∼= OG×X ∼= p
∗
2OX .
It is, again, straightforward to verify that the induced isomorphism σ∗A ∼= p∗2A satisfies
the cocycle condition. Consequently, the subscheme Supp(F) = Supp(OX/A) is G–
invariant. In particular, σ induces an action on Supp(F).
1.15. Deficiencies of depth
Let F be a coherent OX–module on a scheme X , in our situation locally of finite type
over k. It is well–known that the sets
Sm(F) = {x ∈ X | prof Fx ≤ m}
are closed. This follows by locally embedding X into an affine scheme An and considering
a finite free resolution of F in An. Alternatively,
Sm(F) = ∪
i≥n−m
Supp
(
ExtiOX (F ,OX)
)
if X is nonsingular of pure dimension n. This can be used to define a structure sheaf for
Sm(F). In general, we consider Sm(F) simply as a reduced subscheme. By definition
S0(F) ⊂ S1(F) ⊂ . . . ⊂ Sm(F) ⊂ . . . .
It is well–known that dimSm(F) ≤ m for any m, as in the analytic case, see [29].
1.16. Lemma: Let G × X
σ
−→ X be an action of the linear algebraic group G on X
and let F be a G–equivariant coherent OX–module. Then every deficiency set Sm(F) is
G–invariant.
Proof. By Corollary 1.3, we only have to show that Sm(F) is invariant under each iso-
morphism X
g
−→ X , g ∈ G(k). Because g∗F ∼= F for any g, we have, indeed,
g−1Sm(F) = Sm(g
∗F) = Sm(F) .

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2. Sheaves of local cohomology
Let A ⊂ X be a reduced subscheme and let F be coherent on X . We denote by H0AF ⊂ F
the subsheaf of all germs, which are annihilated by some power of the ideal sheaf IA of
A. Then
H0AF = lim−→
n
Hom(O/InA,F)
and H0AF is coherent. It is then straightforward to prove that this equality extends to
the derived functors,
HiAF
∼= lim−→
n
Exti(O/InA,F) ,
see [14, E´xpose`].
In general, the sheaves HiAF are only quasi–coherent, but not coherent. The following
criterion on their vanishing and coherence can be found in [14] and, for the analytic case,
in [29].
2.1. Criterion: Let F be a coherent OX–module, A ⊂ X a closed subset and q ≥ 0 an
integer. Then
(1) HiAF = 0 for 0 ≤ i ≤ q if and only if dimA ∩ Sm+q+1(F) ≤ m for all m.
(2) HiAF is coherent for 0 ≤ i ≤ q if and only if dimA ∩ Sm+q+1(F|X r A) ≤ m for
all m.
2.2. Lemma: Let G × X
σ
−→ X be an action as above, let A ⊂ X be a closed invariant
subset and let F be a G–equivariant OX–module. Then the sheaves HiAF are all G–
equivariant.
Proof. The ideal sheaf IA of A is equivariant by the assumption on A. The exact sequences
O // In+1A
// InA // I
n
A/I
n+1
A
// 0
InA ⊗OX/IA
may be used to prove that, also, all the powers InA are G–equivariant by induction, see
Lemma 1.13. By the same lemma, also, the sheaves ExtiOX (OX/I
n
A,F) are G–equivariant.
Finally, we have the commutative diagrams
σ∗Exti(OX/InA,F)
//
Φn≈

σ∗Exti(OX/I
n+1
A ,F)
≈ Φn+1

p∗2Ext
i(OX/InA,F)
// p∗2Ext
i(OX/I
n+1
A ,F)
where the isomorphisms Φn are induced by the corresponding compatible isomorphisms
for the sheaves OX/InA. By this, we obtain an induced isomorphism
σ∗HiAF −→
≈
p∗2H
i
AF
on the inductive limits. A canonical, but elaborate, diagram yields the cocycle condition
for these isomorphisms. 
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2.3. Subsheaves of bounded torsion
For any coherent module F onX and any dimension d, we define the subsheaves H0dF ⊂ F
as
H0dF = lim−→H
0
AF ,
the limit to be taken over all closed subsets A ⊂ X of dimension ≤ d. Because
dimSd(F) ≤ d and (H
0
AF)x = 0 for x ∈ A r Sd(F), dimxA ≤ d, the limit is stationary
and
H0dF = H
0
Sd(F)
F .
Therefore, the sheaves H0dF are coherent for any d, and G–invariant if F is G–equivariant.
2.4. Remark: There are also the sheaves HidF , defined by the derived functors H
i
d of
H0d. There is an analogous criterion for vanishing and coherence of these sheaves. Then
one can prove that for a coherent and G-equivariant F also HidF is G–equivariant if it is
coherent.
3. Equivariant primary decomposition
In this section, X will be a scheme, locally of finite type over k, G × X
σ
−→ X an action
of a linear algebraic group over k and M a coherent OX–module. The main result is
Theorem 3.11 on the equivariant primary decomposition, for which we assume that G is
connected. The more general result for non–connected G will be derived from the former
in Theorem 3.18.
3.1. Invariance of irreducible components
When G is connected, any irreducible component Y0 of a G–invariant closed subscheme
Y is again G–invariant: let y ∈ Y0(k) and let A = o(y) be the closure of the orbit. Let
Y = Y0 ∪ Y1 and let Ai = A ∩ Yi. Because A ⊂ Y , we have A = A0 ∪ A1 with A0 6= ∅,
and because A is irreducible, we conclude that A = A0 ⊂ Y0. It follows that g · Y0 = Y0
for any g ∈ G(k).
When G is not connected, G is a finite union G = G0∪h1G
0∪· · ·∪hnG
0, where G0 is the
identity component of G. Let H = {e, h1, . . . , hn}. If Y0 ⊂ Y is an irreducible component
of the G–invariant closed subscheme Y , we consider the G–invariant closure
H.Y0 = ∪
h∈H
h.Y0 .
Because Y0 is G
0–invariant, H.Y0 is the smallest G–invariant closed subset containing Y0.
It is then a finite union of irreducible G0–invariant components of the same dimension.
We call it a G–component of Y .
3.2. Associated components
We let Ass(M) be the set of all closed irreducible subsets, which occur as a component of
SuppH0d(M) for some d. Because each H
0
dM is coherent, the system Ass(M) is locally
finite. Moreover, if M is G–equivariant, any Y ∈ Ass(M) is G–invariant, because also
each H0dM is then G–equivariant and so its support is G–invariant.
3.3. Remark: The system Ass(M) is the system of primary cycles of M in the sense
of [17, 3.1.1]. There the set Ass0(M) is defined as the set of all points x ∈ X , closed or
not, for which the maximal ideal mx ⊂ OX,x belongs to Ass(Mx) of the module Mx. An
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irreducible closed subset Y = {x} is called a primary cycle if x ∈ Ass0(M). If, by abuse
of notion, we identify Ass0(M) with the set of primary cycles, we get
Ass(M) = Ass0(M) .
For a proof, one can use the criterion in [17, 3.1.3], which says that Y = {x} is a primary
cycle if and only if there is an open neighbourhood U(x) and a coherent subsheaf G ⊂ M|U
such that Y ∩ U is a component of Supp(G), or equivalently, if and only if there is an
open neighbourhood U(x) and a section s ∈ Γ(U,M), such that Y ∩U is a component of
Supp(OUs). If, now, Y ∈ Ass(M), then Y ∈ Ass0(M) using G = H
0
dM. Conversely, if
Y ∩ U is a component of supp(OUs) and d = dim Y , then
Y ∩ U ⊂ U ∩ SuppH0d(M) ,
and because dimSuppH0d(M) ≤ d, it follows that Y is a component of suppH
0
d(M).
3.4. Primary submodules
Let N ⊂M be a coherent submodule. N is called Y –primary if Ass(M/N ) = {Y }. By
definition of Ass we obtain immediately
3.4.1. Lemma: N is Y –primary if and only if Y = Supp(M/N ) is irreducible and
H0d(M/N ) = 0 for d < dimY .
3.4.2. Lemma: Ass(M) 6= ∅ if and only if M 6= 0.
3.5. Remark Let A be a noetherian ring, N ⊂ M finitely generated A–modules, p ⊂ A
a prime ideal. Then the subsheaf N˜ of M˜ on Spec(A) is V (p)–primary, if and only if
N ⊂ M is p–primary in the sense of commutative algebra. This follows by standard
arguments considering the A–modules corresponding to H0d(M˜/N˜).
3.6. Lemma: With notation as above, the following conditions are equivalent:
(a) N ⊂M is Y –primary.
(b) For any open subset U ⊂ X with U ∩ Y 6= ∅, N|U ⊂M|U is U ∩ Y –primary.
(c) N (U) ⊂M(U) is IY (U)–primary for any affine open subset U ⊂ X.
Proof. (a) and (b) are equivalent by definition. (c) follows from (b) by Remark 3.5. (c)
implies (a) by Lemma 3.4.1 because Supp(M/N ) = Y and H0d(M/N ) = 0 for d < dimY
follow from the same local statements. 
3.7. Main Lemma. Let Y ∈ Ass(M) be a primary component of M. Then there is
a coherent submodule N ⊂ M with Ass(N ) = {Y }. If G is connected and if M is
G–equivariant, then N can be chosen to be G–equivariant.
Proof. (a) Let d = dimY . Then Y is a component of SuppH0dM. To see this, let κ be
minimal such that Y is a component of SuppH0κM. There is an open subset U such that
U ∩ Y = U ∩ SuppH0κM, and then U ∩ Y = U ∩ SuppH
0
dM by definition of H
0
κM as
subsheaf of torsion of dim ≤ κ. We also have
0 6= H0YM⊂ H
0
dM .
Let F = H0YM, let T = H
0
d−1F and A = supp T . Let, further,
A˜ = ∪
i∈I
Ai
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be the union of the (d − 1)–dimensional irreducible components of A. This system is
locally finite and dimAi = d − 1 for any i because dimSuppH0d−1F ≤ d − 1. Let η ∈ Y
and αi ∈ Ai denote the generic points, η 6∈ A. There is an affine neighbourhood Ui of αi
and an integer mi such that
ImiAi T = 0 on Ui .
By the Lemma of Artin–Rees, applied to the affine scheme Ui, there is an integer qi such
that
(InAiF) ∩ T = I
n−qi
Ai
(
(IqiAiF) ∩ T
)
⊂ In−qiAi T
over Ui. Hence there are integers ni > qi such that
(IniAiF) ∩ T = 0 on Ui .
Because the system (Ai)i∈I is locally finite, the sheaf
G = ∩
i∈I
IniAiF
is coherent and G ∩ T = 0 along U = ∪
i
Ui. Moreover, G|Y r A˜ = F , hence SuppG =
SuppF = Y . Let A′ = A r U . Because all the generic points αi ∈ U , we have dimA′ ≤
d− 2. Moreover, H0d−1G = 0 on U and then over Y r A
′.
(b) Applying the same procedure to G and A′, etc., we can do a finite induction to arrive
at a coherent subsheaf N ⊂ F with Supp(N ) = Y and H0d−1N = 0 on Y . This implies
that
Ass(N ) = {Y } .
(c) If M is G–equivariant, then so is H0YM = F above and H
0
d−1F . Then all the
components Ai are G–invariant. It follows that each I
ni
Ai
F is G–equivariant, too, and
that, finally, G is G–equivariant. This shows that G–equivariance can be maintained in
the induction process (b). 
The following two lemmata can be proven by the same standard arguments as in commu-
tative algebra for the analogous statements.
3.8. Lemma: Let N ⊂M be a coherent submodule. Then Ass(N ) ⊂ Ass(M) ⊂ Ass(N )
∪Ass(M/N ).
3.9. Corollary: Let N1,N2 ⊂ M be coherent submodules, and suppose that there are
subsets S1, S2 ⊂ Ass(M) such that Ass(Ni) = Ass(M) r Si and Ass(M/Ni) = Si for
i = 1, 2. Then
Ass(N1 ∩ N2) = Ass(M)r S1 ∪ S2 and Ass(M/N1 ∩N2) = S1 ∪ S2 .
3.10. Proposition: Let S ⊂ Ass(M) be any subset. Then there is a coherent submodule
N ⊂M such that
Ass(N ) = Ass(M)r S and Ass(M/N ) = S .
If G is connected and if M is G–equivariant, N can be chosen as a G–equivariant sub-
module.
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Proof. We use the Lemma of Zorn, applied to the following set E of coherent submodules.
E := {N ⊂M | N coherent G–invariant submodule s.t. Ass(N ) ⊂ Ass(M)r S} .
E 6= ∅ because N = 0 belongs to E. The set E is inductively ordered, i.e. for any chain
N1 ⊂ N2 ⊂ . . .
of members of E there is a supremum in E. This is the union N = ∪
ν
Nν . Indeed, N
is coherent because X is locally noetherian, and the chain terminates locally. Because
σ∗M
Φ
−→ p∗2M maps each σ
∗Nν isomorphically to p∗2Nν , also N is a G–equivariant sub-
module. Moreover,
Ass(N ) = ∪
ν
Ass(Nν) .
To see this, let Y ∈ Ass(N ), dimY = d, Y a component of suppH0dN . We have
H0dNν ⊂ H
0
dN ,
all of dimension ≤ d. Let η ∈ Y be the generic point. Because the sequence terminates
at η, there is an index ν with η ∈ SuppH0dNν . Then Y ∈ Ass(Nν).
Since E is now inductively ordered, there is a maximal N ∈ E. We verify that then
Ass(M/N ) ⊂ S. Let Y ∈ Ass(M/N ). By the Main Lemma there is a submodule F ⊂
M, containing N such that Ass(F/N ) = {Y }. Then F 6∈ E, i.e. Ass(F) 6⊂ Ass(M)r S.
On the other hand, Ass(F) ⊂ Ass(N ) ∪ Ass(F/N ) = Ass(N ) ∪ {Y }. This proves that
Y ∈ S. Let, conversely, Y ∈ S. Then Y 6∈ Ass(N ), hence Y ∈ Ass(M/N ). We have
shown that
Ass(M/N ) = S .
Finally, let Y ∈ Ass(M) r S. Then Y 6∈ Ass(M/N ) and, hence, Y ∈ Ass(N ). This
proves that
Ass(N ) = Ass(M)r S . 
3.11. Theorem: (Equivariant Primary Decomposition) Let X be a scheme, locally of
finite type over k, let G×X
σ
−→ X be an action of a connected linear algebraic group over
k on X and let M be a coherent G–equivariant OX–module. Then
(1) For any G–equivariant coherent submodule N ⊂ M, the system Ass(M/N ) =
{Yi}i∈I is locally finite, consisting of closed G–invariant subsets Yi.
(2) There is a family (Qi)i∈I of G–equivariant coherent modules, N ⊂ Qi ⊂M, such
that each Qi is Yi–primary and such that
N = ∩
i∈I
Qi ,
this intersection being locally finite.
Proof. By Proposition 3.10 there is a G–equivariant coherent submodule Qi ⊂ M such
that Ass(M/Qi) = Ass
(
(M/N )/(Qi/N )
)
= {Yi} and Ass(Qi/N ) = Ass(M/N )r {Yi}.
Then Qi is Yi–primary. Because SuppM/Qi = Yi, the intersection
N ′ = ∩
i∈
Qi
is locally finite, coherent and G–equivariant. We have
N ′/N = ∩
i∈I
(Qi/N ) .
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Because Ass(N ′/N ) ⊂ Ass(M/N ) r {Yi} for any i ∈ I, we find Ass(N ′/N ) = ∅ and,
hence, N = N ′. 
3.12. Relative gap sheaves
The primary submodule Qi is called unembedded, if the primary component Yi is not
contained in another primary component. In Corollary 3.14 we will prove that the unem-
bedded primary submodules are unique. For this, we introduce the so–called gap sheaves
N [A] ⊂ M of a coherent submodule N ⊂ M with respect to a closed subset A ⊂ X as
the submodule with
N [A]/N = H0A(M/N ) .
Similarly, the submodule N [d] ⊂M is defined as the submodule with
N [d]/N = H0d(M/N ) ,
see [29]. These gap sheaves are both coherent. If N is a G–equivariant submodule of the
G–equivariant moduleM, then N [d] is G–equivariant as well as N [A] if A is G–invariant.
The following proposition has been proved by Y.T. Siu in [28] in the analytic case.
3.13. Proposition: Let N = ∩Qi be a primary decomposition of the coherent submodule
N of M as in Theorem 3.11. Then:
(1) For any closed subset A ⊂ X the gap sheaf N [A] has the decomposition
N [A] = ∩
Yi 6⊂A
Qi .
(2) For any integer d ≥ 0 the gap sheaf N [d] has the decomposition
N [d] = ∩
d<dimYi
Qi .
Proof. It follows easily from the definition of N [A] that N [A] = ∩Qi[A], using the local
finiteness of the system {Qi}. For a fixed index j, we have Supp(M/Qj) = Yj and
H0d(M/Qj) = 0 for d < dimYj. Therefore, H
0
A(M/Qj) = 0 if Yj 6⊂ A and H
0
A(M/Qj) =
M/Qj if Yj ⊂ A. It follows that
Qj [A] =
{
Qj if Yj 6⊂ A
M if Yj ⊂ A .
This proves (1). The statement (2) follows by the same argument because
Qj[d] =
{
Qj if d < dim Yj
M if dim Yj ≤ d .

3.14. Corollary: Let N = ∩Qi be a primary decomposition, as in Theorem 3.11, and
let Zj = ∪
i 6=j
Yi. If the primary component Yj is unembedded, then Qj is unique and equal
to N [Zj].
Proof. By 3.13 N [Zj] = ∩
Yi 6⊂Zj
Qi and the intersection reduces to Qj if Yj is unembedded.

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3.15. Remark: If X is of finite type over k, then Ass(M/N ) is finite because X is
noetherian. In this case, there are convenient composition series, as in the following
proposition, see [17], [3].
3.16. Proposition: Let Ass(M) = {Y1, . . . , Yn} be finite with any order of the primary
components. Then there is a (composition) series
0 =M0 ⊂M1 ⊂ · · · ⊂ Mn =M
of coherent submodules such that Mν−1 is primary in Mν with Ass(Mν/Mν−1) = {Yν}
for ν = 1, . . . , n. If G is connected and if M is G–equivariant, the Mν can be chosen to
be G–equivariant.
Proof. By Proposition 3.10, there is a Yn–primary submodule Mn−1 ⊂ M such that
Ass(M/Mn−1) = Yn and Ass(Mn−1) = {Y1, . . . , Yn−1}. Now proceed by descending
induction. In each step, Mν can be chosen G–equivariant. 
3.17. Associated G–components
We now consider the case of an arbitrary linear algebraic group G and a G–equivariant
coherent module M on X .
Let G0 be the identity component and let G = G0∪h1G0∪· · ·∪hmG0 such that the residue
classes e¯, h¯1, . . . h¯m are the elements of the finite group H = G/G
0. If Y0 ∈ Ass(M), then
Y0 is G
0–invariant and we are given the G–component
Y = Y0 ∪ h1Y0 ∪ · · · ∪ hmY0 .
If Y0 is a d–dimensional component of SuppH0dM, then Y ⊂ SuppH
0
dM and Y is of pure
dimension d. We call such a union an associated G–component ofM. A G–equivariant
coherent submodule Q ⊂ M is called Y–primary, if Ass(M/Q) = {Y1, . . . , Yn}, where
Y1, . . . , Yn are the irreducible components of the G–component of Y .
3.18. Theorem: (Equivariant primary decomposition for arbitary G)
Let the linear algebraic group G act on X as stated in our general assumption, and let
M be a coherent G–equivariant OX–module, let N ⊂ M be a coherent G–equivariant
submodule, and let (Zi)i∈I be the (locally finite) family of associated G–components of
M/N . There is a family (Qi)i∈I of coherent G–equivariant submodules, N ⊂ Qi ⊂ M,
such that each Qi is Zi–primary and such that
N = ∩
i∈I
Qi ,
this intersection being locally finite.
Proof. We may assume that N = 0, and we let Ass(M) = {Yj}j∈J with each Yj irre-
ducible and G0–invariant. As in the proof of Theorem 3.11, there are Yj–primary G
0–
equivariant submodules Qj satisfying Ass(Qj) = Ass(M) r {Yj}, and which constitute
the G0–equivariant primary decomposition of 0 in M. Now let Z = Zi be one of the
associated G–components of M, being a finite equidimensional union
Z = Yj1 ∪ · · · ∪ Yjn .
We consider the intersection
Q = Qj1 ∩ · · · ∩ Qjn
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which is G0–equivariant and satisfies
Ass(Q) = Ass(M)r SZ and Ass(M/Q) = SZ
where SZ = {Yj1, . . . , Yjn}, see Corollary 3.9.
We are going to replace Q with a G–equivariant submodule QZ with Ass(QZ) = Ass(Q)
and Ass(M/QZ) = Ass(M/Q). For that, let h1, . . . , hm ∈ G be as above, and define the
submodule Q(hµ) ⊂M as the image of h∗µQ under the isomorphism Φhµ with diagram
h∗µQ
≈

⊂ h∗µM
Φhµ≈

Q(hµ) ⊂ M .
Now we put
QZ := Q∩Q(h1) ∩ · · · ∩ Q(hm) .
By definition, Ass
(
Q(hµ)
)
= Ass(M)rSZ and Ass
(
M/Q(hµ)
)
= SZ for any µ, and then
the same holds for QZ by Corollary 3.9. We are going to verify that QZ is G–equivariant.
This proves the theorem because the sets SZ constitute a (disjoint) partition of Ass(M)
as Z varies in the family (Zi)i∈I .
In order to show that QZ is G–equivariant, it is sufficient to prove that for any h ∈
{h1, . . . , hm} the isomorphism Φh maps h∗QZ to QZ , see Proposition 1.2. By the cocycle
condition for Φ, we have the diagrams
(hµh)
∗Q
Φhµh
55
∼= h∗h∗µQ
h∗Φhµ
// h∗Q(hµ)
Φh
// Q(hµh)
for any µ. Let h¯ν = h¯µh¯ in the group G/G
0. then hµh = ghν for some g ∈ G
0. Because
Φg maps g
∗Q to Q, we have the analogous diagram
(ghν)
∗Q
Φghν
66
∼= h∗νg
∗Q
h∗νΦg
// h∗νQ
Φhν
// Q(hν),
proving that Q(hµh) = Q(hν) and that
h∗Q(hµ)
Φh−→
≈
Q(hν) .
Since multiplication with h¯ is a bijection of the group G/G0, we conclude that
h∗QZ
Φh−→
≈
QZ .
This finishes the proof of the theorem. 
Remark 1. The G–equivariant decomposition in Theorem 3.18 automatically yields the
G0–equivariant decomposition if one inserts the decompositions of the QZ , according to
the decompositions Z = Y1 ∪ · · · ∪ Yn into G0–invariant irreducible components.
Remark 2. An associated G–component Z = Y1 ∪ · · · ∪ Yn is unembedded if and only
if each of its components Yν is unembedded. In that case QZ is uniquely determined by
the same proof as for Corollary 3.14. Then QZ can be chosen as Q in the above proof,
because then Q is already G–invariant.
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4. Some toric sheaves on P2
4.1. Toric structures on line bundles on Pn
Here we use the standard notation for toric varieties and equivariant divisorial sheaves on
them as is shortly explained in Section 7. The torus (k∗)n+1/k∗ acts naturally on Pn(k) via
σ(〈t〉, 〈x〉) = 〈t0x0, . . . , tnxn〉, depending on the choice of the homogeneous coordinates.
The invariant Weil-divisors for this action are then the divisors
D(a) = Σ aνHν , a = (a0, . . . , an) ∈ Z
n+1,
where Hν is the hyperplane with equation xν . As defined in 1.11, the invertible sheaf
O(D(a)) comes with a canonical equivariance Φa. If D(a) is effective, the canonical section
xa = xa00 · . . . · x
an
n
of O(D(a)), aν ≥ 0, is T -invariant. In this case the section xa spans the space of T -
invariant sections,
Γ(Pn,O(D(a)))
T = k · xa.
There is an obvious isomorphism
Hom(Pn,O(D(a)),O(D(b)))
T ∼= Γ(Pn,O(D(b)−D(a)))
T
between the 0- or 1-dimensional spaces of T–invariant homomorphisms and T–invariant
sections. If a ≤ b, we write O(D(a))
xb−a
−−→ O(D(b)) for the homomorphism defined by the
section xb−a.
4.2. Sheaves with cubic support on P2
Here we consider examples of torus equivariant sheaves of dimension 1 on the projective
plane, considered as a toric surface with the natural action of T = (k∗)3/k∗ as in 4.1.
More generally, we first describe stable coherent sheaves F on P2 with Hilbert polynomial
χF(m) = 3m+ 1. It has been shown in [11] that any such sheaf has a resolution
0 −→ 2O(−2)
A
−→ O(−1)⊕O −→ F −→ 0,
where the homomorphism is identified with the matrix
A =
(
z1 q1
z2 q2
)
with z1, z2 linearly independent linear forms and q1, q2 quadratic forms. Then det(A) =
z1q2 − z2q1 6= 0 defines a cubic curve C, the support of F . Let p be the common zero of
z1, z2. Then the unique section of F gives rise to the exact sequence
0→ OC → F → kp → 0
such that p is the zero locus of this section. Thus, C and p ∈ C are invariants of the
sheaf, which even determine it, see [11]. If F is torus–equivariant, then Cred is a torus
invariant divisor contained in the union H0 ∪H1 ∪H2 of the coordinate lines and p must
be a fixed point. More precisely, we have the
4.2.1. Lemma: Let F be as above. Then the following are equivalent
(1) F is T–equivariant
(2) Cred ⊂ H0 ∪ H1 ∪ H2 and p is a singular point of C and a coordinate (or fixed)
point of P2
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(3) The matrix A can be chosen as(
z1 w1w2
z2 0
)
where z1, z2, w1, w2 belong to the set {x0, x1, x2} of homogeneous coordinates.
In addition, if condition (3) holds, F has the resolution
0→ O(−D − L1 + L2)⊕O(−D)
A
−→ O(−D + L2)⊕O(−L1 + L2)→ F → 0,
where Li is the line with equation zi , Di the line with equation wi, and where D = D1+D2.
The matrix A is then invariant and under the canonical linearizations of the terms of the
resolution and thus induces a linearization of F .
Proof. If F is T–equivariant, p and C are invariant, and this implies (2). Assume now
that (2) is satisfied. The equivalence of the representing matrices is defined by(
α β
γ δ
) (
z1 q1
z2 q2
) (
λ 0
z µ
)
=
(
z′1 q
′
1
z′2 q
′
2
)
corresponding to the automorphism groups of the terms of the resolution. Because z1(p) =
z2(p) = 0 and p is a coordinate point, we may assume that z1, z2 are coordinates in
{x0, x1, x2}. Since Cred is contained in the coordinate triangle, we have
z1q2 − z2q1 = λu1u2u3,
where the ui are coordinates again. One of the ui, u1 say, must vanish at p. Therefore,
we may assume that z2 = u1. This implies that q2 is divisible by z2, q2 = z2w, with a
linear form w. Again by an equivalence operation we may even assume that q2 = 0. Then
the new representing matrix has the form
A =
(
z1 w1w2
z2 0
)
with z1, z2, w1, w2 coordinates. This proves (3) from (2). Finally, the shape of A in case
(3) implies (1) as described in the second part of the lemma. 
Remarks:
1) The resolution of type (3) is a special case of an equivariant resolution of a toric sheaf
on a toric variety, cf [24].
2) A general matrix with monomial entries which are invariant with respect to summands
O(D) need not be invariant. It is so, however, if all of its minors are monomials, too, see
7.5 and [6]. This is the case in the above example.
4.2.2. The toric locus
In the above case there are only finitely many toric sheaves in the moduli spaceMP2(3m+
1) of stable coherent sheaves with Hilbert polynomial 3m + 1 for a fixed torus action.
However, condition (2) tells us, that there is a torus action on P2 for which F is equivariant
as soon as Cred decomposes into lines with a singular point of C. Recalling from [11] that
MP2(3m+1) is isomorphic to the tautological cubic of the Hilbert scheme of cubics, we find
that the sheaves F in MP2(3m+ 1) which admit a toric structure, form a 6–dimensional
closed subvariety in the 10–dimensional moduli space.
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4.3. The primary decomposition:
Let F be the T–equivariant sheaf on P2 with representing matrix
A =
(
x1 x0x1
x2 0
)
as in the previous section. Then C is the union of the coordinate lines L0, L1, L2 with
equation x0, x1, x2 respectively. Here F is Cohen–Macaulay and locally free on C r {p0},
where p0 = 〈1, 0, 0〉, etc. We have H00F = 0 such that Ass(F) = {L1, L2, L3}. By
the decomposition theorem there are unique T–equivariant coherent primary submodules
F0,F1,F2 with F0 ∩ F1 ∩ F2 = 0 and Ass(F/Fν) = {Lν}. Then F0 = H
0
L1∪L2
F , F1 =
H0L0∪L2F , F2 = H
0
L0∪L1
F by Corollary 3.14.
The sheaves Fν and their quotients F/Fν can explicitly be presented in the diagrams
0

0

0 // 2O(−2)
Aν
// 2O(−1)
Bν

// Fν

// 0
0 // 2O(−2)
A
// O(−1)⊕O

// F

// 0
OLν

OLν

0 0
with
A0 =
(
x1 x1
x2 0
)
, B0 =
(
1 0
0 x0
)
A1 =
(
x1 x0
x2 0
)
, B1 =
(
1 0
0 x2
)
A2 =
(
x1 0
x2 −x0
)
, B2 =
(
1 x0
0 x2
)
.
While F1,F2 are locally free on L0 ∪ L2, resp. L0 ∪ L1, the sheaf F0 ∼= OL1 ⊕OL2 is not
free at the intersection point p0.
5. Sheaves on varieties admitting a homogeneous coordinate ring
In this section we consider the following setting which generalizes the setting of a coor-
dinate ring for a variety X . Let Z be an integral affine scheme with coordinate ring S,
let
G× Z
σ
−→ Z
be an action of a linear algebraic group on Z, let H ⊂ G be a diagonalizable closed
normal subgroup, let W ⊂ Z be a G–invariant open subset and assume that there is a
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good quotient X = W//H of W by H . Note that the rings S and k[G] are then X(H)–
graded via the dual actions of H × Z → Z and H × G → G., see 1.7. For later use we
insert the
5.1. Lemma: Let M
ϑ
−→ k[G] ⊗M be a dual action and let M
ϑH−→ k[H ] ⊗M be the
induced dual action of H. Then ϑ maps the componentMχ to k[G]χ⊗M for any character
χ of H.
Proof. Let ϑ(m) =
∑
ϕi ⊗ mi such that the ϕi are homogeneous with characters χi.
Because ϕi|H = ciχi with scalar factors ci = ϕi(e), we obtain
χ⊗m = ϑH(m) = Σi∈I1χi ⊗ cimi
where the index set I1 is defined by ci 6= 0.
Because the set X(H) of characters of H is a basis of the vector space k[H ], it follows
that χ = χi for all i ∈ I1, assuming that all mi 6= 0, and we have then m =
∑
i∈I1
cimi.
In order to get information about the ϕi for i ∈ I0 = I r I1, we use the rule (1⊗ ϑ) ◦ ϑ =
(µ∗ ⊗ 1) ◦ ϑ and the fact that µ∗(ϕi)(h, g) = (χi ⊗ ϕi)(h, g). Applying this to ϑ(m) and
restricting to k[H ]⊗ k[G]⊗M , we obtain the equalities
χ⊗ ϑ(m) = χ⊗ Σi∈I1ϑ(cimi) = χ⊗ Σi∈I1ϕi ⊗mi + Σi∈I0χi ⊗ ϕi ⊗mi.
Now we can shift terms of index i ∈ I0 and χi = χ to the first sum and finally obtain
ϑ(m) = Σj∈Jϕj ⊗mj
with all ϕj ∈ k[G]χ. 
We are going to associate to any X(H)–graded S–module M a quasicoherent sheaf M˜
on X and to any dual action M
ϑ
−→ k[G]⊗k M which induces the dual action of H on M
corresponding to the X(H)–grading, a G–linearization of M˜ with the properties listed in
Proposition 5.6.
5.2. Construction of M˜:
Let ϑH be the dual H–action given by the X(H)-grading and let
σ∗HM
ϕH−−→ p∗2HM
be the corresponding H–linearization of the sheaf M on Z, where the index H refers to
the induced action H × Z
σH−→ Z, see 1.9.
For any open U ⊂ X let U˜ ⊂ W denote its preimage under the quotient map W
pi
−→ X .
The restriction of ϕH to H × U˜ defines a dual action
M(U˜)→ k[H ]⊗k M(U˜)
which in turn defines an X(H)–grading
M(U˜) = ⊕
χ
M(U˜)χ .
These gradings are compatible with the restrictions to open subsets and thus define an
X(H)–grading of the sheaf
π∗(M|W ) = ⊕
χ
M˜χ
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where M˜χ(U) =M(U˜)χ. Let M˜ = M˜0 be the degree zero part of that sheaf. It is called
the sheafification of M on the quotient X .
5.3. Construction of a G–linearization of M˜ :
We assume now that M carries a dual G–action M
ϑ
−→ k[G] ⊗k M inducing the dual
H–action ϑH via the surjection k[G] → k[H ]. Equivalently, see 1.7, we are given a G–
linearization
σ∗M
ϕ
−→ p∗2M
which restricts to ϕH over H × Z. Let G ×X
σ˜
−→ X denote the induced G–action on X
with diagram
G×W
σ
//
1×pi

W
pi

G×X
σ˜
// X
Because σ˜ is flat and the diagram is Cartesian, (1×π)∗σ∗ and σ˜∗π∗ (respectively (1×π)∗p∗2
and p˜∗2π∗) are equal functors. Then ϕ yields a G–linearization
σ˜∗π∗(M|W )
ϕ˜
−→ p˜∗2π∗(M|W )
together with isomorphisms
g∗π∗(M|W ) ∼= π∗g
∗(M|W )
ϕ˜g
−→ π∗(M|W )
for any g ∈ G(k).
5.4. Claim: The restriction of ϕ˜ to σ˜∗M˜0 is a G–linearization of M˜ .
5.5. Proof. By 1.2 it is sufficient to show that ϕ˜g maps g
∗M˜ to M˜ for any g ∈ G(k).
More generally, we show that ϕ˜g induces an isomorphism
g∗M˜χg
ϕ˜g
−→ M˜χ ,
where the character χg is defined by χg(h) = χ(g
−1hg). For that, let U ⊂ X be open
affine, let U˜ ⊂ W be its inverse image in W and consider the diagram
U˜
g
//
pi

gU˜
pi

U
g
// gU
where U˜ and gU˜ are affine and H–invariant. The homomorphism
g∗π∗(MW )(U)
ϕ˜g(U)
−−−→ π∗(MW )(U)
can be described as
OZ(U˜)⊗OZ (gU˜) M(gU˜)
∼= (g∗M)(U˜)
ϕg(U˜)
−−−→M(U˜)
and this corresponds to a map ϑg(U˜) as composition of
M(gU˜)→ (g∗M)(U˜)→M(U˜)
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with ϕg(U˜)(s ⊗ m) = sϑg(U˜)(m), as in 1.7. The cocycle condition corresponds to the
commutativity of the diagrams
M(g1g2U˜)
ϑg1g2 (U˜)
//
ϑg1 (g2U˜) &&
LL
LL
LL
LL
LL
M(U˜)
M(g2U˜)
ϑg2 (U˜)
::ttttttttt
Using this for a product hg, h ∈ H(k), g ∈ G(k), we find that for m ∈ M(gU˜)χg ,
ϑh(U˜)ϑg(U˜)(m) = ϑgh(U˜)(m)
= ϑghg−1g(U˜)(m)
= ϑg(U˜)ϑghg−1(gU˜)(m)
= ϑg(U˜)χg(ghg
−1)(m) = χ(h)ϑg(U˜)(m).
This implies that ϕ˜g(U) maps (g
∗M˜χg)(U) to M˜χ(U) as desired. 
5.6. Proposition: In the above setting,
(1) the functor M 7→ M˜ is an exact functor from the category of X(H)–graded S–
modules to the category of quasi–coherent OX–modules.
(2) M˜ is coherent if M is finitely generated.
(3) any dual G–action M
ϑ
−→ k[G] ⊗M over the dual H–action on M induces a G–
linearization of M˜ .
(4) the functors in (1), (2), (3) are essentially surjective.
5.7. Remark: Historically, homogeneous coordinates have first been introduced for toric
varieties, generalizing the standard homogenous coordinates for Pn. For general toric
varieties, these have first been introduced by Cox [7]. For simplicial toric varieties it was
shown by Cox [7], and by Mustat¸aˇ in general [21], that every quasi-coherent sheaf on X
can be obtained by sheafification of some graded S-module. The extension to fine-graded
modules and equivariant sheaves was first noted by Batyrev-Cox, [4]. Generalizations
have been considered in [1], [2], and more recently in [12] for very general classes of Cox
rings.
5.8. Proof. (1), (2), (3) are obvious by construction. To show that the functor (1) is
surjective up to isomorphisms we use the twisted sheaves OX(χ0) := S˜(χ0) where S(χ0)
is the shifted S–module with S(χ0)χ = Sχo+χ for characters χ0, χ of H . Let also OZ(χ0)
denote the sheafification of S(χ0) on Z. It comes with an induced G–linearization and
thus for any open subset V ⊂ Z with a dual action OZ(χ0)(V ) → k[H ] ⊗k OZ(χ0)(V ),
inducing an X(H)–grading OZ(χ0)(V )χ. In fact, for any open affine U ⊂ X , we have
OZ(χ0)(U˜) = ⊕χOZ(U˜)χ0+χ,
by 5.2. Then, by definition
OX(χ0)(U) = π∗OZ(χ0)0(U) = OZ(U˜)χ0,
see notation in 5.2.
(i) Let now F be a quasi–coherent sheaf on X , let F(χ) := F ⊗OX(χ) and let
Γ∗(F) := ⊕
χ
Γ(X,F(χ)) .
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For any affine open U ⊂ X , also U˜ is affine and we have
Γ(U˜ , π∗F) ∼= OZ(U˜)⊗OX(U) F(U)
∼= ⊕
χ
OZ(U˜)χ ⊗OX(U) F(U)
∼= ⊕
χ
OX(χ)(U)⊗OX (U) F(U)
∼= ⊕
χ
Γ(U,F(χ))
It follows that π∗π
∗F ∼= ⊕
χ
F(χ). Setting M := Γ(Z, ι∗π∗F), where ι denotes the inclusion
of W into Z, we obtain
M˜ = (π∗π
∗F)0 ∼= F .
One should note that the grading of Γ(U˜ , π∗F) is induced by the ”trivial” dual action
arising from Γ(U˜ , π∗F)→ Γ(H × U˜ , p∗2Hπ
∗F).
(ii) If F is coherent, π∗F is coherent and one can find a graded finitely generated sub-
module F ⊂M with F˜ ∼= F .
(iii) Finally, suppose that F is equipped with a G–linearization σ˜∗F
ϕ
−→ p˜∗2F on G × X
which restricts to the identity on H ×X . Pulling this back to G ×W and extending to
G × Z, we obtain a G–linearization on ι∗π∗F , because ι∗(1 × π)∗σ˜∗F ∼= σ∗ι∗π∗F (note
that σ is flat). The restriction to H × Z induces via the dual actions
(π∗F)(U˜)→ Γ(H × U˜ , σ∗Hπ
∗F)→ k[H ]⊗k (π
∗F)(U˜)
the grading ⊕
χ
Γ(U,F(χ)) above because this is the lift of the trivial dual action on F(U).
The G–linearization of ι∗π
∗F obtained, induces a dual action on M = Γ(Z, ι∗π∗F). One
verifies that this induces the given G–linearization on F ∼= M˜ . 
5.9. Remark: Since the action G×W
σ
−→ W induces also an action G/H × X → X it
would be desirable to induce a G/H–linearization of M˜ by descent. However, in general,
such a descent is only possible if the restriction of the G–linearization to H × X is the
identity isomorphism, e.g. the tautological subbundle on Pn does not admit a PGL(n+1)-
linearization. In the case of toric varieties however, M˜ always admits a G/H–linearization
as will follow from the more general
5.10. Proposition: If X admits a G-invariant affine cover, then a dual G-action M
ϑ
−→
k[G]⊗k M induces a G/H-linearization of M˜ .
5.11. Proof. The action of G/H on X is induced by the surjection G×X → G/H ×X .
Dually, for every G-invariant open affine subset U ⊆ X , we get an injective morphism
of rings k[G/H ] ⊗ k[U ] ֌ k[G] ⊗ k[U ], where k[U ] denotes the coordinate ring of U .
The sheaf M˜ has a G-linearization by 5.3. To show that this G-linearization induces a
G/H-linearization of M˜ , it suffices to show that on every U the dual action Γ(U, M˜) −→
k[G]⊗k Γ(U, M˜) restricts to a dual action Γ(U, M˜) −→ k[G/H ]⊗k Γ(U, M˜).
For this we can assume without loss of generality thatX itself is affine. TheG-linearization
corresponds to a dualG-action on Γ(X, M˜) = M0, given byM0
ϑ
−→ k[G]⊗kM0. Explicitly,
ϑ is given by a mapping m 7→
∑
i ϕi ⊗ mi for some ϕi ∈ k[G] and mi ∈ M0. Because
m is H-invariant, by Lemma 5.1, ϕi ∈ k[G]H = k[G/H ] for all i. Hence ϑ restricts to
M0
ϑ
−→ k[G/H ] ⊗k M0. Thus the G-linearization descents to a G/H-linearization on
M˜ . 
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5.12. Remark: Note that the results of this section do not depend on the characteristic
of k. However, if H has torsion which is not coprime to char k, one should pass to the
group scheme Spec(k[X(H)]) rather than the group H itself.
5.13. Remark: In general it is not true that Γ∗OX = S. However, this holds if we
assume that Z is normal and the codimension of W in Z is at least two.
6. Homogeneous coordinate rings and primary decomposition
In this section we assume the same setting as in section 5. That is, H is a diagonalizable
normal subgroup of an algebraic groupG which acts on Z, such thatW ⊆ Z isG-invariant.
Moreover, we assume, as in Proposition 5.10, that X (and thus W ) admits a G-invariant
affine cover. We denote V the complement ofW in Z, which itself is G-invariant and thus
H-invariant.
6.1. G-equivariant primary decomposition and graded modules
Let F ⊆ E be G-equivariant sheaves on Z and F ⊆ E their corresponding S-modules.
By Theorem 3.18 we have a G-equivariant primary decomposition F = ∩
i∈I
Qi in E with
G-equivariant sheaves Qi which are Yi-primary with associated G-components Yi of Z.
The Qi also correspond to S-modules Qi ⊆ E. By 1.7, all these modules are equipped
with a dual G-action. In particular, all modules are als endowed with a dual H-action
and thus with a X(H)-grading by Corollary 1.10. Therefore we get a decomposition of
X(H)-graded modules F = ∩
i∈I
Qi. This decomposition is also compatible with the dual
G-actions. The G-components Yi are H-invariant and thus correspond to homogeneous
ideals pi of S with respect to the X(H)-grading.
Note that in the sequel we will call a decomposition F = ∩
i∈I
Qi a G-equivariant primary
decomposition if the corresponding decomposition F = ∩
i∈I
Qi is a G-equivariant primary
decomposition.
6.2. Graded primary decompositions
Bourbaki’s Commutative Algebra [3] treats graded primary decomposition for the case
where the grading is given by a torsion free abelian group. This has been generalized in
[26] to the case where the grading may have torsion. For this, one introduces analogously
to 3.17 a slightly more general notion of associated ideals and primary modules.
6.3. Definition: Let A a finitely generated abelian group, R a noetherian A-graded ring,
and E a finitely generated A-graded R-module.
(i) A graded ideal p ⊂ R is A-prime if for every two homogeneous elements r, s ∈ R
holds that rs ∈ p implies that r ∈ p or s ∈ p.
(ii) An ideal p of R is A-associated iff it is A-prime and p = ann(x) for some element
x ∈ E.
(iii) AssA(E) denotes the set of all A-associated ideals of E.
(iv) An A-graded submodule F of E is said to be A-primary if the quotient module
AssA(E/F ) = {p} for some A-prime ideal p.
(v) For F an A-graded submodule of E, we call an expression F = ∩
i∈I
Qi an A-
primary decomposition of F in E iff the Qi are A-primary submodules of E with
AssA(E/Qi) = {pi} and the pi are A-associated to E/F .
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(vi) An A-primary decomposition F = ∩
i∈I
Qi of F in E is called reduced if all the pi are
distinct and there exists no i ∈ I such that ∩
j 6=i
Qj ⊂ Qi.
With respect to these notions, the following results have been proved in [26]:
6.4. Proposition: ([26, Theorem 1.2]) Let A be a finitely generated abelian group, R a
noetherian A-graded ring, E a finitely generated A-graded R-module, and F an A-graded
submodule of E. Let F = ∩
i∈I
Qi be a primary decomposition of F in E. Then:
(i) Let Q′i be the largest A-graded submodule of E contained in Qi. Then Q
′
i is A-primary
for every i ∈ I and F = ∩
i∈I
Q′i.
(ii) There exists a subset J of I such that F = ∩
i∈J
Q′i is a reduced A-primary decomposi-
tion.
(iii) If some Qi corresponds to an A-prime ideal pi which is a minimal element of
AssA(E/F ), then Qi is A-graded.
6.5. G-equivariant decomposition on X
It follows straightforwardly that the G-equivariant primary decomposition of 6.1 induces a
X(H)-primary decomposition in the sense of Definition 6.3. Denote V the complement of
W in Z and B the radical ideal in S whose zero set is V . This ideal is X(H)-homogeneous
and we call it the irrelevant ideal. If B ⊂ pi for some i ∈ I, then the support of the module
Qi/F is contained in V , and thus its sheafification necessarily vanishes. Denote F [V ] the
relative gap sheaf and F [V ] = Γ(Z,F [V ]). By Propositions 3.13 and 6.4 we get the
corresponding primary decompositions
F [V ] = ∩
Yi 6⊂V
Qi and F [V ] = ∩
B 6⊂pi
Qi,
where the latter is also aX(H)-primary decomposition. As the sheafification is compatible
with taking intersections, it follows that
F˜ ∼= F˜ [V ].
In the special case where F = 0, the relative gap sheaf 0[V ] coincides with the local
cohomology module H0BE, and consequently 0˜[V ] = 0.
6.6. Proposition: Let F ⊆ E be finitely generated X(H)-graded S-modules. Then there
exists a decomposition of sheaves
F˜ = ∩
i∈I
B 6⊂pi
Q˜i ⊂ E˜.
on X. If the E, F admit a dual G-action, then under the assumption on the action of G,
this decomposition is also G/H-equivariant.
Proof. The assertions follow by choosing a G-equivariant primary decomposition for F
or, equivalently, a X(H)-graded primary decomposition with gradings induced by dual
actions of G. The sheaves F˜ and Q˜i are G/H-equivariant by Proposition 5.10. 
6.7. So far, it is not clear whether the decomposition of Proposition 6.6 is a global G/H-
equivariant primary decomposition in the sense of section 3. The sheaves Q˜i may not be
G/H-primary sheaves on X . To establish this property we have to require that H acts
freely on W . Then for every point w ∈ W the image of the morphism H → H.z, given
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by h 7→ h.z, is isomorphic to H . In particular, X = W//H is a geometric quotient. Note
that in general for W//H being a geometric quotient, the action of H on W is allowed
to have finite stabilizers. In the presence of nontrivial stabilizers it is not true in general
that the decomposition of Proposition 6.6 induces a primary decomposition of sheaves on
X , as we will see in examples 7.14 and 7.15 below.
6.8. Lemma: Assume that H acts freely on W . Then every x ∈ X has an affine
neighbourhood Ux such that π
−1(Ux) admits invertible homogeneous functions in any degree
and we have π−1(Ux) = Zg = {x ∈ Z | g(x) 6= 0} for some homogeneous g ∈ S.
Proof. Fix a point z ∈ π−1(x) and choose some homogeneous f ∈ B such that z ∈ Zf ,
where Zf = {x ∈ Z | f(x) 6= 0}. We denote Sf the coordinate ring of Zf , which is the
localization of S by f . By the fact that the quotient π : W → X is geometric, we obtain
on the one hand that the orbits H.z are closed in Zf and therefore any homogeneous
function on H.z extends to a homogeneous function on Sf . Because H acts freely on W ,
the orbit H.z is isomorphic to H . Therefore we can identify the coordinate ring of H.z
in a natural way with the group ring k[X(H)], and, moreover, we can lift every character
χ ∈ k[X(H)] to some homogeneous element in (Sf)χ. In particular, for any system of
generators χ1, . . . , χr of X(H), we can choose gi ∈ (Sf )χi with gi(z) 6= 0. So we obtain
an affine subset Wx := Zf
⋂
i Zgi = Zg, where g = f
tg1, · · · gr ∈ S for n big enough, and
Ux := π(Wx), as wanted. 
We use this lemma to prove:
6.9. Theorem: Assume that H acts freely on W . Let F ⊂ E be finitely generated G-
equivariant S-modules and let F = ∩
i∈I
Qi be an G-equivariant primary decomposition of
F in E. Then the decomposition
F˜ = ∩
i∈I
B 6⊂pi
Q˜i ⊂ E˜
is a global G/H-equivariant primary decomposition on X.
Proof. The G/H-equivariance follows from Proposition 5.10. So it remains to show that
E˜/Q˜i is Y -primary for some associated G/H-component Y on X . Let x be any point in
X . By Lemma 6.8 there exists an affine neighbourhood U of x such that π−1(U) =: U˜
is affine and whose coordinate ring, which we denote SU , is X(H)-graded and admits
invertible homogeneous functions in any degree. This implies that every X(H)-graded
SU -module is generated in degree 0 and thus there is a one-to-one correspondence between
(SU)0-modules and X(H)-graded SU -modules which is given by taking degree zero. In
particular, there is a one-to-one correspondence of homogeneous ideals in SU and ideals
in (SU)0. We can interpret this geometrically as the correspondence between subschemes
of U and H-invariant subschemes of U˜ , where the associated scheme V (a) ⊆ U˜ of a
homogeneous ideal a corresponds to V (a0) ⊆ U . The geometric quotient U = U˜//G
restricts to a geometric quotient π|V (a) : V (a) −→ V (a0) = V (a)//G with constant fiber
dimension κ = dimH .
Now let M be any X(H)-graded SU -module. Any homogeneous unit u ∈ Sh for some
h ∈ H , yields a bijection M0
·u
−→ Mh. It is straightforward to see that this bijection
respects supports, i.e. for any d ≥ 0 we have an induced bijection Γ(U˜ ,H0dM)0
·u
−→
Γ(U˜ ,H0dM)h ⊂ M , where M is the sheaf on U˜ associated to M . This implies that there
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is a bijection between the associated H-components ofM and the associated components
of M˜ . Now assume that M additionally is G-equivariant; then Y ⊆ SuppH0dM is an
associated G-component ofM if and only if Y//G ⊆ SuppH0d−κM˜ is an associated G/H-
component of M˜ .
Hence, F˜ = ∩
i∈I
B 6⊂pi
Q˜i ⊂ E˜ is a G/H-equivariant primary decomposition. 
7. Examples for equivariant primary decompositions on toric varieties
In this section we consider examples of equivariant primary decompositions over toric
varieties as a special case of examples for the setting of sections 5 and 6. A toric variety
over k is a normal irreducible variety X acted on by the torus T = (k∗)n, where n =
dim(X), in such a way that there is an open dense orbit which is isomorphic to T and
such that the action on this orbit is the multiplication of T . We briefly recall some basic
notation, definitions and facts for toric varieties and sheaves on them, which are used
in the description of primary decompositions. As basic references for the theory of toric
varieties we refer to [13] and [10].
7.1. Toric varieties and divisors
Let M = X(T ) ∼= Zn be the free character group of the torus and N denote its dual. The
toric variety is characterized by a finite fan ∆ of strongly convex rational polyhedral cones
σ ⊂ NR = N ⊗Z R ∼= Rn. For simplicity, we will assume in the sequel that the fan is not
contained in a proper subvector space of NR. Any cone σ ∈ ∆ determines an open affine
T -invariant subset Uσ ⊂ X and a closed irreducible T -invariant subvariety V (σ) ⊂ X ,
the closure of the minimal orbit in Uσ, such that dimV (σ) = n− dim σ. We denote ∆(1)
and σ(1), respectively, the set of 1-dimensional cones ρ ∈ ∆ and ρ ∈ σ, respectively.
Each one-dimensional cone ρ is spanned by a primitive lattice vector n(ρ) ∈ ρ ∩ N and
determines an irreducible T-invariant divisor Dρ = V (ρ).
For any m ∈ M let χ(m) denote the character function with the rule χ(m + m′) =
χ(m)χ(m′). Then χ(m) is a rational function on X. A proof of the following statements
is given in [10].
(1) The group of T -invariant Weil divisors of X is freely generated by the divisors Dρ. We
will denote this group Z∆(1) and we write D(a) = ΣaρDρ for the divisor corresponding to
a ∈ Z∆(1).
(2) For any m ∈M the divisor of χ(m) is given by
div χ(m) = Σ
ρ∈∆(1)
〈m,n(ρ)〉Dρ.
(3) The divisor class group is generated by the T -invariant Weil divisors. More precisely,
there is a short exact sequence
0 −→ M
div
−→ Z∆(1)
cl
−→ An−1(X) −→ 0.
Here, cl denotes the class map to the divisor class group of X . From now, we will
abbreviate An−1(X) by A.
7.2. Homogeneous coordinates for toric varieties
To specialize the setting of section 6 to the case of toric varieties, we consider the vector
space k∆(1) = Z∆(1) ⊗Z k which itself is an affine toric variety. Its associated cone can
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be identified in a natural way with the positive orthant of the vector space R∆(1). Its
primitive vectors then are given by the standard basis {eρ}ρ∈∆(1) of R
∆(1). We consider a
subfan ∆ˆ of this cone which is generated by cones σˆ, where σˆ ∈ ∆ˆ whenever there exists
some σ′ ∈ ∆ such that the set {ρ | eρ ∈ σˆ(1)} is contained in σ′(1).
The fan ∆ˆ defines an open dense toric subvariety Xˆ of k∆(1) together with a natural toric
morphism π : Xˆ −→ X . The latter is given by the map of fans which is induced by
mapping eρ to n(ρ) for every ρ ∈ ∆(1). This morphism is equivariant with respect to the
actions of the tori T = Hom(M, k∗) and Tˆ = Hom(Z∆(1), k∗). We obtain a short exact
sequence of groups
1 −→ H −→ Tˆ −→ T −→ 1,
where H = Hom(A, k∗) is a diagonalizable subgroup of the torus Tˆ with X(H) = A. In
fact, this short exact sequence is nothing but the divisor class sequence above dualized
by Hom( . , k∗). It was shown in [7] that in fact X is a good quotient of Xˆ by H which is
geometric if and only if ∆ is a simplicial fan. By the short exact sequence and the fact
that Xˆ has an affine Tˆ -invariant cover, the conditions of 5.10 are satisfied. In particular,
the homogeneous coordinate ring S in this situation is the polynomial ring
S := k[xρ | ρ ∈ ∆(1)],
and inherits two natural gradings. The first is the Z∆(1)- or fine-grading coming from
the dual action of Tˆ on S, where degZ∆(1)(x
a) = a for any a ∈ N∆(1). The second is the
A-grading given by degA(x
a) = cl(a) ∈ A for every a ∈ N∆(1). Corresponding to these
gradings we write
S = ⊕a∈Z∆(1)Sa = ⊕α∈ASα with Sα = ⊕cl(a)=αSa.
The complement of Xˆ in k∆(1) is described by the irrelevant ideal B ⊂ S, which is
generated by the monomials x(σ), σ ∈ ∆, where x(σ) := Π
ρ6∈σ(1)
xρ.
For any of these monomials one has the A-graded localization Sx(σ) and it turns out that
the subring of elements of A-degree zero,
Sσ := S(x(σ)) = (Sx(σ))0
is isomorphic to the coordinate ring k[Uσ], see [7]. Under this isomorphism the monomial
in Sσ corresponding to the character χ(m) is
xm := Π
ρ∈∆(1)
x〈m,n(ρ)〉ρ .
7.3. The associated sheaves: The sheafification of Section 5 specializes in the above
toric situation as follows, as originally described in [7]. Given an A-graded S-module
F , there are the localized S(x(σ)) = k[Uσ]-modules F
σ = F(x(σ)) so that the sheaf F˜ is
determined by F˜ |Uσ = F˜(x(σ)).
When F is a fine-graded S-module, the sheaf F˜ comes with an induced T -linearization
θ∗F˜
Φ
−→ p∗2F˜ , where T × X
θ
−→ X denotes the torus action, cf. 5.10. In this case the
localized module F σ = F(x(σ)) is an M–graded k[Uσ]–module with components
F σm = {f/x(σ)
k | fa ∈ Fa, a ∈ Z
∆(1), a− ka(σ) = m ∈M}.
This M-grading defines naturally a dual T -action on F σ, see 1.10, and thus a T -
linearization
θ∗F˜ σ
Φσ−→ p∗2F˜
σ
30 PERLING AND TRAUTMANN
over T × Uσ. The isomorphisms Φσ satisfy the cocycle condition and coincide on inter-
sections, thus defining the global T -linearization of F˜ .
7.4. The divisorial sheaves:
For any α ∈ A there is the twisted module S(α) defined by S(α)β = Sα+β. Its associated
sheaf S˜(α) is denoted by OX(α).
Similarly, for any a ∈ Z∆(1) there is the fine-graded twisted module S(a). Its associated
sheaf S˜(a) on X is canonically isomorphic to the divisorial sheaf OX(D(a)). It turns out
that the canonical T -linearization of S˜(a) corresponds to that of OX(D(a)) as defined in
1.11.
Furthermore, for effective divisors D(a) the spaces Γ(X,OX(D(a))T of T -invariant sec-
tions are 1-dimensional with
Γ(X,O(D(a)))T = Sa = k · x
a
as in the case of Pn in 4.1.
The sheaves O(D(a)) and O(α) are isomorphic whenever cl(a) = α.
It has been proved in [7] that Γ(X,OX(α)) ∼= Sα. If we choose a T -invariant representative
D(a), a ∈ Z∆(1), then we obtain a natural isotypical decomposition
Γ(X,OX(D(a)) ∼=
⊕
m∈M
Γ(X,OX(D(a))m =
⊕
a∈N∆(1),cl(a)=α
Sa.
7.5. Equivariant matrices:
Choosing the canonical T-linearizations of the sheaves OX(D(a)), we obtain for any two
a, b ∈ Z∆(1) a canonical isomorphism
Hom(X,O(D(a)),O(D(b)))T ∼= Γ(X,O(D(b)−D(a)))T
between the space of T–invariant homomorphisms and the space of T–invariant sections.
Each of them is either 0– or 1–dimensional.
So, if a ≤ b, there is, up to scalar multiplication, a unique T -equivariant homomorphism
which can naturally be written as O(D(a))
xb−a
−−→ O(D(b)). Now, a general homomorphism
⊕
i
O(αi)
F
−→ ⊕
j
O(βj)
with αi, βj ∈ A is given by a matrix F whose entries are A-homogeneous polynomials in
S. Such a homomorphism is T -linearizable if there exist ai, bj ∈ Z∆(1) with cl(ai) = αi,
cl(bj) = βj and associated toric divisors D(ai), D(bi) such that F is induced by a T–
equivariant homomorphism
⊕
i
O
(
D(ai)
) G
−→ ⊕
j
O
(
D(bj)
)
.
In that case, G consists of monomials and Coker(F ) admits a T–linearization. Moreover,
in such a matrix all minors are monomials, too, as can immediately be verified. Conversely,
this property characterizes the torus invariance:
7.6. Proposition: Let F = (fij) be a matrix of monomials
fij = λijx
aij ∈ Γ(X,O(βj − αi)). Then the following conditions are equivalent:
(1) F is T–linearizable
(2) All minors of F are monomials.
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(3) There are ai, bj ∈ Z∆(1) such that aij = bj − ai, whenever fij 6= 0.
This can be proved by elementary matrix operations using induction on the size of the
matrices. For a proof in the category of graded modules see [6].
7.7. Remarks: (1) Homogeneous coordinate rings are in general far from unique. For
the toric case, other examples for such presentations have been constructed by Kajiwara
[18] (see also [25]). However, the standard Cox construction seems to be the most simple
and best suited for our purposes. For general properties of homogeneous coordinate rings
in the toric case see [1].
(3) Note that for any equivariant and coherent sheaf F , the isotypical component
Γ(Uσ,F)m of the T–module Γ(Uσ,F) is finite dimensional (see [22], §5.3).
7.8. The sheaf of Zariski differential forms
Denoting U
i
→֒ X the imbedding of the open subset of regular points of X , the sheaves Ω˜pX
of Zariski differential forms are defined as the reflexive extension i∗Ω
p
U of the usual sheaves
of differentials on U . Ω˜pX is the kernel of the first homomorphism of the Ishida–complex,
see [13], Ch. 3, i.e. there is an exact sequence
0→ Ω˜pX → Λ
pM ⊗Z OX → ⊕
ρ∈∆(1)
Λp−1(ρ⊥ ∩M)⊗Z ODρ
for any p. For p = 1 this sequence reduces to
0→ Ω˜1X →M ⊗Z OX
β
−→ ⊕
ρ∈∆(1)
ODρ → C → 0
where C denotes the cokernel of the homomorphism β which is naturally defined as the
composition M ⊗OX → Z∆(1) ⊗OX → ⊕
ρ
ODρ of the inclusion M
β
−→ Z∆(1) and the direct
sum of the restrictions OX → ODρ .
The embedding of the sheaf Ω˜1X into M ⊗Z OX provides an example of an equivariant
primary decomposition on a toric variety. For this, we first have to take a closer look at
the toric Euler sequence. Following [4], we use the divisor class sequence 7.1 and obtain
the commutative exact diagram
0

0

0 // Ω˜1

// M ⊗Z OX //

⊕ρODρ // C // 0
0 // ⊕ρOX(−Dρ) //

Z∆(1) ⊗Z OX //

⊕ρODρ // 0
A⊗Z OX

A⊗Z OX

C

0
0
The vertical left column generalizes the well-known Euler sequence on a projective space
and has been used in [4] for simplicial toric varieties. All the sheaves in this diagram
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are T–equivariant with T–invariant homomorphisms because it is the sheafification of the
fine–graded diagram
0

0

0 // F //

Sn
β
//
Q

⊕ρS/S(−eρ) // C // 0
0 // ⊕ρS(−eρ) //
α

Sr //
P

⊕ρS/S(−eρ) // 0
Sr−n

Sr−n

C

0
0
For that we have chosen a Z–basis of M and of A/torsion such that the matrices Q and
P describe the divisor class sequence and have integers as entries. Finally, β and α are
the compositions in the diagram and respect the fine–grading. Note that α is the product
P ◦
 x1 . . .
xr

so that all its minors are monomials again.
It had been shown in [13], ch.3, and [9] that α or β is surjective over Uσ if σ is simplicial,
see also [4]. The converse also holds:
7.9. Lemma: C|Uσ = 0 if and only if σ is simplicial.
Proof. Set E := Sn, Qρ := S/S(−eρ), and F σ := Γ(Uσ, F˜ ) for any A-graded S-module
F . When F is fine-graded, F σm denotes the component of the M-graded module F
σ of
degree m. Moreover, we conveniently identify M with its image div(M) in Z∆(1), see 7.1,
and use the notation σM := σ
∨ ∩M, where σ∨ is the dual of the cone σ.
The sheaf C vanishes on Uσ if and only if the induced maps
βσm : E
σ
m → (Qρ)
σ
m
are surjective for any m ∈M . Now a direct verification shows that
Sσm
∼=
{
k · xm if m ∈ σM
0 otherwise
and S(−eρ)
σ
m
∼=
{
k · xm/xρ if m− eρ ∈ σM
0 otherwise
It follows that
(Qρ)
σ
m
∼=
{
k · xm if m ∈ σM ∩ ρ⊥
0 otherwise
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The set Im := {ρ ∈ σ(1) | m ∈ σM ∩ ρ⊥} counts the non-zero graded components (Qρ)σm.
Thus the map βσm is represented as follows in coordinates
Eσm //
≈

⊕
ρ∈Im
(Qρ)
σ
m
≈

kn
Bm
// kIm
by the linear map Bm given as
λ 7→ (〈λ, n(ρ)〉)ρ∈Im,
see 7.1. Now Bm is surjective if and only if the vectors n(ρ), considered as vectors in
Zd⊗Zk, are linearly independent for ρ ∈ Im. It follows that β
σ
m is surjective for anym ∈M
if and only if all the elements {n(ρ)}ρ∈σ(1) are linearly independent or, equivalently, if and
only if σ is simplicial. 
The complement of the union of those Uσ where σ is simplicial is called the non-simplicial
locus and denoted S ′(X). It is easy to see that then
S ′(X) =
⋃
σ∈∆′
orb(σ)
where ∆′ ⊂ ∆ denotes the set of non-simplicial cones. Because any σ of dimension 2 is
simplicial, codim orb(σ) ≥ 3 for any nonsimplicial σ and so
codimS ′(X) ≥ 3.
7.10. Corollary: With the notation above
(i) Supp(C) = S ′(X) and S ′(X) is the subvariety of the Fitting ideal of α of its
maximal minors
(ii) Ω˜1X,p is maximally Cohen–Macaulay if and only if p /∈ S
′(X).
Proof. (i) follows from lemma 7.9 and the diagrams in 7.8. Because X and each divisor
Dρ is Cohen–Macaulay, also O(−Dρ) is Cohen–Macaulay. It follows that
depth Ω˜1X,p = depth Cp + 2 ≤ n− 1
for any p ∈ S ′(X) because codimS ′(X) ≥ 3. This proves (ii). 
7.11. The primary decomposition of Ω˜1X
The primary decomposition of Ω˜1X inM⊗ZOX is now determined by the sequence of β. Let
Fρ0 for any ρ0 ∈ ∆(1) denote the kernel of the composition M ⊗Z OX
β
−→ ⊕
ρ
ODρ → ODρ0 .
Then
Ω˜1X = ∩
ρ∈∆(1)
Fρ.
7.12. Lemma: This is the primary decomposition of Ω˜1X in M ⊗Z OX .
Proof. The cokernel C in the above Ishida complex is zero outside the singular (or even
non–simplicial) locus of codimension ≥ 2 by [13], Theorem 3.6. Therefore, the homo-
morphisms M ⊗Z OX → ODρ are essentially surjective and their images Lρ have Dρ as
support. Because Dρ is a toric variety itself, ODρ and Lρ don’t have torsion of dimension
< n− 1. This means that Fρ is Dρ–primary. 
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7.13. Remark: The above primary decomposition can be viewed under the aspect of
fine-graded modules and under the aspect of the isotypical decomposition of the modules
of local sections as treated in [22],[24].
Firstly, a sheaf Fρ is the sheafification of the fine-graded module Fρ := ker(M ⊗ S →
S/S(−eρ)), and
F = ∩
ρ∈∆(1)
Fρ
is the fine-graded primary decomposition of F , inducing that of F˜ = Ω˜1X .
Secondly, with the notation as in the above proof, the spaces F σm
∼= Γ(Uσ, Ω˜1X)m are
determined as kernels as follows. Let V := M ⊗Z k and V (ρ) := ρ
⊥ ⊗Z k ⊂ V. Then
F σm =

0 if m 6∈ σM
∩
ρ∈Im
V (ρ) if m ∈ σM and Im 6= ∅
V if m ∈ σM and Im = ∅
.
Similarly,
(Fρ)
σ
m =

0 if m 6∈ σM
V (ρ) if m ∈ σM ∩ ρ
⊥
V otherwise
,
such that
F σm = ∩
ρ∈∆(1)
(Fρ)
σ
m .
We conclude with two examples which demonstrate that a homogeneous S-module can
be more complicated than its sheafification if the quotient H does not act freely on Xˆ.
Hence, graded primary decompositions must not necessarily descent.
7.14. Example: Consider the quotient of k2 by Z/2Z, where Z/2Z acts by mapping v
to −v for every v ∈ k2. The induced grading on the polynomial ring k[x, y] is given by
degZ/2Z(x) = degZ/2Z(y) = 1. The sheafification of any k[x, y]-module which is concen-
trated in degree 1 to Spec(k[x, y]Z/2Z) is zero.
7.15. Example: Consider the polynomial ring in four variables S = k[x1, . . . , x4], which
is Z-graded by setting degA x1 = degA x4 = 1 and degA x2 = degA x3 = −1 and B = S.
Let I := 〈x21, x2, x3, x4〉 and let E be the image of the ideal 〈x1〉 in the quotient S/I. This
is a torsion module whose dimension as k-vector space is 1 and whose only degree is 1. In
fact, it is a primary module whose associated prime ideal is the maximal ideal 〈x1, . . . , x4〉
of S. Taking degree zero then leads to the zero module.
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