The distribution of singular values of the propagation operator in a random medium is investigated, in a backscattering configuration. Experiments are carried out with pulsed ultrasonic waves around 3 MHz, using an array of 64 programmable transducers placed in front of a random scat- predominates and a weakly scattering medium. In both cases, residual correlations that may exist between matrix elements are shown to be a key parameter. Finally, the possibility of detecting a target embedded in a random scattering medium based on the statistical properties of the strongest singular value is discussed.
c Taylor and Francis, 2010. This is the author's version of the work. Wave propagation in a multiple scattering environment has been an interdisciplinary subject of interest in a huge variety of domains ranging, e.g., from solid state physics to optics, electromagnetism or seismology since multiple scattering can occur with all kinds of waves, whether quantum or classical. Among all areas of mesoscopic wave physics, some (like acoustics, seismology, microwaves) have the experimental advantage to offer controllable multi-element arrays of quasi-pointlike emitters/receivers. In such a case, the propagation between two arrays is best described by a matrix, termed the propagation operator K. At each frequency, its coefficients k ij correspond to the complex response between array elements i and j. Despite their diversity all practical applications of wave physics (communication, detection, imaging, characterization...), have one thing in common: all the available information is contained in the array response matrix K. Once K is known, the rest is only post-processing. Therefore, in a random scattering environment it is essential to study the statistical properties of K, and their relation to field correlations, weak localisation, single versus multiple scattering.
Previous works have been performed in a transmission context, whether it be for communication purposes [1] [2] [3] [4] or scattering problems [5, 6] . In this paper, we will consider backscattering configurations : the same array of N independent elements is used to transmit and receive waves. In that case, K is a square matrix of dimension N × N, and it is symmetric if the medium is reciprocal. We are particularly interested in the singular value decomposition (SVD) of the propagation operator, which amounts to write K as the product of three matrices: K = UΛV † . Λ is a diagonal matrix whose nonzero elements λ i are called the singular values of K. They are always real and positive, and arranged in a decreasing order (λ 1 > λ 2 > ... > λ N ). U and V are unitary matrices whose columns correspond to the singular vectors.
It is now well known that in the case of point-like scatterers in a homogeneous medium, each scatterer is mainly associated to one non-zero singular value of K [7, 8] , as long as the number of scatterers is smaller than N and multiple scattering is neglected [9, 10] .
So a singular value decomposition of K (or equivalently a diagonalisation of the so-called time-reversal operator KK * ) allows the selective detection of several targets, each being associated to a singular value of K. This is the core of a detection method named DORT (French acronym for Decomposition of the Time Reversal Operator) [7, 8] . DORT has shown its efficiency in detecting and separating the responses of several scatterers in homogeneous or weakly heterogeneous media [7, 11] as well as in waveguides [12] [13] [14] . It has found applications in non-destructive evaluation [15] , underwater acoustics [16, 17] , electromagnetism [18] [19] [20] [21] and in radar applied to forest environments [22] [23] [24] .
In this paper we will deal with random scattering media, consisting of a large number (>> N) of randomly distributed scatterers, showing possibly multiple scattering between them. We will also address the issue of detecting a stronger reflector hidden in a statistically homogenous scattering medium, based on the strongest singular value λ 1 . Since the propagation medium is considered as one realisation of a random process, some general results of random matrix theory (RMT) may be fruitfully applied.
RMT has been widely used in physics, statistics and engineering. The domain of applications are numerous, ranging from nuclear physics [25] or chaotic systems [26] to neural networks [27] , telecommunications [1] or financial analysis [28] . RMT predicts general behaviours of stochastic systems as, for instance, determining the Shannon capacity for MIMO communications in random media [3, 4] or statistical properties of highly excited energy levels for heavy nuclei [25] . Another direct application of RMT is to separate the deterministic and random contributions in multivariate data analysis [29] [30] [31] .
Here, the experimental configuration we consider uses a piezo-electric array, with a finite (N =64) numbers of elements sending wide-band ultrasonic waves around 3 MHz in an a priori unknown scattering medium. The main issues we address in this work are the applicability of RMT [1] to this experimental context, and its interest to establish a detection criterion based on the statistical properties of λ 1 . Since K is random, the relevant observable is the probability distribution function ρ(λ) of its singular values. Recent experiments [32] indicate that in a multiple scattering regime, the distribution of the singular values is in good agreement with a simple law derived from RMT, the so-called "quarter circle law" ρ QC (λ) = √ 4 − λ 2 /π (0 < λ < 2) [1, 33] . In theory, the quarter circle law applies to square matrices of infinite dimensions, containing independently and identically distributed elements, with zero-mean and variance 1/N.
Yet, from a physical point of view some of these assumptions do not hold: in a backscattering configuration the matrix elements are neither independent nor identically distributed, for several reasons (among others, reciprocity and weak localisation). In particular, the fieldfield correlations that may exist between matrix elements is a key parameter [2-4, 29]. Moreover when single scattering dominates, the spectral behaviour of K is shown to be similar to that of a random Hankel matrix (i.e, whose elements are constant along each antidiagonal), and not a "classical" random matrix. This is due to the persistence of a deterministic coherence between single-scattered signals along the antidiagonals of the matrix K despite randomness, which does not occur in the multiple-scattering regime [32] . Therefore in a practical situation, the probability distribution function ρ(λ) may differ significantly from the simple quarter circle law. Finally, in the last part of this paper we present theoretical considerations about the detection of a target embedded in a random scattering medium. We introduce a detection criterion based on the statistical properties of the strongest singular value λ 1 . This approach can be generalized to target detection in noisy environments.
II. EXPERIMENTAL PROCEDURE
The experiment takes place in a water tank. We use a N-element ultrasonic array (N = 64) with a 3 MHz central frequency and a 2.5-3.5 MHz bandwidth; each array element is 0.39 mm in size and the array pitch p is 0.417 mm. The sampling frequency is 20 MHz. The array is placed in front of the medium of interest. The first step of the experiment consists in measuring the inter-element matrix (see Fig. 1 ). A 100-µs-long linear chirp is emitted from transducer i into the scattering sample immersed in water. The backscattered wave is recorded with the N transducers of the same array. The operation is repeated for the N emitting transducers. The response from transducer i to transducer j is correlated with the emitted chirp, which gives the impulse response h ij (t). A typical impulse response is shown in Fig.2 . The N × N response matrix H(t) whose elements are the N 2 impulse responses h ij (t) is obtained. Because of reciprocity, h ij (t) = h ji (t) and H(t) is symmetric. We take as the origin of time (t = 0) the instant when the source emits the incident wave. A scattering medium is essentially characterized by its scattering mean-free path l e , and its diffusion constant D. If the scattering path length within the medium is larger than l e , multiple scattering can predominate. This is expected to happen at late times in the scattered signals h ij (t).
The impulse response matrix H(t) is truncated into short time windows in order to keep the temporal resolution provided by acoustical measurements and study the transition from a single scattering to a multiple scattering regime. The time signals h ij (t) are truncated into overlapping windows :
W R (t) = 0 elsewhere. The value of ∆t is chosen so that signals associated with the same scattering path within the medium arrive in the same time window. The detailed calculation of ∆t is given in Appendix A. In our experiments, we have typically ∆t ∼ 30 periods. At each time T , the k ij form a matrix K. A short-time Fourier analysis is achieved by a discrete Fourier transform (DFT) and gives the response matrices K(T, f ) at time T and frequency f . The numerical SVD of each matrix K is performed and yields N singular values λ i (T, f )
at each time T and frequency f .
The next step consists in studying the distribution of singular values. It should be noted that we only have access to one realisation of disorder: the scattering medium is fixed, there is no ensemble averaging. Experimentally, the ensemble average can only be estimated by an average over frequency, and/or an average over time. The universal results provided by RMT are based upon the assumption that the elements of the random matrix have zero mean and a variance of 1/N. The first condition is easily met, assuming that k ij (T, f ) is a superposition of scattering contributions with a phase uniformly distributed between −π and +π. In order to fulfill the second condition and compare experimental and theoretical results, K is renormalized intoK with normalized singular valuesλ ĩ
Once this renormalization is achieved, the experimental singular values distribution can be investigated. First, we form the histogram H(λ) of the whole set of renormalized singular valuesλ i (T, f ), taken at every rank i, time T and frequency f . Bins of this histogram are the intervals [mw; (m + 1)w], where w is the bin width and m is a non-negative integer.
H(λ) denotes the number of singular valuesλ i (T, f ) contained in the same bin as λ. An estimator of the probability density function of the singular values is obtained:
n is the total number of singular values (n = N × n T × n f , n T is the number of time windows considered and n f the number of frequencies at which the DFT of k ij is achieved). At early times (cT − 2a < l e , with c the wave speed in the surrounding medium) multiple scattering can be neglected, whereas at later times (cT − 2a >> l e ) multiple scattering dominates. In the following of the study, the theoretical singular values distribution predicted by RMT will be confronted to the experimental estimatorρ, both in multiple and single scattering regimes.
III. MULTIPLE-SCATTERING REGIME
A. Experimental configuration
Here, we study the multiple-scattering regime. To that aim, we use a random-scattering slab consisting of parallel steel rods (longitudinal sound velocity c L = 5.7 mm/µs, transverse sound velocity c T = 3 mm/µs, radius 0.4 mm, density 7.85 kg/L) randomly distributed with a concentration n=12 rods/cm 2 . The frequency-averaged elastic mean-free path l e is 7.7±0.3 mm between 2.5 and 3.5 MHz [34] . The distance a between the array and the scattering sample is 25 mm. The slab thickness L is 40 mm. Even in such strongly diffusive media, single scattering occurs for small times of flight. Here, we will consider times of flight T larger than 70 µs, corresponding to scattering path lengths more than 7 mean free paths.
Under these conditions, single scattering can be neglected and K only contains multiple scattering contributions. The whole experimental procedure described in Sec.II is achieved and a set of renormalized matricesK(T, f ) is obtained. The time-window length ∆t is directly deduced from the calculation shown in Appendix A and is set to 10 µs.
B. Experimental distribution of singular values
We perform singular value decompositions ofK(T, f ) and obtain the estimatorρ(λ) as coefficientsk ij are not independent. The experimental matrixK exhibits strong correlations between neighbour entries. They are measured by the correlation coefficient Γ m
where the symbol < . > denotes an average over the variables in the subscript, i.e time T , frequency f and source/receiver pairs (i, j). The integer m = i − j represents the distance between sources or receivers, in units of p (the array pitch). Fig.4 (a) clearly points out a strong correlation between neighbour entries, with a coefficient Γ 1 = Γ −1 ≃ 0.5. The physical origin of these correlations will be detailed in Sec.III D. We will also show how to incorporate these correlations into the theoretical model for ρ(λ).
In this particular case, correlations can be simply removed by considering only one in two elements. From the initial matrix K of dimension N × N, a truncated matrix K t of dimension N/2 × N/2 is built, considering only elements of odd or even index. K t no longer exhibits short range correlations at emission and reception. The experimental distribution of normalized singular values is now much closer to the quarter circle law (see Fig.3 ). Nevertheless, a slight disagreement remains between the theoretical and experimental curves, specially at the vinicity of λ = 0 and λ = 2. In the next paragraph, we show that in the multiple scattering regime the variance of the matrix entries k ij is not the same for all pairs (i, j), contrary to the assumption of identically distributed random variables. The consequence of this deviation from RMT assumptions will be discussed.
The signals k ij (T, f ) at a time T and frequency f correspond to the sum of partial waves that reach the array in the time window [T − ∆t/2; T + ∆t/2]. They are associated with multiple scattering paths whose length belongs to the interval [R − ∆r/2; R + ∆r/2], with R = cT /2 and ∆r = c∆t/2. An example of such paths is drawn in Fig.1 . The response k ij (T, f ) can be decomposed into a sum of partial waves associated with the N q paths. In a 2D configuration, under the paraxial approximation and assuming point-like transducers and scatterers, k ij (T, f ) can be expressed as
where k = 2πf /c is the wave number in the surrounding medium. The index q denotes the q th path which contributes to the signal received at time T . X
(1)
are respectively the coordinates of the first and last scatterers along the path q. B q is the complex amplitude associated with path q, from the first scattering event at X
. From the central limit theorem, we expect that the coefficients k ij are gaussian complex random variables.
The renormalization (Eq.1) leads to a set of matricesK. If the k ij were identically distributed, the renormalized coefficientsk ij would be complex random variables with variance 
averaged over time T and frequency f is displayed for each source/receiver couple (i, j). It serves as an estimate of the variance σ 2 ij . The diagonal elementsk ii exhibit a doubled variance compared to the off-diagonal elements. Moreover, the variance of off-diagonal elements tends to decrease when the distance |i − j| p between the source and the receiver increases. From these results, it appears that the variance of the matrix entries, instead of being the same for all pairs (i, j), could be modelled as
where δ is the Kronecker symbol and f a slowly decaying function such that f (0) = 1.
The doubled variance of diagonal elements compared to the off-diagonal ones is well explained by the coherent backscattering effect [35] [36] [37] . It corresponds to an enhancement (by a factor of 2) in the intensity of waves scattered in the backward direction. This phenomenon, also known as weak localization, originates from a constructive interference between a wave traveling along a multiple-scattering path and its reciprocal counterpart: it appears when multiple scattering occurs, as long as the reciprocity symmetry is preserved. When source and receiver are identical (i = j), any path q whose first and last scatterers are of coordinates
, interfere constructively with its reciprocal counterpart whose first and last scatterers are located respectively at X
and X
. As a consequence, on average, the diagonal elementsk ii have a variance twice that of off-diagonal elements. Actually, this effect could also affect the matrix elements close to the diagonal.
The typical width of the coherent backscattering peak is < p , provided that the matrix is renormalized according to Eq.1. We will therefore consider that the coherent backscattering enhancement has no significant effect on the distribution of singular values.
The doubled variance along the diagonal ofK is not the only deviation from the identical distribution assumption. Indeed, if we focus on the dependence of σ 2 ij as a function of (i − j) (see Fig.5(b) ), we observe that it is not uniform: it decreases with the distance x = |i − j|p between the source i and the receiver j. This is due to the progressive growth of the diffusive halo (i.e the mean intensity) inside the medium. It is not instantaneous but depends on the diffusion contant D [41] . In a near-field configuration(a << Np, Np being the array size), σ 2 ij would decrease as exp −
. And as soon as √ DT becomes significantly larger than the array size (Np), σ 2 ij can be considered as constant [42] . In a far-field situation (a >> Np), σ 2 ij is always constant, as long as i = j. The experimental case we study corresponds to an intermediate configuration between near and far field.
A solution to deal with the variations of σ 2 ij is to compensate for them. σ 2 ij depends only on time T and |i − j| (Eq.5). Thus we can estimate σ 2 ij by averaging k ij (T, f ) 2 over frequency f and elements (i, j) which are separated by the same amount m = |i − j| :
where σ 2 (T, m) is the estimator of σ 2 ij . Then, at each time T , matrix entriesk ij are normalized once again as:k
A set of compensated matricesK C (T, f ) is built fromK. One can show that these matrices satisfy the identical distribution property : the variance of elementsk C ij is now constant over all pairs (i, j). Once this operation is achieved, the new distribution of singular values can be investigated and is plotted in Fig.6(a) . However, the two sets of matricesK t andK C t lead to similar singular value spectra. It means that in our case the variations of σ 2 ij with |i − j| are not sufficiently large to significantly modify the distribution of the singular values.
Nevertheless, in other experimental configurations, the non-uniformity of σ 2 ij could have a stronger influence. For instance, in a near-field configuration, the growth of the diffusive halo is more visible and the distribution of singular values would exhibit stronger deviations from the quarter circle law, specially at early times.
D. Influence of correlations on the singular spectrum ofK
As we can see in Fig.4(a) , the experimental matrixK(T, f ) exhibits correlations between adjacent entries. There are two reasons for that. First, there is a mechanical coupling between neighboring array elements. Second, the wave recorded on the array can be seen as the radiation of a spatially incoherent source with width W (the diffuse halo inside the multiple-scattering medium) observed at a distance a. The Van Cittert-Zernike theorem [43, 44] states that the typical coherence length of the wave field is λa/W (in other words, the waves radiated by a finite-size incoherent source see their coherence length increases as they propagate). These two effects result in a short-range correlation between the scattered signals recorded on the array. In the experimental situation we investigated, the residual correlations are limited in range to adjacent elements, both in emission and reception, as it is shown in Fig4(a). They are mainly due here to the mechanical coupling between neighboring array elements, the coherence length of the diffuse wave-field becoming rapidly smaller than the array pitch in our experimental configuration. Sengupta and Mitra [29] have investigated theoretically the influence of correlations on the distribution of singular values in the case of large-dimension random matrices. Their model assumes first that k ij = 0. The correlation between two coefficientsk il andk jm is expressed as
refer to them as the correlation matrices. Based on Eq.8, Sengupta and Mitra predict the distribution of singular values using diagrammatic and saddle point integration techniques.
Only the eigenvalues of C and D are required to obtain the singular values distribution of K.
We now apply the Sengupta and Mitra's approach to our experimental configuration.
Here, the coefficients c ij and d ij are identical because of spatial reciprocity : C ≡ D. We estimate c ij by the correlation coefficient Γ i−j defined in Eq.3 :
The coefficientsĉ ij form a matrixĈ which is an estimator of the correlation matrix C.Ĉ is a Toeplitz matrix : its coefficients only depend on i − j. The application of Sengupta and Mitra's approach to our experimental situation embodies two assumptions :
• The correlation between two signals received(emitted) by the same element l and emitted(received) by two elements i and j does not depend on the element l but only on the distance |i − j|.
• The correlation between two signals emitted and received by two pairs of elements (i, l) and (j, m) is given by the product of correlations at emission (Γ i−j ) and at reception
The first assumption requires the random medium to be statistically invariant by translation.
The second one is made for analytical tractability and is verified in our case.
Once the correlation coefficient Γ m is measured experimentally at emission/reception (see Fig.4(a) ), the correlation matrix C is estimated byĈ (Eq.9). Eigenvalues ofĈ are calculated numerically and incorporated in Sengupta and Mitra's model in order to obtain an estimation of the singular value distribution forK.
In Fig.4(b) , the theoretical result provided by Sengupta and Mitra's method is compared to the experimental singular value distribution but also to the result provided by a numerical simulation. It consists in generating numerically a matrix P whose elements are circularly symmetric complex gaussian random variables with zero mean. Then, a matrix Q is built from P, such that
One can show that the matrix Q exhibits the same correlation properties at emission and reception as the experimental matrix K. A histogram of singular values is obtained by achieving the SVD of Q, renormalizing its singular values according to Eq.1 and averaging the result over 2000 realizations. The agreement between the numerical and theoretical distributions of singular values is perfect, which illustrates the validity of the theoretical method given in [29] . Taking the correlations into account improves significantly the agreement between theory and experiment.
As was mentioned earlier, when analysing the experimental data we crudely suppressed the correlations between neighbours by removing from the matrix most of its elements. One can object that it is silly to throw away the data, instead of trying to make the most of it. It is true that the correlations could have been cancelled out by applying the following
R has uncorrelated elements, while keeping the same size as K. This procedure amounts to "whitening" the data. The singular value distribution of R would then fit the quarter-circle law. However, this method would be relevant only if the correlations were exclusively due to the experimental device (here, a mechanical coupling between neighbouring transducers). As mentioned previously, there also exists a physical correlation due to the intrinsic coherence of the diffuse wave-field. And in Sec.IV we will wee that there may be another form of correlation, a long-range correlation, that is typical of single scattering. In the general case of an unknown medium, single and multiple scattering coexist, and all correlations (shortand long-range) must not be cancelled out. Indeed, applying Eq.11 blindly would affect equally single and multiple scattering contributions, whereas their statistical properties differ (see Sec.IV). This is particularly important for target detection in a random medium (see backscattering phenomenon, where recurrent paths tend to diminish the enhancement factor [45] . Therefore, as the single scattering contribution results in a singular value distribution which is not of bounded support (see Sec.IV), recurrent scattering may be responsible for the slight disagreement between experimental and theoretical results near λ max . However, the remaining disagreement between theory and experiment is small, and it is difficult to go beyond speculations about its origin.
E. Conclusion
It appears that in the absence of spatial correlations between matrix entries k ij , the experimental distribution of singular values is close to the quarter circle law. Nevertheless, some deviations from the assumptions generally made in RMT have been pointed out. First, the elements of K are not identically distributed. The reason for that is the inhomogeneous distribution of backscattered intensity, due to the coherent backscattering enhancement as well as the decreasing of the diffuse halo with the distance between the transmitter and the receiver. Another cause of deviation has been pointed out numerically: the symmetry of the array response matrix, which induces additional correlations between matrix coefficients.
All these effects become negligible as long as N >> 1. Yet they slow down the convergence of ρ(λ) to the quarter-circle law.
In the presence of correlations between entries, the method proposed by Sengupta and Mitra [29] allows one to calculate the distribution of singular values. As a preliminary conclusion, in the case where multiple scattering dominates, the normalized response matrix K falls into the general scope of RMT and a theoretical prediction of the singular value spectrum can be achieved. Particularly, an upper bound λ max for the singular values can be calculated. As it will be shown in the next section, this is no longer true if single scattering dominates. Note also that this agreement with classical results of RMT only holds in a diffusive regime. Indeed, if we approach Anderson localization (kl e ∼ 1), one can expect that interference effects, such as hot spots [46, 47] or loops [45, 48] , should strongly affect the distribution of singular values. Yet in our experimental configuration, we are far from strong localization (kl e ∼ 100).
IV. SINGLE-SCATTERING REGIME
In this section, we consider the case of a weakly scattering medium. The sample under investigation is now a slab of gel (composed of 5% of gelatine and 3% of agar-agar), with thickness L ≃ 100 mm and a mean free path l e ∼ 1000 mm. In such conditions, the multiple scattering contribution is negligible. The array-sample distance a is 60 mm. The experimental procedure and the numerical processing are performed as described in Sec.II. A typical example of a matrixK(T, f ) measured experimentally is given in Fig.7(a) . Contrary to the multiple scattering regime, the array response matrixK exhibits a deterministic coherence along its antidiagonals, although the scatterers distribution in the agar gel is random. We briefly recall the origins of this phenomenon [32] and its impact on the singular values distribution.
As before, the signals k ij (T, f ) at a time T and frequency f correspond to the sum of partial waves that reach the array in the time window [T − ∆t/2; T + ∆t/2] except that only single-scattering paths are now considered. The isochronous volume is defined as the ensemble of points that contribute to the backscattered signal at a given time. It is formed by a superposition of ellipses whose foci are transmitter i and receiver j. In a far-field configuration, we approximate the isochronous volume by a slab of thickness ∆r = c∆t, located at a distance R = cT from the array and parallel to it. For simplicity but without loss of generality, we also assume that the reflectors as well as the array elements are pointlike.
In a 2D configuration, under the paraxial approximation, k ij (T, f ) can be expressed as
The index d denotes the d th path which contributes to the signal received at time T . X d is the transversal position of the reflector associated with this path and the amplitude A d depends on the reflectivity of the scatterer.
Let us express k ij as a function of variables (x i − x j ) and (x i + x j ):
The term before the sum in Eq.13 does not depend on the scatterers distribution. On the contrary, the term on the right does; hence it is random. As a consequence, single scattering manifests itself as a particular coherence along the antidiagonals of the matrix K, as illustrated in Fig.7 . Indeed, in a given sample, along each antidiagonal (i.e. for couples of transmitter i and receiver j such that i + j is constant), the random term of Eq.13 is the same. So, whatever the realization of disorder, there is a deterministic phase relation between coefficients of K located on the same antidiagonal. It can be written as:
Note that this essential result is valid independently of the scatterers configuration, under two conditions: single scattering and paraxial approximation. The parabolic phase dependence along each antidiagonal predicted by Eq.14 is compared in Fig.7(b) with the coefficient β m obtained experimentally at time T = 265 µs and frequency f = 3.1 MHz along the main antidiagonal (i.e i = 32). Theoretical and experimental results are in a very good agreement.
In order to investigate independently the effect of the deterministic coherence along antidiagonals ofK, other correlations that may exist between lines and columns of the matrix K have to be removed. These correlations are measured by assessing the normalized correlation coefficient Γ m (Eq.3). Γ m (not shown here) spreads until |m| = 2 for this experiment.
Thus, the initial set of matrices K(T, f ) has been truncated by keeping only one in three elements. Note that only correlations between lines and columns of K are cleared. The deterministic coherence along antidiagonals is long-range and hence is not removed by this operation. As before, the truncated matrix K t (T, f ) is renormalized (Eq.1). The experimental distribution of singular values is shown in Fig.8 : clearly, it does not follow the quarter circle law, even though correlations between neighbouring entries have been removed. This is due to the deterministic coherence of single scattered signals along the antidiagonals of
To our knowledge, this kind of random matrix whose antidiagonal elements are linked with a deterministic phase relation has not been yet investigated theoretically. But its properties are close to those of a random Hankel matrix, whose spectral behaviour has been studied recently [49] . A Hankel matrix is a N × N square matrix whose elements belonging to the same antidiagonal (i + j = constant) are equal. Let {a p } be a sequence of 2N − 1 complex random variables identically and independently distributed with zero mean. The
Hankel matrix R built such as r ij = a i+j−1 , is said random. We have checked numerically that a random matrix whose antidiagonal elements are linked with a deterministic phase relation displays the same singular value distribution as a Hankel random matrix, provided that all elements of this matrix are zero mean and have the same variance. In the literature, Bryc et al. [49] have proved, for normalized random Hankel matrices, the almost sure weak convergence of the distribution of eigenvalues to a universal, non random, symmetric distribution of unbounded support. We will assume that this convergence property also applies to the singular values distribution of a random Hankel matrix. In the following, ρ H (λ) will denote the asymptotic singular values distribution of a random Hankel matrix and will be referred to as the Hankel law. To our knowledge, no analytical expression of the Hankel law has been found yet and only a numerical calculation can provide an estimate of ρ H (λ). In Fig.8 , the experimental distribution of singular values ofK t has been compared to the Hankel law. ρ H (λ) is provided by a numerical generation of random Hankel matrices.
The agreement between both curves is satisfactory. An important feature of the Hankel law is its unbounded support. As a consequence, in the single scattering regime, the first singular value has no bound, contrary to the multiple scattering case for which the first singular value could never be higher than λ max in the asymptotic limit (N → ∞).
V. PROBABILITY DISTRIBUTION OFλ 1
So far, we have studied the distribution of singular values as a whole, in relation with the importance of single or multiple scattering within the medium. We now focus on the strongest singular value,λ 1 . Knowing its probability distribution function is crucial for applications to detection. Imagine a random scattering medium, in which a target (i.e., a stronger reflector) may be embedded. Once K is measured, if the strongest normalized singular valueλ 1 is above a certain threshold α, we will conclude (with a certain probability of error) that there is indeed a target. In order to assess the performance of a detection scheme based on a SVD of the propagation matrix, we need a reliable model for the pdf of
Assume the occurrence of a target at a depth R. The array response matrix K(T, f ) at the time of flight T = 2R/c can be written as :
is the contribution of the direct echo reflected by the target, and K R (T, f ) the response of the random medium, which may include single scattering, multiple scattering contributions as well as additive noise. K R (T, f ) can be seen as a perturbation (not necessarily small) of K T (T, f ). As usual, the matrix is renormalized according to Eq.1. For simplicity, we will assume that short-range correlations have been removed, so that the relevant probability density function of the singular values of K R should be the quartercircle law (for N >> 1 in the multiple scattering regime) and the Hankel law (in the single scattering regime).
In a first approximation, K T is of rank 1 (actually, for a resonant or a large target K T may have more than one significant singular value [50] [51] [52] [53] [54] 
Actually, the singular values of a random matrix are not independent because of level repulsion [55, 56] . It implies a zero probability for degenerate singular spaces: the singular values tend to keep away from each other. Thus, the probability density function ρ Once again, we will refer to RMT and particularly to the theoretical studies dealing with the first eigenvalue of the autocorrelation matrix
is given by [30, [57] [58] [59] [60] :
where Z is a random variable whose probability density function is a complicated law, known as the Tracy Widom distribution. It is an asymmetric bell curve, uncentered and of infinite support [57, 58] . No analytic expression is available, nevertheless it can be estimated numerically. In our case, we are rather interested in the probability density function ρ R 1 of the first singular valueλ R 1 . ρ R 1 has been estimated by generating numerically "classical" random matrices and is displayed in Fig.9(a) , for N = 32 and N = 100. Although the quarter circle law ρ QC is of bounded support, ρ R 1 is of infinite support. Indeed, ρ QC is only an asymptotic law, i.e valid for N → ∞. For a random matrix of finite dimension,λ R 1 has a non zero probability of exceeding λ max = 2. Nevertheless, ρ The relevant quantity for the detection issue is the distribution function F R 1 of the first singular valueλ
In terms of target detection, the probability of false alarm is P F A(α) = 1 − F R 1 (α). By setting an acceptable P F A, we can determine the corresponding threshold above which a target is said to be detected. The distribution functions F R 1 , for N = 32 and N = 100, are plotted in Fig.9(b) . In the multiple scattering regime ("classical" random matrix), we observe that, for N = 32 and N = 100, F R 1 (λ = 2) ≃ 0, 99: if the PFA is fixed at 1%, α = 2 is the corresponding threshold. This is no longer the case if the propagation operator behaves as a Hankel matrix (single scattering regime): the threshold is much higher, making the detection more difficult, for the same P F A. Theoretical results indicate that the expected value of the first singular value grows as log(N) [61] . This is illustrated in Fig.9 : ρ R 1 and F R 1 have been calculated by generating numerically random Hankel matrices for N = 32 and N = 100. As N is enlarged the curves are shifted towards right, which implies a larger probability of false alarm for a given detection threshold α. Other theoretical studies have shown that the fluctuations of λ R 1 are inferior to √ log N [62] and that, in the gaussian case, the variance ofλ R 1 remains bounded [63] .
In a real situation, single and multiple scattering coexist; what is the relevant distribution function F R 1 ? If multiple scattering dominates (i.e., the target depth is larger than a few mean-free paths) or if the perturbation K R is additive uncorrelated noise, the probability
obtained for a "classical" random matrix. If no a priori information is available regarding the scattering medium, we have to calculate F R 1 for a "classical" random matrix and for a random Hankel matrix, deduce two values for the probability of false alarm 1 − F R 1 (α), and keep the highest.
In the view of applications (e.g., non-destructive evaluation, target detection etc.) an acceptable probability of false alarm P 0 is set first, hence the detection threshold :
Once the usual normalization is performed, ifλ 1 > α a target is detected at time T and frequency f . Conversely, ifλ 1 < α one cannot conclude about the possible presence of a target. The application of this detection criterion has been performed experimentally in a recent study [64] .
The detection criterion (Eq.17) can be used to estimate the performance of the DORT method in a random medium (or in the presence of noise). Let σ 2 T and σ 2 R be the power of signals associated with the target and the random contribution. If the first singular value λ 1 of K is associated to the target echo, then the expected value of λ 1 is λ
We also show in Appendix D that the quadratic mean of the singular values can be expressed
Upon normalization, we have
and var λ 1 ≃ 1 2
. Even though the echo of the target may be very weak compared to the scattering contribution, DORT can be expected to detect it ifλ 1 > α, i.e.,
The most favourable situation is when the quarter-circle law is valid (multiple scattering regime or additive white noise, and N >> 1) : in that case α can be fixed to 2, which corresponds for N = 32 to a probability of false alarm P 0 ≃ 1%, and typically the target will be detected if
In other words, the weakness of the target may be compensated by an increasing number of array elements: the performance of the DORT method is improved as the square-root of the number of independent channels. However in the single scattering regime, the expected value ofλ R 1 grows as √ log N [61] . For a given P 0 , we can assume that α increases also as √ log N . Hence, the performance of the D.O.R.T method grows as N log N , which is significantly slower than √ N .
VI. CONCLUSION
In this article, the distribution of singular values of the array response matrix K in a random medium has been investigated, in a backscattering configuration. Once a judicious renormalization is achieved, the distribution ρ(λ) obtained experimentally with ultrasonic waves in scattering samples is in very good agreement with theoretical predictions. Interestingly, ρ(λ) is shown to differ significantly in the single and multiple scattering regimes.
When multiple scattering dominates, as long as spatial correlations between matrix entries are negligible, ρ(λ) is found to approach the quarter circle law. Correlations between matrix entries can also be taken into account: in that case, ρ(λ) can be calculated following the method proposed by Sengupta and Mitra [29] . On the contrary, single scattering contributions exhibit a different behaviour: whatever the realisation of disorder, a deterministic coherence persists along each antidiagonal of the matrix K. As a consequence, ρ(λ) no longer follows the quarter-circle law and the singular spectrum of K becomes analogous to that of a Hankel matrix. These results have been applied to the detection of a target embedded in a random scattering media. Once the matrix is renormalized, knowing the distribution ρ(λ) allows one to define a rigorous detection criterion based on the strongest singular value, which is expected to be associated to the target. The perspectives of this work are many.
The results could be applied to all fields of wave physics where coherent transmit/receive arrays are available for imaging and detection (e.g., non destructive testing of scattering materials, underwater acoustics, landmine detection, seismology, radar/sonar, etc.)
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where D is the array aperture. When Z s → ∞, Eq.A2 becomes
In practice, we have to assess ∆t by considering the maximum depth Z max = a + L. For the experiment described in Sec.III, Z max = 65 mm. Considering an aperture angle θ max = 27.5 deg, we obtain a value ∆t ≃ 10µs. For the experiment described in Sec.IV, Z max = 150 mm. Thus the value ∆t should be fixed to 14µs. Nevertheless, given the finite width of the agar gel sample (8 cm), there is no need to use such long temporal windows and a time-window length ∆t = 10µs is also considered.
Let us calculate the mean and the variance of coefficients a lm . a lm is given by
The mean of coefficients a lm is not nil only for diagonal elements We obtain
Finally, the off-diagonal entries of A are complex random variables with zero mean and variance 1/N. The diagonal elements of A are also complex random variables but with a mean equal to 1 and a variance of 1/N. Now that we have calculated the mean and variance of the autocorrelation coefficients a lm built from a "classical" random matrix R, we focus on the effect of coherent backscattering.
To that aim, we consider the matrixK which is obtained experimentally in the multiple scattering regime. This matrix is built from the array response matrix K:
Eq.B5 is another expression for the renormalization presented in Eq.1. By construction, we
Note that the random matrix R verifies the same property. But, as pointed out in Sec.III C, the variance of elements ofK is not constant. In particular, the matrixK exhibits a doubled variance along its diagonal because of the coherent backscattering phenomenon. To estimate its effect on the singular value spectrum, we modelK as a matrix whose coefficientsk ij are complex gaussian random variables independently distributed with mean zero and a variance σ 2 ij defined as
Eq.B6 leads to
which yields
The variance of elementsk ij is equal to
for off-diagonal elements (i = j) and twice for diagonal elements (i = j).
Let us focus now on the autocorrelation matrix B =KK † . Its coefficients are defined as
The mean of coefficients b lm is given by
We obtain the same mean for b lm as for a lm (Eq.B2)
As to the variance of coefficient b lm , it can be expressed as
The statistical properties of the autocorrelation matrices A and B are summed up in Tab.I
The coherent backscattering effect increases the variance of the autocorrelation coefficients, "Classical" random matrix R Experimental matrixK (N +1) 2 becomes negligible. For instance, the relative error is about 3% for N = 32. So, the doubled variance of diagonal elements ofK does not perturb significantly the singular values distribution.
Appendix C:
We investigate the influence of reciprocity on the statistical properties of the autocorrelation matrix. We will consider first the case of a "classical" random matrix and study the statistical properties of its autocorrelation matrix. The case of a symetric random matrix will be studied afterwards. The comparison of the results obtained in both cases will allow us to explain and quantify the influence of symmetry on the singular values distribution.
As we will see, the symmetry implies correlations between the diagonal elements of the autocorrelation matrix.
Let us first consider a random matrix R of dimension N × N. We assume that the 
The second sum can be calculated using the fact that We now consider the case of a random but symmetric matrix likeK. Its coefficients are complex gaussian random variables identically distributed, with mean zero and variance 1/N. The only difference with a "classical" random matrix R is the fact thatk ij =k ji .
We neglect here the coherent backscattering effect(see Appendix B) in order to focus on the influence of reciprocity. has an influence on the eigenvalue spectrum of the autocorrelation matrix, hence on the singular values distribution of the matrixK. This explains partly the deviation from the quarter circle law, which we pointed out numerically (see Fig.6(b) ). Note that for N >> 1, the influence of symmetry should vanish.
Appendix D:
We assume that the matrix K T associated to the target is of rank 1. λ 
The trace of K T K T † can also be expressed as
From Eq.D1 and Eq.D2, we deduce
Now, we consider the case of the matrix K. This matrix is the sum of two contributions (Eq.15) :
• K T which corresponds to the direct echo reflected by the target.
• K R which corresponds to the response of the random medium (or to additive noise).
The trace of the autocorrelation matrix KK † is given by
We note σ 2 R the mean power of signals linked with the random contribution:
The trace of KK † can be also expressed as
Assuming that Nσ T >> σ R and Nσ R >> σ T (assumptions verified a posteriori with Eq.19),
we can neglect the third sum because ℜ k 
