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Abstract
This paper presents a communication efficient distributed algorithm, CIRFE of the consensus+innovations type, to
estimate a high-dimensional parameter in a multi-agent network, in which each agent is interested in reconstructing
only a few components of the parameter. This problem arises for example when monitoring the high-dimensional
distributed state of a large-scale infrastructure with a network of limited capability sensors and where each sensor is
tasked with estimating some local components of the state. At each observation sampling epoch, each agent updates
its local estimate of the parameter components in its interest set by simultaneously processing the latest locally sensed
information (innovations) and the parameter estimates from agents (consensus) in its communication neighborhood
given by a time-varying possibly sparse graph. Under minimal conditions on the inter-agent communication network
and the sensing models, almost sure convergence of the estimate sequence at each agent to the components of the true
parameter in its interest set is established. Furthermore, the paper establishes the performance of CIRFE in terms
of asymptotic covariance of the estimate sequences and specifically characterizes the dependencies of the component
wise asymptotic covariance in terms of the number of agents tasked with estimating it. Finally, simulation experiments
demonstrate the efficacy of CIRFE .
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1. INTRODUCTION
In this paper, we are interested in distributed inference of the parameterized state of the large-scale cyber physical
systems (CPS) like sensor networks monitoring a spatially distributed field, or CPSs where physical entities with
sensing capabilities are deployed over large areas. Relevant applications include, minimum cost flow problems (see,
for example [1]), distributed model predictive control (see, for example [2], [3]), distributed localization (see, for
example [4]). An important example of the systems of interest is the smart grid–a large network of generators and
loads instrumented with, for example, phasor measurement units (PMUs) [5], [6]. Our goal is to reconstruct the
physical field or state of the CPS that is represented by a vector parameter. The structure of the physical layer is
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reflected through the coupling among the observation sequences across different nodes. Suppose, for the purpose of
illustration, corresponding to each field location, there is a low-power inexpensive sensor monitoring the location.
The noisy sensor measurement at a location in the field is possibly a function of its own component and neighboring
field components. As an example, in the smart grid context, a sensor at a node (location) may obtain a measurement
of the power flowing into that node, which in turn is a function of the field components (e.g., voltages, angles) at
that node and neighboring nodes. This coupling among parameter components in the measurements will be referred
to as the physical coupling in the sequel. However, due to possible lack of identifiability, in order to come up with
a provably consistent estimates of the parameter components of interest, each agent exchanges information with its
neighborhood which conforms to a pre-assigned inter-agent communication graph. The inter-agent communication
graph forms the cyber layer of the system and is different from that of the physical layer, i.e., the coupling structure
among the parameter components induced by the distributed measurement model. Due to the high-dimensionality of
the field, reconstructing the entire field at each agent may be too taxing, and hence, agents may only be interested
in estimating certain components of the parameter field locally; furthermore, the components of interest at a given
agent, referred to as the interest set of the agent, varies from agent to agent. More concretely, the observation model
we adopt in this paper is of the form,
yn(t) = Hnθ
∗ + γn(t),
where θ∗ ∈ RN , and the dimension of θ∗ corresponds to the number of physical locations being monitored in the
field, Hn is a (fat) matrix that abstracts the coupling in measurements for agent n with the state values at other
nodes and γn(t) represents the observation noise (to be specified later). Existing distributed estimation schemes,
such as in [7]–[15], aim to reconstruct the entire parameter at each node of the networked setup, thus reflecting
a homogeneous objective across all nodes. However, in this paper, we consider a distributed estimation scheme
which allows agents to pursue a heterogeneous objectives, in which agents’ only estimate a few components of the
parameter vector θ∗ corresponding to their interest sets. Accounting for heterogeneity is highly relevant in practice.
The heterogeneous objectives across agents lets us extend the notion of consensus to subspace consensus, where
the agents reach consensus with respect to entries of the parameter that lie in the intersection of their interest
sets. The second level of heterogeneity in our proposed algorithm is exhibited in terms of heterogeneous agent
sensing models and noise statistics. In practice, different types of devices (agents) in the network may have very
different “sensing quality”. For instance, with state estimation in smart grids, phasor measurement units (PMUs)
can have much smaller variance than standard sensing devices. Owing to the high-dimensionality of the state vector
and limited storage and processing capabilities in the individual entities of a large-scale CPS, exchanging high-
dimensional estimates may be undesirable. Hence, in this paper, we consider a distributed estimator where each
agent only infers a fraction of the field, but through cooperation and under the appropriate conditions generates
provably consistent estimates of this fraction of the field. In existing distributed estimation schemes such as in [7]–
[15], the global model information in terms of the sensing models of all the agents are assumed to be inaccessible
for any agent. However, the aforementioned setups subsume the knowledge of the dimension of the state vector to
be estimated and hence adapt the storage requirements at each agent to cater to the exact dimension of the state
vector. In contrast, in this paper, we present a distributed estimation algorithm of the consensus+ innovations form (
[7], [8]), namely CIRFE , consensus+innovations Random Fields Estimator, where each agent reconstructs only a
subset of the field by simultaneously processing information obtained from its neighbors (consensus) and the latest
sensed information (innovation). It is of particular interest, that the information about the state vector is constrained
to neighborhoods; in that, an agent has only information about the components of the state vector which potentially
affect its own measurements, alleviating storage and model knowledge requirements.
Our main contributions are as follows:
Main Contribution 1: We propose a scheme, namely CIRFE , where each entity reconstructs only a subset of
the components of the state modeled by a vector parameter, and thereby also reducing the dimension of messages
being communicated among the agents. Under mild conditions of the connectivity of the network, we establish
consistency of the estimate sequence at each agent with respect to the components of the parameters in its interest
set. The proposed scheme allows heterogeneity in terms of agents’ objectives, while still allowing for inter-agent
collaboration.
Main Contribution 2: Technically, the consensus+innovations type approach that we employ for state reconstruction
in the current setting constitutes a mixed time-scale stochastic approximation procedure [16]. We explicitly evaluate
the asymptotic covariance of the component wise estimate sequences at each agent. The obtained asymptotic
covariance is heterogeneous in terms of scaling of the variances of the components of the parameter based on the
number of agents interested in reconstructing a particular component. To the best of our knowledge, this is the first
asymptotic covariance evaluation explicitly in terms of the number of agents interested in reconstructing entries of
the state vector for distributed estimation of high-dimensional fields, i.e., when each node is interested only in a
subset of the vector parameter.
Related Work: Relevant distributed estimation literature can be classified primarily into two types. The first type
includes schemes which involve single snapshot data collection followed by inter-agent fusion through consensus
type protocols (see, for example, [9], [10], [17]–[19]). The second type includes estimation schemes where the
sensing and the processing of the information occur at the same rate and sequentially in time (see, for example
[11]–[14], [20]–[25]). Representative approaches of this latter class are consensus + innovations type ([7], [15]) and
the diffusion type ([26], [27]) algorithms. Distributed inference algorithms for random fields have been proposed
in literature, see, for example [28], [29]. Reference [28] considers the estimation of a time-varying random field
pertaining to a linear observation model, where each agent reconstructs only a few components of the field. However,
in contrast with [28] where the incorporation of new sensed information is followed by multiple rounds of consensus,
the proposed algorithm in this paper simultaneously fuses the neighborhood information and the current observation
albeit for a static field. In contrast with [29], where each agent tries to reconstruct the entire time-varying random
field, the proposed algorithm reconstructs only a subset of the components of the entire field at each agent and
the information exchange entails a low dimensional vector instead of the entire parameter. Distributed estimation
schemes involving objectives where agents reconstruct only a few entries of the parameter have also been studied
in [5], [30], [31]. In particular, as compared to [5], [30], [31] which consider static connected communication
graphs, in this paper we consider time-varying stochastic communication graphs that are connected on average. In
[31] so as to facilitate adaptation, the algorithm employs constant step sizes and the residual mean square error
is characterized in terms of the step size only. However in comparison, the asymptotic variance of the estimator
proposed in this paper reveals the scaling with respect to the number of agents interested in reconstructing a particular
entry of the parameter. A field estimation scheme in a fully distributed setup of the type studied in this paper with
arbitrary connected inter-agent communication topology where agents reconstruct only a subset of the physical field
was also proposed in [32] (Chapter 3). The current work is inspired by [32] and generalizes the development in
[32] in several fronts to achieve better estimation performance. In [32], a single time-scale consensus+innovations
algorithm pertaining to a linear observation model was proposed and the consistency and asymptotic normality1 of
the estimator was established. By, a single time-scale consensus+innovations algorithm, we mean algorithms where
the consensus and innovation potentials are controlled by the same time-decaying sequence. The performance of
the single time-scale version of the consensus+innovations distributed estimation algorithm in terms of asymptotic
variance depends on the network topology and is thus affected when the connectivity of the network is relatively
poor. In contrast with [32], we propose a consensus + innovations algorithm, where the consensus and innovations
terms are weighed through different carefully crafted time-varying sequences. In this paper, we not only establish
the consistency and asymptotic normality of the parameter estimate sequence but also, due to the employed mixed
time-scale stochastic approximation obtain the asymptotic covariance of the estimate sequences to be independent
of the particular communication network instance.
Paper Organization : The rest of the paper is organized as follows. Spectral graph theory and notation are discussed
next. The sensing model and the preliminaries are discussed in Section 2. Section 3 presents the proposed distributed
estimation algorithm, while Section 4 and Section 6 concerns with the main results of the paper and the proof of
the main results respectively. The simulation experiments for the proposed algorithm are presented in Section 5.
Finally, Section 7 concludes the paper.
Notation. We denote by R the set of reals, and by Rk the k-dimensional Euclidean space. Vectors and matrices
are in bold faces. We also denote by Aij or [A]ij , the (i, j)-th entry of a matrix A; ai or [a]i the i-th entry of a
vector a. The symbols I and 0 are the k×k identity matrix and the k×k zero matrix, respectively, the dimensions
being clear from the context. The vector ei is the i-th column of I, also referred to as a canonical vector. The
symbol > stands for matrix transpose. The operator ⊗ denotes the Kronecker product. The operator ||.|| applied
to a vector is the standard Euclidean L2 norm, while when applied to matrices stands for the induced L2 norm,
which is equal to the spectral radius for symmetric matrices. The cardinality of a set S is |S|. Finally, diag(v)
denotes the diagonal matrix with its diagonal elements as v. All inequalities involving random variables are to be
interpreted almost surely (a.s.).
Spectral Graph Theory. The inter-agent communication network is a simple2 undirected graph G = (V,E), where
V denotes the set of agents or vertices with cardinality |V | = N , and E the set of edges with |E| = M . If there
exists an edge between agents i and j, then (i, j) ∈ E. A path between agents i and j of length m is a sequence
(i = p0, p1, · · · , pm = j) of vertices, such that (pt, pt+1) ∈ E, 0 ≤ t ≤ m− 1. A graph is connected if there exists
1An estimate sequence is asymptotically normal if its
√
t scaled error process, i.e., the difference between the sequence and the true parameter
converges in distribution to a normal random variate.
2A graph is said to be simple if it is devoid of self loops and multiple edges.
a path between all possible agent pairs. The neighborhood of an agent n is given by Ωn = {j ∈ V |(n, j) ∈ E}. The
degree of agent n is given by dn = |Ωn|. The structure of the graph is represented by the symmetric N×N adjacency
matrix A = [Aij ], where Aij = 1 if (i, j) ∈ E, and 0 otherwise. The degree matrix is given by the diagonal matrix
D = diag(d1 · · · dN ). The graph Laplacian matrix is defined as L = D−A. The Laplacian is a positive semidefinite
matrix, hence its eigenvalues can be ordered and represented as 0 = λ1(L) ≤ λ2(L) ≤ · · ·λN (L). Furthermore, a
graph is connected if and only if λ2(L) > 0 (see [33] for instance).
2. SENSING MODEL AND PRELIMINARIES
Consider N physical agents monitoring a field over a large physical area. Each agent n is associated with a
scalar state θ∗n, which represents the field intensity parameter at its location. The agents are equipped with sensing
capabilities. We assume each agent observes a time-series of measurements, given by noisy linear functions of its
state and the states of neighboring agents. Due to this coupling in the observations, an agent should cooperate with
neighbors to reconstruct its own state. For simplicity, we assume that the individual agent states are scalars. Our
results can be generalized to vector valued states, though at the cost of extra notation. The observation at each
agent is of the form:
yn(t) = Hnθ
∗ + γn(t), (1)
where Hn ∈ RMn×N is a sparsifying (to be clarified soon) sensing matrix, {yn(t)} is a RMn -valued observation
sequence for the n-th agent and for each n where possibly Mn  N , {γn(t)} is a zero-mean temporally independent
and identically distributed (i.i.d.) noise sequence with nonsingular covariance matrix Rn. It is to be noted that the
assumption that the dimension of the parameter θ∗ is equal to the number of agents, N , is simply made for clarity
of presentation. In particular, all our proofs and assertions will continue to hold with appropriate modifications if
the dimension of the global parameter is different from N .
Assumption A1. There exists 1 > 0, such that, for all n, Eθ
[
‖γn(t)‖2+1
]
<∞.
The above assumption encompasses a broad class of noise distributions in the setup. The heterogeneity of the setup
is exhibited in terms of the sensing matrix and the noise covariances at the agents. We now formalize an assumption
on global model observability.
Assumption A2. The matrix G =
∑N
n=1 H
>
nR
−1
n Hn is full rank.
Assumption A2 is crucial for our distributed setup. It is to be noted that such an assumption is needed for even
a setup with a centralized node which has access to all the data samples at each of the agent nodes at each time.
Assumption A2 ensures that if a hypothetical fusion center could stack all the data samples together at any time t, it
would have sufficient information so as to be able to unambiguously estimate the parameter of interest. Hence, the
requirement for this assumption naturally extends to our distributed setup. As far as reconstructing the parameter
θ is concerned, there is an inherent scalability issue as the dimension of the parameter scales with the size of the
network. Owing to the ad-hoc nature of setups as described above and observations being made at different agents in
a sequential manner, one has to resort to recursive message-passing schemes while conforming to a communication
protocol specified by a inter-agent communication graph. Given the possibly high-dimensional state of the field, it
is not desirable and communication-wise feasible to exchange the high-dimensional data in the form of parameter
estimates and for each agent to estimate the entire vector. Before, going over specifics of our algorithm, we next
review recursive estimation both in the centralized and distributed setups.
A. Preliminaries
In this section, we go over the preliminaries of classical distributed estimation.
Distributed Estimation:
In the setup described above in (1), if a hypothetical fusion center having access to the data samples at all nodes
at all times were to conduct the parameter estimation in a recursive manner, a (centralized) recursive least-squares
type approach could be employed as follows:
xc(t+ 1) = xc(t)
+
a
t+ 1
N∑
n=1
H>nΣ
−1
n (yn(t)−Hnxc(t))︸ ︷︷ ︸
Global Innovation
,
where a is a positive constant such that a > N/
(
λmin
(∑N
n=1 H
>
nR
−1
n Hn
))
. However, such a fusion center
based scheme may not be implementable in our distributed multi-agent setting with time-varying sparse inter-agent
interaction primarily due to the fact that the desired global innovation computation requires instantaneous access
to the entire set of network sensed data at all times at the fusion center. Moreover, the fusion center intends to
reconstruct the entire high-dimensional state and thus, maintains a N -dimensional estimate at all times. If in the
case of a distributed setup, an agent n in the network were to replicate the centralized update by replacing the
global innovation in accordance with its local innovation, the update for the parameter estimate becomes
x̂n(t+ 1) = x̂n(t)
+
a
t+ 1
H>nΣ
−1
n (yn(t)−Hnx̂n(t))︸ ︷︷ ︸
Local Innovation
,
where {x̂n(t)} represents the estimate sequence at agent n. The above update involves purely decentralized and
independent local processing with no collaboration among the agents whatsoever. However, note that in the case
when the data samples obtained at each agent lacks information about all the features, the parameter estimates
would be erroneous and sub-optimal. As in the case of the fusion center based approach outlined above, each
agent maintains a N -dimensional estimate at all times and hence the messages exchanged in the neighborhood are
N -dimensional and could be very large depending on the size of the network. Hence, as a surrogate to the global
innovation in the centralized recursions, the local estimators compute a local innovation based on the locally sensed
data as an agent has access to information only in its neighborhood. The information loss at a node is compensated
by incorporating an agreement or consensus potential into their updates which is then incorporated (see, for example
[7], [34], [35]) as follows:
xn(t+ 1) = xn(t)− b
(t+ 1)δ1
∑
l∈Ωn(t)
(xn(t)− xl(t))︸ ︷︷ ︸
Neighborhood Consensus
+
a
t+ 1
Γ−1H>nΣ
−1
n (yn(t)−Hnxn(t))︸ ︷︷ ︸
Local Innovation
, (2)
where 0 < δ1 < 1, Ωn(t) represents the neighborhood of agent n at time t and a, b are appropriately chosen
positive constants. In the above scheme, the information exchange among agent nodes is limited to the parameter
estimates. It has been shown in previous work that under appropriate conditions (see, for example [7]), the estimate
sequence {xn(t)} converges to θ∗ and is asymptotically normal, i.e.,
√
t+ 1 (xn(t)− θ) D=⇒ N
(
0, (NΓ)−1
)
,
where Γ = 1N
∑N
n=1 H
>
nR
−1
n Hn and
D
=⇒ denotes convergence in distribution. The above established asymptotic
normality also points to the conclusion that the MSE decays as Θ(1/t). For future reference, we will refer to the
distributed estimation approach in (2) as the classical consensus+innovations approach. The aforementioned scheme,
though optimal in terms of the asymptotic covariance entails the availability of global model information at each
agent and exchange of the entire parameter estimate which in turn is N -dimensional among agents. Furthermore,
due to the inherent spatial coupling in the observation sequence at each node with other nodes in its neighborhood,
the availability of a particular entry of the state vector is localized to a small area. Hence, a large-scale deployment
of such a system, would incorporate a significant delay for an agent to assimilate information about a particular
entry of the state vector which is not local with respect to its neighborhood. Moreover, such a scheme requires the
knowledge of the dimension of the state vector at each agent and storage of a high-dimensional local estimates,
same as the size of the entire state vector. Such prior knowledge about attributes of the parameter such as dimension
in conjunction with requirement for large memory at each agent might be practically infeasible owing to the ad-hoc
nature and limited sensing, computation and storage capabilities of agents in a networked setup.
Thus, in both of the schemes above, specifically in the case which involves estimating a high-dimensional parameter,
it might not be practical to estimate the entire parameter at each agent. In such a high-dimensional parameter
estimation scheme, it is highly favorable to estimate only a few entries of the parameter based on the requirements
of each agent, which could potentially reduce the dimensions of messages being exchanged in the network thereby
reducing the implementation complexity considerably.
B. Connections with Distributed Optimization
In principle, distributed stochastic optimization, with each node interested in a few entries of the optimization
variable, is more general than the distributed estimation/random fields setup studied here. Indeed, one recovers
the setup here with specializing the cost functions to be quadratic. However, this is true only for a very generic
formulation of distributed stochastic optimization, where no strong convexity is assumed, each node is interested in
a subset of the variable of interest, and the gradient (first order) information is subject to noise, and the underlying
network is random. However, to the best of our knowledge, there is no present work that simultaneously addresses all
of these aspects. For example, in [2], the setup involves a static network connected at all times with each agent having
access to an incremental first order oracle, i.e., access to exact gradient information; the paper establishes convergence
the iterate sequences to the optimizer, however, rates of convergence are not provided. In [36], the authors consider
coupled distributed stochastic optimization setups where the coupling is induced by interest sets of different agents
over static networks. The setup in [36] encompasses estimation setups, given that global observability3 holds for
each entry of the parameter in the respective clusters, which in turn is subsumed in the setup. Technically speaking,
typical distributed optimization setups rely on local observability4 without assuming local correctness5 at each agent.
However, in the case of distributed estimation, the agents lack local observability but preserve local correctness.
Moreover, the study of the mean square error in [36] reflects errors in terms of the step sizes only and does
not reflect explicit dependence in terms of the number of agents collaborating to estimate a particular entry of
the parameter. In comparison with [2], [36], we consider a distributed estimation setup over time-varying networks
connected only on average and provide asymptotic characterization of the estimator as time goes to∞. Furthermore,
we specifically characterize the scaling of the asymptotic variance of each entry of the parameter in terms of the
number of agents interested in reconstructing the particular entry in question. We also characterize the fundamental
condition so as to generate consistent estimates of each entry of the parameter and show that connectivity of the
network and global observability is not enough to ensure consistency of the estimates. We direct the reader to
assumption A5 and the discussion after assumption A6 for a detailed illustration. In particular, we establish that
connectivity of the subgraphs induced by the interest sets is a sufficient condition to enforce assumption A5. It is
an open question as to what is a necessary condition (in terms of the network structure, sensing structure, and the
interest sets’ structure) so as to enforce assumption A5.
3. CIRFE : DISTRIBUTED RANDOM FIELDS ESTIMATION
In this section, we develop the algorithm CIRFE . The parameter to be reconstructed which is the vector of states
accumulated over the entire network is θ∗ ∈ RN . The sparsifying nature of Hn in (1) is related to the coupling
induced by the measurements in the field. To be specific, let us define I˜n as the set of agents whose states influence
the measurement yn(t) at agent n, i.e., I˜n collects the agents for which the corresponding columns of matrix
Hn is non-zero. In what follows, we say an agent n is physically coupled to an agent l if the observation at
agent n is influenced by the state component θ∗l . Typically, I˜n is a small subset of the total number of agents
N . Technically speaking, the above mentioned coupling induced by the measurements can be expressed in terms
of an adjacency matrix, Aˆ, where Aˆnl = 1 if l ∈ I˜n and 0 otherwise. Now, that we have abstracted out the
physical coupling (physical layer) in the networked system under consideration, we discuss about the communication
layer (cyber layer), i.e., the inter-agent communication network and the associated communication protocol. Before
getting into the communication protocol, we introduce interest sets of agents’ around which the communication
protocol is built. We intend to formulate a distributed estimation procedure, where every agent wants to reconstruct
the states of a small subset of the agents, which we refer to as the interest set of the agent. In what follows, we
point out that the n-th component of the field has a one-to-one correspondence with the n-th agent: this one-to-
one correspondence is best illustrated by visualizing the agents to be (geographically) distributed in a field with
3Global Observability refers to the condition, when the parameter can be reconstructed by stacking the samples collected from all the agents.
4Local observability refers to the condition, where an agent can reconstruct its own state based on its own observation sequence.
5Local correctness refers to the condition, where the set of local optimizers for the agent’s local cost function includes the optimizer of the
global objective.
θ∗n representing the state of the field at the location of the n-th agent. Formally, the interest set of an agent is
represented as In. The interest set could vary from one agent to another. The interest sets can be arbitrary but need
to satisfy the following assumption:
Assumption A3. The set of agents physically coupled with agent n is a subset of the interest set of agent n, i.e.,
I˜n ⊂ In.
We assume without loss of generality that I˜n and hence In is non-empty for all n. (For illustration, see below the
example after Assumption A6). We number the nodes (equivalently, components of θ) in the interest sets of agents
in increasing order. Thus, the interest set In at an agent n can be considered to be a vector with dimension |In|. For
example, In(r) = p indicates that agent p is the r-th agent in increasing order in the interest set In. We also have
that I−1n (p) = r. Moreover, as each agent n is only interested in reconstructing the states of agents in its interest
set, the estimate at agent n, xn(t) ∈ R|In|, ∀ t. At every time instant t, an agent n simultaneously fuses information
received from the neighbors and the latest sensed information to update its parameter estimate. However, as the
interest set of agents in the neighborhood might not be the same as that of the agent itself, the information received
from the neighbors needs censoring. Let the message received from agent l at time t be denoted by xl(t) ∈ R|Il|,
where l ∈ Ωn. The censored message processed by agent n, xrl,n(t) ∈ R|In| is generated as follows:
e>j x
r
l,n(t) =
e
>
I−1
l
(In(j))xl(t) In(j) ∈ Il
0 otherwise,
(3)
where ej and eI−1l (In(j)) are canonical vectors with ej ∈ R
|In| and eI−1l (In(j)) ∈ R
|Il|. Agent n only wants to
use estimates of those states from an agent in its neighborhood which are common to their interest sets. Formally,
with agent l, agent n only wants to use estimates of the states in the set In∩Il. Similarly, while using the obtained
estimate states from the neighbors, only those states in the set In ∩Il are updated. We also define the transformed
estimate xsl,n(t) ∈ R|In| at agent n, for each l ∈ Ωn(t) as follows:
e>j x
s
l,n(t) =
e
>
j xn(t) In(j) ∈ Il
0 otherwise.
(4)
where j ∈ {1, · · · , |In|}. The agent n also incorporates the latest sensed information yn(t) while updating the
parameter estimate at each sampling epoch and only retains the components of interest, i.e., those in In. For a
given vector z ∈ R|In|, let zPIn ∈ RN be the vector whose j-th component is given by
e>j z
PIn =
e
>
I−1n (j)z j ∈ In
0 otherwise.
(5)
Finally, for a given vector z ∈ RN , zIn denotes the vector in R|In|, where e>j zIn = e>In(j)z.
We now introduce the algorithm CIRFE for distributed parameter estimation:
xn(t+ 1) = xn(t)−
∑
l∈Ωn(t)
βt
(
xsl,n(t)− xrl,n(t)
)
︸ ︷︷ ︸
Neighborhood Consensus
+ αtH
>
nR
−1
n
(
yn(t)−HnxPInn (t)
)
In︸ ︷︷ ︸
Local Innovation
, (6)
where Ωn(t) represents the neighborhood of agent n at time t; and {βt} and {αt} are the consensus and innovation
weight sequences given by
βt =
β0
(t+ 1)δ1
, αt =
a
t+ 1
, (7)
   2
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Fig. 1: A network example emphasizing the notion of structural observability.
where a, b > 0 and 0 < δ1 < 1/2−1/(2 + 1) and 1 was as defined in Assumption A1. It is to be noted that with
the interest set of each agent being In = {1, 2, · · · , N}, we have that the update in (6) reduces to the classical
consensus+innovations update for linear parameter estimation schemes (see, [34] for example). Thus, the classical
consensus+innovations parameter estimation scheme, is strictly a special case of the update in (6).
We now illustrate the introduced setup and algorithm (6) with a 5 agents network example in Fig. 1. Each node n
corresponds to a physical component θ∗n. Thus, θ
∗ ∈ R5. The solid lines connecting the nodes correspond to the
inter-node communication pattern. Each node observes a noisy scalar functional. In particular, we assume
y3(t) =
1
3
(θ∗2 + θ
∗
3 + θ
∗
4) + γ3(t)
yn(t) = θ
∗
n + γn(t), n = 1, 2, 4, 5. (8)
Note that then the noise covariance matrix Rn is a positive scalar, n = 1, 2, ..., 5. Also, for n 6= 5, Hn is a
5-dimensional (row) vector with all entries equal to zero except the n-th entry which equals one. On the other
hand, H3 = [ 0, 1/3, 1/3, 1/3, 0 ]. we have that I˜n = {n} for n = 1, 2, 4, 5, and I˜3 = {2, 3, 4}. Let us also
assume that the agents’ interest sets are given by In = I˜n, for each n = 1, 2, ..., 5. For notational simplicity, we
omit time index t when writing the agents’ estimates; that is, we write xn in place of xn(t). Also, we denote by
[xn]i the i-th entry of xn. Then, agent 3’s estimate x3 is a 3× 1 vector, with [x3]1 being an estimate of θ∗2 , [x3]2
being an estimate of θ∗3 , and [x3]3 being an estimate of θ
∗
4 . Regarding the remaining agents n 6= 3, we have that xn
is a scalar, with xn being an estimate of θ∗n. Next, consider agent 3 and its interaction with agent 2. The censored
quantity xr32 at agent 3 based on the received message from agent 2 equals x
r
32 = [ x2, 0, 0 ]
>. Further, the agent
3’s own censored estimate, adapted so that it can be combined with xr32, equals x
s
32 = [ [x3]1, 0, 0 ]
>. Note that the
first entry in both xr32 and x
s
32 corresponds to an estimate of θ
∗
2 , the second entry of both x
r
32 and x
s
32 corresponds
to an estimate of θ∗3 , and the third entry of both x
r
32 and x
s
32 corresponds to an estimate of θ
∗
4 . The second and third
entry in both xr32 and x
s
32 is zero, because the intersection of the agents’ 2 and 3 interest sets I1∩I2 = {2}, i.e., it
does not include the interest for θ∗3 nor for θ
∗
4 . Further, we have that x
r
23 = [x3]1 and x
s
23 = x2. The remaining pairs
of quantities xrnl and and x
s
nl are defined analogously. Next, agent 3’s estimate “lifted” to the N = 5-dimensional
space equals x˜3 = [0, [x3]1, [x3]2, [x3]3, 0 ]>. Note that the first and fifth entries in x˜3 are zero, because agent
3 does not have interest in θ∗1 nor in θ
∗
5 . Similarly, we have that x˜2 = [ 0, x2, 0, 0, 0 ]
>. We next specialize the
update rule (6) for the example considered here and agent 3; we have:
[x3]1(t+ 1)
[x3]2(t+ 1)
[x3]3(t+ 1)

︸ ︷︷ ︸
x3(t+1)
=

[x3]1(t)
[x3]2(t)
[x3]3(t)

︸ ︷︷ ︸
x3(t)
+βt


x2(t)
0
0
−

[x3]1(t)
0
0


︸ ︷︷ ︸
xr32(t)−xs32(t)
+ βt


0
0
x4(t)
−

0
0
[x3]3(t)


︸ ︷︷ ︸
xr34(t)−xs34(t)
+ αt

1/3
1/3
1/3

︸ ︷︷ ︸
(H>3 )I3
R−13
(
y3(t)− 1
3
([x3]1(t) + [x3]2(t) + [x3]3(t))
)
. (9)
We formalize an assumption on the connectivity of the inter-agent communication graph before proceeding further.
Assumption A4. The inter-agent communication graph is connected on average, i.e., λ2(L) > 0, where L denotes
the mean of the sequence of identically and independently distributed (i.i.d) graph Laplacian sequence {L(t)}.
Remark 3.1. In the parameter estimation scheme in (6), an agent n uses only those components of its neighbor
l’s estimate xl(t), which belong to its interest set In. Thus, agents n and l combine components linearly which
belong to In ∩ Il and reject the rest of the components. From an implementation viewpoint, it is desirable for an
agent l to only transmit those components to agent n which belong to In ∩ Il instead of transmitting the entire
xl(t) to agent n as the one which involves exchanging only those components which are common to the agents
has lower communication overhead. In the former case, the receiving agent n will zero out the components it does
not require, so both the transmission strategies would lead to the same update. Moreover, in the innovation term,
where an agent n uses its own previous state to compute the innovation, an agent subsequently retains only the
components of interest so as to keep the update economical in terms of size. We also emphasize here that the inter-
agent communication graphs {L(t)} and the physical adjacency matrix Aˆ induced by the measurement coupling
may be structurally different.
We now present a more compact representation of the CIRFE algorithm so as to be able to establish its asymptotic
convergence properties. Let I denote a subset of {1, 2, · · · , N}. Define the diagonal matrix PI which selects the
corresponding non-zero components of I from a RN2 dimensional vector. In particular, PI = diag [PI1 , · · · , PIn ],
where each PIn ∈ RN×N and is a diagonal matrix such [PIn ]i,i = 1 if i ∈ In or 0 otherwise.
For the 5-agent network example associated with Figure 1, we have for n 6= 3 that PIn is the 5 × 5 matrix with
all the entries equal to zero, except the (n, n)-th entry which equals one. The matrix PI3 has all the entries equal
to zero, except the (2, 2)-th, (3, 3)-th, and (4, 4)-th entries, which al equal to one.
For the estimate sequence {xn(t)} at agent n, let {x˜n(t)} ∈ RN denote the auxiliary estimate sequence, where
x˜n(t) = xn(t)
PIn . With the above development in place, it is easy to see that, for y ∈ RN ,
(
xrl,n(t)
)PIn
=
PInPIl x˜l(t),
(
xsl,n(t)
)PIn
= PInPIl x˜n(t) and (xn(t))
PIn = PIn x˜n(t). The CIRFE update in (6) can then be
written in terms of the auxiliary processes as follows:
x˜n(t+ 1) = x˜n(t)−
∑
l∈Ωn(t)
βtPInPIl (x˜n(t)− x˜l(t))
+ αtPInH
>
nR
−1
n (yn(t)−HnPIn x˜n(t)) . (10)
We introduce the matrix LP ∈ RN2×N2 so as to make the above representation more compact.
[LP(t)]nl =
−PIn
∑N
r=1:r 6=n Lnr(t)PIr if n = l
Lnl(t)PIlPIn otherwise,
(11)
where [LP(t)]nl ∈ RN×N denotes the (n, l)-th sub-block of the block matrix LP . It follows by elementary matrix
multiplication properties that PLP(t) = LP(t). It is also to be noted that LP is a symmetric matrix. The matrix
LP(t) at each time step t can be decomposed as follows:
LP(t) = LP + L˜P(t), (12)
where {LP(t)} is an i.i.d. sequence with mean LP and L˜P(t) = LP(t) − E [LP(t)]. Thus, we have that the
residual sequence {L˜P(t)} satisfies E
[
L˜P(t)
]
= 0.
With the above development in place, the update in (10) can be written in a compact form as follows:
x˜(t+ 1) = x˜(t)− βtLP(t)x˜(t) + αtPGHR−1
(
y(t)−G>HPx˜(t)
)
, (13)
where x˜>(t) =
[
x˜>1 (t), · · · , x˜>N (t)
]>
, y(t)> = [y1(t)> · · · yN (t)>]>, R = diag [R1, · · · ,RN ], P = diag [PI1 , · · · ,PIN ],
and GH = diag[H>1 ,H
>
2 , · · · ,H>N ].
Remark 3.2. In the case when the noise covariance is not known apriori, a recursive estimator of the inverse noise
covariance can be used so as to be used as a plugin estimate for R−1n . A plugin estimate for R
−1
n at time t+ 1,
denoted by R̂−1n (t+ 1) can be generated as follows:
Qn(t+ 1) =
1
t
t∑
s=0
yn(s)y
>
n (s)−
(
1
t
t∑
s=0
yn(s)
)(
1
t
t∑
s=0
yn(s)
)>
R̂−1n (t+ 1) = (Qn(t+ 1) + γtIMn)
−1 ,
where γt is a time-decaying sequence such that γt → 0 as t→∞.
Also, given the sensing model and the assumption that the dimension of the observations at each agent n, given
by Mn is Mn  N , inverting a low-dimensional matrix is not particularly computationally taxing. In particular,
Mn can be equal to 1 for instance in which the inverse noise covariance matrix can be estimated seamlessly.
Furthermore, it is to be noted that the update can be adapted to be of the following form, where R−1 is replaced
by I
x˜(t+ 1) = x˜(t)− βtLP(t)x˜(t) + αtPGH
(
y(t)−G>HPx˜(t)
)
,
which does not require the inverse noise covariance. We remark that with the above update, the algorithm still
retains the property concerning the almost sure convergence of the parameter estimate at each agent to the entries
of the parameter corresponding to its interest set. Thus, the computational cost can be reduced drastically with an
update of the following form as defined above, which does not involve any matrix inversions. Thus, when knowledge
or calculation of R−1 is an issue, algorithm (13) can be replaced with the update above, retaining consistency but
possibly with a loss in terms of the asymptotic covariance.
Remark 3.3. The recursive update in (13) is of the stochastic approximation type. The stochastic approximation
procedure, employed here is a mixed time-scale stochastic approximation as opposed to the classical single time-
scale stochastic approximation (see, for example [16]). The above notion of mixed time-scale is very different
from the more commonly studied two time-scale stochastic approximation (see, for instance [37]) in which a fast
process is coupled with a slower dynamical system. The approach employed here is similar to the ones in [38] and
[34] in which a single update procedure is influenced by multiple potentials with different time-decaying weights.
Now, suppose that the interest set of each agent consists of all components of θ∗, i.e., the update in (13) reduces
to the classical consensus+innovations update in (2). A key technical step employed in the analysis of classical
consensus+innovations procedures of the type in (2) (see, for example, [34]) consists of an approximation of the
update in (2) to a single time-scale stochastic approximation procedure that is asymptotically equivalent to the
former, in particular, that converges to the original iterate sequence at a rate faster than (t + 1)0.5. Typically,
in the context of (2) the approximating single time-scale procedure is the network-averaged estimate sequence,
x˜avg(t) =
(
1>N
N ⊗ IN
)
x˜(t), and the analysis in [34] uses the fact that the Laplacian L(t) in (2) has a left eigen
vector of 1N2 and that every agent is interested in estimating the entire parameter vector. However, in the context of
the update in (13), every agent is interested in only a few entries of the parameter which makes the characterization
of asymptotic properties of the estimate sequences highly non-trivial and substantially different from prior work on
consensus+innovations type estimation procedures [34] in which agents share the common objective of estimating
all components of the parameter. However, in contrast to prior work on consensus+innovations type estimation
procedures (see, for example [34]) in which agents share the common objective of estimating all components of the
parameter, the analysis with heterogeneous agent objectives in (13), in that each agent is interested in a different
subset of components, requires new technical machinery. In particular, to obtain asymptotic properties of (13),
we develop a more generalized approximation of the mixed time-scale procedure to an appropriate single time-
scale procedure that takes into account of the heterogeneity in agent objectives; this approximation and subsequent
analysis require new technical tools that we develop in this paper.
Define the subspace SP ∈ RN2 by SP =
{
y ∈ RN2 |y = Pw, for some w ∈ RN2
}
. We now formalize a key
assumption relating the interest sets In to the network connectivity and global observability.
Assumption A5. There exists a constant c1 > 0 such that,
y>
(
β0
α0
LP + PGHR−1G>HP
)
y
≥ c1 ‖y‖2 ,∀ y ∈ SP . (14)
We formalize an assumption on the innovation gain sequence {αt} before proceeding further.
Assumption A6. Let λmin (·) denote the smallest eigenvalue. We require that a satisfies,
amin{λmin
(
N∑
n=1
PInH>nR−1n HnPIn
)
, c1, β
−1
0 } ≥ 1,
where c1 is defined in (14).
It is to be noted that in Assumption A5, if P = IN2 , then the subspace SP reduces to RN2 and the condition
in (14) reduces to a commonly employed Lyapunov condition in classical consensus+innovations type inference
procedures (see, for example, Lemma 6 in [7]) which, in turn, can be enforced by global observability and the
mean connectivity of the network under consideration. However, in the case when P 6= IN2 , the case considered
in this paper, global observability and connectivity of the network is not sufficient to obtain the condition in (14).
The insufficiency of global observability and connectivity of the network in order to enforce (14) can be attributed
to heterogeneous objectives of the agents and censoring of messages at agents leading to an inherent information
loss. Intuitively, such a condition calls for existence of information pathways between agents who share a particular
component in their interest sets and the particular component in question to be observable at this set of agents
collectively. As we show in the following (Lemma 3.4), a sufficient condition for Assumption A5 is that in addition
to the global observability and the mean network connectedness, the induced subgraph for every entry of the vector
θ∗ needs to be connected. The induced subgraph for the r-th entry is the set of agents and their associated links
which have the r-th entry of θ∗ in their interest sets.
In the following, we will establish consistency of the CIRFE under Assumption A5. We now show by a simple
example that, in general, Assumption A5 is stronger than mean connectivity and global observability. To this end,
consider again the simple network consisting of 5 nodes in Fig. 1 and (8).
Clearly, in this case, G =
∑5
n=1 H
>
nHn is invertible and, as shown, the communication network is connected.
In case, every node wants to estimate the entire θ∗, then the above inference task reduces to the inference setup
considered in [7], [35]. Consider the case where In = I˜n for n = 1, 2, 3, 4, i.e., these nodes are interested in
reconstructing only their own states and those who influence their observations. However, let I5 = {5, 1}, i.e., node
5 is interested in the state of node 1. This problem falls under the purview of CIRFE . Clearly, Assumption A4
is satisfied. However, it can be shown by calculating the various terms, that assumption A5 is not satisfied and
hence, convergence of CIRFE to desired values is not guaranteed. This shows that mean connectivity and global
observability is not sufficient for assumption A5 in general. We provide an intuitive explanation, why the CIRFE
is not expected to yield accurate estimates in this case and why the Lyapunov type requirement in assumption A5
is sufficient for CIRFE’s desired convergence.. Looking at Fig. 1, we note that the only node that observes (at
least partially) the component θ∗1 is node 1, i.e., the influence of the state θ
∗
1 only affects the observations at node 1.
Clearly, for node 5 to be able to reconstruct θ∗1 , it should be able to access information about θ
∗
1 from the allowed
communication graph. Moreover, there is a path connecting node 1 to node 5. However, the other nodes in the path
are not interested in reconstructing θ∗1 , so they do not participate in the exchange of information regarding θ
∗
1 . For
example, node 2 ignores the estimate of θ∗1 at node 1 and similarly the others. As a result, the information about
θ∗1 never reaches node 5, although the communication network is connected. Note that the induced subgraph of
component 1 of θ∗ is disconnected, and it involves only nodes 1 and 5 and no links.
At the same time, it is easy to see that this problem is resolved if an extra communication link is added between
nodes 1 and 5. Thus, we see that connectivity of the subgraph formed by those nodes interested in reconstructing
θ1 seems to facilitate proper information flow necessary for the desired convergence of CIRFE . Based on this
intuition, we formulate a general structural connectivity condition (see [32]) that guarantees the satisfaction of A5
which, in turn, will be used subsequently to derive the convergence of CIRFE . We direct the reader to Lemma
3.4.1 in [32] for a proof.
Lemma 3.4 (Lemma 3.4.1 in [32]). Let assumption A4 be satisfied and the global observability condition hold.
For each component r of θ∗, define the subset Ir ⊂ [1, · · · , N ] by
Ir = {n ∈ [1, · · · , N ] | r ∈ In} (15)
Let G denote the network graph corresponding to the mean Laplacian L, i.e., there is an edge between nodes n
and l in G iff the (n, l)-th entry in L is non-zero. For each 1 ≤ r ≤ N , denote the induced subgraph Gr of G with
node set Ir. Then, condition A5 is satisfied if Gr is connected for all r.
Technically speaking, the average connectedness of the induced subgraphs in conjunction with the global observabil-
ity of the entry of the parameter relevant to the subgraphs is enough to ensure consistency of the estimate sequence
of the entry of the parameter. The combinatorial perspective brought about by the preceding observation being, can
one relax the connectivity of the induced subgraph. For example, consider the r-th entry of the parameter. Let the
number of agents interested to estimate the entry is Nr out of which M agents (referred to as O-agents) have the
entry incorporated into their observations. In the case, when one can split Nr agents into disconnected components
where each component consists of non-zero number of agents which observe the entry and the entry is rendered
globally observable with respect to those O-agents in that component, would ensure the estimates of that entry
being consistent at each agent which is interested to reconstruct that agent. However, as the subgraphs induced by
interest sets are coupled in lieu of the interest sets, it might not be possible to ensure such a construction as the
one described before for each entry of the parameter.
4. CIRFE : MAIN RESULTS
In this section we formally state the main results concerning the distributed parameter estimation CIRFE algorithm.
The proofs are relegated to Section 6. The first result concerns with the consistency of the parameter estimate
sequence at each agent n.
Theorem 4.1. Consider the parameter estimate sequence {x˜(t)} generated by the CIRFE algorithm according
to (13). Let Assumptions A1-A6 hold. Then, we have,
Pθ∗
(
lim
t→∞
x˜(t) = P (1N ⊗ θ∗)
)
= 1. (16)
At this point, we note that the estimate sequence generated by CIRFE at any agent n is strongly consistent, i.e.,
xn(t) → θ∗In almost surely (a.s.) as t → ∞. It is also to be noted that, owing to the heterogeneous objectives
of the agents, the consensus in terms of the estimates sequences across any pair of agents is only limited to the
common components of the parameter in their interest sets.
Theorem 4.2. Let the hypothesis of theorem 4.1 hold. Then, we have,
E
[
‖x˜(t)− P (1N ⊗ θ∗)‖2
]
= O
(
1
t
)
(17)
Thus, we note that the mean square error of the estimate sequence with respect to the components of the parameter
θ∗ decays as 1/t. With the above development in place, we state a result which allows us to benchmark the
asymptotic efficiency of the proposed algorithm.
Theorem 4.3. Let the hypotheses of Theorem 4.1 hold. Then, the time-scaled sequence
√
t+ 1 (x˜(t)− P (1N ⊗ θ∗))
is asymptotically normal, i.e.,
√
t+ 1 (x˜(t)− P (1N ⊗ θ∗)) D=⇒ N (0,SR) , (18)
where
SR = PMP
>
[M]ij =
[
PQ
(
N∑
n=1
PInH>nR−1n HnPIn
)
QP
]
ij
×
(
[Λ]ii + [Λ]jj − 1
)−1
, (19)
and P and Λ are orthonormal and diagonal matrices such that P>Q
(∑N
n=1 PInH>nR−1n HnPIn
)
P = Λ, in
which, Q = diag
[
1
Q1
, 1Q2 , · · · , 1QN
]
, with Qi denoting the number of agents interested in the i-th entry of θ
∗.
Theorem 4.3 establishes the asymptotic normality of the time-scaled (auxilliary) estimate sequence. Noting that
the estimate sequence {xn(t)} is a linear transformation of the auxiliary estimate sequence, we conclude that√
t+ 1
(
xn(t)− θ∗In
)
is also asymptotically normal. It is also to be noted that, when the interest sets of each agent
is the identity matrix, i.e., every agent is interested to reconstruct the entire parameter, the matrix Q reduces to IN
and the asymptotic covariance reduces to that of the classical consensus+innovations linear parameter estimation
case (see [7] and the corresponding update in (2)). In this sense, the classical linear parameter estimation case is
a special case of the problem being addressed here. It is to be noted that the case in which Q reduces to 1
Q˜
I for
some Q˜ < N (Q˜ < N agents interested in each entry of θ∗), the asymptotic covariance reduces to,
SR =
aI
2Q˜
+
(
1
N
∑N
n=1 H
>
nR
−1
n Hn +
I
2a
)−1
Q˜
.
The asymptotic covariance as derived in Theorem 4.3 explicitly showcases the heterogeneity in the scaling with
respect to different components of the parameter through Q, as different components have different cardinalities of
interest sets.
The convergence rate is unaffected by the communication of low-dimensional estimates, i.e., the mean square error of
the proposed scheme decays as 1/t as characterized by Theorem 4.2. However, by communicating low dimensional
estimates which is due to the interest sets being strict subsets of {1, 2, · · · , N}, the variance of the estimation
scheme is affected in terms of scaling by the number of agents. In particular, as demonstrated by Theorem 4.3, the
variance of the estimate sequence scales inversely with the number of agents interested to reconstruct the particular
entry. Thus, larger the size of the communicated estimates lower is the variance. For instance, the variance scaling
as 1/N is obtained if every agent is interested to reconstruct the entire parameter. Intuitively speaking, the difference
0 200 400 600 800 1000
Time Steps
0
0.2
0.4
0.6
0.8
1
k3
n
(t
)
!
P
I n
3k
Estimation Error across agents
Agent 1
Agent 2
Agent 3
Agent 4
Agent 5
Agent 6
Agent 7
Agent 8
Agent 9
Agent 10
Fig. 2: Convergence of normalized estimation error at each agent
in scaling can be attributed to averaging by a smaller number of agents against averaging by the entire network.
However, note that the scaling is only with respect to the asymptotic covariance and as we will demonstrate later
in section 5 on line graphs, the finite time variance of the error estimates can be lower for the proposed algorithm
with respect to agents which directly do not observe the component of the parameter being estimated.
5. SIMULATION RESULTS
In this section, we demonstrate the efficiency of the proposed algorithm CIRFE through simulation experiments
on a synthetic dataset. In particular, we construct a 10 node ring network, where every agent has exactly two nodes
in its communication neighborhood. We number the nodes from 1 to 10. The neighbors for the i-th node in the
communication graph are the nodes (i− 1)mod 10 and (i+ 1)mod 10.
The physical coupling which affects each agent’s observations is assumed to be an agent’s 2-hop neighbor-
hood. For instance, node 1’s observations are affected by the value of the field at nodes 9, 10, 2 and 3. Thus,
I˜1 = {9, 10, 2, 3}. The interest set of each agent is taken to be all the field values which affects its observation.
For instance, I1 = {9, 10, 1, 2, 3}. We resort to a static Laplacian in the simulation setup here. We also note that in
this case the inter-agent communication network is sparser than the physical network induced by measurement
coupling. Each agent makes a scalar observation at each time. Hence, the observation matrix for each agent
is given by a 5-sparse 10-dimensional row vector. To be specific, the observation matrices used in the simu-
lation setup are given by H1 = [1.0, 1.2, 1.3, 0, 0, 0, 0, 0, 1.4, 1.5], H2 = [1.5, 1.0, 1.2, 1.3, 0, 0, 0, 0, 0, 1.4], H3 =
[1.4, 1.5, 1.0, 1.2, 1.3, 0, 0, 0, 0, 0], H4 = [0, 1.4, 1.5, 1.0, 1.2, 1.3, 0, 0, 0, 0], H5 = [0, 0, 1.4, 1.5, 1.0, 1.2, 1.3, 0, 0, 0],
H6 = [0, 0, 0, 1.4, 1.5, 1.0, 1.2, 1.3, 0, 0], H7 = [0, 0, 0, 0, 1.4, 1.5, 1.0, 1.2, 1.3, 0], H8 = [0, 0, 0, 0, 0, 1.4, 1.5, 1.0, 1.2, 1.3],
H9 = [1.3, 0, 0, 0, 0, 0, 1.4, 1.5, 1.0, 1.2] and H10 = [1.2, 1.3, 0, 0, 0, 0, 0, 1.4, 1.5, 1.0]. The noise covariance R is
taken to be I10. The parameter capturing the field values is taken to be θ = [1.2, 1.3, 1.4, 0.8, 0.7, 1.1, 0.9, 1.0, 1.8, 0.6].
It can be seen that Assumption A5 is satisfied, by verifying Lemma 3.4 for the third parameter component θ∗3 .
We carry out 500 Monte-Carlo simulations for analyzing the convergence of the parameter estimates. The estimates
are initialized as xn(0) = 0 for n = 1, · · · , 10. The normalized error for the n-th agent at time t is given by the
quantity ‖xn(t)− PInθ‖ /5, as each agent’s interest set has the cardinality of 5. Figure 2 shows the normalized error
at every agent against the time index t. In Figures 3 and 4 we compare the performance of CIRFE to the classical
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distributed estimator in [7] (see (2) for the corresponding update), where each agent is interested in reconstructing
the entire state or the parameter vector. We refer to the estimates of the distributed estimator in [7] as “classical”
and “classical-d” (to be specified shortly) in the sequel. In Figures 3 and 4, “Classical-d” represents the case in the
algorithm in [7], where an agent does not observe the entry to be estimated and entirely depends on the neighborhood
communication to estimate the quantity of interest. We specifically study the estimation performance of the agents
in the “Classical-d” case, as these are the agents that tend to increase the communication overhead considerably by
being interested in estimates of components that they do not directly observe, relying on other agents possibly far
off to obtain the desired information. Note that, in the current simulation setup, such class of agents do not exist for
the proposed CIRFE algorithm. It can be observed from figures 3 and 4 that the estimation error in CIRFE is
higher than that of the classical distributed estimator but at the same time exchanging 5-dimensional or even smaller
dimensional messages as opposed to 10-dimensional messages in the case of the classical consensus+innovations
estimator in [7]. This analysis brings about an inherent trade-off between estimation error and the dimension of the
messages exchanged between agents. It is also to be noted that the agents in case of CIRFE store 5-dimensional
vectors at each time step as opposed to 10-dimensional vectors in the case of the classical. An intuitive way to
interpret the higher estimation error is noting the fact that, effective for the algorithm CIRFE , the estimation
procedure for each entry of the parameter θ∗ effectively happens over a line graph, whereas for the Classical and
“Classical-d” procedures the communication graph to which the estimation procedure conforms to is a ring graph.
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In order to demonstrate the effectiveness of the algorithm CIRFE , we consider a line graph, where the agents have
the same sensing model as in the previous case except for the two edges of the line graph. Thus, agent 1 and 10’s
observations are dependent on agent 2 and agent 9’s state. Furthermore, we assume that each agent’s observation
is physically coupled with the states of the agents’ in its one-hop neighborhood. The interest set for the 1st and
10th agents are taken to be {1, 2} and {9, 10} respectively. All the other agents, have interest sets of cardinality
three, i.e, itself and its one-hop neighborhood. In Figures 5 and 6 we compare the performance of CIRFE to the
classical distributed estimator in [7] (see (2) for the corresponding update), with the aforementioned line graph
setup. For the “classical-d” case, the agent selected was the farthest end of the graph. It is well known that under a
line graph, the performance of a distributed protocol is affected due to poor connectivity. It can be seen from figures
5 and 6 that the performance of CIRFE closely resembles that of the classical benchmark algorithm with respect
to an agent which observes the particular entry. However, for agents far away from the agent which observes the
particular entry, CIRFE outperforms them. Intuitively speaking, while in this case, the communication protocol
for each entry of the parameter in CIRFE conforms to a line graph, where the maximum number of vertices in
each is 3, for the benchmark the line graph consists of 10 agents. In order to reinforce the effectiveness of CIRFE ,
we ran experiments on a 30 node line graph, where each agent except the nodes numbered 1, 2, 29 and 30, have
an interest set of cardinality 5. The nodes numbered 1, 2, 29 and 30 are assumed to have interest sets of cardinality
3, 4, 4 and 3 respectively. For instance the interest sets of agents 1 and 2 are given by {1, 2, 3} and {1, 2, 3, 4}
respectively. We assume that the physical coupling which affects each agent’s observation is limited to its two-hop
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neighborhood. In Figures 7 and 8 we compare the performance of CIRFE to the classical distributed estimator in
[7] (see (2) for the corresponding update), with the aforementioned line graph setup. For the “classical-d” case,
the agent selected was the farthest end of the graph as in the previous case. It can be seen from figures 7 and 7 that
the performance of CIRFE closely resembles that of the classical benchmark algorithm with respect to an agent
which observes the particular entry. However, for agents far away from the agent which observes the particular
entry, CIRFE outperforms them.
Technically speaking, in the classical case, an agent which is diameter number of steps away from a particular
agent requires diameter number of time steps to fuse information from the other agent for an entry which it does
not observe. In contrast with the classical case, the estimation of a particular entry of the parameter effectively
happens over the induced subgraph with respect to the particular entry which typically will have smaller diameter
as compared to the original graph. In conclusion, forcing an agent to obtain estimates of all parameter components
may actually slow down the overall process in many scenarios of interest (especially situations involving large
graphs with poor connectivity), as some of these components are only observed at agents geographically distant
from the agent under consideration.
6. PROOF OF MAIN RESULTS
Proof of Theorem 4.1. Define the sequence, {x̂(t)}, as x̂(t) = x˜(t)− P (1N ⊗ θ∗). Then, we have,
x̂(t+ 1) = x̂(t)−
(
βtLP + αtPGHR−1G>HP
)
x̂(t)
− βtL˜P(t)x̂(t) + αtPGHR−1
(
y(t)−G>HP (1N ⊗ θ∗)
)
. (20)
It is clear that {x̂(t)} is Markov with respect to its natural filtration {FX̂t }. Now, define the function V : RN
2 7−→
R+ as, V (y) = ‖y‖2, for all y. We note that
Eθ∗
[
V (x̂(t+ 1)) | F x˜t
]
= Eθ∗ [V (x̂(t+ 1)) | x̂(t)] (21)
By basic algebraic manipulations, we have,
Eθ∗ [V (x̂(t+ 1)) | x̂(t)]
≤ x̂(t)>
(
I− βtLP − αtPGHR−1G>HP
)2
x̂(t)
+ β2tEθ∗
[∥∥∥L˜P(t)x̂(t)∥∥∥2]
+ α2tEθ∗
[∥∥∥PGHR−1 (y(t)−G>HP (1N ⊗ θ∗))∥∥∥2] . (22)
We note that βtLP +αtPGHR−1G>HP is uniformly elliptic on the subspace SP , and it is precisely the subspace
where {x̂(t)} resides. We thus prove the result by showing convergence to zero of the sequence {x̂(t)} through
the subspace SP . To this end, using the fact, that, for y ∈ SP ,
y>
(
β0
α0
LP + PGHR−1G>HP
)
y ≥ c1 ‖y‖2 , a.s. (23)
By choosing, t1 sufficiently large, we have for x̂(t)> ∈ SP for all t ≥ t1,
x̂(t)>
(
β2tL
2
P + β
2
tEθ∗
∥∥∥L˜P(t)∥∥∥2 − βtLP) x̂(t)
≤
(
c
′
1β
2
t − c
′
3βt
)
‖x̂(t)‖2 ≤ 0, (24)
where equality exists if x̂(t) = P (1N ⊗ a), where a ∈ RN . Thus, we obtain the following inequality:
Eθ∗ [V (x̂(t+ 1)) | x̂(t) = y]− V (y) ≤ c11α2t
(
1 + ‖y‖2)
− αtc10 ‖y‖2 (25)
for all y ∈ SP . Now, define the function W : T+ × RN2 7−→ R+:
W (t,y) = (1 + V (y))
∞∏
j=t
(1 + c11α
2
j ). (26)
From (25) it can be shown that, for y ∈ SP ,
Eθ∗ [W (t+ 1, x̂(t+ 1)) | x̂(t) = y]−W (t,y)
≤ −αtc10 ‖y‖2
( ∞∏
j=t+1
(1 + c11α
2
j )
)
≤ −αtc10 ‖y‖2 (27)
Now consider ε > 0, and let Vε denote the set
Vε = {y ∈ RN
2 | ‖y‖ ≥ ε} ∩ SP (28)
Also, define τε to be the exit time of the process {x̂(t)} from Vε, i.e.,
τε = inf{i ∈ T+ | x̂(t) /∈ Vε} (29)
We now show that τε <∞ a.s. For mathematical simplicity, assume x̂(0) ∈ Vε. Consider the function
W˜ (t,y) = W (t,y) + c10ε
2
t−1∑
j=0
αj (30)
By (27) it follows that, for y ∈ Vε,
Eθ∗ [W (t+ 1, x̂(t+ 1)) | x̂(t) = y]−W (t,y) ≤ −αtc10ε2 (31)
and hence, it can be shown that, for y ∈ Vε,
Eθ∗
[
W˜ (t+ 1, x̂(t+ 1)) | x̂(t) = y
]
− W˜ (t,y) ≤ 0 (32)
Hence, we have that the stopped process {W˜ (max{t, τε}, x̂(max{t, τε}))} is a super martingale. Being nonnegative
it converges a.s. as t→∞. By (31), we then conclude that the following term converges,
lim
t→∞
c10ε
2
(t∧τε)−1∑
j=0
αj converges a.s. (33)
Since,
∑
t∈T+ αt =∞, the above is possible, only if, τε <∞ a.s.
We thus note, that the process {x̂(t)} leaves the set Vε almost surely in finite time. Since, the process is constrained
to lie in SP at all times, the finite time exit from Vε suggests,
Pθ∗ (inf{t ∈ T+ | ‖x̂(t)‖ < ε} <∞) = 1 (34)
Since ε > 0 is arbitrary, a subsequence almost surely converges to zero, and we have
Pθ∗
(
lim inf
t→∞
‖x̂(t)‖ = 0
)
= 1 (35)
Now going back to (25) and noting that {x̂(t)} takes values in SP , we conclude that the process {V (x̂(t))} is a
nonnegative supermartingale. Hence,
Pθ∗
(
lim
t→∞
V (x̂(t)) exists
)
= 1 (36)
Also, by (35)
Pθ∗
(
lim inf
t→∞
V (x̂(t)) = 0
)
= 1 (37)
and we conclude that
Pθ∗
(
lim
i→∞
‖x̂(t)‖ = 0
)
= 1 (38)
Proof of Theorem 4.2. From (21)-(23) in the proof of Theorem 4.1 we have, for t ≥ t1 (t1 chosen appropriately
large) and using the property that x̂(t) resides in SP
Eθ∗ [V (x̂(t+ 1)) | x̂(t)] ≤ (1− c1αt) ‖x̂(t)‖2 + α2t c2
⇒ Eθ∗
[
‖x̂(t+ 1)‖2
]
≤ (1− c1αt) ‖x̂(t)‖2 + α2t c2
⇒ E
[
‖x˜(t)− P (1N ⊗ θ∗)‖2
]
= O
(
1
t
)
.
for appropriately chosen constants c1 and c2, where the conclusion in the last line follows from Lemma 6.3.
Proof of Theorem 4.3. Let the number of agents interested in the i-th entry of θ∗ be Qi. To get the vector of
estimates of the i-th entry of θ∗, left multiply the selector matrix Si ∈ RQi×N2 and noting that SiLP(t)x˜(t) =
LP,i(t)x˜(i, t), where LP,i(t) ∈ RQi×Qi is the subgraph induced by the interest sets for the i-th entry of θ∗, which
is connected as a result of a sufficient condition which enforced Assumption A5 and x˜(i, t) ∈ RQi is the vector of
estimates for the i-th entry of θ∗.
A vector z ∈ RN2 may be decomposed as z = zC + zC⊥ with zC denoting its projection on the consensus
or agreement subspace C, C =
{
z ∈ RN2 |z = 1N ⊗ a for some a ∈ RN
}
. We first prove the following Lemma
regarding the mean connectedness of the subgraphs LP,i(t).
Lemma 6.1. Let {zt} be an RN2 valued Ft-adapted process such that zt ∈ C⊥ for all t. Also, let {Lt} be an
i.i.d. sequence of Laplacian matrices as in assumption A4 that satisfies
λ2
(
L
)
= λ2 (E [Lt]) > 0, (39)
where Lt is Ft+1-adapted and independent of Ft for all t.
‖(IN2 − (L(t)⊗ IN )) zt‖ ≤ (1− rt) ‖zt‖ , (40)
where {rt} is a R+ valued Ft+1 process satisfying
E [rt|Ft] ≥ pβt λ2
(
L
)
4|L| , (41)
where L denotes the set of all possible Laplacians.
The following Lemmas will be used to quantify the rate of convergence of distributed vector or matrix valued
recursions to their network-averaged behavior.
Lemma 6.2. Let {zt} be an R+ valued Ft-adapted process that satisfies
zt+1 ≤ (1− r1(t)) zt + r2(t)Ut(1 + Jt),
where {r1(t)} is an Ft+1-adapted process, such that for all t, r1(t) satisfies 0 ≤ r1(t) ≤ 1 and
a1 ≤ E [r1(t)|Ft] ≤ 1
(t+ 1)δ1
with a1 > 0 and 0 ≤ δ1 < 1. The sequence {r2(t)} is deterministic and R+ valued and satisfies r2(t) ≤ a2(t+1)δ2
with a2 > 0 and δ2 > 0. Further, let {Ut} and {Jt} be R+ valued Ft and Ft+1 adapted processes, respectively,
with supt≥0 ‖Ut‖ < ∞ a.s. The process {Jt} is i.i.d. with Jt independent of Ft for each t and satisfies the
moment condition E
[
‖Jt‖2+1
]
< κ < ∞ for some 1 > 0 and a constant κ > 0. Then, for every δ0 such that
0 ≤ δ0 < δ2 − δ1 − 12+1 , we have (t+ 1)δ0zt → 0 a.s. as t→∞.
Lemma 6.3 (Lemma 4.1 in [34]). Consider the scalar time-varying linear system
u(t+ 1) ≤ (1− r1(t))u(t) + r2(t), (42)
where {r1(t)} is a sequence, such that
a1
(t+ 1)δ1
≤ r1(t) ≤ 1 (43)
with a1 > 0, 0 ≤ δ1 ≤ 1, whereas the sequence {r2(t)} is given by
r2(t) ≤ a2
(t+ 1)δ2
(44)
with a2 > 0, δ2 ≥ 0. Then, if u(0) ≥ 0 and δ1 < δ2, we have
lim
t→∞
(t+ 1)δ0u(t) = 0, (45)
for all 0 ≤ δ0 < δ2 − δ1. Also, if δ1 = δ2, then the sequence {u(t)} stays bounded, i.e. supt≥0 ‖u(t)‖ <∞.
Proof of Lemma 6.1. Let L denote the set of possible Laplacian matrices which is necessarily finite. Since the set
of Laplacians is finite, we have,
p = inf
L∈L
pL > 0, (46)
with pL = P (L(t) = L) for each L ∈ L such that
∑
L∈L pL = 1. We also have that λ2
(
L
)
> 0 implies that for
every z ∈ C⊥, where,
C =
{
x|x = 1N ⊗ a,a ∈ RN
}
, (47)
we have, ∑
L∈L
z>Lz ≥
∑
L∈L
z>pLLz = z
>Lz ≥ λ2
(
L
) ‖z‖2 . (48)
Owing to the finite cardinality of L and (48), we also have that for each z ∈ C⊥,∃Lz ∈ L such that,
z>Lzz ≥ λ2
(
L
)
|Lt| ‖z‖
2 (49)
Moreover, since L is finite, the mapping Lz : C⊥ 7→ L can be realized as a measurable function. For each, L ∈ L,
the eigen values of IN2 − βt (L⊗ IN ) are given by N repetitions of 1 and 1 − βtλn (L), where 2 ≤ n ≤ N .
Thus, for t ≥ t0, ‖IN2 − βt (L⊗ IN )‖ ≤ 1 and ‖(IN2 − βt (L⊗ IN )) z‖ ≤ ‖z‖. Hence, we can define a jointly
measurable function rL,z given by,
rL,z =
1 if t < t0 or z = 01− ‖(INM−βt(L⊗IM ))z‖‖z‖ otherwise, (50)
which satisfies 0 ≤ rL,z ≤ 1 for each (L, z). Define {rt} to be a Ft+1 process given by, rt = rL,zt for each t
and ‖(IN2 − βt (L⊗ IN )) zt‖ = (1− rt) ‖zt‖ a.s. for each t. Then, we have,
‖(IN2 − βt (Lzt ⊗ IN )) zt‖2
= z>t (IN2 − 2βt (Lzt ⊗ IN )) zt
+ z>t β
2
t (Lzt ⊗ IN )2 zt
≤
(
1− 2βt λ2
(
L
)
|L|
)
‖zt‖2 + c1β2t ‖zt‖2
≤
(
1− βt λ2
(
L
)
|L|
)
‖zt‖2 (51)
where we have used the boundedness of the Laplacian matrix. With the above development in place, choosing an
appropriate t1 (making t0 larger if necessary), for all t ≥ t1, we have,
‖(IN2 − βt (Lzt ⊗ IN )) zt‖ ≤
(
1− βt λ2
(
L
)
4|L|
)
‖zt‖2 . (52)
Then, from (52), we have,
E [‖(IN2 − βt (Lzt ⊗ IN )) zt‖| Ft]
=
∑
L∈L
pL (1− rL,zt) ‖zt‖
≤
1−
pβt λ2 (L)
4|L| +
∑
L6=Lzt
 ‖zt‖ . (53)
Since,
∑
L 6=Lzt pLrL,zt ≥ 0, we have for all t ≥ t1,
(1− E [rt|Ft]) ‖zt‖
= E [‖(IN2 − βt (Lzt ⊗ IN )) zt‖| Ft]
≤
(
1− pβt λ2
(
L
)
4|L|
)
‖zt‖ . (54)
As rt = 1 on the set {zt = 0}, we have that,
E [rt|Ft] ≥ pβt λ2
(
L
)
4|L| . (55)
Thus, we have established that,
‖(IN2 − (L(t)⊗ IN )) zt‖ ≤ (1− rt) ‖zt‖ , (56)
where {rt} is a R+ valued Ft+1 process satisfying (55).
With the above development in place, consider the residual process {x†(t)} given by x†(i, t) = x˜(i, t) − 1Qi ⊗
x˜avg,i(t), where i denotes the i-th entry of θ
∗ and x†(t) =
[
x†(1, t), · · · ,x†(N, t)]>. Thus, we have that the
process {x†(i, t)} satisfies the recursion,
x†(i, t+ 1) = (IQi − LP,i(t)) x†(i, t) + αtz˜(i, t), (57)
where the process {z˜(i, t)} is given by
z˜(i, t) =
(
IQi −
1
Qi
1Qi1
>
Qi
)
× SiPGHR−1
(
y(t)−G>HPx˜(t)
)
. (58)
From (58), we also have,
z˜(i, t) = Ji,t + Ui,t, (59)
where,
Ji,t =
(
IQi −
1
Qi
1Qi1
>
Qi
)
× SiPGHR−1
(
y(t)−G>HP (1N ⊗ θ∗)
)
Ut =
(
IQi −
1
Qi
1Qi1
>
Qi
)
× SiPGHR−1
(
G>HP (1N ⊗ θ∗)−G>HPx˜(t)
)
. (60)
By Theorem 4.1, we also have that, the process {x˜(i, t)} is bounded. Hence, there exists an Ft-adapted process
{U˜i,t} such that
∥∥Ui,t∥∥ ≤ U˜i,t and supt≥0 U˜i,t <∞ a.s.. Furthermore, denote the process Ui,t as follows,
Ui,t = max
{
U˜i,t,
∥∥∥∥IQi − 1Qi 1Qi1>Qi
∥∥∥∥} . (61)
With the above development in place, we conclude,∥∥Ui,t∥∥+ ∥∥Ji,t∥∥ ≤ Ui,t (1 + Ji,t) , (62)
where Ji,t =
∥∥y(t)−G>HP (1N ⊗ θ∗)∥∥ and Eθ [J2+i,t ] <∞. Then, from (40)-(57) we have,∥∥∥x†(i, t+ 1)∥∥∥ ≤ (1− rt)∥∥∥x†(i, t)∥∥∥+ αtUi,t(1 + Ji,t), (63)
which then falls under the purview of Lemma 6.2 and hence we have the assertion,
P
(
lim
t→∞
(t+ 1)δ0
(
x˜(i, t)− 1Qi ⊗ x˜avg,i(t)
)
= 0
)
= 1, (64)
where 0 < δ0 < 1− τ1 and hence δ0 can be chosen to be 1/2 + δ, where δ > 0 and we finally have,
P
(
lim
t→∞
(t+ 1)
1
2
+δ (x˜(t)− 1N ⊗ x˜avg(t)) = 0
)
= 1, (65)
as the above analysis can be repeated each entry i of the parameter of interest θ∗.
The proof of Theorem 4.3 needs the following Lemma from [39] concerning the asymptotic normality of the
stochastic recursions.
Lemma 6.4 (Theorem 2.2 in [39]). Let {zt} be an Rk-valued {Ft}-adapted process that satisfies
zt+1 =
(
Ik − 1
t+ 1
Γt
)
zt + (t+ 1)
−1ΦtVt
+ (t+ 1)−3/2Tt, (66)
where the stochastic processes {Vt}, {Tt} ∈ Rk while {Γt}, {Φt} ∈ Rk×k. Moreover, suppose for each t, Vt−1
and Tt are Ft-adapted, whereas the processes {Γt}, {Φt} are {Ft}-adapted.
Also, assume that
Γt → Γ,Φt → Φ, and Tt → 0 a.s. as t→∞, (67)
where Γ is a symmetric and positive definite matrix, and admits an eigen decomposition of the form P>ΓP = Λ,
where Λ is a diagonal matrix and P is an orthogonal matrix. Furthermore, let the sequence {Vt} satisfy E [Vt|Ft] =
0 for each t and suppose there exists a positive constant C and a matrix Σ such that C >
∥∥E [VtV>t |Ft]− Σ∥∥→
0 a.s. as t→∞ and with σ2t,r =
∫
‖Vt‖2≥r(t+1) ‖Vt‖
2
dP, let limt→∞ 1t+1
∑t
s=0 σ
2
s,r = 0 for every r > 0. Then,
we have,
(t+ 1)1/2zt
D
=⇒ N
(
0,PMP>
)
, (68)
where the (i, j)-th entry of the matrix M is given by
[M]ij =
[
P>ΦΣΦ>P
]
ij
(
[Λ]ii + [Λ]jj − 1
)−1
. (69)
Multiplying the selection matrix, we have,
x˜(i, t+ 1) = x˜(i, t)− LP,i(t)x˜(i, t) + αtSiPGHR−1
×
(
y(t)−G>HPx˜(t)
)
⇒ 1
>
Qi
Qi
x˜(i, t+ 1) =
1>Qi
Qi
x˜(i, t)− 1
>
Qi
Qi
LP,i(t)x˜(i, t)
+ αt
1>Qi
Qi
SiPGHR−1
(
y(t)−G>HPx˜(t)
)
⇒ x˜avg,i(t+ 1) = x˜avg,i(t) + αt 1
>
Qi
Qi
SiPGHR−1
×
(
y(t)−G>HPx˜(t)
)
, (70)
where {x˜avg,i(t)} is the averaged estimate sequence for the i-th entry of the parameter θ∗. Stacking, all such
averages together we have,
x˜avg(t+ 1) = x˜avg(t) + αtSavgPGHR−1
(
y(t)−G>HPx˜(t)
)
⇒ x˜avg(t+ 1)− θ∗ =
(
I− αtQ
N∑
n=1
PInH>nR−1HnPIn
)
× (x˜avg(t)− θ∗)
+ αtSavgPGHR−1γ(t)
+ αtQ
N∑
n=1
PInH>nR−1n Hn (x˜n(t)− PIn x˜avg(t)) , (71)
where Savg =
[
1>Q1
Q1
S1, 1
>
Q2
Q2
S2, · · · , 1
>
QN
QN
SN
]
and Q = diag
[
1
Q1
, 1
Q2
, · · · , 1
QN
]
. In the above derivation, we make use
of the fact that SavgPGHR−1G>HP1N⊗(x˜avg(t)− θ∗) = Q
∑N
n=1 PnH>nR−1Hn (x˜avg(t)− θ∗), which in turn follows
from the fact that,
Savg = Q [PI1 PI2 · · · PIN ] = [QPI1 QPI2 · · ·QPIN ]
⇒ SavgPGHR−1G>HP1N ⊗ (x˜avg(t)− θ∗)
= [QPI1 QPI2 · · ·QPIN ]
×
[
PI1H>1 R−11 H1 (x˜avg(t)− θ∗) · · ·
PINH>NR−1N HN (x˜avg(t)− θ∗)
]>
= Q
N∑
n=1
PInH>nR−1Hn (x˜avg(t)− θ∗) . (72)
Define, the residual sequence, {zt}, where z(t) = x˜avg(t)− θ∗, which can be then shown to satisfy the recursion
zt+1 = (IN − αtΓ) zt + αtUt + αtJt, (73)
where
Γ = Q
N∑
n=1
PInH>nR−1HnPIn
Ut = Q
N∑
n=1
PInH>nR−1n Hn (x˜n(t)− PIn x˜avg(t))
Jt = SavgPGHR−1γ(t). (74)
We rewrite the recursion for {zt} as follows:
zt+1 = (IN − αtΓt) zt + (t+ 1)−3/2Tt + (t+ 1)−1ΦtVt, (75)
where
Γt = Γ = Q
N∑
n=1
PInH>nR−1HnPIn ,Φt = aI
Tt = a(t+ 1)
1/2Ut
= aQ
N∑
n=1
PInH>nR−1n Hn(t+ 1)0.5 (x˜n(t)− PIn x˜avg(t)) t→∞−−−→ 0
Vt = Jt = SavgPGHR−1γ(t), E [Vt|Ft] = 0,
E
[
VtV
>
t |Ft
]
= SavgPGHR−1G>HPSavg
= Q
(
N∑
n=1
PInH>nR−1HnPIn
)
Q (76)
Due to the i.i.d nature of the noise process, we have the uniform integrability condition for the process {Vt}.
Hence, {xavg(t)} falls under the purview of Lemma 6.4 and we thus conclude that
(t+ 1)1/2 (x˜avg(t)− θ) D=⇒ N (0,PMP>), (77)
in which,
[M]ij =
[
PQ
(
N∑
n=1
PInH>nR−1n HnPIn
)
QP
]
ij
×
(
[Λ]ii + [Λ]jj − 1
)−1
, (78)
where P and Λ are orthonormal and diagonal matrices such that P>Q
(∑N
n=1 PInH>nR−1n HnPIn
)
QP = Λ.
Now from (65), we have that the processes {x˜n(t)} and {x˜avg(t)} are indistinguishable in the (t+1)1/2 time scale,
which is formalized as follows:
Pθ
(
lim
t→∞
∥∥√t+ 1 (x˜(t)− θ)−√t+ 1 (x˜avg(t)− θ)∥∥ = 0)
= Pθ
(
lim
t→∞
∥∥√t+ 1 (x˜(t)− x˜avg(t))∥∥ = 0) = 1. (79)
Thus, the difference of the sequences
{√
t+ 1 (x˜n(t)− θ)
}
and
{√
t+ 1 (x˜avg(t)− θ)
}
converges a.s. to zero as
t→∞ and hence we have,
√
t+ 1 (x˜n(t)− θ) D=⇒ N (0,PMP>). (80)
7. CONCLUSION
In this paper, we have proposed a consensus+innovations type algorithm, CIRFE , for estimating a high-dimensional
parameter or field that exhibits a cyber-physical flavor. In the proposed algorithm, every agent updates its estimate of
a few components of the high-dimensional parameter vector by simultaneous processing of neighborhood information
and local newly sensed information and in which the inter-agent collaboration is restricted to a possibly sparse
communication graph. Under rather generic assumptions we establish the consistency of the parameter estimate
sequence and characterize the asymptotic variance of the proposed estimator. A natural direction for future research
consists of considering models with non-linear observation functions and extension of the proposed algorithm
CIRFE to quantized communication schemes in the lines of [40] and [41].
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