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Abstract
The approximate Bernstein polynomial model, a mixture of beta distributions,
is applied to obtain maximum likelihood estimates of the regression coefficients,
and the baseline density and survival functions in an accelerated failure time
model based on interval censored data including current status data. The rate
of convergence of the proposed estimates are given under some conditions for
uncensored and interval censored data. Simulation shows that the proposed
method is better than its competitors. The proposed method is illustrated by
fitting the Breast Cosmetic Data using the accelerated failure time model.
Key Words and Phrases: Accelerated Failure Time Model; Approximate
Likelihood; Beta mixture model; Current Status Data; Interval Censoring;
Smooth Estimation; Survival Curve.
1 Introduction
When a model in statistics involves some infinite-dimensional parameters such
as a totally unspecified underlying distribution, it should rather be called a
probability model or a non- or semi-parametric statistical problem to be not
confused with a working statistical model which is used to solve the problem.
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Because the sample size is always finite a working model must have a finite
dimensionality which can be unknown. The traditional parametric models are
of known dimensions while many mixture models are of unknown dimensions.
Due to the lack of an appropriate approximate model for the unspecified
underlying baseline distribution, it is much more difficult to estimate the AFT
model than PH and PO models using maximum likelihood method based on in-
terval censored data. Traditionally we use step-function to approximate an
unknown smooth distribution function so that we have a finite-dimensional
working model which is (discrete) multinomial model and results in empirical
distribution, Kaplan-Meier estimator (Kaplan & Meier, 1958), Turnbull esti-
mator (Turnbull, 1976), and empirical likelihood method (Owen, 1988), and so
on. This works because the step-functions are dense in the space of certain
continuous functions. Despite the roughness of resulting maximum likelihood
estimate, this approximate model works quite well for many complicated sta-
tistical problems including the analysis of incompletely observed data such as
data containing censored, grouped, truncated, and even missing values. An im-
portant example is the analysis of interval-censored event time data using PH
(Cox, 1972) and PO (Pettitt, 1982; Bennett, 1983) models although the semi-
parametric maximum likelihood estimate is not necessarily unique. However, if
data are interval-censored it is impossible to find a semiparametric maximum
likelihood estimate of the baseline distribution using this approach for AFT
model (Kalbfleisch & Prentice, 1980), an important alternative to the PH and
PO models. To the knowledge of the author, most inference procedures so far
for AFT model with unspecified baseline distribution focus on the estimation of
the regression coefficients (Tian & Cai, 2006) and the right-censored (Buckley
& James, 1979; Tsiatis, 1990; Wei et al., 1990; Jin et al., 2003) or the current
status data in biostatistics (Huang & Wellner, 1997) or the binary choice model
in econometrics (Cosslett, 1983, 1987, 2004; Klein & Spady, 1993).
A few most relevant works to this paper include Hanson & Johnson (2004),
Koma´rek et al. (2005), and Zhang & Davidian (2008). The first proposed a
Bayesian semiparametric AFT model for estimating survival and density func-
tions, the second used B-splines with penalties to smooth the error density
with some candidate parametric models, and the latter proposed smooth es-
timates of survival function for PH, PO and AFT models using the so-called
seminonparametric (SNP) density (Gallant & Nychka, 1987) which is a trun-
cated Hermite series approximation of a density function. However Bernstein
polynomials seem much better dense functions than step-functions and others
for the purpose of building working statistical models (Guan, 2017). This Bern-
stein polynomial approximation is actually a mixture of some specified beta
distributions with shapes related to the degree. This model has been success-
fully applied to grouped, contaminated, multivariate, and interval censored data
(Guan, 2017, 2019a,b; Wang & Guan, 2019). This model shall be applied to
find maximum likelihood estimates of the regression coefficients, and the density
and survival functions in the AFT model.
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2 Methodology
Let T be an event time and X be an associated d-dimensional covariate with
distribution H(x) on X . Let f(t | x) and S(t | x) be, respectively, the density
and survival functions of failure time T given X = x. The AFT model can be
specified as
f(t | x) = f(t | x;γ) = e−γTxf(te−γTx | 0), t ∈ [0,∞), (1)
where γ ∈ G ⊂ Rd. Let γ0 ∈ G be the true value of γ. The AFT model (1) is
equivalent to
S(t | x;γ) = S(te−γTx | 0), t ∈ [0,∞).
Thus this is actually a scale regression model. The AFT model can also be
written as linear regression log(T ) = γTx + ε. It is clear that one can choose
any x0 in X as baseline by transform x˜ = x−x0. If f(t | 0) has support [0, τ0),
τ0 ≤ ∞, then f(t | x) has support [0, τ0eγT0 x). We define τ = max{τ0eγT0 x : x ∈
X} if τ0 <∞ and τ =∞ otherwise. The above AFT model can also be written
as
f(t | x;γ) = e−γTxf0(te−γTx), S(t | x;γ) = S0(te−γTx),
where f0(t) = f(t | 0) and S0(t) = S(t | 0) =
∫∞
t
f0(u)du. Clearly, the above
model is also true for the transformed failure time T ∗ = aT for any a > 0.
With interval censoring, the observable random variables areZ = (∆,X,Y ),
where Y = (Y1, Y2] and ∆ is the censoring indicator, i.e., uncensored T = Y =
Y1 = Y2 if ∆ = 0, and interval censored T ∈ Y = (Y1, Y2], 0 ≤ Y1 < Y2 ≤ ∞,
if ∆ = 1. For Case 1 interval censored data, i.e., the current status or doubly
censored data, Y = (0, U ] or Y = (U,∞). In this case the distribution function
of the examination time U given X = x is denoted by G(u | x). As in Huang
& Wellner (1997) we reduce the cases with more than two examination times
to the case with two examination times, i.e., the Case 2 interval censored data,
and denote the joint distribution function of the observed examination times
U = (U1, U2) given X = x by G(u | x).
For an observation z = (δ,x,y = (y1, y2]), the exact full loglikelihood, up to
an additive term independent of (γ, f0), is
`(γ, f0; z) = (1− δ) log f(y | x;γ) + δ log{S(y1 | x;γ)− S(y2 | x;γ)}
= (1− δ){−γTx+ log f0(ye−γTx)}
+ δ log{S0(y1e−γTx)− S0(y2e−γTx)}. (2)
Let zi = (δi,xi,yi = (y1i, y2i]), i = 1, . . . , n, be independent observations of
Z. The loglikelihood of the data is `(γ, f0) =
∑n
i=1 `(γ, f0; zi). The Hessian
matrix is Hn(γ, f0) = ∂
2`(γ, f0)/∂γ∂γ
T =
∑n
i=1 ∂
2`(γ, f0; zi)/∂γ∂γ
T.
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The exact full likelihood `(γ, f0) cannot be maximized unless f0 and S0 are
specified. Because y and x cannot be separated, step-function approximation
does not work and it is also impossible to obtain a partial likelihood as that of
Cox (1972).
In the case where τ0 =∞ or τ0 unknown we choose τn > y(n) = max{yi1, yj2 :
yj2 <∞; i, j = 1, . . . , n} so that S(τn) and maxx∈X S(τn | x) are believed very
small. Then we approximate f0(t) and S0(t) on [0, τn], respectively, by
f0(t) ≈ fm(t;p) = 1
τn
m∑
j=0
pjβmj
( t
τn
)
, t ∈ [0, τn];
S0(t) ≈ Sm(t;p) =
m∑
j=0
pjB¯mj
( t
τn
)
, t ∈ [0, τn],
where βmj(t) = (m+1)
(
m
j
)
tj(1−t)m−j , B¯mj(t) = 1−
∫ t
0
βmj(u)du, j = 0, . . . ,m,
Sm(∞;p) = 0, and p = (p0, . . . , pm)T satisfies constraint
p ∈ Sm ≡
{
u = (u0, . . . , um)
T : uj ≥ 0, j = 0, . . . ,m,
m∑
j=0
uj = 1
}
. (3)
Then f(t | x;γ) and S(t | x;γ) can be approximated, respectively, by
fm(t | x;γ,p) = e−γTxfm
(
te−γ
Tx;p
)
=
e−γ
Tx
τn
m∑
j=0
pjβmj
(
e−γ
Tx t
τn
)
, t ∈ [0, τneγTx]; (4)
Sm(t | x;γ,p) = Sm
(
te−γ
Tx;p
)
=
m∑
j=0
pjB¯mj
(
e−γ
Tx t
τn
)
, t ∈ [0, τneγTx]. (5)
The likelihood `(γ, f0) can be approximated by `m(γ,p) =
∑n
i=1 `m(γ,p; zi),
where
`m(γ,p; z) = (1− δ)
{
−γTx+ log
m∑
j=0
pjβmj(ye
−γTx/τn)− log τn
}
+ δ log{Sm(y1 | x;γ,p)− Sm(y2 | x;γ,p)}. (6)
If τ0 is known, we choose τn = τ0. If data are right-censored then y2 = τn. If
τn 6= 1 we divide all the observed times by τn. Thus we assume in the rest of
this section that τn = 1.
For a given degree m, let (γˆ, pˆ) be a maximizer of `m(γ,p). The change-
point method (Guan, 2016) applies for finding an optimal degree m. For
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each i = 0, . . . , k, fit the data to obtain (γˆ, pˆ) and `i = `mi(γˆ, pˆ), where
mi = m0 + i. The optimal degree is mˆ = min argmax1≤i≤k{R(mi)}, where
R(mi) = k log{(`k − `0)/k} − i log{(`i − `0)/i} − (k − i) log{(`k − `i)/(k − i)},
i = 1, . . . , k − 1 and R(mk) = 0. With an optimal degree m = mˆ, θˆ = (γˆ, pˆ)
is called a maximum approximate Bernstein likelihood estimator (MABLE) of
θ = (γ,p). The resulting MABLEs of f(t | x) and S(t | x) are, respectively,
fˆB(t | x) = fm(t | x; γˆ, pˆ) and SˆB(t | x) = Sm(t | x; γˆ, pˆ). The variance-
covariance matrix of γˆ can be estimated by Σˆγ = −n{Hn(γˆ; fm(·; pˆ))}−1.
The derivatives of `m(γ,p; z) with respect to p are
∂`m(γ,p; z)
∂p
=
(1− δ)βm(ye−γTx)∑m
j=0 pjβmj(ye
−γTx)
+
δ{B¯m(y1e−γTx)− B¯m(y2e−γTx)}
Sm(y1 | x;γ,p)− Sm(y2 | x;γ,p) , (7)
∂2`m(γ,p; z)
∂p∂pT
= − (1− δ)
{
βm(ye
−γTx)
}⊗2
{∑mj=0 pjβmj(ye−γTx)}2
− δ{B¯m(y1e
−γTx)− B¯m(y2e−γTx)}⊗2
{Sm(y1 | x;γ,p)− Sm(y2 | x;γ,p)}2 , (8)
where v⊗2 = vvT for a column vector v, βm(u) = {βm0(u), . . . , βmm(u)}T and
B¯m(u) = {B¯m0(u), . . . , B¯mm(u)}T. Denote
Ψj(γ,p) =
1
n
n∑
i=1
∂`m(γ,p; zi)
∂pj
, j = 0, . . . ,m. (9)
Theorem 1. For any fixed γ suppose yi2e
−γTxi ≤ 1 for all observed (xi, (yi1, yi2])
with yi2 <∞. Then p˜(γ) is a maximizer of `m(γ,p) if and only if
Ψj{γ, p˜(γ)} ≤ 1, (10)
for all j = 0, . . . ,m with equality if p˜j > 0.
It is clear that under certain conditions ∂2`m(γ,p)/∂p∂p
T is a negative and
negative definite matrix. We have fixed-point iteration
p
[s+1]
j = p
[s]
j Ψj(γ,p
[s]), j = 0, . . . ,m, s = 0, 1, 2 . . . ,∞. (11)
If yi2e
−γTxi ≤ 1 for all observed (xi, (yi1, yi2]) with yi2 <∞ then Ψj(γ,p) ≥ 0
for all j = 0, . . . ,m and p ∈ Sm. Similar to the proof of Theorem 4 of Peters,
Jr. & Walker (1978) we can prove the convergence of p[s].
Theorem 2. For any fixed γ suppose yi2e
−γTxi ≤ 1 for all observed (xi, (yi1, yi2])
with yi2 < ∞. If p[0] is in the interior of Sm, the sequence {p[s]} of (11) con-
verges to the maximum approximate profile likelihood estimate (MAPLE) p˜(γ).
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Algorithm for Finding (γˆ, pˆ) for a fixed m: Let γ˜ be an estimate of γ
such as those proposed by Jin et al. (2003) and Tian & Cai (2006).
Step 0: Start with an initial guess γ(0) = γ˜ of γ. Use (11) with γ = γ(0), and
the uniform initial p[0] = um ≡ (1, . . . , 1)/(m+1) to get p(0) = p˜(γ).
Set s = 0
Step 1: Obtain γ(s+1) with fixed p = p(s) using the Newton-Raphson method
starting with γ[0] = γ(s).
Step 2: Choose γ = γ(s+1). Then use (11) with p[0] = um to get p
(s+1) =
p˜(γ). Set s = s+ 1.
Step 3: Repeat Steps 1 and 2 until convergence. The final γ(s) and p(s) are
taken as (γˆ, pˆ).
If `m(γ,p) is concave as a function of γ then the above algorithm is a point-to-
point map and the solution set contains single point. Convergence of (γ(s),p(s))
to (γˆ, pˆ) is guaranteed by the Global Convergence Theorem (Zangwill, 1969).
Proposition 3 in Section 5 suggests that if n is large and fm is close to f0 then
`m(γ,p) is concave with respect to γ in a neighborhood of γ0.
3 Simulation
We compare the proposed method only with the parametric method for general
interval censored data and semparametric competitors whose implementation
in R are available such as the rank and the least squares method for right-
censored data. In all simulation studies, samples of sizes n = 30, 50, 100 were
generated from Weibull distributions with baseline (x = 0) shape 2 and scale 2
according to the AFT model with covariates, X = (X1, X2), where X1 and X2
are independent, X1 is uniform(−1, 1) and X2 = ±1 is uniform, with coefficients
γT = (γ1, γ2) = (0.5,−0.5). The optimal degrees were chosen from {3, . . . , 25}
with τn = 12. Function ic_par() of R package icenReg (Anderson-Bergman,
2017) was used to obtain parametric maximum likelihood estimates.
In the first simulation study, the proposed method is compared with the
parametric method based on Case k data, where for uncensored censored data
k = 0, for current status data k = 1, and interval censored data with k exam-
inations. For current status data, the examination time U is uniform(0, 3.66)
so that P(U > T ) = 50%. The general interval censored data with k examina-
tions were generated using the function simIC_weib() of icenReg with default
arguments when k = 2, and with inspections = 5, inspectLength = 1 when
k = 5. The censoring probability is 70% for the interval censored data with
two or more examinations. Each sample was used to estimate γ, f(· | 0) and
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Table 1: Simulated root mean (integrated) squared errors of estimates of the
regression coefficients (the baseline density and survival functions at x = 0) us-
ing the proposed estimators and the parametric maximum likelihood estimators
(in parentheses) based on Case k interval censored data
Proposed (Parametric)
k n γ1 γ2 f(·|0) S(·|0)
0 30 0.172 (0.166) 0.098 (0.096) 0.114 (0.146) 0.117 (0.152)
50 0.129 (0.128) 0.077 (0.075) 0.097 (0.105) 0.094 (0.113)
100 0.088 (0.087) 0.053 (0.052) 0.079 (0.074) 0.073 (0.083)
1 30 0.315 (0.428) 0.199 (0.288) 0.183 (1.623) 0.201 (0.319)
50 0.232 (0.278) 0.136 (0.160) 0.140 (0.324) 0.141 (0.213)
100 0.163 (0.191) 0.097 (0.113) 0.116 (0.159) 0.113 (0.137)
2 30 0.225 (0.232) 0.132 (0.130) 0.137 (0.195) 0.145 (0.181)
50 0.170 (0.174) 0.094 (0.094) 0.120 (0.135) 0.114 (0.132)
100 0.111 (0.113) 0.066 (0.066) 0.096 (0.091) 0.085 (0.094)
5 30 0.227 (0.236) 0.128 (0.128) 0.156 (0.194) 0.152 (0.174)
50 0.164 (0.169) 0.101 (0.101) 0.119 (0.135) 0.114 (0.134)
100 0.117 (0.118) 0.070 (0.068) 0.097 (0.092) 0.086 (0.097)
The data are uncensored if k = 0. The censoring rate is 100% for current
status data (k = 1), and 70% for other interval censored data (k = 2, 5).
S(· | 0) on [0, τn]. In each case, 1000 samples were generated and used to es-
timate the mean squared errors of the estimates. The simulation results are
shown in Table 1. We see that, when data were generated from Weibull dis-
tributions, (i) for small samples, especially the small current status data, the
proposed method performs even better than the parametric method in estimat-
ing f(· | 0) and S(· | 0), (ii) the parametric method performs a little better
than or similar as the proposed method in estimating the regression coefficients
for uncensored data or interval censored data with many examinations, (iii) but
for small samples interval censored data with fewer examinations the proposed
method performs even better than the parametric method in estimating the
regression coefficient.
In the second simulation, the proposed estimator γˆ is compared with the
parametric maximum likelihood estimator, the rank-based estimator, and the
least squares estimator, which are implemented in R package aftgee (see Chiou
et al., 2014, for the details about this package and for more references) for the
right-censored data with uniform(0, c) right-censoring variable with chosen c to
achieve the specified censoring rates 30% and 70%. From the results of this
simulation given in Table 2 we see that the proposed method performs better
than the rank and the least squares methods, similar to (even better than) the
parametric method if censoring rate is low (high).
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Table 2: Simulated root mean squared errors of estimates of the regression
coefficients using the proposed, the parametric maximum likelihood, the rank-
based, and the least squares estimators
Proposed Parametric Rank Least squares
Rate n γ1 γ2 γ1 γ2 γ1 γ2 γ1 γ2
30% 30 0.211 0.121 0.217 0.121 0.249 0.145 0.260 0.149
50 0.157 0.093 0.159 0.093 0.180 0.106 0.188 0.110
100 0.105 0.063 0.108 0.061 0.127 0.072 0.136 0.076
70% 30 0.319 0.187 0.404 0.612 0.482 0.525 0.469 0.528
50 0.240 0.145 0.284 0.365 0.344 0.332 0.331 0.325
100 0.162 0.105 0.178 0.136 0.217 0.166 0.216 0.153
Rate, censoring rate.
4 Breast Cosmesis Data
This dataset as described in Finkelstein & Wolfe (1985) and Finkelstein (1986)
is used to study the cosmetic effects of cancer therapy. The time-to-breast-
retractions in months (T ) were subject to interval censoring and were mea-
sured for 94 women among them 46 received radiation only (X = 0) (25 right-
censored, 3 left-censored and 18 interval censored) and 48 received radiation
plus chemotherapy (X = 1) (13 right-censored, 2 left-censored and 33 inter-
val censored). The right-censored event times were for those women who did
not experienced cosmetic deterioration. The therapy effect on the event time
was assessed by many authors. For example, Hanson & Johnson (2004) fitted
the data by a Bayesian AFT model using the mixture of Dirichlet processes
(Antoniak, 1974) to approximate the baseline survival function and obtained
an estimated effect 0.57; Tian & Cai (2006) fitted the data by the AFT model
using a Markov chain Monte Carlo based resampling method and obtained an
estimated effect 0.52 with standard error 0.16; and Zhang & Davidian (2008)
used a so-called “seminonparametric density” estimator of Gallant & Nychka
(1987) and obtained estimated effect 0.95 with standard error 0.280.
The estimated survival curves are shown in Figure 1 where S˜E and S˜B rep-
resent, respectively, the NPMLE and the MABLE of S based on each of the two
samples, and SˆB(· | x) represents the proposed estimate based on the combined
sample using AFT model or the estimate of Guan (2019b) using PH model.
From this figure it can be seen that, although the two models give similar es-
timates for radiation and chemotherapy and for radiation only up to about 45
months, the AFT model fit the data better for months 45 through 60. It is
reasonable to believe that the survival probability at month 60 is significantly
larger than 0 due to nature and the high percentage of right-censored obser-
vations. The AFT model gives an estimated effect 0.572 with standard error
0.123. This is almost the same as the posterior median obtained by Hanson &
Johnson (2004) and close to those in Tian & Cai (2006) but quite different from
8
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Figure 1: Estimated survival functions for breast cosmetic data: the NPMLE
S˜E(·) (dotted), and the MABLE S˜B(·) (dashed) from the two samples sepa-
rately, SˆB(·|x) using AFT model (solid) and PH model (dash-dotted) based on
combined sample.
those given in Finkelstein (1986), Goetghebeur & Ryan (2000), Betensky et al.
(2002), and Zhang & Davidian (2008). The estimated survival curves given by
the latter are similar to those of the present paper.
5 Asymptotic Results
The following assumptions are needed.
(A.1). The support X of covariate X is compact and E(XXT) is positive def-
inite.
(A.2). For each τn > 0, there exist ρ > 0 and p0 = (p01, . . . , p0m)
T such that
p0i ≥ 0 (i = 0, . . . ,m),
∑m
i=0 p0i = pi(x0) and, uniformly in t ∈ [0, τn],
fm(t;p0)− f0(t)
f0(t)
= O(m−ρ/2). (12)
The positive definiteness of E(XXT) is equivalent to Pr(cTX = 0) < 1 for
all nonzero c ∈ Rd. If the right-hand-side of (12) is zero for some m = m0, i.e.,
fm(t;p0) = f0(t) for all t ∈ [0, τn], then (A.2) is true for all m ≥ m0 with a zero
right-hand-side of (12) (see Lemma 2.2 of Guan, 2017).
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Proposition 3. Suppose that γ = γ0, f0 has continuous second derivative on
[0, τ0) and E(T
2 | X = 0) < ∞ if τ0 = ∞, τ20 f ′0(τ0) + τ0f0(τ0) ≤ 0 if τ0 < ∞.
Then, as n → ∞, n−1Hn(γ, f0) converges almost surely to H(γ, f0) which is
negative semi-definite. Moreover, under Assumption (A.1), if limn→∞ n0/n < 1
or limn→∞ n0/n = 1 but Pr{f0(T ) = c0/T | X = 0} < 1 for all c0 > 0, then
H(γ, f0) is negative definite.
Remark 1. Under the conditions of Proposition 3, for n large enough Hn(γ, f0)
is almost surely negative definite in a neighborhood of γ0.
Remark 2. The condition τ20 f
′
0(τ0) + τ0f0(τ0) ≤ 0 is fulfilled if given X = 0
the time T has a truncated Weibull distribution with shape σ and scale κ on
[0, τ0], Wτ0(σ, κ), and τ0 ≥ κ.
We shall study the large sample property of the proposed estimation under
the following conditions regarding to uncensored, Case 1, and Case 2 interval
censored data.
Condition 0. The event time T is uncensored, τn ≤ τ ≤ ∞, S0(τn) = O(n−1),
and |f0(θt)/f0(t) − 1| ≤ C0|1 − θ| for all t ∈ [0, τn], θ > 0 and some constant
C0 independent of x0 ∈ X .
Condition 1. The event time T is subject to Case 1 interval censoring, and
given X = x the examination time U has cdf G(·|x) on [τl, τu], 0 < τl < τu <
τn ≤ τ ≤ ∞.
Condition 2. The event time T is subject to Case 2 interval censoring, given
X = x the observed examination times U = (U1, U2) have joint cdf G(·|x) on
{(u1, u2) ∈ R2 : 0 < τl ≤ u1 < u2 ≤ τu}, and τu < τn ≤ τ ≤ ∞.
Under (A.1), Condition 0 is satisfied if given X = 0 the time T has a
truncated Weibull distribution Wτ0(σ, κ) on [0, τ0]. In the following we assume
that Pr(Y2e
−γTX ≤ τ) = 1. We define distance D2i (γ,p) under Condition i,
i = 0, 1, 2, in the following.
D20(γ,p) = (γ − γ0)TE(XXT)(γ − γ0) + χ20(γ,p), (13)
D21(γ,p) = E
{
{Sm(Ue−γTX ;p)− S0(Ue−γT0 X)}2
S0(Ue−γ
T
0 X){1− S0(Ue−γT0 X)}
}
, (14)
D22(γ,p) = E
{
W (U ,X;θ)TA(U ,X)W (U ,X;θ)
S0(U1e−γ
T
0 X)− S0(U2e−γT0 X)
}
, (15)
where
χ20(γ,p) =
∫
X
∫ τ0
0
{
fm(te
−(γ−γ0)Tx;p)
f0(t)
− 1
}2
f0(t)dtdH(x),
W (u,x;θ) =
{
Sm
( u1
eγTx
;p
)
− S0
( u1
eγTx
)
, Sm
( u2
eγTx
;p
)
− S0
( u2
eγTx
)}T
,
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and A(u,x) = {Aij(u,x)} is a symmetric matrix with entries A11(u,x) =
{1 − S0(u2e−γT0 x)}/{1 − S0(u1e−γT0 x)}, A12(u,x) = −1, and A22(u,x) =
S0(u1e
−γT0 x)/S0(u2e−γ
T
0 x).
We have the following results about the rate of convergence in terms of the
above distances.
Theorem 4. Let nk be the number of observations that are subject to Case k
censoring and ρk = limn→∞ nk/n, k = 0, 1, 2. Under Assumptions (A.1) and
(A.2), if Conditions 0, 1, and 2 are fulfilled and m = Cn1/ρ for some constant
C then, for any α > 1,
∑2
k=0 ρkD
2
k(γˆ, pˆ) = O{(log log n)α/n}, almost surely.
Theorem 5. Under the conditions of Theorem 4, if n0 = n, then χ
2
0(γ0, pˆ) =
O{(log log n)αn−1+4/ρ} and ‖γˆ − γ‖2 = O{(log log n)α/n}, almost surely, for
any α > 1; if n0 = 0, and γ˜ is an estimate such that ‖γ˜ −γ0‖2 = O(n−1+) for
some  > 0, then the MAPLE p˜(γ˜) satisfies
∑2
k=1 ρkD
2
k(γ0, p˜) = O(n−1+
′+2/ρ)
whenever ′ > .
Remark 3. From this theorem it follows that if ρ is large then the convergence
rate of
∑2
k=1 ρkD
2
k(γ0, p˜) can be very close to O(n−1) when γ˜ is asymptotically
normal.
6 Concluding Remarks
The proposed approximate likelihood method is even better than some para-
metric methods based on models with known and fixed dimension due to the
lack of robustness of such when sample size is small which is often the case in
survival analysis of rare disease and reliability analysis for expensive product.
Thus approximated models with unknown dimension enjoy the properties of
efficiency and nonparametric robustness.
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7 Appendix
7.1 Proof of Theorem 1
Proof. If y2e
−γTx ≤ 1, then the negative-definiteness of ∂2`m(γ,p; z)/∂p∂pT
implies that `m(γ,p) is strictly concave on the compact and convex set Sm for
the fixed γ. By the optimality condition for convex optimization (?) we have
that p˜ is the unique maximizer of `m(γ,p) if and only if
∇p`m(γ, p˜)T(p− p˜) ≤ 0, for all p ∈ Sm∗ , (16)
where ∇p`m(γ,p) = ∂`m(γ,p)/∂p. Therefore p˜ is a maximizer of `m(γ,p) for
the fixed γ if and only if
Ψj(γ, p˜) ≤n−1∇p`m(γ, p˜)Tp˜ = 1, (17)
for all j ∈ Im0 with equality if p˜j > 0. The proof is complete.
7.2 Proof of Theorem 2
Proof. Following the proof of Theorems 1 and 2 and the Corollary of Peters,
Jr. & Walker (1978) we define Π = diag{p} and Ψ¯(p,γ) = ΠΨ(p,γ), where
Ψ(p,γ) = [Ψ0(p,γ), . . . ,Ψm(p,γ)]
T. Then Ψ¯(p,γ) = n−1Π∇p`m(γ,p). Its
gradient is
∇pΨ¯(p,γ) = ∂Ψ¯(p,γ)
∂pT
=
1
n
diag{∇p`m(γ,p)}+ 1
n
Π
∂∇p`m(γ,p)
∂pT
=
1
n
diag
{∂`m(γ,p)
∂p
}
+
1
n
Π
∂2`m(γ,p)
∂p∂pT
.
For any norm on Rm+1 we have Ψ¯(p,γ) − p˜ = ∇pΨ¯(p˜,γ)(p − p˜) + O(‖p −
p˜‖2). Consider ∇pΨ¯(p˜,γ) as an operator on subspace Zm = {z ∈ Rm+1 :
1Tz = 0}. If all components of p˜ are positive then n−1∇p`m(γ, p˜) = 1, and
∇pΨ¯(p˜,γ) = Im+1 −Q, where Q = −n−1Π˜∂2`m(γ, p˜)/∂p∂pT. From (7) and
(8) it follows that Q is a left stochastic matrix and p˜T∂2`m(γ, p˜)/∂p∂p
T =
−n−1∂`m(γ, p˜)/∂pT = −1T. So Zm is invariant under Q.
Define an inner product 〈·, ·〉 by 〈u,v〉 = uTΠ˜−1v for u, v in Zm. It can
be easily shown that, with respect to this inner product, Q is symmetric and
positive semidefinite on Zm:
〈u,Qv〉 = uTΠ˜−1Qv = − 1
n
uT
∂2`m(γ, p˜)
∂p∂pT
v,
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〈Qu,v〉 = uTQTΠ˜−1v = − 1
n
uT
∂2`m(γ, p˜)
∂p∂pT
v,
〈u,Qu〉 = − 1
n
uT
∂2`m(γ, p˜)
∂p∂pT
u ≥ 0.
Let λ0 and λm be the smallest and largest eigenvalues of Q associated with
eigenvectors in Zm. Then the operator norm of ∇pΨ¯(p˜,γ) on Zm w.r.t. this
inner product equals max{|1− λ0|, |1− λm|}. It is clear that 0 ≤ λ0 ≤ λm ≤ 1
because Q is a left stochastic matrix. Because ∂2`m(γ, p˜)/∂p∂p
T < 0 we have
λ0 > 0. Similar to the proof of Theorem 2 of Peters, Jr. & Walker (1978)
the assertion of theorem follows. If p˜ contains zero component(s), say p˜j = 0,
j ∈ J0, deleting the j-th row and j-th column of the vectors and matrices in the
above proof for all j ∈ J0 we can show that the iterates p(s)j , s ∈ I∞0 , converge
to p˜j as s → ∞ for all j /∈ J0. Because
∑m
j=0 p
(s)
j = 1 and p
(s)
j ≥ 0, j ∈ Im0 ,
for those j ∈ J0, p(s)j converges to zero as s → ∞. The proof of Theorem 2 is
complete.
7.3 Proof of Proposition 3
Proof. The derivatives of `(γ, f0; z) w.r.t. γ are
∂`(γ, f0; z)
∂γ
= −(1− δ)
{
1 +
ye−γ
Txf ′0(ye
−γTx)
f0(ye−γ
Tx)
}
x
+ δe−γ
Tx y1f0(y1e
−γTx)− y2f0(y2e−γTx)
S0(y1e−γ
Tx)− S0(y2e−γTx)
x, (18)
∂2`(γ, f0; z)
∂γ∂γT
= (1− δ)
{
ye−γ
Txf ′0(ye
−γTx)
f0(ye−γ
Tx)
+
y2e−2γ
Tx[f0(ye
−γTx)f ′′0 (ye
−γTx)− {f ′0(ye−γ
Tx)}2]
f20 (ye
−γTx)
}
xxT
− δe−γTx
[
y1f0(y1e
−γTx)− y2f0(y2e−γTx)
S0(y1e−γ
Tx)− S0(y2e−γTx)
+ e−γ
Tx {y1f0(y1e−γ
Tx)− y2f0(y2e−γTx)}2
{S0(y1e−γTx)− S0(y2e−γTx)}2
+e−γ
Tx y
2
1f
′
0(y1e
−γTx)− y22f ′0(y2e−γ
Tx)
S0(y1e−γ
Tx)− S0(y2e−γTx)
]
xxT. (19)
If τ0 = ∞, then E(T | X = x) =
∫∞
0
te−γ
Txf0(te
−γTx)dt < ∞ implies
limy→∞ yf0(y) = 0. Similarly, E(T 2 |X = x) <∞ implies limy→∞ y2f0(y) = 0
15
and thus
∫∞
0
t2e−2γ
Txf ′0(te
−γTx)dt = −2E(T | X = x). The latter ensures
limy→∞ y2f ′0(y) = 0. Therefore we have
lim
y→∞ y
k+1f
(k)
0 (y) = 0, k = 0, 1. (20)
By (19) and the SLLN we have, as n→∞,
1
n
∂2`(γ, f0)
∂γ∂γT
→ H(γ, f0) = −
2∑
k=0
ρk
∫
X
Ik(x)e
−2γTxxxTdH(x), a.s.,
where ρk is the probability that T is Case k censored so that ρ0 + ρ1 + ρ2 = 1,
and Ik(x) (k = 0, 1, 2) are given below.
For Case 0 data, using substitution t = ye−γ
Tx we have
I0(x) = e
2γTx
∫ τ0
0
[
t
{f ′0(t)}2
f0(t)
− f ′0(t)− tf ′′0 (t)
]
tdt
= e2γ
Tx
∫ τ0
0
{ tf ′0(t)
f0(t)
+ 1
}2
f0(t)dt− e2γTx{τ20 f ′0(τ0) + τ0f0(τ0)}.
It follows from (20) if τ0 = ∞ and the assumption τ20 f ′0(τ0) + τ0f0(τ0) ≤ 0 if
τ0 <∞ that
I0(x) ≥ e2γTx
∫ b
0
{ tf ′0(t)
f0(t)
+ 1
}2
f0(t)dt
for all x ∈ X . Therefore Pr{f0(T ) = c0/T | X = 0} < 1, for all c0 > 0, implies
that I0(x) > 0 for all x ∈ X .
For Case 1 data,
I1(x) = E
(
eγ
TX
[
−Uf0(Ue−γTX)
1− S0(Ue−γTX)
+ e−γ
TX {Uf0(Ue−γ
TX)}2
{1− S0(Ue−γTX)}2
+e−γ
TX−U2f ′0(Ue−γ
TX)
1− S0(Ue−γTX)
]
I(0 < T < U)
∣∣∣X = x)
+ E
(
eγ
TX
[
Uf0(Ue
−γTX)
S0(Ue−γ
TX)
+ e−γ
TX {Uf0(Ue−γ
TX)}2
{S0(Ue−γTX)}2
+e−γ
TX U
2f ′0(Ue
−γTX)
S0(Ue−γ
TX)
]
I(U < T <∞)
∣∣∣X = x)
= E
([
{Uf0(Ue−γTX)}2
1− S0(Ue−γTX)
+
{Uf0(Ue−γTX)}2
S0(Ue−γ
TX)
] ∣∣∣X = x)
=
∫ ∞
0
{uf0(ue−γTx)}2
{1− S0(ue−γTx)}S0(ue−γTx)
dG(u | x).
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Similarly, for Case 2 data, we have
I2(x) =
∫∫
u1<u2
[
{u1f0(u1e−γTx)}2
1− S0(u1e−γTx)
+
{u1f0(u1e−γTx)− u2f0(u2e−γTx)}2
S0(u1e−γ
Tx)− S0(u2e−γTx)
+
{u2f0(u2e−γTx)}2
S0(u2e−γ
Tx)
]
dG(u1, u2 | x)
=
∫∫
u1<u2
[
ψ(u,x;γ)TA(u,x)ψ(u,x;γ)
S0(u1e−γ
Tx)− S0(u2e−γTx)
]
dG(u | x),
where ψ(u,x;γ) = {u1f0(u1e−γTx), u2f0(u2e−γTx)}T and A(u,x) is the same
as in (15). Clearly Ik(x) > 0 for k = 1, 2 and all x ∈ X . The negative-
definiteness of H(γ, f0) follows. The proof is complete.
7.4 Proof of Theorem 4
Proof. Assume that the data are arranged so that δi = k for i = nk−1+1, . . . , nk,
k = 0, 1, 2, where n−1 = 0. Let γ0 be the true value of γ. Define R˜(γ,p) =
{`(γ0, f0)− `m(γ,p)}/n. By (6) and Taylor expansion we obtain
R˜(γ,p) = −
∑
0≤i≤j≤1
R˜ij(γ,p) + 1
2
1∑
i=0
R˜i2(γ,p) +
1∑
i=0
o{R˜i2(γ,p)}, (21)
where R˜00(γ,p) = −n−1
∑n0
i=0(γ − γ0)Txi,
R˜0k(γ,p) = 1
n
n0∑
i=0
{
fm(yie
−γTxi ;p)
f0(yie−γ
T
0 xi)
− 1
}k
, k = 1, 2,
R˜1k(γ,p) = 1
n
n∑
i=n0+1
{
Sm(y1ie
−γTxi ;p)− Sm(y2ie−γTxi ;p)
S0(y1ie−γ
T
0 xi)− S0(y2ie−γT0 xi)
− 1
}k
, k = 1, 2.
By Stirling formula, for all real x,∣∣∣∣∣ex −
j∑
i=0
1
i!
xi
∣∣∣∣∣ ≤ e2
√
j + 1|x|j+1e|x|√
2pi(j + 1)!
, j = 0, 1, 2, . . . . (22)
All the large sample statements in the following proofs are almost sure.
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If ρ0 > 0, under Condition 0, by the LIL and Kolmogorov’s SLLN we have
R˜00(γ,p) = −ρ0(γ − γ0)TE(X) +O[{(γ − γ0)TVar(X)(γ − γ0)}1/2
· (log log n/n)1/2], (23)
R˜02(γ,p) = ρ0
∫
X
∫ τ0eγT0 x
0
e−γ
T
0 x
{
fm(ye
−γTx;p)
f0(ye−γ
T
0 x)
− 1
}2
f0(ye
−γT0 x)dydH(x)
+ o
{
χ20(γ,p)
}
= ρ0χ
2
0(γ,p) + o
{
χ20(γ,p)
}
, (24)
where
χ20(γ,p) =
∫
X
∫ τ0eγT0 x
0
e−γ
T
0 x
{fm(ye−γTx;p)− f0(ye−γT0 x)}2
f0(ye−γ
T
0 x)
dydH(x)
=
∫
X
∫ τ0eγT0 x0
0
{
fm(te
−(γ−γ0)Tx;p)
f0(t)
− 1
}2
f0(t)dtdH(x).
By the LIL we have
R˜01(γ,p) = ρ0
∫
X
∫ τ0eγT0 x
0
e−γ
T
0 x
{
fm(ye
−γTx;p)
f0(ye−γ
T
0 x)
− 1
}
f0(ye
−γT0 x)dydH(x)
+O
{
χ0(γ,p)(log logn/n)
1/2
}
= ρ0E{e(γ−γ0)TX − 1}+O{χ0(γ,p)(log log n/n)1/2}. (25)
By (22) we get
R˜0(γ,p) ≡ −
1∑
i=0
R˜0i(γ,p) + 1
2
R˜02(γ,p) + o{R˜02(γ,p)}
= E{e(γ−γ0)TX − 1− (γ − γ0)TX}+ 1
2
χ20(γ,p)
+O{χ0(γ,p)(log log n/n)1/2}
+O[{(γ − γ0)TVar(X)(γ − γ0)}1/2(log log n/n)1/2]
+ o
{
χ20(γ,p)
}
=
1
2
D20(γ,p) +O{χ0(γ,p)(log log n/n)1/2}
+O[{(γ − γ0)TVar(X)(γ − γ0)}1/2(log log n/n)1/2]
+
1
6
O[E{e|(γ−γ0)TX||(γ − γ0)TX|3}] + o
{
χ20(γ,p)
}
. (26)
Under Conditions 1 and 2, if ρk > 0, k = 1, 2, similar to the proof of Propo-
sition 3, we have R˜11(γ,p) = O{
∑2
k=1 ρkDk(γ,p)(log log n/n)
1/2} by LIL and
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R˜12(γ,p) =
∑2
k=1 ρkD
2
k(γ,p) + o{
∑2
k=1 ρkD
2
k(γ,p)} by Kolmogorov’s SLLN.
Thus
R˜1(γ,p) ≡ −R˜11(γ,p) + 1
2
R˜12(γ,p) + o{R˜12(γ,p)}
=
1
2
2∑
k=1
ρkD
2
k(γ,p) +O
{
2∑
k=1
ρkDk(γ,p)(log log n/n)
1/2
}
+ o
{
2∑
k=1
ρkD
2
k(γ,p)
}
. (27)
If
∑2
k=0 ρkD
2
k(γ,p) = (log log n)
α/n then
R˜(γ,p) = 1
2
(log log n)α/n+O{(log log n)(α+1)/2/n}+ o{(log log n)α/n}.
While at (γ,p) = (γ0,p0), if m = Cn
1/ρ then, by (A.2),
∑2
k=0 ρkD
2
k(γ,p) =
O(1/n) and R˜(γ,p) = O(1/n) + o(1/n). Thus D20(γˆ, pˆ) ≤ (log log n)α/n if
α > 1.
7.5 Proof of Theorem 5
Proof. Theorem 4 implies that ‖γˆ − γ0‖2 = O{(log log n)α/n} under Assump-
tion (A.1) and Condition 0. By the reverse triangular inequality we have
χ20(γ,p) ≥ {χ0(γ0,p)− χ˜0(γ,p)}2. (28)
where
χ˜20(γ,p) =
∫
X
∫ τ0eγT0 x
0
e−γ
T
0 x
{fm(ye−γTx;p)− fm(ye−γT0 x;p)}2
f0(ye−γ
T
0 x)
dydH(x).
Noting that |f ′′m(t;p)| ≤ C2m2, Theorem 4 with i = 0, together with (28), imply
that χ20(γ0, pˆ) = O{(log log n)αn−1+4/ρ}.
Under Condition 1, by trianglar inequality
D21(γ,p) ≤ 2D21(γ0,p) + 2D˜21(γ,p), (29)
where
D˜21(γ,p) =
∫
X
∫ τu
τl
{Sm(ue−γTx;p)− Sm(ue−γT0 x;p)}2
S0(ue−γ
T
0 x){1− S0(ue−γT0 x)}
dG(u | x)dH(x).
We also have
D21(γ,p) ≥ {D1(γ0,p)− D˜1(γ,p)}2. (30)
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Noting that fm(t;p) ≤ (m+ 1)/τn we have,
D˜21(γ,p) ≤
(m+ 1)2
τ2n
∫
X
∫ τu
τl
u2(e−γ
T
0 x − e−γTx)2dG(u | x)
S0(ue−γ
T
0 x){1− S0(ue−γT0 x)}
dH(x)
= τ−2n (m+ 1)
2O
{
(γ − γ0)TM0(γ − γ0)
}
, (31)
where
M0 =
∫
X
∫ τu
τl
u2e−2γ
T
0 xxxTdG(u | x)
S0(ue−γ
T
0 x){1− S0(ue−γT0 x)}
dH(x).
Because X is compact and 0 < τl < τu <∞,
O{(γ − γ0)TM0(γ − γ0)} = O(‖γ − γ0‖2).
For any fixed γ ∈ Bn,, if m = Cn1/ρ and D21(γ0,p) = n−1+
′+2/ρ for any ′ > ,
we can show that there exists an η > 0 so that R˜(γ,p) ≥ ηn−1+′+2/ρ, a.s..
While at p = p0 we have, by (29), R˜(γ,p) = O(n−1++2/ρ), a.s.. Thus for
any fixed γ ∈ Bn,, the maximizer p(γ) of `m(γ,p) satisfies D21{γ0,p(γ)} ≤
n−1+
′+2/ρ whenever ′ > .
Under Condition 2, D22(γ,p) ≤ 2D˜22(γ,p) + 2D22(γ0,p) and D22(γ,p) ≥
{D2(γ0,p)− D˜2(γ,p)}2, where
D˜22(γ,p) = E
{
W˜ (U ,X;θ)TA(U ,X)W˜ (U ,X;θ)
S0(U1e−γ
T
0 X)− S0(U2e−γT0 X)
}
,
W˜ (u,x;θ) =
{
Sm
( u1
eγTx
;p
)
−Sm
( u1
eγ
T
0 x
;p
)
, Sm
( u2
eγTx
;p
)
−Sm
( u2
eγ
T
0 x
;p
)}T
.
The proof under Condition 2 is similar to that under Condition 1.
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