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Abstract
Consider the following problem, which we call “Chordless path through three vertices” or CP3V, for short: Given a simple
undirected graph G = (V ,E), a positive integer k, and three distinct vertices s, t, and v ∈ V , is there a chordless path of length at
most k from s via v to t in G? In a chordless path, no two vertices are connected by an edge that is not in the path. Alternatively,
one could say that the subgraph induced by the vertex set of the path in G is the path itself. The problem has arisen in the context
of service deployment in communication networks. We resolve the parametric complexity of CP3V by proving it W [1]-complete
with respect to its natural parameter k. Our reduction extends to a number of related problems about chordless paths and cycles. In
particular, deciding on the existence of a single directed chordless (s, t)-path in a digraph is also W [1]-complete with respect to the
length of the path.
© 2005 Published by Elsevier B.V.
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1. Introduction
A chordless path in a graph G is a path for which no two vertices are connected by an edge that is not in the path.
Alternatively, one could say that the subgraph induced by the vertex set of the path in G is the path itself. Hence,
chordless paths are also known as induced paths.
Problem CP3V is to decide for three given vertices s, v, t of a graph whether there exists a chordless path from s via
v to t. Fig. 1 shows an example.
This problem appears in the context of service deployment in communication networks: For a given network (modeled
as a graph) one is given two vertices s and t and has to ﬁnd a path between these vertices such that all vertices on the
path satisfy certain criteria (one may think of processing bandwidth or support for certain protocols as an example).
The list of criteria is typically long and the capabilities of the vertices vary over time; that is, we do not know which
vertices of the graph satisfy those criteria for any particular request. Hence, we may also look at this problem as a
search for a path in an unknown induced subgraph of a given graph.
The computation consists of rounds in each of which a subset of vertices is queried. At the end of each round we
know which of the vertices queried satisfy the given criteria. The goal is to minimize the number of rounds and at the
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Fig. 1. Vertices s, v, t for which a chordless path from s via v to t exists or does not exist: (a) A chordless (s, v, t)-path; (b) no chordless (s, v, t)-path.
same the number of vertices queried. Clearly these two objectives are contradictory and we did not specify how to
balance them, that is, the overall objective is not well deﬁned.
But the following simple observation allows us to potentially discard a number of vertices: As the (unknown) subgraph
of admissible vertices is an induced subgraph, we may restrict our search to chordless paths. That is, a vertex that does
not lie on any chordless path between s and t does not need to be queried: Suppose that we found a path P from s to t
for which all vertices fulﬁll the given list of requirements; if P has a chord then this chord may be used as a shortcut
to produce a shorter path from s to t for which all vertices satisfy the requirements (because they were vertices of the
original path P). Observe that the fact that there exists a path that is shorter than P does not help, as long as it is not
clear that all vertices on this path satisfy the given requirements.
Indeed, experiments have shown that this discard strategy is effective: For typical Internet router-level topologies, a
large fraction of vertices do not belong to chordless paths. Depending on the topology analyzed, a conservative estimate
of the average percentage of vertices that are not on a chordless path for random pairs of source and destination vertices
varies from 9% to 48% of the total number of vertices in the topology [20].
Unfortunately, as far as an efﬁcient implementation of the strategy is concerned, our result is negative: It turned
out that CP3V is NP-complete as a consequence of a theorem by Fellows [15]. However, from an application point of
view one might be willing to accept an algorithm that is exponential in some parameter that is “typically” small; in
this case, the number of vertices on the path is a natural parameter. Hence, let us add a positive integer k to the input
of CP3V and rephrase it to ask for a chordless path from s via v to t of length at most k. (The length of a path is its
number of edges.)
But once again it turned out that an efﬁcient algorithm for the parameterized version is rather unlikely to exist, as we
could prove the problem to be W [1]-complete with respect to k. This also implies [1,8] that there is probably no PTAS
to compute an (1 + ε)-approximation for the shortest chordless path from s via v to t in time bounded by an arbitrary
function in ε but polynomial in the size of the graph.
The reduction extends to a number of related problems about chordless paths and cycles. In particular, deciding on
the existence of a single directed chordless (s, t)-path in a digraph is also W [1]-complete with respect to the length of
the path.
In the following paragraphs we summarize a number of related results and provide a brief introduction into param-
eterized complexity.
1.1. Chordless paths and cycles
The following problem—let us call it MCP2V—is closely related to CP3V.
Many Chordless (s, t)-Paths. Given an undirected graph G = (V ,E), positive integers k and , and two distinct
vertices s, t ∈ V , is there a set U ⊆ V of at most k vertices such that the subgraph G[U ] induced by U in G is a disjoint
union of  chordless (s, t)-paths?
A subgraph H of G is a disjoint union of chordless (s, t)-paths, if in H \ {s, t} each component is
• either an isolated vertex adjacent to both s and t in G;
• or a path (p1, . . . , pr), r2, for which
◦ p1 is adjacent to s but not to t in G;
◦ pr is adjacent to t but not to s in G;
◦ every pi , 2 i < r , is adjacent to neither s nor t in G.
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The unparameterized version of the above problem (no restriction on the size of U) was shown to be NP-complete
by Fellows [15], already for  = 2 where it asks for a chordless cycle through s and t. We show that this problem
is equivalent to the unparameterized version of CP3V under polynomial time reductions, that is, the unparameterized
version of CP3V is NP-complete. Furthermore, these reductions can also be considered parameterized reductions
between CP3V and MCP2V. In particular, it is a W [1]-complete problem to decide whether there exists a chordless cycle
of length k through two given vertices of a graph.
The hardness results for CP3V and MCP2V rely on graphs that contain many vertex-disjoint (s, t)-paths. It is not
difﬁcult to see that in planar graphs the existence of four vertex-disjoint (s, v)-paths basically 1 implies the existence
of a chordless (s, v, t)-path. This argument immediately gives an O(3knc) time algorithm for CP3V, for some constant
c ∈ N: Branch on the at most three vertices of a minimum (s, v)-cut. But the more interesting question is whether MCP2V
is polynomial for planar graphs. This was answered in the afﬁrmative for every ﬁxed  by McDiarmid et al. [23,24].
If in MCP2V we ask for vertex-disjoint paths only instead of requiring all paths to be jointly chordless, the problem
is polynomial for general graphs and every ﬁxed , even for arbitrary source-target pairs (si, ti), 1 i [27]. But it
remains NP-complete if  is considered part of the input [21].
Deciding whether a graph contains a chordless path of length at least k is one of the classical NP-complete problems
(GT23 in [19]). Bienstock [3,4] listed several other NP-complete problems related to chordless paths:
• Does a graph contain a chordless path of odd length between two speciﬁed vertices?
• Does a graph contain a chordless cycle of odd length (> 3) through a speciﬁed vertex?
• Does a graph contain a chordless path of odd length between every pair of vertices?
Note that these results do not imply the hardness of deciding whether there exists any chordless path/cycle of odd
length in a graph. This question is still open, see the discussion below.
1.2. Perfect graphs
Chordless cycles of length at least four are also called holes. They are tightly connected to Berge’s strong perfect
graph conjecture [2], whose proof has recently been announced by Chudnovsky et al. [9]. In a perfect graph, the
maximum number of pairwise adjacent vertices (clique number) for each induced subgraph is equal to the minimum
number of colors needed to color the vertices in such a way that any two adjacent vertices receive distinct colors
(chromatic number). According to the perfect graph conjecture, a graph is perfect if and only if it is Berge, that is, if it
contains neither an odd hole nor the complement of an odd hole.
Hence, a polynomial time algorithm to decide whether there exists any odd hole in a given graph would immediately
imply that perfect graphs can be recognized in polynomial time. Interestingly, no such algorithm to detect odd holes is
known, although there are polynomial time algorithms [11,10] to decide whether a graph is Berge, even independent
of the strong perfect graph conjecture. Also, if the restriction to an odd number of vertices is omitted, the presence of
holes can be detected in polynomial time. For holes on at least four vertices this is the well-studied recognition problem
for chordal graphs [22,28]. The problem of detecting holes on at least ﬁve vertices has recently been addressed by
Nikolopoulos and Palios [26].
1.3. Parameterized complexity
To cope with the apparent computational intractability of NP-hard problems, attempts were made to analyze more
closely which parts or aspects of the input render a particular problem hard. A prototypical example is Vertex Cover,
which asks for a set C of at most k vertices from a given graph G on n vertices such that for each edge at least one
endpoint is in C. The trivial observation that for any edge at least one of the two incident vertices has to be in C leads
to an O(2kn) time algorithm: choose an arbitrary edge and branch on the two possibilities, in both cases removing one
vertex and all incident edges from the graph. Hence, the intractability of Vertex Cover is connected to the number k
of vertices in the cover rather than to the size of the graph G. One says that Vertex Cover is ﬁxed-parameter-tractable
(FPT) with respect to the parameter k because there is an algorithm that runs in O(f (k)p(n)) for an arbitrary (typically
exponential) function f and a polynomial p. Such an algorithm is said to be an FP (ﬁxed-parameter) algorithm.
1 Except for some trivial cases which can be easily sorted out.
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Naturally, there are also problems for which it is not known whether their complexity can be isolated into a par-
ticular parameter in this way. Moreover, similarly to the classical complexity classes, there are classes of parame-
terized problems that are hard in the sense that if there is an FP algorithm for any of them, then all of them are
FPT. The most important such class is called W [1], which can be described in terms of the following “canonical”
problem.
Weighted q-CNF-Satisﬁability. Given two positive integers q and k, and a boolean formula F in conjunctive normal
form such that each clause contains at most q literals, is there a satisfying assignment for F with at most k variables
set to true?
A problem P parameterized by k is said to be m-reducible to a problem P ′ parameterized by k′ if there is a computable
function h that maps an instance (x, k) of P to an instance (x′, k′) of P ′ such that
• (x, k) is a yes-instance of P if and only if (x′, k′) is a yes-instance of P ′,
• k′ = g(k),
• and x′ can be computed in time f (k)p(|x|),
where f andg are arbitrary functions andp is a polynomial. Given the above,W [1] is deﬁned as the class of parameterized
problems that can be m-reduced to Weighted q-CNF-Satisﬁability for some constant q. A problem is W [1]-hard if every
problem in W [1] can be m-reduced to it. A problem that is both W [1]-hard and in W [1] is called W [1]-complete.
At this point, we refer the interested reader to the literature for more in-depth information about parameterized
complexity. The book of Downey and Fellows [13] provides a thorough treatment of complexity-theoretic aspects,
whereas the survey of Niedermeier [25] focuses more on algorithms.
1.4. Organization
The paper is organized as follows. First we show in Section 2 that CP3V is a member of the complexity class
W [1] using a reduction to Short Nondeterministic Turing Machine Computation. The complementing W [1]-hardness
result, a reduction from independent set, is then the subject of Section 3. Combining both reductions yields the
main theorem.
Theorem 1. Chordless path through three vertices (CP3V) is W [1]-complete with respect to k.
In Section 4 we discuss the relationship between CP3V and MCP2V. Finally, Section 5 presents extensions of these
results to several related problems regarding the existence of chordless paths and cycles in digraphs.
2. Membership in W [1]
In this section we analyze the parameterized complexity of CP3V and prove the problem to be in W [1] with respect
to the path’s length. First note that a chordless (s, t)-path P is already determined by its set of vertices. For example,
only one neighbor x of s can be in V (P ) because any appearance of another neighbor in P would introduce a chord.
Similarly, exactly one neighbor of x (other than s) can be in V (P ). In this manner P can be uniquely reconstructed
from V (P ).
Proposition 2. A subgraph P of G is a chordless (s, t)-path if and only if P is connected, s and t have degree one in
G[V (P )], and all vertices other than s and t have degree two in G[V (P )].
We do not know how to directly reduce CP3V to Weighted q-CNF-Satisﬁability. Instead, we reduce to a different
problem called Short Nondeterministic Turing Machine Computation or SNTMC, for short, that is deﬁned below. SNTMC
is known to be W [1]-complete [5,14], and reduction to SNTMC and its relatives has proven to be a useful tool to establish
membership results within the W-hierarchy [6,7].
Problem 3 (Short nondeterministic Turing machine computation). Given a single-tape (two-way inﬁnite), single-head
nondeterministic Turing machine M, a word x on the alphabet of M, and a positive integer k, is there a computation of
M on input x that reaches a ﬁnal accepting state in at most k steps?
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Theorem 4. Chordless path through three vertices (CP3V) is in W [1] with respect to k.
Proof. Consider an instance (G, s, v, t, k) of CP3V, where G = (V ,E) is a simple undirected graph, s, v, t ∈ V , and
k is a positive integer. We will construct an instance (M, k′) of SNTMC such that there is a computation for M that
reaches a ﬁnal accepting state in at most k′ = k2 + 6k + 5 steps if and only if there exists a chordless (s, v, t)-path of
length at most k in G. (It is important that k′ depends on k only and not on n.) A schematic view of the construction is
shown in Fig. 2.
Let M = (,Q,, g0, {A}), where the alphabet  is deﬁned as  = {} ∪ {u | u ∈ V }; the state set is
Q = {A,R} ∪ {gi | 0 ik} ∪ {a, b, c, d, l, r} ∪ {pu | u ∈ V } ∪ {qu | u ∈ V }
the transition relation  : Q ×  × Q ×  × {+,−, 0} is deﬁned below; the initial state is g0; the ﬁnal accepting
state is A, and the ﬁnal rejecting state is R. When the machine starts, all tape cells contain the blank symbol (). The
computation consists of three phases: ﬁrst, the at most k + 1 vertices of a chordless (s, v, t)-path P in G are “guessed”
by writing the sequence of corresponding symbols u, u ∈ V (P ), onto the tape. The next two phases are completely
deterministic and check that
(i) P visits s, v, and t in the order given, and
(ii) P is a chordless path in G.
In the following paragraphs we describe the three phases of the computation. For each step, we ﬁrst give a verbal
description and then deﬁne the corresponding formal transition of the Turing machine subsequently.
First phase: The Turing machine may write up to k+1 arbitrary vertex symbols onto the tape: (gi,, gi+1, u,+) ∈
, for all u ∈ V and all 0 i < k, and (gi,, a, u, 0) ∈ , for all u ∈ V and all 0 ik. (The transition
speciﬁes, in order, current state, symbol under the head, new state after transition, symbol to write to the tape,
and movement of the head: + for right, − for left, and 0 for stay.) After the ﬁrst phase, the Turing machine is
in state a and the sequence of between one and k + 1 vertex symbols starts at the current tape cell, extending
to the left.
Second phase: Check whether the guessed sequence visits t, v, and s, in order. The rightmost symbol should be t :
(a, t , b, t ,−) ∈ . Then somewhere v: (b, u, b, u,−) ∈ , for all u ∈ V \ {v}, and (b, v, c, v,−) ∈ . The
leftmost symbol has to be s : (c, u, c, u,−) ∈ , for all u ∈ V \ {s}, (c, s , d, s ,−) ∈ , and (d,, l,,+) ∈
. For all state/symbol combinations that are not explicitly mentioned (for example, (b,) or (a, v)) there is a
transition to the ﬁnal rejecting state R. After the second phase, the machine is in state l and the head points to-
wards the leftmost of the symbols that have been guessed in Phase 1. The content of the tape remains unchanged
during Phase 2.
Third phase: Scan and remove the ﬁrst vertex: (l, u, pu,,+) ∈ , for all u ∈ V . If no more vertices are left at this
point, we are done: (pu,, A,, 0) ∈ , for all u ∈ V . Else the next vertex has to be adjacent: (pu, w, qu, w,+) ∈
, for all u,w ∈ V for which {u,w} ∈ E. Whatever follows must not be adjacent: (qu, w, qu, w,+) ∈ , for all
u,w ∈ V with u = w and {u,w} /∈ E. If all vertices have been checked, return to the leftmost: (qu,, r,,−) ∈ ,
for all u ∈ V , and (r, w, r, w,−) ∈ , for all w ∈ V . Finally, re-iterate: (r,, l,,+) ∈ . Again, all state/symbol
combinations that are not explicitly mentioned lead to the ﬁnal rejecting state R. Note that after the third phase, all tape
cells contain the blank symbol again.
2.1. Correctness
Phase 3 ensures that all vertices guessed in Phase 1 are distinct, as, otherwise the right scan in state qu, for some
u ∈ V , fails. Moreover, because of the transition from pu to qu, the vertices chosen form a path P in G. The
right scan in state qu also ensures that no two of the vertices are connected except along P. Finally, in Phase 2
we check that the endpoints of P are s and t, and that P visits v. Altogether, the machine reaches an accepting
state if and only if it guesses the vertices of a chordless (s, v, t)-path of length at most k in Phase 1. An easy
calculation reveals that if k + 1 symbols are written onto the tape in Phase 1, the remaining computation con-
sists of exactly k2 + 6k + 5 transitions. Clearly, M can be constructed in time polynomial (quadratic) in both n
and k. 
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Fig. 2. A schematic description of the Turing machine deﬁned in the proof of Theorem 4. The transition arrows are labeled by, in order, symbol
under head, symbol to write, and head movement. To increase readability the ﬁnal rejecting state and all transitions to it have been omitted.
3. Hardness for W [1]
In this section, we prove that CP3V is W [1]-hard using a reduction from independent set, which is one of the
“classical” W [1]-hard problems [12].
Problem 5 (Independent set). Given a positive integer k and a simple undirected graph G = (V ,E), is there an
independent set of size at least k in G? (A set U ⊆ V is independent, iff there is no edge in the induced subgraph G[U ].)
Consider an instance of independent set, that is, a graph G = (V ,E) and an integer k, 1k |V |, and let V =
{v1, . . . , vn}. We construct a graph G′ from G such that the answer to the CP3V problem on G′ provides the solution
to the independent-set problem on G.
The main ingredient for our construction is called vertex choice diamond. It consists of n vertices vi1, . . . , vin plus two
extra vertices si and t i connected to each of the n vertices vij , 1jn, as shown in Fig. 3. Clearly, there are exactly
n chordless (si, t i)-paths in such a diamond. As the naming of the vertices suggests, we associate each of these paths
with a vertex from G in a bijective manner: routing a path through vij , for some 1jn, is interpreted as selecting vj
to be part of the independent set I to be constructed. The construction uses k such vertex choice diamonds, which are
connected by identifying si+1 and t i , for all 1 i < k. Let us call the graph described so far GVC, where VC stands
for vertex choice.
Proposition 6. Any chordless (s1, tk)-path of length 2k in GVC corresponds to a multiset of k vertices in G.
The next step is to ensure that the vertices chosen by traversing GVC on a chordless path correspond to an independent
set in the original graph G. To accomplish this, we construct G′ from two symmetric copies of GVC. Denote the vertices
in the ﬁrst copy C of GVC by si , vij , and t i , whereas the vertices in the second copy  of GVC are referred to as i , 
i
j ,
and i , for 1 ik and 1jn. The graphs C and  are connected by identifying tk and k . The construction of G′
is completed by adding a number of edges that encode the adjacency of G. An example is shown in Fig. 4.
• There is an edge in G′ between vij and i, for all 1 ik and all 1j, n with j = . Such an edge is called a
consistency edge.
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Fig. 3. A vertex choice diamond and three of its n chordless (si , t i )-paths.
Fig. 4. An example illustrating the construction of G′ for k = 2. Consistency edges are shown by solid lines, independence edges by dashed lines,
and set edges by dotted lines. The vertex labels in G′ indicate the correspondence to the vertices from G: for example, the vertices labeled “ 1”
correspond to v1. The vertex tk = k is shaded dark: (a) G; (b) G′; (c) G′ (independence edges only); (d) G′ (without independence edges).
• For every edge {vp, vq} in G, connect the vertex sets {vip,ip} and {vjq ,jq}, for all 1 i, jk with i = j , by a
complete bipartite subgraph in G′. These edges are called independence edges.
• Connect the vertex sets {vi,i} and {vj ,j}, for all 1 i, jk with i = j and all 1n, by a complete bipartite
subgraph in G′. These edges are called set edges.
Lemma 7. No chordless (s1, 1)-path via tk in G′ uses a consistency edge or an independence edge or a set edge.
Proof. Let P be a chordless (s1, 1)-path via tk in G′. Consider the initial part of P which traverses (part of) the ﬁrst
vertex choice diamond of C. By construction of G′, exactly one of the vertices v1j , 1jn is on P. (All of these
vertices are neighbors of s1.) Similarly, the ﬁnal part of P contains exactly one of the vertices 1, 1n. If  = j ,
then the vertices v1j and 
1
 are connected by a consistency edge in G′. Hence, they together with s1 and 1 induce
an (s1, 1)-path in G′ that does not visit tk . Such a path cannot be extended to a chordless path that visits tk . (In fact,
a chordless (s, t)-path cannot be extended in any way and at the same time remain a chordless (s, t)-path.) Thus, we
conclude that  = j .
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Furthermore, v1j and 
1
j have the same neighbors along both independence and set edges by construction. Suppose
that P continues from v1j via an independence (or set) edge to a vertex w. Clearly w = tk because tk is not incident
to any independence or set edge. As w is also a neighbor of 1j , the vertices {s1, v1j , w,1j , 1} ⊆ V (P ) induce an
(s1, 1)-path which does not visit tk . Hence, P does not visit tk , either, contrary to our assumption. Therefore, P cannot
use any independence or set edge incident to v1j or 
1
j .
It remains to consider the consistency edges incident to v1j and 
1
j . Suppose P continues from v
1
j on a consistency
edge towards a vertex 1, for some 1n with  = j . (All neighbors of v1j along consistency edges are of this type.)
Then the vertices {s1, v1j ,1, 1} ⊆ V (P ) induce a chordless (s1, 1)-path that does not visit tk . Hence, P does not
visit tk , either, contrary to our assumption. Therefore, P cannot use any consistency edge incident to v1j or 
1
j .
In summary, the initial part of P goes from s1 via v1j , for some 1jn, to t1 = s2, and the ﬁnal part of P is
completely symmetric: from 1 via 1j to 
1
. By induction on k, we can prove the following statement: The initial part
of P is an (s1, tk)-path Q that visits all si in increasing order, for 1 in, without using any consistency, independence,
or set edge, and the ﬁnal part of P is a (k, 1)-path that is completely symmetric to Q.
The analysis from above provides the base case of the induction for k = 1. At the same time, it also provides the
induction step. As the initial and ﬁnal section of the path are determined, we can remove the ﬁrst vertex diamond and
its symmetric copy from the graph and apply the induction hypothesis to the remaining k − 1 diamonds. 
Theorem 8. Chordless path through three vertices (CP3V) is W [1]-hard with respect to k.
Proof. Given an instance (G, k) of Independent Set, we construct the graph G′ as described above. The graph G′
contains 2k(n + 1) + 1 vertices. To compute the number of edges in G′ note that there are 4kn edges in the 2k vertex
choice diamonds, plus kn(n− 1) consistency edges, 4mk(k − 1) independence edges, and 2nk(k − 1) set edges, where
n = |V (G)| and m = |E(G)|. Hence, G′ can be constructed from G in time and space polynomial in both n and k.
Let P be a chordless (s1, 1)-path via tk of length at most 4k in G′. By Lemma 7, P has a very special form: in
particular, its length is exactly 4k, and it visits exactly one vertex viji from each of the vertex choice diamonds with
1 ik. Let I = {vji ∈ V (G) | viji ∈ V (P ) for some 1 ik}. Suppose that vji = vj for some 1 i, k with
i = . As viji and vj are connected by a set edge in G′ that is not in P by Lemma 7, this set edge forms a chord of P,
in contradiction to our assumption that P is chordless. Therefore, the vertices viji visited by P correspond to mutually
distinct vertices in G, that is, |I | = k.
Furthermore, we claim that I is an independent set in G. Suppose that for two vertices viji and v

j
on P, 1 i, k
and i = , the corresponding vertices vji and vj are neighbors in G. Then by construction viji and vj are connected
by an independence edge in G′. This edge is not in P by Lemma 7, that is, it forms a chord of P, in contradiction to our
assumption that P is chordless. Therefore, no two vertices in I are adjacent in G.
Conversely, it is easy to see that for any independent set I = {v1, v2, . . . , vk, . . .} of size at least k in G there is a
chordless (s1, 1)-path P via tk of length 4k in G′: in the ith vertex choice diamonds, P visits vii and 
i
i , for 1 ik.
Thus, we have a parameterized reduction from an independent set instance (G, k) to a CP3V instance (G′, 4k),
establishing W [1]-hardness of CP3V. 
4. Chordless cycles through two vertices
In this section we discuss the relationship between the problem CP3V of deciding on the existence of a chordless
path through three given vertices and the problem MCP2V (“Many chordless paths through two vertices”) of deciding
on the existence of a disjoint union of  chordless (s, t)-paths, for some  ∈ N. In particular, for  = 2 we face the
problem 2CP2V of deciding on the existence of a chordless cycle through two given vertices.
We show that CP3V and MCP2V are equivalent under both parameterized reductions and classical (Karp-)reductions.
This implies that both problems are complete for both W [1] and NP.
Theorem 9. Many chordless (s, t)-paths (MCP2V) is W [1]-hard with respect to k, for any 2.
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Fig. 5. An example illustrating the construction of G′ in Theorem 10. (a) G; (b) G′.
Proof. For  = 2 we face the problem 2CP2V: Is there a chordless cycle of length at most k through s and t?
The proof is by reduction from CP3V. Consider a CP3V-instance (G, s, v, t, k). Construct a graph G′ from G by
adding a new vertex c that is adjacent to s and t only. Any chordless cycle of length at most k + 2 through c and v in
G′ corresponds to a chordless (s, v, t)-path of length at most k in G and vice versa.
For  > 2 we add  − 2 additional vertices to G′, each of them adjacent to c and v only. Then any set of at most
k +  vertices in G′ that form a disjoint union of  chordless (c, v)-paths corresponds to a chordless (s, v, t)-path of
length at most k in G and vice versa. 
Theorem 10. It is NP-complete to decide whether there exists any chordless (s, v, t)-path for three given vertices s,
v, and t of a simple undirected graph.
Proof. The problem is clearly in NP. The hardness is proven by reduction from 2CP2V which is known to be NP-
complete [15]. Consider an instance (G, s, t, k) of 2CP2V. Let NG(s) = {x1, . . . , xd} with d = degG(s).
If t ∈ NG(s), then simply remove the edge {s, t}. A chordless (s, t)-path in the resulting graph corresponds to a
chordless cycle through s and t in G and vice versa.
If t /∈ NG(s), then construct a graph G′ from G by adding a new vertex s′ and new vertices y2, . . . , yd and z2, . . . , zd .
Remove all edges incident to s and connect s to all of y2, . . . , yd instead. Connect yi to xj , for all 2 id and 1jd
with i = j . Finally, connect s′ to all of z2, . . . , zd and connect zi to xj , for all 2 ijd. An example is depicted in
Fig. 5. Clearly, G′ can be constructed from G in O(|V (G)|2) time.
We claim that any chordless (s, t, s′)-path of length k+2 in G′ corresponds to a chordless cycle of length k through s
and t in G and vice versa. Indeed, any chordless cycle C through s and t in G passes through exactly two neighbors xi and
xj of s, where 1 i < jd . Such a cycle corresponds to a chordless path (s, yj , xi, . . . , t, . . . , xj , zj , s′)-path in G′
where the dotted part is C\s. Conversely, any chordless (s, t, s′)-path in G′ follows the pattern (s, yj , xi, . . . , t, . . . , xj ,
zj , s
′), for 1 i < jd , by construction of G′ and hence corresponds to a chordless cycle (s, xi, . . . , t, . . . , xj , s) in
G. This proves the claim and the theorem. 
Note that the reduction given in Theorem 10 is in fact parametric. As a consequence, 2CP2V is in W [1] and hence
by Theorem 9 W [1]-complete. In order to extend this statement to the MCP2V, we can once again use a reduction
to SNTMC.
Theorem 11. Many chordless (s, t)-paths (MCP2V) is W [1]-complete with respect to k, for any 2.
Proof. The hardness part was shown in Theorem 9; it remains to prove membership, which is done by reduction to
SNTMC.
Consider an instance (G, s, t, k, ) of MCP2V, where G = (V ,E) is a simple undirected graph, s, t ∈ V , and k and 
are positive integers. For the sake of brevity, we do not explicitly deﬁne a Turing machine as in Theorem 4 here. Instead
we only sketch how such a machine could be constructed along the lines of Theorem 4 such that the number of steps in
its computation can be bounded in terms of k. In the following, we identify the vertices of G with their corresponding
symbols from the alphabet of the Turing machine.
First phase: As the solution set U ⊂ V (G) induces a disjoint union of (s, t)-paths, we can enumerate the vertices
of U as a single path from s to either s or t (depending on whether  is even or odd, respectively), where only s and t
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appear multiple times. The machine ﬁrst “guesses” the at most k vertices of U in this particular order, thereby writing
at most k +  − 1 vertices onto the tape.
Second phase: The machine checks in O(k) transitions whether the sequence of vertices on the tape starts with s,
ends with s or t (depending on whether  is even or odd, respectively), and whether s and t appear alternately in this
sequence and both together  + 1 times.
Third phase: The machine checks in O(k) transitions whether every vertex on the tape that is adjacent to s in G is
also adjacent to s on the tape. Similarly, it checks whether every vertex on the tape that is adjacent to t in G is also
adjacent to t on the tape.
Fourth phase: The machine erases the vertices from the tape one after the other. For each removed vertex v, the
vertex v′ immediately following it on the tape has to be adjacent to v. If v ∈ {s, t}, then there is nothing more to do.
Otherwise, for every remaining vertex w /∈ {s, t, v′} on the tape it has to be veriﬁed that w = v and that w is not
adjacent to v in G. This phase can be implemented using O(k2) transitions.
In summary, we have described a Turing machine that can be constructed for any speciﬁc instance (G, s, t, k, ) of
MCP2V in time polynomial in all of |V (G)|, k, and  and whose computation reaches a ﬁnal accepting state in O(k2)
transitions, if and only if (G, s, t, k, ) is solvable. 
5. Directed graphs
The notion of chordless paths generalizes in a straightforward manner to directed graphs. A path P in a directed
graph G is chordless if P is the directed subgraph induced by V (P ) in G.
Problem 12 (Directed chordless (s, t)-path (DCP)). Given a simple directed graph G = (V ,E), a positive integer k,
and two distinct vertices s, t ∈ V , is there a chordless directed (s, t)-path of length at most k in G?
Fellows et al. [16] showed that DCP is NP-complete even if restricted to planar digraphs. Our constructions described
above can easily be adapted to deal with the directed setting as well.
Theorem 13. Directed chordless (s, t)-path (DCP) is W [1]-complete with respect to k.
Proof. In the Turing machine of Theorem 4 replace all conditions that require the existence of an edge by corresponding
conditions requiring the presence of a directed edge. Similarly, all conditions requiring the absence of an edge are
replaced by corresponding conditions disallowing both directed edges.
The construction described in Theorem 8 is modiﬁed as follows. In the vertex choice diamonds direct all edges from
si to vij and from v
i
j to t
i
, for all 1 ik and all 1jn. In the symmetric copy, direct all edges from i to ij and
from ij to 
i
, for all 1 ik and all 1jn. These orientations induce a linear 2 order (s1, . . . , tk = k, . . . , 1)
on V (G′).
The remaining edges, that is, the consistency, independence, and set edges all are oriented from the vertex that is
greater with respect to this linear order to the smaller vertex. It is easy to verify that no chordless directed (s1, 1)-path
can use a consistency, independence, or set edge. In fact, the orientation is chosen such that any chordless directed
(s1, 1)-path in G′ passes through tk = k , although this is not required by deﬁnition, in contrast to CP3V. 
As a consequence, also the following problem is W [1]-complete with respect to k. (Just add a single directed edge
(1, s1) to the construction described in Theorem 13.)
Problem 14 (Directed chordless cycle). Given a simple directed graph G = (V ,E), a positive integer k, and a vertex
s ∈ V , is there a chordless directed cycle of length at most k through s in G?
2 Strictly speaking, the orientations deﬁne a partial order. It can be extended to a linear order by deﬁning the order of the vertices vi
j
(similarly
i
j
) within the same vertex choice diamond in an arbitrary manner.
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Note that both problems are polynomial if the path or cycle is not required to be chordless, as the maximum number k
of vertex-disjoint directed (s, t)-paths can be computed in O(k|E|) time using ﬂow techniques [17]. However, deciding
whether there exist a directed (s1, t1)-path and a directed (s2, t2)-path that are vertex-disjoint is NP-complete, even for
t1 = s2 and t2 = s1 [18].
Also, if the deﬁnition of chordless is relaxed to allow “back-cutting” arcs within each path, DCP restricted to planar
graphs is polynomial, even for an arbitrary but ﬁxed number of chordless (s, t)-paths [24]. The existence of such arcs
is the crucial difference between the directed and the undirected problem: in an undirected (s, t)-path P every edge
joining two vertices that are nonadjacent along P can be used as a shortcut. That is, the presence of any (s, t)-path
implies the existence of a chordless (s, t)-path. However, we will show below that admitting back-cutting arcs does
not change the parametric complexity of the problem for general graphs.
Deﬁnition 15. An (s, t)-path P in a graph G = (V ,E) is called weakly chordless if P is a shortest (s, t)-path in
G[V (P )].
Observe that there is no difference between chordless and weakly chordless in undirected graphs. But, in contrast to
DCP, the presence of a directed weakly chordless (s, t)-path (or chordless cycle through s) can be decided in linear time
by a breadth-ﬁrst search. However, the obvious generalization to several paths deﬁned below is again W [1]-complete,
already for two paths.
Problem 16 (Many weakly chordless (s, t)-paths). Given a simple directed graph G = (V ,E), positive integers k and
, and two distinct vertices s, t ∈ V , is there a set U ⊆ V of at most k vertices such that G[U ] is a disjoint union of 
weakly chordless (s, t)-paths?
Theorem 17. Many weakly chordless (s, t)-paths is W [1]-complete with respect to k, for any 2.
Proof. It is clear how to adapt the Turing machine construction of Theorem 11 to establish membership in W [1].
For the hardness proof, consider the case  = 2. The construction described in Theorem 8 is modiﬁed as follows.
First, add a directed edge from 1 to s1, and let s = tk = k and t = s1. In the vertex choice diamonds direct all edges
from t i to vij and from v
i
j to s
i
, for all 1 ik and all 1jn. Likewise, in the symmetric copy direct all edges from
i to ij and from 
i
j to 
i
, for all 1 ik and all 1jn. Remove all independence and set edges within the same
diamond chain, such that all remaining independence or set edges are between vij and 
p
q , for some 1 i, pk and
1j, qn. Direct those edges from vij towards 
p
q . See Fig. 6 for an example.
Consider (tk, s1)-paths P and Q in G′ such that G[V (P ) ∪ V (Q)] is a disjoint union of weakly chordless (tk, s1)-
paths. The way the edges are directed, one of the paths, say, P comes via the vertex choice diamonds and visits the
vertices tk, sk, tk−1, . . . , t1, s1, in order. On the other hand, Q traverses the symmetric copy and visits the vertices
k, k, k−1, . . . , 1, 1, in order, before ﬁnally reaching s1 via the added edge. Because there must not be any edge
between P and Q, we can argue as in Theorem 8 that the vertices vij andpq visited by P and Q, respectively, correspond
to an independent set of size at most k in G.
Fig. 6. An example illustrating the construction of G′ for k = 2. Consistency edges are shown by solid lines, independence edges by dashed lines,
and set edges by dotted lines. The vertex labels in G′ indicate the correspondence to the vertices from G: for example, the vertices labeled “ 1”
correspond to v1. The vertex t = s1 is shaded dark: (a) G; (b) G′.
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For  > 2, we add  − 2 additional vertices to G′ each of which is connected to s1 (directed towards s1) and tk
(directed from tk) only. 
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