Recently there has been great deal of interest in making system that enables an audience to view sports event from any arbitrary viewpoint. The rapid development of networks and computers will soon make it possible to provide a form of real-time video that allows the viewer to select any desired view of the action. This paper introduces a novel method for generating an arbitrary view of a scene in a soccer match. This allows the viewers to observe the action in a soccer game from a favorite viewpoint, such as one that corresponds to the movement of the ball or the tracking of one defender. We give some examples of video images we have generated that make the viewers feel as if they are flying through the field.
Introduction
Television allows us to watch sporting events, such as the Olympic Games and soccer's World Cup, no matter where the events are held. However, all viewers get the same view and none of them has any power to control the viewpoint. A new form of visual media that allows an audience to watch a sporting event from any desired viewpoint is thus desirable.
Kanade [3, 4] has been studying the creation of virtual models of dynamic events in the real world and the use of these models in constructing views of the events. His unique new technology called "Eye Vision" was used to present playbacks of Super Bowl XXXV, which was held in Tampa in the USA in Jan. 2001. More than 30 cameras obtain images of the action, each for a different angle, and a computer combines the video streams from these cameras. The sequences of images from the different angles are then used to create a three-dimensional effect of walking around the action. The technology that controls all of the cameras to capture the same target at the same size enables such effects.
We are working on the problems of synthesizing views of dynamic scenes. With computer vision technology and images from multiple viewpoints, it will be possible to create novel views that have not been captured by any camera. This approach may produce an enhanced form of the Eye Vision effect by the interpolation between the various views and even allow the viewers to see a scene from whatever angle they want. As the technology advances along these lines, it will come to be a completely new way to view sports and entertainment events.
This paper introduces a novel method for generating an arbitrary view of a soccer scene. The scene is classified into dynamic regions, a field region, and a background region. An image of the required arbitrary view is generated for the respective regions and superimposition then completes the desired view of the whole object. By applying this method to actual scenes of a soccer match captured at a stadium, we will be able to present videos that make viewers feel as if they are flying through the stadium.
View Synthesis
The several approaches to the view synthesis problem that have been proposed may be categorized into two groups. In the first group are those in which a full-3D model of an object is constructed to generate the desired view [3, 8] . The quality of the virtual view image then depends on accuracy of the 3D model. As multiple video cameras or range scanners are typically used to construct an accurate model, this approach requires large amounts of calculation and information. Once the 3D model has been constructed, however, we are able to flexibly change the viewpoint to present another view. In the second group, the arbitrary view image is synthesized without an explicit 3D model; instead, some form of image warping, such as transfer of correspondences [1, 2, 5, 6 ] is used. While this approach doesn't require too much calculation or information, it is only possible to move the viewpoint within a limited area.
Our purpose is to generate arbitrary views of scenes in a soccer match. Since the movements of each player are complex, it's almost impossible to reconstruct an accurate 3D model of the scene. Furthermore, the camera calibration that is necessary to compute 3D positions is very difficult in a real stadium. Therefore, it's not practical to apply a method that requires 3D models to the generation of views of soccer scenes. Instead of using 3D models, we classify the objects in the scene into three planes. Figure 1 gives an overview of the approach. Firstly, the image is classified into dynamic regions, in which the shape or position changes over time, and a static region. In a soccer scene, the former corresponds to players and the ball and the latter to the ground, goal, and background. Next, the static region is further classified into two regions on the basis of shape. The first is a field region, which we can approximate as sets of planes, and the other is a background region, which we can approximate as an infinitely distant plane. Arbitrary views of the respective regions are then generated and the whole image is synthesized by their superimposition. In this section, we describe the regions.
The Dynamic Regions
A single scene usually contains several players and a ball, so we deal with these objects separately. Firstly, all dynamic regions are extracted by subtracting the background from the image. Considering color (RGB) vectors as well as intensity leads to more accurate extraction of these regions. After the silhouettes have been generated for the segmentation of each player and the ball, the correspondence between the segmented silhouettes of the players and those in images from other viewpoints is obtained by applying homography to the ground as shown in figure 2 . This is based on the fact that the players are standing on the ground and the feet of the players can thus be related by homography of the ground. Next, each pair of silhouettes is extracted to obtain the pixel-wise correspondence within the silhouette. Epipolar lines are drawn between images in the different views, view 1 and view 2, by using a fundamental matrix. On each epipolar line, the correspondences of intersections with boundaries in the silhouettes, such as a 1 and a 2 , b 1 and b 2 of figure 2, are made first. The correspondences between the pixels inside the silhouette are obtained by linear interpolation of the points of intersection.
After a dense correspondence for the whole silhouette is obtained, the pixel values are transferred from the source images of view 1 and view 2 to a virtual view image by image morphing, i.e., by linear interpolation according to the displacement of the pixel positions. The location in the synthesized view is given bý
where p 1 , p 2 are the coordinates of matching points in images I 1 , I 2 , and α defines the relative weights given to the respective actual viewpoints. All correspondences are used in the transfer to generate a warped image. Here two transfers are required, one from view 1 and the other from view 2. Two warped images are thus generated; they are then blended to complete the image of the virtual view. If the color of a pixel is different in the two images, the corresponding pixel in the virtual view is rendered with the average of the colors; otherwise the rendered color is from either actual image. For all of the extracted players and the ball, a pixel-wise correspondence as described above is established for the rendering of arbitrary views. Finally, the dynamic regions are synthesized in order of distance from the viewpoint. An arbitrary view image of the dynamic regions is thus composed.
Field Region
Of the objects in our scene, the ground and soccer goal can be considered as a single plane and a set of planes, respectively. We then apply homography to the planes to obtain the correspondences required for the generation of images of arbitrary views. The following equation gives the pixel-wise correspondence for two views of a plane.
where H is the homographic matrix that represents the transformation between the planes, and p 1 , p 2 are homogenous coordinates on the images I 1 , I 2 of different views. The homographic matrices of the planes that represent the ground and the planes of the soccer goal provide the dense correspondence within these regions. The pixel values are then transferred to corresponding points by image morphing to complete the destination images in the same way as for the players and ball. Figure 4 presents examples of generated images of the ground and goal regions, where the virtual viewpoint has been placed at the center of the pair of actual viewpoints.
Background Region
The background may be considered as a single infinitely distant plane, so we are able to compose images from each of the two input view- points to make mosaics that are the respective panoramic images of the background. Arbitrary views of this region are extracted from these panoramic images.
In composition, we start by integrating the coordinate systems of the two views in the homographic matrix H 21 for the background. Next, blending the pixel values of the overlap area so that pixel colors at junction areas can be smoothed connects the two backgrounds. Partial area that is necessary for each arbitrary view image is cut out from the mosaic image thus synthesized. The following homographic matrix,H , is then used in the transformation of coordinates to complete the arbitrary view of the background region.
where α is the weight and E is the unit matrix. Figure 5 presents an example of mosaic images thus synthesized.
3.
Interactive Videos
When the methods described above are applied to the synthesis of an image sequence, the ground, goal, and background may be regarded as stable, so that frame-by-frame generation of these elements is inefficient. Instead, the stable regions are generated in advance for all possible virtual viewpoints; the dynamic regions are then synthesized for each frame.
First of all, the two cameras nearest the virtual viewpoint given by the user are selected and the required pairs of images are obtained. Next, the dynamic regions are extracted from each of the images, and the arbitrary views of these regions are generated according to the method introduced in the previous section. These images are then composed with the stable regions from the same virtual viewpoint. This completes the image of the whole scene from the desired viewpoint.
For example, we can produce a video that gives the viewer the feeling of flying through the field with a viewpoint that moves with the ball. Another possibility is a video in which a particular player is kept near the center of the view to make it easier to analyze the movements of this player.
Experimental Results
We have applied this method to scenes of an actual soccer match that were taken by multiple video cameras at the stadium. A set of four cameras is placed to one side of the field to capture the penalty area mainly. All input images are 720×480 pixels, 24-bit-RGB color images.
In this situation (a real stadium), camera calibration that is sufficiently accurate for the estimation of camera rotation and position is almost impossible. The proposed method does not require accurate calibration; instead, it takes advantage of fundamental matrices between the viewpoints of the cameras. We are easily able to obtain these through correspondences between several feature points in the images. In this experiment, we manually selected about 20 corresponding feature points in the input images. Figure 6 presents some results of generated arbitrary view images and figure 7 presents a sequence of images of a scene as seen from different angles. From (a) to (h) in figure 6 , the position of players and location of the background gradually change with the changing viewpoint. When we compare the results with the input images, we see that we were able to successfully obtain realistic and distortion-free images. Although the method involves the rendering of separate regions, the synthesized images look so natural that the boundaries between the regions are not visible. Full-color versions of these images and generated fly through view videos are available at http://www.ozawa.ics.keio.ac.jp/˜nahotty/soccer.html Figure 6 . Generated arbitrary view images. 
Conclusions
This paper has presented a novel method for the generation of video images of a soccer game from arbitrary viewpoints. The key idea behind the proposed method is to start by segmenting the image into object regions according to the properties of a soccer scene and to then apply the appropriate projective transformations and generate the desired view. This enables us to successfully generate fly through view videos from actual images of soccer matches that were captured at a stadium. The method will lead to the creation of completely new and enjoyable ways to present and view soccer games.
We are currently investigating the reduction of the number of manual operations required in this method, such as when the correspondences between player regions are obtained in complex scenes where the silhouettes cross each other.
