Abstract. In this paper we study the intersection theory on surfaces with abelian quotient singularities and we derive properties of quotients of weighted projective planes. We also use this theory to study weighted blow-ups in order to construct embedded Q-resolutions of plane curve singularities and abstract Q-resolutions of surfaces.
Introduction
Intersection theory is a powerful tool in complex algebraic (and analytic) geometry, see [5] for a wonderful exposition. The case of smooth surfaces is of particular interest since the intersection of objects is measured by integers.
The main objects involved in intersection theory on surfaces are divisors, which have two main incarnations, Weil and Cartier. These coincide in the smooth case, but not in general. In the singular case the two concepts are different and a geometric interpretation of intersection theory is yet to be developed. A general definition for normal surfaces was given by Mumford [11] .
In this work we are interested in the intersection theory on V -surfaces with abelian quotient singularities. We make use of our result in [1] , where we proved that the concepts of rational Weil and Cartier divisors coincide. We will study their geometric properties and prove that the definition in this paper coincides with Mumford's one. The most interesting points are the applications.
Probably the most well-known V -surfaces are the weighted projective planes. We will provide an extensive study of intersection theory on these planes and on their quotients.
Closely related with the weighted projective planes we have the weighted blowups. As opposed to standard ones, these blow-ups do not produce smooth varieties, but the result may only have abelian quotient singularities. They can be used to understand the birational properties of quotients of weighted projective planes and also to obtain the so-called Q-resolutions of singularities, where the usual conditions are weakened: we allow the total space to have abelian quotient singularities and the condition of normal crossing divisors is replaced by Q-normal crossing divisors. One of the main interest of Q-resolutions of singularities is the following: their combinatorial complexity is extremely lower than the complexity of smooth resolutions, but they provide essentially the same information for the properties of the singularity.
Note that Veys has already studied this kind of embedded resolutions for plane curve singularities, see [15] , in order to simplify the computation of the topological zeta function.
In both applications, we need intersection theory. Note that rational intersection numbers appear in a natural way.
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V -Manifolds and Quotient Singularities
We sketch some definitions and properties, see [1] for a more detailed exposition. Definition 1.1. A V -manifold of dimension n is a complex analytic space which admits an open covering {U i } such that U i is analytically isomorphic to B i /G i where B i ⊂ C
n is an open ball and G i is a finite subgroup of GL(n, C).
The concept of V -manifolds was introduced in [13] and they have the same homological properties over Q as manifolds. For instance, they admit a Poincaré duality if they are compact and carry a pure Hodge structure if they are compact and Kähler, see [2] . They have been classified locally by Prill [12] .
It is enough to consider the so-called small subgroups G ⊂ GL(n, C), i.e. without rotations around hyperplanes other than the identity.
Theorem 1.2. ([12]
). Let G 1 , G 2 be small subgroups of GL(n, C). Then C n /G 1 is isomorphic to C n /G 2 if and only if G 1 and G 2 are conjugate subgroups.
We fix the notations when G is abelian. The orbit of an element x ∈ C n under this action is denoted by [x] (d;A) and the subindex is omitted if no ambiguity seems likely to arise. Using multi-index notation the action takes the simple form
The quotient of C n by a finite abelian group is always isomorphic to a quotient space of type (d; A), see [1] for a proof of this classic result. Different types (d; A) can give rise to isomorphic quotient spaces. gives an isomorphism between X(d 1 ; a 1 ) and C.
Let us consider the case r = 2. Note that C/(µ d1 × µ d2 ) equals (C/µ d1 )/µ d2 . Using the previous isomorphism, it is isomorphic to X(d 2 , d 1 a 2 ), which is again isomorphic to C. By induction, we obtain the result for any r.
The following lemma states some moves that leave unchanged the isomorphism type of X(d; A). Using Lemma 1.5 we can prove the following lemma which restricts the number of possible factors of the abelian group in terms of the dimension. Remark 1.7. For n = 2 it is enough to consider cyclic quotients. Nevertheless, in order to avoid cumbersome statements, we will allow if necessary quotients of non-cyclic groups.
As we have already used, if an action is not free on (C * ) n we can factor the group by the kernel of the action and the isomorphism type does not change. With all these hypotheses we can define normalized types. Definition 1.8. The type (d; A) is said to be normalized if the action is free on (C * ) n and µ d is small as subgroup of GL(n, C). By abuse of language we often say the space X(d; A) is written in a normalized form when we mean the type (d; A) is normalized. Proposition 1.9. The space X(d; A) is written in a normalized form if and only if the stabilizer subgroup of P is trivial for all P ∈ C n with exactly n − 1 coordinates different from zero.
In the cyclic case the stabilizer of a point as above (with exactly n−1 coordinates different from zero) has order gcd(d, a 1 , . . . , a i , . . . , a n ).
Using Lemma 1.5 it is possible to convert general types (d; A) into their normalized form. Theorem 1.2 allows one to decide whether two quotient spaces are isomorphic. In particular, one can use this result to compute the singular points of the space X(d; A). If n = 2, then a normalized type is always cyclic.
In Example 1.4 we have explained the previous normalization process in dimension one. The two and three-dimensional cases are treated in the following examples. 
to convert it into a normalized one, see also Lemma 1.5. In [4] the author computes resolutions of cyclic quotient singularities. In the 2-dimensional case, the resolution process is due to Jung and Hirzebruch, see [7] .
Weighted Projective Spaces
The main reference that has been used in this section is [3] . Here we concentrate our attention on the analytic structure.
Let ω := (q 0 , . . . , q n ) be a weight vector, that is, a finite set of coprime positive integers. There is a natural action of the multiplicative group C * on C n+1 \ {0} given by
The set of orbits
under this action is denoted by P n ω (or P n (ω) in case of complicated weight vectors) and it is called the weighted projective space of type ω. The class of a nonzero element (x 0 , . . . , x n ) ∈ C n+1 is denoted by [x 0 : . . . : x n ] ω and the weight vector is omitted if no ambiguity seems likely to arise. When (q 0 , . . . , q n ) = (1, . . . , 1) one obtains the usual projective space and the weight vector is always omitted. For x ∈ C n+1 \ {0}, the closure of [x] ω in C n+1 is obtained by adding the origin and it is an algebraic curve.
2.1. Analytic structure. Consider the decomposition P n ω = U 0 ∪ · · · ∪ U n , where U i is the open set consisting of all elements [x 0 : . . . : x n ] ω with x i = 0. The map
defines an isomorphism ψ 0 if we replace C n by X(q 0 ; q 1 , . . . , q n ). Analogously, X(q i ; q 0 , . . . , q i , . . . , q n ) ∼ = U i under the obvious analytic map.
The following map is an isomorphism:
n . Remark 2.3. Note that, due to the preceding proposition, one can always assume the weight vector satisfies gcd(q 0 , . . . , q i , . . . , q n ) = 1, for i = 0, . . . , n. In particular, P 1 (q 0 , q 1 ) ∼ = P 1 and for n = 2 we can take (q 0 , q 1 , q 2 ) relatively prime numbers. In higher dimension the situation is a bit more complicated.
Abstract and Embedded Q-Resolutions
Classically an embedded resolution of {f = 0} ⊂ C n is a proper map π : X → (C n , 0) from a smooth variety X satisfying, among other conditions, that π −1 ({f = 0}) is a normal crossing divisor. To weaken the condition on the preimage of the singularity we allow the new ambient space X to contain abelian quotient singularities and the divisor π −1 ({f = 0}) to have normal crossings over this kind of varieties. This notion of normal crossing divisor on V -manifolds was first introduced by Steenbrink in [14] . Definition 3.1. Let X be a V -manifold with abelian quotient singularities. A hypersurface D on X is said to be with Q-normal crossings if it is locally isomorphic to the quotient of a union of coordinate hyperplanes under a group action of type (d; A). That is, given x ∈ X, there is an isomorphism of germs
is identified under this morphism with a germ of the form
be an abelian quotient space not necessarily cyclic or written in normalized form. Consider H ⊂ M an analytic subvariety of codimension one. Definition 3.2. An embedded Q-resolution of (H, 0) ⊂ (M, 0) is a proper analytic map π : X → (M, 0) such that:
(1) X is a V -manifold with abelian quotient singularities.
(2) π is an isomorphism over X \ π −1 (Sing(H)).
is a hypersurface with Q-normal crossings on X.
Remark 3.3. Let f : (M, 0) → (C, 0) be a non-constant analytic function germ. Consider (H, 0) the hypersurface defined by f on (M, 0).
In the same way we define abstract Q-resolutions. Definition 3.4. Let (X, 0) be a germ of singular point. An abstract good Qresolution is a proper birational morphism π :X → (X, 0) such thatX is a Vmanifold with abelian quotient singularities, π is an isomorphism outside Sing(X), and π −1 (Sing(X)) is a Q-normal crossing divisor.
Notation 3.5. It is usual to encode normal crossing divisors by its dual complex : one vertex for each irreducible component, one edge for each intersection of two irreducible components, one triangle for intersection of three irreducible components and so on. It is particularly useful for normal crossing divisors in surfaces where one deals with (weighted) graphs. We explain how to encode Q-normal crossings with a weighted graph in the case of surfaces. We are interested in two cases: the divisor π * (H) = (f • π) * (0) for an embedded Q-resolution of a curve H = f * (0) and the exceptional divisor of an abstract good Q-resolution π of a normal surface. We associate to such divisors a weighted graph Γ as follows:
• The set V Γ of vertices of Γ is the ordered set of irreducible components of π * (H) (for some arbitrary order). It is decomposed in two subsets
; the first subset corresponds to exceptional components and the second to strict transforms (using arrow-ends). The set V H Γ is empty when the divisor is compact (e.g. when π is an abstract good Q-resolution).
• The set E Γ of edges of Γ is in bijection with the double points of π * (H).
• Each E ∈ V 0 Γ is weighted by its genus g E (usually omitted if g E = 0. It is also weighted by its self-intersection e E ∈ Q, see Definition 6.4 later.
• When π is an embedded Q-resolution, each E ∈ V Γ is weighted by m E .
The multiplicity m E is defined as follows: given a generic point in E one can choose local analytic coordinates (x E , y E ) centered at this point such that y E = 0 is a local equation of E and (f • π)(x E , y E ) = y m E E .
• For E ∈ V Γ , let Sing 0 (E) be the set of singular points ofX in E which are not double points. Then, we associate to E the sequenceof normalized types {(d P ; a P , b P )} P ∈Sing 0 (E) , where for P ∈ Sing 0 (E), E is the image of y = 0. Note that d P divides m E .
• If the double point P γ = E 1 ∩ E 2 , E 1 < E 2 , associated with γ ∈ E Γ is singular, we associate to it a normalized type (d; a, b), where E 1 is the image of x = 0 and E 2 is the image of y = 0.
This notation is also useful for exceptional graphs of good Q-resolutions.
Weighted Blow-ups
Weighted blow-ups can be defined in any dimension, see [1] . In this section, we restrict our attention to the case n = 2.
Classical blow-up of C
2 . We consider
Then π :
The space C 2 = U 0 ∪ U 1 can be covered with 2 charts each of them isomorphic to C 2 . For instance, the following map defines an isomorphism: Figure 1 . Graphs of the blow-ups.
Weighted
be a weight vector with coprime entries. As above, consider the space
and the charts are given by First chart
Second chart X(q; p,
The singular points of C 2 ω are cyclic quotient singularities located at the exceptional divisor of indices p and q. They actually coincide with the origins of the two charts and are written in their normalized form.
Let us study now the weighted blow-ups of quotient spaces. The general computations were made in [1] and we specialize here for dimension 2. We study the (p, q)-blow-up of X(d; a, b) (in normalized form) and for simplicity we start with the case p = a, q = b. 
and the charts are given by
First chart
As above the exceptional divisor E := π 
where E := π −1 (0) is the exceptional divisor of π, H := π −1 (H \ L) is the strict transform of H, and m is the multiplicity of E at a smooth point.
Remark 4.5. In order to compute multiplicities when looking at multicharts (for quotient spaces) we must be careful with the expressions in coordinates in case the space is represented by a non-normalized type. For instance, if a divisor is locally given by the function x md : X (
be the (q, p)-weighted blow-up at the origin. The new space has two singular points of type (q; −1, p) and (p; q, −1) located at the exceptional divisor E 1 . The local equation of the total transform in the first chart is given by the function
where x = 0 is the equation of the exceptional divisor and the other factors correspond to the strict transform of C 1 and C 2 (denoted again by the same symbol). Due to the cyclic action, y q + 1 = 0 produces only one branch. Hence E 1 has multiplicity p(p + q); it intersects transversally C 1 at a smooth point while it intersects C 2 at a singular point (the origin of the first chart) without normal crossings.
Note that X(q; −1, p) = X(q; p, −p 2 ) = X(q; p, q 2 − p 2 ) and we can apply 4.3. Let us consider π (p,q 2 −p 2 ),q the weighted blow-up at the origin of X(q; −1, p) with respect to (p,
The new space has two singular points of type (p; −q, q 2 − p 2 ) = (p; −1, q) and (q 2 − p 2 ; p, −q). In the first chart, the local equation of the total transform of
is given by the function
Thus the new exceptional divisor E 2 has multiplicity p(p+q) and intersects transversally the strict transform of C 2 at a smooth point. Hence
where all quotient spaces are written in a normalized form. Figure 2 illustrates the whole process and Figure 3 shows the dual graph.
We consider now the general case.
be the weighted blow-up at the origin of X(d; a, b) with respect to ω = (p, q). Then, X(d; a, b) ω is covered by
where e := gcd(d, pb − qa). Again the singular points are cyclic and correspond to the origins. Let us apply Remark 1.13 to the preceding charts. Assume the type (d; a, b) is normalized. To normalize these quotient spaces, note that e = gcd(
Then another expressions for the two charts are given below.
First chart X pd e ; 1,
Both quotient spaces are now written in their normalized form. The equation of the charts will be useful to compute multiplicities, see Definition 4.4 and Remark 4.5.
and consider C 1 = {x p + y q = 0} and C 2 = {x r + y s = 0}. Working as in Example 4.6, one obtains Figure 4 representing an embedded Q-resolution of {f = 0} ⊂ C 2 . We start with a (q, p)-blow-up and we continue with an (s, qr − ps)-blow-up over a point of type (q; −1, p).
The point Q is also of type (rq − ps; ar + bs, −1) where ap + bq = 1. In fact, it is in normalized form, since gcd(rq − ps, ar + bs) = 1. After writing the quotient spaces in their normalized form one checks that this resolution coincides with the one given in Example 4.6 assuming r = q and s = p. The dual graph is shown in Figure 5 .
(s; r, −1) (rq − ps; ar + bs, −1)
4.9. Puiseux expansion. Let us study the behavior of Puiseux pairs under weighted blow-ups. Let C = {f = 0} ⊂ C 2 be the irreducible plane curve given by
qs , gcd(p 1 , q) = gcd(r 1 , s) = 1, and q, s > 1 (after a change of variables we may assume the first term has non-integer exponent).
Let π (q,p1) : C 2 (q,p1) → C 2 be the (q, p 1 )-weighted blow-up at the origin. In the first chart, that is, after performing the substitution (x, y) → (x q , x p1 y), one obtains the following equation for the total transform
At first sight the exceptional divisor and the strict transform intersect at d different smooth points. However, since a q 1j does not depend on j by conjugation, all of them are the same.
After change of coordinates y → y + (a 11 + a 21 x p2−p1 + · · · + a k1 x p k −p1 ), the local equation of the total transform π * (q,p1) (C) at this point is
This proves that in the irreducible case, only a weighted blow-up is needed for each Puiseux pair in order to compute an embedded Q-resolution, and the weight is determined by the Puiseux pairs. Moreover, the embedded Q-resolution obtained is as in Figure 6 . Figure 6 . Embedded Q-resolution of an irreducible plane curve.
In the reducible case, one has to consider the weighted blow-ups associated with the Puiseux pairs of each irreducible component and add also weighted blow-ups associated with the contact exponents for each pair of branches. There is another longer way to get this Q-resolution: perform a standard embedded resolution and contract any exceptional component having at most two singular points in the divisor, cf. [15] . Example 4.10. Let us consider X := P 2 ω , for ω = (p, q, r). We recall that P := [0 : 1 : 0] ω is a singular point of type (q; p, r). We are going to perform the (p, r)-blowup at this point. The new surfaceX P admits a map onto π :X P → P The other two points are in the exceptional divisor E and they are of type (p; −q, r) and (r; p, −q); the singular points which are quotient by µ p are in the same fiber for π and the same happens for µ r . The map has two relevant sections, E and the transform of y = 0.
Cartier and Weil Q-Divisors on V -Manifolds
We recall the definitions of Cartier and Weil divisors. Let X be an irreducible normal complex analytic variety. Denote O X the structure sheaf of X and K X the sheaf of total quotient rings of O X . Denote by K * X the (multiplicative) sheaf of invertible elements in K X . Similarly O * X is the sheaf of invertible elements in O X . Note that an irreducible subvariety V corresponds to a prime ideal in the ring of sections of any local complex model space meeting V . and it can be represented by giving an open covering {U i } i∈I of X and, for all i ∈ I, an element
Two systems {(U i , f i )} i∈I , {(V j , g j )} j∈J represent the same Cartier divisor if and only if on U i ∩ V j , f i and g j differ by a multiplicative factor in O X (U i ∩ V j ) * . The abelian group of Cartier divisors on X is denoted by CaDiv(X).
The functions f i above are called local equations of the divisor on U i . A Cartier divisor on X is effective if it can be represented by {(U i , f i )} i with all local equations
Any global section f ∈ Γ(X, K * X ) determines a principal Cartier divisor (f ) X := {(X, f )} by taking all local equations equal to f . That is, a Cartier divisor is principal if it is in the image of the natural map Γ(X, K *
. Two Cartier divisors D and E are linearly equivalent, denoted by D ∼ E, if they differ by a principal divisor. The Picard group Pic(X) denotes the group of linear equivalence classes of Cartier divisors.
The support of a Cartier divisor D, denoted by Supp(D) or |D|, is the subset of X consisting of all points x such that a local equation for D is not in O * X,x . The support of D is a closed subset of X. Definition 5.2. A Weil divisor on X is a locally finite linear combination with integral coefficients of irreducible subvarieties of codimension one. The abelian group of Weil divisors on X is denoted by WeDiv(X). If all coefficients appearing in the sum are non-negative, the Weil divisor is called effective.
Given a Cartier divisor, using the notion of order of a divisor along an irreducible subvariety of codimension one, there is a Weil divisor associated with it. Let V ⊂ X be an irreducible subvariety of codimension one. It corresponds to a prime ideal in the ring of sections of any local complex model space meeting V . The local ring of X along V , denoted by O X,V , is the localization of such ring of sections at the corresponding prime ideal; it is a one-dimensional local domain.
For a given f ∈ O X,V define ord V (f ) to be
This determines a well-defined group homomorphism ord V : Γ(X, K * X ) → Z. This length can be computed as follows. Choose x ∈ V such that x is smooth in X and (V, x) defines an irreducible germ. This germ is the zero set of an irreducible g ∈ O X,x . Then ord V (f ) = ord V,x (f ), where ord V,x (f ) is the classical order of a meromorphic function at a smooth point with respect to an irreducible subvariety of codimension one; it is known to be given by the equality
This is well defined since f i is uniquely determined up to multiplication by units and the order function is a homomorphism. Define the associated Weil divisor of a Cartier divisor D by
where the sum is taken over all codimension one irreducible subvarieties V of X; the mapping T X is a homomorphism of abelian groups. A Weil divisor is principal if it is the image of a principal Cartier divisor under T X ; they form a subgroup of WeDiv(X). If Cl(X) denotes the quotient group of their equivalence classes, then T X induces a morphism Pic(X) → Cl(X).
These two homomorphisms (T X and the induced one) are in general neither injective nor surjective.
Example 5.3. Let X := X(2; 1, 1) and consider the Weil divisor D associated with x = 0. Since x does not define a function on X, then D is not a Cartier divisor. Since x 2 : X(2; 1, 1) → C, then E := {(X(2; 1, 1), x 2 )} is a Cartier divisor and it is easily seen that T X (E) = 2D. 
is an isomorphism of Q-vector spaces. In particular, for a given Weil divisor D on X there always exists k ∈ Z such that kD ∈ CaDiv(X).
Definition 5.5. Let X be a V -manifold. The vector space of Q-Cartier divisors is identified under T X with the vector space of Q-Weil divisors. A Q-divisor on X is an element in CaDiv(X) ⊗ Z Q = WeDiv(X) ⊗ Z Q. The set of all Q-divisors on X is denoted by Q-Div(X).
In [1] , we also give a way to construct the inverse of T X ⊗ 1.
5.6.
Here we summarize how to write a Weil divisor as a Q-Cartier divisor where X is an algebraic V -manifold.
(
n is an open ball and G j is a small finite subgroup of GL(n, C).
, one finally writes D as a sum of locally principal Cartier divisors over Q,
Let us apply this procedure to write the exceptional divisor of a weighted blow-up (which is in general just a Weil divisor) as a Q-Cartier divisor.
Example 5.7. Let X be a surface with abelian quotient singularities. Let π : X → X be the weighted blow-up at a point of type (d; a, b) with respect to ω = (p, q). In general, the exceptional divisor
is a Weil divisor on X which does not correspond to a Cartier divisor. Let us write E as an element in CaDiv( X) ⊗ Z Q. (d; a, b) is normalized. Using the notation introduced in 4.7, the space X is covered by U 1 ∪ U 2 and the first chart is given by (4) Q 1 := X pd e ; 1,
where e := gcd(d, pb − qa), see 4.7 for details. In the first chart, E is the Weil divisor {x = 0} ⊂ Q 1 . Note that the type representing the space Q 1 is in a normalized form and hence the corresponding subgroup of GL(2, C) is small.
Following the discussion 5.6, the divisor {x = 0} ⊂ Q 1 is written as an element in CaDiv(Q 1 ) ⊗ Z Q like e pd {(Q 1 , x pd e )}, which is mapped to
Analogously E in the second chart is e qd {( U 2 , y d )}. Finally one writes the exceptional divisor of π as claimed, E = e dp
, ( U 2 , y dp ) . Let F : Y → X be a morphism between two irreducible complex analytic varieties. The pull-back of a Cartier divisor D = {(U i , f i )} i∈I on X is defined by pulling back the local equations of D as
Cartier divisors
and it is a Cartier divisor on Remark 5.9. Line bundles on projective varieties admit nonzero meromorphic sections. It is also the case for a ball B ⊂ C n since only the trivial bundle can be constructed.
By the results in this section the pull-back of a Weil divisor can be also constructed for V -manifolds.
Rational Intersection Number on V -Surfaces: Generalities
Now we have all the necessary ingredients to develop a rational intersection theory on varieties with quotient singularities. This section is devoted to working out all the details, but the following illustrative example will be given.
Example 6.1. Let X := X(2; 1, 1) and consider the Weil divisors D 1 := {x = 0} and D 2 := {y = 0}. Let us compute the Weil divisor associated with j * D1 D 2 , where j D1 : |D 1 | → X is the inclusion. Following 5.6, the divisor D 2 can be written as
, and its associated Weil divisor is
Note that there is an isomorphism The degree map is a group homomorphism. If C is compact, the degree of a principal divisor is zero and thus passes to the quotient yielding deg : Cl(C)
In the case
The intersection number is defined as
where
Analogously, it is defined the local intersection number at 
In the following result the main usual properties of the intersection multiplicity are collected. Their proofs are omitted since they are well known for the classical case (i.e. without tensoring with Q), cf. [5] , and our generalization is based on extending the classical definition to rational coefficients. Proposition 6.6. Let X be a V -manifold of dimension 2 and D 1 , D 2 , D 3 ∈ QDiv(X). Then the local and the global intersection numbers, provided the indicated operations make sense according to Definition 6.4, satisfy the following properties: (α ∈ Q, P ∈ X) (1) The intersection product is bilinear over Q. and j D1 :
Observe that in this situation the normalization is a smooth complex analytic curve.
Remark 6.7. This rational intersection multiplicity was first introduced by Mumford for normal surfaces, see [11, Pag. 17 ]. Our Definition 6.4 coincides with Mumford's because it has good behavior with respect to the pull-back, see Theorem 6.8 and a direct proof will be also given later, see Proposition 7.8. The main advantage is that ours does not involve a resolution of the ambient space and, for instance, this allows us to easily find formulas for the self-intersection numbers of the exceptional divisors of weighted blow-ups, without computing any resolution, see Proposition 7.3.
Theorem 6.8. Let F : Y → X be a proper morphism between two irreducible V -manifolds of dimension 2, and D 1 , D 2 ∈ Q-Div(X).
(1) The cardinal of F −1 (P ), P ∈ X being generic, is a finite constant. This number is denoted by deg(F ).
The rest of this section is devoted to reviewing some classical results concerning the intersection multiplicity, namely, the computation of the local intersection number at a smooth point, the self-intersection numbers of the exceptional divisors of blow-ups at a smooth point, and the classical Bézout's Theorem on P 2 . Afterwards, these results are generalized in the upcoming sections.
6.9.
Local intersection number at a smooth point. Let X be a smooth analytic surface. Consider D 1 , D 2 two effective (Cartier or Weil) 2 divisors on X and P ∈ X a point. The divisor D i is locally given by a holomorphic function f i , i = 1, 2, in a neighborhood of P . Then (D 1 · D 2 ) P equals
Moreover, X being a smooth variety, O X,P is isomorphic to C{x, y} and hence the previous dimension can be computed, for instance, by means of Gröbner bases with respect to local orderings. 6.10. Classical blow-up at a smooth point. Let X be a smooth analytic surface. Let π : X → X be the classical blow-up at a (smooth) point P . Consider C and D two (Cartier or Weil) divisors on X with multiplicities m C and m D at P . Denote by E the exceptional divisor of π, and by C (resp. D) the strict transform of C (resp. D). Then,
. The first properties follow from the local equations of the blow-up, since C is principal near P . The second ones are easy consequences of the first ones.
6.11. Bézout's Theorem on P 2 . Every analytic (Cartier or Weil) divisor on P 2 is algebraic and thus can be written as a difference of two effective divisors. On the other hand, every effective divisor is defined by a homogeneous polynomial. The degree of an effective divisor on P 2 is the degree deg(F ) of the corresponding homogeneous polynomial. This degree map is extended linearly yielding a group homomorphism deg : Div(P 2 ) → Z that characterizes the linear equivalence classes in the following sense:
In particular, the self-intersection number of a divisor D on P 2 is given by D 2 = deg(D) 2 . In addition, if |D 1 | |D 2 |, then |D 1 | ∩ |D 2 | is a finite set of points and, by Remark 6.5, one has
The proof of this result is an easy consequence of 6.6, and the fact that
In what follows, we generalize the classical results of 6.9, 6.10 and 6.11 to Vmanifolds, weighted blow-ups and quotient weighted projective planes, respectively.
We start this generalization providing the computation of local intersection numbers for quotient surfaces. Let X be an algebraic V -manifold of dimension 2. Consider D 1 and D 2 two effective Q-divisors on X, and P ∈ X a point. The divisor D i is locally given in a neighborhood of P by a reduced polynomial f i , i = 1, 2. On the other hand the point P can be assumed to be a normalized type of the form (d; a, b) . Hence the computation of (D 1 · D 2 ) P is reduced to the following particular case.
Local intersection number on X(d; a, b).
Denote by X the cyclic quotient space X(d; a, b) and consider two divisors D 1 = {f 1 = 0} and D 2 = {f 2 = 0} given by f 1 , f 2 ∈ C{x, y} reduced. Assume that, (d; a, b) is normalized, D 1 is irreducible, f 1 induces a function on X, and finally that D 1 D 2 .
Then as Cartier divisors
2 )}, and the pull-back is j *
There is an isomorphism of local rings if P = (α, β) = (0, 0),
and for Indeed, let D i be the pull-back divisor of D i under the projection, i = 1, 2. Then,
In particular, combining the two expressions obtained for
, if two polynomials f and g define functions on X, then
As in the smooth case, all the preceding dimensions can be computed by means of Gröbner bases with respect to local orderings. Example 6.13. Let X = X(2; 1, 1) and consider the Weil divisors D 1 = {x = 0} and D 2 = {y = 0}. In Example 6.1 it is showed, by directly using the definition of the intersection product, that
Two expressions have been obtained for computing this local number:
•
For the second equality note that C{x, y} µ2 = C{x 2 , y 2 , xy}.
Intersection Numbers and Weighted Blow-ups
Previously weighted blow-ups were introduced as a tool for computing embedded Q-resolutions. To obtain information about the corresponding embedded singularity, an intersection theory on V -manifolds has been developed. Here we calculate self-intersection numbers of exceptional divisors of weighted blow-ups on analytic varieties with abelian quotient singularities, see Proposition 7.3.
We state some preliminary lemmas separately so that the proof of the main result of this section becomes simpler.
Lemma 7.1. Let X be an analytic surface with abelian quotient singularities and let π : X → X be a weighted blow-up at a point P ∈ X. Let C be a Q-divisors on X and E the exceptional divisor of π. Then, E · π * (C) = 0.
Proof. Using Proposition 6.6(5) it can be proven as in the smooth case since π * (C)
is locally principal as Q-divisor on X.
Lemma 7.2. Let h : Y → X be a proper morphism between two irreducible Vmanifolds of dimension 2. Consider π X : X → X (resp. π Y : Y → Y ) a weighted blow-up at a point of X (resp. Y ) and take C X a Q-divisor on X. Denote by E X (resp. E Y ) the exceptional divisor of π X (resp. π Y ), and C X the strict transform of C X .
Let us suppose that there exist two rational numbers, e and ν, and a finite proper morphism H : Y → X completing the commutative diagram
Then the following equalities hold:
Proof. For (1) note the total transform π * X (C X ) can always be written as C X +mE X for some m ∈ Q. Considering its pull-back under H * one obtains two expressions for the same Q-divisor on Y ,
It follows that m = ν e . For (2) first note that deg(H) = deg(h). >From Lemma 7.1, one has that E Y · π * Y (h * (C X )) = 0. On the other hand, H being proper, Theorem 6.8(2) can be applied thus obtaining
Y and (3) follows.
Now we are ready to present the main result of this section. Consider two Q-divisors C and D on X. As usual, denote by E the exceptional divisor of π, and by C (resp. D) the strict transform of C (resp. D). Let ν and µ be the (p, q)-multiplicities of C and D at P , i.e. x (resp. y) has (p, q)-multiplicity p (resp. q). Then there are the following equalities:
(2) E · C = eν dpq .
Proof. The item (4), and final conclusion, are an easy consequence of (1)- (3) and the fact that π
For the rest of the proof, one assumes that π := π X : X(d; a, b) ω −→ X(d; a, b) is the weighted blow-up at the origin of X(d; a, b) with respect to ω = (p, q). Now the idea is to apply Lemma 7.2 to the commutative diagram
where H and h are the morphisms defined by
and π Y is the classical blowing-up at the origin. In this situation E The degree is deg(h) = pq · deg pr :
By Example 5.7, one writes the exceptional divisor of π X as E X = e dpq ( U 1 , x dq ), ( U 2 , y dp ) .
Hence its pull-back under H, computed by pulling back the local equations, is
Finally for (b) one uses local equations to check π * Y (h * (C)) = H * ( C) + νE Y . Suppose the divisor C is locally given by a meromorphic function f (x, y) defined on a neighborhood of the origin of X(d; a, b); note that ν = ord (p,q) (f ). The charts associated with the decompositions (6) are described in detail in 4.7. As a summary we recall here the first chart of each blowing-up:
Note that H respects the decompositions and takes the form (x, y) → [(x, y q )] in the first chart. Then one has the following local equations for the divisors involved:
>From these local equations (b) is satisfied and now the proof is complete.
7.4.
Let us discuss two special cases of Proposition 7.3 when P ∈ X is smooth and the point P is of type (d; p, q) with gcd(d, p) = gcd(d, q) = 1. Consider the weighted blow-up π := π ω :
The following properties hold:
(1) E · π * (C) = 0 (in both cases).
Example 7.5. We compute now the self-intersection of the divisors in Examples 4.6 and 4.8. After the first blow-up (of type (q, p) over a smooth point) the divisor E 1 in Example 4.6 has self-intersection −1 pq . Let us consider the second blow-up, of type (p, q 2 − p 2 ) over a point of type (q; p, q 2 − p 2 ); the exceptional divisor is E 2 and its self-intersection is − q p(q 2 −p 2 ) . The strict transform of E 1 has multiplicity p and hence its self-intersection is Example 7.6. Let us consider the following divisors on C 2 ,
We shall see that the local intersection numbers (C i ·C j ) 0 , i, j ∈ {1, . . . , 5}, i = j, are encoded in the intersection matrix associated with any embedded Q-resolution
2 be the (2, 3)-weighted blow-up at the origin. The new space has two cyclic quotient singular points of type (2; 1, 1) and (3; 1, 1) located at the exceptional divisor E 1 . The local equation of the total transform in the first chart is given by the function
where x = 0 is the equation of the exceptional divisor and the other factors correspond in the same order to the strict transform of C 1 , C 2 , C 3 , C 5 (denoted again by the same symbol). To study the strict transform of C 4 one needs the second chart, the details are left to the reader. Hence E 1 has multiplicity 29 and self-intersection number − 1 6 ; the divisor intersects transversally C 3 , C 4 and C 5 at three different points, while it intersects C 1 and C 2 at the same smooth point P , different from the other three. The local equation of the divisor E 1 ∪ C 2 ∪ C 1 at this point P is x 29 y (x 5 − y 2 ) = 0, see Figure 7 below.
Let π 2 be the (2, 5)-weighted blow-up at the point P above. The new ambient space has two singular points of type (2; 1, 1) and (5; 1, 2) . The local equations of the total transform of E 1 ∪ C 2 ∪ C 1 are given by the functions in Table 1. 1st chart Thus the new exceptional divisor E 2 has multiplicity 73 and it intersects transversally the strict transform of C 1 , C 2 and E 1 . Hence the composition Figure 7 above illustrates the whole process.
As for the self-intersection numbers, E Now one observes that the intersection number is encoded in B as follows. For i = 1, . . . , 5, set k i ∈ {1, . . . , 5} such that ∅ = C i ∩ E ki =: {P i }. Denote by d(C i ) the index of P i , see Definition 1.10. Then,
.
One has (k 1 , . . . , k 5 ) = (2, 2, 1, 1, 1) and 2, 1, 3, 2) . Hence, for instance,
which is indeed the intersection multiplicity at the origin of C 1 and C 2 . Analogously for the other indices.
Remark 7.7. Consider the group action of type (5; 2, 3) on C 2 . The previous plane curve C is invariant under this action and then it makes sense to compute an embedded Q-resolution of C := C/µ 5 ⊂ X(5; 2, 3). Similar calculations as in the previous example, lead to a figure as the one obtained above with the following relevant differences:
• E 1 ∩ E 2 is a smooth point.
• E 1 (resp. E 2 ) has self-intersection number − 17 6 (resp. − , which is exactly the intersection number of the two curves, since that local number can be also computed as (
The previous results correspond to Mumford's definition [11] . Let us fix X := X(d; a, b) and let us consider π :X → X a sequence of weighted blow-ups. Let E 1 , . . . , E r be the set of exceptional components and let A := (E i · E j ) 1≤i,j≤r be the intersection matrix inX; it is a negative definite matrix with rational coefficients. We may restrict X to a small neighborhood of the origin. AnX-curvette γ i of E i is a Weil divisor obtained by considering a disk transversal to a point of
is the order of the cyclic group associated with γ i ∩ E i . We say that (γ i , γ j ) form a pair of X-curvettes for (E i , E j ) if they are disjoint curvettes for each divisor; in that case their images in X form a pair (δ i , δ j ) X-curvettes.
Proof. Let γ i be a genericX-curvette. Since γ i and d(γ i )γ i are equivalent Weil divisors, we can assume that d(γ i ) = 1. We have π * (δ i ) = γ i + n j=1 c ij E j . Note that γ i · E j = δ ij (δ ij being the Kronecker delta).
For a generic γ j we have
we deduce the result.
Bézout's Theorem for Weighted Projective Planes
For a given weight vector ω = (p, q, r) ∈ N 3 and an action on C 3 of type (d; a, b, c), consider the quotient weighted projective plane P 
The space P 
given by a ω-homogeneous polynomial that indeed defines a zero set on the quotient projective space, then deg ω (D) is the classical degree, denoted by deg ω (F ), of the quasi-homogeneous polynomial.
The following result can be stated in a more general setting. However, it is presented in this way to keep the exposition as simple as possible. 
To calculate , consider (ξ, η) ∈ µ d × µ e and solve the system ξ a η r = 1, ξ b η s = 1. Raising both equations to the e-th power, one obtains ξ ae = 1 and ξ be = 1. Hence,
Note that the assumption gcd(d, a, b) = 1 was used in the last equality. Analogously, it follows that η ∈ µ gcd(d,e) , provided that gcd(e, r, s) = 1. Thus, there exist i, j ∈ {0, 1, . . . , gcd(d, e) − 1} such that ξ = ζ i and η = ζ j , where ζ is a fixed (d, e)-th primitive root of unity. Now the claim is reduced to finding the number of solutions of the system of congruences
This is known to be gcd(d, e, as − br) and the proof is complete. 
In particular, the self-intersection number of a Q-divisor is given by
| is a finite set of points and
Proof. For simplicity, let us just write τ for the map defined in (7) omitting the subindex. Note that τ is a proper morphism between two irreducible V -manifolds of dimension 2. Thus by Theorem 6.8(2) and the classical Bézout's theorem on P 2 , see 6.11, one has the following sequence of equalities,
The rest of the proof is the computation of deg(τ ); the final part is a consequence of Remark 6.5.
In the first chart τ takes the form
The determinant of the corresponding matrix is qm 2 −rm 1 = pm 3 . From Lemma 8.1 the latter degree is p · pd gcd p · gcd(pd, m 1 , m 2 ), pd, pm 3 = dp gcd d, m 1 , m 2 , m 3 , and hence the proof is complete. 
Example 8.5. Let us take again Example 4.10. The exceptional component E has self-intersection − q pr . Since the curve y = 0 does not pass through P its selfintersection is the one in P 
Application to Jung resolution method
One of the main reasons to work with Q-resolutions of singularities is the fact that they are much simpler from the combinatorial point of view and they essentially provide the same information as classical resolutions. In the case of embedded resolutions, there are two main applications. One of them is concerned with the study of the Mixed Hodge Structure and the topology of the Milnor fibration, see [14] . The other one is the Jung method to find abstract resolutions, see [9] and a modern exposition [10] by Laufer.
The study of the Mixed Hodge Structure is related to a process called the semistable resolution which introduces abelian quotient singularities and Q-normal crossing divisors. The work of the second author in his thesis guarantees that one can substitute embedded resolutions by embedded Q-resolutions obtaining the same results. As for the Jung method, we will explain the usefulness of Q-resolutions at the time they are presented.
. . , x n } be the discriminant of f . We consider the projection π : H → (C n , 0) which is an n-fold covering ramified along ∆. Let σ : X → (C n , 0) be an embedded resolution of the singularities of ∆. LetX be the pull-back of σ and π. In general, this space has non-normal singularities. Denote by ν :X →X its normalization.
There are two mappings issued fromX:π :X → X andσ :X → H. The map π is an n-fold covering whose branch locus is contained in σ −1 (∆). In general,X is not smooth, it has abelian quotient singular points over the (normal-crossing) singular points of σ −1 (∆). Consider τ :X →X the resolution ofX, see [4] . Theñ σ • τ :X → H is a good abstract resolution of the singularities of H. 9.2. Jung Q-method. In the previous method,σ is a Q-resolution of H. This is why replacing σ by an embedded Q-resolution is a good idea. First, the process to obtain an embedded Q-resolution is much shorter; we can reproduce the process above and the spaceX obtained only has abelian quotient singularities and the exceptional divisor has Q-normal crossings, i.e.σ is an abstract Q-resolution of H, usually simpler than the one obtained by the classical method.
If anyway, one is really interested in a standard resolution of H, the most direct way to find the intersection properties of the exceptional divisor ofσ • τ is to study the Q-intersection properties of the exceptional divisor ofσ and construct τ as a composition of weighted-blow ups.
We explain this process more explicitly in the case n = 2. After the pull-back and the normalization process, the preimage of each irreducible divisor E of ∆ is a (possibly non-connected) ramified covering of E. In order to avoid technicalities to describe these coverings, we restrict our attention to the cyclic case, i.e. H = {z n = f (x, y)}.
In this case the reduced structure of ∆ is the one of f (x, y) = 0. We consider the minimal Q-resolution of ∆, which is obtained as a composition of weighted blow-ups following the Newton process, see 4.9.
Let E be an irreducible component of σ −1 (∆) with multiplicity s := m E .
9.3. Generic points of E. Consider a generic point p ∈ E with local coordinates (u, v) such that v = 0 is E and (f •σ)(u, v) = v s . Note that p has only one preimage inX;X looks in a neighborhood of this preimage like {(u, v, z) ∈ C 3 | z n = v s }. The normalization of this space produces gcd(s, n) points which are smooth. Then, the preimage of E inX is (possibly non-connected) gcd(s, n)-sheeted cyclic covering ramified on the singular points of E in σ −1 (∆); the number of connected components and their genus will be described later. Note also thatX is smooth over the smooth part of E in σ −1 (∆).
Remark 9.4. In the general (non-cyclic) case, the local equations can be more complicated but we always have that the preimage of E inX is a possibly nonconnected covering ramified on the double points of E in σ −1 (∆) andX is smooth over the non-ramified part of E.
Let p ∈ Sing 0 (E) of normalized type (d; a, b). Since d divides s, let us denote:
Lemma 9.5. The preimage of p underσ consists of g points of type (d 1 ; an 2 , b).
Proof. The local model ofX around the preimage of p is of the type
Note that each factor is well defined in X(d; a, b) × C, and hence the normalization is composed by g copies of the normalization of z n1 = v s1d . In C 3 the space z n1 = v s1d has e irreducible components and the action of µ d permutes cyclically these components. Hence the quotient of this space by µ d is the same as the quotient of z n2 = v s1d1 by the action of µ d1 defined by
and the induced action of µ d1 is defined by
Let us consider now a double point p of type X(d; a, b) (normalized), (E 1 , E 2 ) and let r, s be the multiplicities of E 1 , E 2 . Some notation is needed:
Note that ar 1 + bs 1 = m 1 d. We complete the notation:
Since gcd(m 1 , e) = 1, e divides d and then d 1 ∈ Z. Note that ar 2 + bs 2 = m 1 d 1 .
Since gcd(n 2 , r 2 , s 2 ) = 1, one fixes k, l ∈ Z such that m 1 + kr 2 + ls 2 ≡ 0 mod n 2 and denote: a := a + kd 1 , b := b + ld 1 .
Lemma 9.6. The preimage of p underσ consists of g points of type
The type is not normalized.
Since each factor is well-defined in X(d; a, b) × C, the normalization is composed by g copies of the normalization of z n1 = u r1 v s1 . In C 3 the space z n1 = u r1 v s1 has e irreducible components and the action of µ d permutes cyclically these components. Hence the quotient of this space by µ d is the same as the quotient of z n2 = u r2 v s2 by the action of µ d1 defined by
Note that a, b can be replaced by a , b in the action of µ d1 . Moreover, D := a r 2 + b s 2 ≡ 0 mod n 2 . The map
parametrizes (not in a biunivocal way) the space
w) lifts the former action of ζ d1 . The normalization of the quotient of z n2 = u r2 v s2 by the action of µ d1 is deduced to be of (non-normalized) type
Remark 9.7. It is easier to normalize this type case by case, but at least a method to present it as a cyclic type is shown here. Let µ := gcd(a , d 1 s 2 ) and let β, γ ∈ Z such that µ = βa + γd 1 s 2 . Note that µ divides D. Then the preceding type is isomorphic (via the identity) to The following statement summarizes the results for each irreducible component of the divisor.
Lemma 9.8. Let E be an exceptional component of σ with multiplicity s, m := gcd(s, n). Let Sing(E) be the union of Sing 0 (E) with the double points of σ −1 (∆) in E. Let ν be the gcd of s and the values g P for each P ∈ Sing(E) obtained in Lemmas 9.5 and 9.6. Then,σ −1 (E) consists of ν connected components. Each component is an ( s ν )-fold cyclic covering whose genus is computed using RiemannHurwitz formula and the self-intersection of each component is Proof. Only the self-intersection statement needs a proof. LetẼ :=σ −1 (E). Theñ σ * (E) = SinceẼ has ν disjoint components related by an automorphism ofX, the result follows.
Example 9.9. Let us consider the singularity z n −(x 2 +y 3 )(x 3 +y 2 ) = 0, n > 1. As it was shown in Example 4.6, the minimal Q-embedded resolution of (x 2 + y 3 )(x 3 + y 2 ) = 0 has two exceptional components E 1 , E 2 . Each component has multiplicity 10, self-intersection − 3 10 , intersects the strict transform at a smooth point and has one singular point of type (2; 1, 1) . The two components intersect at a double point of type (5; 2, −3) = (5; 1, 1) . Let us denote g p (n) the previous numbers for a given n. The computations are of four types depending on gcd(n, 10) = 1, 2, 5, 10.
Let us fix one of the exceptional components, say E 1 , since they are symmetric. Before studying separately each case, let p 0 be the intersection point of E 1 with the strict transform, then its preimage is the normalization of z n − xy 10 = 0 which is of type (n; −10, 1). In particular g p (n) = 1 and ν E1 = 1, i.e.Ẽ 1 :=σ −1 (E 1 ) is irreducible. Let us denote p 1 := E 1 ∩ E 2 . Case 1. gcd(n, 10) = 1.
Let us study first the preimage over a generic point of E 1 , which will be the normalization of z n − y 10 = 0, i.e. one point. By Lemma 9.8,Ẽ 1 2 = − 3 10n andẼ 1 is rational. The preimage of p 0 is of reduced type (n; −10, 1).
Let p ∈ Sing 0 (E 1 ). It is of type (2; 1, 1). Applying Lemma 9.5, one obtains that it is of type (2; 11, 1) = (2; 1, 1).
One has g p1 (n) = e = 1. Following the notation previous to Lemma 9.6, we choose k = l ∈ Z such that 5k + 1 ≡ 0 mod n. A type 5n n 1 + 5k 1 + 5k 10 −10 = 5n n 1 + 5k 1 + 5k 1 −1 = 5n 5n
1 + 5k 1 + 5k 5 −5 , is obtained, which is of type (5n; 1, 10k + 1); since (10k + 1) 2 ≡ 1 mod 5n, this type is symmetric and normalized. Then, the minimal embedded Q-resolution of the surface singularity consists of two rational divisors of self-intersection − 3 10n , with a unique double point of type X(5n; 1; 1 + 10k) and each divisor has two other singular points, one double and the other one of type X(n; −10, 1).
(2; 1, 1)
E 2 e 2 = − 3 10n (n; −10, 1) (2; 1, 1) (5n; 1, 1 + 10k) (n; −10, 1) Figure 8 . Dual graph for z n = (x 2 + y 3 )(x 3 + y 2 ), gcd(n, 10) = 1, 5k + 1 ≡ 0 mod n. Case 2. gcd(n, 10) = 2.
The preimage over a generic point of E 1 , which will be the normalization of z n − y 10 = 0, i.e.Ẽ 1 :=σ −1 (E 1 ) is a 2-fold covering of E 1 . The point p 0 is a ramification point of the covering (with one preimage) and it is of type (n; −10, 1) = ( n 2 ; −5, 1).
Let p ∈ Sing 0 (E 1 ). Since s 0 = 2, g p (n) = 1 and e = 2, applying Lemma 9.5, one has d 1 = 1. There is only one preimage and it is a smooth point.
Let us finish with p 1 . In this case, g p1 (n) = 2, n 1 := n 2 , and e = 1. It can be chosen k = l ∈ Z such that 5k + 1 ≡ 0 mod n 1 . Using the same computations as in the previous case, two points of type X(5n 1 ; 1, 10k + 1) are obtained.
Using Riemann-Hurwitz formulaẼ 1 is irreducible and rational; sinceσ * (E 1 ) = 5Ẽ 1 one has thatẼ 1 2 = − 3 5n1 . Then, the minimal embedded Q-resolution of the surface singularity consists of two rational divisors, with two double points of type X(5n 1 ; 1, 1 + 10k) and each divisor has another singular point of type X(n 1 ; −5, 1). Note that the graph is not a tree.
e 1 = − Figure 9 . Dual graph for z n = (x 2 + y 3 )(x 3 + y 2 ), gcd(n, 10) = 2, 5k + 1 ≡ 0 mod n 2 .
Case 3. gcd(n, 10) = 5.
The preimage over a generic point of E 1 , which will be the normalization of z n − y 10 = 0, i.e.Ẽ 1 :=σ −1 (E 1 ) is a 5-fold covering of E 1 . As above, p 0 is a ramification point of the covering (with one preimage) and it is of type (n; −10, 1) = ( n 5 : −2, 1).
Let p ∈ Sing 0 (E 1 ). One has g p (n) = 5 and d 1 = 2. Hence the covering does not ramify at p and its preimage consists of 5 points of type (2; 1, 1).
In the case of p 1 we have g p1 (n) = 1, e = 5, n 2 = n 5 and d 1 = 1. Hence a point of type X(n 2 ; 1, −1) is obtained.
As a consequence,Ẽ 1 is rational andẼ 1 2 = − 3 2n2 . Then, the minimal embedded Q-resolution of the surface singularity consists of two rational divisors, with one double point of type X(n 2 ; 1; −1) and each divisor has another singular point of type X(n 2 ; −2, 1) and five double points. The preimage over a generic point of E 1 , which will be the normalization of z n − y 10 = 0, i.e.Ẽ 1 :=σ −1 (E 1 ) is a 10-fold covering of E 1 . The point p 0 is a ramification point of the covering (with one preimage) and it is of type (n; −10, 1) = ( n 10 : −1, 1).
Let p ∈ Sing 0 (E 1 ). One has g p (n) = 5 and d 1 = 1. Hence the preimage of p consists of 5 smooth points.
Finally one has g p1 (n) = 2, e = 5, n 2 = n 10 and d 1 = 1. Hence a point of type X(n 2 ; 1, −1) is obtained.
Using Riemann-Hurwitz,Ẽ 1 has genus 2; sinceσ * (E 1 ) =Ẽ 1 , thenẼ 1 2 = − 3 n2 . Then, the minimal embedded Q-resolution of the surface singularity consists of two divisors of genus 2, with one double point of type X(n 2 ; 1; −1) and each divisor has another singular point of type X(n 2 ; −1, 1). 
Figure 11. Dual graph for z n = (x 2 + y 3 )(x 3 + y 2 ), gcd(n, 10) = 10.
weighted blow-ups of type (1, k i ) at each point, obtaining −s− r i=1 ki di , which must be an integer.
In future work, we will use these methods to study curves in weighted projective planes.
