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ABSTRACT
In the 20+ years of Doppler observations of stars, scientists have uncovered a diverse population of
extrasolar multi-planet systems. A common technique for characterizing the orbital elements of these
planets is Markov chain Monte Carlo (MCMC), using a Keplerian model with random walk proposals
and paired with the Metropolis-Hastings algorithm. For approximately a couple of dozen planetary
systems with Doppler observations, there are strong planet-planet interactions due to the system being
in or near a mean-motion resonance (MMR). An N-body model is often required to accurately describe
these systems. Further computational difficulties arise from exploring a high-dimensional parameter
space (∼7 x number of planets) that can have complex parameter correlations, particularly for systems
near a MMR. To surmount these challenges, we introduce a differential evolution MCMC (DEMCMC)
applied to radial velocity data while incorporating self-consistent N-body integrations. Our Radial
velocity Using N-body DEMCMC (RUN DMC) algorithm improves upon the random walk proposal
distribution of the traditional MCMC by using an ensemble of Markov chains to adaptively improve
the proposal distribution. RUN DMC can sample more efficiently from high-dimensional parameter
spaces that have strong correlations between model parameters. We describe the methodology behind
the algorithm, along with results of tests for accuracy and performance. We find that most algorithm
parameters have a modest effect on the rate of convergence. However, the size of the ensemble can have
a strong effect on performance. We show that the optimal choice depends on the number of planets in
a system, as well as the computer architecture used and the resulting extent of parallelization. While
the exact choices of optimal algorithm parameters will inevitably vary due to the details of individual
planetary systems (e.g., number of planets, number of observations, orbital periods and signal-to-
noise of each planet), we offer recommendations for choosing the DEMCMC algorithm’s algorithmic
parameters that result in excellent performance for a wide variety of planetary systems.
Subject headings: methods: statistical, techniques: radial velocities, planetary systems
1. INTRODUCTION
Over the past couple of decades, a wide variety of plan-
ets have been detected orbiting other stars in the Galac-
tic neighborhood. The first wave of exoplanets discovered
from radial velocity (RV) surveys were limited to those
massive enough and close enough to their host stars to be
detected given our technological and temporal capabili-
ties. The increasing timespan of observations, as well as
improvements in Doppler measurement precision, have
enabled RV campaigns to uncover a population of mul-
tiple planet systems. Today, Doppler surveys continue
to become sensitive to lower planet masses and planets
in wider orbits. Dynamical investigations to understand
the formation and evolution of these systems and to test
planet formation theories rely on accurately characteriz-
ing the range of orbital elements and masses of planets
consistent with the observations.
Inferring model parameters (e.g., orbital period, mass,
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eccentricity, etc.) from RV observations can be quite
challenging. To fully describe the orbital properties of
a planetary system requires 7 dimensions per planet (3
position components, 3 velocity components, and mass).
As we only observe the line-of-sight component of a star’s
motion, RV observations can result in near degenera-
cies amongst model parameters (e.g. mass vs. on-sky
inclination, i). It is difficult to pin down quantities
such as i, or the ascending node, Ω, without assistance
from other observing techniques or strong mutual plan-
etary interactions. Even if we consider only coplanar
systems, the parameter space contains 5 dimensions per
planet, plus one for inclination, plus one for the offset in
the velocity zero-point for each observatory/instrument,
and at least one stellar/systematic “jitter” parameter.
Therefore, a coplanar system of np planets requires ex-
ploring a parameter space with a number of dimensions
ndim ≥ 3 + 5np.
In this paper, we focus on such coplanar systems. For
np ≥ 2, the larger ndim is much more likely to lead to
correlations or degeneracies between model parameters
and create a complex χ2 surface, both of which make it
much more challenging to efficiently explore parameter
space.
While some studies report best-fit model parameters
and uncertainties, the potential for correlated parameters
makes it particularly important to characterize the distri-
bution of model parameters consistent with the observa-
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tions for multi-planet systems. In a Bayesian framework,
this corresponds to sampling from the posterior probabil-
ity distribution (§3). Previous studies have developed ef-
ficient MCMC-based methods for characterizing systems
with one to a few planets, assuming each follow a Ke-
plerian orbit, i.e. neglecting planet-planet interactions
(Ford 2006; Gregory 2011; Hou et al. 2012). However,
these methods become computationally impractical for
systems with strongly interacting planets.
In this paper, we present RUN DMC, a code for an-
alyzing radial velocity observations using N-body inte-
grations and differential evolution Markov chain Monte
Carlo. RUN DMC combines the differential evolu-
tion Markov chain Monte Carlo (DEMCMC; ter Braak
(2006)) algorithm for posterior sampling with N-body
integrations to accurately model radial velocity observa-
tions of strongly interacting planetary systems. DEM-
CMC is a variation on the standard MCMC algorithm
that specializes in navigating high-dimensional parame-
ter spaces including those with correlations among multi-
ple model parameters that would significantly reduce the
sampling efficiency of traditional MCMC algorithms. To
perform the required N-body integrations and computa-
tions efficiently, RUN DMC is parallelized for both multi-
core workstations and graphics processing units (GPUs).
We apply the new algorithm to real and simulated RV
observations. We test the robustness of our algorithm
for analyzing observations of planetary systems with a
varying number of planets in two ways: (1.) efficiency of
finding the mode of the (presumed) global minimum of
parameter space from an intentionally poor set of initial
guesses, and (2.) estimating the autocorrelation length
of the model parameters once RUN DMC has found this
global mode.
We report the results of these tests applied to various
synthetic multi-planet systems. In §2, we discuss our
model of observations, orbital model, and the assumed
priors. §3 provides and overview for a traditional MCMC
algorithm applied to RV observations. §4 describes the
DEMCMC algorithm and the specific input parameters
of RUN DMC. §5 explains our testing procedure and the
results when tested for a wide variety of synthetic multi-
planet systems. Finally, in §6, we provide general rec-
ommendations for using a DEMCMC algorithm on RV
data and discuss the implications for analyzing planetary
systems with two to five (or more) planets. While one
should always perform convergence tests of Markov chain
algorithms before making inferences for specific plane-
tary systems, experience has shown that these recom-
mendations for algorithmic parameters provide an ex-
cellent starting point and typically result in sufficiently
rapid convergence that the first simulations can be used
for inference. Table 1 references all the common notation
we plan to use in this paper.
2. PHYSICAL & STATISTICAL MODEL
2.1. Physical Model
For the majority of the discovered exoplanet systems,
mutual planetary interactions are weak and the baseline
of the available RV observations is not long enough to
detect dynamical interactions. Thus, the perturbation of
each planet on its host star can be well approximated us-
ing a Keplerian model. In the case of most multi-planet
Table 1
Notation and descriptions of selected variables used in this
paper.
Parameter Description
np number of planets
ndim number of dimensions
nchains number of Markov chains
ngen number of generations
neval number of model evaluations
~xn nth state of a chain
~x′n proposed n+1 state of a chain
γ vector scale length
σγ randomness parameter for γ
α scale parameter for scattering perturbation
β scale parameter for shifting perturbation
AC−1(0) minimum generation lag when autocorrelation ≈ 0
systems, we can approximate the star’s motion at any
given time by summing over the RV signals due to grav-
itational perturbations by each planet. The input set
of model parameters, ~θ, includes orbital period (P ), RV
semi-amplitude (K), eccentricity (e), longitude of perias-
tron (ω)5, and initial mean anomaly (M) for each planet.
Assuming no self-interactions amongst the planets, the
net velocity perturbation, v⋆,~θ(t, j), of a star at any given
time, t, measured at observatory j is given by
v⋆,~θ(t, j) =
∑
i
Ki {cos [ωi + fi(t)] + ei cosωi}+ Cj (1)
where the subscript i refers to the ith planet and f(t)
is the true anomaly. The relation between M and f
can solved using Kepler’s equation and equation 2.46 of
(Murray & Dermott 1999).
In addition to the orbital parameters, the RV model
includes velocity offsets, Cj , where j denotes which in-
strument/template was used. These arise since high pre-
cision RV observations are differential measurements and
each instrument uses a different spectral template in the
data reduction process.
This paper addresses the issue of multi-planet sys-
tems with noticeably strong dynamical interactions on
the observing timescale. RV surveys have found a cou-
ple of dozen systems with multiple planets near a mean-
motion resonance or in tightly compact configurations
that necessitate a model that accounts for planet-planet
interactions. Systems such as GJ 876 (Rivera et al.
2010), HD 200964 (Johnson et al. 2011), and dozens of
recently confirmed Kepler systems (Holman et al. 2010;
Lissauer et al. 2011; Cochran et al. 2011; Fabrycky et al.
2012; Ford et al. 2012; Steffen et al. 2012a,b) require self-
consistent N-body integrations to accurately model the
observations. The induced gravitational acceleration on
the ith body from all other bodies is simply,
d2~ri
dt2
= −
N∑
j=1
Gmj(~ri − ~rj)
|~ri − ~rj |3 , (2)
where G is the gravitational constant, mj is the mass of
the jth body, and ~r is the position vector to each body
5 Since all the systems considered in this paper are coplanar,
we set the longitude of ascending node, Ω, to 0 without loss of
generality.
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relative to some arbitrary origin. The N-body integra-
tions are performed using units of solar mass (M⊙), AU,
and G = 1, so one year equals 2π time units. RUN DMC
performs these integrations using a time-symmetric 4th
order Hermite integrator (Kokubo et al. 1998) for a good
balance between speed and accuracy. We set the inte-
gration timestep to no more than 0.5% of the inner-most
orbital period for our simulations, a value recommended
through the work of Kokubo et al. (1998).
2.2. Model of Observations
Spectroscopic observations measure the line-of-sight
velocity of a star as it is gravitationally perturbed by
orbiting companions, causing periodic variations when
observed over time. Each spectrum can be reduced into
a single velocity measurement, v⋆,obs, that has a quantifi-
able measurement uncertainty, σ⋆,obs. More specifically,
most echelle based RV surveys use the shift of the line
profiles of thousands of spectral lines to make a velocity
estimation. Therefore, the uncertainties in these mea-
surements are nearly Gaussian (Butler et al. 1996). We
also include a “jitter” term, σjit, that accounts for any
unmodelled systematics or astrophysical noise sources
(e.g. starspots, pulsations, p-modes). In the case of ex-
oplanet surveys, σjit is at least partially due to (and
sometimes dominated by) variations in stellar activity,
stellar variability, or undetected planets.
2.3. Likelihood
Assuming the uncertainties from individual observa-
tions closely follow a Gaussian distribution and are un-
correlated, we can evaluate the goodness of fit to our
set of observations, ~d = {v⋆,obs, σ⋆,obs}, utilizing the χ2
statistic.
χ2 =
∑
k
[v⋆,obs(tk, jk)− v⋆,~θ(tk, jk)]2
(σ⋆,obs(tk, jk)2 + σ2jit)
(3)
Correlations may arise amongst multiple measurements
taken in one night, but in this study, we consider syn-
thetic RV measurements based on real RV time series
and are generated independently, so our aforementioned
assumption is valid. For a general multi-planet system,
v⋆,~θ is solved using a self-consistent N-body model. With
an N-body model, each evaluation of χ2 becomes much
more computationally demanding than for a single planet
system which can be described by a Keplerian orbit or
a multiple planet system that can be well approximated
by a linear superposition of Keplerian orbits.
If we assume that each measurement was made inde-
pendently, we can construct the appropriate likelihood
function for obtaining a set of observations (~d) given the
parameter values for a specified model (~θ).
L(~θ) = p(~d|~θ) =

∏
k
1√
2π(σ⋆,obs(tk, jk)2 + σ2jit)


× exp (−χ2/2) . (4)
Note that we consider the jitter (σjit) to be a model
parameter to be estimated from the data. For computa-
tional convenience, we employ an effective chi-squared,
so L(~θ) ∝ exp(−χ2eff/2), where χ2eff is calculated by
χ2eff = χ
2 +
∑
k
ln
[
σ⋆,obs(tk, jk)
2 + σ2jit
σ⋆,obs(tk, jk)2
]
. (5)
Increasing σjit reduces χ
2, but simultaneously increases
the right-most term that can be viewed as the natural
Bayesian penalty term for large jitter.
2.4. Priors
We adopt broad and separable priors for all of our
model parameters.
p(~θ) = p(C)p(σjit)
×
∏
i
p(Pi)p(Ki)p(ei)p(ωi)p(ii)p(Ωi)p(Mi) (6)
Note the subscript i denotes which planet, while p(ii)
is the prior probability for the inclination of the ith
planet. Table 2 lists our choice of priors for each pa-
rameter which closely follow the SAMSI reference priors
(Ford & Gregory 2007), but with the addition of uni-
form priors for the longitude of ascending node (Ω) and
an isotropic prior for the orbital inclination relative to
the sky plane (i).
As the exoplanet catalog grows, astronomers hope to
learn about the intrinsic distribution of masses, orbital
parameters, and the correlations amongst them. With
almost 900 confirmed planets and more than 3000 planet
candidates discovered by the Kepler Space Telescope,
astronomers are finding that planetary systems are ex-
tremely diverse in orbital architecture. In principle,
knowledge of the distribution of planet masses and orbits
from large surveys could inform priors used to analyze in-
dividual systems. However, astronomers are still trying
to understand the intrinsic distribution of planet masses
and orbital parameters. We choose to use broad priors,
so that the analyses of individual systems can be readily
compared or combined for future hierarchical Bayesian
analyses. Posterior samples generated using RUN DMC
and these broad priors can be transformed into posterior
samples using a more informative set of priors via either
reweighting or rejection sampling, e.g., Hogg (2012).
2.4.1. Modified Jeffreys Priors
For most model parameters, we use simple, non-
informative priors. The priors for the three parameters
(P , K, σjit) are modified Jeffreys priors that deserve fur-
ther explanation. A Jeffreys prior (p(x) ∝ x−1;x > 0) is
a non-informative prior, with a feature that it is invari-
ant under re-scaling of the model parameter x. This often
works well for scale parameters, where the width of a dis-
tribution scales with its associated parameter. However,
the traditional Jeffreys prior would result in a physically
unrealistic divergence for P , K, and σjit at small values.
The prior-induced singularity near zero would result in
a highly multi-modal posterior with peaks at physically
unrealistic values (e.g., planets inside the star) or corre-
sponding to values for which there is no empirical evi-
dence (e.g., planets with infinitesimal mass). Therefore,
we impose a modified Jeffreys prior for P , K and σjit.
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Table 2
The set of model parameters commonly used in the analysis of RV
datasets and the assumed prior probability distributions.
Parameter Prior Bounds
Period, P, (P0 = 1day) p(P ) ∝ (1 + P/P0)
−1 [0,∞]
RV Amplitude,K, (K0 = 1m/s) p(K) ∝ (1 +K/K0)
−1 [0,∞]
Mean Anomaly,M p(M) = 1
2pi
[0, 2π]
Eccentricity, e p(e) = 1 [0, 1]
Longitude of Pericenter, ω p(ω) = 1
2pi
[0, 2π]
Longitude of Ascending Node,Ω p(Ω) = 1
2pi
[0, 2π]
Inclination, i p(i) ∝ sin i [0, π]
Velocity Offset, C p(C) = 1
2Cmax
[−∞,∞]
Jitter, σjit, (σjit0 = 1m/s) p(σjit) ∝ (1 + σjit/σjit0 )
−1 [0,∞]
For example, the modified Jeffreys prior for σjit is
p(σjit) ∝
{
1
(1+σjit/σjit0 )
for σjit > 0
0 for σjit ≤ 0
(7)
where we set σjit0 to 1 m/s. Similarly, we use K0 = 1
m/s and P0 = 1 day. For Bayesian model selection, one
would need to include a factor of 1/ ln
(
1+σjit,max/σjit0
1+σjit,min/σjit0
)
and to adopt physically motivated lower and upper limits
for σjit,min and σjit,max, respectively (Ford & Gregory
2007).
While information about the period and velocity am-
plitude comes exclusively from the RV observations, stel-
lar jitter is correlated with chromospheric activity, so
photometric observations or alternative analyses of spec-
troscopic observations could provide information about
σjit that is independent from the measured velocities.
Often, observers may have some idea of what to expect
for the stellar jitter, prior to analyzing the RV data,
e.g., Wright (2005). Of course, the stellar astrophysics
is only one of multiple possible contributors towards the
measured jitter. Either unmodelled instrumental noise
and/or undetected planets may also cause excess RV
scatter that is best modeled as a larger jitter given the
presently available observations. Finally, we find it is
quite useful to use a broad prior for σjit, especially dur-
ing the initial exploratory phase, since it accelerates over-
coming local minima by acting like simulated annealing
(Ford 2006). Therefore, we recommend adopting a broad
prior for σjit for initial analysis even when an estimate of
the astrophysical jitter is available. If desired, the poste-
rior can updated to incorporate any independent infor-
mation about σjit by adding an additional term to the
likelihood and updating the posterior sample via either
reweighting or rejection sampling (Ford 2006).
3. CONVENTIONAL MCMC FOR POSTERIOR SAMPLING
We described our likelihood function, p(~d|~θ) in §2.3 and
priors, p(~θ), in §2.4. We combine these in a Bayesian ap-
proach to calculate the posterior probability distribution
for the model parameters given the observed data, p(~θ|~d)
using by Bayes’ theorem,
p(~θ|~d) = p(
~d|~θ)p(~θ)
p(~d)
. (8)
The evidence term p(~d) =
∫
θ p(
~d|~θ)p(~θ)d~θ is important
when comparing different models but can be extremely
difficult to compute especially in a high-dimensional
model. A popular method for characterizing p(~θ|~d) is
a sampling algorithm known as Markov chain Monte
Carlo (MCMC). The MCMC routine generates a se-
quence of states. Each state is a set of parameter val-
ues (θ). Repeating the sampling procedure yields a
chain of states that can be used to approximate the
posterior probability distribution. Traditional summary
statistics (e.g. mean, standard deviation) can be cal-
culated from the posterior sample. MCMC is a now a
standard method in the astronomy community and has
been applied to an array of astronomical data sets and
problems (Ford 2005). There are a number MCMC al-
gorithms applied to RV datasets in particular (ExoFit
(Balan & Lahav 2009); HMCMC (Gregory & Fischer
2010); emcee, (Foreman-Mackey et al. 2013); EXOFAST
(Eastman et al. 2013)) but most have employed a Kep-
lerian model.
3.1. Metropolis-Hastings Algorithm
The most common sampling technique for MCMC
involves a proposal distribution and the Metropolis-
Hastings (MH) algorithm for deciding whether to accept
or reject the proposal. A proposal state, ~x′n, is gener-
ated using the parameters of the current state, ~xn. If the
proposal distribution is symmetric, the MH acceptance
probability reduces to
p
(
~x′n|~d
)
p
(
~xn|~d
) ∼ exp [− (χ2eff (~x′n)− χ2eff (~xn)) /2] (9)
If a random number drawn uniformly between 0 and 1
does not exceed p
(
~x′n|~d
)
/p
(
~xn|~d
)
, then ~x′n is accepted
as the new state of the Markov chain, ~xn+1; otherwise, it
is rejected and ~xn+1 = ~xn. Because the parameterization
of both models are the same, p(~d) cancels out of the ratio
and therefore does not need to be calculated in the MH
process.
3.2. Random Walk Metropolis-Hastings MCMC
Perhaps the most common proposal distribution is
based on perturbing the model parameters from the
present state, i.e., a random walk MHMCMC. The major
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drawback of the random walk MH algorithm is that its
efficiency at drawing new states is strongly dependent on
the direction and magnitude of the proposal distribution.
If the algorithm changes the entire set of θ at once, then
if even one parameter is perturbed too much, then trial
states will rarely be accepted. This forces one to adopt
a small scale for the size of the perturbations, which
dramatically increases the time required for a Markov
chain to traverse the target distribution. An alternative
method is to implement a Gibbs sampler, which pro-
poses new states changing only subset of θ while keeping
the rest of the parameters fixed. This algorithm strug-
gles when there are correlated parameters. In such a
case, the Gibbs sampler has a difficult time traversing
the posterior while an algorithm that could propose trial
states in the principal direction of correlated parameters
would more easily traverse across the target probability
distribution.
In principle, one can develop an intuition for reasonable
proposal distributions. For example, through a combina-
tion of physical intuition and trial and error, Ford (2006)
identified variable transformations that resulted in effi-
cient convergence of MCMC for RV observations. How-
ever, identifying efficient proposal distributions can be a
time consuming process and is impractical for complex
high-dimensional models. In principle, this can be au-
tomated, e.g., Ford (2006) and Gregory (2011), however
these often result in dramatically increasing the compu-
tational cost relative to if a good proposal distribution
were available. These issues become more important for
high dimensional parameter spaces, as is necessary for
modeling systems with multiple planets. The improve-
ment in the sampling efficiency becomes quite substan-
tial for either systems with several planets or systems
with strong interactions. This can be easily understood,
since increasing the number of planets and the strength
of dynamical interactions both increase the correlation
between model parameters, and it is the correlation be-
tween model parameters that results in poor performance
of random walk MCMC methods.
4. DIFFERENTIAL EVOLUTION MCMC
Our method of surmounting the above challenges is
to replace the random-walk proposal distribution with
a “differential evolution” proposal algorithm (ter Braak
2006). Rather than using Gibbs sampling or picking a
correlation structure for the proposal distribution, our
DEMCMC algorithm considers a population of states
within one “generation.” To evolve one generation of
states to the next, DEMCMC creates a displacement vec-
tor between two randomly chosen states, j and k. It then
adds this vector to one state, i, from the current genera-
tion to generate a new trial state. This is mathematically
expressed as
~x′n,i = ~xn,i + (~xn,j − ~xn,k) γ. (10)
where γ = γ0 [1 + z]. Initially, we set γ0 = 2.38/
√
2ndim
(a scaling factor recommended by ter Braak (2006)) and
adjust γ0 to adhere to a desirable acceptance rate (see
§4.1.2). Here z is a random variable drawn from a Gaus-
sian distribution with standard deviation σγ , a param-
eter to be discussed in §4.1.2. Using the DEMCMC al-
gorithm, such proposal steps naturally adapt their direc-
tion and scale based on the population of states in the
current generation. For example, consider a population
of states that are highly correlated. A random vector
drawn between states roughly parallel to the principal
correlation direction that results in steps being accepted
is more likely to be large. Any vector drawn that points
away (perpendicular) from the principal correlation di-
rection will have a naturally small scale length. Figure 1
helps visualize the idea.
For the RV model parameters, we employ the following
transformations for taking MCMC steps: log (1 + P/P0),
K cos (ω +M), K sin (ω +M), e cosω, e sinω, Ω, i, and
log(1 + σjit/σjit0 ) where σjit0 = 1m/s based on recom-
mendations of Ford (2006) for weakly interacting plane-
tary systems.
Figure 1. An illustration of the DEMCMC process. For a
trial step for state i (blue), we consider two additional states,
j and k (both green). A proposal vector is drawn between j
and k, and the vector is scaled by γ (magenta) before being
added to state i to generate a trial state (red).
4.1. Input Algorithm Parameters
We implement the DEMCMC algorithm coupled to
an N-body integrator for the self-consistent modeling of
planetary systems and RV observations. The code is pri-
marily C++ and is parallelized using either OpenMP (for
multi-core workstations) or the Swarm-NG library for N-
body integration using graphical processing units, GPUs
(Dindar et al. 2013). Henceforth we refer to the code as
Radial velocity Using N-body DEMCMC (RUN DMC).
This algorithm has been applied to several real RV
datasets (HD 108874 (Veras & Ford 2010), HD 200964
(Johnson et al. 2011), HD 82943 (Tan et al. 2013), 55
Cnc (B. Nelson et al. in prep.), GJ 876 (B. Nelson et al.
in prep.)), but a thorough analysis of how RUN DMC
performed when considering some key variables had not
been done. A number of input parameters need to be
specified, including both algorithmic parameters (e.g.,
number of states per generation) and initial conditions
to be used for the properties of the planetary system be-
ing modeled (e.g. number of planets and initial guesses
for planetary masses and orbits). This section addresses
the algorithmic parameters that may affect RUN DMC’s
performance.
4.1.1. States Per Generation, nchains
The number of states per generation is the size of our
ensemble, analogous to the number of Markov chains be-
ing computed in parallel. In §5, we explore how chang-
ing the value of nchains affects the performance of RUN
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DMC. First, we consider caveats for extreme values of
nchains. For nchains ≤ ndim, nchains points will sam-
ple the marginal posterior distribution projected onto
an nchains − 1 dimensional subspace. The differential
evolution aspect would prevent the chains from leaving
this hyper-plane of the full parameter space. Therefore,
we impose a hard lower bound of nchains > ndim. If
nchains is not much larger than ndim, then the states
in a given generation may not give an accurate esti-
mate of the covariance structure of the target distribution
(since the number of possible proposal vector combina-
tions is nchains × [nchains − 1]/2), leading to inefficient
proposals and inefficient exploration of parameter space.
However, increasing nchains also increases the number of
computations per generation. Thus, there exists a direct
tradeoff between nchains and the number of generations
(ngen), since the total number of model evaluations is
neval = ngen×nchains. It is unclear whether it is advan-
tageous for simulations to have more states per genera-
tion and fewer generations or fewer states per generation
and more generations. We anticipate the optimal value
for nchains will depend on ndim. Thus, we test the per-
formance of RUN DMC on simulated datasets with 1-4
planets in §5.1.
4.1.2. Vector Scaling, γ and σγ
As described in §4, the trial states are generated
by adding a scaled perturbation vector, γ, to the cur-
rent state. We scale our proposal vectors by a factor
γ0 [1 + z], where z ∼ N(0, σγ). If σγ = 0, then γ is
constant, and the allowed proposal vectors will fall on a
lattice, rather than filling parameter space, thereby hin-
dering parameter space exploration. By setting σγ > 0,
RUN DMC is no longer restricted to sampling from a
lattice. We consider values of σγ across several orders of
magnitude (∼10−4 to several 10−1) as a starting point. If
we set γ = 1, σγ is the standard deviation of a Gaussian
distribution centered on the tip of the proposal vector
(Equation 10). Since values of γ close to 1 can be useful
for multimodal posterior distributions, it can be advanta-
geous to occasionally choose γ near unity. However, most
trial states should use a smaller value of γ to achieve a
desirable acceptance ratio. Therefore, we arbitrarily set
γ to 1 every 100 generations.
The value of γ can be updated after every generation
throughout a RUN DMC simulation. We aim for an ac-
ceptance fraction of 0.25. If too few states are being ac-
cepted (< 0.2), γ is scaled by 0.9 in the hope that smaller
jumps will lead to a higher acceptance fraction. If the
acceptance fraction exceeds 0.31, then γ is scaled by 1.1
to allow for larger jumps. For intermediate acceptance
fractions, γ is scaled by
√
Acceptance Fraction/0.25. In
DEMCMC, this procedure references information from
only one previous generation of states, so our algorithm
is still Markov for each generation. The mathematical
conditions for RUN DMC converging to the target dis-
tribution are still satisfied, and thus, adjustments in the
proposal vector size will not change the shape or scale of
the target distribution.
4.2. Choosing States for the Initial Generation
DEMCMC is most efficient when the initial ensemble
of states is close to a posterior sample. For RV datasets,
a Keplerian model usually provides a good first approx-
imation to the RV curve that would be calculated from
an N-body integration. Thus, the posterior sample from
an analysis based on a planetary model using a linear
superposition of planets on independent Keplerian or-
bits can be used with standard techniques for a short
MCMC simulation. A posterior sample from the much
faster Keplerian MCMC (Ford 2006) simulation can be
used for the states in the initial generation of the DEM-
CMC simulation. Since the MCMC output is not used for
inference, but rather as the starting point for the DEM-
CMC, it is not necessary for the MCMC sample to pass
extensive convergence tests. Since the Keplerian model
is insensitive to orbital inclination and the longitude of
ascending node, we assign these randomly, drawing from
their prior distributions after imposing any constraints.
For example, this paper focuses on coplanar systems, so
we assign inclinations of 0 < cos(i) < 1 and Ω of 0◦.
Note that in §5, we want to test how well the DEMCMC
algorithm recovers from an initial ensemble that is not
close to a posterior sample. Therefore, we will intention-
ally perturb the initial conditions so that they are not a
good approximation to the posterior (see §5.1).
4.2.1. Adaptive Target Distribution, MassScaleFactor
What if the dynamical interactions of a particular sys-
tem are so strong that the Keplerian and N-body solu-
tions occupy different regions of parameter space with
little or no overlap? We can gradually change the tar-
get distribution from one very close to the posterior for
the Keplerian model to the posterior for the N-body
model. To achieve this, we utilize the MassScaleFac-
tor parameter, which allows us to slowly “turn on” the
N-body effects. For example, consider a transformed
problem where we multiply the planet masses, the mea-
sured RVs, and their respective observational uncertain-
ties by MassScaleFactor=0.001. A system originally with
two Jupiter-mass planets (that could exhibit strong or-
bital interactions if near a MMR) is transformed to a
system with two sub-Earth mass planets in nearly the
same orbital configuration. For such small planetary
masses, the Keplerian and N-body solutions would be
indistinguishable for a typical set of RV observations, so
the posterior distributions will have significant overlap.
For such a DEMCMC simulation, we would start with
MassScaleFactor=0.001 and gradually increase the value
of MassScaleFactor with each generation until MassS-
caleFactor=1.0 for generations greater than 0.1 × ngen,
so the target distribution approaches the desired poste-
rior for the N-body model (Laughlin & Chambers 2001).
No states from generations prior to 0.1 × ngen are used
for the inference, so the use of MassScaleFactor does not
offset the posterior sample, except to help accelerate con-
vergence of the RUN DMC algorithm in the face of a
poor initial ensemble due to strong N-body interactions.
Since this study focuses on weakly interacting planetary
systems, we set MassScaleFactor to unity throughout the
DEMCMC simulation unless otherwise noted.
5. ALGORITHM PERFORMANCE
Traditional, random walk MCMC algorithms often
struggle to sample efficiently from high dimensional
parameter spaces, such as those required for model-
ing a multiple planet system. We will show that the
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DEMCMC algorithm excels in navigating the parame-
ter spaces for planetary systems with several planets.
We performed a series of tests to see how well RUN
DMC performed for various datasets and planetary sys-
tem models. There are two aspects to RUN DMC’s per-
formance we want to test: the duration of the burn-in
phase required (i.e. how efficiently the algorithm can
recover from an inaccurate initial guess for the posterior
distribution) and the efficiency of the sampling algorithm
once the population of states are all near a single (pre-
sumably global) posterior mode. We are particularly in-
terested in evaluating how well the DEMCMC algorithm
samples from the posterior distribution for planetary sys-
tems with three or more planets.
5.1. Method for Perturbing Initial Ensemble
Our first series of tests were designed to determine how
well RUN DMC could recover from an inaccurate initial
population of states. We generated synthetic datasets
using the masses and orbital properties based on real ex-
oplanet systems maintaining observation times and un-
certainties of the actual RV time series. We considered
datasets based on the following systems: HIP 75458 (one
planet), HD 12661 (two planets), and HIP 14810 (three
planets). By design, these systems have negligible dy-
namical effects for their respective observing baselines,
so we are able to explore the effects of increasing the
number of planets, and thus the dimensionality of the
parameter space to be explored, without worrying about
the strength of mutual planetary interactions. We will
explore the efficiency of DEMCMC for strongly interact-
ing systems in §5.4.2. We also consider the RV datasets
of µ Ara (four planets) and 55 Cnc (a four-planet ver-
sion excluding the inner-most planet, 55 Cnc e). The
primary objective of these tests is to gauge how the per-
formance of the “differential evolution” aspect of RUN
DMC is affected by np and the algorithmic parameters
(e.g. nchains, σγ).
Strictly speaking, our results are most applicable to
studies of these specific planetary systems, since the
shape of the posterior distribution, and thus the complex-
ity of sampling from it, depends on the details of both
the planetary system being observed and the properties
of the observational data. Nevertheless, our detailed in-
vestigations of the performance of DEMCMC for these
planetary systems can provide valuable insight into the
algorithm’s anticipated performance for other radial ve-
locity data sets. Algorithms or parameter values that
do not perform acceptably for these test cases are un-
likely to be worth applying to similar planetary systems.
Similarly, choices of algorithmic parameters that result in
desirable performance for these test cases can be adopted
as the initial parameters for analysis of other planetary
systems, or even these same planetary systems as addi-
tional data become available.
We begin each test with a posterior sample of the
masses and orbital parameters obtained from a fully con-
verged MCMC sample based on a Keplerian model. In
order to simulate a larger disparity between the initial
population and the target distribution, we generate an
initial population by perturbing a subset of the states
from the converged MCMC sample in one of three ways.
For the first perturbation method, we scattered the states
by increasing the dispersion about their median values,
i.e. if a particular parameter distribution is well defined
by a Gaussian with standard deviation 1-σ, a scatter of α
would produce a Gaussian distribution with a dispersion
of α-σ. If we consider discrete values in our set of model
parameters, ~xi for i = 1 to nchains, and determine the
median value 〈~x〉 of each parameter, then the scattered
values, ~xα, are calculated as follows:
~xi,α = 〈~x〉+ α (~xi − 〈~x〉) . (11)
For the second perturbation method, we apply a global
shift, or displacement, of the states in parameter space,
i.e. a shift with a scale factor of β-sigma corresponds to
increasing every parameter value by that β for the input
population, where ~σ is the vector of standard deviations
of the parameter contained in ~x. Mathematically speak-
ing,
~xi,β = ~xi + β~σ (12)
To avoid possible boundary condition issues with ec-
centricity and angles, we perturbed e sinω, e cosω, and
ω + M rather than e, ω, and M . The angles are con-
strained to the domain of 0 to 2π radians. Thus for the
purpose of generating initial conditions with a shift or
scatter, ~xi = {P1,K1, e1 sinω1, e1 cosω1, ω1 +M1, . . .}.
We also considered a third perturbation that combined
α and β, i.e.
~x′i,αβ = 〈~x〉+ α (~xi − 〈~x〉) + βσi, (13)
to see if a scatter of the initial shifted ensemble could help
shorten the burn-in phase. In summary, we performed a
β = 3 followed by an α = 3 perturbance on an ensemble
of states for the two and three-planet cases. For the
two-planet case, the effect of the scatter was negligible
compared to just a β = 3 perturbance. For the three-
planet case, the scatter resulted in an extended burn-in,
by roughly 100 generations across all nchains and σγ . We
conclude that scattering a shifted ensemble is not likely
to accelerate convergence.
5.2. Method for Estimating Required Number of
Generations for Burn-in Phase
For each of the synthetic systems (with np =
{1, 2, 3, 4}), we performed a series of RUN DMC sim-
ulations for a variety of nchains and σγ values. We fixed
neval = 512, 000 across all values of nchains, in order to
determine which parameter (nchains, ngen) had a greater
effect on the convergence rate. For example, a simulation
done with 16 nchains (ngen = 32, 000) ran for 4 times as
many generations as one with 64 nchains (ngen = 8, 000).
For every value of nchains, we computed the required
number of generations for the burn-in phase, which we
define as the number of generations before which 90%
of the states within the final generation have a χ2eff
less than an experimentally obtained threshold value (see
Figure 2). We performed 2048/nchains RUN DMC simu-
lations for each value of nchains (16, 32, 64, 128, 256, 512,
1024) and for each value of σγ (0.0001, 0.0016, 0.0256,
0.4096).
5.3. Results for Testing Converged Chains
We considered a range of values for α and β for differ-
ent planetary systems. Tests with a small to significant
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Figure 2. χ2eff as a function of generation in an example of
a RUN DMC simulation with ten chains displayed. Within
220 generations, nine of the chains recovered to the mode
of the global minimum while the one became trapped in a
local minima. By monitoring and determining a threshold
value for χ2eff , we define the burn-in phase as the minimum
generation for 90% of chains to have χ2eff smaller than the
threshold value.
scatter (0.1 < α < 10.0) or shift (0.1 < β < 1.0) typi-
cally lead to 100% of the chains recovering to the mode
of the global minimum by the end of their respective
simulations. As expected, very large perturbations (e.g.,
β & 40, 20, 15 for the two, three and four-planet cases,
respectively) lead to a small fraction of chains finding
the global minimum. Due to the symmetrical nature of
a scatter perturbation, some states are likely to reside
near the global mode of the posterior distribution. We
find this occurs even for the high-dimensional parameter
spaces, such as when we consider a four-planet model.
Finding the global minimum after a β perturbation is
sensitive to ndim and a longer burn-in period is often
required for DEMCMC simulations to converge on the
global mode. The rest of §5.3 is dedicated to explaining
the results of these tests, which have been condensed into
Figure 3. There are a few caveats for interpreting this
figure. First, nchains = 16 is excluded, since this value
provided generally poor results, as it is comparable to
or even less than ndim for the synthetic systems simu-
lated. We want to easily visualize potential correlation
structures for the parameters that affect performance.
Second, one must draw attention primarily to the dif-
ferent scalings of the y-axis panels to properly see the
correlation structure and how it varies with nchains, σγ ,
and β.
Lastly, one should consider the typical differences in
the RV datasets as a function of the number of planets.
Observers typically collect more RV observations prior
to claiming a planet detection and publishing observa-
tions for systems with more known planets. While, we
would intuitively expect a general increasing trend in the
length of the burn-in phase as a function of np at a fixed
β, the challenge of the increased dimensionality is often
partially offset by the additional observational informa-
tion. This makes it difficult to compare directly to results
for systems with different number of planets. Ultimately,
we are interested in analyzing real data sets. Therefore,
we have opted to use simulated datasets based on the
actual number, observing times, and estimated measure-
ment uncertainties for a known planetary system.
Strictly speaking, the above results are specific to the
planetary systems and data sets being investigated. Nev-
ertheless, this figure provides guidance for what to expect
when analyzing typical radial velocity data sets as a func-
tion of the number of planets. We caution that particu-
lar care is necessary when analyzing strongly interacting
systems, as we will discuss in more detail in §5.4.2.
5.3.1. One Planet
First, we consider a single planet system using simu-
lated data based on observations of HIP 75458, a K star
harboring a super-Jupiter-mass planet on an eccentric
510 day orbit. The actual data has a long-term RV trend
suggestive of a second companion on a long-period orbit.
We base our simulated observation times and measure-
ment uncertainties on the actual observation times and
uncertainties and generate synthetic data using a sin-
gle planet model based on the best-fit model parameters
from Butler et al. (2006).
In the first scattering (α) test, we found that RUN
DMC rapidly recovers (ngen < 100) from an initial per-
turbation of α = {0.25, 2, 5} with a near-unanimous
(> 0.98) convergence across all values of nchains and
σγ by the end of each simulation. For larger values of
nchains, we found a slightly reduced fraction of chains
converging. Presumably, this is due to the reduced num-
ber of generations since we held the neval fixed. Even
more highly scattered initial conditions (α > 10) resulted
in a smaller fraction of converged chains, across all values
of nchains, but still performed well (> 0.95 convergence
by the end).
In the second test shifting (β), we observed similar be-
havior. Larger offsets of the initial population resulted
in a lower convergence fraction, although for every case
tested (β = {1, 3, 5}), over 90% of chains had recovered
by the final generation. Overall, one-planet systems seem
to be fairly insensitive to nchains across a few orders of
magnitude, but for the best performance, our recommen-
dation is to use 16 < nchains < 64 with relatively long
chain lengths. Note that 32,000 generations is still much
less than is often needed for standard MCMC analyses,
e.g., Ford (2006).
5.3.2. Two Planets
Next, we consider a two-planet system using simulated
data based on observations of HD 12661, a quiet G-main
sequence star with two known 2-Jupiter mass planets.
The inner planet has a moderately eccentric, 262 day
orbit. The outer planet has a 1700 day orbital period
and has undergone a couple of orbits in our observing
baseline. We base our simulated observation times and
uncertainties on the actual observation times and uncer-
tainties and generate synthetic data using planet masses
and orbital parameters based on the best-fit model pa-
rameters from Butler et al. (2006).
For an unreasonably large value of α = 10, RUN DMC
requires a few 100s of generation to achieve 90% con-
vergence. However, the β-type perturbation results were
quite different (Figure 3, top three panels). We consid-
ered β = {1, 3, 5, 20, 40, 80}; of these, β = 40 was the
largest value that resulted in a non-negligible fraction of
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chains succeeding in finding the global mode. For such
an unrealistically large β, only a small fraction of chains
reached the global mode of parameter space for extreme
values of nchains (16, 1024). This was most likely due
to nchains not being significantly larger than ndim (see
§4.1.1) and the smaller ngen, respectively. Perhaps, more
remarkable is that RUN DMC was able to find the global
posterior mode within a reasonable number of genera-
tions for any nchains. Fortunately, this is much greater
than any the offset between Keplerian and N-body solu-
tion for any known two-planet systems.
The burn-in phase lasts approximately 100 generations
for β = 1, and this value scales up in a roughly linear
fashion with increasing β within this limit of realistic β
offsets. For the extreme value of nchains = 16, the burn-
in phase lasted over 1,000 generations for β = {1, 3, 5}.
We left these data values out of Figure 3 in order to see
the general trends with nchains and β. Our results seem
to be insensitive to σγ across many orders of magnitude,
though our largest value (0.4096) was slightly less effi-
cient. We speculate that a large σγ causes the proposal
distribution scale (γ0) to vary so much that it does not
settle on a value with a desirable acceptance rate, slowing
convergence of the Markov chains.
Given a choice between the two, it is generally prefer-
able to choose larger ngen rather than larger nchains (pro-
vided nchains is significantly larger than ndim; §4.1.1)
for computer architectures where run time scales linearly
with the number of model evaluations. For parallel archi-
tectures where performance increases with the number of
states per generation (e.g., GPUs, cloud), a larger nchains
may result in a smaller wall clock time. The dependence
of the rate of convergence on the chosen σγ is weak across
many orders of magnitude.
5.3.3. Three Planets
Next, we test RUN DMC on a simulated dataset of a
three-planet system. HIP 14810 is a G star harboring
a three-planet system composed of Jupiter mass bodies
in a widely spaced, moderately eccentric configuration.
We base our simulated observation times and uncertain-
ties on the actual observation times and uncertainties
and generate synthetic data using planet masses and or-
bits based on the best-fit parameters from Wright et al.
(2009).
For this test three-planet system and α = 10, we ob-
serve a sharp decrease in the fraction of converged chains
if nchains ≤ 32. This can be attributed to a relatively
large ndim. We see a similar trend as in the two-planet
case, except the burn-in phase has scaled up significantly.
The dependence on β is also moderately stronger, but the
effects of varying σγ are still weak across many orders of
magnitude.
For this particular three-planet system, β = 20 was
the largest value to succeed in finding the global mode,
still much greater than the typical discrepancies between
Keplerian and N-body solutions (e.g., HD 200964 and 24
Sextanis (Johnson et al. 2011), 55 Cnc (B. Nelson et al.
in prep.)). Simulations with nchains = 32 required sig-
nificantly more generations of burn in than simulations
with nchains & 64. A three-planet system settles for a
narrower range of nchains (∼100) and ngen values (∼104)
for β = 20. Simulations with nchains = 512 or 1024 re-
sulted in a smaller fraction of chains reaching the global
mode, likely due to the reduced number of generations.
5.3.4. Four Planets
We test RUN DMC using two four-planet systems.
First, we consider 55 Cnc A, an aging, nearby G star with
a five-planet system and one of the longest observed RV
targets. 55 Cnc A has a long period stellar companion,
55 Cnc B, which we do not account for in this analy-
sis. Previously, the system has been analyzed assuming
a coplanar, Keplerian model. We base our simulated
observation times and uncertainties on the actual obser-
vation times and uncertainties from Lick and Keck data
Fischer et al. (2008) and consider a four-planet model
that excludes the inner-most low-mass planet (55 Cnc e).
For 55 Cnc, we use a Keplerian model to generate sim-
ulated data and and analyze the simulated observations
with MassScaleFactor=0.01 for the entire simulation to
avoid any affect due to significant planet-planet interac-
tions. This series of tests for a four-planet system is a
precursor to a more thorough analysis of the dynamical
architecture of the 55 Cnc system that will be presented
in an forthcoming paper (B. Nelson et al. in prep.). The
information from these tests will help us determine how
to approach the 55 Cnc dataset once we include a much
more computationally expensive self-consistent N-body
model with all five planets.
In Figure 3, we show the results for 55 Cnc in the bot-
tom three panels as our example of a four-planet system.
For β = 1, all simulations found the global mode within
just 5 generations, most likely due to the comparatively
large number of observations and high signal-to-noise of
most of the planets. Increasing β leads to a longer burn-
in as expected. RUN DMC begins to suffer when using
relatively small values of nchains (i.e. 32), presumably
due to nchains being only slightly larger than ndim. A
simulation with β = 15 had the largest β value for which
a non-negligible fraction of chains succeeded in reaching
the global mode.
Next, we consider the µ Ara planetary system, a naked
eye G star that hosts four known planets. We base our
simulated observation times and uncertainties on the ac-
tual observation times and uncertainties and generate
synthetic data using planet masses and orbital param-
eters based on the best-fit parameters from Butler et al.
(2006). We expect the µ Ara system to be more chal-
lenging than the 55 Cnc system, since the µ Ara planets
induce an RV perturbation with a typically lower signal-
to-noise than the 55 Cnc planets. Additionally, we con-
sider 108 µ Ara RVs, significantly less than the 320 RVs
for 55 Cnc. For µ Ara, a β = 1 perturbation required a
burn-in of a couple hundred generations for chains to find
the global mode. RUN DMC did not succeed in achiev-
ing 90% convergence across all nchains for β = {3, 5}.
For these values of β, roughly half the states lingered in
low probability regions or local minima. Thus, we inves-
tigate intermediate values of β = {1.5, 2}. Both struggle
to converge for nchains = 32 (565-850 and 1360-2590 gen-
erations, respectively) but nchains ≥ 64 performs signif-
icantly better (375-435 and 680-990 generations, respec-
tively). Much like previous results for two and three-
planet systems, there is a gradual improvement in the
burn-in phase with increasing nchains.
To better understand what properties of the planetary
system and observations were most responsible for the
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Figure 3. Each panel shows the burn-in time for 90% of chains to converge to the posterior mode (vertical axis) as a function of
nchains (horizontal axis) for various values of np, β, and σγ . Each vertical column represents a fixed value for β (left column, 1;
middle column, 3; right column, 5), and each horizontal row represents a synthetic np planet system (top, two-planets; middle,
three-planets; bottom, four-planets [large dataset, 55 Cnc]) based on datasets and orbital properties mentioned in §5.3. Each
colored line shows results of a simulation with a different value for σγ (blue=0.0001; green=0.0016; red=0.0256; cyan=0.4096).
These can be seen as a function of number of burn-in generations (left vertical axis scale, solid lines) or as a function of number
of total model evaluations (right vertical axis scale, dashed lines). We find a slight preference toward large values of nchains for
reduced the required number of generations of burn-in.
difference between the results for the two four-planet sys-
tems, we tested a case where we considered only the first
108 RVs of our 55 Cnc dataset (i.e., equal to the number
of RVs used for µ Ara). The RVs were chosen so that
the resulting observing baseline for 55 Cnc was compa-
rable to that of the µ Ara observations. After obtaining
a initial ensemble from this new dataset, we carried out
multiple tests using β perturbations with β = {1, 3, 5}.
Simulations with β = {1, 3} converged within a few hun-
dred generations. However, the majority of our ensem-
ble for the β = 5 simulation did not satisfy our con-
vergence criterion. We conclude that for challenging sys-
tems with the same dimensionality, RUN DMC converges
more rapidly (at least in terms of number of model evalu-
ations) if a larger number of observations are available to
provide strong constraints on the posterior distribution.
5.4. Autocorrelation Time for Various Systems
The previous tests for convergence allow us to esti-
mate the length of the burn-in phase required before we
can be confident in using states from the Markov chains
for inference. Next, we ask “how efficiently does each
chain sample parameter space near this posterior mode
after an adequate burn-in?” We consider the behavior
of RUN DMC once it has arrived near the global mode
and completed burn-in. We quantify the efficiency of a
RUN DMC simulation by calculating the autocorrelation
(AC) of several model parameters as a function of the
number of generations between two states of a Markov
chain (referred to as the “lag”). A small magnitude of
the AC for a shorter lag implies that a Markov chain of
a given length would contain more effectively uncorre-
lated states. Much like the previous convergence tests,
we want to determine how the AC function of a certain
parameter depends on nchains and σγ . More broadly,
we investigate the dependence of AC on ndim and the
strength of the dynamical self-interactions of planetary
systems.
For robustly estimating the AC for a given np, nchains,
and σγ , we perform nsim simulations, so that nsim ×
nchains ≥ 256. We compute the autocorrelation as a
function of lag of each chain and calculate the average AC
value over all the chains as a function of lag. We show an
example with three AC functions and one averaged AC
function in Figure 4. We estimate the minimum lag such
that AC(lag) is negative and use the notation “AC−1(0)”
to represent this metric. Note that since the autocorre-
lation function is not invertible, AC−1(0) should not be
taken literally to mean the inverse of the autocorrelation
function evaluated at 0, but rather it denotes the con-
cept of the approximate number of generations needed
for effectively independent samples.
5.4.1. Results for Autocorrelation Length as a Function of
np or ndim
In Figure 5, we analyze the exact same systems and
observations from §5.3 (with µ Ara as the four-planet
system). For these simulations, we start with an ini-
tial ensemble of states drawn from near the global mode
based on a previous MCMC simulation based on a Ke-
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Figure 4. An example of the AC function for orbital period
for the two-planet system as a function of generation lag.
The red, green, and blue lines are AC functions of three dif-
ferent chains. The bold black line is the average of the three
aforementioned curves. The vertical dashed lines indicate the
minimum lag at which the AC≤0, or AC−1(0). This metric
will be the basis for the subsequent figures.
plerian model. Using the same set of values for nchains
and σγ as in Section 5.1, we set ngen = 11, 000, and as a
precaution, we treat the first 1, 000 generations as burn-
in. Since ngen is fixed, runs with larger nchains require
the most model evaluations and thus the longest time to
complete. This should be kept in mind when interpreting
Figures 5-7.
We see that simulations with larger nchains tend to
result in slightly smaller AC−1(0) in Figure 5. We spec-
ulate that a larger population of states provides more
proposal vector combinations, a better estimate of the
covariance structure, and thus moderately more efficient
sampling around the global mode. However, given the
tradeoff between ngen and nchains, we would only rec-
ommend using large (∼1000) values of nchains ≫ ndim
when run on a highly parallel architecture (e.g., GPU
or clouds). The differences amongst order of magni-
tude variations in σγ were not significant. From two to
three to four-planet systems, there is an overall signifi-
cant increase the value of AC−1(0) primarily due to the
increase in ndim. The 55 Cnc system with additional RVs
had slightly better AC−1(0) values than the three-planet
case.
5.4.2. Results for Autocorrelation Length as a Function of
Dynamical Strength
So far, we have limited our analysis on planetary sys-
tems that are well approximated by Keplerian orbits in
order to explore how the performance of RUN DMC de-
pends on the number of model parameters. For strongly
interacting exoplanet systems, there may be more com-
plex and non-linear parameter correlations. How is the
algorithm performance affected by such interactions? For
these tests, we created six synthetic two-planet systems
each near one of three mean-motion resonances (3:1, 2:1,
3:2). For each resonance, we create two simulated data
sets: one labelled “long-period” (with orbital periods of
hundreds of days) and one labelled “short-period” (with
orbital periods of tens of days). For both of these cases,
we based our observation times and uncertainties on HIP
75458 (Butler et al. 2006), a K giant harboring in ec-
centric gas giant and suspected to have another mas-
sive companion in a wide orbit. The time series itself
has phase coverage that would be hypothetically consis-
tent with observing patterns for either “long-period” or
“short-period” systems. We construct systems of 1 MJ
and 2 MJ planets orbiting a 1M⊙ star with orbital pe-
riods of either 400 and 1212 days, 400 and 808 days,
or 400 and 606 days. The question of whether or not
a pair of planets orbit in a mean-motion resonance is
extremely sensitive to the masses and orbital architec-
tures, so for consistency, we set the period commensu-
rability to a value slightly larger than 3, 2, and 1.5 re-
spectively. Long term integrations confirm that the reso-
nant arguments for these systems are circulating, so none
of these systems are technically in a mean-motion reso-
nance. Thus, these systems are similar to the planetary
systems discovered by Kepler in terms of their proximity
to resonance (Veras & Ford 2012). In each system, the
planets have einner = 0.04 and eouter = 0.02 and the
planets have pericenter directions that are initially apsi-
dally aligned about 0o (ωb − ωc = 0o). The short-period
system consists of planets of the same masses, eccentrici-
ties, and orbital alignment but with the following orbital
periods: 40 and 121.2 days, 40 and 80.8 days, and 40 and
60.6 days. For the sake of simplicity, these systems will
be referred to as 3:1, 2:1, and 3:2 configurations.
As mentioned 5.4, we average the autocorrelation of
256 chains and perform multiple runs for RUN DMC
simulations with less than 256 nchains. For each combi-
nation of σγ (0.001, 0.0016, 0.0256, 0.4096) and orbital
configuration (3:2 wide, 2:1 wide, 3:1 wide, 3:2 close, 2:1
close, 3:1 close), we perform 17 runs each for 11,000 gen-
erations. In total, Figures 6 and 7 summarize the results
of 408 RUN DMC simulations. As each model evaluation
requires performing an n-body integration, this repre-
sents a significant amount of computation. We estimate
that these tests alone required ∼2300 CPU hours.
Figure 6 shows the behavior of long-period near-
resonant systems on AC−1(0). Once again, we see weak
or no trends with nchains and the noisy behavior of σγ .
The most significant trend is for AC−1(0) to increase
when transitioning from a system near a second-order
resonance (3:1) to a first-order resonance (either 2:1 or
3:2). It appears that RUN DMC mixed more rapidly
for the 3:2 than the 2:1 system. We do not suspect this
would be the case for all ranges of masses and orbital
configurations, as we will show in Figure 7. The take-
away from this figure is that systems near the 3:1 reso-
nance has an AC−1(0) range comparable to the Keple-
rian two-planet system in Figure 5. While RUN DMC
is perfectly capable of computing posterior samples for
strongly interacting systems, we find a larger autocorre-
lation of states from the Markov chains for systems near
first-order resonances (2:1 or 3:2), implying that a signif-
icantly larger number of generations will be needed when
modeling such systems.
In Figure 7, we consider closely separated planet pairs,
which undergo many cycles on the observing timescale.
The simulated short-period 3:1 system shows a correla-
tion with AC−1(0) being insensitive to nchains and σγ .
For the 3:1 system, the absolute values of AC−1(0) are
12 B. Nelson et al.
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Figure 5. Each panel shows the minimum lag at which AC≤0 as a function of nchains and σγ (colored lines) for one parameter
and simulated dataset. Each horizontal row represents a synthetic np planet system (top, two-planets; middle, three-planets;
bottom, four-planets [µ Ara]) based on datasets and orbital properties mentioned in §5.3. We show results for three representative
parameters for the inner-most planet in all of these simulations (left column, P ; middle column, K; right column, e).
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Figure 6. Each panel shows the minimum lag at which AC≤0 as a function of nchains and σγ (colored lines) for each panel.
Simulations were performed for synthetic, long-period two-planet systems near a mean-motion resonance: 3:1 (top row), 2:1
(middle row), and 3:2 (bottom row) systems based on datasets and orbital properties mentioned in §5.4.2. Here we show results
for three representative parameters of the inner-most planet in each of these simulations (left column, P ; middle column, K;
right column, e).
comparable to the 3:2 long-period system. As we ramp up the strength of the interactions, we see a steady in-
RUN DMC 13
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Figure 7. Each panel shows the minimum lag at which AC≤0 as a function of nchains and σγ (colored lines) for each panel.
Simulations were performed for synthetic, closely separated two-planet systems near a mean-motion resonance: 3:1 (top row),
2:1 (middle row), and 3:2 (bottom row) systems based on datasets and orbital properties mentioned in §5.4.2. We show results
for three representative parameters of the inner-most planet in each of these simulations (P , left column; K, middle column; e,
right column).
crease in AC−1(0) for all the parameters considered. In
the worst case, a 3:2 short-period system requires over
1000 generations to get effectively independent samples.
Combined with Figure 6, the general conclusion from our
results is decreasing the orbital separation of planet pairs
(which typically boosts the strength of the planet-planet
interactions) tends to increase the difficulty of sampling
the posterior distribution.
6. DISCUSSION
We have performed several thousand RUN DMC sim-
ulations to test the algorithm’s robustness and efficiency.
We find that the DEMCMC algorithm performs very well
for the analysis of realistic RV datasets, including sys-
tems with observable mutual planetary interactions. The
algorithm can recover reliably from an initial ensemble of
states that deviate significantly from the target posterior
density.
Based on our results, we can provide general recom-
mendations for the choice of nchains, ngen, and σγ in
future applications to real RV data. We find that both
the minimum number of generations required for burn-in
and the posterior sampling efficiency are most sensitive
to the nchains parameter. The optimal value for nchains
varies with np.
We found no significant trend with σγ , but large values
(≥ 0.1) sometimes hindered parameter space exploration.
Assuming a fixed neval = nchains × ngen, we rec-
ommend using a large ngen over a large nchains, sub-
ject to a firm lower limit of nchains > ndim based on
the geometry of drawn proposal vectors of the DEM-
CMC algorithm. For some data sets, we observed in-
efficient sampling when nchains is only slightly larger
than ndim. A few tens of chains work best for two-
planet systems, but four-planet systems may require a
couple of hundred chains. Thus, we recommend choosing
nchains ∼ 3ndim, a value consistent with the recommen-
dation from ter Braak (2006) for a unimodal posterior,
unless one uses a highly parallel architectures (e.g., GPU
or cloud) where the wall clock time does not scale linearly
with the number of model evaluations.
In summary, we recommend:
• nchains ∼ 3ndim
• σγ < 0.1
• Large ngen is favored over than large nchains
Considering the burn-in phase, we found that for ini-
tial conditions based on a shift perturbation of a fixed
magnitude (β), the burn-in time increased with np. The
one notable exception was that RUN DMC struggled
with the µ Ara planetary system. Follow-up simulations
demonstrate that primary challenge is not sampling such
a high dimensional parameter space but rather the rel-
atively sparse RV dataset providing looser estimates of
our model parameters. For this system, only∼50% of the
states in the final generation were near the global mode
after the first ∼1000 generations. In the simulations
where some states were still far from the global posterior
mode, we observed that they were typically scattered
widely about parameter space, had significantly larger
χ2eff than the samples near the global mode and were
not clumped together in a single local minimum. Thus,
they are easily recognized and can be replaced with sam-
ples from previous generations to provide an improved
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initial ensemble for a second RUN DMC simulation that
can be used for inference, even in challenging cases such
as µ Ara. Overall, we recommend that the following for
an efficient burn-in phase:
• For two and three-planet systems, a burn-in of at
least ∼several hundred and roughly 1000 genera-
tions, respectively, are required.
• For four-planets with considerably more observa-
tions, we recommend a burn-in of at least 1000
generations, while avoiding nchains < 64.
Our results also provide insight into how long a RUN
DMC simulation must run to eventually obtain enough
independent samples to estimate model parameter un-
certainties accurately. In general we find that the lag
needed to achieve an AC≈0 increases gradually with np,
with the most dramatic increases occurring for systems
where planet-planet interactions are significant during
the timespan of observations.
Clearly, multiple variables (number of observations,
signal-to-noise of each planet, orbital architecture) affect
the navigability of the respective posterior distribution
for this (or other) sampling algorithms. While the vast
majority of currently available dataset could be analyzed
in a nearly automated fashion, analyzing some of the
most complex and challenging RV data sets still require
an expert’s physical and statistical intuition. The values
we obtained for our various metrics provide the foun-
dation future RV work using DEMCMC. Nevertheless,
the dynamics of near MMR systems can be sufficiently
complex, that we recommend a careful analysis of each
systems on an individual basis.
Extrapolating to higher dimensionality, we can make
predictions for how much computational effort is needed
to analyze systems with 5+ planets. For example, we an-
alyzed a simulated four-planet system based on 55 Cnc,
as a precursor to a future, more detailed study of the sys-
tem. Despite the strong planet-planet interactions, the
long observing baseline, and a wide range of RV signal-
to-noise for different planets in the system, RUN DMC
quickly produced an ensemble of states near the global
posterior mode. Based on our results, we anticipate need-
ing at least nchains ∼ 64 and 1,000 generations for burn-
in, followed by ∼3000× ngoal/nchains generations of pos-
terior samples. Since at least two of the planets are likely
strongly interacting, we expect that the required burn-
in time may increase substantially. Indeed, this paper
lays the foundation for a series of papers with detailed
analyses and scientific interpretation of specific systems.
We intend to apply RUN DMC to most of the multiple
planet systems with strong planetary interactions and
publicly available radial velocity sets. We are working
towards applying the algorithm to even more challeng-
ing systems, such as 55 Cnc (B. Nelson et al. in prep.)
and GJ 876 (B. Nelson et al. in prep.).
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