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Abstract
We give a rigorous derivation of the anelastic approximation starting from the compressible Navier–Stokes system when the
Mach number and the Froude number go to zero with the same speed.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Nous donnons une justification rigoueuse de l’approximation anélastique en partant du système de Navier–Stokes compressible
lorsque le nombre de Mach et le nombre de Froude tendent vers 0 en étant égaux.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction
One of the particularity of atmospheric flows is that sound waves do not have a significant effect. There are
many models to filter these waves. One of them is the anelastic approximation which was proposed by Ogura and
Phillips [32] (see also Lipps and Hemler [25]). Several improvements to this model were developed later (see Dur-
ran [8]). We also refer to Klein [17] and to Bois [3] for comparison with other models such as the Boussinesq
approximation and we refer to the book of Majda [26] for more on atmospheric flows.
Let Ω be an open bounded set in RN . For ε ∈ (0,1], we consider (ρε, uε) a weak solution of the following
compressible Navier–Stokes system with potential:⎧⎪⎨
⎪⎩
∂ρε
∂t
+ div(ρεuε) = 0, ρε  0,
∂ρεuε
∂t
+ div(ρεuε ⊗ uε) − μuε − ξ∇ divuε + 1
ε2
(∇ργε + ρε∇V ) = 0,
(1)
in (0, T )×Ω , T > 0, γ > N , μ > 0, μ+ ξ > 0 and V is the potential. Here, we will take the gravity potential, namely
V = gz. In (1), the Mach number and the Froude number are both equal to the small number ε. The goal of this paper
is to study the limit when ε goes to zero. In all this paper, ε will be thought of as a sequence (εn)n∈N such that εn → 0
when n → ∞.
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consider Dirichlet boundary condition, namely uε = 0 on ∂Ω . Actually, the method we present here does not depend
on the boundary condition since it is a local method. We denote ρ0ε and m0ε the initial conditions for ρε and ρεuε .
We also assume that |m
0
ε |2
ρ0ε
, m0ε , ρ
0
ε are bounded in L1, L2γ /(γ+1), Lγ respectively. We denote by M =
∫
Ω
ρ0ε the total
mass which we assume to be independent of ε.
Using the same method of proof introduced in Lions [21] (see also Feireisl [10,13,11]), we can prove the existence
of global weak solutions to (1) which satisfy in addition the following bounds:
∫
Ω
ρε
|uε|2
2
(t) + 1
ε2
[
ρ
γ
ε
γ − 1 + ρεgz
]
(t)dx +
t∫
0
dt
∫
Ω
dxμ|∇uε|2 + ξ(divuε)2

∫
Ω
|m0ε |2
2ρ0ε
+ 1
ε2
[
(ρ0ε )
γ
γ − 1 + ρ
0
ε gz
]
dx a.e. t ∈ (0, T ). (2)
Formally, when ε goes to zero, we expect that ρε goes to some ρ which satisfies:
γ
γ − 1ρ
γ−1 + gz = λ on {ρ > 0}, (3)
for some constant λ which depends on the total mass M . Hence,
ρ =
(
γ − 1
γ
)1/(γ−1)
(λ − gz)1/(γ−1)+ , (4)
and λ is such that
∫
Ω
ρ = M . In the sequel, we will assume that ρ is bounded from below in Ω .
To get some uniform bounds from (2), we have to assume that∫
(ρ0ε )
γ
γ − 1 + ρ
0
ε gz
∫
(ρ)γ
γ − 1 + ρgz + Cε
2. (5)
Extracting a subsequence if necessary, we also assume that m0ε converges weakly to some m0 and that mε
0√
ρε0
converges
weakly to m0√
ρ
in L2. In particular this implies that m0 ∈ L2(Ω). Notice that (5) implies that ρ0ε goes to ρ in Lγ
Since, ρ is bounded from below, we can define the following projection operator on divergence-free vector fields
Pρ from L2(Ω) to L2(Ω) by m = Pρm + ρ∇ψ and divPρm = 0, Pρm.n = 0 on ∂Ω . We refer to [20] for the study
of this operator. In particular, we notice that Pρ is an orthogonal projector on L2( dxρ ).
Theorem 1.1. Under the above conditions, ρε converges to ρ in L∞(0, T ;Lγ ) and extracting a subsequence if
necessary, uε converges weakly to u in L2(0, T ;H 10 ), ρεuε converges weakly to ρu in L2(0, T ;L2) and Pρ(ρεuε)
converges strongly to ρu in L2(0, T ;L2) for each time T > 0 where u satisfies the following “anelastic system”:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂ρu
∂t
+ div(ρu ⊗ u) − μu − ξ∇ divu + ρ∇q = 0 in (0, T ) × Ω,
div(ρu) = 0 in (0, T ) × Ω, u = 0 on ∂Ω,
u(t = 0, x) = Pρm
0
ρ
(x).
(6)
In Theorem 1.1, u has to be understood in the weak sense, namely, it is such that for each T > 0 and for each test
function f ∈ C1([0, T );D(Ω)) such that div(f ) = 0, we have:
−
T∫
0
∫
B
u(t)∂tf dx ds −
T∫
0
∫
B
ρu ⊗ u : ∇ f
ρ
dx
+
T∫ ∫
μ∇u.∇ f
ρ
+ ξ divudiv
(
f
ρ
)
=
∫
Pρm
0 f
ρ
dx. (7)0 B B
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some of his collaborators [12]. We point out that the scaling of the pressure here is different from the one in [12].
Also, the method we present here is more general since we do not assume that the domain is periodic.
We end this introduction by comparing this result with other results related to the compressible–incompressible
limit. Let us mention that the limit of low Mach number was initiated by Klainerman and Majda [16] for the com-
pressible Euler system in the setting of strong solutions (see also Ebin [9]). For the case of global weak solutions,
this was done in [23] where Leray global weak solutions [19,18] of the incompressible Navier–Stokes system are
recovered starting from global weak solutions of the compressible Navier–Stokes system [21]. In the case where the
limit density is not necessary constant, we can mention the works [31,1] and [4] where a formal computation is per-
formed in the periodic case. There are many other works about this limit and there are many review papers about it
(see for instance [27,14,6,33]).
The compressible–incompressible limit can also be put in the more general setting of singular perturbation limits
and we can mention for instance a related problem, namely the problem of rotating fluids where there are many similar
results. We refer to [15,2,28,5]. We also refer to [30] for a review on singular limits in hydrodynamics.
2. A priori estimates
The existence of global weak solution to (1) follows from [21], we only present here the a priori estimates we can
derive. We define φε by ρε = ρ + εφε and ε2πε = ργε − ργ − γ (ργ−1εφε). Hence, we have:
1
ε2
(∇ργε + ρ∇V ) = ∇πε +
1
ε2
(∇ργ + εγ∇(ργ−1φε) + ρge3 + εgφe3) (8)
= ∇πε + 1
ε
(
γφε∇(ργ−1) + γ ργ−1∇φε + εφ∇(gz)
) (9)
= ∇πε + 1
ε
(
γφε
γ − 2
γ − 1∇(ρ
γ−1) + γ ργ−1∇φε
)
(10)
= ∇πε + γ
ε
ρ∇(ργ−2φε). (11)
An other useful way of writing this is:
1
ε2
(∇ργε + ρ∇V ) =
1
ε2
∇(ργε − ργ ) +
1
ε
φε∇V. (12)
Moreover, using that γ
γ−1ρ
γ−1 + gz = λ is constant and that ∫ λφε = 0, we deduce that∫
Ω
1
ε2
[
ρ
γ
ε
γ − 1 + ρεgz
]
dx =
∫
Ω
1
ε2
[
ργ
γ − 1 + ρgz
]
+ πε
γ − 1 dx. (13)
Hence, (2) and (5) yield,
∫
Ω
ρε
|uε|2
2
(t) + πε
γ − 1 (t)dx +
t∫
0
dt
∫
Ω
dx μ|∇uε|2 + ξ(divuε)2 
∫
Ω
|m0ε |2
2ρ0ε
dx + C. (14)
Next, using the following convexity inequality,
(ρ + x)γ − ργ − γ ργ−1x  Cx2 for x −ρ, (15)
we deduce that πε  Cφ2ε and hence (2) yields that πε is bounded in L∞(0, T ;L1), that φε is bounded in
L∞(0, T ;L2), that uε is bounded in L2(0, T ;H 10 ), that ρε|uε|2 is bounded in L∞(0, T ;L1) and that ρε is bounded
in L∞(0, T ;Lγ ). We also have the following estimates on the density.
Proposition 2.1. The following estimates hold uniformly in ε for each T > 0:
• ρε ∈ Lγ+θ ((0, T ) × Ω) for 0 < θ  θ0 = 2N γ − 1.
• 1 |εφε|γ+θ ∈ L1((0, T ) × Ω) for 1 θ  θ0 = 2 γ − 1.ε N
N. Masmoudi / J. Math. Pures Appl. 88 (2007) 230–240 233• φε ∈ L1+θ ((0, T ) × Ω) where 0 < θ  θ1 = 1 + 4( 1N − 1γ ).
• εγ−1|φε|γ+θ is bounded in L1((0, T ) × Ω) for 0 < θ  θ1.
• ε1−θ |πε − γ (γ−1)2 ργ−2φ2ε | is bounded in L1((0, T ) × Ω) for 0 < θ  θ1.
The proof of the first estimate follows from the argument in [22] and we only sketch it here. We introduce the
operator S0 defined as follows. For g ∈ W−1,r , S0(g) = p where (u,p) solves the Stokes problem:⎧⎨
⎩−u + ∇p = g in Ω,
∫
p = 0,
u = 0 on ∂Ω, div(u) = 0.
(16)
Applying S0 to the momentum equation of (1), we get:
∂tS0(ρεuε) + S0 div(ρεuε ⊗ uε) + h0 + 1
ε2
(
ργε − ργ −
∫
Ω
ργε − ργ
)
+ 1
ε
S0(φεge3) = 0, (17)
where h0 = S0(−μuε − ξ∇ divuε). Multiplying the above equation by ερθε for some 0 < θ  θ0 = 2N γ − 1 and
arguing as in [22] and [21], we deduce that
1
ε
T∫
0
∫
Ω
(
ργε − ργ −
∫
Ω
ργε − ργ
)
ρθε dx dt  C. (18)
We also notice that
∫
Ω
ρ
γ
ε − ργ dx  Cε, hence (17) yields:
1
ε
T∫
0
∫
Ω
(ργε − ργ )(ρθε − ρθ )dx dt C. (19)
Hence, we deduce that ρε is bounded in Lγ+θ ((0, T ) × Ω) and that 1ε (εφε)γ+θ is bounded in L1((0, T ) × Ω).
This proves the first two points.
To prove the third point, we write the continuity equation of (1) in the following form:
∂tφε + 1
ε
div(ρuε) + div(φεuε) = 0. (20)
Then, we denote φθε = |φε|θ−1φε . Hence,
∂tφ
θ
ε +
1
ε
θ |φε|θ−1 div(ρuε) + div(φθε uε) = (1 − θ)φθε div(uε). (21)
Multiplying (17) by φθε and using (21), we get:
∂t
[
φθε S0(ρεuε)
]+ div(φθε S0(ρεuε)uε)− φθε uε.∇S0(ρεuε) +
[
θ |φ|θ−1 1
ε
div(ρuε) + (θ − 1)φθε div(uε)
]
S0(ρεuε)
+ φθε S0 div(ρεuε ⊗ uε) + φθε h0 + φθε
1
ε2
(
ργε − ργ −
∫
ργε − ργ
)
+ φθε
1
ε
S0(φεge3) = 0. (22)
Integrating the previous equation in (0, T ) × Ω , and multiplying by ε, we get that
ε
∫
Ω
φθε S0(ρεuε)(t) − ε
∫
Ω
φθε S0(ρεuε)(0) − ε
T∫
0
∫
Ω
φθε uε.∇S0(ρεuε)
+
T∫ ∫ [
θ |φ|θ−1 div(ρuε) + (θ − 1)εφθε div(uε)
]
S0(ρεuε)0 Ω
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T∫
0
∫
Ω
εφθε
(
S0 div(ρεuε ⊗ uε) + h0 + S0(φεge3)
)
+ 1
ε
T∫
0
∫
Ω
φθε
(
ργε − ργ −
∫
ργε − ργ
)
= 0. (23)
Using that |ργε − ργ | εργ−1φε and that ργε − ργ has the same sign as φε , we can deduce that
|φε|θ+1 ∈ L1
(
(0, T ) × Ω), (24)
provided we can control all the other terms appearing in (23). First, we assume in addition to the condition
0 < θ  1 + 4
N
− 4
γ
that θ  2. Let us explain for instance how to bound the third term. We recall that
ρεuε ∈ L2Lq where 1q = 1γ + N−22N , namely q = 2NγNγ−2γ+2N . Then, using that S0 gains one derivative, we deduce
that ∇S0(ρεuε) ∈ L2Lq . Then, we use that εφε ∈ L∞Lγ to deduce that εφεuε.∇S0(ρεuε) ∈ L1Lq/2 and the term is
integrable since φθ−1ε ∈ L∞L2/(θ−1) and θ−12 + Nγ−2γ+2NNγ = θ2 + 12 + 2( 1γ − 1N ) 1. Let us also treat the last term
which requires the condition θ  2. We just use that | ∫ ργε − ργ | Cε and φ2ε ∈ L∞L1. All the other terms can be
treated in the same way as the first one. Hence, this yields that φθ+1ε ∈ L1((0, T ) × Ω).
In the case θ > 2, we can first prove that φ3ε ∈ L1((0, T ) × Ω) by taking θ = 2 and then use this new bound to
control the last term in (23) when θ  3. Notice that it is always the case that θ1  3 since N  2.
To prove the fourth point, we also notice that |ργε − ργ | |εφε|γ and the two terms have the same sign, hence, the
same argument yields that εγ−1φγ+θε ∈ L1((0, T ) × Ω).
Finally, to prove the last estimate, we use that∣∣∣∣πε − γ (γ − 1)2 ργ−2φ2ε
∣∣∣∣ ε|φε|3 + εγ−2|φε|γ
and then interpolate the previous two estimates to deduce that εβφ1+θ+βε is bounded in L1((0, T ) × Ω) for
0 β  γ − 1. This ends the proof of the proposition.
3. Passage to the limit
Let us explain the main difficulty. We can apply the operator Pρ to ρεuε and decompose it as ρεuε = Pρ(ρεuε) +
ρ∇ψε. Arguing as in [24], we can prove easily that Pρ(ρεuε) converges strongly in L2((0, T ) × Ω) to ρu where
divρu = 0 and that ρ∇ψε converges weakly to zero. Moreover, φε converges weakly to zero in L2((0, T ) × Ω). The
main difficulty is to pass to the limit in the nonlinear terms involving ρ∇ψε and φε .
We write the momentum equation of (1), in the following form:
∂ρεuε
∂t
+ div(ρεuε ⊗ uε) − μuε − ξ∇ divuε + γ
ε
ρ∇(ργ−2φε) + ∇πε = 0. (25)
Taking a test function f ∈ C1([0, T );D(Ω)) such that div(f ) = 0, we get:
−
T∫
0
∫
B
ρεuε(t)
∂tf
ρ
dx ds −
T∫
0
∫
B
ρεuε ⊗ uε : ∇ f
ρ
dx ds
+
T∫
0
∫
B
μ∇uε∇ f
ρ
+ ξ divuε div
(
f
ρ
)
− πε div
(
f
ρ
)
dx ds =
∫
B
m0ε
f (t = 0)
ρ
dx. (26)
Hence, we can pass to the limit in all the linear term as well as in ρεuε . Indeed, the term ρεuε can be treated by
applying Lemma 5.1 of [21]. It remains to prove that
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T∫
0
∫
B
ρεuε ⊗ uε : ∇ f
ρ
+ πε div
(
f
ρ
)
→ −
T∫
0
∫
B
ρu ⊗ u : ∇ f
ρ
, (27)
when ε goes to zero. This is actually a consequence of the following proposition:
Proposition 3.1. Under the assumptions of Theorem 1.1, we have:
div(ρεuε ⊗ uε) + ∇πε converges weakly to div(ρu ⊗ u) + ρ∇p in D′. (28)
for some p ∈D′.
The rest of this section will be devoted to the proof of this proposition. First, we notice that due to the last estimate
of Proposition 2.1 and the fact that θ1 > 1, we can replace πε by γ (γ−1)2 ρ
γ−2φ2ε . Also, since
ρε
ρ
converges to 1 in
L∞Lγ , it is enough to pass to the limit in ρεuε⊗ρεuε
ρ
instead of ρεuε ⊗ uε . We recall that the fact that γ > N implies
that ρεuε is in L2L2.
To prove the proposition, we first assume that ρε , uε and φε are regular in the x variable, namely that they are
bounded in L∞((0, T );Hs) for all s  0. Applying the operator Pρ to the momentum equation yields that Pρ(ρεuε)
is compact in L2((0, T ) × Ω) and converges to ρu. This allows us to pass to the limit in the first two terms of the
decomposition ρεuε ⊗ ρεuε = P(ρεuε) ⊗ (ρεuε) + Q(ρεuε) ⊗ P(ρεuε) + Q(ρεuε) ⊗ Q(ρεuε). The main difficulty
is the third term. We apply the operators (I − Pρ) to the momentum equation. Hence, we get:{
∂tρ∇ψε + γ
ε
ρ∇(ργ−2φε) = ρFε,
∂tφε + div(ρ∇ψε) = 0,
(29)
where Fε is bounded in L1((0, T );Hs) for all s  0. We have the following lemma:
Lemma 3.2. Assume that φε and ψε are bounded in L∞Hs , that Fε is bounded in L1((0, T );Hs) for all s  0 and
that (29) holds, then
div(ρ∇ψε ⊗ ∇ψε) + γ (γ − 1)2 ∇(ρ
γ−2φ2ε ) converges weakly to ρ∇p in D′. (30)
To prove this lemma, we write:
div(ρ∇ψε ⊗ ∇ψε) (31)
= ρ∇ |∇ψε|
2
2
+ div(ρ∇ψε)∇ψε (32)
= ρ∇ |∇ψε|
2
2
− ε∂tφε∇ψε (33)
= ρ∇ |∇ψε|
2
2
− ε∂t (φε∇ψε) + εφε∂t (∇ψε) (34)
= ρ∇ |∇ψε|
2
2
− ε∂t (φε∇ψε) − γφε∇(ργ−2φε) + εφεFε. (35)
A simple computation shows that
φε∇(ργ−2φε) = (2 − γ )ρ∇
(
ργ−3 φ
2
ε
2
)
+ ∇
(
(γ − 1)ργ−2 φ
2
ε
2
)
. (36)
Hence,
div(ρ∇ψε ⊗ ∇ψε) + γ (γ − 1)2 ∇(ρ
γ−2φ2ε ) = ρ∇
( |∇ψε|2
2
+ γ (γ − 2)
2
ργ−3φ2ε
)
− ε∂t (φε∇ψε) + εφεFε. (37)
Passing to the limit ends the proof of the lemma.
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depend on the acoustic waves. However, the method we present here can also be used in cases where this cancellation
does not occur (this is for instance the case for polytropic flows [4]) and we will come back to this problem in a
forthcoming work. In this case, one has to understand the evolution of the acoustic waves and take into account
for the equation of the average flow (see also [29]). This requires the use of some special geometry to perform the
resonances analysis. We also note that in [7], it was proved that acoustic waves are damped due to the Dirichlet
boundary condition.
Now, we only assume that φε is compact in space in the sense that for 1 p < ∞,∥∥φε(t, x + h) − φε(t, x)∥∥Lp(L2) → 0, (38)
uniformly in ε when |h| goes to zero. Here, the function φε is extended by 0 in Ωc . This assumption (38) will be
proved in the next section. We define χδ(x) = δ−Nχ( xN ) where χ is a test function compactly supported in the unit
ball of RN and such that
∫
χ = 1. Then, (38) is also equivalent to the fact that∥∥φε(t, .) ∗ χδ − φε(t, x)∥∥Lp(L2) → 0, (39)
uniformly in ε when δ goes to zero
To pass to the limit in the term div(ρεuε ⊗uε)+∇πε , it is enough to pass to the limit locally in space. We consider
a ball B such that B is included in Ω . We introduce the projector PBρ for functions in L2(B) by m = PBρ m + ρ∇ψ
and divPBρ m = 0, PBρ m.n = 0 on ∂B . We also define QBρ = I − PBρ . In the sequel, we denote P = PBρ and Q = QBρ
if there is no ambiguity. We would like to prove that
div(ρεuε ⊗ uε) + ∇πε converges weakly to div(ρu ⊗ u) + ρ∇p in D′(B). (40)
This is actually, equivalent to proving the convergence towards,
div
(
P(ρu) ⊗ P(ρu)
ρ
)
+ ρ∇p′,
for some p′ ∈D′ since ρu is divergence free.
We define the regularization operator in the x variable Rδ by Rδu = χδ ∗ u for u ∈ L2(Ω) or L2(B), where the
function u is extended by 0 is Ωc or Bc .
Using that uε is bounded in L2(H 1), we deduce that uε is compact in space in the sense that (38) holds with p = 2.
Then, using that ρε converge to ρ in L∞Lγ , we deduce that ρεuε is also compact in space in the sense that (38) holds
with p = 2.
Taking a test function f in C∞0 (B) such that divf = 0, namely Pf = f , we deduce from the momentum equation
that for 0 < s < t , we have:
∫
B
ρεuε(t)
f
ρ
dx −
∫
B
ρεuε(s)
f
ρ
dx =
t∫
s
ρεuεuε.∇f − μ∇uε∇ f
ρ
− ξ divuε div
(
f
ρ
)
+ πε
(
f
ρ
)
. (41)
This implies the equicontinuity in time with values in H−s for s big enough of P(ρεuε). Hence, P(ρεuε) converges
strongly to P(ρu) in L2(0, T ;L2(B)) (see for instance Lemma 5.1 of [21]).
To find the limit of the product ρεuε ⊗uε , we consider as above ρεuε⊗ρεuερ since ρερ converges to 1 in L∞Lγ . Then,
we decompose it using P and Q, namely we write:
ρεuε ⊗ ρεuε = P(ρεuε) ⊗ (ρεuε) + Q(ρεuε) ⊗ P(ρεuε) + Q(ρεuε) ⊗ Q(ρεuε). (42)
It is easy to pass to the limit weakly in the first two terms and recover:
ρu ⊗ ρu − Q(ρu) ⊗ Q(ρu).
Then, we notice that since ρu is divergence free then divQ(ρu) = div(ρ∇ψ) = 0 then
div(ρ∇ψ ⊗ ∇ψ) = ρ∇ |∇ψ |
2
2
. (43)
Hence, it remains to understand the limit of the third term, namely Q(ρεuε) ⊗ Q(ρεuε).
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Q(ρεuε) ⊗ Q(ρεuε) − QRδ(ρεuε) ⊗ QRδ(ρεuε) (44)
goes to zero in L1L1 when δ goes to zero uniformly in ε. Hence, it remains to understand the limit of
(QRδ(ρεuε) ⊗ QRδ(ρεuε)) and more precisely of div(QRδ(ρεuε) ⊗ QRδ(ρεuε)). This is actually related to the
limit of γ (γ−1)2 ∇(ργ−2(Rδφε)2).
Notice also that the same regularization argument as above shows that γ (γ−1)2 (ρ
γ−2(φε)2)− γ (γ−1)2 (ργ−2(Rδφε)2)
converges when ε goes to zero to some rδ which goes to zero in L1L1 when δ goes to zero.
Hence, to conclude, it is enough to prove that
div
(
QRδ(ρεuε) ⊗ QRδ(ρεuε)
)+ γ (γ − 1)
2
∇(ργ−2(Rδφε)2)→ ρ∇p + rδ in D′(B), (45)
when ε goes to zero where rδ converges weakly to 0, when δ goes to zero. The proof is similar to the proof of
Lemma 3.2. Indeed, applying Rδ to the momentum equation and the continuity equation, we get:{
∂tRδ(ρεuε) + γ
ε
ρ∇(ργ−2Rδφε) = ρFε,δ − γ
ε
[Rδ,ρ∇ργ−2]φε,
∂tRδφε + divRδ(ρεuε) = 0,
(46)
where for each δ > 0, Fε,δ is bounded uniformly in ε in L1((0, T );Hs(B)). The commutator Lemma 3.3 yields that
[Rδ,ρ∇ργ−2]φε goes to zero in L2((0, T ) × Ω) when δ goes to zero uniformly in ε. Indeed,
[Rδ,ρ∇ργ−2]φε = [Rδ,ρ]∇(ργ−2φε) + ρ∇[Rδ,ργ−2]φε, (47)
and we apply point (2) of the lemma to the first term and point (1) of the lemma to the second term. We denote
QRδ(ρεuε) = ρ∇ψε,δ and φε,δ = Rδφε . Hence, (37) becomes:
div(ρ∇ψε,δ ⊗ ∇ψε,δ) + γ (γ − 1)2 ∇(ρ
γ−2φ2ε,δ)
= ρ∇
( |∇ψε,δ|2
2
+ γ γ − 2
2
ργ−3φ2ε,δ
)
− ε∂t (φε,δ∇ψε,δ) + εφεFε,δ − γ
ρ
[Rδ,ρ∇ργ−2]φεφε,δ. (48)
Hence, sending ε to zero and then δ to zero yields the result. It remains to prove the following commutator lemma.
Lemma 3.3. (1) For f ∈ L2(RN) and g ∈ C2(RN), we have:∥∥Rδ(fg) − gRδ(f )∥∥L2  C‖f ‖L2δ, ∥∥Rδ(fg) − gRδ(f )∥∥H 1  C‖f ‖L2, (49)
where C depends only on g. Moreover,
Rδ(fg) − gRδ(f )
δ
→ 0 in L2 when δ → 0, (50)
and
Rδ(fg) − gRδ(f ) → 0 in H 1 when δ → 0. (51)
(2) For f ∈ H−1(RN) and g ∈ C2(RN), we have:∥∥Rδ(fg) − gRδ(f )∥∥L2  C‖f ‖H−1, (52)
and Rδ(fg) − gRδ(f ) goes to zero in L2 when δ goes to zero.
To prove this lemma, we write:
Rδ(fg) − gRδ(f )(x) =
∫
RN
(
g(y) − g(x))f (y)χδ(x − y)dy (53)
= δ
∫
N
g(y) − g(x)
|y − x| f (y)χδ(x − y)
|y − x|
δ
dy, (54)
R
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∇(Rδ(fg) − gRδ(f ))(x) (55)
=
∫
RN
(
g(y) − g(x))f (y)∇χ(x − y
δ
)
dy
δN+1
− ∇(g)Rδ(f )(x) (56)
=
∫
RN
g(y) − g(x)
|y − x| f (y)∇χ
(
x − y
δ
) |y − x|
δN+1
dy − ∇(g)Rδ(f )(x), (57)
which yields the result. To prove the convergence when δ goes to zero, we approximate f by a sequence fn in H 1 and
observe that if fn ∈ H 1, then the same argument yields ‖Rδ(fng) − gRδ(fn)‖H 1  C‖fn‖H 1δ. This ends the proof
of the first point
The proof of the second point is similar. We only have to integrate by parts the derivative on f . We leave the details
to the reader. This ends the proof of the lemma.
Notice in particular that if fε is compact in L2 then, [Rδ,g]fε goes to zero in L2 uniformly in ε.
4. Space compactness of φε
In this section, we prove that φε is compact in x, namely
Proposition 4.1. Under the conditions of Theorem 1.1, we have∥∥φε(t, .) ∗ χδ − φε(t, x)∥∥Lp(L2) → 0 (58)
for each p > 1 when δ goes to zero uniformly in ε.
We take a ball B or radius r in Ω and we introduce the operator S defined on W−1,r (B) with values in Lr(B) by
the following. For g ∈ W−1,r (B), S(g) = p where (u,p) solves the Stokes problem⎧⎪⎨
⎪⎩
−u + ρ∇p = g in B,
∫
B
p = 0,
u = 0 on ∂B, div(ρu) = 0.
(59)
Applying S to the momentum equation of (1), we get
∂tS(ρεuε) + S div
(
ρεuε ⊗ uε
)
+ h + γ
ε
(
ργ−2φε − 1|B|
∫
B
ργ−2φε
)
+ S(∇πε) = 0, (60)
where h = S(−μuε − ξ∇ divuε). We denote fε = ργ−2φε , hence the continuity equation becomes ε∂fε +
ργ−2 div(ρεuε) = 0.
We define R˜δ = I −Rδ . We apply R˜δ to (60) and to the continuity equation. We take δ < r/2, hence we get in Br/2:⎧⎪⎨
⎪⎩
∂t R˜δS(ρεuε) + R˜δS div(ρεuε ⊗ uε) + R˜δh + γ
ε
R˜δfε + R˜δS(∇πε) = 0,
∂t R˜δfε + 1
ε
ργ−2 div(R˜δρεuε) + 1
ε
[R˜δ, ργ−2 div](ρεuε) = 0.
(61)
Hence, we deduce that
∂t
(
R˜δfεR˜δS(ρεuε)
)+ 1
ε
ργ−2 div
(
R˜δ(ρεuε)R˜δS(ρεuε)
)
− 1
ε
ργ−2R˜δ(ρεuε).∇R˜δS(ρεuε) + 1
ε
[R˜δ, ργ−2 div](ρεuε)R˜δS(ρεuε)
+ R˜δfε
(
R˜δS div(ρεuε ⊗ uε) + R˜δh
)+ γ
ε
|R˜δfε|2 + R˜δfεR˜δS(∇πε) = 0. (62)
We consider a test function Φ(t, x) with support in Br/2 × [0, T ) and such that Φ(t, x) = 1 on Br/4 × [0, T /2).
We claim that
N. Masmoudi / J. Math. Pures Appl. 88 (2007) 230–240 239Lemma 4.2.
∫ T
0
∫
Br/2
γΦ|R˜δfε|2 goes to zero when δ goes to zero uniformly in ε.
Multiplying (62) by εΦ , we get:
T∫
0
∫
Br/2
γΦ|R˜δfε|2 = ε
∫
Br/2
(
R˜δf
0
ε R˜δS(m
0
ε)
)
+
T∫
0
∫
Br/2
(
R˜δ(ρεuε)R˜δS(ρεuε)
) : ∇(ργ−2Φ)
+
T∫
0
∫
Br/2
Φ
(
ργ−2R˜δ(ρεuε).∇R˜δS(ρεuε) − [R˜δ, ργ−2 div](ρεuε)R˜δS(ρεuε)
)
− ε
T∫
0
∫
Br/2
Φ
(
R˜δfε
(
R˜δS div(ρεuε ⊗ uε) + R˜δh
)+ R˜δfεR˜δS(∇πε)). (63)
We can check easily that all the terms appearing on the right-hand side go to zero when δ goes to zero uniformly
in ε. Indeed, for the second and third terms of the right-hand side, we use that ρεuε is compact in x, to deduce that
R˜δ(ρεuε) goes to zero in L2 when δ goes to zero uniformly in ε. We notice in particular that ∇R˜δS(ρεuε) is bounded
in L2 by applying (2) of Lemma 3.3. For the forth term, we also use that [R˜δ, ργ−2 div](ρεuε) is uniformly bounded in
L2. For the fifth term, we use that ρεuε ⊗ uε is bounded in L1Lp where 1p = 1γ + N−2N and hence R˜δS div(ρεuε ⊗ uε)
is bounded in the same space. Moreover, let p′ be such that 1
p′ = 1 − 1p . Hence, p′ < N < γ . If p′  2, then we
use that R˜δfε is bounded in L∞L2. If p′ > 2, let α, 0 < α < 1 be such that p′ = αγ + 2(1 − α). Hence, using
that (R˜δfε)2 and (εR˜δfε)γ are bounded in L∞L1, we deduce that εγα(εR˜δfε)p
′ is also bounded in L∞L1, hence
ε2(α−1)(εR˜δfε)p
′ ∈ L∞L1 and ‖εR˜δfε‖L∞Lp′  Cε2(1−α)/p
′
. This proves that the fifth term goes to zero. For the last
term, we use that |πε| φ2ε + εγ−2φγε and hence πε can be decomposed as πε = lε + hε where ε2/3lε goes to zero in
L3/2 and ε2/(γ+1)hε goes to zero in L(γ+1)/γ when ε goes to zero. Here, we have used that ε|φε|3 and εγ−1|φε|γ+1
go to zero in L1 when ε goes to zero. Then, using that S∇ , is bounded on Lp , p > 1, we deduce that the last term can
be bounded by,
C‖ε1/3φε‖L3‖ε2/3lε‖L3/2 + C‖ε(γ−1)/(γ+1)φε‖Lγ+1‖ε2/(γ+1)hε‖(γ+1)/γ , (64)
which goes to zero when ε goes to zero. Moreover, it is clear that for fixed ε, the term goes to zero when δ goes to
zero. This ends the proof of the lemma.
The previous lemma yields the local compactness in x of φε , namely that for each compactly supported function
Φ(x) ∈ C∞0 (Ω), Φφε is compact in x in the sense that (58) holds for Φφε with p = 2. We can go from this local
compactness to a global compactness using that φε is bounded in Lθ+1 where θ + 1 > 2. Then, we get that (58) holds
for all p > 1 using that φε is bounded in L∞L2.
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