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Abstract
In this paper we derive the distribution of elementary divisors and the canonical form of
random symmetric matrices with independent entries distributed according to the Haar measure
on Zp for odd primes p. As an example of an application, we give an alternative proof for the result
of Bhargava, Cremona, Fisher, Jones, and Keating on the probability that a random quadratic
form over Zp has a non-trivial zero.
1 Introduction
Let p be prime, and let Mn(Zp) denote the set of n× n matrices over the p-adic integers Zp. For any
non-singular X ∈ Mn(Zp) there is a decomposition X = UΣV , where U, V ∈ K := GLn(Zp), and
Σ = diag(pk1 , . . . , pkn) with ki non-negative integers such that k1 ≤ . . . ≤ kn. This sequence is unique
and is called the sequence of elementary divisors. The elementary divisors define the equivalence class
of p-adic matrices with respect to left and right multiplication by GLn(Zp), and are analogous to
singular values of matrices with complex entries. The matrix Σ is sometimes called the Smith normal
form of X.
Let X ∈ Mn(Zp) be random, in particular, take its entries xij to be independent random variables
distributed uniformly on Zp according to the Haar measure. Denote the corresponding measure on
Mn(Zp) by µ. The elementary divisors are then also random variables with some joint distribution,
and the probability that a random matrix X is in a class defined by Σ is the measure of the double
coset KΣK. Similarly to the real or complex case, X is non-singular with probability 1, so we can
restrict non-singular matrices.
The joint distribution of elementary divisors and its structure were studied in the more general
case of local fields by Macdonald from the point of view of the Hecke ring of GLn in his book on
symmetric functions [22]. It follows from his work that for k = (k1, . . . , kn) and Σ = diag(p
k)
µ(KΣK) = pin p
−∑i(n−i)kiPk(p−1, p−2, . . . , p−n; p−1),
where pin = p
−n2 |GLn(Fp)| is the density of invertible matrices over Fp, and Pk(x1, . . . , xn; t) is the
Hall-Littlewood polynomial for the partition k. Much later, Evans [15] studied the distribution from
the probabilistic point of view. He showed by methods similar to Brent, McKay [7] and Fulman [17]
that one can construct a Markov chain from the multiplicities of elementary divisors, and rederived
the distribution in a different form:
µ(KΣK) =
pi2n
pim0pim1 · · ·pimk · · ·
p−(n−m0)
2−(n−m0−m1)2−...−(n−m0−...−mk)2−...,
where mk = #{i : ki = k} are the multiplicities of elementary divisors, coefficients pij are as defined
above for j ≥ 1, and pi0 := 1. Although both Macdonald and Evans considered square matrices, the
formula easily generalises to rectangular ones.
1
ar
X
iv
:2
00
8.
10
73
2v
1 
 [m
ath
.N
T]
  2
4 A
ug
 20
20
The aim of this paper is to extend this study to symmetric matrices. We consider random matrices
with entries distributed according to the Haar measure on Zp for odd primes p, and compute both
the distribution of elementary divisors, and the distribution of equivalence classes with respect to
conjugation by GLn(Zp) and GLn(Qp). Our approach was motivated by classical Random Matrix
Theory and the idea of reducing a certain class of problems to studying the joint distribution of
eigenvalues or singular values, and we hope to contribute to a more unified framework over different
base fields such as finite fields and local fields.
Let Sn(Zp) denote the set of symmetric n × n matrices over Zp. For any non-singular matrix
X ∈ Sn(Zp) there exists a matrix U ∈ GLn(Zp) such that X = UΣSU>, where Σ = diag{pk1 , . . . , pkn}
is the matrix of elementary divisors, and S = diag{a1, . . . , an} is the matrix of signatures with ai being
either 1 or an arbitrary fixed non-square r. The elementary divisors are determined uniquely, and so
will be the signatures ai if put in the canonical form depending on Σ.
The results of this paper are as follows.
Theorem 1.1. Let X be a random n × n symmetric matrix with independent entries distributed
according to the Haar measure on Zp. Let Σ = diag{pk1 , . . . , pkn} be a matrix of elementary divisors
and S = diag{1, . . . , 1, a0, . . . , 1, . . . , 1, ak, . . .} be an admissible matrix of signatures in the canonical
form. Let mk = #{i : ki = k} and sk be the corresponding quadratic characters
(
ak
p
)
. Then
P{X ∈ KΣSK>} = pin
αs0m0α
s1
m1 · · ·αskmk · · ·
n∏
j=1
p−kj(n−j+1),
where αsj = p
−j(j−1)/2|Osj(Fp)| for j ≥ 1 is the density of the orthogonal group over Fp, and α+0 = 1.
Note that
∑
kmk = n, so only finitely many mk are positive, and the product in the denominator
is effectively finite as pimk = 1 for all mk = 0. Moreover, if mk = 0, then sk = +.
Corollary 1.2. For a random symmetric matrix defined as above the probability that its matrix of
elementary divisors is Σ equals
P{X ∈ KΣK} = pin
βm0 · · ·βmk · · ·
n∏
j=1
p−kj(n−j+1),
where βt =
∏b t2 c
i=1(1− p−2i).
There are several ways to prove this theorem. The one we pursue is as follows. Fix Σ and reduce
to a counting problem over Z/pKZ for some big integer K. Compute the size of the stabiliser of Σ
over Z/pKZ by counting the number of solutions to UΣU> = Σ which can either be treated as a
matrix equation, or as n(n+ 1)/2 equations in n2 variables. Reduce this system to a system over Fp,
then lift the solutions back to Z/pKZ and eventually Zp via Hensel’s lemma.
We also use the distribution of equivalence classes with respect to GLn(Zp) to obtain a recurrence
equation of the distribution of classes with respect to GLn(Qp) and solve this equation resulting in
the following proposition for quadratic forms over Zp.
Proposition 1.3. Let Q be a random quadratic form in n variables with independent coefficients
distributed according to the Haar measure on Zp. Let d(Q) be its discriminant and c(Q) be its Hasse
invariant, and let ε :=
(
−1
p
)
. Then if n is odd,
Pn{d(Q) = a, c(Q) = b} =

1
4(1+1/p) + b
pin
4βn+1βn−1
, if a ∈ {1, r};
1
4p(1+1/p) + bε
(
ε
p
)n+1
2 pin
4βn+1βn−1
, if a ∈ {p, pr};
2
and if n is even,
Pn{d(Q) = a, c(Q) = b} =

(1+s( εp )
n/2
)(1− s
p2
( εp )
n/2
)
4(1+1/p)(1−1/pn+1) + b
pin
2βnαsn
, if a ∈ {1, r} and s =
(
a
p
)
;
1−1/pn
4p(1+1/p)(1−1/pn+1) , if a ∈ {p, pr}.
In the last section of this paper we provide a few examples of applications for the densities we
obtained. First, we use the distribution of elementary divisors from Cor 1.2 to derive the distribution
of ranks and determinants over Z/pkZ. Second, we give examples of sets of matrices over Z where the
local-global principle holds, and compute the local densities for these sets.
Finally, we show several ways of deriving the probability of isotropy i.e. existence of a non-
trivial zero for random quadratic forms in n ≤ 4 variables. A quadratic form over Zp in n ≥ 5 is
always isotropic and for the cases of n = 2, 3, 4 the probability of isotropy was obtained by Bhargava,
Cremona, Fisher, Jones, and Keating [5] through a recursive computation over finite fields. Though
their way of deriving these formulae lies in a different framework of recursive computation, and is
capable of solving a much bigger class of problems (see Bhargava [2], Bhargava, Cremona, and Fisher
[3] [4]), ours might be more straightforward and easier to interpret specifically for quadratic forms.
Corollary 1.4. Let Q be a random quadratic form in n variables with coefficients distributed inde-
pendently according to the Haar measure on Zp. Then
P{Q is isotropic} =

1
2 , if n = 2;
1− 12(1+1/p)2 , if n = 3;
1− 1−1/p4(1+1/p)2(1−1/p5) , if n = 4.
We note that putting the Haar measure on the entries of a matrix is a natural choice for density
problems since it is simply the counting measure, but there is also another less obvious reason. The
Haar measure on the ring of integers of a local field is analogous to the standard Gaussian measure
over R due to its invariance properties (for exposition see Evans [14]), which makes such a random
matrix the analogue of a random matrix from the Gaussian Orthogonal Ensemble of Random Matrix
Theory. In this setup, it is also interesting to compare the distribution of the elementary divisors with
the distribution of the singular values of GOE.
Random Matrix Theory over fields other than complexes has mostly been developing independently
of the theory over the complex numbers. For an overview of Random Matrix Theory over finite fields
and in particular cycle index techniques see Fulman [17], and for an overview of rank problems and
Stein’s method see Fulman and Goldstein [18]. One of the recent results exploring the similarities
between theory over different fields is due to Gorodetsky and Rodgers [20], in particular, they prove
the finite field analogue of the fundamental result of Diaconis and Shahshahani [11] on the convergence
of traces of unitary matrices to the normal distribution.
Random p-adic matrices have been studied to a smaller extent and mostly in a very different
context. Some of the recent developments in this area are the works of Ellenberg, Jain, and Venkatesh
[13], Maples [23], Matchett Wood [29] on the connection with Cohen-Lenstra heuristics, and for the
heuristics for ranks of elliptic curves based on random symmetric and alternating matrices see Poonen
and Rains [27], Bhargava, Kane, Lenstra, Poonen, and Rains [6], Poonen [26], Park, Poonen, and
Matchett Wood [24].
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2 Preliminaries
Let us first discuss general p-adic matrices without the symmetry constraint. Let Mn(Qp) be the set
of all n × n matrices with entries in p-adic numbers Qp, and Mn(Zp) be its subset of matrices with
integral entries. Let ν be the Haar measure on Qp normalised so that ν(Zp) = 1. The measure µ on
Mn(Qp) is the direct product of n2 measures ν on its entries with µ (Mn(Zp)) = 1.
The general linear group GLn(Qp) is the set of invertible n× n matrices with entries in Qp. The
general linear group K := GLn(Zp) is its subgroup of invertible n× n matrices over Zp, or
GLn(Zp) := {A ∈ Mn(Zp) : det(A) ∈ Z×p } = {A ∈ Mn(Zp) : |det(A)|p = 1}.
As a set GLn(Zp) is both open and compact with pin := µ
(
GLn(Zp)
)
=
∏n
k=1
(
1 − p−k). As a
group GLn(Zp) is the largest compact subgroup of GLn(Qp), and in this sense it corresponds to the
unitary group over Euclidean spaces. Moreover, unitary matrices represent isometries, and preserve
the Frobenius norm of a complex matrix, while the matrices from GLn(Zp) instead preserve the
max-norm ‖A‖p = max |aij |p of p-adic matrices.
Lemma 2.1. Let A ∈ Mn(Qp) and γ ∈ GLn(Zp). Then ‖γA‖p = ‖Aγ‖p = ‖A‖p.
Proof. For any γ ∈ GLn(Zp) we have ‖γ‖p = 1, otherwise all γij ∈ pZp hence det(γ) ∈ pZp. Same
holds for γ−1 ∈ GLn(Zp). Let B = γA, then for any bij =
∑n
k=1 γikakj we have
|bij |p ≤ max
k
|γikakj |p ≤ max |γik|p max |akj |p ≤ ‖γ‖p‖A‖p = ||A||p,
hence ‖B‖p ≤ ‖A‖p. Conversely, for A = γ−1B, ‖A‖p ≤ ‖γ−1‖p‖B‖p = ‖B‖p, so ‖B‖p = ‖A‖p.
Any complex matrix has a canonical form obtained via factoring out by the unitary group Un(C),
which is a maximal subgroup of GLn(C). For any A ∈ Mn(C) there exist U, V ∈ Un(C) such
that A = USV ∗, where S is the diagonal matrix with entries σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0 defined
uniquely. These are called the singular values of A. Similarly, for any A ∈ Mn(Qp) there exists a
decomposition A = UΣV , where U, V ∈ GLn(Zp), and Σ = diag(pk1 , . . . , pkn) with ki integers such
that −∞ < k1 ≤ . . . ≤ kn ≤ +∞. This sequence is unique and is called the sequence of elementary
divisors. Note that ki = +∞ is possible with p+∞ = 0 since |p+∞|p = p−∞ = 0. In this case the
matrix is singular.
We also note that the elementary divisor decomposition exists more generally over principal ideal
rings, and is sometimes called the Smith normal form. For general theory see Brown’s book [9].
Now let us give a simple proof for the distribution of elementary divisors for general matrices
over Zp without using either symmetric function theory or Markov chains. If we restrict to Mn(Zp),
then ki ≥ 0. Moreover, we can also assume that all ki < +∞, since the set of singular matrices
V = {X ∈ Mn(Qp) : det X = 0} has measure zero. So further we will restrict to the group of
non-singular matrices M˜n(Zp) := Mn(Zp) ∩GLn(Qp). We will also need the following two lemmas.
Lemma 2.2. For any measurable subset A ⊆ Mn(Qp) with finite measure and γ ∈ Mn(Qp) we have
µ(γA) = µ(A)|det(γ)|n.
Proof. For isometries γ ∈ GLn(Zp) we have µ(γA) = µ(A). Due to the elementary divisor decomposi-
tion it suffices to consider γ = diag{pk1 , . . . , pkn}. Left-multiplying by a diagonal matrix corresponds
to row-wise multiplication by its diagonal entries. Since µ is a direct product of the Haar measures,
µ
(
γA) = µ(A)∏
k
(p−k)mkn = µ(A)|det(γ)|n.
Alternatively, if Mn(Qp) is an n2-dimensional space over Qp then for a measurable set A and a linear
operator T : Mn(Qp)→ Mn(Qp) corresponding to multiplication by γ we have
µ(TA) = |detT | µ(A) = |det γ|cµ(A).
If γ is diagonal, T is an n2 × n2 diagonal matrix with entries of γ repeated n times, so c = n.
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For a matrix γ ∈ M˜n(Zp) define Cγ := K ∩ γKγ−1. In particular, for Σ = diag{pk1 , . . . , pkn} with
multiplicities mk = #{i : ki = k} we have
CΣ =

GLm0(Zp) Mm0×m1(Zp) Mm0×m2(Zp) · · ·
Mm1×m0(pZp) GLm1(Zp) Mm1×m2(Zp) · · ·
Mm2×m0(p
2Zp) Mm2×m1(pZp) GLm2(Zp) · · ·
...
...
. . .
Mmk×m0(p
kZp) Mmk×m1(pk−1Zp) · · · · · · GLmk(Zp)
...
...
...
. . .

.
Lemma 2.3. Let Σ = diag{pk1 , . . . , pkn} with 0 ≤ k1 ≤ . . . ≤ kn and mk = #{i : ki = k}, then
µ
(
CΣ
)
= p−D(Σ)
∞∏
k=0
pimk ,
where D(Σ) =
∑
0≤i<jmimj(j − i) =
∑
1≤i<j≤n(kj − ki).
Proof. Divide a matrix A ∈ CΣ into blocks Ai,j of size mi × mj . Using that the entries of A are
independent, we obtain
µ(CΣ) =
∏
0≤i<j
p−mimj(j−i)
∞∏
k=0
pimk =
∏
1≤i<j≤n
p−(kj−ki)
∞∏
k=0
pimk ,
since Ai,i ∈ GLmi(Zp), Ai,j ∈ Mmi×mj (Zp) for i > j, and Ai,j ∈ pj−iMmi×mj (Zp) for i < j.
Proposition 2.4. Let X be a random n × n matrix with independent entries distributed according
to the Haar measure on Zp. Then its matrix of elementary divisors is Σ = diag{pk1 , . . . , pkn} with
probability
P{X ∈ KΣK} = pi
2
n
pim0 · · ·pimk · · ·
|det Σ|npD(Σ) .
Proof. As K = GLn(Zp) is a subgroup of the group M˜n(Zp), represent M˜n(Zp) as a disjoint union of
double K-cosets. For every coset there is a set of coset representatives so that
KΣK =
⋃
γ∈K
γΣK =
⊔
γΣK∈KΣK/K
γΣK
is a disjoint union. The number of left cosets of K equals [K : CΣ] with CΣ = K ∩ ΣKΣ−1, not
necessarily finite. Let FΣ be a fundamental domain for right multiplication by CΣ, then
K =
⊔
γ∈FΣ
γCΣ.
Sets γCΣ are open and compact, so
⊔
γ∈FΣ γCΣ is a disjoint open-compact cover of the open-compact
set K. Then this cover has a finite subcover which coincides with the cover itself. Using that FΣ is
finite and µ is invariant under multiplication by γ ∈ GLn(Zp) we get
µ(K) =
∑
γ∈FΣ
µ(γCΣ) =
∑
γ∈FΣ
µ(CΣ) = |FΣ| µ(CΣ).
Thus |FΣ| = [K : CΣ] = [K : K ∩ ΣKΣ−1] = µ(K)/µ(CΣ) and
µ(KΣK) =
∑
γΣK∈KΣK/K
µ(γΣK) =
∑
γΣK∈KΣK/K
µ(ΣK) = |FΣ| µ(ΣK) = µ(K)µ(ΣK)
µ(CΣ)
.
Finally, use Lemma 2.2 and Lemma 2.3 to obtain the statement of the proposition.
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One can also do a similar proof for rectangular matrices with a slightly different Orbit-Stabiliser
argument. Let n > m and let Kn,m ⊆ Mn×m(Zp) denote the set of n × m matrices consisting
of m linearly independent mod p columns. Then for X ∈ Mn×m(Zp) there exist U ∈ Kn,m and
V ∈ Km = GLm(Zp) such that X = UΣV with Σ = diag(pk). In this case
µ(Kn,mΣKm) =
µ(Kn,m)µ(ΣKm)
µ(CΣ)
=
pinpim
pin−mpim0 . . .
pD(Σ)|det Σ|m.
Moreover, the proof works for any p-adic number field with Zp replaced by the corresponding ring of
integers and Fp replaced by the corresponding residue field. This has a nice immediate consequence.
Corollary 2.5. Let n,m ∈ N with n ≤ m. Let X be a random n×m matrix with independent entries
distributed uniformly on Fq, then
P{rk X = n− r} = q−r(m−n+r) pin(q)pim(q)
pir(q)pim−n+r(q)pin−r(q)
,
where pij(q) =
∏j
i=1(1− q−i). In particular, when n = m,
P{rk X = n− r} = q−r2 pin(q)
2
pir(q)2pin−r(q)
.
Note that in the proof of Prop. 2.4 we have used the fact that measure µ is invariant under
multiplication by elements of GLn(Zp). The Haar measure on pNZp is the only entry-wise measure
that has this property [14], just like the Gaussian measure over R. However it is possible to define a
measure invariant under multiplication by GLn(Zp) on the whole group Mn(Zp) e.g. the Haar measure
on Mn(Zp) with dHX =
∏
µ(dxij)/|detX|n, or simply define a measure that only depends on Σ.
Macdonald [22] showed that for the Haar measure µH on Mn(Zp) normalised so that µH(K) = 1
the equivalence classes are distributed as follows:
µH(KΣK) = p
−∑i(n−i)kiPk(pn−1, pn−2, . . . , 1; p−1),
where Pλ(x1, . . . , xn; t) is the Hall-Littlewood polynomial defined by
Pλ(x1, . . . , xn; t) =
(1− t)n∏∞
i=0
∏mi(λ)
j=1 (1− tj)
∑
σ∈Sn
σ
xk∏
i<j
xi − txj
xi − xj
 .
We have µ(KΣK) = pin|det Σ|nµH(KΣK), and it is also easy to see from the definition above that
A−|λ|Pλ(x1, . . . , xn; t) = Pλ(x1/A, . . . , xn/A; t). Then µ(KΣK) equals
pin|det Σ|np−
∑
i(n−i)kiPk(pn−1, pn−2, . . . , 1; p−1) = pinp−
∑
i(n−i)kiPk(p−1, p−2, . . . , p−n; p−1).
We find it helpful to think of the joint distribution both in terms of the measure of the quotient,
and in terms of symmetric functions. Both of these approaches are mirrored in classical Random
Matrix Theory. The first one corresponds to computing the Jacobian of the change of variables from
the entries of the matrix to the parameters of the decomposition; here instead of the Jacobian we have
the Radon-Nykodim derivative. The second one is essentially the Representation Theory approach,
which is more recent, but has lead to many deep insights in Random Matrix Theory. For reference,
see the work of Diaconis and Shahshahani [11], and the exposition by Gamburd [19].
Now let p be an odd prime, and let Sn(Zp) be the set of symmetric matrices over Zp. This is an
n(n + 1)/2-dimensional module over Zp isomorphic to the module Qn(Zp) of quadratic forms over
Qp in n variables, so we will use symmetric matrices and quadratic forms interchangeably. In this
setting it does not matter if we consider quadratic forms over Zp or Qp since quadratic forms are
homogeneous, but the former is more convenient.
6
We will use the following notation throughout the paper. Let r ∈ Z×p be a fixed non-square in Zp;
it is also a non-square mod p. Define
χ(x) :=

1, if x ∈ Z×p ∩ (Zp)2;
−1, if x ∈ Z×p \ (Zp)2;
0, if x ∈ pZp.
So χ(1) = 1 and χ(r) = −1. Denote χ(−1) by ε. Let 〈a, b〉 denote the Hilbert symbol, that is
〈a, b〉 =
{
1, ax2 + by2 = z2 has a non-trivial solution over Fp;
0, otherwise.
A non-singular p-adic quadratic form Q has two invariants: the discriminant d(Q) ∈ Q×p /(Q×p )2 ∼=
{1, r, p, pr}, and the Hasse invariant c(Q) ∈ {±1}. If Q = diag{a1, . . . , an}, then
d(Q) =
n∏
i=1
ai, c(Q) =
∏
1≤i<j≤n
〈ai, aj〉 .
For any Q ∈ Sn(Qp) there exists a matrix U ∈ GLn(Qp) such that Q = UDU>, where D is the
representative of the corresponding class defined by d(Q) and c(Q). There are only 2|Q×p /(Q×p )2| = 8
classes altogether. Note that this is very different from the spectral decomposition of a real symmetric
matrix, where the diagonal entries of D are the eigenvalues of the matrix, and U is the unitary matrix
of eigenvectors. It is possible to consider a different decomposition which would be analogous to the
spectral decomposition (for example, see [17]), but this is not the subject of this paper.
If we restrict to U ∈ GLn(Zp), we have to account for scaling by powers of p. For any Q ∈ Sn(Zp)
there exists U ∈ GLn(Zp) such that Q = UΣSU>, where Σ is the matrix of elementary divisors, and
S = S(Σ) is the matrix of signatures. Each diagonal block in Σ corresponding to pk with multiplicity
mk has its own quadratic class 1 or r, which is reflected in the corresponding diagonal block of S.
The canonical form for a block of S with signature sk = + meaning quadratic class 1 is the mk ×mk
identity matrix 1+mk . For a block with signature sk = − meaning quadratic class r it is the matrix
1−mk , the mk × mk identity matrix with last entry replaced by r. If mk = 0, set sk = +. This is
exactly the same as the canonical form for quadratic forms, for more detail see Cassels’ book [10].
Further we will denote the equivalence class of ΣS in Sn(Zp) by KΣSK>.
3 Distribution of equivalence classes of symmetric matrices
3.1 Zp-equivalence
In this section we consider random symmetric matrices with entries in Zp for odd primes p and derive
the distribution of equivalence classes with respect to conjugation by GLn(Zp). We do not treat p = 2,
but it is possible to consider the case of Z2 and obtain a similar answer with the principal difference
coming from the canonical form and the orthogonal group On(F2).
To derive the joint density in the case of symmetric matrices it is possible to adapt the argument
from Proposition 2.4 of Section 2, but we choose to phrase the argument differently to avoid algebraic
complications. Namely, we are going to do that through computing the measure of the class KΣSK>
mod pk for some big k.
Let us first show that reducing mod pk is well defined. For convenience denote Rk = Z/pkZ. If
two matrices are equivalent over Zp, their reductions mod pk are equivalent mod pk for all k ∈ N,
but the reverse might not hold: an equivalence class mod pk might split into different classes over Zp.
However, this is not a problem as long as we take k to be large enough.
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Lemma 3.1. ([10], Ch.8, Lemma 5.1) Let A,B ∈ Sn(Zp) such that |d(A)|p = |d(B)|p = p−m. Then
A ∼GLn(Rk) B mod pk ⇐⇒ A ∼GLn(Zp) B ∀k ≥ m+ 1.
To compute the size of the equivalence class of a fixed Σ mod pk, use the Orbit-Stabiliser theorem.
Let CR(A) denote the stabiliser of A ∈ Mn(R) under conjugation by γ ∈ GLn(R), and let O+n (R) :=
CR(1) = {γ ∈ GLn(R) : γγ> = 1+n } denote the orthogonal group over a ring R. We are only going
to consider R = Zp or Rk = Z/pkZ, so we can safely assume that R contains a non-square and also
define a twin brother of the orthogonal group O−n (R) which stabilises 1
−
n . We will call both of them
orthogonal groups. If Fp is a finite field with p odd, ε = χ(−1) and s ∈ {±}, then
|Osn(Fp)| =

2pn(n−1)/2
∏t
i=1(1− p−2i), for n = 2t+ 1;
2pn(n−1)/2
1+sεt/pt
∏t
i=1(1− p−2i), for n = 2t.
The size of the orthogonal groups over Z/pkZ can be obtained via multivariate Hensel’s lemma, and
in particular, their “densities” αsn := |Osn(Fp)|/pn(n−1)/2 are preserved.
Lemma 3.2. (Hensel’s lemma for systems [16]) Let f = (f1, . . . , fm) ∈ Zp[x1, . . . , xn]m with n ≥ m,
and let Jf = (∂fi/∂xj) be the Jacobian of the system f = 0. Let t ∈ Znp satisfy
‖f(t)‖p < 1, and max
S⊆[n],|S|=m
|det Jf ,S(t)|p = 1,
where Jf ,S(t) is the restriction of the Jacobian matrix to a subset of columns S of size m. With
variables outside of S fixed, there exists a unique y ∈ Znp s.t. f(y) = 0 in Zp with ‖y − t‖p < 1.
Lemma 3.3. Let n ∈ N and s ∈ {±}. Then p−kn(n−1)/2|Osn(Z/pkZ)| = αsn for all k ∈ N.
Proof. Without loss of generality, set s = + and write 1 for 1+n to simplify notation in this lemma. If
U ∈ O+n (Rk), then U is a solution to the equation XX> = 1, so we need to prove that each solution
of XX> − 1 = 0 mod p has exactly p(k−1)n(n−1)/2 lifts to mod pk.
Let X = (xij), then XX
> = 1 is a system of m = n(n+1)/2 equations in n2 variables. Enumerate
the variables along the rows so that
y1 = x11, . . . , yn = x1n, xn+1 = x21, . . . , y2n = x2n, . . . , yn2 = xnn.
Enumerate the equations along the rows starting from the diagonal so that
f1 = (XX
> − 1)11, . . . , fn = (XX> − 1)1n, fn+1 = (XX> − 1)22 . . . fn(n+1)/2 = (XX> − 1)nn.
Let A be a solution to this equation mod p. Note that the condition maxS |det Jf ,S(t)|p = 1 from
Hensel’s lemma is equivalent to rkp Jf (t) := rk Jf (t) mod p = m, so we need to show that the
Jacobian matrix at A has full rank mod p, or that all of its m rows are linearly independent mod p.
Let a1, . . . , an be the rows of A. Then the Jacobian matrix of size n
2 × n(n+ 1)/2 is
Jf (A) =

2a1
a2
...
an
0 2a2
0 a3
...
...
0 an
0 0 2a3
...
...
...
. . .
0 0 0 · · · 0 2an

.
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Let A \ a1 . . . aj be the truncated matrix A without first j rows. As p 6= 2, rkp Jf (t) = rkp B for
B =

A
0 A \ a1
0 0 A \ a1, a2
...
...
...
. . .
0 0 0 · · · 0 an
 .
Let bj denote the rows of B. Consider an arbitrary linear combination of bj with coefficients γj , and
suppose
∑
j γjbj = 0. Looking only at the first n columns this implies
∑
j≤n γjaj = 0, but the rows aj
of A are linearly independent mod p, hence γj = 0 for j ≤ n. Look at the next n columns to conclude
γj = 0 for j = n+ 1, . . . , 2n− 1. Repeating the same argument obtain γj = 0 for all j. Hence rows of
B are linearly independent and rkp Jf (t) = rkp B = m.
Now apply Hensel’s lemma. For every matrix in Osn(Fp) there is a subset of columns S of the
Jacobian matrix such that columns of S are independent mod p. This corresponds to choosing m
variables. Lift all the variables outside of S arbitrarily with p(k−1)n(n−1)/2 options. The m variables
we chose initially then have a unique lift.
Theorem 3.4. Let X be a random n × n symmetric matrix with independent entries distributed
according to the Haar measure on Zp. Then the probability that its matrix of elementary divisors
is Σ = diag(pk1 , . . . , pkn) with multiplicities mk = #{i : ki = k}, and its matrix of signatures is
S = diag(1s0m0 , . . . ,1
sk
mk
, . . .) equals
P{X ∈ KΣSK>} = pin
αs0m0α
s1
m1 · · ·
n∏
j=1
p−kj(n−j+1).
Proof. Let Σ = diag (pk1 , . . . , pkn) with multiplicities mk = #{i : ki = k}. Let S be the matrix of
signatures with s0, s1, . . . corresponding to blocks of size m0,m1 and so on. Let |det Σ| = p−M and
kn = t. Then Lemma 3.1 implies that for m ≥M + 1
µ(KΣSK>) =
#{γ ∈Mn(Rm) : γ ∈ KΣSK> mod pm}
pmn(n+1)/2
.
By the Orbit-Stabiliser Theorem,
#{γ ∈Mn(Rm) : γ ∈ KΣSK> mod pm} = |GLn(Rm)||CRm(ΣS)|
.
We have CZp(ΣS) ⊆ K ∩ΣKΣ−1, hence CRm(ΣS) ⊆ (K ∩ΣKΣ−1) mod pm. Consider the equation
UΣSU> = ΣS. Divide U into blocks according to mk so that
U =

U0,0 U0,1 U0,2 · · · U0,t · · ·
pU1,0 U1,1 U1,2 · · · U1,t · · ·
p2U2,0 pU2,1 U2,2 · · · U2,t · · ·
...
...
. . .
pkUk,0 p
k−1Uk,1 · · · pUk,k−1 Uk,k · · ·
...
...
...
...
. . .

with Ui,j ∈ Mmi×mj (Zp), Ui,i ∈ GLmi(Zp) and Sii = 1simi . Rewrite UΣSU> = ΣS block-wise for a
system of matrix equations with (i, j)-th block satisfying
j∑
k=i
pjUi,kSkkU
>
j,k +
i−1∑
k=0
pi+j−kUi,kSkkU>j,k +
∞∑
k=j+1
pkUi,kSkkU
>
j,k = 0 mod p
m.
9
Divide out (i, j)-th block by pj and separate the diagonal and off-diagonal conditions to obtain
UiiSiiU
>
ii +
i−1∑
k=0
pi−kUikSkkU>ik +
∞∑
k=i+1
pk−iUikSkkU>ik = Sii mod p
m−i for i ≤ t;
j∑
k=i
UikSkkU
>
jk +
i−1∑
k=0
pi−kUikSkkU>jk +
∞∑
k=j+1
pk−jUikSkkU>jk = 0 mod p
m−j for i < j ≤ t.
To solve this system, reduce it mod p, and then lift the solutions. Solving the system mod p turns
out to be extremely easy since mod p it becomes
UiiSiiU
>
ii = Sii for i ≤ t;
j∑
k=i
UikSkkU
>
jk = 0 for i < j ≤ t.
Fix the lower blocks with i > j to be arbitrary, solve the diagonal equations with Uii ∈ Osimi(Fp),
then solve the remaining linear system for j = i + 1, . . . , t consecutively (“diagonal by diagonal”).
The blocks Uik with i < k are determined uniquely from Uik with i ≥ k. It now remains to show
that this system is “well-defined” i.e. its Jacobian matrix is full-rank. To avoid writing out each
element-wise derivative separately, use matrix derivatives. The Jacobian of the system mod p consists
of the following matrix derivatives:
Biiii =
∂(UiiSiiU
>
ii )
∂Uii
= E
(
(UiiSii ⊗ 1+mi)K + (1+mi ⊗ UiiSii)
)
for i ≤ t;
Bijjj =
∂(
∑j
k=i UikSkkU
>
jk)
∂Ujj
=
∂(UijSjjU
>
jj)
∂Ujj
= UijSjj ⊗ 1+mj for i < j ≤ t;
Bijik =
∂(
∑j
k=i UikSkkU
>
jk)
∂Uik
=
∂(UikSkkU
>
jk)
∂Uik
= SkkU
>
jk ⊗ 1+mi for k = i . . . j.
Here ⊗ is the tensor product, E is the elimination matrix and K is the commutation matrix.
Despite the complicated appearance, the diagonal derivatives Biiii are the same as in Lemma 3.3.
Because of the way these derivatives are ordered, the Jacobian matrix mod p equals
Jf (U) =

B0000 0 · · · · · · · · · · · · · · · · · · 0
B1111 0 · · · · · · · · · · · · · · · 0
. . .
...
Btttt 0 · · · · · · · · · 0
B0101 0 · · · · · · 0
. . .
...
Bt−2,t−1t−2,t−1 0 0
Bt−2,tt−2,t 0
Bt−1,tt−1,t

.
Here we have blocks Biiii for i = 0, . . . , t first, then B
ij
ij for j > i on the diagonal. Everything above
the diagonal blocks is zero. This corresponds to the way we suggested to solve the system mod p.
Blocks Bijij = SjjU
>
jj ⊗ 1+mi with determinant detBijij = (detSjjUjj)mi ∈ Z×p are full-rank, and so are
Biiii by Lemma 3.3. Thus the Jacobian has full row rank. Now we can apply Hensel’s lemma.
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When lifting the solutions we should take into account that each block Uij with i < j is determined
mod pm−j , and after that each block is lifted to all possible options mod pm. Diagonal equations have
|Osimi(Z/pm−iZ)|pim
2
i = αsimi(p
m−i)mi(mi−1)/2pim
2
i lifts. Lower blocks are in Mmi×mj (p
mZ/pi−jZ) so
there are p(m−(i−j))mimj options for i > j, and the upper blocks were determined uniquely mod pm−j ,
so now they have pjmimj lifts for i < j. Putting this together,
|CRm(ΣS)| =
∞∏
i=0
αsimip
(m−i)mi(mi−1)/2pim
2
i
∏
i<j
p(m−(j−i))mimjpjmimj .
If all ki = t, we have |CRm(pt1stn )| = αrnpmn(n−1)/2ptn(n+1)/2, which is proportional to the size of the
orthogonal group. If all ki are distinct, |CRm(ΣS)| =
∏∞
i=0 α
ski
1 p
mn(n−1)/2∏n
i=1 p
ki(n−i+1). We check
that in the general case
|CRm(ΣS)| =
∞∏
i=0
αsimip
mn(n−1)/2
n∏
i=1
pki(n−i+1),
which then implies the statement of the theorem.
Corollary 3.5. The probability that a random symmetric n × n matrix X with independent entries
distributed according to the Haar measure on Zp has elementary divisors Σ = diag{pk1 , . . . , pkn} equals
P{X ∈ KΣK} = pin
βm0 · · ·βmk · · ·
n∏
i=1
p−kj(n−j+1),
where (βt)
−1 = (α+t )
−1 + (α−t )
−1 =
∏b t2 c
j=1(1− p−2j).
Proof. Sum over all admissible signature matrices S with
P{X ∈ KΣK} =
∑
S
P{X ∈ KΣSK>} =
n∏
j=1
p−kj(n−j+1)
∑
si∈{±},mi>0
pin
αs0m0α
s1
m1 · · ·
,
which implies the statement immediately.
We would like to give a few remarks about the structure of the distribution. Recall that the density
of elementary divisors of general random matrices over Zp can be written in terms of symmetric
functions. Here we similarly have
µ(KΣSK>) =
pim0Qk(p
−n; p−1)
αs0m0 · · ·αskmk · · ·
,
where p−n = (p−1, p−2, . . . , p−n) and Qk(x; t) is the Hall-Littlewood Q polynomial with
Qk(x1, . . . , xn; t) =
(1− t)n
pim0
∑
σ∈Sn
σ
xk∏
i<j
xi − txj
xi − xj
 ; Qk(p−n; p−1) = pin
pim0
p−
∑
i(n−i+1)ki .
Define
dk(t) :=
∏
i≥1
bmi2 c∏
j=1
(1− t2j),
then we can rewrite the density in Cor. 3.5 as
µ (KΣK) =
pim0
βm0
Qk(p
−n; p−1)
dk(p−1)
= µ(Sm0(Zp) ∩GLm0(Zp))
Qk(p
−n; p−1)
dk(p−1)
.
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The latter form of the density also is also very helpful when considering the limit as n→∞. Let
λ = (λ1, λ2, . . . , λl, 0, 0, . . .) be a fixed partition of length `(λ) = l with λ1 ≥ λ2 ≥ . . . ≥ λl > 0 and
mj(λ) = #{i : λi = j}. Partitions are defined up to an arbitrary string of zeros at the end. Let fn(λ)
be the probability that the exponents of elementary divisors as a partition are equivalent to λ, which
means ignoring all ki = 0. Then fn(λ) = 0 if `(λ) > n, otherwise
fn(λ) =
pin
βn−`(λ)dλ(p−1)
`(λ)∏
i=1
p−iλi =
pin−`(λ)
βn−`(λ)
Qλ(p
−n; p−1)
dλ(p−1)
.
Proposition 3.6. Let fn(λ) be the distribution on partitions induced by the distribution of elementary
divisors with ki > 0. Then the limiting distribution on partitions as n→∞ exists and is equal to
f(λ) := lim
n→∞ fn(λ) =
pi∞
β∞dλ(p−1)
p−
∑
iλi .
Proof. First, it is clear that the point-wise limit of fn(λ) exists and is positive, so to prove that f(λ)
defines a distribution it remains to check that
∑
λ f(λ) = 1.
We have that for all partitions λ regardless of length fn(λ) is bounded by
1
β∞dλ(1/p)
p−
∑
i iλi ≤ 1
β∞(1− 1/p)`(λ) p
−∑i iλi =: g(λ).
We also have that function g(λ) is integrable with
∑
λ
g(λ)
∞∑
l=0
(1− 1/p)−l
∑
λ:`(λ)=l
l∏
i=1
p−iλi 
∞∑
l=0
(1− 1/p)−lp− l(l+1)2 < +∞,
so by dominated convergence
∑
λ f(λ) = limn→∞
∑
λ fn(λ) = 1, and f(λ) defines a distribution on
partitions. Alternatively, we could have used that Qλ and dλ satisfy the identity ([22], Chapter 3)∑
λ
Qλ(x; t)
dλ(t)
=
∏
i
1− txi
1− xi
∏
i<j
1− txixj
1− xixj
with ∑
λ
p−
∑
i iλi
dλ(p−1)
=
∑
λ
Qλ(p
−1, p−2, . . . ; p−1)
dλ(p−1)
=
β∞
pi∞
,
where Qλ(p
−1, p−2, . . . ; p−1) := limn→∞Qλ(p−n; p−1) = p−
∑
iλi .
Our final remark is that fn(λ) is a rational function in t = p
−1, so
∑
λ fn(λ) = 1 is actually a
rational identity which holds for all t ∈ (0, 1), and more generally can be seen as a formal identity.
The proof by dominated convergence works for all t ∈ (0, 1) in exactly the same way and can be seen
as a probabilistic proof of the identity
∑
λ
Qλ(t, t
2, . . . ; t)
dλ(t)
=
∞∏
j=0
(1− t2j+1)−1.
3.2 Qp-equivalence
Let Q be a random quadratic form in n variables with independent coefficients distributed according
to the Haar measure on Zp. Let ρn(a, b) denote the probability that Q has discriminant a ∈ Zp/(Zp)2
and Hasse invariant b ∈ {+1,−1} for n ∈ Z≥1, and set ρ0(a, b) = 1{a = 1, b = 1}. Use the distribution
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of the equivalence classes from Thm 3.4 and condition on m0 and signature s0 to obtain the following
recursive formula:
ρn(a, b) = p
−n(n+1)2 ρn
(
apn, bε
n(n−1)
2 〈p, a〉n−1 )+ n−1∑
l=0
p−
l(l+1)
2
pin
pilα
+
n−l
ρl
(
apl, bε
l(l−1)
2 〈p, a〉l−1 )+
n−1∑
l=0
p−
l(l+1)
2
pin
pilα
−
n−l
ρl
(
arpl, bε
l(l−1)
2 〈a, r〉l 〈p, ar〉l−1 ). (1)
This corresponds to separating out the non-zero mod p part, factoring out the rest by p and inferring
the invariants of the remaining quadratic form in n−m0 variables. Computing an n-term recurrence
straightforwardly (via eigenvalues and eigenvectors) might be quite a challenge, but this recurrence
has hidden symmetry that lets us solve it. First, compute
σn(a) := ρn(a, 1) + ρn(a,−1) = Pn{d(Q) = a},
∆n(a) := ρn(a, 1)− ρn(a, 1).
Then ρn(a, b) = (σn(a) + b∆n(a))/2.
Lemma 3.7. Let n ∈ Z≥0, then for n even and s = χ(a) we have
σn(a) =

(1+s( εp )
n/2
)(1− s
p2
( εp )
n/2
)
2(1+1/p)(1−1/pn+1) , if a ∈ {1, r};
1−1/pn
2p(1+1/p)(1−1/pn+1) , if a ∈ {p, pr}.
and for n odd
σn(a) =

1
2(1+ 1p )
, if a ∈ {1, r};
1
2p(1+ 1p )
, if a ∈ {p, pr}.
Proof. We are going to prove the lemma by induction. First, condition on the multiplicity m0 and
the signature s0 and write the recurrence for σn(a) using Thm 3.4:
σn(a) =
n−1∑
l=0
p−
l(l+1)
2
(
pin
pilα
+
n−l
σl(ap
l) +
pin
pilα
−
n−l
σl(arp
l)
)
+ p−
n(n+1)
2 σn(ap
n).
The statement of the lemma holds for n = 0 by definition and it is easy to verify for n = 1, 2 by direct
computation. Suppose the statement holds for all l < n. Let n be even and take a = 1. Substitute
all coefficients with l < n, then σn(1) equals
p−
n(n+1)
2 σn(1) +
∑
l odd
l<n
p−
l(l+1)
2
pin
2p(1 + 1p )pilβn−l
+
∑
l even
l<n
p−
l(l+1)
2
pin
pil+1βn−l
1− 1
pl+2
+ (1− 1p2 )
(
ε
p
)n
2
2(1 + 1p )
=
p−
n(n+1)
2 σn(1) +
1− 1pn+2 + (1− 1p2 )
(
ε
p
)n
2
2(1 + 1p )(1− 1pn+1 )
∑
l even
l<n
p−
l(l+1)
2
pin+1
pil+1βn−l
.
The sum above is the sum over the distribution of rank over Fp as in Cor. 4.2 with terms grouped
by two except for the last term with l = n. This is also the sum over the distribution of rank of
(n+ 1)× (n+ 1) alternating matrices over Fp without the term corresponding to rank zero. Hence it
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equals 1− p−n(n+1)/2, which then implies the statement for σn(1) for even n. If n is odd, we have
σn(1) = p
−n(n+1)2 σn(p) +
∑
l odd
l<n
p−
l(l+1)
2
pin
2p(1 + 1p )pilβn−l
+
∑
l even
l<n
p−
l(l+1)
2
pin
pil+1βn−l
1− 1
pl+2
2(1 + 1p )
=
p−
n(n+1)
2 σn(p) +
1
2(1 + 1p )
∑
l even
l<n
p−
l(l+1)
2
pin
pil+1βn−l
− p
−n(n+1)2
2p(1 + 1/p)
;
σn(p) = p
−n(n+1)2 σn(1) +
∑
l odd
l<n
p−
l(l+1)
2
pin
2(1 + 1p )pilβn−l
+
∑
l even
l<n
p−
l(l+1)
2
pin
pil+1βn−l
1− 1
pl
2p(1 + 1p )
=
p−
n(n+1)
2 σn(1) +
1
2p(1 + 1p )
∑
l even
l<n
p−
l(l+1)
2
pin
pil+1βn−l
− p
−n(n+1)2
2(1 + 1/p)
.
The sum over the even indices is the sum over the full distribution of rank of n×n alternating matrices
over Fp, hence equals 1. Solving this simple system we obtain σn(1) and σn(p) as in the statement.
The proof for other values of the discriminant is similarly reduced to summing over the same
distribution of rank.
Lemma 3.8. Let n ∈ Z≥0, then
∆n(a) =

pin
βn+1αsn
, if a = 1 or r, and s = χ(a);
ε
(
ε
p
)n+1
2 pin
2βn+1βn−1
, if a = p or pr, and n is odd;
0, if a = p or pr, and n is even.
Proof. Similarly to the previous lemma, prove the statement by induction. Conditioning on the
multiplicity m0, write the recurrence for ∆n(a) using Thm 3.4:
∆n(a) =
n−1∑
l=0
p−
l(l+1)
2 ε
l(l−1)
2
( pin
pilα
+
n−l
〈p, a〉l−1 ∆l(apl) + pin
pilα
−
n−l
〈a, r〉l 〈p, ar〉l−1 ∆l(arpl)
)
+
ε
n(n−1)
2 〈p, a〉n−1 p−n(n+1)2 ∆n(apn).
(2)
Divide this sum into the sum over odd indices and even indices. Let a = 1, then ∆n(1) satisfies
∆n(1)− ε
n(n−1)
2 p−
n(n+1)
2 ∆n(1) =
∑
l odd
l<n
p−
l(l+1)
2 ε
l(l−1)
2
(
pin
pilα
+
n−l
∆l(p) +
pin
pilα
−
n−l
∆l(pr)
)
+
∑
l even
l<n
p−
l(l+1)
2 ε
l(l−1)
2
(
pin
pilα
+
n−l
∆l(1) − pin
pilα
−
n−l
∆l(r)
)
.
The statement of the lemma holds for n = 0 by definition, and one can check it holds for n = 1, 2 by
direct computation. Suppose the statement holds for l < n, and substitute ∆l(·) for l < n into (2).
When n is even, ∆n(1)− εn(n−1)/2p−n(n+1)/2∆n(1) equals∑
l odd
l<n
p−
(l+1)2
2
pin
2βlβl+1βn−l
+
∑
l even
l<n
p−
l(l+1)
2 ε
l(l−1)
2
pin
2βlβl+1βn−l
((ε
p
) l
2
+
(ε
p
)n−l
2
)
=
pin
βnα
+
n
( n/2∑
j=0
p−2j
2 β2n
β22jβn−2j
− p−n(n+1)2 εn(n−1)2
)
.
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The sum over j equals 1 since it is the sum over the distribution of rank of general square n/2× n/2
matrices over Fp2 as in Cor 2.5. This immediately implies the statement of the lemma for ∆n(1) with
n even. If n is odd, we have
∆n(1) = ε
n(n−1)
2 p−
n(n+1)
2 ∆n(p) +
∑
l odd
l<n
p−
(l+1)2
2
pin
2βlβl+1βn−l
+
∑
l even
l<n
p−
l(l+1)
2 ε
l(l−1)
2
pin
2β2l βn−l
(
ε
p
) l
2
=
ε
n(n−1)
2 p−
n(n+1)
2 ∆n(p) +
pin
2βn+1βn−1
βn+1 + ∑
l odd
l<n
p−
(l+1)2
2
β2n+1
β2l+1βn−l
 .
The sum in the brackets is the sum over the distribution of rank for (n + 1)/2 × (n + 1)/2 matrices
over Fp2 except for the term corresponding to rank zero, hence it is equal to 1− p−(n+1)2/2. Further,
∆n(p) satisfies the recurrence
∆n(p) = ε
n(n−1)
2 εn−1p−
n(n+1)
2 ∆n(p
n+1) +
∑
l odd
l<n
p−
l(l+1)
2 ε
l(l−1)
2
(
pin
pilα
+
n−l
∆l(1) − pin
pilα
−
n−l
∆l(r)
)
+
∑
l even
l<n
p−
l(l+1)
2 ε
l(l−1)
2 ε
(
pin
pilα
+
n−l
∆l(p) +
pin
pilα
−
n−l
∆l(pr)
)
,
where we conveniently have ∆l(p) = ∆l(pr) = 0 for even l < n, so for odd n
∆n(p)− ε
n(n−1)
2 p−
n(n+1)
2 ∆n(1) =
∑
l odd
l<n
p−
l(l+1)
2
pin
2βlβl+1βn−l
ε
l(l−1)
2
(
ε
p
)n−l
2
=
ε
(
ε
p
)n+1
2 pin
2βn+1βn−1
∑
l odd
l<n
p−
(l+1)(l−1)
2
βn+1βn−1
βl−1βl+1βn−l
.
The sum in the brackets is the sum over the distribution of rank for (n + 1)/2 × (n − 1)/2 matrices
over Fp2 as in Cor. 2.5 except the last term corresponding to rank 0, hence it equals 1− p−(n2−1)/2.
Solving this simple system we see that the statement holds for odd n.
The proof for other values of the discriminant similarly reduces to summing over one of the two
distributions depending on the parity of n.
Combining Lemma 3.7 and 3.8, we obtain that for odd n
ρn(a, b) =

1
4(1+1/p) + b
pin
4βn+1βn−1
, if a ∈ {1, r};
1
4p(1+1/p) + bε
(
ε
p
)n+1
2 pin
4βn+1βn−1
, if a ∈ {p, pr};
and for even n
ρn(a, b) =

(1+s( εp )
n/2
)(1− s
p2
( εp )
n/2
)
4(1+1/p)(1−1/pn+1) + b
pin
2βnαsn
, if a ∈ {1, r} and s = χ(a);
1−1/pn
4p(1+1/p)(1−1/pn+1) , if a ∈ {p, pr}.
Finally, as n→∞ we have
ρ(a, b) = lim
n→∞ ρn(a, b) =
{
1
4(1+1/p) + b
pi∞
4β2∞
, if a ∈ {1, r};
1
4p(1+1/p) , if a ∈ {p, pr},
where ρ(a, b) > 0 and
∑
a,b ρ(a, b) = 1.
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4 Applications
4.1 Determinant and rank
The following several facts about the distribution of rank and determinant have been long known, see
for example Brent and McKay [8], but we would like to show how to derive them from the elementary
divisor distribution in a quick way.
In this subsection we write Pn to denote probability measure for n× n matrices.
Corollary 4.1. Let Xn be a random n × n symmetric matrix with independent entries distributed
according to the Haar measure on Zp. Then
Pn{|detXn| = p−k} = p−k(1− p−n) +O(p−3k/2).
The error term is uniform in n.
Proof. Let λ = (λ1, . . . , λn) be a partition with 0 ≤ λ1 ≤ . . . ≤ λn, and let mt = #{i : λi = t} denote
the multiplicity of part t. Let |λ| = λ1 + . . . + λn be the weight of λ and `(λ) = n −m0 ≤ n be its
length. Then
Pn{|detXn| = p−k} =
∑
|λ|=k
n∏
i=1
p−λi(n−i+1)
pin
βm0 · · ·βmk · · ·
=:
∑
|λ|=k
ρn(λ),
where λ ranges over partitions of k of length at most n. Express the last part λn = k−λ1− . . .−λn−1
and substitute it back into the sum so that
Pn{|detXn| = p−k} = p−k
∑
λ
n−1∏
i=1
p−λi(n−i)
pin
βm0 · · ·βmk · · ·
= p−k(1− p−n)
∑
λ
ρn−1(λ)γλ,
where the sum now ranges over partitions λ of length n − 1 with weight |λ| ≤ k and an additional
restriction λn−1 ≤ k−|λ|. If λn−1 6= k−|λ|, we have γλ = 1/β1 = 1, otherwise γλ = βλn−1/βλn−1+1 ≤
1/(1− p−2). Splitting into these two cases, we have
Pn{|detXn| = p−k} = p−k(1− p−n) (Pn−1{A}+O (Pn−1{B})) ,
where A = {|detXn−1| ≥ p−k ∩ λn−1 < k − |λ|} and B = {|detXn−1| ≥ p−k ∩ λn−1 = k − |λ|}.
First, observe that Pn{|detXn| = p−k}  p−k, and thus Pn{|detXn| ≤ p−k}  p−k. The
condition λn−1 = k − |λ| implies
|λ| = k + λ1 + . . .+ λn−2
2
≥ k
2
and
Pn−1{B} ≤ P{λn−1 = k − |λ|} ≤ Pn−1{|detXn−1| ≤ p−k/2}  p−k/2.
We also have Pn−1{B}  p−k/2 since either λ = (0, . . . , 0, k/2) or λ = (0, . . . , 0, 1, (k − 1)/2) is
possible. Finally, consider the complement A of event A and use the union bound with
Pn−1{A} =Pn−1{| detXn−1| < p−k ∪ λn−1 ≥ k − |λ|} ≤
Pn−1{| detXn−1| < p−k}+ Pn−1{λn−1 ≥ k − |λ|}  p−k + p−k/2  p−k/2,
hence Pn{|detXn| = p−k} = p−k(1− p−n)(1 +O(p−k/2)).
Corollary 4.2. Let p be an odd prime and let Q be a random n × n symmetric matrix with entries
distributed independently and uniformly on Fp. Then the probability that its rank is n− r equals
P{rk Q = n− r} = p−r(r+1)/2 pin
pirβn−r
.
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There are several ways to define rank mod pk since Z/pkZ has zero divisors. The standard definition
implies that for Q ∈ Mn(Z/pkZ) its rank is equal to rank of its reduction mod p, distribution of which
is given above. One can also consider determinantial rank
rkd Q = max{j ≤ n : there exists a non-zero minor of size j}.
Corollary 4.3. Let p be an odd prime and let Q be a random n × n symmetric matrix with entries
distributed independently and uniformly on Z/pmZ. Then as m→ +∞,
P{rkd Q ≤ n− 1} ∼
(
1− p−n) p−m,
for 2 ≤ r ≤ dn2 e,
m
r(r − 1)p
−m(2r−1)  P{rkd Q ≤ n− r}  m log(m ∧ n) p−m(2r−1),
and for r > dn2 e
P{rkd Q ≤ n− r}  p−mn.
All implied constants are independent of n, but depend on p and are uniform for p ≥ 2.
Proof. Let Q be a random p-adic matrix with independent entries distributed according to the Haar
measure on Zp. Its reduction mod pm is then distributed uniformly on Mn(Z/pmZ). Determinantial
rank is invariant under conjugation, so the probability that rank of a matrix mod pm is at most
j − 1 equals Pn{k1 + . . . + kj ≥ m}. For j = n the statement follows from the distribution of the
determinant. For j < n and Pn{k1 + . . .+ kj = l} we have∑
k1+...+kj=l
∏
i≤n
1
pki(n−i+1)
pin
βm0 · · ·βmk · · ·
=
∑
k1+...+kj=l
∏
i≤j
1
pki(n−i+1)
∏
i>j
1
pki(n−i+1)
pin
βm0 · · ·βmk · · ·
=
pin
pijpin−j
∑
k1+...+kj=l
∏
i≤j
1
pki(j−i+1)
1
pl(n−j)
pij
βm0 · · ·βmkj
∏
i>j
1
pki(n−j−(i−j)+1)
pin−j
βmkj+1 · · ·

1
pl(n−j)
∑
t
Pj{| detX| = p−l, kj = t}Pn−j{ki ≥ t}.
Here we use that q-binomial coefficients are always bounded for 0 ≤ J ≤ N with
1 ≤ piN (q)
piJ(q)piN−J(q)
=
∏N
i≤J+1(1− q−i)∏N−J
i=1 (1− q−i)
≤ 1∏∞
i=1(1− q−i)
,
where the infinite product is a positive number for all q ∈ (0, 1). Conditioning on the multiplicity mt,
Pj{|detX| = p−l, kj = t} =
∑
1≤s≤ lt
Pj−s{|detX| = p−(l−ts), kj−s < t} pij
pij−sβs
p−s(l−ts)−
ts(s+1)
2 .
The largest term corresponding to s = b ltc gives
p−
t
2 b lt c(b lt c+1)−(l−tb lt c)(b lt c+1)  Pj{|detX| = p−l, kj = t}  l
t
p−
t
2 b lt c(b lt c+1)−(l−tb lt c)(b lt c+1).
With a bit more work one can actually obtain a better upper bound matching the lower bound in
order of magnitude. Together with Pn−j{ki ≥ t} = p−t(n−j)(n−j+1)/2 we have
Pn{k1 + . . .+ kj = l}  1
pl(n−j)
∑
l
j≤t≤l
p−
t
2 b lt c(b lt c+1)−(l−tb lt c)(b lt c+1)− t2 (n−j)(n−j+1).
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Set r := n− j + 1 ≥ 2. The exponent of p in the sum is a piece-wise continuous function in t, and as
a function in integer t it attains its minimum lr on all integer t ∈ [ lr ; lr−1]. If r ≤ dn2 e, this interval
is contained inside the range, and for fixed r
Pn{k1 + . . .+ kj = l}  l
r(r − 1)p
−l(2r−1).
The upper bound is obtained similarly with
Pn{k1 + . . .+ kj = l}  p−l(2r−1)
∑
l
j≤t≤l
l
t
 p−l(2r−1)l log(l ∧ j).
If r > dn2 e, the minimum is actually attained at t = d ln−r+1e, but the upper bound still holds, and
the exponent l(2r − 1) > ln absorbs l in the numerator. Finally, summing over l ≥ m results in the
statement of the proposition.
Corollary 4.4. Let p be an odd prime and let Q be a random n × n symmetric matrix with entries
distributed independently and uniformly on Z/pmZ. Then the probability that the last r entries in its
canonical form are zero equals
Pn{ki ≥ m ∀i ∈ [n− r + 1, n]}  p−
mr(r+1)
2 .
4.2 Local-global problems
Let A be a subset of ZN such that it has density in the sense that the limit
αA := lim
X→∞
#{x = (x1, . . . , xN ) ∈ ZN : 1 ≤ xi ≤ H, x ∈ A}
HN
exists. We say that the probabilistic local-global principle holds if
αA =
∏
p prime
αA(p),
where αA(p) is the local density of A over Zp. There is a lot of ongoing work on determining when
the local-global principle does hold in density; for some general conditions see [12], [28].
The set of integer n×n symmetric matrices can be seen as Zn(n+1)/2, so we can use the local-global
principle to compute the density of some interesting sets of integer symmetric matrices whenever it
applies. To do that over all Zp, we will assume that Cor. 3.5 holds for p = 2. We believe that the
proof of Thm 3.4 and Cor 3.5 for p = 2 would go similarly to the proof for odd primes, but we do not
wish to deal with the canonical form of quadratic forms over Z2.
Let us first define the elementary divisors of an integer matrix. Let X ∈ Mn(Z), then there exist
U, V ∈ GLn(Z) such that X = UΣV , where Σ = diag{a1, . . . , an} with ai ≥ 0 and a1|a2| · · · |an.
The integers ai defined uniquely are the elementary divisors of X. If we look at X as an element of
Mn(Zp), then valp(ai) = ki as in the definition of the corresponding decomposition over Zp.
Corollary 4.5. The proportion of integer n × n symmetric matrices with entries between 1 and H
having its first n− 1 elementary divisors equal to one is∏
p
(
pin
βn
+ p−1
pin
βn−1pi1
)
+O(H−1).
As n→∞ and H →∞ this expression tends to
∞∏
i=2
ζ(2i− 1)−1 = 1
ζ(3)ζ(5) · · · ζ(2k + 1) · · · ≈ 0.7935.
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Proof. By a result of Ekedahl [12] we can use the local-global principle for this problem. Moreover,
this is the symmetric matrix version of the application Ekedahl gives in [12]. In addition to that,
Bhargava’s work [1] gives an upper bound for the error term. Over Zp we have
P{k1 = . . . = kn−1 = 0} = pin
βn
+ p−1
pin
βn−1pi1
=
pinβn
(
1− 1p
)−1
, if n is odd;
pin
βn
(
(1− 1p )−1 − 1pn
)
, if n is even.
As n grows, independent of parity we have∣∣∣∣pinβn + 1p pinβn−1pi1 − pi∞β∞pi1
∣∣∣∣ 1pn+1 ,
so it is easy to see that
∏
p
(
pin
βn
+
1
p
pin
βn−1pi1
)
−−−−→
n→∞
∏
p
pi∞
β∞pi1
=
∏
p
∞∏
i=1
(1− p−(2i+1)) =
∞∏
i=2
ζ(2i− 1)−1.
Corollary 4.6. The proportion of integer n × n symmetric matrices with entries between 1 and X
having a square-free determinant is asymptotic to
lim
X→∞
|{Q ∈ Sn(Z) : 1 ≤ xij ≤ H, detQ is square-free}|
bHcn(n+1)/2 =
∏
p
(
pin
βn
+ p−1
pin
βn−1
)
> 0
as H →∞. Additionally, as n→∞ this expression tends to
∏
p
(1 + p−1)
∞∏
i=0
(1− p−(2i+1)) = 1
ζ(2)ζ(3)ζ(5) · · · ζ(2k + 1) · · · ≈ 0.4824.
Proof. An integer symmetric matrix Q has a square-free determinant if and only if the determinant is
not divisible by p2 for all primes p. Moreover, the determinant of a symmetric matrix is a polynomial
of degree at most 2 in any of the entries, so this statement holds in density unconditionally due to the
work of Poonen [25] building on the work of Hooley [21] on the square-free values of polynomials.
We have two options over each Zp. If |detQ|p = 1, then all ki = 0, and if |detQ|p = p−1, then
k1 = . . . = kn−1 = 0 and kn = 1 with total probability
Pn{ki = 0 ∀i ∈ {1, . . . , n− 1}; kn ∈ {0, 1}} = pin
βn
+
1
p
pin
βn−1β1
=

pin
βn
(
1 + 1p
)
, if n is odd;
pin
βn
(
1 + 1p − 1pn+1
)
, if n is even.
Regardless of parity, we have
pin
βn
+
1
p
pin
βn−1β1
−−−−→
n→∞
(
1 +
1
p
)
pi∞
β∞
,
where pi∞/β∞ =
∏∞
i=0(1 − p−(2i+1)). The convergence of the product as n → ∞ can be shown
similarly to the previous corollary.
4.3 Isotropy problem
Definition 4.7. A quadratic form Q over a ring R in n variables is isotropic if there exists t ∈ Rn\{0}
such that Q(t1, . . . , tn) = 0. Otherwise call Q anisotropic.
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In this section we compute the probability that a random quadratic form with independent coeffi-
cients distributed according to the Haar measure on Zp has a non-trivial zero. It has been long known
that a quadratic form over Zp in at least 5 variables always has a non-trivial zero, so we only need
to consider n = 2, 3, 4. Isotropy is invariant under non-degenerate linear change of variables, so one
can check if a quadratic form is isotropic simply by looking at the discriminant d(Q) and the Hasse
invariant c(Q). In particular, if p is an odd prime and ε =
(−1
p
)
, then
(a) a binary quadratic form Q over Qp is isotropic iff d(Q) = ε;
(b) a ternary quadratic form Q over Qp is isotropic iff c(Q) = 〈−1, d(Q)〉;
(c) a quaternary quadratic form Q over Qp is anisotropic iff d(Q) = 1 and c = −1.
Let qn denote the probability of isotropy of a random quadratic form in n variables. By Lemma 3.7
q2 = σ2(ε) =
(1 + ε
2
p )(1− ε
2
p3 )
2(1 + 1/p)(1− 1/p3) =
1
2
.
For n = 3 combining Lemma 3.7 and 3.8 we have
q3 = ρ3(1, 1) + ρ3(r, 1) + ρ3(p, ε) + ρ3(pr, ε) =
1
2
+ ∆3(1) + ε∆3(p) = 1− 1
2(1 + 1/p)2
and
q4 = 1− ρ4(1,−1) = 1− 1
2
(σ4(1)−∆4(1)) = 1− 1− 1/p
4(1 + 1/p)2(1− 1/p5) .
Alternatively, one can avoid using the distribution of classes completely and simply analyse which
combinations of signs and parities of elementary divisors give the right class, and directly compute
several geometric sums using Thm 3.4 to obtain the same answer.
For a quadratic form Q from the equivalence class defined by Σ and S we have d(Q) =
∏
i p
kiSii
and c(Q) =
∏
i<j
〈
pkiSii, p
kjSjj
〉
. We can reduce the number of combinations by only considering
primitive quadratic forms i.e. by conditioning on k1 = 0. Then for n = 2 we have
q2 =
1
1− p−3
(
pi2
αε2
+
∑
j>0
j even
p−j
pi2
αs1α
εs
1
)
=
1
2
.
For n = 3 we have
1− q3 = 1
1− p−6
(
pi3
α−ε2 β1
∑
i odd
p−i +
pi3
β1α
−ε
2
∑
i odd
p−3i +
pi3
β1
∑
i<j
i,j odd
p−2i−j
1
αs1α
−s
1
+
+
pi3
β1
∑
0<i<j
i+j odd
p−2i−j
1
αs1α
−sε
1
)
=
1
2(1 + 1/p)2
.
The computation for n = 4 is similar, but more bulky with 7 geometric sums over triple indices, so
we omit it.
Yet another option here is to use the recurrence equation (1) to reproduce the recursive compu-
tation from the work of Bhargava, Cremona, Fisher, Jones, and Keating [5]. Let In denote the set of
pairs (a, b) such that a quadratic form in n variables with d(Q) = a and c(Q) = b is isotropic. Let
T sj denote the operator acting on such pairs with T
s
j (a, b) = (ap
j , bεj(j−1)/2 〈a, s〉l 〈ps, as〉j−1). This
corresponds to the change in the discriminant and the Hasse invariant of the rest of the quadratic
form under rescaling by p. We also have T 1nIn = In since isotropy is invariant under rescaling.
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Condition on the multiplicity of the first elementary divisor m0 and use the same observation as
in [5] that Q can only be anisotropic if its reduction Q mod p doesn’t have a non-trivial zero over Fp.
This happens in two cases: if m0 = rk Q = 1, or if m0 = 2 and s0 = −ε, i.e. its reduction mod p
does not factor over Fp, but factors over a quadratic extension. If m0 ≥ 3 by the Chevalley-Warning
theorem Q is always anisotropic over Fp. A non-trivial zero over Fp can be lifted to Zp via Hensel’s
lemma. Putting this together,
Pn{In} = p−
n(n+1)
2 Pn{In}+ p−
(n−1)n
2
pin
α+1 pin−1
Pn−1{T 1n−1In}+ p−
(n−1)n
2
pin
α−1 pin−1
Pn−1{T rn−1In}+
p−
(n−2)(n−1)
2
pin
α−ε2 pin−2
Pn−2{T rεn−2In}+
(
1− p−n(n+1)2 − p− (n−1)n2 pin
β1pin−1
− p− (n−2)(n−1)2 pin
α−ε2 pin−2
)
.
Comparing to Bhargava, Cremona, Fisher, Jones, Keating [5] we recognize
ξ
(n)
1 = p
− (n−1)(n−2)2 pin
α−ε2 pin−2
= p−
(n−2)(n−1)
2
(1− 1pn−1 )(1− 1pn )
2(1 + 1/p)
= Pn{m0 = 2, s0 = −ε};
ξ
(n)
2 = p
−n(n−1)2 pin
pin−1β1
= p−
(n−1)n
2
(
1− 1
pn
)
= Pn{m0 = 1};
ξ
(n)
0 = 1− p−
n(n+1)
2 − ξ(n)1 − ξ(n)2 = 1− p−
n(n+1)
2 − p−n(n−1)2 pin
β1pin−1
− p− (n−2)(n−1)2 pin
α−ε2 pin−2
;
α
(n)
1 = Pn−2{T rεn−2In} = Pn{Q is isotropic given m0 = 2, s0 = −ε};
α
(n)
2 =
1
2
(
Pn−1{T 1n−2In}+ Pn−1{T rn−2In}
)
= Pn{Q is isotropic given m0 = 1},
where ξ
(n)
i and α
(n)
i are as in [5]. Further conditioning in their recursive procedure similarly corre-
sponds to conditioning on the multiplicity m1 = #{i : ki = 1} and signature s1 of the initial quadratic
form in n variables in respective cases.
This way of interpreting the recursive procedure from [5] also brings together two seemingly differ-
ent approaches for computing probability of isotropy over Zp and R in case of the Gaussian Orthogonal
Ensemble. First, both over Zp and R the computation is done for “Gaussian“ invariant ensembles.
Second, all local computations rely on the joint distribution of the canonical form of a quadratic form
over the corresponding local field with the difference that eigenvalues over R are almost surely distinct,
and over Zp elementary divisors are allowed to repeat with mi > 1.
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