Kinetic Ising models are powerful tools for studying the non-equilibrium dynamics of complex discrete systems and analyzing their experimental recordings. However, the behaviour of the model is in general not tractable for large networks; therefore, mean field theories are frequently used to approximate its statistical properties. Many variants of the classical naive and TAP (i.e., second-order) mean field approximations have been proposed, each of which makes unique assumptions about time evolution of the system's correlation structure. This disparity of methods makes it difficult to systematically advance the mean field approach over previous contributions. Here, we propose a unified framework for mean field theories of the dynamics of asymmetric kinetic Ising systems based on information geometry. The framework is built on Plefka expansions of the model around a simplified model obtained by an orthogonal projection to a sub-manifold of tractable probability distributions. This approach not only unifies previous methods but allows us to define novel methods that, in contrast with traditional mean-field approaches, preserve correlations of the system, both in stationary and transient states. By comparing analytical approximations and exact numerical simulations, we show that the proposed methods provide more accurate estimates for the evolution of equal-time and delayed covariance structures than classical equations, and consequently outperform previous mean field theories for solving the inverse Ising problem. In sum, our framework unifies and extends current mean-field approximations of kinetic Ising model, constituting a powerful tool for studying non-equilibrium dynamics of complex systems. * (s l,t−1 )
Introduction
Advances in high-throughput data acquisition technologies for very large complex systems are providing unprecedented possibilities to uncover their complex, non-equilibrium dynamics. For example, optical recordings from genetically modified neural populations make it possible to simultaneously monitor activities of the whole neural network of behaving C. elegans [1] and zebrafish [2] , as well as hundreds of thousands of neurons in the mouse visual cortex [3] . Such networks of neurons generally exhibit out-of-equilibrium dynamics [4] , in which temporal evolution of the system is continuously driven by its past activities via recurrent connections, and inputs from the environment. Furthermore, neural networks are often found to self-organize into the critical regime at which their fluctuations are maximized [5, 6] . Evolution of such systems cannot be faithfully captured by methods that assume an asymptotic arXiv:2002.04309v1 [cond-mat.dis-nn] 11 Feb 2020 equilibrium state. Therefore, in general, there is a pressing demand for mathematical tools to study dynamics of large-scale non-equilibrium complex systems and analyze large data sets recorded from them. The kinetic Ising model is a prototypical model for studying non-equilibrium dynamics, with capabilities to exhibit critical dynamics. In this discrete dynamical model, the probabilistic binary state of each element is determined by weighted sum of the unit states at a previous time-step via a nonlinear activation function; a procedure that closely resembles nonlinear neural dynamics. Studies on retinal and cortical neurons show that the models with such history dependency capture more faithfully the neuronal dynamics than those without it [7, 8] . This kinetic Ising model is a generalization of its equilibrium counterpart [9] , displaying the same stationary state at equilibrium in the case of symmetric connections and a sequential update rule [10] . With asymmetric connections and parallel updates, the kinetic Ising model can exhibit transient or steady-state non-equilibrium dynamics.
Investigating the dynamics and behavior of statistical properties such as mean firing rate of neurons (mean magnetization of spins) and correlations of the model given its parameters is known as the direct Ising problem. In contrast, inference of the model parameters from data is called the inverse Ising problem [10] . In this respect, kinetic Ising models [11, 12] and their equilibrium counterparts [13, 14, 15] have become popular tools for analyzing experimental recordings from physical/biological systems. However in large networks, due to combinatorial explosion of possible patterns or a large number of samples, exact analytical solutions of the direct and inverse problems often become computationally too expensive. Therefore, approximate methods are necessary for analysing the behavior of large systems. In this endeavour, mean field methods have emerged as powerful tools to track down the otherwise intractable statistical quantities.
A variety of mean field approximations have been proposed to study the Ising models [e.g. 16, 17] , and some of them have been also employed to solve the inverse Ising problem [e.g. 18, 19, 20, 21] . In the symmetric Ising models, mean field approximations can be derived using the power series expansion of the free energy with respect to the spin coupling strength as proposed by Plefka, which is now called Plefka expansions [22] . This expansion leads to derivation of the naive mean field (nMF) and Thouless-Anderson-Palmer (TAP) mean field approximations. The Plefka expansion was later formalized and clearly explained by Tanaka in the framework of information geometry [16, 23] .
In asymmetric networks, however, the free energy is not directly defined and therefore it is not obvious how to apply the Plefka expansions. Kappen and Spanjers [17] proposed an information geometric approach to mean field solutions of the asymmetric Ising model with asynchronous dynamics. They showed that their approximation for an asymmetric model in the stationary state is as accurate as the TAP approximation for symmetric models at equilibrium. More recently, second order approximations (TAP equations) were derived for non-stationary states using a Legendre transformation of the generating functional corresponding to the probability of the set of trajectories of the model [24] . Yet another interesting mean field method approximates the local fields by the Gaussian distribution according to the central limit theorem. In comparison to other approximations, this approach yields more accurate results for fully asymmetric kinetic Ising models [25] . Other works have extended mean-field equations to provide expressions for the non-stationary delayed correlations [20] assuming the presence of equal-time correlations at the previous step. This variety of methods and assumptions makes it difficult to systematically advance the mean field approach over previous contributions.
Here, we propose a unified approach to define a family of mean field approximations of the Ising model. While our method is applicable to symmetric and equilibrium models, we focus on asymmetric kinetic Ising models. Our approach is defined as a family of the Plefka expansions in an information geometric space. This approach allows us to unify and relate existing mean field methods, and provide more accurate expressions for other variables of the models such as correlations of the system. Furthermore, our approach can also be extended beyond the classical mean field assumptions and can propose novel approximations. Here, we introduce pairwise approximations that better capture the correlations between elements of a system, and demonstrate that these approximations outperform in the direct and inverse Ising problem.
Kinetic Ising model and its statistical properties
The kinetic Ising model is the least structured statistical model containing delayed pairwise interactions between its binary components [i.e., a maximum caliber model, 26]. The system consists of N interacting binary variables (Ising spins) s i,t ∈ {−1, +1}, i = 1, 2, .., N , evolving in discrete time steps t with parallel dynamics. Given the configuration of spins at t − 1, s t−1 = {s 1,t−1 , s 2,t−1 , . . . , s N,t−1 }, spins s i,t at time t are conditionally independent random variables: P (s i,t | s t−1 ) = e si,thi,t 2 cosh h i,t ,
Parameters H = {H i } and J = {J ij } represent the local external fields at each spin and the couplings between pairs of spins respectively. Given the probability mass function of the previous state P (s t−1 ), the distribution of the current state is: P (s t ) = st−1 P (s t |s t−1 ) P (s t−1 ) .
Thus, the marginal distribution P (s t ) is no longer an independent model (except at J = 0) but has a complex statistical structure, generally containing higher-order spin interactions. Note that we can apply this equation recursively and, e.g., decompose P (s t−1 ) in terms of s t−2 .
In this article, we use variants of the Plefka expansion to calculate the following statistical properties of the system, namely the average activation rates m t , correlation between pairs of units (covariance function) C t , and delayed correlations D t :
Note that m t and D t are used in solving the inverse Ising problem (see Materials and Methods).
Approximation by the Plefka expansion
Using the language of information geometry, we introduce our method for mean field approximations. Let P t = {P (s t |H, J)} be the manifold of all the probability distributions at time t that can be obtained from Eq. 3. The manifold P t can generally contain sub-manifolds Q t = {Q(s t |Θ t )} of probability distributions with analytically tractable statistical properties, where Θ t is the vector of parameters that are describing the probability functions on Q t (See Fig. 1 ).
As an example of classical mean field approximations, we may use the manifold of independent models as Q t :
For any point P (s t , H, J) of the manifold P t , we can find the closest point Q(s t |Θ * t ) by an orthogonal projection to Q t . As in the approaches presented for a stationary equilibrium [16, 23] and non-equilibrium [17] Ising models, this orthogonal projection results in the minimum Kullback-Leibler (KL) divergence between the marginal distribution P (s t ) (from Eq. 3) and Q(s t ):
The mean field approximation that minimizes the KL divergence between P (s t ) and Q(s t ) is the one that satisfies
where m P i,t and m Q * i,t are respectively expectation values of s i,t by P (s t ) and Q(s t |Θ * ). In the rest of this paper we drop the superscripts for simplicity: m P i,t = m i,t . Note that m i,t = tanh Θ * i,t . Eq. 9 states that the closest factorized model has its first moments equal to the first moments of the target distribution P (s t ). This is in agreement with the fact that the first order expectation values (m t ) are kept constant in the orthogonal projection to the manifold Q t of independent models. The geodesic connecting the points P (s t ) and Q(s t ) under this constraint is known as the m-geodesic, A(m) in Fig. 1 .
Computation of expectation values for P (s t ) is analytically intractable for large networks due to the combinatorial explosion when computing the marginal distribution in Eq. 3. To reduce this computational cost, we approximate Figure 1 : A geometric view of the approximations based on Plefka expansions. P t is the set of possible asymmetric kinetic Ising models at time t. Q t is the set of independent distributions. A(m t ) is the probability distributions with mean values m t that includes P (s t ) and Q(s t ). The Plefka expansions are defined by expanding the α-dependent distribution P α (s t ) that satisfies P α=0 (s t ) = Q(s t ) and P α=1 (s t ) = P (s t ).
the marginal probability distribution (Eq. 3) by computing its Taylor expansion around the point specified by Θ * t on the manifold Q t . This expansion will be defined using a new conditional distribution introducing a parameter α that connects the manifold Q(s t |Θ * ) with the original distribution P (s t ):
where
When α = 0, P α=0 (s t |s t−1 ) = Q(s t ), and α = 1 leads to P α=1 (s t |s t−1 ) = P (s t |s t−1 ). Using this alternative conditional distribution P α (s i,t |s t−1 ), we construct an approximate marginal distribution for the Plefka expansion (see Fig. 1 ).
In this example, we used the distribution P (s t ) marginalized at previous time step for defining the manifold P and a manifold of independent distributions Q. As we will show in the next sections, different approximations of the marginal distribution in Eq. 3 can be constructed by replacing P (s i,τ |s τ −1 ) with P α (s i,τ |s τ −1 ) at specific values of τ (here we will explore the cases of τ = t and τ = t − 1). More generally, we show in SI.1 that the approach can be extended to a marginal path of arbitrary length k + 1, P (s t−k , . . . , s t ). In addition, the reference distributions Q(s t−k , . . . , s t ) are not restricted to independent distributions, rather we may use the model with arbitrary pairwise couplings between elements (see also [27] ). By systematically defining these marginal distributions, we will provide a unified approach to derive Plefka approximations of m t , C t and D t .
Expansion around independent models at times t − 1 and t Here, as an explanatory example, we derive the known results of the standard naive mean field (nMF) and Thouless-Anderson-Palmer (TAP) approximations for the kinetic Ising model [17, 24] . In order to derive these classical mean-field equations, we make a Plefka expansion around the points Θ * t and Θ * t−1 that are respectively obtained by orthogonal projection to the independent manifolds Q t and Q t−1 , computed as in Eq. 9 1 . In this way, we derive the nMF and TAP equations of a model defined by a marginal probability distribution P . Using Eqs. (3) and (10), we write
Where
α=0 (s t ) = Q(s t ) and the original distribution is recovered for
Consequently, all expectation values with respect to P [t−1:t] α (s t ) are functions of α. We thus write then the statistical moments of the system as m t (α), C t (α) and D t (α).
The Plefka expansion is defined as the Taylor series expansion of these functions around α = 0. In the case of the mean activation rate, the expansion up to the nth-order leads to:
where O(α (n+1) ) stands for the residual error of the approximation of order n + 1 and higher. For the n-order approximation, we neglect the residual terms as O(α (n+1) ) α=1 ≈ 0. Note that all coefficients of expansion are functions of Θ t . The mean field approximation is computed by setting α = 1 and finding the values of Θ * t that satisfies Eq. 12. Note that since the original marginal distribution is recovered at α = 1, the equality of Eq. 9 holds: m t (α = 1) = m t (α = 0). This leads to:
which should be solved with respect to the parameters Θ t . For the first order approximation we have
By solving ∂mi,t(α=0) ∂α = 0, we find Θ * i,t = H i + j J ij m j,t−1 that leads to the naive mean-field approximation:
Moreover we can apply the same expansion to approximate the correlations C t (α) and D t (α). Here, the approximations are obtained by expanding C ik,t (α) and D il,t (α) around α = 0 up to the first order using
Detailed calculations are presented in SI.2. Note that the delayed correlations are important in solving the inverse Ising problem for network reconstruction [20] .
To obtain the second order approximation, we need to solve ∂mi(α=0) ∂α + 1 2 ∂ 2 mi(α=0) ∂α 2 = 0 from Eq. 13. Here the second order derivative is given as
To obtain the last approximation, we dropped the square term as this is smaller compared to the first order term (Eq. 14), given that the solution is close to the previous naive mean field solution, Eq. 15 (See SI.2 for further explanations). From these equations, we find
Having Θ * i,t , we can similarly incorporate the TAP approximations of the correlations by expanding C ik,t and D il,t as:
Derivations of these results are given in SI.2.
In this approximation, mean field equations for the activity rate m t (Eqs. 15 and 19) correspond to the classical nMF and TAP equations of the kinetic Ising model [17, 24] . Mean field equations for the equal-time and delayed correlations (Eqs. 16, 17 and 20, 21) are novel contributions from applying the Plefka expansion to computing correlations of the system. We note that, using the above equations, we can compute the approximate statistical properties of the system at t, (m t , C t , D t ) from m t−1 . Therefore, the system evolution is described by recursively computing m t from an initial state m 0 (for both transient and stationary dynamics), although approximation errors accumulate over the iterations. After we introduce the unified view on the mean field approximations in the next section, we will numerically examine approximation errors of these various methods in predicting statistical structure of the system at distant future. [17, 24] . Plefka[t] results in a novel method incorporating some expressions similar to [20] . Plefka[t − 1] in its first approximation reproduces and extends the results in [25] . Plefka[C t ] and Plefka[D t ] represent novel pairwise approximations for estimating correlations more accurately.
Generalization of mean-field approximations
In the previous section, we described a Plefka approximation that uses a model containing independent units at time t − 1 and t to construct a marginal probability distribution P [t−1:t] α (s t ). This is, however, not the only possible choice of approximation. As we mentioned above, other approximations have been introduced in the literature. In [24] an expression is obtained for the non-stationary state, and in [20] expressions are provided for the non-stationary delayed correlations D t as a function of C t−1 . In [25] , more precise approximation is obtained by assuming that the units at state s t−1 are independent while correlations at s t are conserved.
In this section, we show that various approximation methods, including those mentioned above, can be unified as Plefka expansions. Each method of the approximation corresponds to a specific choice of the sub-manifold Q t at each time step. Fig. 2 shows the corresponding sub-manifolds Q of different possible approximations (including the ones described above), where grey lines represent interactions that are affected by α in the Plefka expansion. The mean-field approximations in the previous section were obtained by using the model represented in Fig. 2B , where the couplings at time t − 1 and t are affected by α. Below, we present systematic applications of the Plefka expansions around other possible reference models in order to approximate the original distribution ( Fig. 2C-F ). By doing so, we not only unify the previously reported mean field approximations but also provide novel solutions that can provide more precise approximations than known methods.
Plefka[t]: Expansion around an independent model at time t
For the P [t−1:t] α approximation, explained above, the system becomes independent for α = 0 at t as well as t − 1. This leads to approximations of m t , C t , D t being specified by m t−1 , while being independent of C t−1 and D t−1 . In [20] , the authors describe a mean field approximation by performing new expansion over the classical nMF and TAP equations that takes into account previous correlations C t−1 . Here, our framework allows us to obtain similar results by considering only a Plefka expansion over the sub-manifold Q t of P t while assuming that we know the properties of P (s t−1 ) ( Fig. 2C ). Therefore, we denote this approximation as P [t] α and consider
In SI.3 we derive the equations for this approximation. For the first order approximation:
Note that Eqs. 23 and 24 are the same as the nMF Plefka[t − 1, t] equations. Eq. 25 includes C t−1 , being exactly the same result obtained in [20, Eq. 4] . The second order approximations leads to:
In all update rules, the role of C t−1 is observed. It is also easy to verify that if we use the covariance matrix of the independent model at t − 1 we can recover the results of P presented in previous section. In contrast with [20] , we obtain approximations that depend on previous correlations by a single expansion (instead of two subsequent expansions), and provide a novel method with equations for computing also equal-time correlations.
Plefka[t − 1]: Expansion around an independent model at time t − 1
In [25] , a mean field method is proposed by approximating the effective field h t as the sum of a large number of independent spins following a Gaussian distribution, yielding exact results for fully asymmetric networks in the thermodynamic limit. In our framework, we describe this approximation as an expansion from the submanifold Q t−1 of P t−1 , using a model where only s t−1 are independent ( Fig. 2 .D). In this case (see SI.4), the effective field h t at the submanifold is a sum of independent terms, which for large N yields a Gaussian distribution. Defining
See that now the expansion is defined for the marginal distribution of the path {s t−1 , s t } (see SI.1). The first order equations for this method are
Here we use D
These results are exactly the same as those presented in [25] , adding an expression for C t . For this approximation, we do not consider the second order equations since they are computationally much more expensive than other approximations.
Plefka[C t ]: Expansion around an equal-time pairwise model
Considering the fact that different choices of the sub-manifold Q t leads to different approximations of the marginal probability P (s t ), we introduce a Plefka expansion considering the sub-manifold of correlated pairwise models at time t. First we consider the sub-manifold of the equal-time pairwise models to approximate the equal-time correlations ( Fig. 2 .E). We will also consider the sub-manifold of the time-delayed pairwise models in the next subsection for approximating delayed correlations ( Fig. 2 .F). As we will see, in some cases a pairwise Plefka expansion can lead to a more accurate approximation of the correlations. From Eq.3, the marginal joint probability of two spins is
We approximate it by considering a sub-manifold
where Θ i,t , Λ ik,t are parameters of Q and Z is a normalization term. As in Eqs. 8,9, the orthogonal projection to Q t leads to:
Given this, we consider a model P α (s i,t , s k,t |s t−1 ) connecting P (s i,t , s k,t ) and Q(s i,t , s k,t ) defined as:
and the normalization term Z α,st−1 is also a function of α. As in the above models our goal is to find the first and second order approximations for the statistical properties of the system. It is straightforward to provide approximations of the equal-time correlations. This can be done by approximating the parameters Θ i,t , Θ k,t , Λ ik,t under the constraints of Eqs. 35, 36 . Details of calculations are presented in SI.5. The first order approximation yields Λ * ik,t ≈ 0 and Θ * i,t ≈ H i + j J ij m j,t−1 as in the first order approximations by Plefka[t] and Plefka[t − 1, t] (see SI.5). The second order approximation leads to
Having these parameters, we calculate the second order approximation of C t as
Plefka[D t ]: Expansion around a delayed pairwise model
Here, we provide a novel Plefka expansion to approximate the delayed correlations more accurately. We consider the joint pairwise probability of spins s i,t and s l,t−1
We also consider the pairwise manifold
defined by parameters Θ i,t , ∆ il,t . Orthogonal projection to Q t is equivalent to minimizing the KL divergence D(P ||Q) with respect to the parameters:
As in the previous approximations P (
where the conditional probabilities are:
Similar to the above, we can calculate the equations for the first and second order approximations (see SI.5). Here, we focus on the second order approximations, which are more accurate than the first orders, where the parameters Θ * i,t , Θ * l,t−1 and ∆ * il,t are approximated as:
Note that Θ i,t depends on the previous state s l,t−1 . Approximated delayed correlations are now calculated as:
Here, for this approximation we need to know C t−1 and C t−2 . Therefore, it has to be performed in combination with an approximation of the equal-time correlations. In this respect, Plefka[t], Plefka[C t ] and Plefka[D t ] can compatibly approximate the temporal evolution of m t , C t and D t . We will label this combined approximation as Plefka
Comparison of the different approximations
In order to compare the family of Plefka approximation methods described here, we test their performance in the direct and inverse Ising problems. More specifically, we compare the second order approximation of Plefka[t − 1, t], Plefka[t], the first order approximation of Plefka[t − 1], and the combination of pairwise approximation, Plefka[C t , D t ]. We set the parameters of an Ising model as those of the asymmetric version of the kinetic Sherrington-Kirkpatrick model around a ferromagnetic phase transition. Bias terms (external fields) H i are sampled from an independent uniform distribution U(−βH 0 , βH 0 ), H 0 = 0.5, whereas coupling terms J ij are sampled from an independent Gaussian
where β is a scaling parameter (i.e., an inverse temperature). Generally, mean field methods are suited to approximate properties of systems with small fluctuations. However, there is evidence that many biological systems operate in the highly fluctuating regimes [6, 5] . In order to examine different Ct β/βc = 1.0 
approximations in such a biologically plausible yet challenging situation, we select the model parameters around a point displaying large fluctuations. To find such conditions, we employed the replica method used in the analysis of the symmetric Sherrington-Kirkpatrick model (SI.6.A). We find that (assuming replica symmetry) the stationary solution of the asymmetric model has the same form as its symmetric counterpart [see also 28] . This solution displays an analogue of a critical point for a ferromagnetic phase transition, which takes place at β c ≈ 1.1123 in thermodynamic limit (see SI.6.B, Fig. S1 ). Note that the uniformly distributed bias terms H shifts the transition point from β = 1 obtained at H = 0 (leading to the non-trivial, non-zero behaviour of the spin-glass order parameter in a high-temperature region, see SI.6.B, Fig. S1 B,D). By simulation of the finite size systems, we confirmed that the maximum fluctuations in the model are found near the theoretical β c , which shows maximal covarinace values (see SI.6.B, Fig. S2 ).
Direct Ising problem
We examine the performance of different Plefka expansions in predicting the evolution of an asymmetric Sherrington-Kirkpatrick model of size N = 512 with random H and J. To study the non-stationary transient dynamics of the model, we start from s 0 = 1 (all elements set to 1 at t = 0), and recursively update its state until t = 128. We repeated this stochastic simulation for R = 10 5 times (trials). Using the R samples, we computed statistical properties of the system at each time step t, namely m t , C t , and D t . We then computed their averages over the system units, i.e., m i,t i , C ik,t ik and D il,t il , where the angle bracket denotes average over indices of its subscript.
The black solid lines in Fig. 3A ,B,C display non-stationary dynamics of these averaged statistics from t = 0 to 128, simulated by the original model. In comparison, lines with markers display these statistics predicted by the family of Plefka approximations that are recursively computed using the obtained equations, starting from the initial state m 0 = 1, C 0 = 0 and D 0 = 0. We observe that the recursive application of all the approximation methods provide good predictions for the transient dynamics of the mean activation rates m t until its convergence (Fig. 3A Performance of the methods in predicting individual activation rates and correlations are displayed in Fig. 3D (Fig. 3E ). In Fig. 3F , we confirm that Plefka[C t , D t ] performs the best in predicting individual delayed correlations among others.
The above results are obtained for β = β c , the most challenging point for mean field approximations. In order to further show that our novel approximations systematically outperform the others in a wider parameter range, we repeated the analysis for different inverse temperatures β (the same random configuration is applied for all β). Fig. 3G 
Inverse Ising problem
We apply the approximation methods to the inverse Ising problem by using the data generated above for the trajectory t = 1, . . . , 128 to infer the parameters of the model, H and J. The model parameters are estimated by the Boltzmann learning method under the maximum likelihood principle: H and J are updated to minimize the differences between the average rates m t or delayed correlations D t of the original data and the model approximations (see Materials and Methods). At β = β c , we observe that the classical Plefka[t − 1, t] approximation adds significant offset values to the fields and couplings H and J (Fig. 4A,B) 
Discussion
Based on information geometry, we proposed a framework that unifies different mean-field approximations for the evolving statistical properties of the non-equilibrium Ising networks. Each approximation is premised on specific assumptions about the correlation structure of the system. Furthermore, our framework allowed us to develop new approximations (Plefka[C t ] and Plefka[D t ]) using atypical assumptions for mean field methods, such as the maintenance of equal-time and delayed correlations in the system. These pairwise approximations outperform existing ones in solving the direct and inverse Ising problems in an asymmetric Sherrington-Kirkpatrick model.
The suggested unified framework offers data analysis tools in diverse data-driven research fields. In neuroscience, the inverse Ising techniques have been popular tools to study joint activities of neurons. These studies fit equilibrium Ising models with homogeneous (fixed) parameters [13] or inhomogeneous (time-dependent) parameters [29, 15] to empirical data, and extended analyses reported that neurons operate near a critical regime [6, 5] . However, analyses on aspects of non-equilibrium dynamics for neural spike trains are scarce [7, 8] (see also [30] for a review). This is partly due to the lack of systematic methods for analysing large-scale non-equilibrium data recorded from neurons exhibiting large fluctuations. The proposed pairwise models (Plefka[C t ] and Plefka[D t ]) are suitable for analyzing such network activities because they are more accurate than the other methods in inferring the model parameters at the maximally fluctuating regime (Fig. 4C,D) , generated near the ferromagnetic phase transition point predicted by replica theory (see SI.6, Fig. S1, S2) .
The current form of the non-equilibrium kinetic Ising model aims to describe binary activities only from their own past states. Since measured elements are often embedded in a larger network, one of the important questions is to ask if such a model that neglects inputs from unobserved elements can explain the observed dynamics [31, 32] . Such considerations are inevitable when we model stimulus-evoked activities of neurons, where the stimulus-effect is dictated by changes of the model parameters. Sudden stimulus-dependent change in the model parameters results in transient non-equilibrium network activities in the kinetic Ising systems. Simulation results ( Fig. 3 and 4 ) demonstrated that the mean field approximations successfully predicted the transient dynamics and inferred the system from the transient data. Alternatively, however, similar transient activities may be caused by gradual increase of inputs from unobserved neurons, which can be described by smooth changes of the parameters without causal interactions among the observed neurons [29, 15] . Identifying these two distinct scenarios allows us to tell if the temporal integration is happening internally in the observed cortical microcircuit, or it already exists in the input dynamics. Quantification of the origin of temporal integration using large-scale data should tell us how the slower dynamics hierarchically emerges from sensory to prefrontal cortices [33] .
More generally, the fluctuation theorem on irreversible non-equilibrium dynamics [34, 35] dictates precise relations on probabilities for the forward and backward processes, and reveals that ensemble average of entropy production is bounded to be non-negative (i.e., the second-law of thermodynamics). This bound for systems with feedback control or causal networks can be tightened by mutual information and/or transfer entropy [36, 37] . Thus, applied to analysis of entropy production, the mean field analysis of large-scale kinetic Ising systems could offer the possibility to estimate the bound for information that the nonlinear systems exchange with external environments (see [38, 39] for estimation of entropy production rate in small nonlinear systems).
Materials and methods
Boltzmann learning in the inverse Ising problem Let S r t for t = 1, . . . , T be observed states of a process described by Eq. 1 at the r-th trial (r = 1, . . . , R). We also define S 1:T to represent the processes from all trials. The inverse Ising problem consists in inferring the external fields H and couplings J of the system. These parameters can be estimated by maximizing the log-likelihood l(S 1:T ) of the observed states under the model:
The learning steps are obtained as:
where · r denotes the trial average. We solve the inverse Ising problem by applying these equations as a gradient ascent rule adjusting H and J. The second terms of Eqs. 54, 55 need to be computed at every iteration. Their computational cost grows linearly with N × R. Still, the use of mean field approximations can reduce significantly the cost since generally a very large number of samples R is needed for correctly estimating rates and correlations in large networks [20] . Here the second terms are given as
where we replaced the trial average by expectation over S t−1 , assuming a large number of trials. We then approximate m i,t and D il,t by the Plefka expansions. To compute them, we use the empirical averages and correlations at t − 1. In our numerical tests, gradient ascent was executed using learning coefficients η H = 1/(RT ), η J = 5/(RN T ), starting from J = 0, where H was analytically fitted to match the values of m T .
SI1 General Plefka approach
Let s t = {s i,t } i , i = 1, . . . , N be the state of the system at time t and s 1:T = {s i,t } i,t , i = 1, . . . , N, t = 1, . . . , T a trajectory of the system. Given an initial state s 0 , the probability of a trajectory s 1:T of a kinetic Ising model is:
Note that ψ depends on the specific trajectory s 0:T . The manifold P = {P (s 1:T |H, J)} defines the family of probability distributions of the trajectories of all kinetic Ising models. Within this manifold, we consider a submanifold P 0 in which the probability distributions of a set of elements of the system {{s i,t } i∈It } t is tractable and independent from the rest of the elements of the system. Here I t denotes the indices of the tractable elements of the system at time t.
Trajectories in the submanifold are defined as:
where I t is the complement set of I t for the elements at time t. The mean field definition of the new effective field is θ i,t = Θ i,t , although other definitions are possible. We restrict the function θ i,t to maximum caliber functions composed of individual fields and pairwise couplings
where C i,t is a set of couplings {(j, τ )}, τ ≤ t, j ∈ I τ between s i,t and other nodes s j,τ from the set of nodes with tractable properties. We define the individual field of a unit with Θ i,t,∅ ≡ Θ i,t , by defining s ∅ = 1. In general, the effect from the past spiking activities at τ < t − 1 can be modeled by this equation, which includes the generalized linear model for conditionally independent Bernoulli processes. Here, however, we focus on the effect from the immediate past τ = t − 1 or τ = t (in the case of same-time pairwise approximations).
Different approximations are defined through different definitions of θ i,t using a model connecting P and P 0 . This model is defined through a parameter α:
such that P 1 (s 1:T ) = P (s 1:T ).
The model P 0 that better approximates P is the one that minimizes the Kullback Leibler divergence: 
where . . . α = s 1:T . . . P α (s). Thus, the closest approximation P 0 to P is the one in which s i,t s I 0 = s i,t s I 1 , ∀I. Furthermore, models P 0 are tractable for indices {I t }, in the sense that knowing Θ i,t,I , it is easy to compute s i,t s I 0 .
The value of parameters Θ i,t,I cannot be computed directly in general, but they can be approximated by computing a Plefka expansion. Approximating s i,t s I 1 by the Taylor expansion of s i,t s I α from α = 0, we have
Evaluating it at α = 1 knowing that s i,t s I 0 = s i,t s I 1 , ∀I, we have
Defining
where . . . t,α = st . . . P α (s t |s 1 , . . . , s t−1 ), we can derive the first and second order approximations.
For the first order term, we have
The second order term is:
Using the equations above to solve Eq. 71 for different orders and choices of P 0 will give us the different Plekfa approximations.
SI2 Plefka[t − 1, t]
This approximation uses the following approximated marginal probability distribution.
Here by changing α from 0 to 1, one can smoothly connect the independent and interacted models. Further, h i,t (α) can be written as
where ∆h i,t = −Θ i,t + H i + j J ij s j,t−1 represents deviation from the independent model. We approximate m t by using its α-dependent approximation, whose element is defined as
Approximating its value by expanding around α = 0 yields
By noting that m t (α = 0) = m t (α = 1), we evaluate it at α = 1. This results in
The approximation yields the nMF equations when we ignore quadratic terms and higher in solving this equation, and the TAP equations when ignoring third and higher order terms. The first order derivative of m i,t (α) is given as
Using the following equations,
the first order derivative is given as
Expectation of the first term at α = 0 is
The second term becomes zero at α = 0, since for P 0 (s t−1 |s t−2 ) we have that s k,t−1 and h k,t−1 are independent. Thus we have
From here, we obtain the nMF equations, yielding α(−
The second order derivative of m i,t (α) is given as
Here we note that
From these equations, the second derivative is computed as
We evaluate the second derivative at α = 0. Here at α = 0 the second term in the derivative becomes zero and third and forth terms cancel out (the third term is equal to the fourth at k = m and zero otherwise). Thus we have
Note that the second order term in Eq. 96 contains the expression
that is very small and can be neglected as a term of order higher than quadratic. This is due to the fact that the second-order approximation is in the proximity of naive mean field solution which is in the first order of α. Therefore, we expect that
= O(α 4 ) α=1 which can be neglected for the second order approximation.
The combination of the first and second order derivatives of m i,t evaluated at α = 0 allows to solve Eq. 82 for order n = 2, yielding the TAP equations:
These results have a similar form to the TAP equations obtained for symmetric networks and asymmetric networks [17, 24] .
SI2.1 Correlations
When i = k, C ii,t (α) = 1 − m i,t (α) 2 . When i = k, correlations in the system can be obtained by expanding
The derivatives with different orders, and their values evaluated at α = 0 are obtained as follows.
The zeroth order term is:
The first order term is:
Therefore the nMF equation is obtained as C ik,t−1 (α) = 0 + O(α 2 ).
Hence the TAP equation of the correlations can be described as:
SI2.2 Time-delayed correlations
Similarly to the equal-time correlations, we describe time-delayed correlations of the system D il,t (α) =
(s t−1:t ) using an expansion:
Likewise, the zeroth order term yields:
Therefore the nMF equation is obtained as:
Hence the TAP equation for the time-delayed correlations can be described as:
SI3 Plefka[t]
This approximation uses the following approximated marginal probability distribution:
We approximate m t by using its α-dependent approximation, whose element is defined as
The approximation yields the nMF equations when we ignore the quadratic term and higher, and the TAP equations when ignoring the third and higher order terms. The terms at each order and its evaluation at α = 0 are obtained as follows.
The first order or naive mean field approximation is obtained when we insert these equations into the first order Taylor expansion for α = 1
from which, knowing that m i,t (α)| α=1 = m i,t = tanh Θ i , we obtain
For the second order approximation, we have
Then we solve the following second order equation:
To compute the second order approximation, we can take advantage of the fact that the second order term contains the expression
. This yields the TAP equations:
These results have a similar form to the TAP equations obtained for symmetric networks and asymmetric networks, which generally take the form [17, 24] . The only difference is that previous results approximated either the stationary state of the network, or the probability of trajectories over several updates of the network dynamics. The consequence of these is that previous results ignored correlations at previous states (since they were also expanded from the independent model, thus C jl terms become zero when i = j and 1 − m 2 i otherwise.
SI3.1 Correlations
When i = j, C ii,t = 1 − m i,t (α) 2 . When i = j, correlations in the system can be obtained by expanding
The different terms of the expansion are as follows.
The first order term yields
Therefore the nMF Equation is obtained as
So the TAP equation for the correlations can be described as:
The obtained expression has a form that is similar to the equations in [20] but presents some differences since is computed from the same expansion as the TAP equations, instead of performing a new expansion from the approximation of Θ i .
Similarly, correlations of order 3 (and more)
SI3.2 Time-delayed correlations
We introduce the α-dependent time-delayed correlations as D il,t (α) = st−1:t (s i,t − m i,t (α))(s l,t−1 − m l,t−1 )P
[t]
α (s t−1:t ). We approximate D il,t by expanding this equation around α = 0. The zeroth order term yields:
therefore obtaining that for the nMF equation:
Thus the TAP equation for time delayed correlations can be described as:
The nMF Equation for time-delayed correlations is similar to the first order approximation obtained by [20] . The second order approximation differs since they do a new expansion over one time step of the obtained TAP expression obtained for the whole trajectory. In our case, since we apply the TAP expansion for one-step updates in all cases, we can derive an expression from the same expansion that obtains the TAP equation for updating the mean fields of the system.
SI4 Plefka[t − 1]
Computing the values of Θ t−1 is equivalent to the calculations in Section SI3. However, since we are interested in the values at time t, we only need to know that tanh Θ i,t−1 = m i,t−1 .
Now, we calculate m t by using its α-dependent approximation, defined as
We solve this equation at α = 1. The approximation yields the nMF equations when we ignore quadratic terms and higher, and the TAP equations when ignoring third and higher order terms. However, in this case we will only compute the terms in the nMF equation, since the second order yields marginals that are complicated to evaluate. In the case of the first order term, we show how to estimate the corresponding marginals in Subsection SI4.3.
The first order terms:
we can ignore the first order terms. Moreover, applying the central limit theorem we can approximate a large sum of independent terms as a Gaussian distribution, yielding
where Γ i,t = st−1 tanh h i,t Q(s t−1 ).
SI4.1 Correlations
When i = j, correlations in the system are calculated as C ik,t (α) = st−1:t (s i,t − m i,t (α))(s k,t − m k,t (α))P α (s t−1 |s t−2 )s t−1:t (s t−1:t ). Again, we compute this using a Plefka expansion:
Otherwise when i = j, C ii,t = 1 − m 2 i,t . The zeroth order term:
The first order term yields:
, the nMF equation is:
SI4.2 Time-delayed correlations
Time-delayed correlations in the system are calculated as
Again, we compute this using a Plefka expansion:
The zeroth order terms are:
The first order terms are:
Since [α(H m − Θ m,t−1 + n J mn m n,t−2 )] α=1 = 0 + O(α 2 ) α=1 (Appendix SI3), the nMF equation is:
SI4.3 Gaussian approximations
The integrals for computing the first order means and correlations can be directly obtained applying the central limit theorem to approximate a set of independent binary signals to a Gaussian distribution.
Thus we obtain
with
where D ρ xy = dxdy 2π exp − 1 2 (x 2 +y 2 )+2ρxy , D xy = dxdy 2π exp − 1 2 (x 2 +y 2 ) is a bivariate Gaussian distribution under an orthogonal transformation with x =
. The integrals of the Gaussian approximations of Γ i,t and Γ ij,t are easy to compute. The problem becomes when we the more complex terms Γ i,t , which can be computed by similar approximations but multiplies exponentially the number of integrals to be solved.
For large system sizes, terms obtained from the first and second order expressions like Γ (k) i,t can be obtained by assuming that the values of individual weights are small (e.g. J ij = O(1/N )). We can compute that that
Then we can approximate
As in [25] , if we assume that ρ ik is small,D ρij xy can be approximated as:
where in the last step we used the integration by parts method.
As
Therefore, we have that
SI5 Pairwise plefka expansions
Consider a manifold Q of pairwise probability distributions:
We use Q to approximate the distribution, which can be factorized as
for parallel updates of the spins. Similarly to previous cases, we want to find an approximation of the probability distribution at time t that minimizes the relative entropy:
Specifically, the mean field approximation that minimizes the relative entropy is the one in which
This equation states that the closest factorized model has its first and second order moments equal to the first and second order moments of the target distribution p. That is, s i,t q = s i,t p = m i,t and s i,t s k,t q = s i,t s k,t p = C ik,t + m i,t m k,t . This is equivalent to having the marginalized distribution for spins i and k equal to the model Q, i.e. P (s i,t , s k,t ) = Q(s i,t , s k,t ). If we assume that the distribution P (s i,t , s k,t ) is close to Q(s i,t , s k,t ), we can compute P (s i,t , s k,t ) as an expansion respect to α of the probability distribution:
When α is set to zero, P 0 (s i,t , s k,t |s t−1 ) = Q(s i,t , s k,t ), whereas when α is set to one, P 1 (s i,t , s k,t |s t−1 ) = P (s i,t , s k,t |s t−1 ) = P (s i,t |s t−1 )P (s k,t |s t−1 ).
Finally, we define:
which we use to compute the Plefka expansion from Q to P .
Since we know that P (s i,t , s k,t ) = Q(s i,t , s k,t ), we can find the parameters Θ, Λ by computing the Taylor expansion of P α (s i,t , s k,t ) at α = 0:
up to order n and computing the approximations Θ i,t , Θ k,t , Λ ik,t that meet the equality for α = 1 when O(α (n+1) ) terms are dismissed. The equation above is a system of four equations, one for each combination of s i,t , s k,t . Still, the system has only three degrees of freedom, since si,t,s k,t P α (s i,t , s k,t ) = 1. This system of equations is equivalent to considering a system of three equations obtained by the Plefka expansion with respect to the first and second moments as in other sections. Since both options are equivalent (there is a linear relation between the pairwise distribution and first and second order moments), here we choose to directly expand P α (s i,t , s k,t ) to solve the equations in a more compact way.
In order to compute the Plefka expansion, we compute the derivative of Equation 193 as:
Here, the derivative of h α (s i,t , s k,t , s t−1 ) and its expectation are
For α = 0, we have P 0 (s i,t , s k,t |s t−1 ) = Q(s i,t , s k,t ). Then the second term evaluated at α = 0 for a given value of s t−1 becomes
Using these expressions, we compute the first and second order terms of the Plefka expansion. From Equation 197, the first order term is
By solving the system of equations above for the values of s i,t , s k,t , we can obtain the nMF equations:
Using these approximated parameters, we can compute the mean rates and correlations of the system using Eq. 186:
The TAP equations can be obtained by expanding:
We know that (αΛ ik,t ) 2 α=1 = 0 + O(α 4 ) α=1 , that α 2 Λ ik,t W i,t α=1 = 0 + O(α 4 ) α=1 and that α 2 W i,t W k,t α=1 = 0 + O(α 4 ) α=1 . This allows us to dismiss many terms of the equations above.
We now compute TAP equations by solving Equation 196 for the second order:
When dismissing the terms with order O(α 3 ) α=1 , the above equation becomes a system of linear equations
We can use these approximated parameters for computing the mean rates and correlations of the system.
(217)
SI5.1 Time-delayed correlations
Consider a manifold Q with a pairwise probability distribution:
where Q(s l,t−1 ) is the independent probability distribution for s l,t−1 computed as in Appendix SI3, and Q(s i,t |s l,t−1 ) is a conditional probability distribution we use to construct the pairwise probability distribution Q(s i,t , s l,t−1 ) using the Bayes rule.
We use this pairwise model to approximate the distribution
As in previous cases, we want to find an approximation of the probability distribution at time t that minimizes the relative entropy
Specifically, the mean field approximation that minimizes the relative entropy is the one in which ∂D(P (s i,t , s l,t−1 )||Q(s i,t , s l,t−1 )) ∂Θ i,t = − si,t,s l,t−1 s i,t − tanh(Θ i,t + ∆ il,t s l,t−1 ) P (s i,t , s l,t−1 ) = s i,t q − s i,t p = 0, (221) ∂D(P (s i,t , s l,t−1 )||Q(s i,t , s l,t−1 )) ∂∆ il,t = − si,t,s l,t−1 s i,t s l,t−1 − tanh(Θ i,t + ∆ il,t s l,t−1 )s l,t−1 P (s i,t , s l,t−1 ) = s i,t s l,t−1 q − s i,t s l,t−1 p = 0.
This equation states that the closest factorized model has its first moments equal to the first moments of the target distribution p. That is, s i,t q = s i,t p = m i,t and s i,t s l,t−1 q = s i,t s l,t−1 p = D il,t + m i,t m l,t−1 . This is equivalent to having the marginalized distribution for spins i and k equal to the model Q, i.e. P (s i,t , s l,t−1 ) = st−1 P (s i,t |s t−1 ) = Q(s i,t , s l,t−1 ). If we assume that the distribution P (s i,t , s l,t−1 ) is close to Q(s i,t , s l,t−1 ), we can compute P (s i,t , s l,t−1 ) as an expansion respect to α of the probability distribution:
and P α (s l,t−1 |s t−2 ) = e s l,t−1 h l,t−1 (α) 2 cosh h l,t−1 (α) ,
When α is set to zero, P α=0 (s i,t , s l,t−1 ) = Q(s i,t , s l,t−1 ), whereas when P α=1 (s i,t , s l,t−1 ) = P (s i,t , s l,t−1 ). We approximate the values of Θ i,t , Θ l,t−1 , ∆ il,t as follows:
SI6 Solution of the asymmetric Sherrington-Kirkpatrick model
The infinite kinetic Ising model with Gaussian couplings and uniform weights that we used in the paper, is generally referred in its symmetric version as the Sherrington-Kirkpatrick model. The Sherrington-Kirkpatrick model behaviour is well studied in statistical mechanics, and its solution can be obtained using the replica trick [40, Chapter 2.2] . Here, we extend the solution to the asymmetric version of the model.
SI6.1 Replica trick
The asymmetric Sherrington-Kirkpatrick model can be solved using the replica trick in a similar fashion than in the symmetric model, adding a mathematical trick to define Gaussian integrals [28] .
Given a probability distribution P (s t−1 ), we define the partition function of the asymmetric kinetic Ising model as:
The coupling J ij is a quenched variable with the Gaussian distribution function
where the mean and the variance are proportional to 1/N .
According to the prescription of the replica method, one first has to take the configurational average of the nth power of the partition function
The integral can be carried out independently over each J ij . We find the following form
Here, we introduce variables q ab,
In addition, we will introduce the assumption that the distribution P (s t−1 ) is such that it yields a delta distribution of P (m t−1 ) and P (q t−1 ), allowing us to remove the P (s t−1 ) terms in the equation.
We will later show that assuming delta distributions for m t−1 and q t−1 will produce similar delta distributions of m t and q t . Thus, our results hold as long as the initial state has this property (e.g. computing the dynamics of the system starting from a single spin state s 0 ).
SI6.1.1 Gaussian Integral
Here we will use a Gaussian integral to perform a change of variables, this will have the form:
exp (0.5x 2 ) = 1 √ 2π dm exp (−0.5m 2 + xm).
We make a change of variable using a Gaussian integral defined above, following the solution reported by [28] we denote σ(s a t 
y ab t,− =i
where y ab t,+ , y ab t,− are auxiliary variables.
The saddle-point condition that the free energy is extremized with respect to the variables m a t,+ , t, − a , q ab t,+ , q ab t,− is 
and recombine the four variables into two order parameters: 
where m correspond to the order parameter, which yields in turn:
SI6.1.2 Replica-symmetric solution
The variables above constitute the order parameters of a infinite-range ferromagnetic model with a Hamiltonian defined from L i . These four parameters can be linearly combined into just two order parameters of an infinite-range model with mean activity m a t,L = m a t,+ − im a t,− and a spin glass order parameter q ab t,L = q ab t,+ − iq ab t,− . Since the model is fully symmetric, it seems natural to assume replica symmetry and m a t,L = m t , and q ab t,L = q t , a = b (although replica symmetry will not apply in all cases, in the stationary Sherrington-Kirkpatrick model replica-symmetric solutions are unstable for certain low temperature regions if J σ is large compared with J 0 ). Being the replica-symmetric solution 
whereH i (z) = H i + J 0 m t−1 + J σ z √ q t−1 and the last step was taken considering the limit n → 0 of log 1 + e f (n) .
We have then
The extremization of the free energy respect m t−1 yields (281)
Similarly, extremization respect q t−1 and applying partial integration gives J 
SI6.2 Ferromagnetic critical phase transition in the infinite kinetic Ising model with Gaussian couplings and uniform weights
We define an Ising network of infinite size, with randomly defined bias H i with a distribution U(−H 0 β, H 0 β) and couplings J ij with a Gaussian distribution N (β 1 N , β 2 J 2 σ N ). Thus, there β operates as an inverse temperature rescaling the values of the parameters H i and J ij . We choose a value of H 0 = 0.5, J σ = 0.1
In the thermodynamic limit N → ∞, the mean field activation rate can be defined as a uniform integral:
Similarly, the spin glass order parameter: In Figure 5 we compute the order parameters for J 0 = 1, J σ = 0.1 and H 0 = 0.5. As in the case with H i = 0, there is a ferromagnetic transition. In this case however, the high temperature phase is not a paramagnetic phase with q = 0, meaning that although the spatial average of the magnetization over sites is zero, the the time average of the orientation of any given spin is non-zero. The system shows a second order critical point at approximately β c = 1.1123, marked by a singularity in the derivative of m.
