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Віртуалізація IT інфраструктури – ключова технологія, яка допомагає об'єднати додатки на різних плат-
формах і апаратних засобах попередніх поколінь з використанням меншого числа сучасних, більш потуж-
них серверів з низьким енергоспоживанням. Можливості, що запропоновані, можуть бути істотно розши-
рені за рахунок її використання для задоволення потреб багаторівневого зберігання даних (віртуалізація 
зберігання), а також для так званої віртуалізації клієнтських місць, яка забезпечує користувачеві доступ до 
робочих матеріалів з будь-якого терміналу, включаючи територіально видалені. У роботі розглядається 
віртуалізація рівнів ІТ інфраструктури ВУЗу: сервери, системи зберігання, робочі місця клієнта, інфрастру-
ктура центру обробки даних.  
 
Virtualization is a key technology which helps to unite applications on various platforms and hardware of the 
previous generations with use of smaller number of modern, more powerful servers with low energy consumption. 
Now, the opportunities offered by this technology can be essentially expanded by its using for satisfaction of re-
quirements of a multilevel data storage (storage virtualization), and also for so-called client place virtualization 
which provides to the user access to working materials from any terminal, including territorially remote. In the 
article it is considered virtualization of all levels of IT infrastructure: servers, systems of storage, workplaces of a 
client, an infrastructure of a data processing centre. 
 
Вступ 
Сучасна ІТ-інфраструктура дозволяє гнучко 
розподіляти ресурси і ефективніше їх викори-
стовувати. Підхід, що пропонується, має тен-
денцію розвитку убік сервіс-орієнтованой ІТ-
інфраструктури. Діяльність ВУЗу вимагає від 
ІТ гнучкості, високої якості обслуговування і 
ефективності, а ці запити можна задовольнити 
за допомогою сервіс-орієнтованой архітектури 
(SOA) і сервіс-орієнтованой ІТ-інфраструктури 
(SOI). Перша дозволяє об'єднати сервіси, що 
надаються додатками, для підтримки учбово-
виробничих процесів, а друга – динамічно ви-
діляти додаткам ресурси. 
Основними характеристиками SOI є: автома-
тичне призначення ресурсів додаткам; інтегро-
ване управління і моніторинг ресурсів; стандар-
тизація, що забезпечує сумісність, і автомати-
зація ІТ-операцій. 
Стратегія SOI втілена в концепції динаміч-
ного центру даних (DDC). Її реалізація передба-
чає віртуалізацію ресурсів, їх динамічний роз-
поділ і інтеграцію стандартних рішень і ІТ- сер-
вісів. 
Для динамічних ІТ-сервісів пропонується 
створення віртуального серверного пулу, в яко-
му ресурси організовані за допомогою спеці-
альної архітектури. Вона наділяє це рішення 
всіма атрибутами SOA для використання в цен-
трах обробки даних (ЦОД) нового покоління. 
Максимальна утилізація продуктивності, що 
надається новими процесорами, краще всього 
досягається за допомогою віртуалізації. Віртуа-
лізація є ефективною, якщо її підтримують всі 
системи. Такий підхід гарантує, що у віртуаль-
ному середовищі додатки працюватимуть з ви-
сокою швидкодією. 
Віртуалізація в будь-якій своєї реалізації на-
лежить до найбільш перспективних і вигідних 
рішень в області ІТ індустрії. Технологія вір-
туалізації, що дозволяє абстрагувати один від 
одного різні компоненти ІТ-систем, давно вико-
ристовується для консолідації серверних ресур-
сів, в системах зберігання даних, а також для 
створення клієнтських робочих місць, що доз-
воляють забезпечити користувачеві доступ до 
робочих матеріалів з будь-якого терміналу, 
включаючи територіально видалені. Окрім кон-
солідації, серверна віртуалізація може засто-
совується для здійснення роботи застарілих зас-
тосувань, здатних функціонувати тільки як «го-
стьові» на сучасному устаткуванні. 
Іншою сферою застосування віртуалізації є 
розробка технології тонких терміналів, які вір-
туалізують робочі місця користувачів настіль-
них систем, дозволяючи здійснювати доступ до 
робочого середовища з будь-якої географічної 
точки, причому робоче середовище зберігає 
стан, в якому вона перебувала в той момент, 
коли користувач працював з нею останній раз. 
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Така технологія фактично «відчеплює» кори-
стувача від конкретного фізичного персональ-
ного комп'ютера, зберігаючи всі його файли і 
додатки на одному центральному сервері. 
Але основним завданням віртуалізації по-
винна стати консолідація всіх комп'ютерних 
ресурсів організації в єдиний резервуар ресур-
сів ЦОД. Тоді вдасться істотно збільшити кое-
фіцієнт корисного використання ЦОД і підви-
щити ефективність інвестицій вкладених в його 
створення. 
 
Застосування технології на рівні ВУЗу 
У НТУУ «КПІ» навчається близько 41 тис. 
студентів [10]. При такій кількості потенційних 
користувачів необхідний центр, де будуть скон-
центровані основні обчислювальні ресурси, які 
поки що розподілені по всій території універ-
ситету. Тут важливо заощадити як робочий час 
адміністраторів, так і місце в серверній кімнаті. 
Тримати для розміщення сайту кожної кафедри 
по окремому потужному серверу нераціональ-
но. 
Крім того, існує проблема балансування на-
вантаження між всіма фізичними серверами, що 
існують в організації. Як правило, здійснити 
таке балансування раціональним чином украй 
важко, і, як наслідок, частина серверів вияв-
ляється переобтяженою, тоді як існує велика 
кількість малозавантажених серверів, потуж-
ності яких використовуються на 5-10%. (Згідно 
статистиці, середній рівень завантаження про-
цесорних потужностей у серверів на Windows 
не перевищує 10%, а у Unix-систем даний по-
казник не більше 30%.) 
Зростання парку серверного устаткування 
приводить до істотного збільшення витрат, по-
в'язаних з оплатою споживаної ними енергії, а 
також оплатою енергії, що витрачається на 
охолоджування серверів, яка, у міру збільшення 
потужності комп'ютерного устаткування, без-
перервно зростає. Збільшуються витрати на 
знаходження і зміст нових серверних примі-
щень, покупку ліцензій на серверну ОС.  
Все вищевикладене приводить до необхід-
ності мінімізації кількості фізичних серверів в 
організації і підвищення ефективності їх вико-
ристання. Вирішити ці завдання дозволяє вико-
ристання технології віртуалізації. 
Один з підходів – шлях контейнерної віртуа-
лізації. Вона дозволяє запускати на одному фі-
зичному сервері безліч віртуальних, що дуже 
актуально для учбового процесу. Контейнерна 
віртуалізація забезпечує роботу в одній ОС 
(Windows, Linux, Solaris) декількох віртуальних 
сесій, які один одного «не бачать». Їх ізоляція 
йде не на рівні перехоплення звернення до апа-
ратури, як в технології гіпервізора, а на рівні 
операційної системи. 
Віртуальні машини (ВМ) є повністю ізольо-
ваними програмними контейнерами, здатними 
працювати з власною операційною системою і 
додатками, як фізичний комп'ютер. Віртуальна 
машина працює абсолютно так само, як фізич-
ний комп'ютер, і містить власні віртуальні (тоб-
то програмні) процесор, оперативну пам'ять, 
жорсткий диск і мережеву інтерфейсну карту. 
Операційна система, додатки і інші комп'ютери 
в мережі не здатні відрізнити віртуальну маши-
ну від фізичного комп'ютера. Навіть сама вір-
туальна машина вважає себе матеріально існу-
ючим комп'ютером. Проте, він складається ви-
ключно з програмного забезпечення і абсолют-
но не містить апаратних компонентів. Тому ВМ 
володіють рядом істотних переваг в порівнянні 
з фізичними серверами. 
При такій організації виділяються декілька 
переваг: 
1. Зростає щільність розміщення віртуальних 
серверів (контейнерів), оскільки в кожному з 
них знаходиться не повноцінна ОС, а лише 
процеси, індивідуальні для даного користувача.  
2. Збільшується продуктивність, оскільки 
при контейнерній віртуалізації не перехоплю-
ється звернення до апаратури.  
3. Така віртуалізація обходиться дешевше, як 
з погляду ліцензійної підтримки, так і при ему-
ляції апаратних ресурсів (її забезпечує гіперві-
зор).  
4. Віртуальні машини, використовуючи за-
гальні фізичні ресурси одного комп'ютера, за-
лишаються повністю ізольованими один від 
одного, неначебто вони були окремими фізич-
ними машинами. Наприклад, якщо на одному 
фізичному сервері запущено чотири ВМ, і одна 
з них дає збій, це не впливає на доступність 
трьох машин, що залишилися. Ізольованість – 
важлива причина набагато вищої доступності і 
безпеки додатків, що виконуються у віртуаль-
ному середовищі, в порівнянні з додатками, що 
виконуються в стандартній, невіртуалізованій 
системі.  
5. Віртуальні машини є дуже мобільними і 
зручними в управлінні за рахунок того, що вони 
об'єднують в єдиному програмному пакеті пов-
ний комплект віртуальних апаратних ресурсів, 
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а також ОС і всі її застосування. Це дозволяє 
легко переміщати або копіювати ВМ з одного 
місцеположення в інше так само, як будь-який 
інший програмний файл. Крім того, віртуальну 
машину можна зберегти на будь-якому стан-
дартному носієві даних: від компактної карти 
Flash-памяти USB до кампусових мереж збері-
гання даних (SAN).  
6. Віртуальні машини є повністю незалеж-
ними від базового фізичного устаткування, на 
якому вони працюють. Наприклад, для віртуа-
льної машини з віртуальними компонентами 
(процесором, мережевою картою, контролером 
SCSI) можна задати настройки, абсолютно не 
співпадаючі з фізичними характеристиками ба-
зового апаратного забезпечення. Віртуальні ма-
шини можуть навіть виконувати різні опера-
ційні системи (Windows, Linux і ін.) на одному і 
тому ж фізичному сервері. 
Разом з наявністю безперечних переваг тех-
нологія віртуалізації, має ряд недоліків, зв'яза-
них, наприклад, з неможливістю забезпечити 
максимальну надійність при консолідації сер-
верів, оскільки між віртуальними машинами не-
має електричної ізоляції. Так збій в роботі опе-
раційної системи хоста приводить до необхід-
ності перезавантажувати все ВМ і їх застосу-
вання. Крім того, ПО віртуалізації є достатньо 
«важким», таким, що вимагає для свого функці-
онування наявності могутніх серверних конфі-
гурацій. Недоліком контейнерної віртуалізації є 
те, що всі ВМ вимушені працювати під управ-
лінням однієї і тієї ж версії ОС. Це не дозволяє, 
наприклад, запустити Linux і Windows на одній 
машині.  
Вибираючи контейнерні технології, одночас-
но вибирається операційна система, під управ-
лінням якої вони працюватимуть. Оскільки для 
різних проектів потрібні різні ОС, необхідно 
користуватися універсальними рішеннями. Як 
правило, на серверах частіше встановлено ПО 
для Linux, на клієнтських машинах – для Win-
dows. Можливе використання учбових курсів 
на платформі Solaris.  
Досвід роботи показує, що розгортання од-
ного сервера, в кращому разі, триває близько 
трьох годин, а на створення контейнера йде від 
хвилини до декількох десятків хвилин залежно 
від того, що саме потрібно встановити в нім. 
 
Можливі проекти і результати  
Технологія контейнерної віртуалізації дозво-
лить, з одного боку, упорядкувати і раціональ-
ніше використовувати обчислювальні потужно-
сті ВУЗу, а з іншої – підвищити ефективність їх 
застосування для потреб конкретних учбових і 
наукових лабораторій. Ось, наприклад, типовий 
випадок: студентський проект, для виконання 
якого необхідний сервер. Купувати або виді-
ляти для цих цілей окрему потужну машину 
абсолютно нераціонально. Оптимальне рішення 
– створити віртуальний сервер під цей проект.  
Один з проектів – реплікація реляційних баз. 
Співробітники університету спільно із студен-
тами створюють ПО, яке дозволить працювати 
в єдиному інформаційному середовищі з база-
ми даних, маючи у себе на місцях репліку цієї 
бази. 
Другий проект – застосування даної техно-
логії в роботі олімпіади по програмуванню. 
Вирішення завдань, які підготували учасники 
олімпіади, викладаються на сервер за допомо-
гою Web-интерфейса. До цього ж сервера під-
ключаються тестуючі комп'ютери, які дістають 
рішення з черги, компілюють їх і запускають на 
наборах тестів. Під час олімпіади тестування 
проводиться на традиційних персональних ком-
п'ютерах, під час очного туру для тестування 
декілька машин, а то і цілий термінальний клас. 
Проте під час тренувань в ролі тестуючих ком-
п'ютерів використовуються контейнери під 
Windows.  
Сам сайт олімпіади, база даних, обслугову-
вання черги рішень, визначення рейтингу учас-
ників – все це може працювати на віртуальній 
машині. Щоб забезпечити обчислювальні по-
тужності для олімпіади, може бути задіяним 
додатковий сервер з університетського обчис-
лювального кластера. Віртуальний сервер олім-
піадної системи переноситься на нього за до-
помогою засобів міграції протягом декількох 
хвилин.  
Факультети зазвичай мають декілька серве-
рів під управлінням Linux і Windows (все це без 
віртуалізації). Можлива консолідація всього 
цього господарства на двох або трьох серверах.  
Технології віртуалізації може бути викорис-
тана в учбовому процесі, студенти інженерних 
факультетів працюють в розподіленому парале-
льному середовищі з пакетом MATLAB, а сту-
денти факультетів ІТ займаються в ній програ-
муванням. Лабораторії ж можуть бути оснащені 
«тонкими клієнтами». 
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Перспективи  
У найближчих планах може бути викори-
стання напрацювань по віртуалізації в учбових 
класах в режимі «тонкого клієнта». Наступним 
кроком могла б стати консолідація ресурсів на 
базі технологій контейнерної віртуалізації в 
масштабах учбових корпусів університету, а 
згодом – студгородка. І у факультетів і у інсти-
тутів є власні обчислювальні мінікластери, але 
поки вони працюють автономно і обчислю-
вальні ресурси між ними не перерозподіля-
ються. Факультетські кластери використову-
ються в учбовому процесі, на них працюють 
студенти. Зрозуміло, що давати студентам дос-
туп в загальний кластер ВУЗу з їх учбовими 
програмами недоцільно, необхідно розмежува-
ти і перерозподілити доступ до кластерів. 
Роботи по впровадженню технологій вір-
туалізації повинні йти в загальному руслі роз-
витку інформаційних технологій університету. 
Повинен бути створений єдиний віртуальний 
учбовий простір університету, основу якого 
складуть, в інтеграції з Українським інститутом 
інформаційних технологій в освіті [1], інстру-
ментальні портали підготовки і доставки елек-
тронних засобів навчання, сервери тестування 
знань, спеціалізовані системи відеоконференцій 
для дистанційного проведення лекцій, бібліоте-
ки і сховища учбових матеріалів. Все це об'єд-
нується в єдине сервіс-орієнтоване середовище.  
 
Приклад побудови віртуального  
обчислювального GRID-середовища 
Кластер – група комп'ютерів, об'єднаних ви-
сокошвидкісними каналами зв'язку, що з погля-
ду користувача є єдиним апаратним ресурсом 
[2]. У сучасному світу існує велика безліч об-
числювальних центрів. Продуктивність сучас-
них суперкомп'ютерів досягає 1.2 PetaFlops [3]. 
Для забезпечення працездатності таких ком-
п'ютерів потрібні потужні системи охолоджу-
вання, висококваліфікований персонал і значні 
фінансові витрати. Але і до цього дня процесо-
ри персональних комп'ютерів простоюють біль-
ше 90% часу. 
Такі проекти як Folding@home, Seti@home, 
mFluids@home засновані на ядрі BOINC, яке 
дозволяє організувати розподілені обчислення 
використовуючи ресурси персональних комп'ю-
терів. Але ці проекти вузькоспеціалізовані і не 
дають можливості звичайному користувачеві 
запускати свої завдання. 
Запропонована нижче система дозволяє ви-
користовувати ресурси існуючого устаткування 
без додаткових фінансових витрат. Обчислю-
вальними вузлами є віртуальні машини, що 
встановлені на персональних комп'ютерах. 
Можливості, бібліотеки і компілятори віртуаль-
ного кластера ідентичні реальним кластерам, 
різниця полягає лише в продуктивності, відмо-
востійкості і ціні. 
 
Структурна організація системи 
Для функціонування системи на кожному 
персональному комп'ютері потрібно встановити 
віртуальний сервер, що буде забезпечувати ро-
боту віртуальних машин, і доступ до основного 
сервера кластера по мережі, який повинен мати 
статичну адресу IP. Для підвищення відмово-
стійкої бажано, щоб головний вузол був вста-
новлений не на віртуальній машині. Основний 
сервер і обчислювальні вузли можуть бути роз-
ташовані в різних локальних мережах, під-
ключатися до головного вузла через HTTP 
proxy, NAT або WAN. 
Вузли кластера підключаються до провідно-
го вузла за допомогою віртуального каналу 
OPENVPN [4] і організовують віртуальну ме-
режу з повнозв'язною топологією. Таке з'єднан-
ня має можливості стискування і шифрування 
трафіку, а також є відмовостійким. При нетри-
валих розривах зв'язку між головним і обчис-
лювальним вузлом кластера OPENVPN не при-
пиняє з'єднання і, при нагоді, відновлює всі 
зупинені з'єднання прозоро для користувача. 
Але тільки за допомогою OPENVPN організу-
вати взаємодію вузлів з використанням MPI не 
можливо із-за помилки, що виникає в модулі btl 
(MPI point-to-point byte transfer layer). Для усу-
нення цієї помилки на основі тунелів 
OPENVPN налаштовуються IP-in-IP тунелі 
(RFC2003), через які і відбувається обмін дани-
ми між вузлами кластера. За допомогою IP-in-
IP тунелів можна налаштовувати будь-які 
топології. Повнозв'язна топологія вимагає 
2
)1( −NN  тунелів, гіперкубічна – N·2N–1 IP-in-IP 
тунелів, замкнуті грати (MESH) – 2N і так далі. 
Кількість тунелів визначається кількістю зв'яз-
ків (ребер) в системі. Приклади настройки IP-
in-IP тунелів представлені в [5]. Доцільно напи-
сати shell-сценарій, який за допомогою SSH 
підключення виконуватиме на вузлах кластера 
необхідні команди. 
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Варіанти реалізації 
Систему можна умовно розділити на 5 рів-
нів: хост операційна система, віртуальна маши-
на, гостьова операційна система, VPN, засоби 
розпаралелювання. 
У якості хост системи може виступати будь-
яка ОС, в якій є або можуть бути встановлені 
засоби віртуалізації. Для Windows є такі вір-
туальні машини як HYPER-V, VMware, Virtual 
Server, MS VIRTUALPC. Зокрема, VMware і 
HYPER-V підтримують технологію Intel VT, 
яка істотно збільшує продуктивність віртуаль-
них машин. Для Unix систем є Xen, OPENVZ, 
KVM, VIRTUALBOX та інші. 
Гостьовою ОС може бути FREEBSD [6], 
RHL 5, Debian [7] і будь-яка інша Unix-сумісна 
ОС, в якій є можливість встановити всі необ-
хідні користувачам кластера бібліотеки. Реко-
мендується все ж таки використовувати один 
дистрибутив для всіх вузлів. Це спрощує про-
цес налаштування і зменшує ризик виявлення 
підводних каменів. 
Завданням VPN є забезпечення працездат-
ності, відмовостійкості і високої продуктивнос-
ті віртуальної мережі, що організована між вуз-
лами кластера. З цим завданням повністю 
справляється OPENVPN. До того ж в нім є 
можливість підключення через HTTP proxy. Іс-
тотно меншу відмовостійкість забезпечує mpd і 
в нім немає підтримки підключення через прок-
сі. У разі проблем із зв'язком mpd розриває з'єд-
нання, а разом з ним завершуються і всі за-
пущені процеси MPI. 
Засобами розпаралелювання є такі відомі 
бібліотеки як MPI, OPENMP, PVM. Непогано 
зарекомендували себе MPICH і OPENMPI реа-
лізації бібліотеки MPI. 
 
Оцінка продуктивності 
Для оцінки продуктивності системи був 
створений віртуальний кластер на базі лабора-
торій кафедри обчислювальної техніки НТУУ 
«КПІ». Хост ОС – Windows, гостьова ОС – 
FREEBSD, 100Mbit мережеві адаптери, середо-
вище розпаралелювання – OPENMPI. Елементи 
кластера розташовані в різних лабораторіях, що 
відповідає WAN. Тестування проводилося за 
допомогою системи тестів mpi-bench-suite, роз-
роблених в НДОЦ МДУ [7]. 
На рис. 1 і 2 та у таблиці представлені ре-
зультати тестування пропускної спроможності 
мережі і ефективності основних операцій MPI. 
Детальніше з тестом mpi-bench-suite можна оз-
найомитися в [8]. 
 
Табл. 1. 
Топологія Максимальна 
швидкість обміну 
Мб/с 
Операція MPI Максимальна 
швидкість обміну 
Мб/с 
Star 2,19 Reduce 1,697 
Star2 2,19 Allreduce 4,744 
Chaos 2,06 Broadcast 1,394 
Chaos2 2,14 Gather 1,69 
Ring 1,95 Allgather 6,23 
Ring2 2,13 All-to-all 6,39 
  Isend & Wait 0,628 
  Send 0,627 
  Sendrecv 0,994 
  Send & Receive 1,25 
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 Об’єм передаваемих даних в кілобайтах 
Рис. 1. Тест пропускної спроможності мережі різних топологій. 
Star – топологія «Зірка». Використовуються 
блокуючі пересилки MPI_SEND(RECIEVE). 
Star2 – топологія «Зірка». Використовуються 
неблокуючі пересилки MPI_ISEND(IRECIEVE). 
Chaos – повнозв'язна топологія. Блокуючі пере-
силки. 
Chaos2 – повнозв'язна топологія. Неблокуючі 
пересилки. 
Ring – топологія «Кільце». Блокуючі пересил-
ки. 
Ring2 – топологія «Кільце». Неблокуючі пере-
силки. 
Difference – різниця між швидкостями переси-
лок різних топологій. 
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 Об’єм переданих даних у байтах 
Рис. 2. Тест основних операцій MPI. 
ALLREDUCE – підсумовування N цілочисель-
них змінних по всіх вузлах з розсилкою резуль-
тату по всіх вузлах. 
REDUCE – підсумовування N цілочисельних 
змінних по всіх вузлах, результат на одному 
вузлі   
BROADCAST – розсилка N цілочисельних зна-
чень з одного вузла по всіх вузлах. 
GATHER – збір N цілочисельних значень зі всіх 
процесів на один головний процес; в результаті, 
головний процес приймає N∗(np–1) цілочисель-
них значень. 
ALLGATHER – Кожен процес посилає всім 
рештою N цілочисельних значень; в результаті, 
кожен процес посилає N, а приймає N∗(np–1) 
цілочисельних значень; цю операцію можна 
реалізувати як GATHER (збір). а потім BCAST 
(розсилка). 
ALL-TO-ALL – Кожен процес посилає кожному 
по N цілочисельних значень; в результаті, ко-
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жен процес посилає і приймає по N∗(P–1) ціло-
чисельних значень, де P – кількість процесів. 
ISEND & WAIT – Не блокуюча посилка N ціло-
чисельних значень від одного процесу іншому з 
очікуванням завершення. 
BLOCKING SEND – блокуюча пересилка N ці-
лочисельних значень від одного процесу іншо-
му цілочисельних значень. 
SENDRECV – операція посилки і отримання N 
цілочисельних значень. 
SEND & RECV – посилка, а потім отримання N 
цілочисельних значень. 
Difference – різниця між швидкостями переси-
лок при різних операціях MPI. 
Операція синхронізації всіх процесів 
(MPI_Barrier) виконується за 2,775 секунд, при 
цьому латентність рівна 1,05 секунд. 
Докладніше програмування з використанням 
бібліотеки MPI описано в [9]. 
Розглянутий підхід дозволяє створювати вір-
туальні кластера як в межах локальної або 
WAN мережі, так і через інтернет, завдяки мож-
ливостям OPENVPN. Перевагами таких класс-
терів є низька вартість і відсутність проблем з 
габаритами системи. Як недоліки слід відмітити 
відносно невисоку надійність вузлів, велику ла-
тентність, обмежену пропускну спроможність 
мережі. Слідуючи перерахованим способам, за-
безпечується ізоляція хост-ситеми від гостьо-
вих ОС і надаються зручні засоби адміністру-
вання кластера через веб-сервер-доступ до вуз-
лів системи, користувачі можуть підключатися 
по протоколу SSH і запускати завдання за до-
помогою команди mpirun або за допомогою ме-
неджера ресурсів slurm, PBS і та інш. 
 
Висновки 
Таким чином, використання технології вір-
туалізації дозволяє вирішити багато завдань по 
вдосконаленню ІТ-інфраструктури ВУЗу. Рі-
шення, що існують на даний момент, для вір-
туалізації серверних ресурсів, систем збері-
гання даних, робочих місць клієнта дають мож-
ливість істотно поліпшити ефективність вико-
ристання устаткування і понизити витрати на 
його обслуговування.   
Проте слід пам'ятати, що ефект від впровад-
ження віртуалізації може гарантувати тільки 
грамотна оцінка ситуації, що склалася з інфор-
мационно-обчислювальними ресурсами в кон-
кретному підрозділі, а також вибір тих варіан-
тів віртуалізації, які сприятимуть підвищенню 
ефективності використання ресурсів. 
 
 
Перелік посилань 
1. Інформаційний портал Українського інституту інформаційних технологій в освіті 
http://www.udec.ntu-kpi.kiev.ua 
2. Корнеев В. Параллельные вычислительные системы. – М.: Издательство «Knowledge», 1999. – 320 с. 
3. http://top500.org 
4. http://openvpn.net 
5. Сайт OpenNET. — http://www.opennet.ru/docs 
6. FreeBSD manual. — http://www.freebsd.org/docs.html 
7. The Linux documentation project. — http://tldp.org 
8. Інформаційних портал лабораторії паралельних інформаціних технологій НДОЦ МДУ. – http://paral-
lel.ru 
9. Жуков И., Корочкин А. Параллельные и распределённые вычисления. – К.: «Корнейчук», 2005. – 226 с. 
10. Інформаційний портал Національного технічного університету України "КПІ" http://kpi.ua/ru/edu-
cation 
 
