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Abstract
Extended systems governed by partial differential equations can, under suitable
conditions, be approximated by means of sets of ordinary differential equations for
global quantities capturing the essential features of the systems dynamics. Here we
obtain a small number of effective equations describing the dynamics of single-front
and localized solutions of Fisher-Kolmogorov type equations. These solutions are
parametrized by means of a minimal set of time-dependent quantities for which
ordinary differential equations ruling their dynamics are found. A comparison of
the finite dimensional equations and the dynamics of the full partial differential
equation is made showing a very good quantitative agreement with the dynamics of
the partial differential equation. We also discuss some implications of our findings
for the understanding of the growth progression of certain types of primary brain
tumors and discuss possible extensions of our results to related equations arising in
different modelling scenarios.
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1 Introduction
Many partial differential equations of relevance in applied sciences have ro-
bust localized solutions displaying particle-like behavior. A wealth of distinct
behaviors are encountered and in general they are referred to as coherent
structures and/or solitary waves[1,2,3,4].
In a limited number of prominent cases the equations are known to be inte-
grable. When that happens, there is an infinite number of conserved quantities
and the solution of the initial value problem can be constructed using different
mathematical methods such as the inverse scattering transform. In integrable
systems initial data can be rigorously decomposed into solitons plus radiation
(linear modes) and a complete analysis of the asymptotic dynamics can be
made.
While there are several physically relevant systems ruled by integrable partial
differential equations, there is a vast majority of problems that are noninte-
grable. Remarkably, some of them consist of small perturbations to integrable
problems. In those cases one can still construct a rigorous theory for the dy-
namics of solitons that allows for an analytical description of the dynamics
[4,5]. However, in many other instances the perturbations are not “small”
and/or the basic underlying problem is not integrable but coherent structures
still persist and constitute a basic elemente in the dynamics.
In many of those problems a variational formulation can be written and then a
very popular method is the, so-called, effective Lagrangian method, collective
coordinate method or effective particle method. This method assumes the pro-
file of the solution to be given by a specific ansatz depending on a small number
of time dependent parameters. The specific choice of the ansatz depends on
the equation under study and in many cases is suggested by physical consider-
ations. The names “effective particle” and “collective coordinates” come from
the fact that, in the framework of this approach, one simplifies the dynamics
of an extended field with spatio-temporal dependencies, i.e. having “infinite”
degrees of freedom” to a finite (small) number of time-dependent quantities
(coordinates). The name comes from analogy with classical mechanics that
provides a simple description (coordinates) of a typically extended object.
While the ansatz does not provide an exact solution of the PDE it is tipically
used through the variational formulation as a test function and equations are
obtained for the evolution of the solitary wave parameters. This approach
works remarkably well for many relevant problems having Hamiltonian struc-
ture and provides a way to describe the infinite-dimensional dynamics in a
simple form when the dynamics is dominated by coherent structures. This
method has been exploited extensively in applied sciences in a large number
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of works for a broad variety of equations having a variational formulation (see
e.g. Refs. [1,6,7,8,9,10,11,12] and references therein). When coherent struc-
tures are robust it furnishes a simple description of the dynamics. The main
weaknesses of the effective particle method are that: (i) it requires some ex-
perience to select appropriate ansatzes that capture adequately the dynamics,
and (ii) the reduction to finite dimensions is provided without a measure of
the error of the approximation that is estimated a posteriori on the basis of
numerical simulations of the parent PDE. While the method has been used
in hundreds of papers dealing with the dynamics of nonlinear waves in non-
integrable systems, to our knowledge there are no papers obtaining a priori
error bounds for such types of approximation.
Of particular interest are those equations that cannot be derived from a varia-
tional principle as it happens e.g. in dissipative systems. In that context there
has been a great interest on different types of finite-dimensional descriptions
of the dynamics of systems ruled by PDEs in a variety of contexts (see e.g.
[13,14,15,16] and references therein). However a simple procedure such as the
one provided by effective particle methods that allows applied scientists to re-
duce the dynamics of a partial differential equation with solitary waves to a set
of finite dimensional simple equations for the solitary wave parameters is not
available yet. In this paper we present a very simple methodology that allows
to obtain those types of approximations for the Fisher-Kolmogorov (FK) and
related reaction-diffusion equations. The simplest version of the FK equation
is
ut = Duxx + ρu(1− u), (1)
and describes the evolution of a population density u(x, t) measured in units
of a maximal population u∗ on a given spatial domain. This equation is the
simplest reaction diffusion model incorporating two effects: dispersion with a
dispersal rate D > 0 and proliferation or population growth with rate ρ > 0.
In Eq. (1) the population growth g(u) = ρu(1− u) is of the so-called logistic
type although other terms g(u) with similar qualitative form have been used in
the literature. Eq. (1) is written here in dimensional form in order to connect
better with applications, although one can rescale the spatial and temporal
variables to get rid of the coefficients D and ρ.
The FK equation and its extensions are a family of ubiquous reaction-diffusion
models arising in population dynamics problems [17,18,19], most prominently
in cancer modelling [20,21,22], in the description of propagating crystalliza-
tion/polymerization fronts [23], chemical kinetics [24], geochemistry [25] and
many other fields (see e.g. [26,27] and references therein). These equations
do not admit a Lagrangian density depending on the field u [2] and thus the
variational formulation for the effective particle parameters cannot be written
in the usual way.
In this paper we get a small set of ordinary differential equations mimicking,
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not only the asymptotic dynamics of fronts arising in the Fisher-Kolmogorov
(FK) equation but also describing their transient evolution towards the asymp-
totic regime. The plan of the paper is as follows: First, in section 2, we present
the theoretical approach and discuss its application to the find the evolution
of kink-like initial data classical FK equation. A comparison of the results of
the effective particle method with the numerical solution of the FK equation
is made. Next, in section 3, we apply the method to get effective equations
for the dynamics of initially localized solutions to the FK equation. We iden-
tify different dynamical regimes for three relevant quantities associated to the
spatio-temporal evolution of such localized profiles of the FK equation which
are not apparent from the usual numerical solution. Secs. 4 and 5 are devoted
to several applications of the method relevant for the understanding of the
growth dynamics of certain types of brain tumors. Next, in Sec. 6 we present
an example of applications to models beyond the FK equation by adding a
spatial dependence to the diffusion coefficient. Finally, in section 7, we discuss
the implications of our results and summarize the conclusions.
2 Effective-particle method description of front-type solutions
2.1 Derivation of effective equations for the front parameters
Nonnegative single-front-type travelling wave solutions u = u(z = x − ct) of
Eq. (1) satisfying the boundary conditions
lim
z→−∞u(z) = 1, limz→+∞u(z) = 0, (2)
obey the ODE
Du′′(z) + cu′(z) + ρu(1− u) = 0, (3)
and have been studied in detail [17]. It is well known that such fronts can be
constructed whenever c ≥ 2√ρD and a celebrated result by Kolmogorov and
coworkers [28] states that compact support initial data decay asymptotically
into this type of waves with cmin ≡ 2
√
ρD. However, less is known on the
transient dynamics until the asymptotic regime is reached (see e.g. [29] and
references therein).
Following the basic idea behind effective particle methods, our aim is to find
an approximation for the dynamics of Eq. (3) by means of a simple finite-
dimensional expression of the form
u(x, t) = A(t)f
(
x−X(t)
w(t)
)
. (4)
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The “effective particle” describing the front is parametrized by three quantities
depending only on time, namely, the wave amplitude A = A(t), the front
position X = X(t) and the width w(t).
A key point of the method is the choice of a suitable profile function f in Eq.
(4) approximating the spatial profile of the solution. In our case, we will take
the profile in (4) to be inspired by the Ablowitz solution [30]
u(z) =
1
(1 + ez/
√
6)2
. (5)
The solution given by Eq. (5) is the only simple explicit solution known for
the Fisher-Kolmogorov equation (in its adimensional version, i.e. with ρ =
D = 1), but corresponds to the specific speed c = 5/
√
6, slightly larger than
the minimal speed solution to the FK equation. Thus, a natural choice for our
front profile is
u(x, t) =
A(t)
[1 + e(x−X(t))/w(t)]2
, (6)
that has the expected asymptotic exponential decay for large values of x. In
what follows we will try to obtain equations for the dynamics of the “effective
particle” defined by the parameters A(t), w(t), X(t).
To proceed with the method, let us define the integral quantities:
I1(t)=
∫ ∞
−∞
uxdx, (7a)
I2(t)=
∫∞
−∞ xuxdx
I1(t)
, (7b)
I3(t)=
∫∞
−∞(x− I2(t))2uxdx
I1(t)
, (7c)
which are related to the L1-norm (number of particles), center of mass and
width of the gradient of the density u, respectively.
Then, introducing (6) in integral (7a), it follows that I1(t) = −A(t). The
evolution of I1(t) can be obtained by a direct formal calculation
dI1
dt
=
d
dt
(∫ ∞
−∞
uxdx
)
=
∫ ∞
−∞
uxtdx =
∫ ∞
−∞
(Duxxx + ρux − 2ρuux) dx
= −ρA(t) + 4ρA2(t)
∫ ∞
−∞
ez
(1 + ez)5
dz = −ρA(t) [1− A(t)] , (8)
where we have used Eq. (1) and the fact that
∫ ∞
−∞
ez/(1 + ez)5dz = 1/4.
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We may calculate I2(t) in a similar way to get
I2(t) = X(t)− w(t). (9)
On the other hand, differentiating I2(t) with respect to time and using Eq.
(1), we find
dI2
dt
=−I2(t)
I1(t)
dI1
dt
+
1
I1(t)
∫ ∞
−∞
x (Duxxx + ρux − 2ρuux) dx = 5
6
ρA(t)w(t),(10)
where we have taken into account that
∫ ∞
−∞
zez/(1 + ez)5dz = −11/24. Thus,
differentiating (9) and combining it with (10), it follows that
dX
dt
=
dw
dt
+
5
6
ρA(t)w(t). (11)
To get an equation for the time evolution of the width w(t) we can first use
Eq. (7c) to obtain
I3(t) =
(
pi2
3
− 1
)
w2(t). (12)
The time evolution of the width can be derived once more from the FK equa-
tion
dI3
dt
= −I3(t)
I1(t)
dI1
dt
+
1
I1(t)
∫ ∞
−∞
[x− I2(t)]2 (Duxxx + ρux − 2ρuux) dx
= 2D − 1
3
ρA(t)w2(t). (13)
Therefore, using expression (12) for I3(t) together with Eq. (13), the time
evolution of the width w(t) easily follows.
Summarizing, we get the following set of differential equations for the evolution
of the front parameters as described by Eq. (4)
dA
dt
= ρA(t) [1−A(t)], (14a)
dX
dt
− dw
dt
=
5
6
ρA(t)w(t), (14b)
dw2
dt
=
6D
pi2 − 3 −
ρ
pi2 − 3A(t)w
2(t). (14c)
Thus, our method provides a simple set of differential equations governing the
evolution of a few (but very noteworthy) quantities describing the propagation
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of the front. As it will be described in Sec. 2.2, explicit solutions for Eqs. (14)
can be found what means that the dynamics of the reduced system can be
easily found in closed form. Since Eq. (1) is time invariant and consequently
Eqs. (14) autonomous we will choose without loss of generality t0 = 0 in
what follows without loss of generality. Since “a priori” error estimates are not
available for our approach, we will later verify the quality of the approximation
by resorting to numerical simulations to compare the results obtained from
the PDE (1) with the reduced ODE model of Eqs. (14).
2.2 Analytical solutions
Although Eqs. (14) are a set of coupled nonlinear evolution equations their
exact solutions can be found in closed form. First, Eq. (14a) is a logistic
equation whose solution is given by
A(t) =
A0e
ρt
1 + A0 (eρt − 1) , (15)
where A0 = A(0). The expression for A(t) given by Eq. (15) can be inserted
into Eq. (14c), which is linear in w2(t), to obtain the explicit solution for w(t)
which reads (with w(0) = w0)
w2(t) =
w20 − 6DρA0g(0)
(1− A0 + A0eρt)
1
pi2−3
+
6D
ρA0
(
1− A0 + A0eρt
)
e−ρtg(t) , (16)
where
g(t) =
∞∑
n=0
Γ(n + 1)Γ
(
1− 1
pi2−3
)
Γ
(
n + 1− 1
pi2−3
) (1− 1
A0
)n
e−nρt , (17)
is the Gaussian hypergeometric function F (α, β; γ; η) with α = β = 1, γ = 1−
1
pi2−3 , η =
(
1− 1
A0
)
e−ρt and Γ(z) =
∫∞
0 x
z−1e−xdx the Euler gamma function.
Notice that g(t)→ 1 for t→∞.
Finally, we can also obtain the analytical expression for the velocity v(t) by
combining (14b) and (16) to get
v(t) =
3D
(pi2 − 3)w(t) +
[
5
6
− 1
2(pi2 − 3)
]
ρA0w(t)
A0 + (1− A0)e−ρt . (18)
Thus Eqs. (15-18) provide the full dynamics of the front for all times. We can
easily find the asymptotic behavior of these solutions to be
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A(t)−→
t→∞
1, (19a)
w(t)−→
t→∞
√
6D
ρ
≃ 2.45
√
D
ρ
, (19b)
v(t)−→
t→∞
5
√
ρD
6
≃ 2.04
√
ρD. (19c)
Also, it is worth mentioning that despite the crudeness of the approximation
of the effective particle method, i.e. that the front maintains its basic shape
during the evolution, the velocity v(t) in the asymptotic limit t→∞ is very
close to the exact one cmin = 2
√
ρD, with the percentual relative error being of
the order of 2%, that is the difference between the real asymptotic speed and
the one of the Ablowitz solution. However, the main strength of the method is
that it provides qualitative information on the transient evolution of the front
parameters.
2.3 Comparison with the FK equation
Due to the approximate nature of Eqs. (14) and the lack of a priori error
bounds, it is necessary to validate the predictions of the effective particle
description through a direct comparison with the numerical solution to Eq.
(1). To do so, we have solved numerically the Eq. (1) with initial data given
by (6) and a particular set of initial parameters A0, w0, X0. From the solution
u(x, t) and using Eqs. (7), we obtain the soliton parameters numerically in
terms of integral quantities, i.e.
APDE(t) =−I1(t), (20a)
wPDE(t) =
√
3I3(t)
pi2 − 3 , (20b)
XPDE(t) =wPDE(t) + I2(t). (20c)
These values are to be compared with the solutions of Eqs. (14), i.e. with Eqs.
(15-18).
Figure 1 displays typical results of the comparative evolution of fronts ac-
cording to our reduced model (14) and from the Eq. (1) through (20). The
agreement between the reduced ODE set and the full PDE is excellent. To ex-
clude the possibility of this result being the consequence of a fortunate choice
of the initial data, we have explored different sets of initial conditions in the
range 0 < A0 < 1, 0.5 ≤ w0 ≤ 5, and 0.5 ≤ X0 ≤ 5 and model parameters
in the range 0.1 ≤ D ≤ 10 and 0.1 ≤ ρ ≤ 10. In all cases a very good quan-
titative agreement among the three sets of curves is observed for all times,
the percent relative errors being always smaller than 10%. The small (and
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Fig. 1. [Color Online]. Comparison of the evolution of front solutions of the Fish-
er-Kolmogorov equation described by Eq. (1) with the analytical solutions of the
effective particle method given by Eqs. (15-18). The FK equation is solved numeri-
cally using a standard second order in space and time finite difference method with
zero derivative boundary conditions and constants D = 1 and ρ = 1. The initial
data is given by Eq. (6) with A0 = 0.5, w0 = 1, and X0 = 2. In all subplots (a)-(c)
the solid lines correspond to the parameters (20) extracted from the numerical so-
lution of the FK equation. The dashed lines correspond to the analytical solutions
of the ODEs. The subplots show the: (a) amplitude A(t) (dashed) versus APDE(t)
(solid), (b) velocity of the front v(t) (dashed) versus vPDE(t) (solid), (c) width of
the solution w(t) (dashed) versus wPDE(t) (solid).
expected) discrepancy of the asymptotic values for the speed and the width is
always present in our calculations and is a result of our ansatz choice.
3 Effective particle methods for localized solutions
3.1 Motivation
While front solutions of the FK equation have relevance in many practical
scenarios, there are cases where the solutions are initially localized. A typical
example are models related to the propagation of tumors, that start from the
onset as localized low amplitude cell densities and extend through the healthy
tissue as localized solutions.
To derive finite-dimensional simple models able to tackle these questions we
may extend the effective particle method to obtain approximate localized so-
lutions of the Fisher-Kolmogorov equation. The procedure, however, is less
straightforward. The first aspect to be addressed is the choice of a proper
ansatz.
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3.2 The choice of the ansatz
In contrast with the profile given by Eq. (6), we now look for a nonnegative
two-front wave u = u(x, t) satisfying the boundary conditions
lim
x→±∞u(x, t) = 0, ∀t > 0. (21)
Our simple finite-dimensional approximation will be of the form
u(x, t) = A(t)
[
f
(
x−X(t)
w(t)
)
− f
(
x+X(t)
w(t)
)]2
, (22)
with f representing a single front. As before, the two counter-propagating
fronts are parameterized by three quantities; the amplitude A = A(t), the
right-front position X = X(t) and the front widths w = w(t). We will further
assume that the resulting profile is spatially symmetric u(−x, t) = u(x, t)
although this restriction can be lifted in systems without spatial symmetries.
To this end, we resort to an extension of our previous ansatz
u(x, t) = A(t)
[
1
1 + e(x−X(t))/w(t)
− 1
1 + e(x+X(t))/w(t)
]2
. (23)
The above ansatz (23) satisfies the following properties: first, if X(t) = 0, then
u(x, t) = 0; next u(−x, t) = u(x, t), for t > 0; also limx→±∞ u(x, t) = 0, for all
t > 0. Finally the amplitude at x = 0 is given by u(0, t) = A(t) tanh2 [X(t)/2w(t)],
for all t > 0.
3.3 Evolution equations for the parameters of the effective particle
We now proceed to define the integral quantities:
n(t) =
∫ ∞
−∞
u dx, (24a)
σ2(t)=
1
n(t)
∫ ∞
−∞
x2u dx, (24b)
γ(t)=−
∫ ∞
0
uxdx, (24c)
These integral quantities are different from the ones (I1, I2, I3) used to charac-
terize the front solutions due to the fact that now we are dealing with localized
solutions. The parameter n(t) represents the total “mass” and in population
dynamics applications represents the normalized number of individuals. σ2(t)
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Fig. 2. [Color Online]. Comparison of the evolution of front solutions of the Fish-
er-Kolmogorov equation described by Eq. (1) (solid curves) with that provided by
the ansatz (23) (dasher curves) with parameters given by Eqs. (A.1)-(A.3) for vari-
ous times: t = 0, 3, 10, 20 from the innermost to the outermost profiles. The diffusion
coefficient is D = 1 and the growth rate ρ = 1. The initial data is given by Eq. (23)
with (a) A0 = 0.2, w0 = 1, and X0 = 3; (b) A0 = 0.9, w0 = 3, and X0 = 1.
gives the variance of the density distribution having the biological meaning
of spatial width or spatial extension occupied by the population. Finally, the
parameter γ(t) provides the right-front size, giving an estimate of the size of
the infiltration region in applications.
Upon substitution of Eq. (23) in Eqs. (24a)-(24c), and after integration, we
get
n(t) = 2A(t)
[
X(t) coth
(
X(t)
w(t)
)
− w(t)
]
, (25a)
σ2(t)=
1
3
X2(t) +
pi2
3
w2(t)− 2X
2(t)w(t)
3
[
X(t) coth
(
X(t)
w(t)
)
− w(t)
] , (25b)
γ(t)=A(t) tanh2
(
X(t)
2w(t)
)
. (25c)
The evolution of n(t), σ2(t) and γ(t) is obtained via the FK equation (1) as
in the case of single-fronts. For n(t), we find
dn
dt
=
d
dt
(∫ ∞
−∞
u dx
)
=
∫ ∞
−∞
utdx =
∫ ∞
−∞
[Duxx + ρu(1− u)] dx
= ρn(t)− ρ
∫ ∞
−∞
u2dx = 2ρA(t)
[
X(t) coth
(
X(t)
w(t)
)
− w(t)
]
− ρA2(t)
[
X(t) coth
(
X(t)
w(t)
)[
2 + 5csch2
(
X(t)
w(t)
)]
− w(t)
3
[
11 + 15csch2
(
X(t)
w(t)
)]]
,(26)
where we have used the fact that
∫∞
−∞ uxxdx = 0. Let us now consider σ
2(t),
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for which we get
dσ2
dt
=
d
dt
(
1
n(t)
∫ ∞
−∞
x2u dx
)
= − 1
n2(t)
dn
dt
∫ ∞
−∞
x2u dx+
1
n(t)
∫ ∞
−∞
x2utdx
=−σ
2(t)
n(t)
dn
dt
+
1
n(t)
∫ ∞
−∞
x2 [Duxx + ρu(1− u)] dx
=−σ
2(t)
n(t)
dn
dt
+ 2D + ρσ2(t)− ρ
n(t)
∫ ∞
−∞
x2u2 dx
=2D + ρA(t)
[
X(t) coth
(
X(t)
w(t)
)[
5X2(t)
3w(t)
+ 7w(t)− 6X(t) coth
(
X(t)
w(t)
)]
− w2(t)
]
3
[
X(t)
w(t)
coth
(
X(t)
w(t)
)
− 1
]2 ,(27)
where we have made use of Eqs. (25a), (25b) and (26).
Finally, for γ(t), we obtain
dγ
dt
=
d
dt
(
−
∫ ∞
0
uxdx
)
= −
∫ ∞
0
uxtdx = −
∫ ∞
0
[Duxxx + ρux − 2ρu ux)] dx
= A(t) tanh2
(
X(t)
2w(t)
)[
ρ− ρA(t) tanh2
(
X(t)
2w(t)
)
− D
w2(t)
sech2
(
X(t)
2w(t)
)]
.
(28)
Now, in order to get a system of ordinary differential equations for the dy-
namically relevant quantities A(t), X(t) and w(t) we can differentiate Eqs.
(25a)-(25c) and use Eqs. (26)-(28). Long calculations lead to a final closed set
of ordinary differential equations that are written in Appendix A.
3.4 Comparison of the effective particle dynamics with the FK equation
LetX0, A0 and w0 as in Sec. denote the initial values of the right-front position,
amplitude and width, respectively. To test the validity of Eqs. (A.1-A.3) as
approximations to the full PDE dynamics for localized initial data, we have
run extensive series of simulations for different parameter values. As in the
case of the front solutions discussed in Sec. 2 we have found that the effective
particle model approximates with a very good accuracy the dynamics of Eqs.
(1).
As an example in Fig. 2 we compare the profiles of the numerical solution to
the FK equation (1) with the dynamics provided by the ansatz (23) together
with Eqs. (A.1-A.3) for various times and different initial conditions. Figure
2(a) corresponds to the case where X0 > w0, whereas in Fig. 2(b) X0 < w0.
Notice that in Fig. 2(b) the right and left fronts advance at a faster pace when
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Fig. 3. [Color Online]. Comparison of the evolution of front solutions of the Fish-
er-Kolmogorov equation described by Eq. (1) with the solutions of the effective
particle method given by Eqs. (A.1)-(A.3). The FK equation is solved numerically
using a standard second order in time finite difference method with zero derivative
boundary conditions and constants D = 1 and ρ = 1. The initial data is given by
Eq. (23) with A0 = 0.5, w0 = 1, and X0 = 2. The corresponding ODEs are solved
taking the later as initial values for A(t), w(t),X(t). In all subplots (a)-(c) the solid
lines correspond to the parameters APDE(t), vPDE(t) and wPDE(t), extracted from
the numerical solution of the FK equation and Eqs. (25a)-(25c). The dashed lines
correspond to the results of the ODEs. The subplots shown are: (a) amplitude
A(t) (dashed) versus APDE(t) (solid), (b) velocity of the front v(t) (dashed) versus
vPDE(t) (solid), (c) width of the solution w(t) (dashed) versus wPDE(t) (solid).
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Fig. 4. [Color Online]. Comparison of the evolution of front solutions of the Fish-
er-Kolmogorov equation described by Eq. (1) with the solutions of the effective
particle method given by Eqs. (A.1)-(A.3). The FK equation is solved numerically
using a standard second order in time finite difference method with zero derivative
boundary conditions and constants D = 1 and ρ = 1. The initial data is given by a
Gaussian profile u(x, 0) = 0.2e−0.5x
2
. In all subplots (a)-(c) the solid lines correspond
to the parameters APDE(t), vPDE(t) and wPDE(t), extracted from the numerical so-
lution of the FK equation and Eqs. (25a)-(25c). The dashed lines correspond to
the results of the ODEs. The figures shown are: (a) amplitude A(t) (dashed) versus
APDE(t) (solid), (b) velocity of the front v(t) (dashed) versus vPDE(t) (solid), (c)
width of the solution w(t) (dashed) versus wPDE(t) (solid).
compared to Fig. 2(a) despite the fact that the initial profile is much smaller.
In both cases we get an excellent agreement since the profile chosen closely
resembles the one arising spontaneously from the partial differential equation
(1).
To get a more direct comparison between the parameter evolution computed
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from the ODEs (A.1-A.3) and the PDE (1) we have compared also the evo-
lution of the parameters in many simulations. Figures 3 and 4 provide two
typical examples. In Fig. 3 the initial condition is given by the ansatz (23),
whereas in Fig. 4 the initial condition is a Gaussian profile that does not have
initially the expected exponential decay of u(x, t) for large values of x. Despite
this deviation of the initial data there is generally a very good agreement of
the approximate effective particle equations with the simulations of the PDEs.
3.5 Asymptotic regime
Despite Eqs. (A.1-A.3) are ordinary differential equations allowing to get the
evolution of the parameters in a more direct way than the PDE, the fact
that they have a complicated structure originated in the interactions between
the two fronts used to approximate the solution, makes its qualitative anal-
ysis complicated. However, there are several limits in which it is possible to
elucidate the dynamics of u(x, t) in terms of simpler expressions.
Let us consider the case when the population density u(x, t) is much more
extended than the infiltrative zone, i.e. X(t) ≫ w(t), a situation that is al-
ways verified for long enough times. In that case, the corresponding system of
ordinary differential equations reduces to
dA
dt
= ρA(t) [1−A(t)], (29a)
dX
dt
− dw
dt
=
5
6
ρA(t)w(t), (29b)
dX
dt
− pi
2
3
dw
dt
= ρA(t)w(t)− D
w(t)
. (29c)
Notice that Eqs. (29a) and (29b) are exactly the same as the first two equations
in (14). Combining Eqs. (29b) and (29c) we arrive at the third equation in (14).
This is consistent with the intuitively expected fact that if u(x, t) becomes
very broad then the left and right fronts no longer interact and behave as
independent single-propagating particles whose time evolution is described
by Eqs. (14). It is clear also that in the limit t → ∞, the parameters A(t),
w(t) and v(t) tend to the asymptotic values given by Eqs. (19). Therefore, if
X(t) ≫ w(t) the dynamics of the localized profile is the same as the simpler
single front wave.
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4 Applications to brain tumor dynamics (I): Transition to malig-
nancy and time of birth of low grade gliomas
4.1 Motivation
Low grade glioma (LGG) is a term used to describe World Health Organiza-
tion grade II primary brain tumors of astrocytic and/or oligodendroglial origin
[31]. These tumors are highly infiltrative and generally incurable but have a
median survival time of > 5 years because of low proliferation [32,33,34].
While most patients remain clinically asymptomatic besides seizures, the tu-
mor transformation to aggressive high grade glioma is eventually seen in most
patients.
Management of LGG has historically been controversial because these patients
are typically young, with few, if any, neurological disorders. Historically, a
wait and see approach was often favored in most cases of LGG, due to the
lack of symptoms in these mostly young and otherwise healthy adults. The
support for this practice came from several retrospective studies showing no
difference in outcome (survival, quality of life) if therapy was deferred [35,36].
Other investigations have suggested a prolonged survival through surgery [37].
In absence of a randomized controlled trial, recently published studies may
provide the most convincing evidence in support of an early surgery strategy
[38] and waiting for the use of other therapeutical options such as radiotherapy
and chemotherapy. However, the decision on the individual treatment strategy
is based on a number of factors including patient preference, age, performance
status, and location of tumor [33,34].
The FK equation arises as a basic model of the dynamics of low grade brain
tumors, accounting in a simple way for the two main features of tumor cells:
infiltration and proliferation (this type of tumors do not metastasize to other
organs). In this context the density u(x, t) describes a wave of invasive tumor
cells as it has been studied in many papers [39,40,41,42]. One of the main
characteristics of those tumors is their low cellular density. However, when
the cellular density becomes too high, hipoxia arises triggering the hypoxic
response [43,44] with a cascade of metabolic alterations in the cell, includ-
ing genetic instability, and has a potential effect on the acceleration of the
progression which may have an impact in what is called the transition to
malignancy.
15
4.2 Estimates for the time of transition to malignancy
Assuming that one of the events determining the transition to malignancy is
the high local tumor density, we can get an estimate of the time taken by the
tumor cell density to progress from an initial maximal density A0 to a critical
threshold density A∗ beyond which hypoxia and tissue damage trigger the cell
changes leading to the malignant transformation.
The exact analytical solutions provided by the effective particle method allow
us to provide an estimate for the time required for that process. Finding this
time t∗ from the FK generally requires numerical computation. In contrast, it
is straightforward to get it from Eq. (15).
T∗ =
1
ρ
log
[
(1−A0)A∗
(1−A∗)A0
]
. (30)
It is interesting to note that according to Eq. (30), the time of transition to
malignancy does not depend on the diffusion coefficient D. Eq. (30) should be
taken as an estimate or order of magnitude upper bound since tumor density
profiles are not expected to be as smooth as our ansatz functions (e.g. Eq.
(6)) and the transition to malignancy may depend on the highest initial cell
density present throughout the tumor.
To use (30) in clinical scenarios it is necessary to estimate the parameters A0,
A∗ and ρ. Firstly, A0 would correspond to the detection amplitude and has
been discussed in several papers (see e.g. [20] and references therein), A∗ is
less well known but can be estimated to be in the range between 0.5 and 0.8.
However more work with real data is necessary to confirm this choice. Finally
the estimate of ρ for individual patients is very difficult in the case of low-
grade gliomas because of the slow and irregular growth of these tumors. Recent
work has suggested that this number can be obtained from the response of
the tumor to radiotherapy [44] and it seems reasonable that those estimates
may correlate also with the histology results for proliferation markers when
available (e.g. MIB/Ki-67 labelling index).
4.3 Estimates for the time of birth of the tumor
Running the equations (A.1-A.3) backwards in time it is also possible to pro-
pose an estimate for the time of birth of the tumor, i.e. the time for which
the tumor maximum density corresponds to a single cell As (assuming that
the tumor starts from one mutated cell). In our case, since astrocytic cells
have a typical size of 10 µm and thus the maximal linear density is about 100
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cells/mm, we would get As ≃ 0.01. The equation
Ts =
1
ρ
log
[
(1−As)A0
(1−A0)As
]
, (31)
gives the tumor time of birth. As with Eq. (30), Eq. (31) depends inversely
on ρ and thus, assessing this parameter from the available patient’s data may
result in a value dependent on each patient. Getting estimates for Ts is very
relevant clinically in order to correlate the prediction with the patient’s clinical
history and to extract information on possible causes for the origin of this type
of tumors. Up to now, they are thought to be sporadic, but there is a strong
interest among clinicians to investigate possible causes for these tumors, for
which Eq. (31) may be helpful. In fact, this problem has been considered in
the framework of simulations of the full FK equation in [42]. Our approach
complements that work providing an equation that allows to circumvent the
direct simulation of the PDE.
5 Applications to brain tumor dynamics (II): Simple description
of the response to radiotherapy
5.1 Radiotherapy of low grade gliomas
The effectiveness of radiation therapy against low grade gliomas was proven
in the clinical trial of Ref. [45]. However, the timing of radiotherapy after
biopsy or debulking is debated. It is now well known that immediate radio-
therapy after surgery increases the time of response to the therapy known as
progression-free survival, but does not seem to improve the overall survival
time. At the same time, radiotherapy may contribute to the observed neuro-
logical deficit of this patients as a result of the damage to the normal brain
[46]. This is why radiotherapy is usually deferred in time until an increase
in the tumor grade is diagnosed or, else, offered to selected patients with a
combination of low risk factors such as age, sub-total resection, and diffuse
astrocytoma pathology [47].
It is interesting that slight modifications of the radiotherapy protocol have
been found to have little or no effect on overall survival [48]. Mathemat-
ical modelling has the potential to select patients that may benefit from
early radiotherapy. Also, it may help in developing specific optimal frac-
tionation schemes for selected patient subgroups. However, despite its enor-
mous potential, mathematical modelling has had a very limited use with
strong focus on some aspects of radiation therapy (RT) for high-grade gliomas
[49,50,51,52,53,54]. Up to now, no ideas coming from mathematical modelling
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have been found useful for clinical application in any of these contexts.
There is thus a need for models accounting for the fundamental features of
low-grade glioma dynamics and their response to radiation therapy without
involving excessive details on the -often unknown- specific processes. The in-
creasing availability of systematic and quantitative measurements of LGG
growth rates provides key information for the development and validation of
such models [55,56].
5.2 A simple mathematical model of tumor response to therapy
We will assume that the radiation doses dk (Gy) are given instantaneously
at times tk for integer k = 1, ..., n, what implies assuming that the total
irradiation time is very short in comparison with the tumor response times.
This is typically the case in external beam radiotherapy where treatment times
are in the order of minutes while tumor response times are in the range of weeks
or months. We will also assume that the radiation is spatially uniform through
the tumor what is also a good approximation to clinical practice whenever
possible. Following the standard practice in radiotherapy, we will take the
damaged fraction of tumor cells as given by the classical linear-quadratic (LQ)
model [57], i.e. the fraction of cells that are not lethally damaged by a dose
dk, to be given by
SFdk = e
−αtdk − βtd2k , (32)
where αt (Gy
−1) and βt (Gy
−2) are respectively the linear and quadratic co-
efficients for tumor cell damage of the LQ model. The precise values of the
parameters remain unknown despite many studies, because what is clinically
more relevant is the ratio αt/βt which for glioma cells is around 10. The full
treatment consists of a total dose D split in a series of -typically equal- n
doses dj delivered at times tj . For instance, for high grade gliomas the stan-
dard protocol consists of n = 30 doses of d = 2 Gy for a total of D = 60
Gy, administered once per day (except for the weekends) during 6 weeks. For
LGGs typical doses range from 45 to 54 Gy with d = 1.8 Gy during 5 or 6
weeks of treatment.
Taking into account all this information, and depending on the cell death
mechanism, different models can be written. In Ref. [44] a model has been pro-
posed including delayed response to radiation. However the simplest possible
model can be based on the assumption that damaged cells die instantaneously
after the therapy (or in times very short compared with the characteristic
natural history of the tumor. This leads to the simplest possible model where
the evolution of the tumor cell density is given by Eq. (1) or its ODE effective
particle reduction described by (14)) for each interval between doses [tk, tk+1].
The initial data for each subinterval will be take then as given by
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Fig. 5. Tumor amplitude evolution under radiation therapy for several choices of
the parameter values. In both cases the solid line correspond to the amplitude com-
puted using the FK equation (1) using the equation AFK(t) = maxx (C(x, t)) and
the dashed line (overlapping with the solid one) corresponds to the approxima-
tion of the effective particle method given by Eqs. (36) and (37). Shownare: (a)
ρ = 0.00356 day−1, D = 0.0075 mm2/day, and initial tumor cell density given by
C(x, 0) = 0.2/ [1− 0.2 + 0.2 exp (x/15)] with x measured in mm. Radiotherapy fol-
lows the standard scheme (6 weeks with 1.8 Gy doses from monday to friday) and
starts at time t = 7 days. The differences between both curves are minimal with
‖A(t) − AFK‖∞ = 0.0014. (b) ρ = 0.007 day−1, D = 0.0075 mm2/day, and initial
tumor cell density given by C(x, 0) = 04/ [1− 0.4 + 0.4 exp (x/15)] with x measured
in mm. Radiotherapy follows a non-standard scheme with radiation sessions the first
week of every two months for a total of 6 weeks with 1.8 Gy doses from monday
to friday and starts at time t = 1 day. The differences between both curves are
minimal with ‖A(t)−AFK‖∞ = 0.0025.
u(0, x)=u0(x), (33)
u(t+k , x) =SFdku(tk, x), (34)
where u(t+k , x) is the density after the dose k is given.
This allows us to write a simple model for the response of the tumor amplitude
to radiation given by Eq. (32) together with Eq. (15). For instance, starting
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from an initial amplitude A(t0) at time t0, we get that before and after the
first irradiation at time t1 the tumor amplitudes will be given by
A(t−1 ) =
A(t0)e
ρ(t1−t0)
1 + A(t0) [eρ(t1−t0) − 1] ,
A(t+1 ) =
SFkA(t0)e
ρ(t1−t0)
1 + A(t0) [eρ(t1−t0) − 1] ,
Thus, defining Aˆk ≡ A(t+k ) and taking by definition Aˆ0 = A(t0) we arrive to
the following recursive formula for the tumor amplitudes after each irradiation
cycle
Aˆk+1 =
SFkAˆke
ρ(tk+1−tk)
1 + Aˆk [eρ(tk+1−tk) − 1]
. (36)
Thus, the amplitude A(t) of the tumor after a sequence of radiation sessions
administered at times (t1, ..., tn) with survival fractions (SF1, ..., SFn), in the
framework of our simple model, is given for all times by the equations
A(t) =
Aˆke
ρ(t−tk)
1 + Aˆk [eρ(t−tk) − 1]
, t ∈ (tk, tk+1], (37a)
A(t) =
Aˆne
ρ(t−tn)
1 + Aˆn [eρ(t−tn) − 1]
, t ≥ tn, (37b)
where the constants Aˆk, k = 1, ..., n are obtained recursively using Eq. (36).
5.3 Validation and implications
Eqs. (36) and (37) provide a very simple model of the response of a low grade
glioma to radiation therapy. However these simple formulae have been ob-
tained in the framework of the simple effective particle method. To test if
the approximation provided by this approach is acceptable when describing
the solutions of Eq. (1) together with an instantaneous response to radiation
given by Eq. (32) we have numerically simulated these equations, computed
the amplitude using A(t) = ‖u(x, t)‖∞. The evolution of this “exact” ampli-
tude has been compared with the approximation provided by Eqs. (36) and
(37) obtained in the framework of the effective particle approximation to the
dynamics.
We have compared the evolution in different scenarios. The first one corre-
sponds to the standard radiation fractionation of a total of 54 Gy in 30 frac-
tions of 1.8 Gy over a time range of 6 weeks (5 sessions per week from monday
to friday). Radiation is started 1 week after the initial simulation time (t = 0)
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and the evolution is followed for six years. The comparison between the approx-
imation based on the effective particle method and the full Fisher-Kolmogorov
equation is displayed in Fig. 5(a). A second example is provided in Fig. 5(b)
where a faster growing tumor (ρ = 0.007 day−1 versus ρ = 0.00356 day−1 in
the previous case) is irradiated following a non-standard radiotherapy scheme
consisting of five consecutive sessions of 1.8 Gy every two months with the
intention to control the tumor rather than focusing on minimizing the tumor
mass. The agreement between both approaches is excellent.
We have explored several parameter regimes finding a very good accuracy in
the approximation provided by the effective particle method meaning that one
can follow the evolution of the tumor amplitude using the simple equations
Eqs. (36) and (37). This approach allows us to reduce the problem of solving
a partial differential equation to computing a finite number of iterations of
a simple nonlinear mapping. This fact has very interesting implications since
one may then pose optimization problems for finding optimal fractionation
schemes in a much simpler context. One example is optimizing radiation for
delaying the transition to malignancy, a problem that can be reformulated
completely in terms of amplitudes assuming that there is a critical amplitude
A∗ beyond which the transition to malignancy is triggered. Thus the problem
becomes a discrete optimization one with a very simple non-differential model
that is equivalent to finding the extrema of a function of several variables
(tj , Dj) with several restrictions. While the complete analysis of this problem
is beyond the scope of this paper and will be considered elsewhere, we want
to highlight the potential of the effective particle method to obtain simple
equations amenable to a complete analysis.
6 Extension to related Fisher-Kolmogorov equations
The effective particle method can be extended to other types of reaction-
diffusion equations having fronts as asymptotic attractors of the dynamics. For
instance, for the cases where the diffusion coefficient either density dependent
D = D(u), space and/or time dependent D = D(x, t) and/or the growth
rates also have extra dependencies ρ = ρ(x, t), as well as for other situations
where the system is multicomponent (e.g. in cancer modelling, there are several
phenotypes). These examples are of interest in a broad range of biological
processes [18] and particularly in cancer modelling problems [61,60,58,59,62].
Here, as an example of how this methodology is robust and can be extended
beyond the most basic FK equation, we consider the equation with space-
dependent diffusion
ut = [D(x)ux]x + ρu(1− u). (38)
Thus, we are considering Fickian diffusion but with a diffusion coefficient
dependent on the space coordinates [17]. Then, we can find the set of effective
21
01
2
0 5.
1 5.
A(t)
(a)
0         10         20        30
t
0         10         20        30
t
(b)
4
3
2
1
0
v(t)
0         10         20        30
t
4
3
2
1
0
w(t)
(c)
Fig. 6. [Color Online]. Comparison of the evolution of front solutions of the Fish-
er-Kolmogorov equation with space-dependent diffusion described by Eq. (38) with
the analytical solutions of the effective particle method given by Eqs. (14). The FK
equation is solved numerically using a standard second order in time finite differ-
ence method with zero derivative boundary conditions with D(x) as (40), where
Dw = 1, Dg = 0.5, α = 0 and ρ = 1. The initial data is given by Eq. (6) with
A0 = 0.5, w0 = 1, and X0 = 0.5. In all subplots (a)-(c) the solid lines correspond
to the parameters (20) extracted from the numerical solution of the FK equation.
The dashed lines correspond to the analytical solutions of the ODEs. The subplots
show the: (a) amplitude A(t) (dashed) versus APDE(t) (solid), (b) velocity of the
front v(t) (dashed) versus vPDE(t) (solid), (c) width of the solution w(t) (dashed)
versus wPDE(t) (solid).
particle equations for the amplitude A, the center of mass X and the width w
of the travelling wave (6), for Eq. (38) following the same procedure of Section
2. The result is
dA
dt
= ρA(t) [1−A(t)], (39a)
dX
dt
− dw
dt
=
5
6
ρA(t)w(t), (39b)
dw2
dt
=− 6
(pi2 − 3)A(t)
∫ ∞
−∞
D(x)ux − ρ
pi2 − 3A(t)w
2(t). (39c)
To test the limits of the method we will use a piecewise constant discontinuous
diffusion coefficient given by
D(x) =

Dg if x ≤ α,Dw if x > α. (40)
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Effective particle methods have tipically difficultities in dealing with discontin-
uous or very fast varying coefficients, and other effects that influence strongly
the shape of the solution thus providing asymmetric deformations of the ini-
tial ansatz. However as we will see in what follows, in this case the method is
able to follow qualitatively the details of the evolution of the deformed front
solution.
The explicit choice for the diffusion coefficient given by Eq. (40) has also some
interest in applications. Specifically, in brain tumor modelling it arises in sit-
uations in which the tumor invades the gray matter from the white matter.
In that case Eq. (38) has been proposed as a toy model in which the diffusion
coefficient is a piecewise constant function, corresponding to different tumor
cell motilities in the white and grey matter [41,60,17]. Analogous mathemat-
ical problems arise in other application scenarios (see e.g. [27] and references
therein). The explicit form of D(x) given by Eq. (40) allows us to compute
explicitly the integral in Eq. (39c) to get
dw2
dt
=
6
(pi2 − 3)
[
Dg − Dg −Dw
[1 + e(α−X(t))/w(t)]2
]
− ρ
pi2 − 3A(t)w
2(t). (41)
Eq. (41) together with Eqs (39a) and (39b) is again a closed system of ODEs
ruling the dynamics of the front in the framework of the effective particle
method. We have run extensive simulations to compare the dynamics of Eqs.
(39) with the numerical solution calculated for Eq. (38) and the ansatz (6).
Despite the potential problems that might be expected coming from the dis-
continuity of the diffusion coefficient the agreement is very in all of the cases
studied. A typical example is shown in Fig. 6 where it is seen how the am-
plitude dynamics is fully captured by the effective particle method and the
width and speed dynamics have only quantitative transient differences with
the asymptotic behavior been again correctly described by the approximation
method.
7 Conclusions
In this paper we have presented an extension of effective particle methods
to deal with a non-Hamiltonian problem of relevance in applied science: the
Fisher-Kolmogorov (FK) equation. The method provides a very simple picture
in terms of ordinary differential equations of the behavior of both a single-front
and a localized travelling wave. It yields direct information on three relevant
parameters: the amplitude, the front position and the width of the wave, which
turn out to be parameters more easily accessible to experimental measurement
in application scenarios than the entire profile u(x, t), yet furnishing sufficient
insight on the characteristic dynamics of the dynamics of the partial differen-
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tial equation in certain regimes.
In addition to presenting the method and quantifying its accuracy, we have
also discussed, through the specific application to problems arising in the
description of brain tumors, how it can be used to get very simple estimates
useful for applied scientists. Specifically we have developed explicit formulae
to estimate the times of transition to malignancy and of birth of a low grade
glioma. We have also provided a way to transform the problem of optimizing
radiation delivery on the PDE to a finite-dimensional problem involving only
a discrete map.
The method presented in this paper has very broad implications and poten-
tial uses. As an example we have shown its appropriateness to deal with a
problem with spatially dependent diffusion with discontinuous diffusion coef-
ficient. However, it can be extended to many other reaction diffusion equations
in order to get a simple qualitative understanding of the dynamics of coher-
ent structures. Secondly extending it to higher dimensions, may allow to get
simple models in situations were theoretical results are much more scarce and
numerical simulations more difficult. In that case approximate front profiles
may be used as tentative test functions for the method [63]. Finally, the set of
ODEs provided by the effective particle method also allow simplifying optimal
control problems, such as those involved in finding the optimal combinations of
different therapies, that are much more difficult to cope within the framework
of partial differential equations.
We hope that this paper would further stimulate the application of the method
to get useful information for the many applications of the Fisher-Kolmogorov
and related equations.
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A Full form of the effective particle equations for localized initial
data
For completeness, we detail the full expressions of the system of ordinary
differential equations for A(t), X(t) and w(t) which follow by differentiating
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Eqs. (25a)-(25c) and equating them to Eqs. (26)-(28).
The first equation corresponds to the total number n(t)
2A(t)
[
coth
(
X(t)
w(t)
)
dX
dt
− dw
dt
− csch2
(
X(t)
w(t)
)(
X(t)
w(t)
dX
dt
− X
2(t)
w2(t)
dw
dt
)]
+2
(
dA
dt
− ρA(t)
)[
X(t) coth
(
X(t)
w(t)
)
− w(t)
]
= ρA2(t)
[
X(t) coth
(
X(t)
w(t)
)[
2 + 5csch2
(
X(t)
w(t)
)]
− w(t)
3
[
11 + 15csch2
(
X(t)
w(t)
)]]
.(A.1)
The second equation corresponds to the variance σ2(t)
2X2(t)
[
w(t) coth
(
X(t)
w(t)
)
dX
dt
−X(t) coth
(
X(t)
w(t)
)
dw
dt
−X(t)csch2
(
X(t)
w(t)
)(
dX
dt
− X(t)
w(t)
dw
dt
)]
3
[
X(t) coth
(
X(t)
w(t)
)
− w(t)
]2
+
2
3
X(t)
dX
dt
+
2pi2
3
w(t)
dw
dt
− 4X(t)w(t)
3
[
X(t) coth
(
X(t)
w(t)
)
− w(t)
] dX
dt
=2D + ρA(t)
[
X(t) coth
(
X(t)
w(t)
)[
5X2(t)
3w(t)
+ 7w(t)− 6X(t) coth
(
X(t)
w(t)
)]
− w2(t)
]
3
[
X(t)
w(t)
coth
(
X(t)
w(t)
)
− 1
]2 . (A.2)
Finally, the third equation corresponding to the right-front size γ(t) is
tanh2
(
X(t)
2w(t)
)
dA
dt
+
A(t)
w(t)
sech2
(
X(t)
2w(t)
)
tanh
(
X(t)
2w(t)
)(
dX
dt
− X(t)
w(t)
dw
dt
)
= A(t) tanh2
(
X(t)
2w(t)
)[
ρ− ρA(t) tanh2
(
X(t)
2w(t)
)
− D
w2(t)
sech2
(
X(t)
2w(t)
)]
.
(A.3)
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