Abstract-The present paper introduces a replication method that is meant to balance the storage load of peers in unstructured peer-to-peer (P2P) networks for file sharing and to provide good search performance. According to the random walk theory on an arbitrary network, the frequency of arrival of a random walker to a peer is proportional to the degree of the peers. Therefore, to limit the increase in the number of hops required to find a requested file, it is better to make as many files as possible in peers of high degree when using random-walk-based query forwarding methods. However, this causes a load bias to peers of high degree. That is, there is a trade-off between storage load balancing and search performance. The replication method presented herein replicates a requested file in a peer of low load adjacent to a peer of interest on the present search path by using dynamically varying values that represent the state of the load of peers. Therefore, it is expected that local storage load balancing will be achieved. Furthermore, since the proposed method causes peers adjacent to peers of high degree to hold several files, it is also expected that good search performance will be obtained. In addition, a replication method that makes a replica of a requested file in a peer on the present search path with probability inversely proportional to the degree of the peer is prepared as a method for comparison. The probability is, in contrast to the proposed method, statically determined prior to the start of the search according to the theory to ensure good load balancing. The experimental results show that both the proposed method and the method for comparison achieve global load balancing, although they have totally different strategies in terms of storage load balancing. It is, however, shown that only the proposed method does not require appropriate adjustment of parameter values to a given network topology prior to the start of the search in order to achieve good search performance. This is a significant advantage over the method for comparison.
I. INTRODUCTION
Recently, peer-to-peer (P2P) network models have attracted a great deal of attention. The concept of the P2P network model is totally different from that of a conventional clientserver network model. While a conventional server-client network model explicitly distinguishes hosts providing services (servers) from hosts receiving services (clients), a P2P network model does not assign fixed roles to hosts. Hosts composing P2P networks, referred to as peers, can be both server and client, so that P2P networks can manage services in a decentralized manner.
One of the applications of P2P networks that people are interested in is a distributed storage system for file sharing.
A distributed storage system for file sharing provides a large amount of storage by accumulating unused storage of hosts, so that it enables us to store and share large amounts of data without the need for a costly file server. Although there exist several forms of P2P networks for file sharing [1] , in the present study, we focus on unstructured P2P networks without a mechanism to determine file locations. To make such unstructured P2P networks more practical, they have been investigated from two perspectives. One involves query forwarding methods that can locate requested data quickly and reliably. These studies are essential for efficient file sharing because no mechanism is available for determining file locations. Existing studies on unstructured P2P networks are mainly concerned with query forwarding methods. Unstructured P2P networks have also been examined with respect to storage load balancing between peers. Previously, we have studied replication methods for simultaneously achieving storage load balancing among peers and good search performance in unstructured P2P networks without a mechanism for determining file locations, taking the position that peers having equal functions should also be equal in terms of load [2] . The present study also considers such methods.
In the present paper, we introduce a new replication method for achieving good storage load balancing as well as good search performance in unstructured P2P networks for file sharing without a mechanism by which to determine file locations. The use of an efficient query forwarding method is one of ways to enhance search performance. However, in the present study, we will use the simple random-walk-based query forwarding method described in our previous study [2] . Using this random-walk-based query forwarding method, we will attempt to achieve good search performance by means of replication methods.
With respect to random walks on networks, there exists a simple, but important, theory that pertains to the present study. The random walk theory on networks states that the probability of the arrival of a random walker at a node in an arbitrary network is proportional to the degree of the node [3] . According to this theory, to continue to create replicas of requested files in peers on the present search path obviously causes a load bias to peers of high degree. Moreover, we can imagine that to make as many replicas as possible in peers of high degree ensures good search performance. For instance, Path Replication, which was compared to the replication methods proposed in our previous study [2] , makes a replica of a requested file in all peers on the present search path. This method is the most likely to have the fewest number of hops among all kinds of replication methods that make a replica of a requested file in peers on the present search path because the number of the replicas that this method creates is the largest, while being expected to obtain the worst storage load balance.
As mentioned above, a trade-off between storage load balancing and search performance exists. The problem here is how to obtain good trade-off points. Our approach is to achieve local storage load balancing while maintaining a sufficient number of files in a network to ensure good search performance. We expect that the accumulations of the local load balancing will lead to global load balancing. The local storage load balancing relies on relative comparison of dynamically varying values representing the load among local peers. For the sake of comparison, we will prepare a replication method based on the random walk theory on networks. While the proposed method tries to locally balance the storage load among peers in a dynamic manner, the method for comparison tries to globally balance the storage load in a static manner based on the above theory. The goal of the present paper is to examine the differences in storage load balancing and search performance of the two different strategies.
The present paper is organized as follows. Section II briefly describes related work. Section III explains the proposed replication method. The proposed method is experimentally evaluated in Section IV. In Section V, we discuss the mechanism of local load balancing of the proposed replication method. Section VI draws our conclusions.
II. RELATED WORK
Replication methods have been developed mainly for unstructured P2P networks without a mechanism by which to manage file locations [4] [5] . This is because searching in such unstructured P2P networks is blind and replicas of files distributed over networks should contribute to quick and reliable file searching. However, these studies focused only on search efficiency and did not consider load imbalance among peers as a trade-off of search efficiency. On the other hand, load balancing methods have mainly been developed for structured P2P networks using a distributed hash table (DHT) [6] [7] . The DHT is a table that contains a file name and its identifier obtained by inputting the file name into a hash function. A space of identifiers that a hash function generates is divided into sub-spaces, which are assigned to existing peers. Whereas P2P using DHT can provide fixed locations of files and deterministic routing for files requested by peers, and therefore replicas of files are basically not necessary, load imbalance can be caused among peers depending on how to construct a space of identifiers and assign its sub-spaces to peers, the differences of popularity among files, and so forth.
Although our previous study [2] focused on replication methods in unstructured P2P networks for file sharing, our objective was not only to achieve good search performance, as in previous studies on unstructured P2P networks, but also to achieve storage load balancing, as in the previous studies on structured P2P networks. In particular, we proposed three different replication methods in our previous paper: Path Random Replication, Path Adaptive Replication, and Path Adaptive Replication with Priority Level. These methods are all probabilistic replication methods that make replicas of files in peers on the present search path. The first method considered the redundancy in Path Replication used in [8] [9] , which simply makes a replica of a requested file in all the peers on the present search path. The other two methods above consider the state of the storage load of each peer to achieve storage load balancing among peers. This is a key concept in the present paper. However, unlike the two previous methods, the method presented in the present paper considers the relationship between the states of storage load of peers adjacent to the peer of interest to achieve storage load balancing among peers. Furthermore, although the last two methods determine the probability that a replica of a requested file will be created in a peer according to the storage usage ratio of the peer, these methods cannot distinguish differences in loads among peers having fully occupied storage. Moreover, the replication method presented in the present paper can handle differences in storage load among such peers.
Ata et al. [10] presented new query forwarding methods that are meant to be combined with Path Replication. Their study was based on the observation that there is strong correlation between degree of a peer and the frequencies of query arrival at the peer under the use of a random-walk-based query forwarding method. The observation is actually valid according to the existing random walk theory on networks [3] . This research concept is the same as that of the present paper in that frequency of query arrival to peers has a close relation to degree of peers. However, we herein focus not only on quick and reliable searching but also on storage load balancing.
Finally, dynamic load balancing methods with only local communications, which are referred to as diffusive load balancing methods, have been studied mostly for distributed computing [11] [12] [13] . These methods basically rely on a diffusion equation. Load balancing in distributed computing usually results in higher computing efficiency. This means that one primary objective exists and no trade-off of high computing efficiency need be considered. In addition, higher load balancing in P2P networks for file sharing can cause a decrease in the search efficiency, which is counter to the primary objective, which suggests that load balancing schemes used in distributed computing, including parameter tuning schemes, might not be directly applied to load balancing in P2P networks for file sharing.
III. REPLICATION METHOD
In this section we present a new replication method for unstructured P2P networks for file sharing. The new method is meant to balance storage load between peers as well as to hold the increases of the number of hops needed to find requested files.
A. Motivation
Our motivation behind this proposal is as follows. Although peers in P2P networks are equal in function, differences in degree of peers could induce the differences in frequencies of query arrival to the peers under the use of random-walkbased query forwarding methods. Concretely, when a random walker moves around in an arbitrary network, the probability with which the random walker arrives at a node is shown to be proportional to the degree of the node [3] . In such a case, if P2P networks keep selecting only peers on the present search path as peers in which a replica of a requested file is made, it is likely that the speed of increasing files in peers of high degree is higher than that in peers of low degree. In addition, it is likely that queries made by peers of low degree are propagated by way of peers of high degree. That is, peers of low degree strongly depend on peers of high degree with respect to file search. Therefore, we think it natural that peers of low degree should bear a part of the overall load that peers of high degree require to achieve load balancing in P2P networks.
It is, however, true that peers of high degree have to hold several replicas of files in order to hold the increases of the number of hops. To overcome the trade-off between storage load balancing and search performance, we will place several replicas of files in peers adjacent to a peer of high degree so that the peers adjacent to the peer of high degree can surely provide requested files that the peer of high degree does not provide. This method would not increase the number of hops greatly. However, if several replicas of files are placed in peers of high degree adjacent to a peer of high degree, the situation would be the same as Path Replication and Path Random Replication, in which replicas of files are placed in peers on the present search path. Therefore, the key point toward simultaneous achievement of load balancing and the decrease in the number of hops is the method by which replicas of files are allocated around peers of high degree. That is, replicas of files should be placed in peers with less load adjacent to peers of high degree. The proposed method does so based on the local relative comparison of load between peers.
B. Method
Next, we will explain in detail the proposed replication method. Its basic feature is to determine peers that a replica of a requested file is made in by using the history of the previous searches, where the history is managed not by particular peers but by each peer. If particular peers manage the history as in a client-server network, their disappearance from a network would damage the overall functionality of the network. On the other hand, by allowing each peer to manage only its own search experience, the disappearance of peers would not greatly affect the overall functionality of a network. The proposed replication method repeats the three steps described below.
(1) Obtaining a search path: A given query forwarding method first finds a file requested by some peer and then obtains the path from the peer making a query to a peer having a requested file as the present search path. (2) Selecting peers: Peers on the present search path and their neighboring peers have possibility of being selected as peers in which a replica of a requested file is created probabilistically. A replica of a requested file is made in the selected peers with fixed probability.
Suppose that a certain peer on the present search path, , is linked to peers. First, the number of times that peer was on the previous search paths, , and the average number of times that its neighboring peers were on them, , are obtained, as represented by the following equation: (1) where represents the number of times that the -th peer in the neighboring peers was on the previous search paths.
Next, according to the comparative results between and , which falls into either of the two cases below, the replication method selects a peer in which a replica of a requested file is created probabilistically and then actually makes the replica in the selected peer with fixed probability. This fixed probability is a parameter of the proposed method and is hereinafter referred to as the replication probability (RP). As will be shown below, , as represented by equation (1), brings two different kinds of replication strategies into every local network composing the entire network. (a) Case 1:
Peer is simply selected as a peer in which a replica of a requested file is created with a given replication probability. This means that if the number of times that the peer of interest was on the previous search paths is smaller than the average number of its neighboring peers, the peer of interest is explicitly prohibited from selecting a peer in which a replica of a requested file is created probabilistically from among its neighboring peers. Since the number of times that a peer was on the previous search paths is roughly proportional to its degree, it can also be said that a peer of smaller degree than the average degree of its neighboring peers is explicitly prohibited from doing so.
The replication method selects one peer from among peers adjacent to peer , where the points explained in the following
Step (3) are used. Points are represented by a positive integer. Suppose that peer previously gave points to each peer adjacent to peer . The probability with which the -th peer among the peers is selected as a peer in which a replica of a requested file is created probabilistically is represented by the following equation: (2) This equation indicates that peers to which more points were assigned, compared to others, in the past can prevent themselves from being selected as peers in which a replica of a requested file is created probabilistically. The replica is made in the selected peer according to the above equation with the given replication probability.
In the procedure described above, if a selected peer already has a requested file, then a replica of the requested file is not made in the selected peer. (3) Updating data of peers: Let the direction to a peer having a requested file on a search path be the upper direction on the search path. Each peer on the present search path increases by one the number of times it forwarded a query to the peer in the upper direction by one on the path. The number of times a query is forwarded in this manner is hereinafter referred to as points, and the phrase "giving a point to a peer" is also used herein (see Figure 1) . As for the records of points, peers that gave points to others hold records on which peers they gave points to and the total number of points they gave to them in the past. The points mentioned here are used in the previous
Step (2) for selecting peers in which a replica of a requested file is created. Points are actually not equivalent to the degree of a peer, but through points we can determine which among the peers connected to the peer of interest did not contribute to the previous file searches. After assigning points, all of the peers on the present search path, including peers that made a query and supplied a requested file, increase the number of times that they were on the previous search paths by one. The initial points and the number of times being on search paths are zero in all of the peers composing a network. We will hereinafter refer to the proposed replication method as RMuPF, which stands for Replication Method using Points and Frequencies on search paths.
IV. EXPERIMENTS
In the previous section we proposed the replication method, RMuPF. Next, we will experimentally evaluate RMuPF with respect to both storage load balancing and search performance.
A. Simulation Model
The configurations of the P2P network simulation model are as follows. The total number of peers present in the network is and the total number of links between peers is . The distribution of the degree of peers in the network is shown in Figure 2 . The topology of the P2P network in the simulation model used is generated by the algorithm described in [14] . The topology follows a power law [15] [16] [17] with respect to the distribution of degree. Since the Gnutella network is a representative unstructured network that follows an approximate power law with respect to the distribution of the degree of peers [18] , it is valid to use network topology following a power law for the investigation of unstructured P2P networks. However, the present paper does not consider dynamic changes in network topology. The maximum storage capacity of every peer is . One file consumes one unit of storage, so that the maximum number of files that a peer can hold is . When the storage of a peer is full and a request for a replica of a requested file arrives at the peer, the oldest file is replaced by the requested file (FIFO replacement discipline).
The query forwarding method used in the present paper is a 16-walker random walk [5] . The 16-walker random walk literally uses 16 walkers with a query that randomly walk around peers from the peer making a query for a requested file, in which all 16 walkers move to adjacent peers at the same time and it is possible that a walker revisits the same peer one or more times. If one or more of the 16 walkers finds a requested file, then the search is finished. In one run of the simulation model, the search for a requested file is repeated in a one-by-one manner 50,000 times, and a peer that makes a query is randomly chosen. Furthermore, a file requested by each peer is randomly determined. This means that all kinds of files in the network have an equal popularity.
B. Evaluation Criteria
We will basically use the same evaluation criteria as described in our previous study [2] . In [2] , the storage load was defined using not the distribution of storage usage ratios among peers, but rather using the number of times of storage accesses.
Let , , and be the degree of a peer, the number of times a file is written in the peer, and the number of times a file is read from the peer, respectively. First, we plot three kinds of points, , , and , with respect to all of the peers in the network and then fit a straight line to each of the sets of the three kinds of points by the least squares method. The slope of a line fitted to a set of points of represents the evaluation criterion of storage load balancing (hereinafter referred to as SL). The smaller the slope, the greater the ability of a replication method in storage load balancing. Similar to SL, the slopes of two lines fitted with sets of points of and represent the evaluation criteria of writing and reading load balancing, respectively (hereinafter referred to as WL and RL).
The evaluation criterion for the search performance is based on the average number of hops needed to find requested files during some period. The total number of kinds of files existing in the network is . However, only kinds of files exist in the initial state of the network, and 10 files are allocated over the network with respect to each kind of file. The initial distribution of files is random, but identical, each time the simulation model is run. Next, right after the searches are finished, another 10 kinds of files are allocated over the network, where the number of each kind of file is 10. Similar to the initial distribution, the distribution of the additional files is random, but identical, each time the simulation model is run. The average number of hops during some period is calculated on both the initial and additional allocated files. As for the initially allocated files, the number of hops taken from the 10,001th to 30,000th searches is taken into account for the calculation of the average number of hops (hereinafter referred to as HI). As for the additionally allocated files, the number of hops taken from the 20,001th to 40,000th searches is taken into account for the calculation of the average hops (hereinafter referred to as HA).
C. Methods for Comparison
We use two replication methods for comparison to RMuPF. One is Path Random Replication (hereinafter referred to as PRR) [2] , which makes a replica of a requested file only in peers on the present search path with fixed probability. If the probability is set 100%, then Path Random Replication is equivalent to Path Replication, which makes a replica of a requested file in all of the peers on the present search path.
The other replication method makes a replica of a requested file in peers on the present search path with probability inversely proportional to the degree of the peers, , as represented by , where is equal to one if , is a constant, and is the degree of a peer. We refer to this method as RPID, which stands for Replication with Probability Inversely proportional to the Degree of a peer. RPID makes the product of the probability of query arrival at a peer and the replication probability approximately the same in every peer under the assumption that the number of times that a query arrives at a peer is proportional to the degree of the peer. Actually, according to the random walk theory on networks [3] , the probability of the arrival of a walker at a node of degree , , is given by , where is the total number of edges in the network. Therefore, when , becomes the same value independent of the value of . That is, the best storage load balancing would be obtained when . However, in order to reduce the number of hops, the value of has to be set to be greater than one and the appropriate value of would depend on , which is related to network size and topology. Thus, it can be said that is a parameter to explore the trade-off points between storage load balancing and search performance.
D. Experimental Results
We experimentally examine the performance of RMuPF using the simulation model of a P2P network and the evaluation criteria explained in the previous section.
We use three kinds of replication probability for RMuPF and PRR: 100%, 60%, and 20%. If the replication probability is the same for the two methods, then the number of times that replicas of the requested files are created would be approximately the same for the two methods. In addition, the replication probability of 100% should yield the smallest number of hops for both methods. On the other hand, as mentioned in the previous section, the appropriate value of of RPID that yields good load balancing as well as fewer hops should depend on the network configuration. Therefore, we will use various values of , ranging from 1 to 625, which are the minimum and the maximum degrees of the peers in the network used. Actually, RPID with =625 is the same as Path Replication. For one replication probability or one value of , we independently run the simulation model with fixed topology 20 times and show the result as the average of 20 runs. In addition to storage load and the average number of hops, we observe four evaluation indexes, which are the total number of times a file is written for all of the peers in the network during all of the searches (hereinafter referred to as NW), the total number of files in the network after all of the searches are finished (hereinafter referred to as NF), the degree of redundancy in writing files (hereinafter referred to as RW), as explained later, and the ratio of the use of the total storage in the network after all of the searches are finished (hereinafter referred to as RC). The total number of files in the network can not be equal to the total number of file writes in all of the peers because the total number of files includes the number of initially and additionally distributed files, which amounts to 1,100. When we let and be the total number of file writes and the total number of files, respectively, the degree of redundancy in writing files is denoted as , which shows how frequently replacement of files in peers with fully occupied storage occurred. The ratio of the use of the total storage represents the percentage of the total storage of the peers that is consumed.
The observed data is shown in Table I , in which not all of the results of RPID for the values of used, but only those for , are shown. According to the preliminary experimental results, the average number of hops reaches a minimum around , starting from . Meanwhile, the values of around give the best load balancing among the values of . Therefore, the values of around can be regarded as the best in this case. In addition, the examples of lines representing the storage loads of the three replication methods used are shown in Figure 3 , where the replication probability for RMuPF and PRR is 100% and the value of in RPID is 20. 
E. Discussion
We first compare the result of RMuPF with that of PRR. According to Table I , we can see that RMuPF is superior to PRR in terms of storage load balancing for any replication probability used, and that the average number of hops for initially and additionally distributed files are approximately the same. This simply suggests that the method of placing replicas of files over the networks is significant for storage load balancing among peers when the total number of replicas of files is fixed. The difference in the storage load between the two methods is caused by the difference in writing load between the two methods. According to Figures 3(a) and (b) , while PRR gave a linear increase in the number of both writing and reading files with the degree of peers, RMuPF made the number of files writes in peers of degree grater than approximately 100 almost equal, although a linear increase in the number of file writes in peers of degree less than approximately 100. The degree that gave the discontinuance increase in the number of file writes comes from equation (1) in Section III. Since the number of times that a peer was on the previous search paths should be proportional to the degree of the peer, the degree of the peer of interest that is higher than the average degree of peers adjacent to the peer of interest should be greater than approximately 100. Actually, according to a preliminary experiment, this is the case. However, if we change the condition to determine the degree that divides all of the peers into two replication strategy groups, we could obtain results different from those obtained here. The ability to make the number of file writes in peers with more than approximately 100 almost equal is the most important concept in storage load balancing. This writing load balancing comes from equation (2) in Section III.
Next, Table I and Figure 3 (c) show that RPID achieved good writing load balancing. Since RPID makes a replica of a requested file in peers on the present search path with a probability that is inversely proportional to the degree of peers, the number of file writes of RPID is expected to be approximately the same in every peer in the case of , when the probability of query arrival at a peer is proportional to the degree of the peer. However, RPID should require an appropriate setting of , such as , to hold the increase in the average number of hops by making peers of middle and high degrees have a sufficient number of files. To verify this, we conducted an experiment with another power-law network topology with the same number of nodes as that in the simulation model described earlier, but with fewer edges (approximately 13,000) than that in the model (20,000). The experimental result is shown in Table II. Table  II shows that the appropriate value of for this network topology was approximately 5, which is different from the appropriate value for the network topology described earlier (approximately 20). Since we cannot obtain the information on the total unstructured P2P network prior to and during the use of the network, if we use RPID, an adaptive mechanism for changing the value of should be embedded in the network so as to achieve better storage load balancing. V. MECHANISM OF LOCAL LOAD BALANCING In the previous section, we demonstrated experimentally that RMuPF has better ability with respect to storage load balancing. RMuPF achieves global storage load balancing mainly by making replicas of files according to equation (2) . In this section, we will build a simple model to clarify the role of equation (2), that is, to clarify the role of RMuPF.
Suppose that two peers, and , link to peer . Time is discrete and is denoted by . Peer at every time step makes a replica of a requested file in peer or peer according to equation (2) with 100% replication probability. Let and be the numbers of points that peer has given to peers and at , respectively. The peer selected by peer not only increases the number of files by one but is also assigned one point from peer . This method is different from the actual method. In RMuPF, the peers that points are assigned to are sometimes different from those in which replicas of requested files are created. However, this method roughly approximates the actual method from the viewpoint of the relationship between the number of points and the number of files as follows. Peers to which more points are given by the peer of interest should frequently appear on search paths. Furthermore, such peers have the possibility of being selected as peers in which replicas of requested files are made by the neighboring peers on search paths, even if the peers have the right to make the replicas in their neighboring peers. Thus, it is thought that peers to which several points are assigned by the peer of interest have several opportunities for replicas of requested files to be created within them. Therefore, to assign one point to a peer in which a replica of a requested file is made is not an exact method but rather is one method by which to determine the relationship between the number of points and the number of files mentioned above.
Let and be the expected values of points that peer assigned to peers and by the time , respectively. Let and be the probabilities of being selected by peer at the time . According to equation (2) , and are represented by the following equations:
Since the numbers of points that peer assigned to peers and by the time , in other words, the numbers of times that replicas of files were created in peers and by the time are equivalent to the numbers of times that peers and are selected by peer , and are given by the equations below:
Substituting equations (3) and (4) for equations (5) and (6), we obtain:
where . Since peer selects either peer or peer at every time step, the number of points that peer assigns to peers and does not exactly follow equations (7) and (8), which represent the expected values of points. Therefore, we will implement the simulation as well as the calculation of the number of points by equations (7) According to Figures 4(a) and (b), the numbers of points that peer assigned to peers and , that is, the numbers of times that replicas of files were created in peers and become closer with time, independent of the initial numbers of points, and . This results suggest that RMuPF balances the writing load of peers adjacent to the peer of interest, which can be thought to be a simple but fundamental principal of local load balancing of replication methods using points. Finally, the calculation results obtained by equations (7) and (8) are similar to the results of the simulations.
VI. CONCLUSIONS
The present paper introduced a new replication method for unstructured P2P networks for file sharing to achieve load balancing between peers as well as to hold the increases in the number of hops required for successful searching, based on the assumption that peers of equal function should be equal in load. When using a random-walk-based query forwarding method, the following trade-off existed between storage load balancing and search performance: 1) Causing peers of high degree to hold as many files as possible contributes to high search performance. 2) causing peers of high degree to hold as many files as possible causes a load bias to peers of high degree. The proposed approach to tackling the trade-off was to select a peer in which a replica of a requested file is created from among not only the peer of interest on the present search path but also its neighboring peers based on relative comparison of dynamically varying load among the peers. We expected that this approach would achieve at least local load balancing, and furthermore, would not degrade search performance because peers adjacent to peers of high degree could surely provide requested files that peers of high degree do not have. On the other hand, the method for comparison, RPID, was a static method that theoretically ensures poor good search performance but good global storage load balancing. The focus here was the differences in terms of storage load balancing and search performance of the two methods. First, we experimentally examined the proposed method (RMuPF) and the methods for comparison (PRR and RPID). The experimental results showed that RMuPF and RPID have the best performance among the replication methods examined in the present paper in terms of storage load balancing and search performance. RPID, however, requires adjustment of the parameter, , to the network configurations given in order to achieve better search performance. On the other hand, RMuPF with 100% replication probability can be used without any tuning of the method. Since we cannot know the global information on the network in advance, as required by RPID, the proposed method has a significant advantage. The experimental results also suggested the following. Toward the achievement of storage load balancing between peers while maintaining the average number of hops and reading load at a certain level under the use of a random-walk-based query forwarding method, a replication method first has to have the ability to enable peers of middle and high degrees to hold more than a certain number of files within a certain period. This ability promises good search performance, although the number of files that peers of middle and high degrees are required to have would depend on the network configuration, such as the network size, network topology, kinds of files distributed, and so forth. Therefore, to achieve good storage load balancing, we should take into consideration the writing load balancing under the situation that a sufficient number of files are maintained in the network.
Next, in order to better understand how RMuPF achieves storage load balancing, we built a simple model, which suggested that RMuPF could make the writing load of peers adjacent to the peer of interest balanced based on a relative comparison of the loads among the peers. Since the experimental results in Section IV show that the replication method with such a local load balancing mechanism achieved global storage load balancing, it is suggested that the accumulations of the local load balancing provide global storage load balancing.
