Abstract. Analytical expressions are derived for the zeroth, first, and second spatial moments of sorbing solutes that follow a linear reversible kinetic mass transfer model. We determine phase-transition probabilities and closed-form expressions for the spatial moments of a plume in both the sorbed and aqueous phases resulting from an arbitrary initial distribution of solute between the phases. This allows for the evaluation of the effective velocity and dispersion coefficient for a homogeneous domain without resorting to numerical modeling. The equations for the spatial moments and the phase-transition probabilities are used for the development of a new random-walk particle-tracking method. The method is tested against three alternate formulations and is found to be computationally efficient without sacrificing accuracy. We apply the new random-walk method to investigate the possibility of a double peak in the aqueous solute concentration resulting from kinetic sorption. The occurrence of a double peak is found to be dependent on the value of the Damk6hler number, and the timing of its appearance is controlled by the mass transfer rate and the retardation factor. Two ranges of the Damk6hler number leading to double peaking are identified. In the first range (Da• -< 1), double peaking occurs for all retardation factors, while in the second range (1 _< Da• -< 3), this behavior is most significant for R > 12.
Introduction
A thorough understanding of sorption processes is necessary for accurate groundwater transport predictions. Sorption in porous media is often described by assuming local equilibrium. The local-equilibrium assumption is not always valid, however, and sorption rates must be considered in some cases, especially where the adsorption and desorption reactions are slow relative to the seepage velocity [Brusseau and Rao, 1989] . Various multisite and multiprocess models have been proposed to describe kinetic sorption, reviewed by Haggetty and Gorelick [1995] . However, a simple linear reversible mass transfer model has been shown to be an accurate approximation to more complicated nonequilibrium models in many cases 
where D is the dispersion coefficient, k is a mass transfer coefficient, Tim is the mobile phase porosity, and v is the seepage velocity. In other words, most of the desorption had to occur after the transport effects ceased to affect the breakthrough curve. Furthermore, double peaking occurred only when (kL/Tiv) was "not too large," where TI is the total porosity and L is the length of the column. Sample runs were performed only for a Peclet number Pe = vL/D = 10 and a retardation coefficient R = 10, and only point sources were examined.
Previous Particle-Tracking Methods
A simple and efficient numerical method is needed to investigate the behavior of kinetically sorbing solutes. The particletracking method [Ahlstrom and Foote, 1976; Prickett et al., 1981 ] is a Lagrangian approach in which a large number of particles is tracked in order to simulate conservative-tracer transport. In contrast to Eulerian simulation techniques, negative concentrations cannot occur, concentration profile artificial smoothing and oscillations are greatly reduced, and dispersive fluxes are approximated accurately, provided that the number of particles is high enough. The random-walk method is therefore particularly applicable to groundwater situations, where sharp concentration fronts are common and mixing rates are low relative to surface water and atmospheric applications.
Andricevic and Foufoula-Georgiou [1990, 1991] developed a method similar to the ATSM [l/alocchi and Quinodoz, 1989 ]. However, they proposed a different approximate approach for determining the fraction of time that each particle spends in the aqueous phase during each time step, based on the first two moments of the total time spent by each particle in the aqueous phase.
Delay et al. [1996] developed a method for kinetic sorption with a linear isotherm assuming that for a given time step, the advective-dispersive jump is instantaneous at the beginning of the time step. By analytically integrating the phase-transfer (or transition) equation, the number of particles in the mobile and immobile phases in a cell after a given time step are determined based on the number of particles in the mobile and immobile phases before that time step. This method is similar to that introduced by Kinzelbach [1987] and Kinzelbach and Uffink [ 1991 ] .
Mishra et al.
[1999] developed a recursion formulation for the transport of linearly sorbing solutes undergoing kinetic sorption. The method is based on a Markov process model of sorption-desorption. However, the method is based on discretizing time and space as Ax = vat, where Ax is the grid size, At is the time step, and v is the seepage velocity, and either advecting a solute particle by Ax or by 0 in a given time step. Therefore the applicability of this method to heterogeneous media is limited. Furthermore, the method does not incorporate local-scale dispersion, which can be important in some applications.
Scope of Paper
In this work, we apply the method of moments [Aris, 1956] to the problem of kinetic sorption with a linear driving-force kinetics model. We derive analytical expressions for the zeroth, first, and second spatial moments of the sorbed and aqueous solute distributions for solute starting in either the aqueous or sorbed phase. The original method of moments was derived for conservative solutes [Aris, 1956] . Goltz [1986] and Goltz and Roberts [1987] derived the analytical solution for the zeroth and first spatial moments of a kinetically sorbing solute injected into the aqueous phase. The second moment was derived only for a solute starting and ending in the aqueous phase. Solutions for a solute starting in the sorbed phase were not presented.
On the basis of analytical moment expressions we derive analytical expressions for the first and second moments of the solute distribution resulting from an arbitrary initial distribution between the aqueous and sorbed phases. This allows for a general description of the solute distribution without resorting to numerical modeling, as would have been necessary in the past.
Furthermore, spatial moments can be used to define advective and dispersive steps for particle-tracking models [Kitanidis, 1994] . We therefore develop a highly efficient random-walk method based on the spatial moment expressions. This method is shown to be at least as accurate as, and more efficient than, any of the methods suggested by Valocchi and Quinodoz [1989] .
Finally, we apply our new numerical method to the problem of double peaking in the aqueous concentration profile and show that double peaking caused by kinetic sorption is controlled by the relative magnitude of the reaction rate as compared to the advection rate for the case of a linear drivingforce sorption model and that such double peaking can therefore occur for any retardation factor.
Mathematical Conceptualization of the Problem

General Development
The basic equations governing the transport of kinetically sorbing solutes are the advection-dispersion equation for the aqueous (or mobile) phase,
and a phase-transition (or mass transfer) equation, which is, for a linear driving force, 
pKd We derive analytical solutions for the zeroth, first, and second spatial moments based on the advection-dispersion equation for the aqueous phase (equation (4)), and the phasetransition equation (equation (3) ). All analytical expressions are derived for spatially uniform and temporally constant coefficients. Each type of moment is derived for four separate base cases: (1) aqueous distribution for solute originating in the aqueous phase; (2) aqueous distribution for solute originating in the sorbed phase; (3) sorbed distribution for solute originating in the aqueous phase; and (4) sorbed distribution for solute originating in the sorbed phase.
Since the governing equations (3) In random-walk models, solute concentrations are equivalent to particle densities, when a sufficient number of particles is used. Furthermore, owing to the linearity of the problem, the probability distribution of a single particle in both space and phase is independent of other particles. When the spatial moments of concentrations are interpreted as those of particles, the spatial-moment behavior of any particle is known as a function of time, regardless of its original or final phase. The phase-transition probabilities, which are a function of the specific transport parameters as well as the chosen time step, are derived based on the analytical solutions for the zeroth moments.
For the particle-tracking model developed in this work, the initial and final phase of each particle is determined with a Bernoulli trial on the appropriate phase-transition probability at each time step. The particle is advected according to the displacement mandated by the corresponding analytical firstmoment equation, and the random dispersive redistribution of particles is based on the corresponding analytical secondmoment equation.
Development of Moment Equations
Although the spatial moments of the aqueous and sorbed distributions (C and S, respectively) are generally defined in three dimensions [Aris, 1956] , they are presented here in one dimension for simplicity:
where/a n and •'n are the n th aqueous and sorbed phase moments, respectively. This formulation results in the zeroth moment being equal to the total mass of solute in each of the phases. Table 1 , and the zeroth-moment behavior is illustrated in Figure 1 for the case of R = 1.5 for the four possible phase combinations. These moments will also be interpreted, in section 3.3, as phase-transfer probabilities for particles starting and ending in the specified phases. For the cases for which analytical expressions were already available, the zeroth-moment equations derived in this work match those presented in the literature [Goltz, 1986; Goltz and Roberts, 1987] . The same is true for first-and second-moment expressions.
First moments.
The derivation of the first moments is similar to that of the zeroth moments and is outlined in Appendix A. The first-moment expressions normalized by their corresponding zeroth moments are presented in Table 1 . First-moment behavior and rates of change are presented in Table 2 .
Phase Transition Probabilities
On the basis of the analytical solutions for the zeroth spatial moments we derive the particle phase-transition probabilities. 
Overall Moment Behavior: Analytical Results
We use the moment equations (Tables 1 and 2 ) and the transition probabilities (equations (27) and (28)) in order to define general properties of kinetically sorbing solute transport. Since the two equations governing the problem (equations (3) and (4)) are linear, their moments can be superposed. Therefore, regardless of the initial distribution of the solute between the two phases, the location of the center of mass and the degree of spreading of the solute can now be determined analytically, without resorting to numerical modeling. Even though the first and second moments are explicitly derived only for the cases of all the solute being in either the aqueous or sorbed phase at time t -0, the solute distribution can be described for any initial distribution by applying the proper weighting function to the analytical moment equations.
For an initial mass fraction ½ in the aqueous phase and 1 -½ in the sorbed phase, the first moment and second central 
where •c and •s are the fractions in the aqueous and sorbed phases, respectively. On the basis of these analytical relations the first and second moments of any instantaneous point source can be determined. For nonpoint sources the first moment and second central moment can be determined by simply adding the initial moment value to the point source moment value. For noninstantaneous sources a convolution integral must be performed for each moment in order to determine the overall moment behavior.
As an example, the moment behavior for the case of a steady state solute distribution between the aqueous and sorbed phases will be used to develop transport parameters. A steady state is defined herein as one for which the total solute mass is distributed between the phases according to the equilibrium distribution but for which local equilibrium is not satisfied at every point in the medium. In other words, overall, the fractions of solute in the aqueous and sorbed phases are those that would have been predicted by the local-equilibrium assumption, that is, 1/R and (R -1)/R, respectively. At steady state a 1/R fraction of the total solute mass will be in the aqueous phase. Therefore the cumulative rate of change of the overall first moment can be defined as 
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Particle-Tracking Implementation
On the basis of the analytical solution for the spatial moments and phase-transition probabilities we develop a particletracking model, referred to as the semianalytical moment method (SAMM). We compare our approach to the three 
Semianalytical Moment Method (SAMM)
The implementation of the SAMM is based on the analytical expressions for the spatial moments and the phase-transition probabilities. The values of the four first and second moments (Tables 1 and 2 ) as well as the four phase-transition probabilities (equations (27) and (28)) are calculated for t = At.
For each time step the final phase of each particle is determined by a Bernoulli trial based on its initial phase and the corresponding phase-transition probability. Each particle is then displaced by the value of the first moment at t = At corresponding to the particle's initial and final phase. These moment expressions are plotted in Figure 2a . To account for dispersion, each particle is displaced by a distance proportional to the square root of the value of the normalized second central moment corresponding to each particle's initial and final phase. These distances are weighted using normally distributed random numbers with a mean of zero and a variance of one. The second-moment expressions are plotted in Figure  3a . A flow chart for the method, applied to a single particle, is presented in Figure 4 .
Since the analytical results for the zeroth, first, and second moments are applied, and therefore enforced, directly, the method is guaranteed to reproduce these values precisely and accurately if a sufficient number of particles is used.
Although only the lower moments are directly specified, the method reproduces the transient skewness (or tailing) characteristic of solute subjected to kinetic sorption. The accuracy with which the skewness is represented is a function of the time step used. However, although this effect was not quantified, time step limitations were not observed for the examined parameters.
Continuous Time History Method (CTHM)
The CTHM simulates the history of phase changes for each particle during each time step by generating a sequence of exponentially distributed phase residence times. The process stops when the total time elapsed for a given particle is equal to the specified time step. At that point the waiting times for each state are summed, and the particle is advected and dispersed using a time step equal to the time spent in the aqueous phase [Valocchi and Quinodoz, 1989 (28) represent the probability that a particle is in its original phase after a given time, whereas the probabilities represented as Pc,c and Ps,s represent the probability that a particle remains in its original phase throughout an examined period. In short, Pc,c and Ps,s are the zero phase-transition probabilities.
Small Time Step Method (STSM)
The STSM [Kinzelbach, 1987; Kinzelbach and Uffink, 1991 ] is based on the fact that for small enough time steps, the transition probabilities become
Pc-os = kl3At
Ps-.c = kAt. aRuns performed using a 100-point discretization for probability density function integration.
bRuns performed using a 10-point discretization for probability density function integration.
Since the number of phase transitions can be considered a Poisson process, the probability of having more than one phase change in a small time step is negligible. Therefore a particle is assumed to remain in its initial state for the entire time step, and its final state is adjusted by a Bernoulli trial, where a value randomly generated from a uniform distribution in the range [0 1] is compared to the appropriate transition probability in (41).
Arbitrary Time Step Method (ATSM)
The ATSM was introduced by Valocchi and Quinodoz [1989] . This method uses a three-step procedure to determine the fraction of each time step spent by each particle in the aqueous phase. The first step involves a Bernoulli trial to determine whether a phase change occurs according to the zero phase-transition probabilities:
Pc,c = exp (-k(R -1)At),
Ps,s = exp (-kAt). (43)
If a phase transfer occurs, the final phase is determined using the transition probabilities (equations (27) and (28) These probability distribution functions are numerically integrated over the range 0 -< ? -< 1 and normalized by their total integral in order to obtain cumulative probability distribution functions of the fraction of time spent in the aqueous phase. This integration is performed once, before the start of time stepping. For each time step and particle the random number used to determine the fraction of time spent in the aqueous phase is compared to the probabilities of each fraction % and linear interpolation is performed between the two closest values to obtain an estimate of ? for the given particle.
Model Comparison
The four available models were tested using a method similar to that of Valocchi and Quinodoz [1989] . Each model was run 10 times for each set of parameters in order to obtain an estimate of the mean error in the aqueous solute distribution resulting from each method, relative to the available analytical solutions. In this manner the standard deviation of the error was also estimated. The simulations were performed with the reaction rates and number of particles presented in Table 3 . All particles were initially in the aqueous phase. The velocity v was unity (in arbitrary length over time units), the local dispersion D was set to zero, and the retardation factor was R --1.5. The numerical integration required for the ATSM was performed with 100 and 10 discretization points using an adaptive recursive Simpson's rule [Forsythe et al., 1977] .
Each method was implemented in Matlab using both a vectorized algorithm, and a loop-structured algorithm. The algorithm that minimized CPU time was selected individually for each application. A vectorized algorithm is one that uses multiplication by matrices or vectors containing logical operators instead of using a looped if/else structure, where required. Vectorized algorithms were found to be more efficient for all cases except the fine integration discretization runs of the ATSM model, for which a loop-structured algorithm was found to be more efficient (although, as seen in Table 3 , the vectorized algorithm results in significantly higher floatingpoint operation counts).
The error in the values of the mean position were very small in general, and only results for the aqueous concentration variance are discussed. These results are presented in Table 3 .
Results and Discussion
The examined methods offer different advantages and disadvantages. Although the CTHM is computationally simple, it requires the generation of a large number of waiting times, especially when reaction rates are high, which makes it less efficient at high reaction rates. The STSM is also simple to implement. However, this method requires that the time step be chosen to ensure that Pc-•s and Ps-•c are much smaller than unity. Otherwise, the method overestimates the second moment of the aqueous article distribution. This requirement makes the STSM inefficient for high reaction rates. As mentioned in section 4.4, the ATSM requires numerical integration of the probability density functions and interpolation between the integrated values for each particle for each time step. This requirement makes the method inefficient when the integration is performed with a fine discretization.
Overall, results of comparable quality were obtained with the CTHM, the ATSM (with fine discretization), and the SAMM, while the STSM produced larger errors. As expected, accuracy was found to decrease for all models when the number of particles was reduced.
The computational costs differ among the methods. For a slow reaction rate the relative number of floating-point operations was lowest for the ATSM (fine discretization), followed by the SAMM, the STSM, and the CTHM. For higher reaction rates the CTHM and STSM require much greater computational effort since the number of phase changes in the CTHM and the number of required time steps in the STSM increase dramatically. For the fast reaction rate both these methods require approximately 25 times more floating-point operations than the SAMM. The number of floating-point operations required for the ATSM (fine discretization), however, is below that required for the SAMM for all simulations.
The actual CPU time gives additional insight into the models' performance because the methods differ significantly in the number of relational and logical operations required. The SAMM was faster than all other models for all parameter settings. For the CTHM the ratios of the computational times relative to the SAMM are about double the ratios of the flop counts. For the ATSM, however, the computational time ratios vary from approximately 11 to 55. The difference between the flops and computational time ratios is due to the fact that since the ATSM requires numerical integration, random numbers generated for each particle for each time step must be compared to n numbers, where n is the number of discretization points used for the numerical integration of the cumulative probability distributions.
In order to decrease the CPU time requirements of the ATSM method, the runs were repeated with a coarser discretization of the probability density functions. The relative CPU time decreased but remained an order of magnitude greater than that of the SAMM. Furthermore, for high reaction rates, where the cumulative probability density functions exhibit sharp fronts, the ATSM relative error in the second moment increased significantly.
Therefore the SAMM was found to be at least as accurate as all other available methods and significantly more computationally efficient than these methods. It is important to note that the computational efficiency of the examined methods could potentially be improved. Specifically, for the ATSM a binary search technique could be used for comparing the random number generated for determining 3' to the values of the discretized cumulative density function. Alternatively, an approximate analytical expression for the density functions could be found. However, such extensions are beyond the scope of this work. [Freyberg, 1986] , it has been suggested that double peaks may also be caused by kinetic sorption [Quinodoz and Valocchi, 1993] . Therefore the SAMM model was used to investigate the conditions under which double peaks can occur as a result of kinetic sorption.
Investigation of Double-Peak Behavior
A large range of parameters was used, but the initial condition always involved all the mass being in the aqueous phase. Double-peaking behavior was found to occur for any value of the retardation factor, contrary to the suggestion [Quinodoz and Valocchi, 1963] 
was kept constant at a value of 100. The retardation factor was kept constant at R = 2, demonstrating that double peaking can occur for low retardation factors. For comparison, an aqueous concentration distribution for R = 20 and Da t -4.0 is presented in Figure 6c . No double peaking occurs in this case, despite the fact that the retardation factor is very large >> Double-peak formation can also occur in the range I -< Daz --< 3. However, in this range, the occurrence of the double peaks is retardation factor dependent. Double-peak formation for the higher Damk6hler number case is related to the behavior of the first aqueous moment for solute starting in the aqueous phase. For all retardation factors greater than 2, the velocity of the aqueous center of mass of solute starting in the aqueous phase (i.e., the rate of change of the first spatial moment) temporarily drops below its asymptotic value. This behavior has been reported for "very high" retardation factors [Quinodoz and Valocchi, 1993 ], but a threshold had not yet been identified. For retardation factors greater than 12, in fact, the rate of change of this first moment drops below zero. This behavior is illustrated in Figure 7 for R = 20. This drop in the mean velocity can be explained by the small fraction of solute remaining in the aqueous phase downgradient of the source, as a majority of solute entering uncontaminated zones is sorbed. The sorbed solute remains immobile until the aqueous plume has passed and is then released. If the retardation factor is high enough, the concentration of desorbing solute is larger than the concentration of downgradient aqueous solute, and the velocity of the centroid is thereby slowed to below its asymptotic value and for R > 12 is slowed to below zero.
Consequently, double-peak formation in this higher
Damk6hler number range is insignificant for R < 2 and is most pronounced for R > 12. Furthermore, the appearance of the peaks is different from the Da,r --< 1 case. For the 1 -< Da,r --< 3 case the two peaks have approximately the same width, whereas for the case of an arbitrary retardation factor and Da• _< 1, the upgradient peak is wide relative to the downgradient peak. Examples of double peaking in the higher Damk6hler number range are presented in Figures 6a and 6b for R -20 and Da• = 1.0 and 2.0, respectively. Double peaking in the higher Damk6hler number range is probably the behavior that was reported by Quinodoz and Valocchi [1993] , although the authors discussed no limitations on the reaction rates that lead to the double-peak formation, whereas current results suggest a rate limitation based on the dependence on the Damk6hler number. Another indication of the dependence on reaction rates is that as the reaction rates increase, the local equilibrium model becomes asymptotically valid, which never exhibits double peaking. Therefore it is clear that double-peak formation is rate-dependent.
It should be noted that we have performed this investigation assuming a linear driving-force model for sorption, and it is unclear if a different kinetics model for sorption would yield identical results. Specifically, double peaking in the higher Damk6hler number range may be an artifact of assuming linear driving-force kinetics, since it appears to be a result of the velocity of the center of mass of the aqueous phase, for solute starting in the aqueous phase, temporarily dropping below its asymptotic value for R > 2. Such behavior has neither been confirmed nor refuted for other nonequilibrium sorption models. 
Conclusions and Future Directions
We have presented zeroth, first, and second spatial moments for kinetically sorbing solutes following a linear reversible mass transfer model for both initial and both final phases. Owing to the linearity of the problem, moments resulting from all possible initial distributions between the phases can be obtained by superposition. Moments resulting from nonpoint and noninstantaneous sources can also be determined by summation and convolution, respectively. Therefore a general analytical description of solute transport is available for any source in terms of effective velocities and dispersion coefficients.
The general expression relating the Fourier coefficients to the spatial moments of the solute (equation (13)) applies also to the third and higher moments. Hence extending our analysis to these moments would be straightforward. However, expressions become increasingly long and complicated for higher moments, and since these moments were not necessary for the presented applications, their development is beyond the scope of the current study.
The analytical moment expressions derived in this paper allow for the implementation of a highly efficient and accurate random-walk method. The approach automatically simplifies to the local-equilibrium case for very large reaction rates, whereas other methods, such as the continuous time step method and the small time step (operator split) method, become inefficient and/or inaccurate at high reaction rates, where the local-equilibrium assumption becomes more applicable. Therefore the implementation of these methods requires one to determine, a priori, whether the local-equilibrium assump- 
