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CALCULATIONS WITH GRADED
PERVERSE-COHERENT SHEAVES
PRAMOD N. ACHAR AND WILLIAM D. HARDESTY
Abstract. In this paper, we carry out several computations involving graded
(or Gm-equivariant) perverse-coherent sheaves on the nilpotent cone of a re-
ductive group in good characteristic. In the first part of the paper, we compute
the weight of the Gm-action on certain normalized (or “canonical”) simple ob-
jects, confirming an old prediction of Ostrik. In the second part of the paper,
we explicitly describe all simple perverse coherent sheaves for G = PGL3, in
every characteristic other than 2 or 3. Applications include an explicit de-
scription of the cohomology of tilting modules for the corresponding quantum
group, as well as a proof that PCohGm (N ) never admits a positive grading
when the characteristic of the field is greater than 3.
1. Introduction
Let G be a reductive algebraic group over an algebraically closed field k, and
let N be its nilpotent cone. The derived category DbCohG(N ) of G-equivariant
coherent sheaves on N admits a remarkable t-structure whose heart is known as the
category of perverse-coherent sheaves, and is denoted by PCoh(N ). This category
has some features in common with classical (constructible) perverse sheaves: most
importantly, every object has finite length, and the simple objects are produced
by an “intermediate-extension” (or “IC”) construction, starting from a pair (C,V),
where C ⊂ N is a nilpotent orbit, and V is an irreducible (G × Gm)-equivariant
vector bundle on C. For applications of perverse-coherent sheaves to representation
theory, see [AcHR1, AcRd, AriB, B2, B3].
Now let the multiplicative group Gm act on N by z · x = z−2x. One can then
consider the derived category DbCohG×Gm(N ) of (G × Gm)-equivariant coherent
sheaves, along with the full subcategory of “graded” perverse-coherent sheaves,
denoted by PCohGm(N ). In this paper, we carry out several computations in this
category.
In the first part of the paper, we study lifts of simple objects from PCoh(N ) to
PCohGm(N ). These lifts are not unique, of course: any lift can be twisted by a
character of Gm to obtain another lift. But in the context of the Lusztig–Vogan
bijection (see Section 4 for an explanation), each simple object in PCoh(N ) admits
a canonical lift to PCohGm(N ). In Theorem 4.5, we compute the weight of the
Gm-action on the canonical lift of IC(C,V): it turns out to be −
1
2 codimC. (In
characteristic 0, this result was predicted about twenty years ago by Ostrik [O].)
In the second part of the paper, we explicitly compute all simple perverse-
coherent sheaves for the group G = PGL3, for all characteristics other than 2 or
3. For some context, we remark that at the moment, there is no known algorithm
P.A. was supported by NSF Grant No. DMS-1500890.
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for computing simple perverse-coherent sheaves in general, even in characteristic 0.
Here are the cases in which IC(C,V) was previously known:
• If C is the zero nilpotent orbit, the problem is trivial.
• If V = OC is the trivial vector bundle on C, then by [B2, Remark 11],
IC(C,OC) is (a shift of) the push-forward of the structure sheaf of the
normalization of C.
• For G = SL2, there is one simple perverse-coherent sheaf (up to grad-
ing shift) that does not fall into one of the cases above, corresponding to
the nontrivial line bundle on the principal nilpotent orbit. This object is
described in [Ac4] (but was known to experts before; cf. [B2, Remark 11]).
The main result of the second part of the paper (Theorem 7.5) adds a number of
new cases to this list of examples. Here are some features of this computation.
• We exhibit the first explicit examples of IC’s that are not concentrated in
single cohomological degree.
• In characteristic 0, by [B2], our results give an explicit computation of
the cohomology of the small quantum group uζ(sl3) with coefficients in a
tilting module T . Remarkably, we find that if T is nontrivial, Hi(uζ(sl3), T )
is irreducible as a PGL3-representation (whenever it is nonzero).
• Our examples show that if the characteristic of k is larger than 3, then
PCohGm(N ) does not admit a positive grading.
Here are some further remarks on the “positive grading” phenomenon (see Sec-
tion 8 for the definition). For any group G in characteristic 0, PCohGm(N ) admits
a positive grading (cf. [B3]). Furthermore, the calculations in [Ac4] show that for
G = SL2, PCoh
Gm(N ) admits a positive grading in all characteristics other than 2.
The latter might lead one to hope for a general positivity theorem for PCohGm(N ),
but the results of this paper provide counterexamples. This phenomenon is likely
related to other positivity questions arising in geometric representation theory, such
as those considered in [AcR, LiW].
Finally, we expect that the results in this paper will be useful for computing the
cohomology of tilting modules for PGL3 in positive characteristic. (An “abstract”
solution to this problem appears in [AcHR1, Proposition 9.1].) We hope to return
to this question some time in the future.
The paper is organized as follows. Sections 2 and 3 contain general background
and lemmas on nilpotent orbits, canonical sheaves, and perverse-coherent sheaves.
Section 4 contains the first main result of the paper.
From Section 5 on, we restrict our attention to the group G = PGL3. In
Section 6, we study a particular resolution of the middle nilpotent orbit. The
second main theorem appears in Section 7. Finally, the applications to quantum
group cohomology and to positivity questions appear in Section 8.
Acknowledgments. We are grateful to Simon Riche and to an anonymous referee
for a very careful reading of this paper.
2. Preliminaries on nilpotent orbits
2.1. Notation and conventions. Let k be an algebraically closed field. For a
graded k-vector space V =
⊕
m∈Z Vm, we define V 〈n〉 to be the graded k-vector
space given by (V 〈n〉)m = Vm+n. It is sometimes convenient to think of V as a
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Gm-representation, where Vm is the m-weight space. In this language, we have
V 〈n〉 ∼= V ⊗ k−n, where k−n is the 1-dimensional Gm-representation of weight −n.
Let G be a connected, reductive algebraic group over k, and let g be its Lie
algebra. We assume that G and k satisfy the following conditions:
(H1) There exists a separable isogeny G˜ → G, where G˜ is a reductive group
whose derived subgroup is simply connected.
(H2) The characteristic of k is good for G.
(H3) There exists a nondegenerate G-invariant bilinear form on g.
These conditions are very close to those in [J2, §2.9], except that in loc. cit., condi-
tion (H1) is replaced by the stronger condition that G itself have a simply-connected
derived subgroup. Below, we will invoke some results from [J2] that are stated un-
der the assumptions of [J2, §2.9]. Using [J2, Proposition 2.7(b)], one can easily
check that these results remain valid under our weaker assumptions.
Choose a nondegenerate G-invariant bilinear form
(2.1) Bg : g× g→ k
as in (H3). Choose a maximal torus and a Borel subgroup T ⊂ B ⊂ G. Let X be
the weight lattice of T . We declare the roots corresponding to B to be the negative
roots, and then let X+ ⊂ X be the corresponding set of dominant weights.
Let N be the nilpotent cone of G. As in §1, we let Gm act on N by z ·x = z−2x.
This makes the coordinate ring k[N ] into a graded ring that is concentrated in
even, nonnegative degrees. For F ∈ DbCohG×Gm(N ), the notation F〈n〉 is defined
similarly.
Let C ⊂ N be a nilpotent orbit. The Gm-action defined above preserves ev-
ery nilpotent orbit, so it makes sense to consider (G × Gm)-equivariant coherent
sheaves on C. Choose a representative xC ∈ C, and let G
xC , resp. (G × Gm)
xC ,
be its stabilizer in G, resp. G× Gm. Equip C with the reduced locally closed sub-
scheme structure. Our assumptions (H1)–(H3) imply that there are isomorphisms
of varieties
C ∼= G/GxC ∼= (G ×Gm)/(G×Gm)
xC .
(See [J2, §2.2 and §2.9] for the former; the latter is similar.) We therefore have
equivalences of categories
(2.2) CohG(C) ∼= Rep(GxC ), CohG×Gm(C) ∼= Rep((G×Gm)
xC ).
Next, let gxC = ker(ad(xC)). As explained in [J2, §2.2 and §2.9], our assumptions
imply that the tangent space TxCC to C at xC can be identified as
TxCC
∼= [xC , g] ⊂ g.
Using Bg, one can see that the cotangent space T
∗
xCC
∼= [xC , g]∗ is isomorphic as a
GxC -representation to g/gxC . However, this is not an isomorphism of (G×Gm)xC -
representations. Since Gm acts on g (and hence g/g
xC) with weight −2, it acts on
g∗ (and hence on [xC , g]
∗) with weight 2. We therefore have
(2.3) T ∗xCC〈4〉
∼= g/gxC .
The following fact is well known in characteristic 0 (cf. [CM, §1.4]). The same
reasoning goes through in positive characteristic as well. For completeness, we
include the proof.
Lemma 2.1. The cotangent space T ∗xCC admits a nondegenerate G
xC -invariant
symplectic form.
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Proof. Define a new bilinear form
ω˜ : g× g→ k by ω˜(u, v) = Bg(xC , [u, v]).
This form is GxC -invariant, and it has the property that ω˜(u, u) = 0. However, it
is not nondegenerate: its radical consists of vectors u ∈ g such that
Bg(xC , [u, v]) = Bg([xC , u], v) = 0 for all v ∈ g.
But since Bg is nondegenerate, this happens if and only if u ∈ gxC . We conclude
that ω˜ induces a nondegenerate GxC -invariant symplectic form on g/gxC . In view
of (2.3) (ignoring the Gm-action), we are done. 
2.2. Associated cocharacters. For each nilpotent orbit C, choose an associated
cocharacter φxC : Gm → G in the sense of [J2, Definition 5.3]. Decompose the
adjoint representation into weights for φxC :
g =
⊕
k∈Z
g(k) where g(k) = {v | Ad(φxC (t))(v) = t
kv}.
Condition (H3) implies that
(2.4) dim g(k) = dim g(−k).
As part of the definition of an associated cocharacter, we have
(2.5) xC ∈ g(2).
This implies that the group φxC (Gm) normalizes G
xC . Consider the semidirect
product Gm⋉G
xC , where Gm acts on G
xC by z · g = IntφxC (z)(g). It is easy to see
that there is an isomorphism
(2.6) Gm ⋉G
xC ∼−→ (G×Gm)
xC given by (z, g) 7→ (φC(z)g, z).
Let GxCunip be the unipotent radical of G
xC , and let
(2.7) GxCred = {g ∈ G
xC | φxC (z)g = gφxC (z) for all z ∈ Gm}.
The notation is justified by [J2, Propositions 5.10 and 5.11], which tell us that GxCred
is a reductive (but possibly disconnected) group, and that GxC = GxCred ⋉G
xC
unip.
The group GxCunip is also the unipotent radical of Gm ⋉ G
xC , so it acts trivially
on any irreducible representation. In other words, an irreducible representation of
Gm ⋉G
xC is the same as an irreducible representation of the group
Gm ⋉G
xC
red = Gm ×G
xC
red.
In particular, any irreducible GxCred-module can be regarded as an irreducible Gm ⋉
GxC -module by making Gm act on it trivially. This construction defines an embed-
ding
(2.8) Irr(GxC ) →֒ Irr(Gm ⋉G
xC ).
Moreover, every irreducible (Gm⋉G
xC )-module is obtained by applying some grad-
ing shift 〈n〉 to a representation in the image of this map.
It follows from (2.5) that φxC (Gm) preserves g
xC , and hence that the latter also
decomposes into weight spaces. According to [J2, Proposition 5.8], only nonnegative
weights occur:
(2.9) gxC =
⊕
k≥0
gxC (k) where gxC (k) = g(k) ∩ gxC .
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Lemma 2.2. We have ∑
k≥0
k dim gxC (k) = dimC.
Proof. We begin with the claim that for any k ≥ 0, we have
(2.10) dim g(k) =
∑
j≥0
dim gxC (k + 2j).
We prove this by downward induction on k. If k ≫ 0, then g(k) and all the
gxC (k + 2j) vanish, so (2.10) holds trivially.
Now suppose that (2.10) is known when k is replaced by k + 2. Since k ≥ 0,
we have seen in (2.9) that gxC (−k − 2) = 0. Then, by [J2, Lemma 5.7], the map
ad(xC) : g(k)→ g(k + 2) is surjective, so
dim g(k) = dim gxC (k) + dim g(k + 2)
= dim gxC (k) +
∑
j≥0
dim gxC (k + 2 + 2j) =
∑
j≥0
dim gxC (k + 2j),
as desired.
In view of (2.4) and (2.10), we have
(2.11) dim g =
∑
k∈Z
dim g(k) = dim g(0) + 2
∑
k≥1
dim g(k)
=
∑
j≥0
dim gxC (2j) + 2
∑
k≥1
∑
j≥0
dim gxC (k + 2j).
Let us rearrange this sum in the form dim g =
∑
i≥0 ci dim g
xC (i) for some integer
coefficients ci. Examining (2.10), it is easy to see that in fact we have ci = i + 1
for all i. That is,
dim g =
∑
i≥0
(i+ 1) dim gxC (i).
To conclude, we note that dimC = dim g− dim gxC is given by
dimC =
∑
i≥0
(i + 1) dim gxC (i)−
∑
i≥0
dim gxC (i) =
∑
i≥0
i dim gxC (i),
as desired. 
2.3. Canonical bundles of nilpotent orbits. This subsection contains compu-
tations related to the (G × Gm)-equivariant structure of the canonical sheaf of a
nilpotent orbit or its closure.
Proposition 2.3. Let C ⊂ N be a nilpotent orbit. The canonical bundle ωC is
isomorphic as a (G×Gm)-equivariant coherent sheaf to OC〈− dimC〉.
This statement tells us that if we forget the Gm-equivariance, the canonical
bundle of any nilpotent orbit is trivial.
Proof. Via (2.2) and (2.6), we identify CohG×Gm(C) with Rep(Gm ⋉ G
xC ). The
canonical bundle is the top exterior power of the cotangent bundle, so we must show
that as a (Gm ⋉G
xC )-representation,
∧dimC
T ∗xCC is isomorphic to k〈− dimC〉.
By Lemma 2.1, the action of GxC on T ∗xCC factors through the symplectic group
Sp(T ∗xCC). It is easy to see that Sp(T
∗
xCC) acts trivially on
∧dimC
T ∗xCC, so G
xC
does as well.
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On the other hand, the weight of the Gm-action on
∧dimC
T ∗xCC is the sum of
its weights (with multiplicities) on T ∗xCC. Using (2.3), we have∑
(weights of [xC , g]
∗) = 4 dimC +
∑
(weights of g)−
∑
(weights of gxC).
From (2.6), we see that Gm acts on g(k) or on g
xC(k) with weight k − 2. The
Gm-weight of
∧dimC T ∗xCC is therefore given by
4 dimC +
∑
k∈Z
(k − 2) dim g(k)−
∑
k≥0
(k − 2) dim gxC (k)
= 4 dimC − 2(dim g− dim gxC ) +
∑
k∈Z
k dim g(k)−
∑
k≥0
k dim gxC (k) = dimC.
Here, we have used Lemma 2.2 and the fact (implied by (2.4)) that
∑
k dim g(k) =
0. 
Proposition 2.4. Let C be a nilpotent orbit, and let a : C → Spec k be the struc-
ture map. Then (a!OSpeck)|C ∼= OC [dimC]〈− dimC〉. If C is Gorenstein, then
a!OSpec k ∼= OC [dimC]〈− dimC〉.
Proof. Let a0 : C → Spec k be the structure map of the orbit. Since C is an open
subset of C, we have (a!OSpec k)|C ∼= a!0OSpeck. Since C is a smooth variety, it is
well known that a!0OSpeck
∼= ωC [dimC]. By Proposition 2.3, we have a!0OSpec k
∼=
OC [dimC]〈− dimC〉.
Now, a!OSpec k is a dualizing complex for C. If C is Gorenstein, any dualizing
complex is a shift of a line bundle, by, say, [St, Tag 0BFQ]. By the preceding para-
graph, (a!OSpec k)|C is concentrated in cohomological degree − dimC, so a!OSpec k
must be of the form L[dimC] for some line bundle L. The line bundle L is also
determined by its restriction to C: because the complement of C in C has codi-
mension at least 2, we know by [Ht2, Theorem 1.12] that the restriction functor
CohG×Gm(C)→ CohG×Gm(C) is fully faithful on reflexive sheaves, and in particular
on line bundles. Since L|C ∼= OC〈− dimC〉 ∼= OC〈− dimC〉|C , we conclude that
L ∼= OC〈− dimC〉. 
Corollary 2.5. Let C be a nilpotent orbit, and let i : C →֒ N be the inclusion
map. Then (i!ON )|C ∼= OC [− codimC]〈codimC〉. If C is Gorenstein, then i!ON ∼=
OC [− codimC]〈codimC〉.
Proof. Let aN : N → Spec k and a : C → Spec k be the structure maps. The
variety N is Gorenstein by [BK, Theorem 5.3.2], so by Proposition 2.4 applied to
the principal nilpotent orbit, we have
i!ON ∼= i
!a!NOSpeck[− dimN ]〈dimN〉
∼= a!OSpec k[− dimN ]〈dimN〉.
The claims follow by another application of Proposition 2.4. 
3. Perverse-coherent sheaves
3.1. Andersen–Jantzen sheaves. Let u be the Lie algebra of the unipotent
radical of B, and let N˜ = G ×B u. Let π : N˜ −→ N be the Springer resolution.
Let Gm act on u by z ·x = z−2z. Then there is an induced action of Gm on N˜ that
commutes with the G-action, and the map π is (G×Gm)-equivariant.
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For λ ∈ X, let kλ be the corresponding 1-dimensional B-representation, and let
OG/B(λ) be the corresponding line bundle on G/B. We regard this as a (G×Gm)-
equivariant line bundle by having Gm act trivially on kλ. Let p : N˜ → G/B be the
projection map, and let ON˜ (λ) = p
∗OG/B(λ). Finally, set
Aλ = π∗ON˜ (λ) ∈ D
bCohG×Gm(N ).
This object is called an Andersen–Jantzen sheaf. This sheaf (or rather, complex of
sheaves) can also be written down as a complex of G-representations:
(3.1) Aλ ∼= R Ind
G
B(Sym(u
∗)⊗ kλ).
In this language, Aλ is a complex of modules over the ring
(3.2) k[N ] ∼= R IndGB(Sym(u
∗)).
(For the vanishing of higher cohomology on the right-hand side of this isomorphism,
see [BK, Theorem 5.2.1].)
In (3.1) and (3.2), we can replace B by another Borel subgroup, if we also replace
kλ by the appropriate conjugate. For example, let B
+ ⊂ G be the Borel subgroup
containing T and opposite to B, and let u+ be the Lie algebra of its unipotent
radical. Since B+ is obtained from B by conjugating by (a lift to G of) the longest
element of the Weyl group w0, we have
(3.3) Aλ ∼= R Ind
G
B+(Sym((u
+)∗)⊗ kw0λ).
Here, the right-hand side is a complex of modules over the ring
(3.4) k[N ] ∼= R IndGB+(Sym((u
+)∗)).
3.2. Serre–Grothendieck duality. The Serre–Grothendieck duality functor is
defined to be the functor DN : D
bCohG×Gm(N )→ DbCohG×Gm(N ) given by
DN = RHom (−,ON ).
This functor is an antiautoequivalence, and it satisfies D◦D ∼= id. Note that we are
making a choice of normalization here: one could use another dualizing complex on
N instead of ON . This choice agrees with that in [Ac3, Ac4, B2], but not with [B1].
More generally, for any nilpotent orbit C, we define DC : D
bCohG×Gm(C) →
DbCohG×Gm(C) by
DC = RHom (−, i
!
C
ON ),
where iC : C →֒ N is the inclusion map. With these conventions, we have
(3.5) iC∗ ◦ DC
∼= DN ◦ iC∗.
We also define DN˜ : D
bCohG×Gm(N˜ )→ DbCohG×Gm(N˜ ) by DN˜ = RHom (−,ON˜ ).
We again have π∗ ◦ DN˜
∼= DN ◦ π∗. As an immediate consequence, we have
(3.6) DN (Aλ) ∼= A−λ.
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3.3. Perverse-coherent sheaves. For λ ∈ X+, let δλ = min{ℓ(w) | wλ ∈ −X+},
and then let
(3.7) ∆λ = Aw0λ〈δλ〉 and ∇λ = Aλ〈−δλ〉.
It follows from (3.6) that
(3.8) D(∆λ) ∼= ∇−w0λ.
Recall that the perverse-coherent t-structure on DbCohG×Gm(N ) is the pair of
full subcategories (pD≤0, pD≥0) of DbCohG×Gm(N ) defined as follows:
pD≤0 =
the subcategory generated under
extensions by {∆λ〈n〉[k] : λ ∈ X+, n ∈ Z, k ≥ 0},
pD≥0 =
the subcategory generated under
extensions by {∇λ〈n〉[k] : λ ∈ X+, n ∈ Z, k ≤ 0}.
Let PCohGm(N ) = pD≤0 ∩ pD≥0 be the heart of this t-structure. This is the
category of (G×Gm)-equivariant perverse-coherent sheaves on N . For background
and general information on these objects, see [Ac3, Ac4, AriB, B1]. Some key
features are as follows: PCohGm(N ) is preserved by DN , and every object has finite
length. For each λ ∈ X+, the objects ∆λ and ∇λ belong to PCoh
Gm(N ), and there
is a canonical morphism ∆λ → ∇λ. Denote the image of this morphism by
Cλ = im(∆λ → ∇λ).
This is a simple object, and up to grading shift, every simple object is of this form.
It follows from (3.8) that
(3.9) DN (Cλ) ∼= C−w0λ.
There is a second approach to classifying simple perverse-coherent sheaves, as
follows. Given a nilpotent orbit C ⊂ N and an irreducible (G × Gm)-equivariant
vector bundle V on C, there is (functorial) perverse-coherent sheaf
IC(C,V)
that is characterized by the following properties: it is supported on C; it satisfies
IC(C,V)|C ∼= V [−
1
2 codimC];
and it has no nonzero subobject or quotient supported on C rC. It turns out that
IC(C,V) is simple, and every simple perverse-coherent sheaf arises in this way.
In view of (2.2) and (2.6), we can replace the vector bundle V by an irreducible
(Gm ⋉G
xC )-representation.
If V is a GxC -representation, regard it as a (Gm ⋉G
xC )-representation by hav-
ing Gm act trivially (cf. (2.8) and the discussion preceding it). Then every irre-
ducible (Gm ⋉ G
xC )-representation is of the form V 〈n〉 for some irreducible GxC -
representation V and some integer n. To summarize, we have a canonical bijection{
simple perverse-
coherent sheaves
}
↔
{
(C, V )
∣∣∣ C a nilpotent orbit, and V an
irreducible GxC -representation
}
× Z,(3.10)
IC(C, V )〈n〉 ↔ ((C, V ), n).
We will compare the two classifications of simple objects in the next subsection.
Lemma 3.1. Let C be a nilpotent orbit, and let V be a GxC -representation. For
any n ∈ Z, we have D(IC(C, V )〈n〉) ∼= IC(C, V ∗)〈codimC − n〉.
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Proof. Since D is an equivalence of categories, D(IC(C, V )〈n〉) is still a simple object
of PCohGm(N ). By (3.5), D(IC(C, V )〈n〉) is still supported on C, so to compute it,
it is enough to determine the vector bundle
(D(IC(C, V )〈n〉))|C [
1
2 codimC].
By Corollary 2.5, this is given by
RHom (V [− 12 codimC]〈n〉,OC [− codimC]〈codimC〉)[
1
2 codimC]
∼= V ∗〈codimC − n〉,
as desired. 
Remark 3.2. Let C0 be the zero nilpotent orbit, and let i0 : C0 →֒ N be the inclusion
map. A (G × Gm)-equivariant coherent sheaf on C0 is just a finite-dimensional
(G×Gm)-module. For such a module M , we have IC(C0,M) ∼= i0∗M [−
1
2 dimN ].
More generally, a perverse-coherent sheaf supported set-theoretically (but not
necessarily scheme-theoretically) on C0 must be an extension of finitely many
such objects IC(C0,M). Such an object is concentrated in cohomological degree
1
2 dimN , and its cohomology sheaf in that degree must have finite-dimensional
global sections. In fact, we have
perverse-coherent sheaves
with 0-dimensional
support
 =
F [− 12 dimN ]
∣∣∣∣∣ F ∈ Coh
G×Gm(N ) with
finite-dimensional
global sections
 .
4. The graded Lusztig–Vogan bijection
Comparing the two classifications of simple objects in PCohGm(N ), we see that
for each λ ∈ X+, there is a nilpotent orbit C, an irreducible GxC -representation V ,
and an integer nC,V such that
(4.1) Cλ ∼= IC(C, V )〈nC,V 〉.
In particular, if we ignore the grading shift, we see that there is a canonical bijection
X+ ↔
{
(C, V )
∣∣∣ C a nilpotent orbit, and V an
irreducible GxC -representation
}
known as the Lusztig–Vogan bijection (because its existence had been conjectured
by Lusztig [L2] and Vogan [V]). This bijection was established in [B1] using G-
equivariant (rather than (G × Gm)-equivariant) perverse-coherent sheaves, so the
problem of determining the integer nC,V in (4.1) did not arise.
In [O, §3], Ostrik conjectured (at least when k has characteristic 0) that nC,V =
1
2 codimC. (See the discussion between Conjectures 2 and 3 in [O]. Most of the
conjectures in [O] have been proved in [B2, B3], but those papers did not determine
nC,V .) In this section, we will prove Ostrik’s conjecture. The proof will involve
the study of an opposition of G, i.e., an automorphism σ : G −→ G that satisfies
σ(B) = B+, preserves the maximal torus T , and has the property that σ|T : T → T
is given by t 7→ t−1. (The existence of such an automorphism follows from [J1,
II.1.16]. That result describes an antiautomorphism τ : G −→ G with similar
properties; one can then set σ(t) = τ(t−1).)
For any G-representation (V, ϕ : G→ GL(V )), let V σ denote the representation
whose underlying vector space is still V , but where the G-action is given by ϕ ◦
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σ : G → GL(V ). The T -weights of V σ are the negatives of those of V . As a
consequence, we have
V σ ∼= V ∗ if V is an irreducible G-representation.
(In general, this is is not true for reducible representations.) Under our assumptions
(H1)–(H3), the adjoint representation is irreducible and self-dual, so there exists a
G-equivariant isomorphism
(4.2) gσ ∼= g.
Let us fix such an isomorphism once and for all. By considering the definition of
the G-action on the rings of coordinate functions on both sides of (4.2) (see [J1,
I.2.7]), we obtain an isomorphism k[g]σ ∼= k[g], and then an isomorphism
(4.3) k[N ]σ ∼= k[N ].
Using (4.3), we can regard (−)σ as a functor
(−)σ : DbCohG×Gm(N )→ DbCohG×Gm(N ).
Proposition 4.1. The functor (−)σ : DbCohG×Gm(N ) → DbCohG×Gm(N ) is t-
exact for the perverse-coherent t-structure. It satisfies
∆σλ
∼= ∆−w0λ, ∇
σ
λ
∼= ∇−w0λ, C
σ
λ
∼= C−w0λ.
Proof. We will prove below that
(4.4) Aσλ
∼= A−w0λ.
Since δλ = δ−w0λ (in the notation of (3.7)), this immediately implies the formulas
for ∆σλ and ∇
σ
λ. The t-exactness of σ follows, as well as the formula for C
σ
λ.
Let us prove (4.4). For any B-representation M , let Mσ denote the B+-rep-
resentation given by composing with σ|B+ : B
+ → B. It is clear that
(R IndGBM)
σ ∼= R IndGB+(M
σ).
Note that if we regard (4.3) as an isomorphism of B+-representations, it restricts
to an isomorphism uσ ∼= u+. Using (3.1) and (3.3), we find that
(Aλ)
σ = (R IndGB(Sym(u
∗)⊗ kλ))
σ ∼= R IndGB+(Sym(u
∗)σ ⊗ kσλ)
∼= R IndGB+(Sym((u
+)∗)⊗ k−λ) ∼= A−w0λ,
as desired. The fact that this is an isomorphism of complexes of k[N ]-modules (and
not just of G-representations) follows by combining (3.2), (3.4), and (4.3). 
The following consequence is well known in characteristic 0 (cf. [L3, §12]), but
we were unable to find a reference in positive characteristic.
Corollary 4.2. The automorphism σ : g→ g induced by σ : G→ G preserves each
nilpotent orbit.
Proof. Let C be a nilpotent orbit. Its image under σ : g → g is another nilpotent
orbit σ(C). For any F ∈ DbCohG×Gm(N ), the support of Fσ is obtained by
applying σ to the support of F . Take F to be a simple perverse-coherent sheaf Cλ
whose support is C. Then the support of Cσλ is σ(C). But Proposition 4.1 and (3.9)
together tell us that Cσλ
∼= DN (Cλ). Since DN preserves supports, we conclude that
σ(C) = C. 
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Lemma 4.3. Let C be a nilpotent orbit, and let j : C →֒ N be the inclusion map.
There is an automorphism σC : G
xC → GxC with the following properties:
(1) It commutes with the action of Gm on G
xC , so that there is an induced
automorphism id× σC : Gm ⋉GxC → Gm ⋉GxC .
(2) For V ∈ Rep(Gm ⋉GxC ), regarded as an object of Coh
G×Gm(C) via (2.2),
there is a natural isomorphism
H0(j∗(V
id×σC )) ∼= H0((j∗V )
σ).
Proof. By Corollary 4.2, there exists an h ∈ G such that Ad(h)(xC) = σ(xC). Let
σ′ = Inth−1 ◦σ : G→ G. For any G-representation (M,ϕ : G→ GL(M)), one can
defineMσ
′
in the same way as we definedMσ earlier. However, there is a canonical
G-equivariant isomorphism
(4.5) Mσ
∼
−→Mσ
′
given by v 7→ ϕ(h−1)v.
The same formula gives an isomorphism Fσ ∼= Fσ
′
for any F ∈ DbCohG×Gm(N ).
Now, consider the cocharacter φ′ : Gm → G given by φ′ = Inth−1 ◦σ ◦ φxC .
A straightforward calculation shows that φ′ is an associated cocharacter for xC .
By [J2, Lemma 5.3], there is some element h′ ∈ GxC such that Inth′ ◦φ′ = φxC . By
replacing h by h(h′)−1, we may assume without loss of generality that φ′ = φxC .
In other words,
(4.6) σ′ ◦ φxC = φxC .
Since σ′ fixes xC , it preserves G
xC . Let σC = σ
′|GxC : GxC → GxC . It follows
from (4.6) that σC commutes with the action of Gm on G
xC , so there is a well-
defined automorphism
id× σC : Gm ⋉G
xC → Gm ⋉G
xC .
Moreover, our set-up implies that the following diagram commutes:
(4.7)
Gm ⋉G
xC G×Gm
Gm ⋉G
xC G×Gm
id×σC
(z,g) 7→(φxC (z)g,z)
σ′×id
(z,g) 7→(φxC (z)g,z)
For the remainder of this proof, we use the notation j∗ to mean the nonderived
push-forward functor. Thus, the statement we wish to prove is simply j∗(V
σC ) ∼=
(j∗V )
σ.
Let us recall how to compute global sections under the equivalence (2.2). If H
is an algebraic group and K ⊂ H is a closed subgroup, and if M is a K-module,
then the global sections of the corresponding vector bundle on the homogeneous
space H/K are given by IndHKM . To apply this in our situation, we combine the
equivalence (2.2) with the isomorphism (2.6), and we conclude that
Γ(j∗V ) ∼= Ind
G×Gm
Gm⋉GxC
V.
It follows immediately from the commutativity of (4.7) (along with (4.5)) that
(4.8) Γ(j∗(V
id×σC )) ∼= Γ((j∗V )
σ′ ) ∼= Γ((j∗V )
σ).
These are isomorphisms of (G×Gm)-representations. To show that j∗(V id×σC ) and
(j∗V )
σ are isomorphic as sheaves on the affine variety C, we must show that (4.8)
is an isomorphism of k[C]-modules.
12 PRAMOD N. ACHAR AND WILLIAM D. HARDESTY
Note that Γ(j∗k) naturally has the structure of a ring: it is the ring of regular
functions on C. As a special case of (4.8), we have ring isomorphisms
(4.9) Γ(j∗k) = Γ(j∗(k
id×σC )) ∼= Γ((j∗k)
σ).
Moreover, Γ(j∗(V
id×σC )) is naturally a Γ(j∗(k
id×σC ))-module, and Γ((j∗V )
σ) is
naturally a Γ((j∗k)
σ)-module. It is readily seen by unwinding the definitions that
these module structures are compatible with the ring isomorphisms in (4.9). In
other words, (4.8) is an isomorphism of Γ(j∗k)-modules.
Since C rC has codimension at least 2 in C, the natural map k[C]→ Γ(j∗k) is
injective. (In fact, Γ(j∗k) is the normalization of k[C].) We conclude that (4.8) is
an isomorphism of k[C]-modules, as desired. 
Lemma 4.4. Let σC be as in Lemma 4.3. For V ∈ Rep(Gm ⋉ GxC ), there is a
natural isomorphism IC(C, V id×σC ) ∼= IC(C, V )σ.
Proof. This proof requires unpacking the construction of the IC functor. Let j :
C →֒ C be the inclusion map. First, [AriB, Lemma 4.3] introduces a functor
J!∗ : D
bCohG×Gm(C) → PCohGm(C) with various desirable properties (some of
which will be recalled below). Second, the discussion following [AriB, Lemma 4.3]
shows that there is a unique functor j!∗ : PCoh
Gm(C)→ PCohGm(C) characterized
by the property that there is a natural isomorphism
J!∗(F) ∼= j!∗(F|C)
for F ∈ PCohGm(C). Finally, the IC functor is defined by
IC(C, V ) = j!∗(V [−
1
2 codimC]).
As in the proof of Lemma 4.3, let us use j∗ to mean the nonderived pushforward.
From the remarks above, we have
IC(C, V ) ∼= J!∗((j∗V )[−
1
2 codimC]).
Here, we are implicitly using the fact that j∗V is a coherent (rather than merely
quasicoherent) sheaf. This can be deduced from [AriB, Corollary 3.12], using the
fact that C r C has codimension at least 2 in C.
Next, the functor J!∗ is defined in [AriB] as the composition of two truncation
functors: τ−≤0 ◦ τ
+
≥0. (We refer to [AriB] for the definitions of these functors.) A
routine truncation functor argument shows that the order of composition can be
reversed: we may instead write J!∗ ∼= τ
+
≥0 ◦ τ
−
≤0. Finally, because j∗V is a coherent
sheaf (rather than a complex of sheaves), it follows from the definitions that
(j∗V )[−
1
2 codimC] ∈
p−DbCohG×Gm(C)≤0.
We can therefore omit the τ−≤0: we have
J!∗((j∗V )[−
1
2 codimC])
∼= τ+≥0((j∗V )[−
1
2 codimC]).
This object fits into a truncation distinguished triangle:
τ+≤−1((j∗V )[−
1
2 codimC])→ (j∗V )[−
1
2 codimC]→ IC(C, V )→ .
The second and third terms become isomorphic after restriction to C, so the first
term must be supported on CrC. Now apply σ to this distinguished triangle, and
use Lemma 4.3 to obtain
(4.10)
(τ+≤−1((j∗V )[−
1
2 codimC]))
σ → (j∗(V id×σC ))[−
1
2 codimC]→ IC(C, V )
σ → .
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By Proposition 4.1, the last term is still simple perverse-coherent sheaf. It is still
supported on C, so we must have
IC(C, V )σ ∼= IC(C, V ′)
for some V ′ ∈ Rep(Gm⋉GxC ). The first term of (4.10) is still supported on CrC, so
to determine V ′, we must examine the restriction to C of the middle term of (4.10).
This shows us that V ′ ∼= V id×σC , as desired. 
Theorem 4.5. Let λ ∈ X+, let C be a nilpotent orbit, and let V be an irreducible
GxC -representation. Suppose λ corresponds to (C, V ) under the Lusztig–Vogan bi-
jection. Then Cλ ∼= IC(C, V )〈
1
2 codimC〉.
Proof. For brevity, let n = nC,V be the integer such that Cλ ∼= IC(C, V )〈n〉, or
Cλ〈−n〉 ∼= IC(C, V ). Using Proposition 4.1 with (3.9) and Lemma 3.1, we see that
IC(C, V )σ ∼= Cσλ〈−n〉 ∼= D(Cλ)〈−n〉
∼= D(IC(C, V )〈n〉)〈−n〉 ∼= IC(C, V ∗)〈codimC − 2n〉.
Comparing this with Lemma 4.4, we find that V id×σC ∼= V ∗〈codimC − 2n〉. Since
the Gm-action on V
id×σC is trivial, we deduce that codimC − 2n = 0, and hence
that n = 12 codimC. 
Remark 4.6. In the proof of Theorem 4.5, we saw that if V is an irreducible GxC -
representation, then IC(C, V )σ ∼= IC(C, V ∗). However, in general, this does not
hold if V is reducible.
5. Conventions for PGL3
From now on, we assume that G = PGL3, and that the characteristic of k is
not 2 or 3 (so that (H1)–(H3) hold). Let T ⊂ G be the maximal torus consisting of
diagonal matrices. We identify the weight lattice X with {(a, b, c) ∈ Z3 | a+b+c =
0} in the usual way: explicitly, the character λ = (a, b, c) is given by
λ
(( t1
t2
t3
))
= ta1t
b
2t
c
3.
Let B ⊂ G be the Borel subgroup consisting of lower-triangular matrices. Then
the set of dominant weights is
X+ = {(a, b, c) | a+ b+ c = 0 and a ≥ b ≥ c}.
Let W be the Weyl group of G. For λ ∈ X+, let δλ = min{ℓ(w) | wλ ∈ −X+}.
We label the three G-orbits in N by partitions of 3: C[3], C[2,1], and C[1,1,1].
They satisfy the following closure relations:
{0} = C[1,1,1] ⊂ C[2,1] ⊂ C[3].
These orbits have dimensions 0, 4, and 6, respectively. For each partition d ⊢ 3,
we choose a representative xd ∈ Cd and an associated cocharacter φd : Gm → G as
shown below. This table also shows the groups Gdred, defined as in (2.7).
x[1,1,1] = 0 φ[1,1,1](z) = 1 G
[1,1,1]
red = G
x[2,1] =
(
0 0 0
0 0 0
1 0 0
)
φ[2,1](z) =
(
z−1
1
z
)
G
[2,1]
red =
{(
1
t
1
)}
∼= Gm
x[3] =
(
0 0 0
1 0 0
0 1 0
)
φ[3](z) =
(
z−2
1
z2
)
G
[3]
red = {1}
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d ⊢ 3 Gdred L ∈ Irr(G
d) λ ∈ X+
[3] {id} ktriv λ = (0, 0, 0)
[2, 1] Gm ka, a ∈ Z λ =

(x + 1, x+ 1,−2x− 2) if a = 2x+ 1 ≥ 0,
(x + 1, x,−2x− 1) if a = 2x ≥ 0,
(−2x− 2, x, x) if a = 2x+ 1 ≤ 0,
(−2x− 1, x, x− 1) if a = 2x ≤ 0
[1, 1, 1] G L(a, b, c) λ = (a− 2, b, c+ 2)
Table 1. The Lusztig–Vogan bijection for PGL3
We can likewise consider the group (G × Gm)dred, defined to be the stabilizer in
G×Gm of φd, respectively. This group is a Levi factor of (G×Gm)d. Following (2.6),
there is an isomorphism
Gm ×G
d
red
∼
−→ (G×Gm)
d
red given by (z, g) 7→ (φd(z)g, z).
The Lusztig–Vogan bijection for GLn has been determined in [Ac1, Ac2]. (Those
sources assume that k = C, but by [AcHR2], these results hold in positive charac-
teristic as well.) By restricting to appropriate subsets on both sides, one obtains the
Lusztig–Vogan bijection for PGLn. The resulting bijection for PGL3 is recorded
in Table 1.
6. A resolution of the middle orbit
In this section, we focus on the middle orbit C[2,1]. Let α0 = (1, 0,−1) be the
highest root, and let
u−α0 = kx[2,1] ⊂ g
be the corresponding root space. The group B acts on u−α0 by the adjoint action.
Form the vector bundle
V = G×B u−α0 ,
and let πV : V → C[2,1] be the map πV(g, x) = Ad(g)(x). There is an obvious action
of G × Gm on V (where Gm acts on u−α0 as usual by z · x = z
−2x), and the map
πV is (G×Gm)-equivariant.
For λ ∈ X, let OG/B(λ) be the corresponding line bundle on G/B. We regard
this as a (G × Gm)-equivariant coherent sheaf by having Gm act trivially. Let
p : V → G/B be the projection map given by p(g, x) = gB. We then set
OV(λ) = p
∗OG/B(λ) ∈ D
bCohG×Gm(V).
Lemma 6.1. The map πV : G×B u−α0 −→ C is a resolution of singularities of C.
Proof. We observe immediately that G×B u−α0 is smooth and irreducible, and that
dimG ×B u−α0 = 4 = dimC. To show that it is birational, we now only have to
verify that
πV |C˜ : C˜ −→ C
is an isomorphism, where C˜ = π−1V (C). This follows from [J2, Lemma 8.8 and
Remark 8.8], where we set V = g, M = u−α0 and P = B, so that PM
∼= G ×B
u−α0 . 
Lemma 6.2. The canonical bundle of V is given by ωV ∼= OV(−α0)〈−2〉.
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Proof. We generalize the notation OG/B(λ) as follows: for any (B × Gm)-module
M , let OG/B(M) denote the corresponding (G×Gm)-equivariant locally free sheaf
on G/B, and let OV(M) = p∗OG/B(M).
Using [Ht1, Proposition II.8.11] and the fact that V and G/B are smooth, we
have a short exact sequence
0 −→ p∗ΩG/B −→ ΩV −→ ΩV/(G/B) −→ 0.
These three sheaves are locally free of ranks 3, 4, and 1, respectively. By applying
the reasoning from [J1, II.4.1] to V , we have p∗ΩG/B = OV((g/b)
∗) and ΩV/(G/B) =
OV(u∗−α0). From these observations, we have
ωV =
∧4
ΩV ∼=
∧3
(p∗ΩG/B)⊗
∧1
ΩV/(G/B)
∼=
∧3OV((g/b)∗)⊗OV(u∗−α0) ∼= OV(∧3(g/b)∗ ⊗ u∗−α0).
Now, B acts on the 1-dimensional representation
∧3
(g/b)∗ ⊗ u∗−α0 with weight
−α0. Next, Gm acts trivially on G/B, so for the purposes of this calculation, it
also acts trivially on the cotangent space (g/b)∗. It acts with weight 2 on u∗−α0 , so
ωV ∼= OV(−α0)〈−2〉, as desired. 
Lemma 6.3. We have π!VOC[2,1]
∼= OV(−α0)〈2〉.
Proof. Let a : C[2,1] → Spec k and aV : V → Spec k be the structure maps. Since
C[2,1] is Gorenstein (by [BK, Theorem 5.3.2]) and dimC[2,1] = 4, we can use Propo-
sition 2.4 to calculate as follows:
π!VOC[2,1]
∼= π!Va
!OSpeck[−4]〈4〉 ∼= a
!
VOSpec k[−4]〈4〉
∼= ωV〈4〉 ∼= OV(−α0)〈2〉,
as desired. 
Define the Serre–Grothendieck duality functor on V by
DV = RHom (−,OV(−α0)[−2]〈4〉).
This choice satisfies
πV∗ ◦ DV ∼= DC[2,1] ◦ πV∗.
To see this, note that by Corollary 2.5, the right-hand side is given by
RHom (πV∗(−),OC[2,1] [−2]〈2〉)
∼= πV∗RHom (−, π
!
VOC[2,1] [−2]〈2〉),
and then use Lemma 6.3.
As an immediate consequence, we have the following
Lemma 6.4. For any λ ∈ X, we have
DV(OV(λ)〈n〉[k]) ∼= OV(−α0 − λ)〈4 − n〉[−2− k],
DN (πV∗OV(λ)〈n〉[k]) ∼= πV∗OV(−α0 − λ)〈4 − n〉[−2− k].
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7. Determination of the simple perverse-coherent sheaves
In this section, we will work with representations of G[2,1] and Gm⋉G
[2,1]. Recall
that G
[2,1]
red is isomorphic to Gm. Let kn denote the irreducible G
[2,1]
red -representation
of weight n. Thus, a general irreducible (Gm⋉G
[2,1])-representation can be written
in the form
kn〈m〉,
where n is the weight of the G
[2,1]
red -action, and −m is (as usual) the weight of the
other copy of Gm.
Lemma 7.1. Let λ = (a, b, c) ∈ X, and consider the line bundle OV(λ). The object
(πV∗OV(λ))|C[2,1] is the line bundle corresponding to the (Gm⋉G
[2,1])-representation
kb〈a− c〉.
Proof. By Lemma 6.1, we can identify C[2,1] with its preimage under πV . To de-
scribe OV(a, b, c)|C[2,1] , we must compute the restriction of the B-representation of
weight (a, b, c) to Gm × G
[2,1]
red via (2.6). It is clear that G
[2,1]
red acts with weight b.
The weight of the Gm-action is given by pairing the cocharacter φ[2,1] = (−1, 0, 1)
with (a, b, c) to obtain c− a. 
The following lemma describes the gradedG-module structure of certain coherent
sheaves on N . In the tables, the column headings indicate the grading degree (i.e.,
the weight of the Gm-action), and the entries are G-representations. For the latter,
we use the following notation from [J1]: for λ ∈ X and i ∈ Z, we write
Hi(λ) = Ri IndGB kλ.
Lemma 7.2. Let a ≥ 0, and let λa = (a, a,−2a) ∈ X.
(1) We have Hi(πV∗OV(λa)) = 0 unless i = 0. As a graded G-module, the
sheaf H0(πV∗OV(λa)) is given by
0 2 4 · · · 2r · · ·
H0 : H0(λa) H
0(λa + α0) H
0(λa + 2α0) · · · H
0(λa + rα0) · · ·
(2) We have Hi(πV∗(OV(−α0 − λa)) = 0 unless 0 ≤ i ≤ 2. As graded G-
modules, the sheaves Hi(πV∗(OV(−α0 − λa)) are given by
0 2 4 · · · 6a− 2 6a 6a+ 2 6a+ 4 · · · 6a+ 2r · · ·
H2 : 0 H2(λσa − 3aα0) H
2(λσa − (3a− 1)α0) · · · H
2(λσa − 2α0) 0
H1 : 0 H1(λσa − 3aα0) H
1(λσa − (3a− 1)α0) · · · H
1(λσa − 2α0) 0
H0 : 0 0 H0(λσa) H
0(λσa + α0) · · · H
0(λσa + rα0) · · ·
where λσa = −w0λa = (2a,−a,−a). In particular, H
1(πV∗(OV (−α0 − λa))
and H2(πV∗(OV(−α0 − λa))) have 0-dimensional support.
The notation λσa above is related to the use of (−)
σ in Section 4 by the fact that
Hi(λa)
σ ∼= Hi(λσa) (cf. the proof of Proposition 4.1).
Proof. For any weight µ, the G-module structure on global sections of πV∗OV(µ)
is given by
RΓ(πV∗OV(µ)) ∼= R Ind
G
B
⊕
n≥0
Symn(u∗−α0)⊗ kµ
 ∼=⊕
n≥0
R IndGB kµ+nα0 .
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Since Gm acts on u−α0 with weight −2, it acts on Sym
n(u∗−α0) with weight 2n.
In other words, the 2n-th graded piece of Hi(πV∗OV(µ)) is Hi(µ + nα0). Since
dimG/B = 3, we clearly have Hi(µ+ nα0) = 0 unless 0 ≤ i ≤ 3.
Suppose now that µ = λa. The weights λa + nα0 are dominant for all n ≥ 0, so
Hi(πV∗OV(µ)) = 0 for i > 0.
Next, let us take µ = −α0 − λa. Note that
− α0 − λa + nα0 = (−a− 1 + n,−a, 2a+ 1− n)
= (2a+ n− 3a− 1,−a,−a− n+ 3a+ 1) = λσa + (n− 3a− 1)α0.
In other words, the 2n-th graded piece of Hi(πV∗OV(−α0−λa)) is Hi(λσa+(n−3a−
1)α0). For n ≥ 0, the weights λσa + (n− 3a− 1)α0 are never of the form w0µ− 2ρ
with µ ∈ X+, where 2ρ = (2, 0,−2). By Serre duality (see, for instance, [J1,
Eq. II.4.2.(9)], along with [J1, Proposition II.2.6]), we deduce that H3(λσa + (n −
3a− 1)α0) = 0 for all n, and hence H3(πV∗OV(µ)) = 0.
Next, if n = 0 or n = 3a, the weight λσa + (n− 3a− 1)α0 pairs with one of the
simple coroots to give −1. In these two cases, by [J1, Proposition II.5.4], we have
R IndGB kλσa+(n−3a−1)α0 = 0. If 0 < n < 3a, then λ
σ
a+(n−3a−1)α0 is not dominant,
so H0(λσa + (n − 3a − 1)α0) = 0. Finally, if n > 3a, then λ
σ
a + (n − 3a − 1)α0 is
dominant, so Hi(λσa + (n− 3a− 1)α0) = 0 for i > 0.
These calculations show thatH1(πV∗(OV(−α0−λa)) andH2(πV∗(OV(−α0−λa))
are finite-dimensional G-modules, so as coherent sheaves, they have 0-dimensional
support. 
Remark 7.3. When k has characteristic 0, we can refine Lemma 7.2(2) somewhat.
By the Borel–Weil–Bott theorem, Hi(λσa + (n− 3a− 1)α0) is nonzero for at most
one i. In fact, by examining the signs of the pairing of λσa + (n − 3a − 1)α0 with
various coroots, one can see that Hi(λσa + (n− 3a− 1)α0) is nonzero only for i = 2
if 0 < n < 3a2 , and only for i = 1 if
3a
2 < n < 3a. Moreover, if n =
3a
2 , then
Hi(λσa + (n− 3a− 1)α0) = 0 for all i.
We record this observations as follows. If k has characteristic 0 and a ≥ 0 is
even, then πV∗(OV(−α0 − λa) is given by
2 · · · 3a− 2 3a 3a+ 2 · · · 6a− 2 6a 6a+ 2 6a+ 4 · · ·
H2 : H2(λσa − 3aα0) · · · H
2(λσa −
3a+4
2 α0) 0 0
H1 : 0 H1(λσa −
3a
2 α0) · · · H
1(λσa − 2α0) 0
H0 : 0 0 H0(λσa) H
0(λσa + α0) · · ·
If k has characteristic 0 and a ≥ 1 is odd, then πV∗(OV(−α0 − λa)) is given by
2 · · · 3a− 1 3a+ 1 · · · 6a− 2 6a 6a+ 2 6a+ 4 · · ·
H2 : H2(λσa − 3aα0) · · · H
2(λσa −
3a+3
2 α0) 0
H1 : H1(λσa −
3a+1
2 α0) · · · H
1(λσa − 2α0) 0
H0 : 0 H0(λσa) H
0(λσa + α0) · · ·
Proposition 7.4. For any a ≥ 0, there is an isomorphism
IC([2, 1], k−a) ∼= τ
≤2(πV∗OV(−α0 − λa)[−1])〈3a+ 2〉,
where τ≤2 denotes truncation with respect to the standard t-structure.
Proof. We begin by showing that πV∗OV(λa)[−1] and DπV∗(OV(λa)[−1]) are per-
verse-coherent sheaves. To do this, we must check the dimension-support conditions
given in [Ac4, Theorem 4.6(2)]. By Lemma 7.2, the cohomology of πV∗OV(λa)[−1]
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is concentrated in degree 1, and is supported on C[2,1], which has dimension 4. By
Lemmas 6.4 and 7.2, the cohomology of
D(πV∗OV(λa)[−1]) ∼= πV∗OV(−α0 − λa)〈4〉[−1]
satisfies Hi(D(πV∗OV(λa)[−1])) = 0 unless 1 ≤ i ≤ 3. For i = 1, the support of this
sheaf again has dimension 4. For i = 2, 3, Lemma 7.2 says that these sheaves have
0-dimensional support. Therefore, πV∗OV(λa)[−1] and D(πV∗OV(λa)[−1]) satisfy
the dimension-support conditions, and are thus perverse coherent.
Next, consider the following truncation distinguished triangle (taken with respect
to the standard t-structure):
(7.1) τ≤2(πV∗OV(−α0 − λa)[−1])→ πV∗OV(−α0 − λa)[−1]→
τ≥3(πV∗OV(−α0 − λa)[−1])→ .
We have just seen that the middle term is perverse-coherent. The cohomology
sheaves of the first and third terms still obey a one-sided version of the conditions
in [Ac4, Theorem 4.6(2)], so they at least lie in pDbCohG×Gm(N )≤0.
On the other hand, the third term of (7.1) is concentrated in cohomological
degree 3 and has 0-dimensional support, so by Remark 3.2, it is perverse-coherent.
It follows that the first term at least belongs to pDbCohG×Gm(N )≥0. Combining
this with the previous paragraph, we see that all three terms in (7.1) are perverse-
coherent. In other words, (7.1) is actually a short exact sequence in PCohGm(N ).
Let Ga = τ≤2(πV∗OV(−α0 − λa)[−1]). We wish to prove that
Ga ∼= IC([2, 1], k−a)〈−3a− 2〉.
To prove this, we must check the following conditions:
(1) Ga is supported on C[2,1], and Ga|C[2,1] [1] is the line bundle k−a〈−3a− 2〉.
(2) Ga has no simple subobject or quotient supported on C[1,1,1].
That Ga is supported on C[2,1] is clear. Since the third term of (7.1) is supported
(at least set-theoretically) on C[1,1,1], that distinguished triangle shows us that
Ga|C[2,1] [1]
∼= (πV∗OV(−α0 − λa))|C[2,1] .
Since −α0 − λa = (−a− 1,−a, 2a+ 1), Lemma 7.1 tells us that this line bundle is
indeed k−a〈−3a− 2〉. Thus, condition (1) holds.
Recall from Remark 3.2 that a perverse-coherent sheaf supported (set-theoretic-
ally) on C[1,1,1] is of the form F [−3], where F ∈ Coh
G×Gm(N ) has finite-dimensional
global sections. If Ga had such an object as a quotient, we would have
HomDbCohG×Gm (N )(τ
≤2(πV∗OV(−α0 − λa)[−1]),F [−3]) 6= 0,
but this is impossible since F [−3] ∈ DbCohG×Gm(N )≥3.
Suppose now that Ga had a subobject F [−3] supported on C[1,1,1]. Then this
would also be a subobject of πV∗OV(−α0 − λa)[−1]. Apply D to get a surjective
map
D(πV∗OV(−α0 − λa)[−1])։ D(F [−3]).
Now, D(F [−3]) can be written in the form F ′[−3] for some F ′ ∈ CohG×Gm(N ) that
is again supported on C[1,1,1]. By Lemma 6.4, the map above can be rewritten as
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a nonzero map πV∗OV(λa)〈4〉[−1]։ F ′[−3]. This map is a nonzero element of
HomDbCohG×Gm (N )(πV∗OV(λa)〈4〉[−1],F
′[−3])
∼= Ext−2
CohG×Gm (N )
(πV∗OV(λa)〈4〉,F
′),
but this is nonsensical. (Here, we are using the fact from Lemma 7.2 that πV∗OV(λa)
is a coherent sheaf.) 
The main result of this paper is the following. In this statement, we normalize
the grading shifts in accordance with Theorem 4.5. Via the Lusztig–Vogan bijection
(Table 1), one can read off Cλ for any λ ∈ X+ from this theorem.
Theorem 7.5. (1) Let λ ∈ X+, and let L(λ) be the corresponding irreducible
representation of G. Let i : C[1,1,1] →֒ N be the inclusion map. Then
IC([1, 1, 1], L(λ))〈3〉 ∼= i∗L(λ)[−3]〈3〉.
(2) Let a ≥ 0. As graded G-modules, the cohomology sheaves of IC([2, 1], ka)〈1〉
are given by
−3a− 1 −3a+ 1 · · · 3a− 5 3a− 3 3a− 1 3a+ 1 · · · 3a− 3 + 2r · · ·
H2 : H1(λa − 3aα0) H1(λa − (3a− 1)α0) · · · H1(λa − 2α0) 0
H1 : 0 H0(λa) H0(λa + α0) · · · H0(λa + rα0) · · ·
The cohomology sheaves of IC([2, 1], k−a)〈1〉 are given by
−3a− 1 −3a+ 1 · · · 3a− 5 3a− 3 3a− 1 3a+ 1 · · · 3a− 3 + 2r · · ·
H2 : H1(λσa − 3aα0) H
1(λσa − (3a− 1)α0) · · · H
1(λσa − 2α0) 0
H1 : 0 H0(λσa) H
0(λσa + α0) · · · H
0(λσa + rα0) · · ·
(3) We have IC([3], k) ∼= ON .
Proof. The description of IC([1, 1, 1], L(λ))〈3〉 is obvious (cf. Remark 3.2). Next,
the simple object IC([3], k) ∼= C(0,0,0) is isomorphic to ∆(0,0,0) ∼= ∇(0,0,0) ∼= π∗ON˜ .
The latter is isomorphic to ON by, say, [BK, Theorem 5.3.2].
Next, according to Proposition 7.4, if a ≥ 0, then IC([2, 1], k−a)〈1〉 is given by
applying the shift [−1]〈3a+ 3〉 to the table from Lemma 7.2, and then truncating.
The result is recorded above.
Finally, by Remark 4.6, we have IC([2, 1], ka)〈1〉 ∼= IC([2, 1], k−a)〈1〉σ. The rea-
soning from the proof of Proposition 4.1 shows that (R IndGB kµ)
σ ∼= R IndGB k−w0µ.
In particular,
Hi(λσa + rα0)
σ ∼= Hi(−w0(λ
σ
a + rα0))
∼= Hi(λa + rα0).
Thus, the description of IC([2, 1], ka) is obtained from that of IC([2, 1], k−a) simply
by replacing λσa by λa throughout. 
Corollary 7.6. Suppose that k has characteristic 0. If a ≥ 0 is even, then
IC([2, 1], ka)〈1〉 is given by
−3 −1 · · · 3a− 5 3a− 3 3a− 1 3a+ 1 · · · 3a− 3 + 2r · · ·
H2 : 0 H1(λa −
3a
2 α0) · · · H
1(λa − 2α0) 0
H1 : 0 0 H0(λa) H0(λa + α0) · · · H0(λa + rα0) · · ·
If a ≥ 1 is odd, then IC([2, 1], ka)〈1〉 is given by
−2 · · · 3a− 5 3a− 3 3a− 1 3a+ 3 · · · 3a− 3 + 2r · · ·
H2 : H1(λa −
3a+1
2 α0) · · · H
1(λa − 2α0) 0
H1 : 0 H0(λa) H0(λa + α0) · · · H0(λa + rα0) · · ·
Of course, there are similar formulas for IC([2, 1], k−a)〈1〉 as well.
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Proof. In the proof of Theorem 7.5, use the tables from Remark 7.3 instead of those
from Lemma 7.2. 
Remark 7.7. When p > 0, the cohomology modules H1(λa − rα0) are quite com-
plicated, and their structure is still not completely understood. Their vanishing
behavior differs from the p = 0 case, and is instead determined by [An, Theorem
4.5(i)]. The characters of these objects are also complicated, but can actually be
recursively computed by the formulas appearing in [Ha].1 Furthermore, these recur-
sive character formulas can be applied to obtain the “characters” (cf. [Ac4, §4.2])
of the cohomology sheaves.
8. Applications and consequences
8.1. Cohomology of tilting modules for quantum groups. Let ζ ∈ C be a
primitive ℓ-th root of unity with ℓ > 3 and odd. Also, let Uζ = Uζ(sl3(C)) be the
Lusztig quantum group of “adjoint type” (see, for instance, [ArBG, Remark 2.6.3]),
and let uζ = uζ(sl3(C)) be the corresponding small quantum group. Let Rep(Uζ)
be the category of finite-dimensional Uζ-modules of type 1. For each µ ∈ X+, let
Tζ(µ) ∈ Rep(Uζ) be the tilting module for Uζ of highest weight µ.
Let Waff =W ⋉X be the affine Weyl group.
2 For w = v ⋉ λ ∈Waff and µ ∈ X,
we consider the “dot action” w•µ = v(µ+ ℓλ+ρ)−ρ, where, as usual, ρ is one-half
the sum of the positive roots. (In our case, ρ = α0 = (1, 0,−1).) For λ ∈ X,
let wλ be the unique element of minimal length in the coset Wλ ⊂ Waff . By the
linkage principle, a tilting module Tζ(µ) belongs to the block containing the trivial
representation if and only if µ is of the form wλ • 0 for some λ ∈ X.
The main result of [B2] computes the cohomology of tilting modules Tζ(wλ • 0)
in the principal block. Specifically, according to [B2, Theorem 1 and Corollary 2],
there is an isomorphism of G-modules
Ext•uζ (C, Tζ(wλ • 0))
∼=
{
RΓ(Cw0λ) if λ ∈ −X
+,
0 otherwise.
(Note that in [B2], the simple perverse-coherent sheaves are labelled by antidom-
inant weights. The right-hand side above involves w0λ in order to match the
conventions of the present paper.) The proof of [B2, Proposition 9] makes explicit
the interaction of the gradings on either side: for λ ∈ −X+, we have
(8.1) Extkuζ (C, Tζ(wλ • 0)) =
⊕
i∈Z
Hi(Cw0λ)k−i.
Corollary 7.6 lets us write down the right-hand side of this equation explicitly, and
leads to the following observation.
Proposition 8.1. Let T ∈ Rep(Uζ) be a nontrivial indecomposable tilting mod-
ule. For any k ≥ 0, the space Extk
uζ
(C, T ) is either 0 or an irreducible PGL3-
representation.
1The recursive formulas originally appeared in [D], but were later found to contain mistakes
by the second author of this paper.
2Since we are working in an adjoint group, X is the root lattice, and W ⋉X is indeed a Coxeter
group.
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Proof. If T is a nontrivial tilting module with nonzero cohomology, then it is of the
form T (wλ • 0) with λ ∈ −X+ and λ 6= 0. Thus, Cw0λ is a simple perverse-coherent
sheaf whose support is either C[1,1,1] or C[2,1]. In the former case, the right-hand
side of (8.1) consists of a single term (for i = 3), and that term is irreducible. In
the latter case, the formulas in Corollary 7.6 show us again that the right-hand side
of (8.1) has at most one nonzero term. By the Borel–Weil–Bott theorem, that term
is irreducible. 
8.2. Failure of positivity. When k has characteristic 0, it can be shown for any
G that perverse-coherent sheaves obey a strong Ext-vanishing property: for all
λ, µ ∈ X+, we have
(8.2) Ext1(Cλ,Cµ〈n〉) = 0 if n ≥ 0.
(This can be proved by converting the problem to one about mixed ℓ-adic con-
structible sheaves on the dual affine flag variety, using the main result of [B3]. For
a similar argument, see the proof of [B2, Lemma 9].) This condition means that
PCohGm(N ) is a “mixed category” in the sense of [BGS, Definition 4.1.1].
In positive characteristic, condition (8.2) is always false: because the represen-
tation theory of G is not semisimple, one can always find counterexamples to (8.2)
with n = 0, and where Cλ and Cµ are both supported on the zero nilpotent orbit.
However, the calculations in [Ac4] show that for G = SL2, this is the extent of
the failure: one still has
(8.3) Ext1(Cλ,Cµ〈n〉) = 0 if n > 0.
If this condition holds, we say that PCohGm(N ) is positively graded, because it
is analogous to the category of graded modules over a positively graded ring. In
particular, [BGS, Lemma 4.1.2] still holds: every object is equipped with a canonical
filtration, and every morphism is strictly compatible with these filtrations. For a
discussion of positively graded categories in the context of parity sheaves, see [AcR].
Proposition 8.2. For G = PGL3, the category PCoh
Gm(N ) is positively graded if
and only if k has characteristic 0.
Proof. The “if” direction has been discussed above in the context of (8.2). Now
suppose that k has positive characteristic (different from 2 and 3, so that (H1)–(H3)
hold). We must exhibit a counterexample to (8.3).
We first claim that there exists a positive integer a > 0 and an integer n with
0 < n < 32a such that the representation
(8.4) H1(λa − (3a+ 1− n)α0) = H
1(n− 1− 2a, a,−n+ 1 + a)
is nonzero. For instance, we may take a = p and n = p + 1, where we note that
since p > 2, we have n = p+ 1 < 3p/2. In this case,
(n− 1− 2a, a,−n+ 1 + a) = (−p, p, 0),
and the nonvanishing of (8.4) follows from [An, Theorem 4.5(i)].
Choose an integer a > 0 so that (8.4) is nonzero for some n, and then choose n to
be as small as possible. The representation (8.4) is then the leftmost nonzero term
in the description of H2(IC([2, 1], ka)〈1〉) from Theorem 7.5. In graded module
language, this is the lowest nonzero homogeneous component of the graded k[N ]-
module H2(IC([2, 1], ka)〈1〉); it occurs in grading degree 2n − 3a − 3. Choose an
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irreducible quotient L of H1(n− 1− 2a, a,−n+ 1 + a). We deduce that there is a
surjective map
H2(IC([2, 1], ka)〈1〉)→ i∗L〈3a+ 3− 2n〉,
where i : C[1,1,1] →֒ N is the inclusion map. Next, note that H
2(IC([2, 1], ka)〈1〉) ∼=
(τ≥2IC([2, 1], ka)〈1〉)[2]. It follows from the adjunction properties of truncation that
there is a nonzero map
IC([2, 1], ka)〈1〉 → i∗L[−2]〈3a+ 3− 2n〉.
This map is an element of
Hom(IC([2, 1], ka)〈1〉, i∗L[−2]〈3a+ 3− 2n〉)
∼= Ext1
PCohGm (N )(IC([2, 1], ka)〈1〉, (i∗L[−3]〈3〉)〈3a− 2n〉).
(Here we use [BBD, Remarque 3.1.17(ii)] to convert the Hom-group to an Ext1-
group.) By assumption, we have 3a− 2n > 0, so this contradicts (8.3). 
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