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THESIS ABSTRACT
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Lie symmetry method is a technique to find exact solutions of differential equations. One of
the important applications of Lie symmetry theory is to achieve a group classification of Lie
symmetries. The group classification question for Poisson equation on manifolds Mn(n ≥ 3)
was completely answered in [2]. However the question is open for Poisson equation on
surfaces M2. This thesis is concerned with carrying out a complete group of non-linear
Poisson equations of the form
∆u = g(u) (1)
on surfaces of revolution. The analysis consists of
• Finding the minimal symmetry algebra of (1).
ix
• Determining all forms of g(u) which may give larger symmetry algebras.
• Investigating the form of g(u) further to classify the cases for which (1) has larger
symmetry algebra, and determine the corresponding surfaces along with symmetry
algebras.
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CHAPTER 1
PROBLEM FORMULATION
1.1 Introduction
The method of studying differential equations using their symmetries was introduced by
Sophus Lie, who also founded the theory of infinitesimal transformations and Lie groups.
Lie’s classical approach is based on finding a symmetry group associated with the differential
equation. This is a local Lie group of point transformations on the space of independent
and dependent variables of differential equation that maps solutions to solutions. The clas-
sical method of Lie allows computing the symmetry group associated to a given differential
equation. This symmetry group can further be used for many important applications in the
context of differential equations. For instance, for
• determination of group invariants or similarity solutions.
• reduction of order of ODEs.
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• reduction of PDEs (reduction in the number of independent variables).
• construction of new solutions from old solutions.
Hence, Lie symmetry method is a powerful method for analysing DEs and can be efficiently
employed to study those problems that have an implicit or explicit symmetry. Since the
modern treatment of the classical Lie symmetry theory by Ovsiannikov [11], the theory of
symmetries of differential equations has been studied intensely and has substantially grown.
A large amount of literature about the classical Lie symmetry theory, its applications and
its extensions is available, e.g. [2, 3, 4, 10, 11, 12, 13, 14, 15, 16, 17, 18].
Let us recall that for a differential equation involving some arbitrary function f , the group
classification problem consists of firstly finding the Lie symmetries of differential equation
with arbitrary f and then determining all possible forms of f for which larger symmetry
groups exist. The first group classification problem was carried out by Ovsiannikov [11] who
classified all forms of the non-linear heat equation ut = (f(u)ux)x. Since then a number
of articles on symmetry analysis and classification problem have appeared in literature, cf.
[6, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31]. This work deals with group classification
problem of Poisson equation (1.6) with the arbitrary function introduced through the gen-
eral metric (1.5). The calculations of minimal symmetry algebra and the forms of g which
provide larger symmetry algebra are based on necessary conditions on g obtained through
a triangulation of determining equations of Lie symmetries. An efficient method to obtain
triangulation is the well-known method of Mansfield [31] of generating differential Grobner
bases of determining equations using Kolchin-Ritt algorithm. In this thesis we intend to
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obtain a triangulation of the determining equations using a variant of Kolchin-Ritt algo-
rithm, the direct search algorithm by Clarkson-Mansfield [25], that allows to achieve a faster
triangulation of determining equations. We refer to [25] for a detailed discussion of these
algorithms. This method was also implemented in [31] to investigate the group classification
problem for a class of Klein Gordon equations.
The symmetry properties and reductions of most of the fundamental equations of math-
ematical physics, with flat background metric, have been well investigated; cf. [3, 4, 5]. In
case of non-flat background metric, some studies of heat or wave equation, using symme-
tries, on specific cases of surfaces like sphere, torus, cone and hyperbolic space have also
been carried out in a series of recent papers like [6, 7, 8, 9, 10].
Physically significant and geometrically rich classes of surfaces include surfaces of revolu-
tion, ruled surfaces, tubular surfaces, and minimal surfaces. These classes of surfaces possess
a wide range of applications, for example, in computer graphics, digital design, architecture,
engineering design, study of biological membranes, sheet metal based industries, the study
of key objects in most nonlinear phenomena in physics and field theories etc. Surfaces of rev-
olution form a large class of surfaces, which are generated by rotating a plane curve about
an axis. Hence, due to their construction, such surfaces naturally possess nice symmetry
properties. This makes surfaces of revolutions and related problems an interesting area of
contemporary research, and particularly of importance in the fields of physics, engineering,
computer graphics and other disciplines involving models of physical processes with natural
symmetries. Well known examples of surfaces of revolution include cylinder, cone, sphere,
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hyperboloid, ellipsoid, Gabriel’s horn, pseudosphere, torus, catenoid and tractoid. The mo-
tivation for the study of this thesis is twofold. A classification of surfaces of revolution
according to their isometries was carried out by Eisenhart in 1925 [1]. It was proved that
there are only two classes of surfaces of revolution according to their isometries. The minimal
isometry algebra of a surface of revolution is 1-dimensional and the larger isometry algebra,
which is 3-dimensional, is admitted only for surfaces with constant curvature. Eisenhart’s
classification provides the first motivation for this work where we investigate group classifi-
cation of non-linear Poisson equation on surfaces of revolution. An interesting question from
the outset is whether the class of surfaces for which the minimal symmetry algebra extends
includes any surfaces of non-constant curvature.
The second motivation to investigate the group classification problem for the Poisson
equation on general surfaces of revolution is as follows. The group classification question
for Poisson equation on higher dimensional manifolds Mn (n ≥ 3) has been completely
answered in [2]. However, the question is open for Poisson equation on surfaces. In this
thesis we consider non-linear Poisson equation on a general surface of revolution and carry
out a complete group classification.
1.2 Basic definitions from differential geometry
For us to formulate our problem, we need to give some definitions from differential geometry
[36]. Surface of revolution obtained by rotating a plane curve about an axis a form a large
class of surfaces. Therefore, surfaces of revolution naturally posses nice symmetry properties.
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This makes them and related problems an interesting area of contemporary research and
particularly of importance in the fields of applied mathematics; computer graphics and other
disciplines involve modeling of physical processes with natural symmetries. Well known
examples of surfaces of revolution include cylinder, cone, sphere, hyperboloid, ellipsoid,
Gabriel’s horn, pseudosphere, torus, catenoid and tractoid.
Definition 1.1 A parametrized surface X : D → R3 is a smooth function of an open set
D ⊂ R2 into R3, defined by
X(u, v) = (X1(u, v), X2(u, v), X3(u, v)).
Definition 1.2 A regular parametrization is a function X : D → R3 of an open set D ⊂ R2,
defined by
X(u, v) = (X1(u, v), X2(u, v), X3(u, v)),
satisfying the following conditions:
• X is differentiable i.e. the functions Xi have all partial derivatives of all order.
• X is one-to-one.
• Xu and Xv, are linearly independent.
Definition 1.3 Let X(x, y) : D ⊂ R2 → R3 be a regular parametrization of surface then,
the Riemannian metric or first fundamental form of the patch X is defined by
g = ds2 = Edx2 + 2Fdxdy +Gdy2
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with coefficient of the first fundamental form defined by
E = Xx·Xx, F = Xx·Xy, G = Xy·Xy. (1.1)
Definition 1.4 Matrix of First Fundamental form:
Let
g11 = E = Xx·Xx, g12 = F = Xx·Xy, g22 = G = Xy·Xy. (1.2)
Then it is often convenient to put the metric as
g = ds2 = g11dx
2 + 2g12dxdy + g22dy
2
where the symmetric matrix form is defined by
g =
g11 g12
g21 g22
 = gij.
The inverse of g is
g−1 =
1
det(g)
 g22 −g12
−g21 g11
 = gij,
with
det(g) = g11g22 − g212.
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Definition 1.5 For any metric g, the Laplacian on (S, g) is defined by
∆u =
1√| g | ∂∂xi (√| g |gij ∂∂xj (u))
Definition 1.6 Let X(x, y) be a regular parametrization of a surface, with
E = Xx·Xx, F = Xx·Xy, G = Xy·Xy, N = Xx ×Xy|Xx ×Xy| .
The second fundamental form of patch X(x, y) is defined as
ds2 = ldx2 +mdxdy + ndy2,
with coefficients of the second fundamental form defined by
l = Xxx·N, m = Xxy·N, n = Xyy·N, N = Xx ×Xy|Xx ×Xy| .
The Gaussian curvature is the product of the maximum and minimum values of the second
fundamental form restricted to the unit tangent vectors. The Gaussian curvature of surface
is given by the formula [39]
K =
ln−m2
EG− F 2 .
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1.2.1 Gaussian curvature of surfaces of revolution
Since in this thesis we consider different surfaces of revolution with different Gaussian cur-
vature, we give the detail derivation of the formula of Gaussian curvature on surfaces of
revolution.
Theorem 1.1 The Gaussian curvature of surface of revolution generated by a unit speed
curve α(x) = (v(x), w(x)) with regular parametrizations
X(x, y) = (v(x), w(x) cos(y), w(x) sin(y))
is given by the formula
K = −w
′′(x)
w(x)
Proof. From the formula of the coefficients of first fundamental form
E = Xx·Xx = (v′(x), w′(x) cos(y), w′(x) sin(y))·(v′(x), w′(x) cos(y), w′(x) sin(y)).
Since α(x) is a unit speed curve, this implies E = v′2(x) + w′2(x) = 1 .
F = Xx·Xy = (v′(x), w′(x) cos(y), w′(x) sin(y))·(0,−w(x) sin(y), w(x) cos(y)) = 0,
G = Xy·Xy = (0,−w(x) sin(y), w(x) cos(y))·(0,−w(x) sin(y), w(x) cos(y)) = w2(x).
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So from the formula of the coefficients second fundamental form
N = (w′(x),−v′(x) cos(y),−v′(x) sin(y)),
l = (v′′(x), w′′(x) cos(y), w
′′
(x) sin(y))·(w′(x),−v′(x) cos(y),−v′(x) sin(y)).
Therefore
l = v′′(x)w′(x)− v′(x)w′′(x),
m = (0,−w′(x) sin(y), w′(x) cos(y))·(w′(x),−v′(x) cos(y),−v′(x) sin(y)) = 0,
n = (0,−w(x) cos(y),−w(x) sin(y))·(w′(x),−v′(x) cos(y),−v′(x) sin(y)) = v′(x)w(x).
Finally the Gaussian curvature is
K =
v′(x)(w′(x)v′′(x)− w′′(x)v′(x))
w(x)
. (1.3)
Since α(x) is a unit speed curve, we have
v′(x)v′′(x) + w′(x)w′′(x) = 0. (1.4)
Putting (1.4) in (1.3), we get
K = −w
′′(x)
w(x)
.
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Definition 1.7 A surface of revolution whose Gaussian curvature is identically zero is called
flat surfaces of revolution.
1.2.2 Problem formulation
Consider the Patch of surface of revolution
X(x, y) = (v(x), w(x) cos(y), w(x) sin(y)),
obtained by rotating a unit speed cure α(x) = (v(x), w(x)), with first fundamental for
g = dx2 + w2(x)dy2.
Therefore Laplacian on surface of revolution is given by
∆u =
w′(x)
w(x)
ux + uxx +
1
w2(x)
uyy = 0.
To ensure regularity of X, since |Xx × Xy|2 = w2(x), we assume w(x) > 0, that is, the
curve α(x) does not intersect the axis of rotation. Let assume w(x) = ef(x) for some smooth
function f(x). Therefore the metric becomes
g = dx2 + e2f(x)dy2. (1.5)
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It then follow directly that the Poisson equation on the surfaces of revolution takes the form
∆u = f ′(x)ux + uxx + e−2f(x)uyy = g(u). (1.6)
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CHAPTER 2
SYMMETRIES OF PARTIAL
DIFFERENTIAL EQUATIONS
In this chapter we focus on basic definitions and results in Lie symmetry method for par-
tial differential equations(PDEs) that will provide the necessary background for the research
work carried out in this thesis.The short review consists of presentation of the notion of Lie
symmetries of PDEs, the discussion of prolongations and the procedure for finding symme-
tries of PDEs.
Throughout this chapter, we shall restrict our work to second order PDEs with one depen-
dent variable and two independent variables. This will not in any case effect our results in
the chapters 3 of our work since the PDEs involved all belong to this class of PDEs. Idea
about the subject of Lie symmetry for general PDEs is contained in many standard books
in literature cf [[4],[14],[16],[19],[21]].
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Consider a 2nd order partial differential equation
F (x, y, u, ux, uy, uxx, uxy, uyy) = 0. (2.1)
A one parameter group of transformations x∗ = f(x, y, u, ε),y∗ = g(x, y, u, ε),
u∗ = h(x, y, u, ε) is a symmetry of PDE (2.1) if the PDE (2.1) is invariant under the trans-
formation (x, y, u) → (x∗, y∗, u∗), i.e. after change of variables (x, y, u) → (x∗, y∗, u∗) we
have
F (x∗, y∗, u∗, u∗x, u
∗
y, u
∗
xx, u
∗
xy, u
∗
yy) = 0. (2.2)
We shall represent the transformation via their Taylor series expansion with respect to
the parameter in the neighbourhood of  = 0 and write the infinitesimal form of these
transformation as follows.
x∗ = x+ ξ(x, y, u) +O(2), (2.3)
y∗ = y + τ(x, y, u) +O(2), (2.4)
u∗ = u+ φ(x, y, u) +O(ε2), (2.5)
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with ξ , τ and φ given by
ξ(x, y, u) =
∂
∂
f |=0, τ(x, y, u) = ∂
∂
g|=0, φ(x, y, u) = ∂
∂
h|=0. (2.6)
Hence the tangent vector field to the curve α() = (x∗, y∗, u∗) is
X = ξ(x, y, u)
∂
∂x
+ τ(x, y, u)
∂
∂y
+ φ(x, y, u)
∂
∂u
, (2.7)
and is called the infinitesimal generator or operator of the one parameter group.
2.1 Prolongation of infinitesimal generators of symme-
tries of PDEs
The symmetry operator (2.7) provides the information on how the variables x,y and u are
transformed. However this information is not enough as the symmetry analysis of PDEs
also require information about transformation of derivative. In this section we discuss how
to prolong infinitesimal generators to obtain the complete information of variables of the
PDE (2.1) as well as the derivatives. The discussion of prolongation formulas is restricted
to symmetries of 2nd order PDEs of the form
F (x, y, u, ux, uy, uxx, uxy, uyy) = 0
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, with symmetry operator
X = ξ(x, y, u)
∂
∂x
+ τ(x, y, u)
∂
∂y
+ φ(x, y, u)
∂
∂u
or equivalently the infinitesimal transformations
x∗ = x+ ξ(x, y, u) +O(2), y∗ = y + τ(x, y, u) +O(2), u∗ = u+ φ(x, y, u) +O(ε2).
It is convenient to use the operator of total differentiation for writing the prolongation.
Definition 2.1 Consider the function
F (x, y, u(x, y), g1(x, y), g2(x, y), . . . , gn(x, y)) = 0.
The total differentiation operators with respect to x and y are defined respectively as
Dx =
∂
∂x
+
∂u
∂x
∂
∂u
+
∂g1
∂x
∂
∂g1
+ · · ·+ ∂gn
∂x
∂
∂gn
,
Dy =
∂
∂y
+
∂u
∂y
∂
∂u
+
∂g1
∂y
∂
∂g1
+ · · ·+ ∂gn
∂y
∂
∂gn
.
As an example, consider the PDEs (2.1), the total differentiation operators with respect to
x and y take the form
Dx =
∂
∂x
+ ux
∂
∂u
+ uxx
∂
∂ux
+ uxy
∂
∂uy
,
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Dy =
∂
∂y
+ uy
∂
∂u
+ uxy
∂
∂ux
+ uyy
∂
∂uy
.
2.1.1 First prolongation of infinitesimal generator X
Given a PDE and a one parameter group of infinitesimal transformations
x∗ = x+ ξ(x, y) +O(),
y∗ = y + τ(x, y) +O(),
u∗ = u+ φ(x, y) +O(),
with the corresponding infinitesimal generator of the form,
X = ξ(x, y, u)
∂
∂x
+ τ(x, y, u)
∂
∂y
+ φ(x, y, u)
∂
∂u
.
We want to find the transformation of the first order partial derivatives of u with respect to
x and y i.e. we need to obtain the functions η[x](x, y, u, ux, uy) and η
[y](x, y, u, ux, uy) such
that
u∗x∗ = ux + η
[x](x, y, u, ux, uy) +O(
2), (2.8)
u∗y∗ = uy + η
[y](x, y, u, ux, uy) +O(
2). (2.9)
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From (2.3), we have
dx∗ = dx+ εdξ +O(ε2)
= dx+ (ξxdx+ ξydy + ξudu) +O(ε
2)
= dx+ (ξxdx+ ξydy + ξu(
∂u
∂x
dx+ ∂u
∂y
dy)) +O(2)
= (1 + (ξx + ξu
∂u
∂x
))dx+ (ξy + ξu
∂u
∂y
)dy +O(2),
which gives
dx∗ = (1 + εDxξ)dx+ (Dyξ)dy +O(2). (2.10)
Following same pattern and using (2.4), we have
dy∗ = (Dxτ)dx+ (1 + Dyτ)dy +O(2). (2.11)
From equation (2.5), we have
du∗ = du+ dφ+O(2)
= ∂u
∂x
dx+ ∂u
∂y
dy + (φxdx+ φydy + φu(
∂u
∂x
dx+ ∂u
∂y
dy+)) +O(2)
= (∂u
∂x
+ ε(φx + φu
∂u
∂x
))dx+ (∂u
∂y
+ (φy + φu
∂u
∂y
))dy +O(2),
which gives
du∗ = (
∂u
∂x
+ Dxφ)dx+ (
∂u
∂y
+ Dyφ)dy +O(
2). (2.12)
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Also u∗ = u∗(x∗, y∗), implies that
du∗ = ∂u
∗
∂x∗dx
∗ +
∂u∗
∂y∗
dy∗. (2.13)
Using equations (2.10) and (2.11) in (2.13), and re-arranging gives
(∂u
∂x
+ Dxφ)dx+ (
∂u
∂y
+ Dyφ)dy +O(
2)
=
{
∂u∗
∂x∗ (1 + Dxξ) + 
∂u∗
∂y∗ (Dxτ)
}
dx+
{
∂u
∗
∂x∗ (Dyξ) + ε
∂u∗
∂t∗ (Dyτ) +
∂u∗
∂y∗ (1 + Dyτ)
}
dy +O(2).
Since dx and dy are linearly independent, the above relation implies that
∂u
∂x
+ Dxφ =
∂u∗
∂x∗ (1 + Dxξ) + 
∂u∗
∂y∗
(Dxτ), (2.14)
∂u
∂y
+ Dyφ = ε
∂u∗
∂x∗ (Dyξ) +
∂u∗
∂y∗ (1 + Dyτ). (2.15)
Next we express the system (2.14) and (2.15) as a matrix below
 ∂u∂x + Dxφ
∂u
∂y
+ Dyφ
 =
 1 + Dxξ Dxτ
Dyξ 1 + Dyτ

 ∂u
∗
∂x∗
∂u∗
∂y∗
 . (2.16)
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Let us define A and B by
B =
 Dxξ Dxτ Dxτ
Dyξ Dyτ Dyτ
 , (2.17)
A =
 1 + Dxξ Dxτ
Dyξ 1 + Dyτ
 , (2.18)
A−1 = (I + εB)−1 = I − B +O(2). (2.19)
Then, from equation (2.16), we get
 ∂u
∗
∂x∗
∂u∗
∂y∗
 = A−1
 ∂u∂x + εDxφ
∂u
∂y
+ εDyφ
+O(2). (2.20)
This is same as
 ∂u
∗
∂x∗
∂u∗
∂y∗
 = (I − B)
 ∂u∂x + εDxφ
∂u
∂y
+ εDyφ
+O(ε2). (2.21)
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Using (2.17) and equation (2.21), we have
 ∂u∂x + η[x](x, y, u, ux, uy) +O(2)
∂u
∂y
+ η[y](x, y, u, ux, uy) +O(
2)
 =
 ∂u∂x
∂u
∂y
+ 
 Dxφ
Dyφ
− εB
 ∂u∂x
∂u
∂y
+O(2).
(2.22)
This gives
 η[x]
η[y]
 =
 Dxϕ
Dyϕ
−
 Dxξ Dxφ
Dyξ Dyτ

 ∂u∂x
∂u
∂y
 . (2.23)
Finally, from (2.23) we can write η[x] and η[y] with respect to ξ, τ and φ as
η[x] = Dxφ− (uxDxξ + uyDxτ). (2.24)
Therefore
η[x] = φx + (φu − ξx)ux − τxuy − ξuu2x − τuuxuy. (2.25)
In the same way
η[y] = φy − ξyux + (φu − τy)uy − ξuuxuy − τuu2y. (2.26)
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Therefore we can write the first prolongation as
X [1] = X + η[x]
∂
∂ux
+ η[y]
∂
∂uy
,
with η[x] and η[y] given by (2.25) and (2.26) respectively.
2.1.2 Second prolongation of infinitesimal generator X
Consider the first prolongation of the operator X
X [1] = X + η[x]
∂
∂ux
+ η[y]
∂
∂uy
.
Next we look for the prolongation of the all second order partial derivative of u with respect
to x and y that is η[xx], η[xy], η[yy] such that
u∗x∗x∗ = uxx + η
[xx](x, y, u, ux, uy, uxx, uxy, uyy) +O(
2), (2.27)
u∗x∗y∗ = uxy + η
[xy](x, y, u, ux, uy, uxx, uxy, uyy) +O(
2), (2.28)
u∗y∗y∗ = uyy + εη
[yy](x, y, u, ux, uy, uxx, uxy, uyy) +O(
2). (2.29)
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From (2.8), we have
du∗x∗ = dux + dη
[x] +O(2) (2.30)
= ∂ux∂x dx+
∂ux
∂y dy + (
∂η[x]
∂x dx+
∂η[x]
∂y dy +
∂η[x]
∂u du+
∂η[x]
∂ux
dux +
∂η[x]
∂uy
duy) +O(ε
2)
= (∂ux∂x + (
∂η[x]
∂x +
∂η[x]
∂u
∂u
∂x +
∂η[x]
∂ux
∂ux
∂x +
∂η[x]
∂uy
∂uy
∂x ))dx+ (
∂ux
∂y + (
∂η[x]
∂y +
∂η[x]
∂u
∂u
∂y +
∂η[x]
∂ux
∂ux
∂y +
∂η[x]
∂uy
∂uy
∂y ))dy+O(
2),
which gives
du∗x∗ = (
∂ux
∂x
+ Dxη
[x])dx+ (∂ux
∂y
+ Dyη
[x])dy +O(2).
Putting equations (2.10) and (2.11) in
du∗x∗ =
∂u∗
x∗
∂x∗ dx
∗ + ∂u
∗
x∗
∂y∗ dy
∗,
we have
du∗x∗ = u
∗
x∗x∗([1 + Dxξ]dx+ [Dyξ]dy) + u
∗
x∗y∗([Dxτ ]dx+ [1 + εDyτ ]dy) +O(
2).
Using (2.25) and the fact that dx and dy are independent, we have
∂ux
∂x
+ εDxη
[x] = u∗x∗x∗(1 + Dxξ) + u
∗
x∗y∗(Dxτ)
∂ux
∂y
+ εDyη
[x] = u∗x∗x∗(Dyξ) + u
∗
x∗y∗(1 + Dyτ).
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The matrix form of this is given by
 uxx + Dxη[x]
uxy + Dyη
[x]
 =
 1 + Dxξ Dxτ
Dyξ 1 + Dyτ

 u∗x∗x∗
u∗x∗y∗
+O(2).
This implies  uxx + Dxη[x]
uxy + Dyη
[x]
 = A
 u∗x∗x∗
u∗x∗y∗
+O(2),
or equivalently as
 uxx + Dxη[x]
uxy + Dyη
[x]
 = (I + B)
 u∗x∗x∗
u∗x∗y∗
+O(2)
with B and A as defined in the previous sub-section. Therefore
 u∗x∗x∗
u∗x∗y∗
 = (I + εB)−1
 uxx + Dxη[x]
uxy + Dyη
[x]
+O(2),
 u∗x∗x∗
u∗x∗y∗
 = (I − B)
 uxx + Dxη[x]
uxy + Dyη
[x]
+O(2)
which implies
 u∗x∗x∗
u∗x∗y∗
 =
 uxx
uxy
+ ε

 Dxη[x]
Dyη
[x]
−B
 uxx
uxy

+O(2).
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Finally, using [(2.27),(2.28) and (2.29)], we have
 η[xx]
η[xy]
 =
 Dxη[x]
Dyη
[x]
−B
 uxx
uxy
 (2.31)
with
B =
 Dxξ Dxτ
Dyξ Dyτ
 , (2.32)
η[xx] = Dxη
[x] − uxxDxξ − uxyDxτ. (2.33)
Therefore
η[xx] = Dxη
[x] − uxx(ξx + uxξu)− uxy(τx + uxτu). (2.34)
From (2.25), we have
η[x] = φx + (φu − ξx)ux − τxuy − ξuu2x − τuuxuy.
Therefore
Dxη
[x] = ( ∂
∂x
+ ux
∂
∂u
+ uxx
∂
∂ux
+ uxy
∂
∂uy
)η[x]. (2.35)
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Substituting η[x] in (2.35), we have
Dxη
[x] = φxx + (2φux− ξxx)ux− τxxuy + (φuu− 2ξux)u2x− 2τuxuxuy − ξuuu3x− τuuu2xuy + (φu−
ξx)uxx − τxuxy − 2ξuuxxux − τuuxxuy − τuuxyux.
Finally
η[xx] = φxx + (2φux − ξxx)ux − τxxuy + (φuu − 2ξux)u2x − 2τuxuxuy − ξuuu3x − τuuu2xuy + (φu −
2ξx)uxx − 2τxuxy − 3ξuuxxux − τuuxxuy − 2τuuxyux.
Similarly we can find η[xy] as follow:
Dyη
[x] = ( ∂
∂y
+ uy
∂
∂u
+ uxy
∂
∂ux
+ uyy
∂
∂uy
)η[x] (2.36)
Substituting η[x] in (2.36), we have
Dyη
[x] = φxy + (2φuy− ξxy)ux− τxyyuy + (φuu− 2ξux)u2x− 2τuxuxuy− ξuuu3x− τuuu2xuy + (φu−
ξx)uxx − τxuxy − 2ξuuxxux − τuuxxuy − τuuxyux.
Finally
η[xy] = φxx + (2φux − ξxx)ux − τxxuy + (φuu − 2ξux)u2x − 2τuxuxuy − ξuuu3x − τuuu2xuy + (φu −
2ξx)uxx − 2τxuxy − 3ξuuxxux − τuuxxuy − 2τuuxyux.
To obtain η[yy] we follow same procedure.
du∗y∗ = duy + dη
[y] +O(2), (2.37)
du∗y∗ =
∂uy
∂x
dx+ ∂uy
∂y
dy + (∂η
[y]
∂x
dx+ ∂η
[y]
∂y
dy + ∂η
[y]
∂u
du+ ∂η
[y]
∂ux
dux +
∂η[y]
∂uy
duy) +O(
2). (2.38)
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Therefore
du∗y∗ = (
∂uy
∂x
+ (∂η
[y]
∂x
+ ∂η
[y]
∂u
∂u
∂x
+ ∂η
[y]
∂ux
∂ux
∂x
+ ∂η
[y]
∂uy
∂uy
∂x
))dx+ (∂uy
∂y
+ (∂η
[y]
∂y
+ ∂η
[y]
∂u
∂u
∂y
+ ∂η
[y]
∂ux
∂ux
∂y
+ ∂η
[y]
∂uy
∂uy
∂y
))dy +O(2)
(2.39)
which implies
du∗y∗ = (
∂uy
∂x
+ Dxη
[y])dx+ (∂uy
∂y
+ Dyη
[y])dy +O(ε2). (2.40)
Using equations (2.10) and (2.11) in
du∗y∗ =
∂u∗
y∗
∂x∗ dx
∗ +
∂u∗
y∗
∂y∗ dy
∗, (2.41)
gives
du∗y∗ = u
∗
x∗y∗((1 + Dxξ)dx+ (Dyξ)dy) + u
∗
y∗y∗((Dxτ)dx+ (1 + Dyτ)dy) +O(
2). (2.42)
Using (2.25) and the fact that dx and dy are independent, we have
∂uy
∂x
+ εDxη
[y] = u∗x∗y∗(1 + Dxξ) + u
∗
y∗y∗(Dxτ), (2.43)
∂uy
∂y
+ εDyη
[y] = u∗x∗y∗(Dyξ) + u
∗
y∗y∗(1 + Dyτ). (2.44)
26
Next we express the above in a matrix form
 uxy + εDxη[y]
uyy + εDyη
[y]
 =
 1 + εDxξ εDxτ
εDyξ 1 + εDyτ

 u∗x∗y∗
u∗y∗y∗
+O(ε2),
 uxy + Dxη[y]
uyy + Dyη
[y]
 = A
 u∗x∗y∗
u∗y∗y∗
+O(2) = (I + B)
 u∗x∗y∗
u∗y∗y∗
+O(2),
 u∗x∗y∗
u∗y∗y∗
 = (I + B)−1
 uxy + Dxη[y]
uyy + Dyη
[y]
+O(2),
 u∗x∗y∗
u∗y∗y∗
 = (I − B)
 uxy + Dxη[y]
uyy + Dyη
[y]
+O(2),
 u∗x∗y∗
u∗y∗y∗
 =
 uxy
uyy
+ ε

 Dxη[y]
Dyη
[y]
−B
 uxy
uyy

+O(ε2).
Using (2.27), (2.28) and (2.29), we have
 η[xy]
η[yy]
 =
 Dxη[y]
Dyη
[y]
−B
 uxy
uyy
 , (2.45)
with B given by
B =
 Dxξ Dxτ
Dyξ Dyτ
 .
27
This implies that
η[yy] = Dyη
[y] − uxyDyξ − uyyDyτ, (2.46)
η[yy] = Dyη
[y] − uxy(ξy + uyξu)− uyy(τy + uyτu). (2.47)
But from equation (2.21), we have
η[y] = ϕy − ξyux + (ϕu − τy)uy − ξuuxuy − τuu2y (2.48)
which implies
Dyη
[y] = ( ∂
∂y
+ uy
∂
∂u
+ uxy
∂
∂ux
+ uyy
∂
∂uy
)η[y]. (2.49)
Substituting (2.26) in (2.49) we have
Dyη
[y] = φyy− ξyyux + (2φuy− τyy)uy−2ξuyuxuy + (φuu−2τuy)u2y− ξuuuxu2y− τuuu3y− ξyuxy +
(φu − τy)uyy − ξuuyyux − 2τuuyyuy − ξuuxyuy.
Finally,
η[yy] = φyy− ξyyux + (2φuy− τyy)uy− 2ξuyuxuy + (φuu− 2τuy)u2y− ξuuuxu2y− τuuu3y− 2ξyuxy +
(φu − 2τy)uyy − ξuuyyux − 3τuuyyuy − 2ξuuxyuy.
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2.2 Procedure of finding symmetries of Partial differ-
ential equations
Given a 2nd PDE
F (x, y, u, ux, uy, uxx, uxy, uxy) = 0, (2.50)
with the symmetry
x∗ = f(x, y, u; ), y∗ = g(x, y, u; ), u∗ = h(x, y, u; ).
Treating the equation (2.50) as an algebraic equation in x, y, u, ux, uy, uxx, uxy, uxy and con-
sidering the symmetry in operator form
X = ξ
∂
∂x
+ τ
∂
∂y
+ φ
∂
∂u
, (2.51)
one arrives at the invariance criterion for the symmetries of (2.50).
Definition 2.2 Consider the PDE (2.50), the operator (2.51) is a symmetry of (2.50) if
X [n]F |F=0 = 0. (2.52)
Equation (2.52) is called invariance criterion for symmetries of PDE (2.50) and is the basis
for computing the symmetries of PDE (2.27)
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The invariance criterion generally leads us to an over determined system of linear Partial
differential equations in ξ(x, y, u), τ(x, y, u) and φ(x, y, u). This system is often known as
a system of determining equations and its solution is the set of all possible infinitesimals
ξ(x, y, u), τ(x, y, u) and φ(x, y, u) that satisfy the invariance condition.
2.2.1 Steps for finding symmetries of PDEs of the form (2.50)
Utilizing the invariance criterion, the symmetries can be found through the following steps.
1. Consider a symmetry generator X of the form (2.52).
2. Find the 2nd prolongation X [2].
3. Apply the prolongation found in step (1) to a given PDE (2.50), and substitute the
constraint to obtain X [2]F |F=0 = 0.
4. Compare the coefficients of the derivative of u from step (3) to find the determining
equations.
5. Simplify and solve the determining equations to get the corresponding symmetries i.e
ξ(x, y, u), τ(x, y, u) and φ(x, y, u).
As an example, we will go through steps (1− 4) to find the determining equation of Poisson
equation on surfaces of revolution.
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2.2.2 Determining equations of Poisson equation on surfaces of
revolution
In this section we present the system of determining equations which will be used to complete
group classification of Poisson equation on surfaces of revolution in the subsequent chapters.
Consider the Poisson equation
f ′(x)ux + uxx + e−2f(x)uyy = g(u),
on surfaces of revolution. The infinitesimal symmetry transformations have the form
x∗ = x+ ξ(x, y) +O(),
y∗ = y + τ(x, y) +O(),
u∗ = u+ φ(x, y) +O().
The corresponding generator of the symmetry algebra is of the form
X = ξ(x, y, u)
∂
∂x
+ τ(x, y, u)
∂
∂y
+ φ(x, y, u)
∂
∂u
.
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We need up to the second prolongation containing information on how and x, ux, uxx and
uyy are transformed and this is given by
X [2] = ξ
∂
∂x
+ η[x]
∂
∂ux
+ η[xx]
∂
∂uxx
+ η[yy]
∂
∂uyy
.
Let
F (x, y, u, ux, uxx, uyy) = f
′(x)ux + uxx + e−2f(x)uyy − g(u).
Applying invariance criteria we have
X [2](f ′(x)ux + uxx + ef(x)uyy − g(u))|uxx=g(u)−ef(x)uyy−f ′(x)ux = 0. (2.53)
This implies that
ξfxxux − 2ξfxe−2fuyy − φgugu + η[x]fx + η[xx] + η[yy]e−2f = 0. (2.54)
From the previous section, we obtained
η[yy] = φyy− ξyyux + (2φuy− τyy)uy− 2ξuyuxuy + (φuu− 2τuy)u2y− ξuuuxu2y− τuuu3y− 2ξyuxy +
(φu − 2τy)uyy − ξuuyyux − 3τuuyyuy − 2ξuuxyuy
η[x] = φx + (φu − ξx)ux − τxuy − ξuu2x − τuuxuy and
η[xx] = φxx + (2φux − ξxx)ux − τxxuy + (φuu − 2ξux)u2x − 2τuxuxuy − ξuuu3x − τuuu2xuy + (φu −
2ξx)uxx − 2τxuxy − 3ξuuxxux − τuuxxuy − 2τuuxyux.
Substituting above into (2.54), we have
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ξfxxux − 2ξfxe−2fuyy − φgu + (φx + (φu − ξx)ux − τxuy − ξuu2x − τuuxuy)fx + φxx + (2φux −
ξxx)ux − τxxuy + (φuu − 2ξux)u2x − 2τuxuxuy − ξuuu3x − τuuu2xuy + (φu − 2ξx)uxx − 2τxuxy −
3ξuuxxux− τuuxxuy − 2τuuxyux + (φyy − ξyyux + (2φuy − τyy)uy − 2ξuyuxuy + (φuu− 2τuy)u2y −
ξuuuxu
2
y − τuuu3y − 2ξyuxy + (φu − 2τy)uyy − ξuuyyux − 3τuuyyuy − 2ξuuxyuy)e−2f = 0.
Substituting the constraint i.e uxx = −e−2fuyy − fxux + g(u), we have
ξfxxux−2ξfxe−2fuyy−φgu+(φx+(φu−ξx)ux−τxuy−ξuu2x−τuuxuy)fx+φxx+(2φux−ξxx)ux−
τxxuy + (φuu− 2ξux)u2x− 2τuxuxuy− ξuuu3x− τuuu2xuy + (φu− 2ξx)(−e−2fuyy − fxux + g(u))−
2τxuxy−3ξu(−e−2fuyy − fxux + g(u))ux−τu(−e−2fuyy − fxux + g(u))uy−2τuuxyux+(φyy−
ξyyux+(2φuy−τyy)uy−2ξuyuxuy+(φuu−2τuy)u2y−ξuuuxu2y−τuuu3y−2ξyuxy+(φu−2τy)uyy−
ξuuyyux − 3τuuyyuy − 2ξuuxyuy)e−2f = 0.
Comparing the coefficient of the derivative of u, we have
u0: φxfx + φxx + e
−2f(x)φyy + g(u)(φu − 2ξx)− guφ = 0
ux: ξfxx + 2φux − ξxx + ξxfx − e−2f(x)ξyy − 3gξu = 0
uy: e
−2f(x)τyy + τxx + fxτx − 2φuy − gτu = 0
u2x: −2ξufx + (φuu − 2ξxu + 3ξufx) = 0
u2y: (φuu − 2τyu)e−2f(x) = 0
uxy: −2e−2f(x)ξy − 2τx = 0
uxuy: −2τux − 2ξuye−2f(x) = 0
u3x: ξuu
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u3y: τuu = 0
uyy: −2ξfxe−2f(x) − e−2f(x)(φu − 2ξx) + e−2f(x)(φu − 2τy) = 0
u2xuy: τuu = 0
uxu
2
y: ξuu = 0
uxuyy: −3e−f(x)ξu + 2e−2f(x)ξu
uyuyy: −3e−f(x)τu + 2e−2f(x)τu = 0
uyuxy: −2e−2f(x)ξu = 0
uxuyx: −2τu = 0
Assuming a lexicographic ordering φ > τ > ξ > f > g and x > y > u, we have the
following eight (8) determining equations:
e1: ξu = 0
e2: τu = 0
e3: −ξfx + ξx − τy = 0
e4: e−2f(x)ξy + τx = 0
e5: φuu = 0
e6: e−2f(x)τyy + τxx + fxτx − 2φuy = 0
e7: ξfxx + 2φux − ξxx + ξxfx − e−2f(x)ξyy = 0
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e8: φxfx + φxx + e
−2f(x)φyy + g(u)(φu − 2ξx)− guφ = 0
We are going to use these determining equations directly in the following chapter to
find the minimal symmetry algebra and to investigate the group classification problem for
Poisson equation on surfaces of revolution.
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CHAPTER 3
MINIMAL SYMMETRY
ALGEBRAS OF THE POISSON
EQUATION ON SURFACES OF
REVOLUTION
The aim of this chapter is to determine the minimal symmetry algebras of the Poisson
equation on surfaces of revolution. The calculations are based on a triangulation of the
determining equations for the symmetries of the general Poisson equation on surfaces of
revolution. Precisely the following result is obtained:
Theorem 3.1 Let M2 be a surface of revolution with parametrization
X(x, y) = (v(x), ef(x) cos(y), ef(x) sin(y)),
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The minimal symmetry algebra L of the non-linear Poisson equation
f ′(x)ux + uxx + e−2f(x)uyy = g(u)
on M2, for all non-linear g(u), consists of the following classes:
(i) If M2 is a surfaces of non-constant curvature, then L is 1-dimensional and is generated
by X1 =
∂
∂y
.
(ii) For surfaces M2 with constant curvature, L is 3-dimensional generated by L =
〈X1, X2, X3〉.
(a) Assume M is a flat surface
• if f(x) = ln |c1| i.e M2 is a cylinder, then
X1 = y
∂
∂x
− x
c21
∂
∂y
, X2 =
∂
∂x
, X3 =
∂
∂y
• if f(x) = ln |x+ c1| i.e M2 is a plane, then
X1 = sin(y)
∂
∂x
+
cos(y)
(c2 + x)
∂
∂y
, X2 = cos(y)
∂
∂x
− sin(y)
(c2 + x)
∂
∂y
, X3 =
∂
∂y
• if f(x) = ln |l(x+ c2)| i.e M2 is a cone, then
X1 = sin(ly)
∂
∂x
+
cos(ly)
l(x+ d)
∂
∂y
, X2 = cos(ly)
∂
∂x
− sin(ly)
l(d+ x)
∂
∂y
, X3 =
∂
∂y
.
37
(b) If M2 is a surfaces of constant positive curvature with f(x) = ln |a cos(bx)| i.e a
sphere (ab = 1), or a surface of spindle type ab < 1 or a surface of bulge type
(ab > 1) then
X1 = sin(aby)
∂
∂x
− tan(bx) cos(aby) ∂
∂y
,
X2 = cos(aby)
∂
∂x
+ tan(bx) sin(aby)
∂
∂y
,
X3 =
∂
∂y
.
(c) If M2 is a surface of constant negative curvature
• if f(x) = bx+ c i.e M2 is a pseudosphere, then
X1 = y
∂
∂x
+
1
2b
(
e−2(bx+c)
b
− b2y2
)
∂
∂y
, X2 =
∂
∂x
− by ∂
∂y
, X3 =
∂
∂y
• if f(x) = ln |b cosh(rx)| i.e M2 is a hyperbolic, then
X1 = e
rby ∂
∂x
− tanh(rx)erby ∂
∂y
X2 = e
−rby ∂
∂x
+ tanh(rx)e−rby
∂
∂y
X3 =
∂
∂y
• if f(x) = ln |b sinh(rx)| i.e M2 is of conic type, then
X1 = sin(rby)
∂
∂x
+ cos(rby)arctanh(rx)
∂
∂y
,
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X2 = cos(rby)
∂
∂x
− sin(rby)arctanh(rx) ∂
∂y
,
X3 =
∂
∂y
.
The proof of the theorem 3.1 is contained in section 3.1. In section 3.2, we further analyze the
determining equations and list forms of g(u) for which the Poisson equation (3.1) may admit
larger symmetry algebras. These forms will be investigated in chapter 4 and 5 to completely
answer the group classification question for Poisson equation on surfaces of revolution.
3.1 Minimal symmetry algebras
Recall from chapter 1 that Poisson equation ∆u = g(u) on any surface of revolution with
parametrization X(x, y) = (v(x), ef(x) cos(y), ef(x) sin(y)), can be written as
f ′(x)ux + uxx + e−2f(x)uyy = g(u). (3.1)
In order to obtain the symmetries of Poisson equation (3.1), we take generator of the sym-
metry algebras of the form
X = ξ(x, y, u)
∂
∂x
+ τ(x, y, u)
∂
∂y
+ φ(x, y, u)
∂
∂u
.
If X [2] represents the second prolongation of X, then as derived in section 2.2.2 the invariance
condition
X [2](f ′(x)ux + uxx + ef(x)uyy − g(u))|uxx=g(u)−ef(x)uyy−f ′(x)ux = 0,
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generates the following system of eight determining equations:
e1: ξu = 0
e2: τu = 0
e3: −ξfx + ξx − τy = 0
e4: e−2f(x)ξy + τx = 0
e5: φuu = 0
e6: e−2f(x)τyy + τxx + fxτx − 2φuy = 0
e7: ξfxx + 2φux − ξxx + ξxfx − e−2f(x)ξyy = 0
e8: φxfx + φxx + e
−2f(x)φyy + g(u)(φu − 2ξx)− guφ = 0
Next we carry out a triangulation of the determining equation to obtain the minimal
symmetry algebras. For systematic triangulation, we assume a lexicographic ordering as
φ > τ > ξ > f > g.
Using (e4)y + (e3)x, we have
e9: −ξfxx + ξxx − ξxfx + e−2f(x)ξyy = 0.
Putting e9 in e7, we have
e10: φux = 0
By (e4)x − e−2f(x)(e3)y we have
e11: e−2f(x)τyy + τxx − e−2f(x)fxξy = 0.
Substituting in e6 and using e4, gives
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e12 : φuy = 0.
Differentiating e8 with respect to u, we have
e13 : 2guξx + guuφ = 0.
Differentiating e13 by u again, we have
e14 : 2guuξx + guuφu + guuuφ = 0.
Differentiating e14 with respect to u, gives
e15 : 2guuuξx + 2guuuφu + guuuuφ = 0.
Using e15 and e14 to eliminate φu, we have
e16 : (guuguuuu − 2g2uuu)φ− 2guuguuuξx = 0.
Using e13 and e16 to eliminate φ, we haves
e17 : (guguuguuuu − 2g2uuugu + g2uuguuu)ξx = 0.
Differentiate e13 with respect to x, gives
e18 : 2guξxx + guuφx = 0.
Differentiate e18 with respect to u, gives
e19 : 2guuξxx + guuuφx = 0.
Using e18 and e19 to eliminate φx, we have
e20 : (g
2
uu − guguuu)ξxx = 0.
To find the minimal symmetry algebra with no condition on g(u), we see that e17
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implies
ξx = 0,
and from e13
φ = 0.
Rewriting the determining equations, using ξx = 0 and φ = 0, we have
ee1: ξu = 0
ee2: τu = 0
ee3: ξfx + τy = 0
ee4: e−2f(x)ξy + τx = 0
ee5: 0 = 0
ee6: e−2f(x)τyy + τxx + fxτx = 0
ee7: ξfxx − e−2f(x)ξyy = 0
ee8: 0 = 0
Next, we analyze these equations to find minimal symmetry algebras that exist for all
g(u). Differentiate (ee7) with respect to x and again using ee7 to eliminate ξyy, we have
(fxxx + 2fxfxx)ξ = 0. (3.2)
Next we determine minimal symmetry algebras according to different possibilities of f(x).
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Case 1: Surfaces X(x, y) = (v(x), ef(x) cos(y), ef(x) sin(y)) with fxxx + 2fxfxx 6= 0
Since the Gaussian curvature of surfaces with unit speed parameterize by
X(x, y) = (v(x), ef(x) cos(y), ef(x) sin(y))
is defined by
k = −(fxx + f 2x).
The class of surfaces with fxxx + 2fxfxx 6= 0, corresponds to surfaces of revolution with
non-constant curvature. If (fxxx + 2fxfxx) 6= 0, implies by (3.2)
ξ = 0. (3.3)
Now solving the determining equations with ξ = 0, φ = 0 gives the minimal algebra for
Poisson equation on surfaces of revolution with non-constant curvature as
ξ = 0, τ = k1, φ = 0.
Case 2: Surfaces X(x, y) = (v(x), ef(x) cos(y), ef(x) sin(y)) with fxxx + 2fxfxx = 0
This class consists of surfaces of revolution of constant curvature, where
fxxx + 2fxfxx = 0, (3.4)
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implies that
fxx + f
2
x = k. (3.5)
For further analysis, we treat the sub-cases k 6= 0 and k = 0 separately.
case 2.1: k 6= 0
We determine the unit speed surface of revolution with parametrization
X(x, y) = (v(x), ef(x) cos(y), ef(x) sin(y))
, satisfying
fxx + f
2
x = k 6= 0 (3.6)
i.e the surfaces of revolution of non-zero constant curvature, along with the corresponding
minimal symmetry algebra of the Poisson equation on these surfaces.
We begin by obtaining the forms of ξ and τ for surfaces with f(x) satisfying equation
(3.4), these forms will be utilized later to determine the minimal symmetry algebras for
specific cases.
Equation (3.4) leads to the identity
d(e2f(x)fxx)
dx
= e2f(x)(fxxx + 2fxfxx) = 0. (3.7)
44
This implies that e2f(x)fxx is constant, say e
2f(x)fxx = c with c ∈ R. This will gives three
possibilities; fxx < 0, fxx = 0 and fxx > 0.
Furthermore, from ee7 we have
ξyy − e2ffxxξ = 0 or ξyy − cξ = 0. (3.8)
The solutions of equation (3.8) for different possibilities are as follows.
• For fxx < 0, we have e2f(x)fxx = −n2
ξ(y) = k1sin(ny) + k2cos(ny). (3.9)
• For fxx = 0, we have e2f(x)fxx = 0
ξ(y) = k1y + k2. (3.10)
• For fxx > 0, implies e2f(x)fxx = n2
ξ(y) = k1e
ny + k2e
−ny. (3.11)
Once ξ is know, τ can be found by using e4. From e4, we have
τ(x, y) + ξy
∫
e−2f(x)dx = r(y). (3.12)
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Putting (3.12) in e3, gives
ry = ξyy
(∫
e−2f(x)dx
)
− ξfx,
which implies
r(y) =
∫ (
ξyy
∫
e−2f(x)dx− fxξ
)
dy + γ. (3.13)
Substituting (3.13) in (3.12), gives
τ(x, y) =
∫ (
ξyy
∫
e−2f(x)dx− fxξ
)
dy − ξy
∫
e−2f(x)dx+ γ. (3.14)
Next we analyze different solutions of equation (3.6) and then determine the corresponding
surfaces X(x, y) = (v(x), ef(x) cos(y), ef(x) sin(y)), as well as minimal symmetry algebras of
Poisson equation on these surfaces using (3.9), (3.10), (3.11) and (3.14). Recall that for all
case we have φ = 0.
Case 2.1.1: f(x) is linear i.e fxx = 0 and fx 6= 0. This gives f(x) = m−1x + c for
some constant m and c with 0 < |m| < ∞. Without loss of generality, let c = ln |m|
then w(x) = |m|ex/m since (v′(x))2 + (w′(x))2 = 1, implies v(x) = ∫ x
0
√
1− e 2tmdt; with
−∞ < x < 0 if m > 0 and 0 6 x <∞ if m < 0.
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Assume |m| = a then, the curve α(x) takes the form
α(x) =

(
∫ x
0
√
1− e 2ta dt, aex/a) if −∞ < x < 0
(
∫ x
0
√
1− e−2ta dt, ae−x/a) if 0 ≤ x <∞.
(3.15)
This correspond to unit speed parametrization of tractrix and its corresponding surface of
revolution is a pseudosphere or tractoid as in [39] with regular parametrization,
X(x, y) =

(
∫ x
0
√
1− e 2ta dt, aex/a cos(y), aex/a sin(y)) if −∞ < x < 0, 0 ≤ y < 2pi
(
∫ x
0
√
1− e−2ta dt, ae−x/a cos(y), ae−x/a sin(y)) if 0 ≤ x <∞, 0 ≤ y < 2pi.
(3.16)
The Gaussian curvature of pseudosphere in this case is negative K = −a−2 with fxx = 0.
For m−1 = b, i.e for pseudosphere f(x) = bx+ c, we obtain from (3.10) and (3.14)
ξ = k1y + k2
,
τ =
k1
2b
e−2(bx+c) − by
2
(k1y + 2k2) + k3
. Since φ = 0, the minimal symmetry algebra is 3-dimensional and is generated by
X1 = y
∂
∂x
+
1
2b
(
e−2(bx+c)
b
− b2y2
)
∂
∂y
, X2 =
∂
∂x
− by ∂
∂y
, X3 =
∂
∂y
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with corresponding commutator table given by
[Xi, Xj] X1 X2 X3
X1 0 bX1 −X2
X2 −bX1 0 bX3
X3 X2 −bX3 0
Table 3.1: Commutator table of minimal symmetries of Poisson equation on pseudosphere
Figure 3.1: Below is the illustration of pseudosphere with a = 4 and −8 ≤ x ≤ 8
Case 2.1.2: fxx + f
2
x = k 6= 0 with fxx 6= 0. Substituting fx = F (x) in (3.5), we have
F 2 + Fx = k. (3.17)
Now let us look for possible cases resulting from different non-zero values of k.
Case 2.1.2.1: fxx + f
2
x = k 6= 0 with fxx 6= 0 and k < 0. Let k = −n2 with n 6= 0, therefore
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from (3.17), we have
F 2 + Fx = −n2, (3.18)
F = fx = −n tan(nx+ nc). (3.19)
Therefore from (3.19), we have
f(x) = ln |b cos(nx+ nc)|. (3.20)
Without loss of generality, we assume c = 0 and n = a−1, the unit speed curve α is given by
α(x) =
(∫ x
a
0
√
a2 − b2sin2 tdt, |b cos(a−1x)|
)
, (3.21)
with x having the following ranges:
If b = a then −1
2
pia < x < 1
2
pia.
If b < a then −1
2
pia < x < 1
2
pia.
If b > a then −a arcsin a
b
< x < a arcsin a
b
.
This generate the class of surfaces of revolution S(a, b) with patch
X(x, y) =
(∫ x
a
0
√
a2 − b2sin2 tdt, b cos(a−1x) cos(y), b cos(a−1x) sin(y)
)
, 0 ≤ y < 2pi,
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having a constant positive Gaussian curvature K = a−2 with fxx < 0. Depending on the
values of a and b this class S(a, b) consists of following type of surfaces [39].
• S(a, a) is an ordinary sphere with radius a.
• If 0 < a < b, S(a, b) is a surface of revolution like a barrel sharp vertices and does not
meet axis of revolution (Bulge type).
• If 0 < b < a, S(a, b) is a surface of revolution like a rugby ball with sharp vertices on
its axis of revolution (Spindle type).
For f(x) = ln |a cos(bx)|, we have fxx = −b2 sec2(bx) < 0. Hence from (3.9) and (3.14), we
obtain
ξ(y) = k1 sin(aby) + k2 cos(aby),
τ(x, y) = − tan(bx) cos(aby)k1 + tan(bx) sin(aby)k2 + k3.
Since φ = 0, the minimal symmetry algebra for this class is 3-dimensional and is generated
by
X1 = sin(aby)
∂
∂x
− tan(bx) cos(aby) ∂
∂y
,
X2 = cos(aby)
∂
∂x
+ tan(bx) sin(aby)
∂
∂y
,
X3 =
∂
∂y
with corresponding commutator table given by
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[Xi, Xj] X1 X2 X3
X1 0
b
a
X3 −abX2
X2
−b
a
X3 0 abX1
X3 abX2 −abX1 0
Table 3.2: Commutator table of minimal symmetries of Poisson equation on class of surfaces
S(a,b)
Figure 3.2: Illustration of S(a, b) with a = b = 1, a = 1.5 and b = 1, a = 1 and b = 1.5
respectively
Case 2.1.2.2: fxx + f
2
x = k 6= 0 fxx 6= 0 and k > 0. Let k = r2 with r 6= 0. From (3.17), we
have
F 2 + Fx = r
2. (3.22)
Integrating (3.22), gives
ln
F + rF − r
 = 2r(x+ p). (3.23)
We know from (3.23) either fxx > 0 or fxx < 0. Therefore from (3.22) we have the following
two cases
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Case 2.1.2.2.1: fxx + f
2
x = k 6= 0 with fxx 6= 0, k > 0 and fxx > 0. Therefore we have
Fx > 0 and from (3.22) F
2−r2 < 0, or equivalently (F +r)(F−r) < 0. This implies F+r
F−r < 0
and hence from (3.23)
ln
(
F + r
r − F
)
= 2r(x+ p), (3.24)
F = fx =
r(e2r(x+p) − 1)
e2r(x+p) + 1
=
r sinh(r(x+ p))
cosh(r(x+ p))
, (3.25)
which implies f(x) = ln(b.cosh(r(x+ p))) with b > 0. Without loss of generality, let us
assume p = 0 and r = a−1 (a > 0) . The unit speed curve α take the form
α(x) = (
∫ x
a
0
√
a2 − b2sinh2 tdt, b cosh(a−1x)) − a arcsinha
b
< x ≤ a arcsinha
b
.
This generates the surface of revolution with regular parametrization
X(x, y) =
(∫ x
a
0
√
a2 − b2sinh2 tdt, b cosh(a−1x) cos(y), b cosh(a−1x) sin(y)
)
0 ≤ y < 2pi.
These surfaces are of hyperboloid type[39] and have constant negative Gaussian curvature
K = −a−2 with fxx > 0.
For f(x) = ln(b cosh(rx)), we have fxx = r
2sech2(rx) > 0. Hence from (3.11) and (3.14),
we obtain
ξ(x) = k1e
rby + k2e
−rby,
τ(x, y) = −erby tanh(rx)k1 + erby tanh(rx)k2 + k3.
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Since φ = 0, the minimal symmetry algebra for Poisson equation on surfaces of revolution
of hyperboloid type with f(x) = ln b cosh(rx) is 3-dimensional and is generated by
X1 = e
rby ∂
∂x
− tanh(rx)erby ∂
∂y
,
X2 = e
−rby ∂
∂x
+ tanh(rx)e−rby
∂
∂y
,
X3 =
∂
∂y
with corresponding commutator table given by
[Xi, Xj] X1 X2 X3
X1 0
2r
b
X3 −rbX1
X2
−2r
b
X3 0 rbX2
X3 rbX1 −rbX2 0
Table 3.3: Commutator table of minimal symmetries of hyperboloid type
Figure 3.3: Illustration of a surface of revolution of hyperboloid type with a = 6 and b = 3
Case 2.1.2.2.2: fxx + f
2
x = k 6= 0 fxx 6= 0, k > 0 and fxx < 0. Therefore we have Fx < 0
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and from (3.22) F 2 − r2 > 0, or (F + r)(F − r) > 0. This implies F+r
F−r > 0 and hence from
(3.23)
ln
(
F + r
F − r
)
= 2r(x+ p), (3.26)
F = fx =
r(e2r(x+p) + 1)
e2r(x+p) − 1 =
r cosh(r(x+ p))
sinh(r(x+ p))
, (3.27)
which implies f(x) = ln |bsinh(r(x+ p))|. Without loss of generality, let us assume p = 0
and r = a−1 (a 6= 0). Therefore the unit speed curve α take the form
α(x) = (
∫ x
a
0
√
a2 − b2cosh2 tdt, b sinh(a−1x)) 0 < x ≤ a arcsin
√
b2−a2
b
.
This generates the surfaces of revolution with regular parametrization
X(x, y) =
(∫ x
a
0
√
a2 − b2cosh2 tdt, b sinh(a−1x) cos(y), b sinh(a−1x) sin(y)
)
0 ≤ y < 2pi.
These surfaces are known as surfaces of revolution of conic type[39] and have a constant
negative Gaussian curvature K = −a−2.
For f(x) = ln(bsinh(rx)), we have fxx = −r2csch2(rx) < 0. Hence from (3.9) and (3.14),
we obtain
ξ(y) = k1 sin(rby) + k2 cos(rby),
τ(x, y) = k1arctanh(rx) cos(rby)− k2arctanh(rx) sin(rby) + k3.
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Since φ = 0, the minimal symmetry algebra of Poisson equation for this case is 3-dimensional
and is generated by
X1 = sin(rby)
∂
∂x
+ cos(rby)arctanh(rx)
∂
∂y
,
X2 = cos(rby)
∂
∂x
− sin(rby)arctanh(rx) ∂
∂y
,
X3 =
∂
∂y
with corresponding commutator table given by
[Xi, Xj] X1 X2 X3
X1 0
−r
b
X3 −rbX2
X2
r
b
X3 0 rbX1
X3 rbX2 −rbX1 0
Table 3.4: Commutator table of minimal symmetries of Poisson equation of conic type
Figure 3.4: Illustration of a surfaces of revolution of conic type with a = 4 and b = 2
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Case 2.2: k = 0 i.e surfaces with fxx + f
2
x = k = 0
The expression of the Gaussian curvature implies that these are surfaces of zero Gaussian
curvature i.e flat surface of revolution. It is well-known that a flat surface of revolution is
either cylinder or plane or cone. Solving fxx + f
2
x = 0, we have
f(x) = ln |c1x+ c2|.
This gives all the flat surfaces of revolution, the values c1 = 0 and c1 = 1 respectively give
cylinder and plane, otherwise the generated surface of revolution is cone.
The minimal symmetry algebras of Poisson equation on flat surfaces of revolution are pro-
vided below.
• Cylinder : For f(x) = ln |c1|, we have fxx = 0. Hence from (3.10) and (3.14), we
obtain
ξ(y) = k1y + k2,
τ(x, y) = −k1x
c21
+ k3.
Since φ = 0, the minimal symmetry algebra of Poisson equation for cylinder is 3-
dimensional and is generated by
X1 = y
∂
∂x
− x
c21
∂
∂y
, X2 =
∂
∂x
, X3 =
∂
∂y
with corresponding commutator table given by
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[Xi, Xj] X1 X2 X3
X1 0
1
c21
X3 −X2
X2 − 1c21X3 0 0
X3 X2 0 0
Table 3.5: Commutator table of minimal symmetries of Poisson equation on Cylinder
• Plane : For f(x) = ln |c2 + x|, we have fxx = −(c2 + x)−2 < 0. Hence from (3.9) and
(3.14), we obtain
ξ(y) = k1 sin(y) + k2 cos(y),
τ(x, y) = k1
cos(y)
(c2 + x)
− k2 sin(y)
(c2 + x)
+ k3.
Since φ = 0, the minimal symmetry algebra of Poisson equation for plane is 3-
dimensional and is generated by
X1 = sin(y)
∂
∂x
+
cos(y)
b(c2 + x)
∂
∂y
, X2 = cos(y)
∂
∂x
− sin(y)
(c2 + x)
∂
∂y
, X3 =
∂
∂y
with corresponding commutator table given by
[Xi, Xj] X1 X2 X3
X1 0 0 −X2
X2 0 0 X1
X3 X2 −X1 0
Table 3.6: Commutator table of minimal symmetries of Poisson equation on plane
• Cone For f(x) = ln |l(x+ d)|, we have fxx = −(d + x)−2 < 0. Hence from (3.9) and
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(3.14), we obtain
ξ(y) = k1 sin(ly) + k2 cos(ly),
τ(x, y) = k1
cos(ly)
l(d+ x)
− k2 sin(ly)
l(d+ x)
+ k3.
Since φ = 0, the minimal symmetry algebra of Poisson equation for cone is 3-
dimensional and is generated by with
X1 = sin(ly)
∂
∂x
+
cos(ly)
l(x+ d)
∂
∂y
, X2 = cos(ly)
∂
∂x
− sin(ly)
l(d+ x)
∂
∂y
, X3 =
∂
∂y
with corresponding commutator table given by
[Xi, Xj] X1 X2 X3
X1 0 0 −lX2
X2 0 0 lX1
X3 lX2 −X1 0
Table 3.7: Commutator table of minimal symmetries of Poisson equation on cone
3.2 Generation of different forms of g(u) for possible
larger symmetry algebras
To search for non-linear functions g(u) that may give larger symmetry algebra, we analyze
equation e17.
Since for any choice of g(u), ξx = 0 leads to minimal algebra, we assume ξx 6= 0 and solve
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this equation
(guguuguuuu − 2g2uuugu + g2uuguuu) = 0. (3.28)
For finding solution of (3.28), substitute gu = H in (3.28) to have
HHuHuuu − 2HH2uu +H2uHuu = 0. (3.29)
Therefore we have the following cases:
• If Huu = 0, then g(u) is quadratic i.e
g(u) = au2 + bu+ c. (3.30)
• If Huu 6= 0, divide (3.29) by HHuHuu, gives
Huuu
Huu
− 2Huu
Hu
+
Hu
H
= 0, (3.31)
ln
∣∣∣∣HuuHH2u
∣∣∣∣ = k. (3.32)
Integrating (3.32), we get
Huu
Hu
− cHu
H
= 0 (3.33)
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Integration (3.33), implies ln |Hu
Hd
| = k1, therefore HuHd = k2 and we have the following
cases:
– If d = 1, we get g(u) of the form
g(u) = aebu + c. (3.34)
– If d = 2 , then H is of the form H = (au+ b)−1, which implies
g(u) =
ln |au+ b|
a
+ c. (3.35)
– If d 6= 1, 2, then H is of the form H = (au+ b) 11−c which gives
g(u) = (au+ b)n + c n 6= 0, 1, 2. (3.36)
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CHAPTER 4
GROUP CLASSIFICATION OF
POISSON EQUATION ON
SURFACES OF REVOLUTION
WITH CONSTANT GAUSSIAN
CURVATURE
4.1 Introduction
The aim of this chapter is to study the complete group classification problem for the non-
linear Poisson equation on surfaces of revolution of constant curvature. Precisely, the fol-
lowing result is obtained.
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Theorem 4.1 Let M2 be a surfaces of revolution parametrized by
X(x, y) = (v(x), ef(x) cos(y), ef(x) sin(y)),
with constant curvature K, i.e f(x) satisfies
fxx + f
2
x = k = −K. (4.1)
The 3-dimensional minimal symmetry algebra of the non-linear Poisson equation
∆u = g(u)
on M2 extends in the following cases:
(i) g(u) = (au+ b)2
The algebra extends to 4-dimensional for flat surfaces of revolution.
(a) For the cylinder with f(x) = 0, the algebra is generated by
X1 = x
∂
∂x
+ y
∂
∂y
− 2au+ b
a
∂
∂u
, X2 = y
∂
∂x
− x ∂
∂y
, X3 =
∂
∂x
, X4 =
∂
∂y
.
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(b) For the plane with f(x) = ln |c2 + x|, the algebra is generated by
X1 = (x− c2) ∂
∂x
− 2au+ b
a
∂
∂u
, X2 = cos(y)
∂
∂x
+
sin(y)
x+ c2
∂
∂y
X3 = sin(y)
∂
∂x
− cos(y)
x+ c2
∂
∂y
, X4 =
∂
∂y
.
(c) For the cone with f(x) = ln |l(x+ d)|, the algebra is generated by
X1 = (x− c2) ∂
∂x
− 2au+ b
a
∂
∂u
, X2 = cos(ly)
∂
∂x
+
sin(yl)
x+ c2
∂
∂y
X3 = sin(ly)
∂
∂x
− cos(ly)
x+ c2
∂
∂y
, X4 =
∂
∂y
.
(ii) g(u) = (au+ b)n n 6= 0, 1, 2
The algebra extends to 4-dimensional for flat surfaces of revolution.
(a) For the cylinder with f(x) = 0, the algebra is generated by
X1 = x
∂
∂x
+ y
∂
∂y
− 2(au+ b)
a(n− 1)
∂
∂u
, X2 = y
∂
∂x
− x ∂
∂y
, X3 =
∂
∂x
, X4 =
∂
∂y
.
(b) For the plane with f(x) = ln |c2 + x|, the algebra is generated by
X1 = (x+ c2)
∂
∂x
− 2(au+ b)
a(n− 1)
∂
∂u
, X2 = cos(y)
∂
∂x
+
sin(y)
x+ c2
∂
∂y
X3 = sin(y)
∂
∂x
− cos(y)
x+ c2
∂
∂y
, X4 =
∂
∂y
.
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(c) For the cone with f(x) = ln |l(x+ d)|, the algebra is generated by
X1 = (x+ c2)
∂
∂x
− 2(au+ b)
a(n− 1)
∂
∂u
, X2 = cos(ly)
∂
∂x
+
sin(yl)
x+ c2
∂
∂y
X3 = sin(ly)
∂
∂x
− cos(ly)
x+ c2
∂
∂y
, X4 =
∂
∂y
.
(iii) g(u) = aebu − 2k
b
The symmetry algebra is infinite dimensional algebras generated by
X = ξ(x, y)
∂
∂x
+ τ(x, y)
∂
∂y
+ φ(x, y)
∂
∂u
.
Where τ(x, y), is a harmonic function on M2 satisfying
e−2fτyy + τxx + fxτx = 0.
The function ξ(x, y), is given by the relations
−ξfx + ξx − τy = 0,
e−2fξy + τx = 0.
And the function φ(x, y) is given by
φ =
−2ξx
b
.
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The proof of the Theorem 4.1 is provided in section 4.2. The group classification for Poisson
equation on surfaces of non-constant curvature is investigate in chapter 5.
4.2 Proof of group classification theorem
It was shown in section 3.1 that, the minimal symmetry algebra of non-linear Poisson equa-
tion on surfaces of revolution of constant curvature is 3-dimensional. This result was achieved
via an analysis of the triangulation of the determining equations of symmetries of Poisson
equation. The triangulation contained the equation
(guguuguuuu − 2g2uuugu + g2uuguuu)ξx = 0. (4.2)
which will play a key role in the analysis here. As shown in section 3.2, the only non-linear
solutions of
guguuguuuu − 2g2uuugu + g2uuguuu = 0 (4.3)
are:
•
g(u) = au2 + bu+ c, (4.4)
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•g(u) = (au+ b)n + c n 6= 0, 1, 2, (4.5)
•
g(u) =
ln |au+ b|
a
+ c, (4.6)
•
g(u) = aebu + c. (4.7)
Recall from chapter 3 that ξx = 0 leads to minimal symmetry algebra. So to look for larger
symmetry algebras, we assume ξx 6= 0 and analyze different possibilities of g(u) along with
(4.2).
4.2.1 Case 1.1 : g(u) quadratic i.e g(u) = au2 + bu+ c
Substituting gu = 2au+ b and guu = 2a in e13 and using e20 respectively gives
φ =
−ξx(2au+ b)
a
, (4.8)
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ξxx = 0. (4.9)
Differentiating (4.8) with respect to x implies φx = 0. Also differentiating (4.8) twice with
respect to y gives
φyy =
−ξxyy(2au+ b)
a
. (4.10)
We also have from (4.8)
φu = −2ξx.
From e9, we have
ξyy = e
2fξxfx + ξfxxe
2f . (4.11)
Differentiating (4.11) with respect to x and putting in (4.10), gives
φyy =
−e2f (2au+ b)
a
(
ξx(2fxx + 2f
2
x) + ξ(fxxx + 2fxfxx)
)
. (4.12)
Putting (4.12) in e8, we have
(
−(2au+ b)
a
(2fxx + 2f
2
x) +
b2
a
− 4c
)
ξx − (2au+ b)
a
(fxxx + 2fxfxx) ξ = 0. (4.13)
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Since for surfaces of constant curvature, we have fxxx+2fxfxx = 0 which implies fxx+f
2
x = k.
It follows that k = 0 gives flat surfaces of revolution and k 6= 0 leads to non-flat surfaces of
revolution of constant curvature.
Then from (4.13)
(
−(2au+ b)
a
(2k) +
b2
a
− 4c
)
ξx = 0. (4.14)
Differentiating (4.14) with respect to u, gives
(−2(2k))ξx = 0. (4.15)
Equation (4.15), implies k = 0 i.e flat surfaces of revolution. From which using (4.14), we
obtain
(
b2
a
− 4c
)
ξx = 0. (4.16)
Hence the larger algebra is possible for all flat surfaces of revolution, if b
2
a
− 4c = 0 i.e if
g(u) is a perfect square. We assume g(u) = (au+ b)2, then from e20
ξ = a1(y)x+ a2(y). (4.17)
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From φu = −2ξx and using e12, equation (4.17), becomes
ξ = k1x+ a2(y), (4.18)
and then (4.8) gives
φ =
−k1(2au+ b)
a
. (4.19)
Finally, e3 and e4 imply
τ =
∫
(−ξfx + ξx)dy +
∫
(−e−2f(x)ξy − (
∫
(−ξxfx − ξfxx)dy))dx+ γ. (4.20)
Next, we explicitly determine the larger symmetry algebra for non-linear Poisson equation
with g(u) = (au+ b)2 on cylinder, plane and cone.
(i) Consider cylinder with f(x) = 0
Using (4.18) and the value of f(x) in e7 we have
a2(y) = k2y + k3.
Therefore from (4.18), we have
ξ = k1x+ k2y + k3. (4.21)
69
Using (4.21) and f(x) in (4.20), we have
τ = k1y − k2x+ k4. (4.22)
Therefore we obtain 4-dimensional symmetry algebra generated by
X1 = x
∂
∂x
+ y
∂
∂y
− 2au+ b
a
∂
∂u
, X2 = y
∂
∂x
− x ∂
∂y
, X3 =
∂
∂x
, X4 =
∂
∂y
with corresponding commutator table given by
[X,X] X1 X2 X3 X4
X1 0 0 −X3 −X4
X2 0 0 X4 −X3
X3 X3 −X4 0 0
X4 X4 X3 0 0
Table 4.1: Commutator table of symmetry of Poisson equation on cylinder
(ii) Consider plane with f(x) = ln|c2 + x|
Using (4.18) and the value of f(x) in e7 we have
a
′′
2(y) + a2(y) = k1c2. (4.23)
The solution of (4.23) is
a2(y) = k2 cos(y) + k3 sin(y) + k1c2 (4.24)
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Therefore from (4.18), we have
ξ = k1x+ k2 cos(y) + k3 sin(y) + k1c2. (4.25)
Using (4.25) and f(x) in (4.20), we have
τ =
k3 cos(y)− k2 sin(y)
c2 + x
+ k4. (4.26)
Therefore we obtain 4-dimensional symmetry algebra generated by
X1 = (x+ c2)
∂
∂x
− 2au+ b
a
∂
∂u
, X2 = cos(y)
∂
∂x
+
sin(y)
x+ c2
∂
∂y
X3 = sin(y)
∂
∂x
− cos(y)
x+ c2
∂
∂y
, X4 =
∂
∂y
with corresponding commutator table given by
[Xi, Xj] X1 X2 X3 X4
X1 0 −X2 −X3 0
X2 X2 0 0 X3
X3 X3 0 0 −X2
X4 0 −X3 X2 0
Table 4.2: Commutator table of symmetry of Poisson equation on plane
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(iii) Consider Cone with f(x) = ln |l(d+ x)|
Using (4.18) and the value of f(x) in e7 we have
a
′′
2(y) + l
2a2(y) = l
2k1c2. (4.27)
The solution of (4.27) is
a2(y) = k2 cos(ly) + k3 sin(ly) + k1c2. (4.28)
Therefore from (4.18), we have
ξ = k1x+ k2 cos(ly) + k3 sin(ly) + k1c2. (4.29)
Using (4.29) and f(x) in (4.20), we have
τ =
−k2 sin(yl) + k3 cos(yl)
c2 + x
+ k4. (4.30)
Therefore we obtain 4-dimensional symmetry algebra generated by
X1 = (x+ c2)
∂
∂x
− 2au+ b
a
∂
∂u
, X2 = cos(ly)
∂
∂x
+
sin(yl)
x+ c2
∂
∂y
X3 = sin(ly)
∂
∂x
− cos(ly)
x+ c2
∂
∂y
, X4 =
∂
∂y
with corresponding commutator table given by
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[Xi, Xj] X1 X2 X3 X4
X1 0 −X2 −X3 0
X2 X2 0 0 X3
X3 X3 0 0 −X2
X4 0 −X3 X2 0
Table 4.3: Commutator table of symmetry of Poisson equation on Cone
4.2.2 Case 1.2: g(u) = (au+ b)n + c for n 6= 0, 1, 2
Substituting gu = an(au+ b)
n−1 and guu = a2n(n− 1)(au+ b)n−2 in e13 and e20 respectively,
gives
φ =
−2ξx(au+ b)
a(n− 1) (4.31)
ξxx = 0. (4.32)
Differentiating (4.31) with respect to x, implies φx = 0. Also differentiating (4.31) twice
with respect to y, gives
φyy =
−2ξxyy(au+ b)
a(n− 1) . (4.33)
We also have from (4.31)
φu =
−2ξx
(n− 1) .
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And from e9, we have
ξyy = e
2fξxfx + ξfxxe
2f . (4.34)
Differentiating (4.34) with respect to x and putting in (4.33), gives
φyy =
−2e2f (au+ b)
a(n− 1) (ξx
(
2fxx + 2f
2
x
)
+ ξ(fxxx + 2fxfxx)). (4.35)
Putting (4.35) in e8, we have
(
−2(au+ b)
a
(2fxx + 2f
2
x)− 2nc
)
ξx − 2(au+ b)
a
(fxxx + 2fxfxx) ξ = 0. (4.36)
Since for surfaces of constant curvature, we have fxxx+2fxfxx = 0 which implies fxx+f
2
x = k.
It follows that k = 0 gives flat surfaces of revolution and k 6= 0 leads to non-flat surfaces of
revolution of constant curvature.
Therefore from (4.36), we have
(
−2(au+ b)
a
(2k)− 2nc
)
ξx = 0. (4.37)
Differentiate (4.37) with respect to u, gives
(−2(2k))ξx = 0. (4.38)
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Equation (4.38), implies k = 0 i.e flat surfaces of revolution. From which using (4.37), we
obtain
(−2nc)ξx = 0. (4.39)
Hence the larger algebra is possible for all flat surfaces of revolution, if c = 0 i.e if
g(u) = (au+ b)n n 6= 0, 1, 2
Therefore using e20, e12 and the fact that φu =
−2ξx
(n−1) , gives
ξ = k1x+ a2(y). (4.40)
And then using (4.31), gives
φ =
−2k1(au+ b)
a(n− 1) . (4.41)
Finally, e3 and e4 imply
τ =
∫
(−ξfx + ξx) dy +
∫
(−e−2f(x)ξy − (
∫
(−ξxfx − ξfxx)dy))dx+ γ. (4.42)
Next, we explicitly determine the larger symmetry algebra for non-linear Poisson equation
with g(u) = (au+ b)n n 6= 0, 1, 2 on cylinder, plane and cone.
(i) Consider Cylinder with f(x) = 0
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Using (4.40) and the value of f(x) in e7, we have
a2(y) = k2y + k3.
Therefore from (4.40)
ξ = k1x+ k2y + k3. (4.43)
Using (4.43) and f(x) in (4.42), we have
τ = k1y − k2x+ k4. (4.44)
Therefore, we obtain 4-dimensional symmetry algebra generated by
X1 = x
∂
∂x
+ y
∂
∂y
− 2(au+ b)
a(n− 1)
∂
∂u
, X2 = y
∂
∂x
− x ∂
∂y
, X3 =
∂
∂x
, X4 =
∂
∂y
.
(ii) Consider Plane with f(x) = ln|c2 + x|
Using (4.40) and the value of f(x) in e7, we have
a
′′
2(y) + a2(y) = k1c2. (4.45)
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The solution of (4.45) is
a2(y) = k2 cos(y) + k3 sin(y) + k1c2. (4.46)
Therefore (4.40), implies
ξ = k1x+ k2 cos(y) + k3 sin(y) + k1c2. (4.47)
Using (4.47) and f(x) in (4.42), we have
τ =
k3 cos(y)− k2 sin(y)
c2 + x
+ k4. (4.48)
Therefore, we obtain 4-dimensional symmetry algebra generated by
X1 = (x+ c2)
∂
∂x
− 2(au+ b)
a(n− 1)
∂
∂u
, X2 = cos(y)
∂
∂x
+
sin(y)
x+ c2
∂
∂y
X3 = sin(y)
∂
∂x
− cos(y)
x+ c2
∂
∂y
, X4 =
∂
∂y
.
(iii) Consider Cone with f(x) = ln|l(d+ x)|
Using (4.40) and the value of f(x) in e7, we have
a
′′
2(y) + l
2a2(y) = l
2k1c2. (4.49)
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The solution of (4.49) is
a2(y) = k2 cos(ly) + k3 sin(ly) + k1c2. (4.50)
Therefore from (4.40), we have
ξ = k1x+ k2 cos(ly) + k3 sin(ly) + k1c2. (4.51)
Using (4.51) and f(x) in (4.42), we have
τ =
−k2 sin(yl) + k3 cos(yl)
c2 + x
+ k4. (4.52)
Therefore, we obtain 4-dimensional symmetry algebra generated by
X1 = (x+ c2)
∂
∂x
− 2(au+ b)
a(n− 1)
∂
∂u
, X2 = cos(ly)
∂
∂x
+
sin(yl)
x+ c2
∂
∂y
X3 = sin(ly)
∂
∂x
− cos(ly)
x+ c2
∂
∂y
, X4 =
∂
∂y
.
4.2.3 Case 1.3 : g(u) = ln |au+b|a + c
Substituting gu =
1
(au+b)
and guu =
−a
(au+b)2
in e13 and e20 respectively, gives
φ =
2ξx(au+ b)
a
, (4.53)
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ξxx = 0. (4.54)
Differentiating (4.53) with respect to x implies φx = 0. Also differentiating (4.53) twice with
respect to y, gives
φyy =
2ξxyy(au+ b)
a
. (4.55)
We also have from (4.53)
φu = 2ξx.
From e9, we have
ξyy = e
2fξxfx + ξfxxe
2f . (4.56)
Differentiating (4.56), with respect to x and putting in (4.55), gives
φyy =
2e2f (au+ b)
a
(
ξx(2fxx + 2f
2
x) + ξ(fxxx + 2fxfxx)
)
. (4.57)
Putting (4.57) in e8, gives
((2fxx + 2f
2
x)(au+ b)− 1)ξx + ((fxxx + 2fxfxx)(au+ b))ξ = 0. (4.58)
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Since for surfaces of revolution with constant curvature we have fxxx + 2fxfxx = 0 which
implies fxx + f
2
x = k. Then from (4.58)
((au+ b)(2k)− 1)ξx = 0 (4.59)
This is a contradiction, then fxx + f
2
x 6= k
4.2.4 Case 1.4 : g(u) = aebu + c, with a, b 6= 0
In this case ξxx is not necessarily zero. Substituting gu = abe
bu and guu = ab
2ebu in e13, gives
φ =
−2ξx
b
. (4.60)
Differentiating (4.60) with respect to x, implies φx =
−2ξxx
b
. Also differentiating (4.60) twice
with respect to y, gives
φyy =
−2ξxyy
b
. (4.61)
From equation (4.60) and e1, we get
φu = 0.
From e9, we have
ξyy = e
2fξxfx + ξfxxe
2f − ξxxe2f . (4.62)
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Differentiating (4.62) with respect to x and putting in (4.61), gives
φyy =
−2(ξxxfx + ξxfxx + 2f 2xξx + fxxξx + ξfxxx + 2fxξfxx − ξxxx − 2fxξxx)
b
. (4.63)
Putting (4.63) in e8, we have
((2fxx + 2f
2
x + cb))ξx + (fxxx + 2fxfxx)ξ = 0. (4.64)
Since for surfaces of revolution with constant curvature we have fxxx + 2fxfxx = 0, which
implies fxx + f
2
x = k.
It follow from equation (4.64)
(2k + cb)ξx = 0 (4.65)
Finally, from (4.65) larger symmetry algebra is possible for surfaces of revolution of constant,
curvature if bc = −2k i.e g(u) = aebu − 2k
b
a, b 6= 0.
For g(u) = aebu − 2k
b
, it follows from determining equations that the symmetries algebra
is infinite dimensional whose generator
X = ξ(x, y)
∂
∂x
+ τ(x, y)
∂
∂y
+ φ(x, y)
∂
∂u
,
and can be determined by the following procedure.
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Using e6, τ(x, y) is a harmonic function on the surface of revolution satisfying
e−2fτyy + τxx + fxτx = 0. (4.66)
Having known τ(x, y), ξ = ξ(x, y) can then be found using e3 and e4 i.e
−ξfx + ξx − τy = 0, (4.67)
e−2f(x)ξy + τx = 0. (4.68)
Finally, φ(x, y) can be found using (4.60) as
φ =
−2ξx
b
.
Therefore, every harmonic function τ on surfaces of revolution of constant curvature leads
to a symmetry of the Poisson equation
∆(u) = aebu − 2k
b
. (4.69)
Below we provide some examples of symmetries of (4.69) generated by different solution
of (4.66).
1. τ(x, y) = Constant = k1
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Equation (4.66) is clearly satisfied. Substituting in (4.67) and (4.68), we have
−ξfx + ξx = 0, (4.70)
ξy = 0. (4.71)
From (4.71), we have ξ = ξ(x). Rewriting (4.70), gives
ξx
ξ
= fx. (4.72)
Integrating (4.72), gives
ln |ξ| = f(x) + k1. (4.73)
Therefore
ξ = k1e
f(x). (4.74)
Finally, using (4.60)
φ =
−2k1fxef(x)
b
. (4.75)
Example 4.2 Pseudosphere with f(x) = x+ c implies fxx + f
2
x = 1, therefore k = 1.
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From (4.74) and (4.75) respectively we have
ξ = k1e
x, τ = k1, φ =
−2k1xex
b
.
Example 4.3 Sphere with f(x) = ln |cos(x)| implies fxx+f 2x = −1, therefore k = −1.
From (4.74) and (4.75) respectively we have
ξ = k2| cos(x)|, τ = k1, φ = 2k2 sin(x)
b
.
2. τ(x, y) = τ(x)
Substituting in (4.66), we have
τxx + τxfx = 0. (4.76)
Solving (4.76), gives
τ(x) = k1
∫
e−f(x)dx+ k2. (4.77)
Substituting (4.77) in (4.68) and (4.67), gives
ξ = −k1yef(x) + k3ef(x). (4.78)
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Finally, from (4.60)
φ =
2fx(k1ye
f(x) − k3ef(x))
b
. (4.79)
Example 4.4 Pseudosphere with f(x) = x+ c implies fxx + f
2
x = 1, therefore k = 1.
From (4.77), (4.78) and (4.79) respectively, we have
ξ = k1ye
−x + k3e−x τ = k2 + k1e−x φ =
2yk1e
−x + 2k3e−x
b
.
Example 4.5 Sphere with f(x) = ln |cos(x)| implies fxx+f 2x = −1, therefore k = −1.
From (4.77), (4.78) and (4.79) respectively, we have
ξ = −k1y| cos(x)|+ k3| cos(x)| τ = k1 ln | sec(x) + tan(x)|+ k2
φ =
−2 tan(x)(k1y| cos(x)| − k3| cos(x)|
b
.
3. τ(x, y) = τ(y)
Substituting in (4.66), we have
τyy = 0. (4.80)
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Solving (4.80), we have
τ = k1y + k2. (4.81)
Equations (4.67) and (4.68), gives
ξ = e−f(x)(k1
∫
ef(x)dx+ k3). (4.82)
Finally using (4.60)
φ = −2k1(1 + fxe
−f(x)(
∫
e−f(x)dx)) + k3fxe−f(x)
b
. (4.83)
Example 4.6 Pseudosphere with f(x) = x+ c, implies fxx + f
2
x = 1, therefore k = 1.
From (4.82), (4.80) and (4.83) respectively, we have
ξ = −k1 + k3ex τ = k1y + k2 φ = −2k3e
x
b
.
Example 4.7 Sphere with f(x) = ln |cos(x)| implies fxx+f 2x = −1, therefore k = −1.
From (4.82), (4.80) and (4.83) respectively, we have
ξ = k1| cos(x)| ln | sec(x) + tan(x)|+ k3| cos(x)| τ = k1y + k2
φ =
2k1 sin(x) ln | sec(x) + tan(x)| − k1 + k3 sin(x)
b
.
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CHAPTER 5
GROUP CLASSIFICATION OF
POISSON EQUATION ON
SURFACES OF REVOLUTION
WITH NON-CONSTANT
GAUSSIAN CURVATURE
5.1 Introduction
The aim of this chapter is to study the complete group classification problem for the non-
linear Poisson equation on surfaces of revolution of non-constant curvature. Precisely the
following result is obtained:
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Theorem 5.1 Let M2 be a surfaces of revolution parametrized by
X(x, y) = (v(x), ef(x) cos(y), ef(x) sin(y)),
with non-constant curvature i.e f(x) satisfies
fxx + f
2
x 6= k. (5.1)
The 1-dimensional minimal symmetry algebra of the non-linear Poisson equation
∆u = g(u)
on M2 extended to 3-dimensional for g(u) = aebu on the following surfaces
(a) For the helicoid, with f(x) = ln(
√
x2 + d2), the algebra is generated by
X1 =
(x2+d2)
d
sin(y) ∂
∂x
− xcos(y)
d
∂
∂y
− 4xsin(y)
db
∂
∂u
,
X2 =
(x2+d2)
d
cos(y) ∂
∂x
− xsin(y)
d
∂
∂y
− 4xcos(y)
db
∂
∂u
,
X3 =
∂
∂y
.
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(b) For the Gabriel horn, with f(x) = ln | 1
x
|, the algebra is generated by
X1 =
√
2(xy
2
∂
∂x
+ (y
2
2
− x4
8
) ∂
∂y
− y
b
∂
∂u
),
X2 =
√
2( (x
2
∂
∂x
+ y ∂
∂y
− 1
b
∂
∂u
),
X3 =
∂
∂y
.
(c) For the paraboloid, with f(x) = ln(
√
x), the algebra is generated by
X1 = −2xy ∂∂x + (x
4
2
− 2y2) ∂
∂y
+ 4y
b
∂
∂u
,
X2 = −2x ∂∂x − 4y ∂∂y + 4b ∂∂u ,
X3 =
∂
∂y
.
The proof of the Theorem 5.1 is provided in section 5.2.
5.2 Proof of group classification theorem
It was shown in section 3.1 that the minimal symmetry algebra of non-linear Poisson equation
on surfaces of revolution of non-constant curvature is 1-dimensional. This result was achieved
via an analysis of the triangulation of the determining equations of symmetries of Poisson
equation. The triangulation contained the equation
(guguuguuuu − 2g2uuugu + g2uuguuu)ξx = 0. (5.2)
Which will play a key role in the analysis here.
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As shown in section 3.2, that
guguuguuuu − 2g2uuugu + g2uuguuu = 0, (5.3)
has the following four types of non-linear solutions:
•
g(u) = au2 + bu+ c. (5.4)
•
g(u) = (au+ b)n + c n 6= 0, 1, 2. (5.5)
•
g(u) =
ln |au+ b|
a
+ c. (5.6)
•
g(u) = aebu + c. (5.7)
Recall from chapter 3 that ξx = 0 leads to minimal symmetry algebra. To look for larger
symmetry algebras we assume ξx 6= 0 and analyze below different possibilities of g(u) along
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with (5.2).
5.2.1 Case 1.1 : g(u) quadratic i.e g(u) = au2 + bu+ c
Since for surfaces of non-constant curvature we have fxxx + 2fxfxx 6= 0, implies fxx + f 2x 6= k.
Differentiating (4.13) with respect to u we have
b2
a
− 4c = 0. (5.8)
Therefore g(u) has to be perfect square i.e g(u) = (au+ b)2, which implies from (4.13)
ξx +
1
2
(fxxx + 2fxfxx)
(fxx + f 2x)
ξ = 0. (5.9)
Solving (5.9) using the integrating factor µ =
√
fxx + f 2x , (5.9) can be reduced to
∂
∂x
(
ξ
√
fxx + f 2x
)
= 0. (5.10)
From (5.10), we have
ξ =
P (y)√
fxx + f 2x
. (5.11)
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Differentiating (5.11) twice with respect to x and using e20, we have
P (y)
(fxx + f 2x)
3
2
(
3
4
( d
dx
(fxx + f
2
x))
2
fxx + f 2x
− 1
2
d2
dx2
(fxx + f
2
x)
)
= 0. (5.12)
Equation (5.12) implies
P (y)
(
3(
d
dx
(fxx + f
2
x))
2 − 2 d
2
dx2
(fxx + f
2
x)(fxx + f
2
x)
)
= 0. (5.13)
Let q(x) = (fxx + f
2
x), then (5.13) becomes
P (y)(3q′2 − 2q′′q) = 0 (5.14)
Therefore
3q′2 − 2q′′q = 0. (5.15)
Solving (5.15), gives
3q′2
qq′
− 2q
′′q
qq′
= 0, (5.16)
ln
∣∣∣∣ q3q′2
∣∣∣∣ = c, (5.17)
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q3 = βq′2 β 6= 0. (5.18)
The solution of (5.18) is
q(x) = fxx + f
2
x =
γ
(x+B)2
γ 6= 0. (5.19)
Putting (5.19) in (5.11), gives
ξ =
P (y)(x+B)
γ
. (5.20)
Therefore from (4.8), we get
φ =
−P (y)(2u+ b
a
)
γ
. (5.21)
Using e12 and (5.21), we have
φuy = P
′(y) = 0, (5.22)
which implies
P (y) = α. (5.23)
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From (5.20) and (5.21) respectively, we have
ξ =
α(x+B)
γ
, (5.24)
φ =
−α(2u+ b
a
)
γ
. (5.25)
Using (5.24) in e4, we have τx = 0, which implies
τ = τ(y). (5.26)
From e6, we have
τyy = 0. (5.27)
Solving (5.27), we have
τ = a1y + a2. (5.28)
Putting (5.28) in e3, we get
ξfx − ξx + a1 = 0. (5.29)
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Finally, putting values of ξ and f(x) in (5.29) to find a1 and α.. Solving for f(x) from (5.19)
by letting B = 0, we have
f(x) =
1
2
(ln |x| −
√
17 ln |x|+ ln( 1
17
(x
√
17c1 − c2)2)). (5.30)
Differentiating (5.30) with respect to x, gives
fx =
1
2
c1(1 +
√
17)x
√
17 + c2(−1 +
√
17)
(x
√
17c1 − c2)x
. (5.31)
Substituting (5.31) and (5.24) in (5.29), gives
α(c1(1 +
√
17)x
√
17 + c2(−1 +
√
17))− (4x
√
17c1 − 4c2)(α
2
+ a1) = 0. (5.32)
Simplifying (5.32), gives
c2
(
α + α
√
17− 4 a1
)
+ x
√
17c1
(
−α + α
√
17 + 4 a1
)
= 0. (5.33)
Comparing the coefficient of (5.33)
c2
(
α + α
√
17− 4 a1
)
= 0, (5.34)
c1
(
−α + α
√
17 + 4a1
)
= 0. (5.35)
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Solving (5.34) and (5.35) for a and α simultaneously, we have α = 0 and a1 = 0. Which
implies from (5.23) P (y) = 0 and lead to minimal algebra i.e ξ = 0.
5.2.2 Case 1.2: g(u) = (au+ b)n + c for n 6= 0, 1, 2
Since for surfaces of non-constant curvature we have fxxx + 2fxfxx 6= 0, which implies fxx +
f 2x 6= k. Differentiating (4.36) with respect to u implies c = 0 i.e g(u) = (au + b)n, with
n 6= 0, 1, 2. From (4.36), we get
ξx +
1
2
(fxxx + 2fxfxx)
(fxx + f 2x)
ξ = 0. (5.36)
Solving (5.36) using the integrating factor µ =
√
fxx + f 2x , (5.36) can reduced to
∂
∂x
(
ξ
√
fxx + f 2x
)
= 0. (5.37)
From (5.37), we have
ξ =
P (y)√
fxx + f 2x
. (5.38)
Differentiating (5.38) twice with respect to x and using e20, we have
P (y)
(fxx + f 2x)
3
2
(
3
4
( d
dx
(fxx + f
2
x))
2
fxx + f 2x
− 1
2
d2
dx2
(fxx + f
2
x)
)
= 0. (5.39)
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Equation (5.39) implies
P (y)
(
3(
d
dx
(fxx + f
2
x))
2 − 2 d
2
dx2
(fxx + f
2
x)(fxx + f
2
x)
)
= 0 (5.40)
Let q(x) = (fxx + f
2
x), then (5.40) becomes
P (y)(3q′2 − 2q′′q) = 0. (5.41)
Therefore
3q′2 − 2q′′q = 0. (5.42)
Solving (5.42), gives
3q′2
qq′
− 2q
′′q
qq′
= 0, (5.43)
ln
∣∣∣∣ q3q′2
∣∣∣∣ = c, (5.44)
q3 = βq′2 β 6= 0. (5.45)
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Solution of (5.45) is
q(x) = fxx + f
2
x =
γ
(x+B)2
γ 6= 0 (5.46)
Putting (5.46) in (5.38), gives
ξ =
P (y)(x+B)
γ
. (5.47)
Therefore from (4.8), gives
φ =
−P (y)(2u+ b
a
)
γ
. (5.48)
Using e12 and (5.48), we have
φuy = P
′(y) = 0, (5.49)
which implies
P (y) = α. (5.50)
From equation (5.47) and (5.48) respectively, we have
ξ =
α(x+B)
γ
, (5.51)
98
φ =
−α(2u+ b
a
)
γ
. (5.52)
Also using (5.51) in e4, we have τx = 0, which implies
τ = τ(y). (5.53)
From e6
τyy = 0. (5.54)
Solving (5.54), we have
τ = a1y + a2. (5.55)
Putting (5.55) in e3, we have
ξfx − ξx + a1 = 0. (5.56)
Finally, putting values of ξ and f(x) in (5.56) to find a1 and α. Solving for f(x) from (5.46)
by letting B = 0 we have
f(x) =
1
2
(ln |x| −
√
17 ln |x|+ ln( 1
17
(x
√
17c1 − c2)2)). (5.57)
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Differentiating (5.57) with respect to x, gives
fx =
1
2
c1(1 +
√
17)x
√
17 + c2(−1 +
√
17)
(x
√
17c1 − c2)x
. (5.58)
Substituting (5.58) and (5.51) in (5.56), gives
α(c1(1 +
√
17)x
√
17 + c2(−1 +
√
17))− (4x
√
17c1 − 4c2)(α
2
+ a1) = 0. (5.59)
Simplifying (5.59), gives
c2
(
α + α
√
17− 4 a1
)
+ x
√
17c1
(
−α + α
√
17 + 4 a1
)
= 0. (5.60)
Comparing the coefficient of x from (5.60), we have
c2
(
α + α
√
17− 4 a1
)
= 0, (5.61)
c1
(
−α + α
√
17 + 4 a1
)
= 0. (5.62)
Solving (5.61) and (5.62) for a and α simultaneously, we have α = 0 and a1 = 0. Which
implies from (5.50) P (y) = 0 and lead to minimal algebra.
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5.2.3 Case 1.3 : g(u) = ln |au+b|a + c
Since for surfaces of non-constant curvature, we have fxxx + 2fxfxx 6= 0, which implies
fxx + f
2
x 6= k. Differentiating (4.58) with respect to u gives
ξx +
1
2
(fxxx + 2fxfxx)
(fxx + f 2x)
ξ = 0. (5.63)
Solving (5.63 using the integrating factor µ =
√
fxx + f 2x , equation (5.63) can be reduced to
∂
∂x
(
ξ
√
fxx + f 2x
)
= 0. (5.64)
From (5.37), we have
ξ =
P (y)√
fxx + f 2x
(5.65)
Differentiating (5.65) twice with respect to x and using e20, we have
P (y)
(fxx + f 2x)
3
2
(
3
4
( d
dx
(fxx + f
2
x))
2
fxx + f 2x
− 1
2
d2
dx2
(fxx + f
2
x)
)
= 0. (5.66)
Equation (5.66), implies
P (y)
(
3(
d
dx
(fxx + f
2
x))
2 − 2 d
2
dx2
(fxx + f
2
x)(fxx + f
2
x)
)
= 0. (5.67)
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Let q(x) = (fxx + f
2
x), then (5.67) becomes
P (y)(3q′2 − 2q′′q) = 0. (5.68)
Therefore
3q′2 − 2q′′q = 0 (5.69)
Solving (5.69), we have
3q′2
qq′
− 2q
′′q
qq′
= 0, (5.70)
ln
∣∣∣∣ q3q′2
∣∣∣∣ = c, (5.71)
q3 = βq′2 β 6= 0. (5.72)
Solution of (5.72) is
q(x) = fxx + f
2
x =
γ
(x+B)2
γ 6= 0. (5.73)
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Putting (5.73) in (5.65), gives
ξ =
P (y)(x+B)
γ
. (5.74)
Therefore from (4.8), we get
φ =
−P (y)(2u+ b
a
)
γ
. (5.75)
Using e12 and (5.75), we get
φuy = P
′(y) = 0, (5.76)
which implies
P (y) = α. (5.77)
From equation (5.74) and (5.75) respectively, we have
ξ =
α(x+B)
γ
, (5.78)
φ =
−α(2u+ b
a
)
γ
. (5.79)
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Also using (5.78) in e4, we have τx = 0, which implies
τ = τ(y). (5.80)
From e6
τyy = 0. (5.81)
Solving (5.81), we have
τ = a1y + a2. (5.82)
Putting (5.82) in e3, we have
ξfx − ξx + a1 = 0. (5.83)
Finally, putting values of ξ and f(x) in (5.83) to find a1 and α. Solving for f(x) from (5.73)
by letting B = 0, we have
f(x) =
1
2
(ln |x| −
√
17 ln |x|+ ln( 1
17
(x
√
17c1 − c2)2)). (5.84)
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Differentiating (5.84) with respect to x, gives
fx =
1
2
c1(1 +
√
17)x
√
17 + c2(−1 +
√
17)
(x
√
17c1 − c2)x
. (5.85)
Substituting (5.85) and (5.78) in (5.83), gives
α(c1(1 +
√
17)x
√
17 + c2(−1 +
√
17))− (4x
√
17c1 − 4c2)(α
2
+ a1) = 0. (5.86)
Simplifying (5.86), gives
c2
(
α + α
√
17− 4 a1
)
+ x
√
17c1
(
−α + α
√
17 + 4 a1
)
= 0. (5.87)
Comparing the coefficient of x from (5.87) we have
c2
(
α + α
√
17− 4 a1
)
= 0, (5.88)
c1
(
−α + α
√
17 + 4 a1
)
= 0. (5.89)
Solving (5.88) and (5.89) for a and α simultaneously, we have α = 0 and a1 = 0, which
implies from (5.77) P (y) = 0 and lead to minimal algebra.
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5.2.4 Case 1.4 : g(u) = aebu + c, with a, b 6= 0
In this case ξxx is not necessarily zero. Therefore from (4.64), we have
(2fxx + 2f
2
x + cb)ξx + (fxxx + 2fxfxx)ξ = 0. (5.90)
Solving (5.90), using the integrating factor
µ =
√
fxx + f 2x +
cb
2
. (5.91)
Therefore, equation (5.90) can be reduced to
∂
∂x
(
ξ
√
fxx + f 2x +
cb
2
)
= 0, (5.92)
which implies
ξ =
P (y)√
fxx + f 2x +
cb
2
. (5.93)
To have a larger algebra we must have P (y) 6= 0. Substituting values of ξ, ξxx and ξyy in e9,
gives
P ′′(y)
P (y)
= e2f
(
q′′ − fxq′
(4q + 2bc)
+ fxx − 12q
′2
(4q + 2bc)2
)
= constant = K. (5.94)
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With q(x) = fxx + f
2
x and assuming c = 0. The solution of (5.94) for different possibilities
are:
• If K = 0 we get P (y) as
P (y) = k1y + k2. (5.95)
Substituting (5.95) in (5.93), gives
ξ =
k1y + k2√
q(x)
. (5.96)
Putting (5.96) in (4.60) gives
φ =
q′(k1y + k2)
bq
3
2
.
From e3, we get
τ =
∫
(−ξfx + ξx) dy + r1(x), (5.97)
substituting (5.97) in e4, we have
r1(x) =
∫ (
−e−2f(x)ξy −
∫
(−ξxfx − ξfxx + ξxx)dy
)
dx+ k3. (5.98)
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Finally putting (5.98) in (5.97), we have
τ =
∫
(−ξfx + ξx)dy +
∫ (
−e−2f(x)ξy −
∫
(−ξxfx − ξfxx + ξxx)dy
)
dx+ k3. (5.99)
• If K = −m2, we get
P (y) = k1sin(my) + k2cos(my). (5.100)
Substituting (5.100) in (5.93), we have
ξ =
k1sin(my) + k2cos(my)√
q
. (5.101)
Putting (5.101) in (4.60), gives
φ =
q′(k1sin(my) + k2cos(my))
bq
3
2
.
Finally, using e3 and e4, we obtain
τ =
∫
(−ξfx + ξx)dy +
∫ (
−e−2f(x)ξy −
∫
(−ξxfx − ξfxx + ξxx)dy
)
dx+ k3.
• If K = m2, we get
P (y) = k1e
my + k2e
−my. (5.102)
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Substituting (5.102) in (5.93), we have
ξ =
k1e
my + k2e
−my
√
q
. (5.103)
Putting (5.103) in (4.60), gives
φ =
q′(x)(k1emy + k2e−my)
bq
3
2
.
Finally, using e3 and e4, we obtain
τ =
∫
(−ξfx + ξx)dy +
∫ (
−e−2f(x)ξy −
∫
(−ξxfx − ξfxx + ξxx)dy
)
dx+ k3.
(i) Consider helicoid f(x) = ln
√
x2 + d2 Substitute f(x) in (5.94), we have
c2b8 + 2 c2x2b6 + 20 cx2b3 − 2 c2x6b2 − 4 b2 + 20 bcx4 − c2x8 −K (2 b+ cx4 + 2 cx2b2 + cb4)2 = 0.
(5.104)
Conferring the coefficient of x from (5.104), we have
x8 : (−c2 −Kc2) = 0, (5.105)
x6 : (−2b2c2 − 4Kb2c2) = 0, (5.106)
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x4 : (−4Kbc+ 20bc− 6Kc2b4) = 0, (5.107)
x2 : (2c2b2 − 8Kcb3 + 20cb3 − 4Kc2b6) = 0, (5.108)
x0 : (c2b8 −Kc2b8 − 4Kc2b8 − 4Kb2 − 4b2 − 4Kcb5) = 0. (5.109)
Solving (5.105) through (5.109), gives
K = −1, c = 0 (5.110)
Using the fact that K = −m2 we have
ξ (x, y) =
(k1 sin (my) + k2 cos (my)) (x
2 + d2)
d
, (5.111)
τ (x, y) =
k3d− xmk1 cos (my) + xmk2 sin (my)
d
, (5.112)
φ (x, y) = −4 x (k1 sin (my) + k2 cos (my))
db
. (5.113)
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This generate a 3-dimensional Lie symmetry algebra given by
X1 =
(x2+d2)
d
sin(y) ∂
∂x
− xcos(y)
d
∂
∂y
− 4xsin(y)
db
∂
∂u
,
X2 =
(x2+d2)
d
cos(y) ∂
∂x
− xsin(y)
d
∂
∂y
− 4xcos(y)
db
∂
∂u
,
X3 =
∂
∂y
with corresponding commutator table given by
[Xi, Xj] X1 X2 X3
X1 0 X3 −X2
X2 −X3 0 X1
X3 X2 −X1 0
Table 5.1: Commutator table of symmetry of Poisson equation on helicoid
(ii) Consider Gabriel horn f(x) = ln| 1
x
|, substitute f(x) in (5.94), we have
16bc+ b2c2x2 − 16Kx2 − 8Kbcx4 −Kc2b2x6 = 0. (5.114)
Conferring the coefficient of x from (5.114), we have
x6 : (−Kc2b2) = 0, (5.115)
x4 : (−8Kb) = 0, (5.116)
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x2 : (b2c2 − 16K) = 0, (5.117)
x0 : 16bc = 0. (5.118)
Solving (5.114) through (5.118), and using the fact b 6= 0 gives
K = 0, c = 0 (5.119)
Using the fact that K = 0, we have
ξ (x, y) =
1
2
(k1y + k2)
√
2x, (5.120)
τ (x, y) =
1
2
√
2k1y
2 +
√
2k2y − 1
8
√
2x4k1 + k3, (5.121)
φ (x, y) = −(k1y + k2)
√
2
b
. (5.122)
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This generate a three-dimensional Lie symmetry algebra given by
X1 =
√
2(xy
2
∂
∂x
+ (y
2
2
− x4
8
) ∂
∂y
− y
b
∂
∂u
),
X2 =
√
2(x
2
∂
∂x
+ y ∂
∂y
− 1
b
∂
∂u
),
X3 =
∂
∂y
with corresponding commutator table given by
[Xi, Xj] X1 X2 X3
X1 0 −
√
2X1 −X2
X2
√
2X1 0 −
√
2X3
X3 X2
√
2X3 0
Table 5.2: Commutator table of symmetry of Poisson equation Gabriel horn
(iii) Consider paraboloid f(x) = ln
√
x, substitute f(x) in (5.94), we have
xbc
(
5 + 2 x2bc
)
+K
(−1 + 2 x2bc)2 = 0. (5.123)
Conferring the coefficient of x from (5.123), we have
x4 : 4Kb2c2 = 0, (5.124)
x3 : 2 b2c2 = 0, (5.125)
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x2 : −4Kbc = 0, (5.126)
x0 : K = 0. (5.127)
Solving (5.123) through (5.127), and using the fact b 6= 0, gives
K = 0, c = 0 (5.128)
Using the fact that K = 0, we have
ξ (x, y) = −2 (k1y + k2)x, (5.129)
τ (x, y) = −2k1y2 − 4k2y + 1
2
k1x
4 + k3, (5.130)
φ (x, y) =
4 (k1y + k2)
b
. (5.131)
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This generate a three-dimensional Lie symmetry algebra given by
X1 = −2xy ∂∂x + (x
4
2
− 2y2) ∂
∂y
+ 4y
b
∂
∂u
,
X2 = −2x ∂∂x − 4y ∂∂y + 4b ∂∂u ,
X3 =
∂
∂y
With corresponding commutator table given by
[Xi, Xj] X1 X2 X3
X1 0 4X1 −X2
X2 −4X1 0 4X3
X3 X2 −4X3 0
Table 5.3: Commutator table of symmetry of Poisson equation on paraboloid
(iv) Consider torus f(x) = ln|1 + cos(x)|, substitute f(x) in (5.94) and using cos(x) = Y ,
we have by conferring the coefficient of Y
Y 3 : −2bc+ b2c2 = 0, (5.132)
x2 : −7 bc+ 3 b2c2 + 3− 4Kbc+Kb2c2 + 4K = 0, (5.133)
x1 : 6− 4Kbc− 8 bc+ 3 b2c2 + 2Kb2c2 = 0, (5.134)
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x0 : 3 + b2c2 − 3 bc+Kb2c2 = 0. (5.135)
Looking (5.132) through (5.135), using the fact b 6= 0 there is no, c and K that will
satisfying those equations, therefore from (5.93) we conclude P (y) = 0, which implies
ξ = 0 (5.136)
and lead to minimal algebra.
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5.3 Conclusions
We have successfully carried out group classification of non-linear Poisson equation on sur-
faces of revolution. It was shown in section 3.1 that the minimal symmetry algebra of non-
linear Poisson equation on surfaces of revolution of non-constant curvature is 1-dimensional,
and 3-dimensional for the case of surfaces non-constant curvature. This result was achieved
via an analysis of the triangulation of the determining equations of symmetries of non-linear
Poisson equation for all arbitrary function g(u).
The symmetry algebra of non-linear Poisson equation extends for the cases given in the table
below:
g(u) Description of the surface Number of extra symmetries
g(u) = (au+ b)2 Flat surfaces 4
g(u) = (au+ b)n n 6= 0, 1, 2 Flat surfaces 4
g(u) = aebu − 2k
b
Surfaces of constant curvature Infinite dimension
g(u) = aebu Paraboloid, Helicoid, Gabriel horn. 3
Table 5.4: Determining functions for which extra symmetry algebras exist for the non-linear
Poisson equation on surfaces of revolution.
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