OBLIQUE PROJECTION METHODS FOR LINEAR SYSTEMS WITH MULTIPLE Right-hand Sides by K. Jbilou et al.
Electronic Transactions on Numerical Analysis.
Volume 20, pp. 119-138, 2005.
Copyright Ó 2005, Kent State University.
ISSN 1068-9613.
ETNA
Kent State University 
etna@mcs.kent.edu
OBLIQUE PROJECTION METHODS FOR LINEAR SYSTEMS WITH MULTIPLE
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Abstract. In the present paper, we describe new Lanczos-based methods for solving nonsymmetric linear
systems of equations with multiple right-hand sides. These methods are based on global oblique projections of the
initial residual onto a matrix Krylov subspace. We rst derive the global Lanczos process to construct biorthonormal
bases and we give some of its properties. Then we introduce new methods such as the global BCG and the global
BiCGSTAB algorithms. Look-ahead versions of these algorithms are also given. Finally numerical examples will be
given.
Key words. Global Lanczos, matrix Krylov subspace, block methods, iterative methods, nonsymmetric linear
systems, multiple right-hand sides
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1. Introduction. In many applications, we have to solve a few linear systems of equa-
tions with the same coefcient matrix and different right-hand sides. This is the case, for
example, in numerical simulation of wave propagation. When all the right hand sides are
available simultaneously, the problem we are concerned with can be expressed as
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For nonsymmetric problems, several block Krylov subspace methods have been devel-
oped during the last years. The most popular methods are the block-biconjugate gradi-
ent (Bl-BCG) method [11, 17], the block-generalized minimum residual (BGMRES) algo-
rithm [14, 20], the block-quasi-minimal residual (Bl-QMR) algorithm [8, 10] and the block-
biconjugate gradient stabilized (Bl-BiCGSTAB) method [6]. We note that block-methods
require a deation procedure to detect and delete linearly or almost linearly dependent vec-
tors in the block Krylov subspaces generated during the iterations; see [8] for details.
The matrix equation (1.1) can also be solved by applying a method for a single-vector
right-hand side to one of the columns, say
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The preceding linear system is refereed as a seed system. The residuals of the other systems
with a single right-hand side are then projected onto the Krylov subspace associated with
the seed system. This procedure has been used in [4, 18, 19]. This technique is especially
attractive when the right-hand sides
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+ of (1.1) are not available at the same
time; see for example [12, 21].
In the present paper, we use a third approach for solving the problem (1.1). This ap-
proach, which we previously used to dene the global GMRES algorithm [9], is based on
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oblique projections onto a matrix Krylov subspace and allows us to dene the global Lanc-
zos procedure that will be used to obtain the global Lanczos algorithm. We introduce global
Lanczos-based algorithms, such as the global biconjugate gradient (Gl-BCG) algorithm, the
global BiCGSTAB algorithm and look-ahead versions of these algorithms.
The paper is organizedas follows. In Section 2, we introducethe global Lanczos process
with some properties. In Section 3, we describe the global BCG algorithm and give some
techniques for curing breakdowns. Section 4 is devoted to the global BiCGSTAB method
with a look-ahead version. Finally, in Section 5 we give some numerical examples.
In the last section, we give some numerical examples to show the effectiveness of these
new methods.
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The algorithm is dened as follows:
ALGORITHM 1 The global Lanczos process
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Below we will give a look-ahead Lanczos-type algorithm that avoids the breakdown.
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Using these notations, we have the following result.
PROPOSITION 2.2. Assume that the global Lanczos algorithm does not break down
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initializations
U
￿
￿
￿
￿
￿
<
ª
T
￿
￿
￿
T
H and
￿
￿
such that,
D
￿
U
￿
<
￿
￿
￿
F
H
￿
6 . Now, from the
relation (2.5) it follows that,
￿
X
￿
￿
￿
e
￿
￿
‰
￿
X
9
—
￿
￿
7
X (2.8)
where
￿
X is the vector of I R
X obtained from
D
‹
￿
￿
9
t
y
￿
‰
j
X
9
—
￿
￿
7
X
￿
￿
g
F
9
H
￿
￿
z
ˇ
￿
which is equivalent to
D
‹
￿
￿
(
￿
￿
g
F
9
H
￿
D
￿
‰
￿
X
￿
—
￿
￿
7
X
￿
￿
g
F
9
H
￿
k
￿
m
￿
6
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
o
)
￿
(2.9)
Hence, (2.9) can be written as
X
f
=
h
￿
￿
=
X
I
K
J
M
L
￿
O
￿
￿
U
=
P
￿
T
￿
￿
￿
T
￿
H
and
X
f
=
h
￿
￿
=
X
I
K
J
M
L
￿
O
g
￿
U
=
P
￿
￿
z
k
￿
m
￿
￿
￿
M
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
o
)
￿
Finally, the preceding linear system can be expressed as
`
X
￿
X
￿
T
￿
￿
￿
T
H
˝
￿
X
￿
￿
￿
(2.10)
where
˝
￿
X
￿
￿
is the rst vector of the canonical basis of I R
X . If the tridiagonal matrix
`
X is
nonsingular, the iterate
￿
X obtained by the global Lanczos method is then given as
￿
X
￿
￿
￿
e
￿
￿
T
￿
￿
￿
T
￿
H
￿
‰
j
X
￿
—
￿
`
\
￿
X
˝
￿
X
￿
￿
￿
(2.11)
Let us see now how to compute the norm of the residual
￿
C
X without actually having to
compute the approximation
￿
X . This will be useful for determining whether convergence is
achieved without explicitly using
￿
X . The residual
￿
b
X is given as
￿
X
￿
￿
￿
t
3
￿
‰
X
—
￿
￿
X
￿
From the relation (2.3) and the fact that,
￿
￿
b
￿
T
￿
￿
￿
T
￿
H
y
U
￿
, it follows that,
￿
^
X
￿
T
￿
￿
￿
T
￿
H
3
U
￿
t
‰
￿
X
￿
—
￿
`
￿
X
￿
￿
7
X
￿
￿
X
”
j
￿
￿
z
ˇ
￿
"
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
U
’
X
”
j
￿
!
—
￿
￿
7
X
￿
On the other hand, since
U
￿
:
￿
‰
X
—
˝
￿
X
￿
￿ , we obtain
￿
X
￿
‰
X
—
L
T
￿
￿
￿
T
H
˝
￿
X
￿
￿
t
`
X
￿
X
P
￿
￿
X
”
j
￿
(
￿
z
†
￿
"
z
ˇ
￿
￿
￿
￿
￿
￿
￿
￿
￿
U
X
”
￿
￿
￿
!
—
￿
￿
X
￿
Finally, using (2.11) in the preceding equation, we get
T
￿
￿
X
T
H
￿
e
￿
￿
￿
X
”
j
￿
￿
X
X
￿
T
￿
U
X
”
j
￿
T
H
￿
(2.12)
where
￿
X
X is the last componentof the vector
￿
¡
X . If
| is the degreeof the minimal polynomial
of
￿
for
￿
￿
, then
W
}
L
‘
￿
C
￿
￿
￿
P is invariant and
￿
}
￿
»
￿
is the exact solution of (1.1). As
|
#
￿
￿
￿ , the algorithm converges in at most
￿ iterations.
In what follows, we describe some global Lanczos-based methods for solving the multi-
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3. The Global Biconjugate Gradient method.
3.1. The Global BCG algorithm. The Global Biconjugate Gradient (Gl-BCG) algo-
rithm can be derived from Algorithm 1 in the same way as the classical BCG has been ob-
tained in [7]. At step
o
, the residual
￿
Y
X generatedby this algorithm is such that,
￿
Y
X
t
￿
￿
lies
in the right matrix Krylov subspace
W
X
L
‘
￿
[
￿
"
￿
￿
￿
P
￿
+
"
Ł
￿
Ø
￿
￿
￿
4
￿
￿
￿
￿
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
X
￿
￿
8 and
￿
X
isF-orthognaltotheleftmatrixKrylovsubspace
W
X
L
‘
￿
.
O
w
￿
v
￿
￿
P
￿
+
"
Ł
’
Ø
7
￿
￿
4
￿
v
￿
￿
￿
"
￿
:
O
v
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
:
O
X
￿
\
￿
v
￿
￿
8 , where
v
￿
￿
is a given
￿
*
￿
￿
+ matrix.
The algorithm is dened as follows
ALGORITHM 2 The Global Biconjugate Gradient (Gl-BCG) algorithm
6 . Compute
￿
￿
￿
￿
￿
E
t
C
￿
9
￿
￿
fora given
￿
￿
, andchoose
v
￿
￿
suchthat,
D
‹
￿
￿
￿
v
￿
￿
F
H
Æ
￿
￿
z
,
￿
. set
r
j
￿
.
￿
￿
￿
and
v
r
j
￿
.
￿
v
￿
￿
,
Œ
. for
>
￿
￿
z
†
￿
6
￿
￿
￿
￿
￿
￿
￿
compute
Ø .
￿
_
=
"
”
j
￿
9
￿
;
￿
[
=
￿
i
=
￿
r
￿
=
, where
i
=
^
￿
D
￿
￿
=
￿
v
￿
=
F
9
H
D
￿
.
r
=
￿
v
r
=
F
9
H
,
￿
.
￿
=
"
”
j
￿
9
￿
￿
=
￿
t
i
=
￿
￿
.
r
%
=
,
º .
v
￿
=
"
”
j
￿
￿
v
￿
=
t
i
=
￿
O
v
r
=
,
~ .
r
=
"
”
￿
￿
￿
￿
=
"
”
j
￿
￿
˘
=
r
=
, where
˘
=
￿
D
‹
￿
=
"
”
j
￿
￿
v
￿
=
"
”
j
￿
F
9
H
D
￿
￿
=
(
￿
v
￿
=
F
H
,
˝
.
v
r
=
"
”
￿
￿
￿
v
￿
=
"
”
j
￿
￿
˘
=
v
r
=
.
It is not difcult to prove the next results.
PROPOSITION 3.1. The matrices produced by the Gl-BCG algorithm satisfy the follow-
ing relations:
L
6
￿
P
D
￿
￿
^
X
￿
v
￿
:
￿
￿
F
9
H
￿
;
z
Y
￿
￿
￿
ˇ
￿
D
￿
:
r
X
￿
v
r
￿
￿
F
9
H
￿
￿
z
k
o
Æ
￿
￿
￿
￿
￿
L
S
￿
P
+
"
Ł
￿
Ø
￿
￿
￿
4
r
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
r
X
￿
8
￿
+
&
Ł
’
Ø
￿
￿
￿
4
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
X
￿
￿
8 .
L
Œ
P
+
"
Ł
￿
Ø
￿
￿
￿
4
￿
v
r
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
v
r
X
8
￿
+
&
Ł
’
Ø
￿
￿
￿
4
￿
v
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
:
O
X
v
￿
￿
8 .
L
‘
æ
P
￿
b
X
t
￿
￿
2
a
W
b
X
L
Z
￿
C
￿
￿
￿
P and
￿
b
X is orthogonal to
W
Y
X
L
Z
￿
:
O
￿
￿
v
￿
￿
P .
The residual
￿
b
X produced by the Gl-BCG algorithm can also be expressed as
￿
b
X
￿
‹
￿
X
L
‘
￿
P
￿
￿
￿
7
￿
where
￿
X is a polynomial of degree
o
with scalar coefcients satisfying
￿
X
L
‘
z
P
￿
6 . The
matrix direction
r
X can also be written as
r
X
￿
￿
￿
X
L
‘
￿
P
￿
￿
￿
￿
Here
￿
X is a polynomial with scalar coefcients. Note that
v
￿
^
X and
v
r
X also can be expressed
as
v
￿
X
￿
￿
￿
X
L
‘
￿
O
P
￿
v
￿
￿
￿
￿
￿
ˇ
￿
v
r
X
￿
￿
￿
X
L
‘
￿
O
P
￿
v
￿
￿
￿
One disadvantage of the Gl-BCG algorithm is the fact that breakdowns may occur in the
algorithm. In the following subsection we give a look-ahead Lanczos-type algorithm that
avoids this problem.ETNA
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3.2. A look-ahead global Lanczos-type algorithm. The global Lanczos method con-
structs a sequence of approximations
L
‘
￿
X
P ,
o
l
￿
6
￿
￿
￿
M
￿
￿
￿
￿
￿
￿
￿
such that,
￿
X
t
3
￿
e
￿
2
a
W
Y
X
L
Z
￿
C
￿
￿
￿
P
and
￿
b
X
b
￿
^
H
n
W
Y
X
L
‘
￿
O
￿
v
￿
￿
P
￿
where
v
￿
￿
and
￿
￿
are chosen
￿
ı
￿
￿
+ matrices. Hence the residual
￿
X satises
￿
b
X
￿
￿
￿
X
L
‘
￿
P
&
￿
￿
￿
￿
where
￿
X isascalarpolynomialofdegreeatmost
o
with
￿
X
L
Z
z
P
￿
6 . ThentheF-orthogonality
property gives
D
￿
O
g
v
￿
￿
￿
￿
X
F
H
￿
￿
z
k
￿
m
￿
￿
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
o
_
t
6
￿
Setting
º
g
￿
D
v
￿
￿
(
￿
￿
￿
g
￿
￿
F
9
H and dening
º to be the linear functional on the space of
polynomials by
º
L
‘
I
g
P
￿
º
g
, the orthogonality relation can be written as
º
L
‘
I
g
￿
X
L
‘
I
P
&
P
￿
￿
z
k
￿
m
￿
￿
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
o
_
t
6
￿
This shows that
￿
X is the polynomial of degree
o
belonging to the family of orthogonal
polynomials with respect to the functional
º . The F-orthogonality property shows that the
polynomial
￿
X exists and is unique if and only if the Hankel determinant
￿
￿
￿
￿
￿
X
￿
{
￿
￿
￿
￿
￿
￿
￿
º
￿
￿
￿
￿
￿
￿
º
X
. . .
. . .
º
X
￿
￿
￿
￿
￿
º
￿
X
￿
\
￿
￿
￿
￿
￿
￿
￿
￿
Æ
￿
￿
z
ˇ
￿
Let
º
￿
￿
&
￿
be the linear functional dened on the space of polynomials by
º
￿
￿
￿
￿
L
‘
I
g
P
￿
º
L
N
I
g
”
j
￿
P
￿
º
g
”
j
￿
and let
￿
￿
￿
￿
￿
X be the monic polynomial of degree
o
belonging to the family of formal
orthogonal polynomials with respect to
º
￿
￿
&
￿
.
￿
X and
￿
￿
￿
￿
￿
X exist under the condition that
￿
￿
￿
&
￿
X
Æ
￿
￿
z
.
Therecursivecomputationof
￿
X involvesthecomputationofsomescalarproductswhich
appear as denominatorsand of the recurrence relationships. Thus, if one of these scalar prod-
ucts vanishes, a breakdown occurs in the algorithm. This can be avoided by jumping over
these polynomials and by computing only the existing ones (called regular). This kind of
breakdown is called true breakdown [1]. There in another possible breakdown in Lanczos-
type algorithms (called ghost breakdown [1] which is not due to the non-existence of some
orthogonal polynomials of the family
￿
X , but to the recurrence relationship under considera-
tionwhichcannotbe usedforcomputing
￿
X , forsome
o
. Forinstance, in Gl-Lanczos/Ortores
(
￿
X
”
j
￿
is computed from
￿
X and
￿
X
￿
\
￿
) and in Gl-Lanczos/orthomin (Gl-BICG) (
￿
X
”
j
￿
is
computed from
￿
X and
￿
￿
￿
&
￿
X , and the polynomial
￿
￿
￿
&
￿
X
”
j
￿ is computed form
￿
X
”
j
￿
and
￿
￿
￿
&
￿
X ).
Since we are interested only on the existing polynomials (regular), we still denote by
￿
X and
￿
X
”
j
￿
two successive regular polynomials of degrees
￿
X and
￿
X
￿
￿
|
X where
|
X is the length
of the jump. As shown in [5],
|
X is dened such that,
º
￿
￿
￿
￿
L
‘
I
g
￿
￿
￿
&
￿
X
P
￿
￿
z
k
E
m
￿
;
z
ˇ
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
X
￿
|
￿
X
t
‚
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and
º
￿
￿
￿
￿
L
‘
I
￿
ł
(
ø
”
}
ø
\
￿
￿
￿
￿
￿
￿
X
P
.
Æ
￿
￿
z
†
￿
The polynomials
￿
X
”
j
￿
et
￿
￿
￿
&
￿
X
”
j
￿ are computed by the following recursive relations
￿
X
”
j
￿
(
L
N
I
P
￿
￿
￿
X
L
N
I
P
t
3
I
K
œ
X
L
N
I
P
￿
￿
￿
&
￿
X
L
N
I
P
￿
￿
￿
￿
￿
X
”
j
￿
L
N
I
P
￿
1
X
L
N
I
P
￿
￿
￿
￿
￿
X
L
‘
I
P
t
y
ß
X
”
￿
￿
￿
r
￿
￿
&
￿
X
￿
\
￿
L
N
I
P
￿
where
￿
￿
￿
&
￿
\
￿
L
N
I
P
￿
￿
z
,
ß
￿
￿
C
￿
￿
z
and
￿
￿
￿
&
￿
￿
L
N
I
P
￿
6 . Here
1
X is a monic polynomial of degree
|
X
and
œ
X is a polynomial of degree at most
|
X
t
6 .
If we set
￿
b
X
￿
￿
￿
X
L
‘
￿
P
&
￿
￿
and
R
X
￿
￿
￿
￿
￿
&
￿
X
L
‘
￿
P
￿
￿
￿
7
￿
then we get the following relations
￿
^
X
”
j
￿
￿
￿
^
X
t
y
￿
9
œ
X
L
Z
￿
P
R
X
￿
￿
X
”
j
￿
￿
;
￿
X
t
3
œ
X
L
‘
￿
P
R
X
￿
R
X
”
j
￿
￿
￿
1
X
L
Z
￿
P
R
X
t
y
ß
X
”
￿
￿
￿
R
X
￿
\
￿
<
￿
with the initializations
R
￿
￿
.
￿
￿
￿
,
R
\
￿
￿
￿
z
and
ß
￿
￿
￿
z
. The scalars
ß
X
”
j
￿
andthe coefcients
of the polynomials
1
￿
X and
œ
X are computed using the orthogonality relations of the polyno-
mials
￿
X
”
j
￿
and
￿
￿
￿
&
￿
X
”
j
￿ . Since
￿
￿
￿
&
￿
X is of degree exactly
￿
X these orthogonality relations can
be expressed as follows
º
L
‘
I
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￿
￿
￿
&
￿
X
￿
X
”
j
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￿
￿
z
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￿
￿
￿
￿
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￿
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￿
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￿
&
￿
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￿
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￿
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￿
￿
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Æ
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￿
￿
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￿
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￿
O
P
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￿
￿
7
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Then we have the recurrence relation
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￿
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￿
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￿
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￿
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￿
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￿
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￿
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R
\
￿
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. The length of the jump
|
X , is computed by using the following
relations
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￿
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￿
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￿
￿
￿
￿
￿
￿
￿
￿
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￿
￿
z
ˇ
￿
Let
œ
X
L
‘
I
P
￿
￿
￿
}
ø
\
￿
g
h
￿
˘
￿
X
￿
g
I
g
and
1
X
L
‘
I
P
￿
￿
￿
}
ø
g
h
￿
i
￿
X
￿
g
I
g
with
i
￿
X
￿
}
ø
￿
6 , and dene
~
￿
X
￿
g
￿
D
/
v
R
X
￿
"
￿
g
￿
b
X
[
F
9
H
￿
k
,
m
￿
;
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
￿
X
t
6
￿
￿
￿
X
￿
g
￿
D
v
R
X
￿
"
￿
}
ø
”
g
R
X
[
F
9
H
￿
k
,
m
￿
￿
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
￿
X
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The coefcients
i
￿
X
￿
g
and
˘
￿
X
￿
g
,
m
￿
;
z
ˇ
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
,
X
t
6 , are givenas solutions of the followingtwo
triangular linear systems with the same coefcient matrix
ˆ
˜
˜
˜
˜
˜
˜
˜
˜
˜
˜
¯
￿
￿
X
￿
￿
￿
￿
X
￿
￿
￿
￿
X
￿
￿
z
. . .
￿
￿
X
￿
￿ ...
. . .
. . .
...
...
￿
￿
X
￿
}
ø
\
￿
￿
￿
X
￿
}
ø
\
￿
￿
￿
￿
￿
￿ ...
￿
￿
X
￿
￿
￿
￿
X
￿
}
ø
\
￿
￿
￿
X
￿
}
ø
\
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
V
￿
￿
X
￿
￿
￿
￿
X
￿
￿
¨
˚
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
¸
ˆ
˜
˜
˜
˜
˜
˜
˜
˜
˜
¯
˘
￿
X
￿
}
ø
\
￿
i
￿
X
￿
}
ø
\
￿
˘
￿
X
￿
}
ø
\
￿
i
￿
X
￿
}
ø
\
￿
. . .
. . .
. . .
. . .
˘
￿
X
￿
￿
i
￿
X
￿
￿
˘
￿
X
￿
￿
i
￿
X
￿
￿
¨
˚
￿
￿
￿
￿
￿
￿
￿
￿
￿
¸
￿
ˆ
˜
˜
˜
˜
˜
˜
˜
˜
˜
¯
~
￿
X
￿
￿
t
:
￿
￿
X
￿
￿
~
￿
X
￿
￿
t
:
￿
￿
X
￿
￿
. . .
. . .
. . .
. . .
~
￿
X
￿
}
ø
\
￿
t
:
￿
￿
X
￿
}
ø
\
￿
~
￿
X
￿
}
ø
\
￿
t
:
￿
￿
X
￿
}
ø
¨
˚
￿
￿
￿
￿
￿
￿
￿
￿
￿
¸
￿
As
￿
￿
X
￿
￿
￿
D
￿
v
R
X
￿
"
￿
}
ø
R
X
u
F
9
H
^
Æ
￿
￿
z
, the matrix of the preceding system is always nonsingular.
We also note that,
ß
X
”
￿
￿
:
￿
;
￿
￿
X
￿
￿
ª
￿
￿
X
￿
\
￿
￿
￿
￿ . Summarizing we get the following algorithm:
ALGORITHM 3 Global mrz-stab
“
›
￿
￿
￿
Y
￿
￿
￿
Y
￿
￿
￿
ﬂ
￿
￿
ﬁ
1. initialization
R
\
￿
￿
￿
￿
z
,
v
R
\
￿
￿
￿
;
z
,
￿
￿
￿
;
￿
￿
t
3
￿
:
￿
￿
,
R
￿
￿
￿
￿
,
v
R
￿
￿
v
￿
￿
￿
￿
￿
￿
z
,
ß
￿
￿
9
￿
￿
z
,
|
\
￿
9
￿
￿
z
and
o
e
￿
￿
z
,
2. while
￿
b
X
u
Æ
￿
;
z
do
R
X
￿
￿
￿
￿
￿
R
X ,
v
R
X
￿
￿
￿
￿
v
R
X ,
~
￿
X
￿
￿
￿
D
*
v
R
X
￿
￿
￿
￿
￿
X
F
H
￿
R
X
￿
￿
￿
￿
￿
￿
^
R
X
￿
￿
￿
,
|
,
X
￿
6 ,
￿
￿
X
￿
￿
￿
D
/
v
R
X
￿
￿
￿
7
￿
￿
R
X
￿
￿
￿
F
9
H ,
3. while
￿
￿
X
￿
￿
￿
￿
z
do
|
X
￿
|
X
￿
￿
6 ,
R
X
￿
￿
}
ø
￿
￿
￿
^
R
X
￿
￿
}
ø
\
￿
,
￿
￿
X
￿
￿
￿
D
/
v
R
X
￿
￿
￿
￿
￿
R
X
￿
￿
}
ø
F
H
￿
end while
4.
˘
￿
X
￿
}
ø
\
￿
￿
~
￿
X
￿
￿
ª
￿
￿
X
￿
￿
if
o
Æ
￿
￿
z
then
ß
X
”
j
￿
:
￿
￿
￿
￿
X
￿
￿
ª
￿
￿
X
￿
\
￿
&
￿
￿ ,
end if
5. for
m
￿
6
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
￿
X do
v
R
X
￿
￿
g
￿
;
￿
:
O
v
R
X
￿
￿
g
\
￿
￿
￿
X
￿
g
￿
D
/
v
R
X
￿
￿
g
￿
￿
R
X
￿
￿
}
ø
F
9
H
if
m
9
Æ
￿
|
￿
X then
~
￿
X
￿
g
￿
D
ı
v
R
X
￿
￿
g
￿
￿
^
X
[
F
9
H
compute
˘
￿
X
￿
}
ø
\
g
\
￿
end if
compute
i
￿
X
￿
}
ø
\
g
end for
6.
￿
X
”
j
￿
9
￿
;
￿
X
￿
￿
˘
￿
X
￿
￿
R
X
￿
￿
￿
￿
˘
￿
X
￿
￿
R
X
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
˘
￿
X
￿
}
ø
\
￿
R
X
￿
￿
}
ø
\
￿
￿
X
”
￿
￿
9
￿
￿
X
t
‹
￿
˘
￿
X
￿
￿
R
X
￿
￿
￿
￿
˘
%
￿
￿
R
X
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
˘
￿
X
￿
}
ø
\
￿
R
X
￿
￿
}
ø
!
R
X
”
j
￿
￿
i
￿
X
￿
￿
R
X
￿
￿
￿
￿
i
￿
X
￿
￿
R
X
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
i
￿
X
￿
}
ø
\
￿
R
X
￿
￿
}
ø
\
￿
￿
R
X
￿
￿
}
ø
t
‚
ß
X
”
j
￿
R
X
￿
\
￿
v
R
X
”
j
￿
￿
i
￿
X
￿
￿
v
R
X
￿
￿
￿
￿
i
￿
X
￿
￿
v
R
X
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
i
￿
X
￿
}
ø
\
￿
v
R
X
￿
￿
}
ø
\
￿
￿
v
R
X
￿
￿
}
ø
t
‚
ß
X
”
j
￿
v
R
X
￿
\
￿
7.
￿
j
X
”
j
￿
￿
￿
￿
X
￿
|
￿
X
o
e
￿
￿
o
￿
6
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ThecomputationoftheglobalMRZ-stabalgorithmrequiresthestorageofmanymatrices
of dimension
￿
￿
‹
+ . To overcome this problem, we use Horner's algorithm to compute
œ
X
L
‘
￿
P
￿
￿
b
X and
1
￿
X
L
‘
￿
P
R
X . Let
￿
’
X be the monic polynomial dened by
￿
X
L
‘
I
P
￿
￿
￿
￿
X
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
X
￿
}
ø
\
￿
I
}
ø
\
￿
￿
I
}
ø
￿
ThenapplyingHorner'salgorithm,the polynomial
￿
X canbe computedrecursivelyas follows
￿
￿
￿
￿
X
￿
6
￿
￿
￿
g
￿
X
￿
￿
I
￿
￿
g
\
￿
&
￿
X
￿
￿
￿
X
￿
}
ø
\
g
for
m
￿
6
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
￿
X
￿
￿
’
X
L
‘
I
P
￿
￿
￿
}
ø
￿
X
L
N
I
P
￿
The coefcients
￿
￿
X
￿
g
,
m
￿
6
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
,
X , are computed such that,
ˆ
˜
˜
˜
˜
˜
˜
˜
˜
˜
˜
¯
￿
￿
X
￿
￿
￿
￿
X
￿
￿
￿
￿
X
￿
￿
z
. . .
￿
￿
X
￿
￿ ...
. . .
. . .
...
...
￿
￿
X
￿
}
ø
\
￿
￿
￿
X
￿
}
ø
\
￿
￿
￿
￿
￿
￿ ...
￿
￿
X
￿
￿
￿
￿
X
￿
}
ø
\
￿
￿
￿
X
￿
}
ø
\
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
V
￿
￿
X
￿
￿
￿
￿
X
￿
￿
¨
˚
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
¸
ˆ
˜
˜
˜
˜
˜
˜
˜
˜
˜
¯
￿
￿
X
￿
}
ø
\
￿
￿
￿
X
￿
}
ø
\
￿
. . .
. . .
￿
￿
X
￿
￿
￿
￿
X
￿
￿
¨
˚
￿
￿
￿
￿
￿
￿
￿
￿
￿
¸
￿
￿
t
ˆ
˜
˜
˜
˜
˜
˜
˜
˜
˜
¯
￿
￿
X
￿
￿
￿
￿
X
￿
￿
. . .
. . .
￿
￿
X
￿
}
ø
\
￿
￿
￿
X
￿
}
ø
¨
˚
￿
￿
￿
￿
￿
￿
￿
￿
￿
¸
￿
Then using the expressions of the coefcients
˘
￿
X
￿
g
and
i
￿
X
￿
g
, one obtains
œ
X
L
N
I
P
￿
6
￿
￿
X
￿
￿
}
ø
\
￿
f
=
h
￿
~
￿
X
￿
}
ø
\
=
\
￿
￿
￿
=
"
￿
X
L
N
I
P
￿
1
￿
X
L
N
I
P
￿
￿
￿
X
L
N
I
P
￿
￿
￿
}
ø
￿
X
L
‘
I
P
￿
Note that, with this new approach, we do not have to store all the
￿
￿
X
￿
g
's but only
￿
￿
X
￿
￿ . The
new algorithm is called global HMRZ-stab and is summarized as follows.
ALGORITHM 4 Global HMRZ-stab
“
›
￿
￿
￿
Y
￿
￿
￿
b
￿
￿
￿
ﬂ
￿
￿
ﬁ
1. initialization
R
\
￿
￿
￿
￿
z
ˇ
￿
v
R
\
￿
￿
￿
￿
z
￿
￿
￿
￿
￿
￿
t
y
￿
9
￿
￿
v
R
￿
￿
v
￿
￿
R
￿
￿
￿
￿
￿
￿
^
￿
￿
z
ß
￿
￿
;
z
￿
￿
\
￿
￿
￿
￿
￿
;
z
k
o
l
￿
￿
z
2. while
￿
b
X
u
Æ
￿
;
z
do
~
￿
X
￿
￿
￿
D
/
v
R
X
￿
￿
b
X
[
F
9
H
|
,
X
￿
6
@
’
X
￿
;
￿
:
O
v
R
X
U
￿
X
￿
@
’
X
￿
￿
X
￿
￿
￿
D
‹
@
’
X
￿
￿
R
X
_
F
9
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3. while
￿
￿
X
￿
￿
￿
￿
z
do
|
,
X
￿
|
￿
X
￿
6
~
￿
X
￿
}
ø
\
￿
￿
D
‹
@
)
X
￿
￿
b
X
_
F
9
H
@
’
X
￿
￿
￿
:
O
@
)
X
￿
￿
X
￿
￿
￿
D
￿
@
)
X
￿
￿
R
X
[
F
9
H
end while
4. if
o
Æ
￿
￿
z
then
ß
X
”
j
￿
￿
￿
￿
￿
X
￿
￿
ª
￿
￿
X
￿
\
￿
￿
￿
￿
end if
`
X
￿
￿
R
X
R
X
”
j
￿
:
￿
￿
t
:
ß
X
”
j
￿
￿
R
X
￿
\
￿
v
`
X
￿
v
R
X
v
R
X
”
j
￿
:
￿
￿
t
:
ß
X
”
j
￿
v
R
X
￿
\
￿
￿
X
”
j
￿
￿
;
￿
X
￿
^
X
”
￿
￿
￿
￿
b
X
5. for
m
￿
6
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
￿
X do
￿
X
￿
;
￿
`
%
X
˘
￿
￿
~
￿
X
￿
}
ø
\
g
ª
￿
￿
X
￿
￿
￿
X
”
j
￿
￿
￿
￿
X
”
￿
￿
￿
˘
`
%
X
￿
^
X
”
￿
￿
￿
￿
b
X
”
j
￿
t
n
˘
￿
X
￿
,
￿
5
t
D
￿
@
X
￿
￿
X
F
H
ª
￿
￿
X
￿
￿
`
X
￿
￿
X
￿
￿
￿
￿
R
X
if
m
9
Æ
￿
6 then
U
X
￿
￿
￿
:
O
v
`
X
end if
v
`
%
X
￿
U
￿
X
￿
￿
v
R
X
end for
6.
R
X
”
j
￿
￿
￿
R
X
”
j
￿
￿
`
￿
X
v
R
X
”
j
￿
￿
v
R
X
”
j
￿
￿
v
`
￿
X
￿
￿
X
”
j
￿
￿
￿
￿
X
￿
|
￿
X
o
e
￿
￿
o
￿
6
end while
4. The global BiCGSTAB algorithm.
4.1. The global BiCGSTAB algorithm. We have seen that at step
o
the residual
￿
￿
￿
￿
X
and the matrix direction
r
￿
￿
X produced by Gl-BCG satisfy
￿
￿
￿
X
￿
￿
￿
￿
X
￿
\
￿
t
i
X
￿
.
r
￿
￿
X
￿
\
￿
￿
(4.1)
and
r
￿
￿
X
￿
￿
￿
￿
￿
X
￿
˘
X
r
￿
￿
X
￿
\
￿
￿
(4.2)
The
o
-th residual of global BiCGSTAB is dened by
￿
^
X
￿
￿
L
￿
t
￿
￿
X
￿
P
￿
￿
￿
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where
￿
X
￿
￿
L
￿
t
￿
￿
X
￿
\
￿
￿
￿
P
￿
￿
￿
￿
￿
￿
L
￿
t
￿
￿
￿
￿
￿
￿
P
M
￿
￿
￿
￿
X
￿
(4.3)
The parameter
￿
X is selected to minimize the F-norm of
￿
X , so we have
￿
X
￿
D
￿
￿
X
￿
"
￿
￿
X
F
H
D
￿
￿
￿
X
￿
￿
￿
￿
￿
X
_
F
9
H
￿
Using (4.1) and (4.3) we get
￿
X
￿
￿
X
￿
\
￿
￿
t
i
X
￿
:
r
X
￿
\
￿
where
r
X
￿
\
￿
￿
￿
L
￿
t
￿
￿
X
￿
\
￿
￿
P
￿
￿
￿
￿
￿
￿
L
￿
t
￿
￿
￿
￿
P
r
￿
￿
X
￿
\
￿
￿
Now since
￿
￿
￿
￿
X (
o
…
￿
6 ) is F-orthogonalto the matrix Krylovsubspace
W
C
X
L
‘
￿
:
O
￿
￿
v
￿
￿
P it follows
from (4.3) that,
D
￿
v
￿
￿
7
￿
￿
￿
X
_
F
9
H
￿
;
z
k
o
…
￿
6
￿
Using this orthogonality,we get
i
X
￿
D
￿
v
￿
￿
7
￿
￿
b
X
￿
\
￿
F
9
H
D
v
￿
￿
7
￿
￿
￿
:
r
X
￿
\
￿
F
9
H
￿
On the other hand, the global BiCGSTAB direction
r
X is given by
r
X
￿
￿
L
￿
t
￿
￿
X
￿
P
￿
￿
￿
￿
￿
￿
L
￿
t
￿
￿
￿
￿
P
￿
￿
￿
￿
￿
X
￿
˘
X
r
￿
￿
X
￿
\
￿
!
which can be written as
r
X
￿
￿
L
￿
t
￿
￿
X
￿
P
L
￿
￿
X
￿
˘
X
r
X
￿
\
￿
P
as well as
r
X
￿
￿
L
￿
t
￿
￿
X
￿
P
￿
￿
X
where
￿
X
￿
￿
X
￿
￿
˘
X
r
X
￿
\
￿
￿
￿
L
￿
t
￿
￿
X
￿
\
￿
￿
￿
P
￿
￿
￿
￿
￿
￿
L
￿
t
￿
￿
￿
￿
￿
￿
P
r
￿
￿
X
￿
We now have to compute
˘
X by using the fact that
r
￿
￿
X is F-orthogonal to the subspace
W
X
L
‘
￿
.
O
w
￿
v
￿
￿
P . It follows that,
D
/
v
￿
￿
￿
"
￿
￿
X
F
H
￿
￿
z
k
o
…
￿
6
￿
Therefore
˘
X
￿
￿
t
D
/
v
￿
￿
￿
￿
"
￿
￿
￿
X
_
F
9
H
D
v
￿
￿
(
￿
￿
￿
:
r
X
￿
\
￿
F
9
H
￿
The global BiCGSTAB algorithm is given as follows :ETNA
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ALGORITHM 5 The Gl-BiCGSTAB algorithm
Compute
￿
￿
￿
￿
￿
p
t
￿
￿
9
￿
￿
, where
￿
￿
is an initial approximate solution;
r
￿
￿
￿
￿
and
v
￿
￿
arbitrary,
for
o
l
￿
6
￿
￿
￿
†
￿
￿
￿
￿
￿
￿
￿
U
X
￿
\
￿
9
￿
￿
￿
:
r
X
￿
\
￿
,
￿
X
￿
￿
X
￿
\
￿
￿
t
i
X
U
X
￿
\
￿
,
i
X
￿
D
￿
v
￿
￿
￿
￿
X
￿
\
￿
F
H
D
v
￿
￿
(
￿
U
’
X
￿
\
￿
F
9
H
￿
`
%
X
￿
￿
￿
￿
￿
X ,
￿
X
￿
￿
￿
X
￿
\
￿
￿
i
X
r
X
￿
\
￿
￿
￿
X
￿
￿
￿
X ,
￿
X
￿
D
￿
`
X
￿
￿
X
F
H
D
￿
`
￿
X
￿
`
%
X
[
F
9
H
,
￿
X
￿
￿
X
t
￿
￿
X
`
X ,
r
X
￿
￿
X
￿
￿
˘
X
L
Z
r
X
￿
\
￿
￿
t
￿
￿
X
U
X
￿
\
￿
P , with
˘
X
￿
5
t
D
￿
v
￿
￿
(
￿
`
%
X
_
F
9
H
D
v
￿
￿
￿
￿
U
’
X
￿
\
￿
F
9
H
,
end.
When
+
￿
6 the algorithm reduces to BiCGSTAB of Van der Vorst [22]. We note that
global methods do not suffer from dependence of vectors during the iterations until a matrix
invariant subspace is obtained (no need for deation). However a break-down may occur if
D
￿
v
￿
￿
￿
U
X
￿
\
￿
F
H
￿
;
z
.
4.2. A look-ahead global BiCGSTAB algorithm. The
o
-th residual produced by the
global BiCGSTAB algorithm is expressed as
￿
b
X
￿
￿
￿
X
L
‘
￿
P
￿
X
L
Z
￿
P
￿
￿
￿
￿
￿
where
￿
X is a polynomial satisfying the following recurrence relation
￿
X
L
‘
I
P
￿
￿
L
6
t
n
œ
X
I
P
￿
X
￿
\
￿
(
L
N
I
P
￿
￿
￿
￿
L
N
I
P
￿
6
￿
and
œ
X is chosen so that
D
￿
￿
X
￿
￿
X
F
H
￿
T
￿
￿
X
T
￿
H is minimized. Let
v
￿
￿
￿
￿
￿
X
L
‘
I
P
￿
￿
L
&
t
6
￿
P
X
￿
￿
￿
￿
￿
X
￿
￿
￿
&
￿
X
￿
￿
￿
￿
￿
X
L
‘
I
P
￿
￿
￿
￿
&
￿
X is a monic formal orthogonal polynomial with respect to
º
￿
￿
￿
￿
. The polynomials
￿
X and
￿
￿
￿
&
￿
X satisfy the recurrence relations
￿
X
”
j
￿
(
L
N
I
P
￿
￿
￿
X
L
N
I
P
t
i
X
”
j
￿
￿
I
v
￿
￿
￿
￿
￿
X
L
‘
I
P
￿
(4.4)
v
￿
￿
￿
&
￿
X
”
j
￿
L
N
I
P
￿
￿
￿
X
”
j
￿
￿
L
‘
I
P
￿
˘
X
”
j
￿
v
￿
￿
￿
&
￿
X
L
N
I
P
￿
with
￿
￿
L
‘
I
P
￿
v
￿
￿
L
‘
I
P
￿
6
￿
If the Hankel determinant
￿
￿
￿
&
￿
X vanishes, then the polynomials
￿
X and
v
￿
￿
￿
￿
￿
X do not exist
and we have a true breakdown. This problem can be cured by jumping over the nonexisting
polynomials and by considering only the regular ones. If
￿
￿
￿
￿
￿
X
Æ
￿
￿
z
and the two polynomials
are not of degree
o
exactly (
￿
￿
￿
￿
X
￿
z
) then we have a ghost breakdown. This kind of
breakdown is not treated in this paper.
In the sequel, we assume that
￿
￿
￿
￿
X
Æ
￿
￿
z
. The
o
-th regular polynomials will be denoted
by
￿
X and
￿
￿
￿
￿
￿
X with degree equal to
￿
j
X . The next regular polynomials
￿
X
”
j
￿
and
v
￿
￿
￿
&
￿
X
”
j
￿ have
degree
￿
￿
X
”
j
￿
￿
￿
￿
X
￿
|
￿
X where
|
￿
X is the jump in the degrees between two successive regular
polynomials; see [1] and [3].ETNA
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The jump
|
X is dened by the conditions
º
￿
￿
￿
￿
L
‘
I
g
v
￿
￿
￿
￿
￿
X
P
￿
￿
z
for
m
￿
￿
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
X
￿
￿
|
X
t
‚
￿
M
￿
º
￿
￿
￿
￿
L
‘
I
ł
(
ø
”
}
ø
\
￿
v
￿
￿
￿
￿
￿
X
P
.
Æ
￿
￿
z
†
￿
Therefore the polynomials
￿
X
”
￿
￿
and
v
￿
￿
￿
￿
￿
X
”
￿
￿ are computed by the following recurrence rela-
tions
￿
X
”
￿
￿
L
N
I
P
￿
￿
￿
X
L
N
I
P
t
3
I
￿
￿
X
L
‘
I
P
￿
v
￿
￿
￿
&
￿
X
L
N
I
P
￿
(4.5)
v
￿
￿
￿
￿
￿
X
”
￿
￿
L
N
I
P
￿
￿
￿
X
”
j
￿
L
N
I
P
￿
˘
X
”
￿
￿
v
￿
￿
￿
&
￿
X
L
N
I
P
￿
where
￿
￿
￿
7
L
‘
I
P
￿
v
￿
￿
￿
￿
L
N
I
P
￿
6 and
￿
X is a polynomial of degree
|
￿
X
t
6 at most. The auxiliary
polynomial
￿
X is of degree at most
￿
j
X and satises the recurrence
￿
X
”
j
￿
L
‘
I
P
￿
￿
L
6
￿
œ
￿
X
￿
￿
I
￿
œ
￿
X
￿
￿
I
￿
￿
￿
￿
￿
￿
￿
￿
œ
￿
X
￿
}
ø
I
}
ø
P
￿
X
L
N
I
P
￿
(4.6)
The coefcients
L
‘
œ
g
￿
X
￿
P
￿
￿
￿
g
￿
}
ø are chosen so that
D
￿
￿
b
X
”
j
￿
￿
￿
b
X
”
j
￿
F
9
H is minimized.
The jump
|
X is determined from the relations
º
￿
￿
&
￿
L
N
I
g
￿
X
v
￿
￿
￿
￿
￿
X
P
￿
￿
z
for
m
￿
￿
z
ˇ
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
￿
X
t
‚
￿
M
￿
(4.7)
º
￿
￿
&
￿
L
N
I
}
ø
\
￿
￿
X
v
￿
￿
￿
￿
￿
X
P
.
Æ
￿
￿
z
†
￿
Let
￿
￿
X
￿
g
,
m
￿
￿
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
,
X
t
6 be the coefcients of the polynomial
￿
X :
￿
X
L
N
I
P
￿
}
ø
\
￿
f
g
h
￿
￿
￿
X
￿
g
I
g
and set
￿
￿
X
￿
g
￿
º
￿
￿
&
￿
L
N
I
}
ø
\
￿
&
”
g
￿
X
.
v
￿
￿
￿
&
￿
X
L
N
I
P
"
P for
m
￿
;
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
￿
X
t
6
￿
~
￿
X
￿
g
￿
º
L
‘
I
g
￿
X
￿
X
L
N
I
P
&
P for
m
￿
￿
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
￿
X
t
6
￿
In (4.5), multiplying
￿
X
”
j
￿
by
￿
I
g
￿
X
!
,
m
￿
￿
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
X
t
6 , applying
º and using the orthogo-
nality relations, we get
ˆ
˜
˜
˜
˜
˜
˜
˜
˜
˜
˜
¯
￿
￿
X
￿
￿
￿
￿
X
￿
￿
￿
￿
X
￿
￿
z
. . .
￿
￿
X
￿
￿ ...
. . .
. . .
...
...
￿
￿
X
￿
}
ø
\
￿
￿
￿
X
￿
}
ø
\
￿
￿
￿
￿
￿
￿ ...
￿
￿
X
￿
￿
￿
￿
X
￿
}
ø
\
￿
￿
￿
X
￿
}
ø
\
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
V
￿
￿
X
￿
￿
￿
￿
X
￿
￿
¨
˚
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
¸
ˆ
˜
˜
˜
˜
˜
˜
˜
˜
˜
¯
￿
￿
X
￿
}
ø
\
￿
￿
￿
X
￿
}
ø
\
￿
. . .
. . .
￿
￿
X
￿
￿
￿
￿
X
￿
￿
¨
˚
￿
￿
￿
￿
￿
￿
￿
￿
￿
¸
￿
ˆ
˜
˜
˜
˜
˜
˜
˜
˜
˜
¯
~
￿
X
￿
￿
~
￿
X
￿
￿
. . .
. . .
~
￿
X
￿
}
ø
\
￿
~
￿
X
￿
}
ø
\
￿
¨
˚
￿
￿
￿
￿
￿
￿
￿
￿
￿
¸
￿
(4.8)
Note that, since
º
￿
￿
&
￿
L
N
I
}
ø
\
￿
￿
X
v
￿
￿
￿
&
￿
X
P
￿
￿
￿
￿
X
￿
￿
Æ
￿
;
z
, the matrix of the preceding linear system is
nonsingular. Multiplying equation (4.5) by
I
}
ø
\
￿
￿
X and applying
º
￿
￿
&
￿
, the coefcient
˘
X
”
j
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is given by
˘
X
”
￿
￿
9
￿
5
t
º
L
N
I
}
ø
￿
X
￿
X
”
j
￿
P
º
￿
￿
￿
￿
L
‘
I
}
ø
\
￿
￿
X
.
v
￿
￿
￿
&
￿
X
P
￿
5
t
º
L
￿
￿
X
”
￿
￿
￿
X
”
j
￿
P
œ
￿
X
￿
}
ø
º
￿
￿
&
￿
L
N
I
}
ø
\
￿
￿
X
.
v
￿
￿
￿
&
￿
X
P
￿
It follows from
￿
}
ø
\
￿
￿
º
L
￿
￿
X
￿
X
P
º
￿
￿
￿
￿
L
‘
I
}
ø
\
￿
￿
X
.
v
￿
￿
￿
￿
￿
X
P
￿
~
￿
X
￿
￿
￿
￿
X
￿
￿
￿
that
˘
X
”
j
￿
￿
5
t
￿
}
ø
\
￿
œ
￿
X
￿
}
ø
~
￿
X
”
￿
￿
￿
￿
￿
~
￿
X
￿
￿
￿
(4.9)
Let
R
X and
￿
￿
X be dened as follows :
R
X
￿
￿
￿
X
L
‘
￿
P
￿
v
￿
￿
￿
&
￿
X
L
‘
￿
P
￿
￿
￿
￿
￿
￿
X
￿
￿
￿
X
￿
\
￿
L
‘
￿
P
￿
X
L
‘
￿
P
￿
￿
￿
7
￿
Using the relations (4.5) and (4.6), we obtain
￿
X
”
j
￿
9
￿
￿
X
t
y
￿
￿
￿
X
L
‘
￿
P
R
X
￿
￿
X
”
j
￿
9
￿
￿
X
”
j
￿
￿
œ
￿
X
￿
￿
￿
￿
X
”
j
￿
￿
œ
￿
X
￿
￿
￿
￿
￿
X
”
j
￿
￿
￿
￿
￿
￿
￿
￿
œ
￿
X
￿
}
ø
￿
}
ø
￿
X
”
j
￿
￿
￿
R
X
”
j
￿
9
￿
￿
X
”
j
￿
￿
˘
X
”
￿
￿
￿
L
￿
R
X
￿
￿
œ
￿
X
￿
￿
￿
b
R
X
9
￿
œ
￿
X
￿
￿
￿
￿
R
X
￿
￿
￿
￿
￿
￿
￿
￿
œ
￿
X
￿
}
ø
￿
}
ø
R
X
P
￿
The approximations
￿
X are then computed according to
￿
X
”
j
￿
9
￿
;
￿
X
￿
￿
￿
X
L
Z
￿
P
R
X
t
‹
L
‘
œ
￿
X
￿
￿
￿
X
”
j
￿
￿
œ
￿
X
￿
￿
￿
￿
X
”
j
￿
￿
￿
￿
￿
￿
￿
￿
œ
￿
X
￿
}
ø
￿
}
ø
\
￿
￿
X
”
j
￿
P
￿
Since the coefcients
L
N
œ
￿
X
￿
g
P
￿
￿
￿
g
￿
}
ø are chosen so that
D
￿
X
”
j
￿
￿
￿
￿
X
”
j
￿
F
H is minimized,
they are obtained by solving the following
|
E
X
_
￿
a
|
,
X linear system:
œ
￿
X
￿
￿
D
￿
g
￿
￿
X
”
j
￿
￿
"
￿
￿
￿
X
”
j
￿
F
9
H
￿
￿
￿
￿
￿
￿
￿
œ
￿
X
￿
}
ø
D
￿
g
￿
￿
X
”
j
￿
￿
"
￿
}
ø
￿
￿
X
”
j
￿
F
9
H
￿
￿
t
D
￿
g
￿
￿
X
”
j
￿
￿
￿
￿
X
”
￿
￿
F
9
H
￿
k
n
m
￿
6
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
￿
X
￿
We note that since
º
L
‘
I
g
P
￿
D
/
v
￿
￿
(
￿
￿
￿
g
￿
￿
F
9
H , the coefcients
L
Z
￿
￿
X
￿
g
P and
L
~
￿
X
￿
g
P are given by
￿
￿
X
￿
g
￿
D
/
v
￿
￿
￿
￿
"
￿
g
”
}
ø
R
X
C
F
9
H
￿
m
￿
￿
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
￿
X
t
6
￿
~
￿
X
￿
g
￿
D
/
v
￿
￿
￿
"
￿
g
￿
X
F
H
￿
m
￿
￿
z
†
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
X
t
6
￿
The length of the jump
|
X is determined by the following relations
D
v
￿
￿
(
￿
￿
￿
g
R
X
_
F
9
H
￿
;
z
for
m
￿
6
￿
￿
￿
￿
￿
￿
￿
￿
￿
|
,
X
t
6
￿
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D
v
￿
￿
7
￿
"
￿
}
ø
R
X
C
F
9
H
^
Æ
￿
￿
z
†
￿
The look-ahead global BiCGSTAB algorithm is summarized as follows:
ALGORITHM 6 The Look-ahead global BiCGSTAB
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1. initialization
R
\
￿
￿
￿
;
z
￿
￿
b
￿
￿
￿
￿
t
y
￿
9
￿
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￿
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￿
￿
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￿
￿
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￿
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D
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￿
F
9
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￿
^
￿
￿
z
o
l
￿
;
z
2. while
￿
b
X
u
Æ
￿
;
z
do
if
~
￿
￿
￿
￿
￿
￿
z
then stop.
R
X
￿
￿
￿
b
￿
￿
R
X
R
X
￿
￿
￿
￿
;
￿
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R
X
￿
￿
￿
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￿
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￿
D
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￿
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R
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￿
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3. while
￿
￿
X
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￿
;
z
do
|
X
￿
|
X
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￿
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￿
}
ø
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￿
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￿
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￿
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end while
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￿
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6. construct the matrices
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end while
5. Numerical examples. In this section, we give some experimentalresults. Our exam-
ples have been coded in Matlab and have been executed on a SUN SPARC workstation.
Example 1: We compared the performance of the global BCG, global BiCGSTAB and the
blockBCG algorithms. WeusedthematricesfromtheHarwell-Boeingcollection:
￿
￿
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(
￿
￿
V
￿
*
)
,
+
6 ) and
￿
.
￿
=Sherman4 (
￿
￿
6
z
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￿
<
æ
). The number of nonzero entries of
￿
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￿
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￿
:
￿
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￿
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￿
.
-
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‘
￿
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￿
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￿
6
æ
&
/
$
0
,
/
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￿
%
￿
.
-
L
‘
￿
.
￿
P
￿
Œ
2
1
0
,
+
. The tests were stopped as soon as
|
a
Ø
$
￿
L
T
￿
￿
￿
=
"
￿
X
T
￿
ª
T
￿
￿
￿
=
"
￿
￿
T
￿
P
￿
￿
￿
6
z
\
4
3 , for
>
￿
6
￿
￿
￿
￿
￿
￿
￿
￿
￿
+ .
The initial guess
￿
￿
was taken to be zero. We set
￿
￿
￿
J
Ø
7
￿
￿
~
L
￿
￿
+
￿
P , where the Matlab
function
J
Ø
7
￿
￿
~ creates an
￿
*
￿
,
+ random matrix with entries uniformly distributed in [0,1].
In Table 5.1, we list the CPU-time (in seconds) obtained with the three algorithms. In
parentheses, we give the ratio
+
￿
￿
I
￿
L
6
￿
P
ª
I
￿
L
+
￿
P , where
I
￿
L
+
￿
P is the CPU-time for the global or the
block method and
I
￿
L
6
￿
P is the CPU-time obtained when applying the corresponding method
for one linear system with one right-hand side. Note that the time obtained with one right-
hand side solver depends on which right-hand side was used.
I
￿
L
6
￿
P was obtained by dividing
the time needed for the
+ right-hand sides by
+ . We note that a global method is effective
if the indicator
+
￿
<
I
￿
L
6
￿
P
ª
I
￿
L
+
￿
P is greater than 1. The maximum number of
/
(
z
(
z
iterations was
allowed for all the algorithms. As mentioned in [18], we used
v
￿
￿
￿
￿
￿
￿
:
￿
for the Bl-BCG
algorithm.
TABLE 5.1
Runtimes to convergence for Gl-BCG, Gl-BiCGSTAB and Bl-BCG. Matrices
5
￿
￿ and
5
￿
• ;
6
8
7
￿
9
;
: and
6
<
7
>
=
￿
: .
Matrix s Gl-BCG Gl-BiCGSTAB Bl-BCG
PDE2961 10 98 40 -
(N=2961) (1.39) (1.43) -
20 201 81 -
(1.43) (1.45)
SHERMAN4 10 17 10 -
(N=1140) (1.37) (1.34) -
20 36 19 24
(1.41) (1.39) (1.35)
Table 5.1 shows that Gl-BiCGSTAB returns the best results. Note that, for Sherman4
and
+
￿
￿
￿
￿
z
, Bl-BCG performs better than Gl-BCG. For the matrix PDE2961, Bl-BCG failed
to converge and this was also the case for Sherman4 with
+
￿
6
z
.
Example 2: For this experiment we consider the matrix
￿
￿
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+
￿
?
+
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Ø
￿
z
. In Figure
5.1, we plotted the log10 of the Frobenius norm of the residual versus the iterations. As
shown in this gure, the Gl-BCG (dashed line) does not converge. Setting
@
￿
6
z
\
4
A , the
global Hmrz-stab(solideline) makes jumps of length
|
X
￿
￿
￿
and we obtain
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Example 3: For this experiment, the matrix
￿
is the same as in Example 2 with
￿
￿
6
z
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z
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. Figure 5.2 shows the results obtained with theETNA
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Gl-BICGSTAB (solid line) and the look-ahead Gl-BiCGSTAB (dashed line) algorithms. In
this gure we plotted the Frobenius norm (in the logarithmic scale) of the residuals vesus the
iterations. With
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many jumps are detected in the look-ahead GL-BiCGSTAB algo-
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Example 4: For this last experiment, the matrix
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Boeing collection (
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￿
. Figure 5.3 reports on the results obtained with
the Gl-BICGSTAB (solid line) and the look-ahead Gl-BiCGSTAB (dashed line) algorithms.
We plotted the Frobenius norm of the residuals versus the iterations.
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