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†
In this paper we study the multivariate ANOVA decomposition for functions
over the unit cube with respect to complete orthonormal systems of polyno-
mials. In particular we use the integral projection operator that leads to the
classical ANOVA decomposition. We present a method that uses this decom-
position as a tool to understand and learn the structure of high-dimensional
functions, i.e., which dimensions and dimension interactions are important. The
functions we consider are either exactly or approximately of a low-dimensional
structure, i.e., the number of simultaneous dimension interactions is effectively
low. The structural knowledge of the function is then used to find an approxi-
mation.
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1 Introduction
The approximation of high-dimensional functions is an active topic and is of high rele-
vance to numerous applications. In a general setting we are given some data about a
function which we have a little to no control over. The related approximation problem is
generally refered to as scattered data approximation. Classical methods suffer from the
curse of dimensionality in this setting, meaning that the amount of data needed increases
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exponentially with the dimension. Finding ways to circumvent the curse poses the main
challenge. Besides finding an approximation there is the question of interpretability. In
many application one wishes to understand how important the different dimensions and
dimension interactions are to interpret the results.
In this paper we consider functions f : [−1, 1]d → R defined over the unit cube with
high spatial dimension d ∈ N. Given scattered data about f , i.e., a finite sampling set
X ⊆ (−1, 1)d and evaluations y = (f(x))x∈X , we aim to learn the structure of the function
and apply this information to obtain an approximation. Our approach assumes that f
consists approximately of certain low-dimensional structures which allows us to circumvent
the curse of dimensionality.
We focus on complete orthonormal systems {φk} in L2([−1, 1]d, ω) where the functions
are tensor products of univariate polynomials, e.g., the Chebyshev polynomials. Any func-
tion from the weighted Lebesgue space L2([−1, 1]d, ω) can then be written as a series
f(x) =
∑
k∈Nd0
ck φk(x) with coefficients ck ∈ R, k ∈ Nd0. Our method focuses on approx-
imations using partial sums of the type SIf(x) =
∑
k∈I ck φk(x), with a special type of
finite index sets I ⊆ Nd0 that reflects the low-dimensional structure of f . Determining a
frequency index set I that yields a good approximation while not scaling exponentially in
d poses one of the main challenges.
The method presented here uses the classical ANOVA (Analysis of Variance) decomposi-
tion, see [3, 18, 11, 7], as a main tool. The decomposition is important in the analysis of the
dimensions for multivariate, high-dimensional functions. It has also been used in under-
standing the reason behind the success of certain quadrature methods for high-dimensional
integration [12, 2, 5] and also infinite-dimensional integration [1, 6, 9]. The ANOVA de-
composition decomposes a d-variate function in 2d ANOVA terms where each term belongs
to a subset of {1, 2, . . . , d}. Each term depends only on the variables in the corresponding
subset and the number of these variables is the order of the ANOVA term.
Our method assumes sparsity by restricting the number of possible simultaneous dimen-
sion interactions. The knowledge that the function f has a structure such that it can
be well approximated using this sparsity assumption is the only information we require
a-priori. The approach allows us to determine or learn the basis coefficients by solving a
linear least-squares problem by exploting the structure of the matrix.
The outline of the paper is as follows. In the following we introduce some necessary
preliminaries for weighted Lebesgue spaces with complete orthonormal systems of polyno-
mials. Moreover, we discuss the nonequispaced fast cosine transform and the fast poly-
nomial transform for the evaluation of Chebyshev partial sums and computing the basis
exchange from any polynomial bases to the Chebyshev system, respectively. In Section 2
we consider the properties of the ANOVA decomposition in the previously explained set-
ting. The approximation method itself is discussed in Section 3 with numerical examples
in Section 4.
2
Prerequisites, Notation and orthogonal Polynomials
Let ω : (−1, 1) → R be a non-negative, integrable weight function with ∫ 1
−1
ω(x) dx = 1
and let L2([−1, 1], ω) be the weighted Hilbert space of all measurable functions f : [−1, 1]→
R with the inner product and norm defined by
〈f, g〉 :=
∫ 1
−1
f(x)g(x)ω(x) dx, ||f ||2 := 〈f, f〉1/2.
We consider the system of polynomials {ϕk}k∈N0 where the functions are tensor products
ϕk(x) :=
∏d
j=1 ϕkj(xj) for ϕN ∈ ΠN . Here, ΠN denotes the set of polynomials of degree
≤ N . The system {ϕk} is an orthonormal basis in L2([−1, 1]d, ω) if {ϕN} is an orthonormal
basis in L2([−1, 1], ω).
We consider functions f ∈ L2([−1, 1]d, ω) that have a unique representation with respect
to the system {ϕk}k∈Nd0 as series
f(x) =
∑
k∈Nd0
ck(f) ϕk(x),
where ck := ck(f) :=
∫
[−1,1]d
f(x)ϕk(x)ω(x) dx ∈ R, k ∈ Nd0, are the basis coefficients of
f with respect to ϕk. For a finite index set I ⊆ Nd0, we call the finite series
SIf(x) =
∑
k∈I
ck(f)ϕk(x), (1.1)
the partial sum of f with respect to the index set I. In the following me make heavy use
of the fact, that we are able to compute the sum (1.1) on arbitrary nodes xj ∈ [−1, 1]d,
j = 1, 2, . . . ,M , M ∈ N, in an efficient manner. We realize the fast evaluation as follows:
Consider the univariate polynomial
P :=
N∑
k=0
ck ϕk ∈ ΠN
with known real coefficients ck. Our concern is the realization of a the basis exchange from
{ϕk}Nk=0 to {Tk}Nk=0 in ΠN and produces the Chebyshev coefficients c˜k in
P =
N∑
k=0
c˜k Tk .
By Tk :=
√
2
1−δk,0
cos(k arccos ·), we denote the normed Chebyshev polynomials of first
kind. Note that arccos : [−1, 1]→ [0, π] is the inverse function of cos restricted to [0, π). As
known, the Chebyshev polynomials form a complete orthonormal system in L2([−1, 1], ω)
with the special Chebyshev weight ω(x) := π−1 · (1− x2)−1/2. For m,n ∈ N0 we have
〈Tm, Tn〉 =
{
1 m = n,
0 m 6= n .
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An algorithm, that realize the fast evaluation of c˜k from ck is known as discrete polynomial
transform and was developed in [16], see also the approach of Driscoll and Healy for the
transposed problem developed in [4]. Our approach computes the basis exchange with
O(N log2N) arithmetical operations by a divide–and–conquer technique combined with
fast polynomial multiplications. The algorithm was designed for arbitrary polynomials Pn
satisfying a three–term recurrence relation, see [14, Section 6.5]. We introduce the notation
Tk(x) :=
∏d
j=1 Tkj (xj) and observe that this algorithm can be straightforward generalized
to the tensor product case, such that we realize the basis exchange, i.e. compute the
Chebyshev coefficients c˜k ∈ R from the coefficients ck ∈ R,
P =
∑
k∈[0,N ]d
ckϕk =
∑
k∈[0,N ]d
c˜kTk,
in O(Nd log2dN) arithmetical operations. Knowing the Chebyshev coefficients c˜k, the
values P (xj) (j = 0, . . . ,M) can be computed by the nonequisistant cosine transform
at the nodes arccos(xj) by Algorithm [14, Section 7.4] in O
(
Nd logN +M
)
arithmetical
operations. In summary we are able to compute the polynomial P at all arbitrary nodes
xj, j = 0, . . . ,M
P (xj) =
∑
k∈[0,N ]d
ckϕk(xj), (1.2)
in only O(Nd log2dN + M) arithmetical operations. For the special case of Chebyshev
polynomials, i.e. ϕk = Tk we need only O(Nd logN +M) arithmetical operations, since
the discrete polynomial transform is not necessary. We stress on the fact, that a fast
algorithm implies the factorization of the transform matrix P := (ϕk(xj))j=0,...,M,k∈[0,N ]d
into a product of sparse matrices. Consequently, once a fast algorithm for (1.2) is known,
a fast algorithm for the “transposed” problem
ck =
M∑
j=0
fjϕk(xj), k ∈ [0, N ]d (1.3)
with the transform matrix PT and the same arithmetical complexity is also available by
transposing the sparse matrix product. The algorithms are part of the software package
[8].
In order to overcome the high complexity with growing dimensions d, we focus on models
with low effective dimensions. To this end we assume, that the effects of degree interactions
among the input variables weaken rapidly or vanish altogether.
2 Analysis of Variance Decomposition on the Cube
In this section we follow the approach of [15] and introduce the ANOVA decomposition in
the setting of weighted Lebesgue spaces with orthonormal polynomials als bases. See also
[3, 11, 10, 7]. For a given spatial dimension d we denote with D = {1, 2, . . . , d} the set
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of coordinate indices and subsets as bold small letters, e.g., u ⊆ D. The complement of
those subsets are always with respect to D, i.e., uc = D\u. For a vector x ∈ Cd we define
xu = (xi)i∈u ∈ C|u|. Furthermore, we use the p-norm (or quasi norm) of a vector which is
defined as
‖x‖p =


|{i ∈ D : xi 6= 0}| : p = 0(∑d
i=1 |xi|p
)1/p
: 0 < p <∞
maxi∈D |xi| : p =∞
for x ∈ Rd. The space L2([−1, 1]d, ω) with weight function ω and complete orthonormal
system {φk}k∈Nd0 consisting of tensor product functions, see Section 1, is fixed.
We start by defining the projection operator
Puf(xu) :=
∫
[−1,1]d−|u|
f(x)ω(xuc) dxuc (2.1)
that integrates over the variables xuc. Clearly, the image Puf depends only on the variables
xu ∈ [−1, 1]|u|. We define the index set
P(d)u :=
{
k ∈ Nd0 : kuc = 0
}
(2.2)
which can be identified with N
|u|
0 using the mapping k 7→ ku. Furthermore we use the
index set
F(d)u :=
{
k ∈ Nd0 : kuc = 0, kj 6= 0 ∀j ∈ u
}
which can be identified with N|u| using the mapping k 7→ ku. Moreover, we use the
convention N
|∅|
0 = {0} and N|∅| = {0}. The ANOVA term for u ⊆ D is defined as
fu := Puf −
∑
v(u
fv. (2.3)
We now prove a relationship between the basis coefficients of Puf , fu and f .
Lemma 2.1. Let f ∈ L2([−1, 1]d, ω) and ℓ ∈ N|u|0 . Then
cℓ (Puf) = ck(f)
and
cℓ (fu) =


ck(f) : ℓ ∈ N|u|
δu,∅ · c0(f) : ℓ = 0
0 : ∃i, j : ℓi = 0, ℓj 6= 0
for k ∈ Nd0 with ku = ℓ and kuc = 0. Moreover, Puf, fu ∈ L2([−1, 1]|u|, ω).
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Proof. We prove the formula for cℓ (Puf), consolidate the two integrals and derive
cℓ (Puf) =
∫
[−1,1]|u|
∫
[−1,1]d−|u|
f(x)ω(xuc) dxuc ϕℓ(xu)ω(xu) dxu
=
∫
[−1,1]d
f(x)ϕℓ(xu)ω(x) dx
=
∫
[−1,1]d
f(x)ϕk(x)ω(x) dx = ck(f)
for k ∈ Zd with ku = ℓ and kuc = 0. Then Puf ∈ L2([−1, 1]|u|, ω) is clear due to Parseval’s
identity.
We prove the formula for cℓ (fu) by employing the direct formula for the ANOVA terms
fu(xu) =
∑
v⊆u(−1)|u|−|v|Pvf(xv) to obtain
cℓ (fu) =
∫
T|u|
fu(xu)e
−2πiℓ·xu dxu
=
∫
T|u|
[∑
v⊆u
(−1)|u|−|v|Pvf(xv)
]
e−2πiℓ·xu dxu
=
∑
v⊆u
(−1)|u|−|v|
∫
T|u|
Pvf(xv)e
−2πiℓ·xu dxu
=
∑
v⊆u
(−1)|u|−|v|ckv (Pvf) δku\v,0.
We go on to prove c0 (fu) = δu,∅ · c0(f). In this case, kv = 0 and δku\v,0 = 1 for every
v ⊆ u. By the Binomial Theorem, we have
cℓ (fu) =
∑
v⊆u
(−1)|u|−|v|ckv (Pvf) δku\v,0 = c0(f)
∑
v⊆u
(−1)|u|−|v|
= c0(f)
|u|∑
n=0
(|u|
n
)
(−1)|u|−n = c0(f) · δu,∅.
For the second case, we consider an ℓ and with a set v ⊆ u such that ∅ 6= v := {i ∈ u : ki =
0} 6= u. Then δku\v,0 = 1⇐⇒ vc := u \ v ⊆ v and with the Binomial Theorem we get
cℓ (fu) =
∑
v⊆u
(−1)|u|−|v|ckv (Pvf) δku\v,0 =
∑
vc⊆v⊆u
(−1)|u|−|v|ckv (Pvf)
= ck(f)
∑
vc⊆v⊆u
(−1)|u|−|v| = ck(f)
|u|∑
n=|vc|
(|u| − |vc|
n− |vc|
)
(−1)|u|−n
= ck(f)
|u|−|vc|∑
m=0
(|u| − |vc|
m
)
(−1)|u|−|vc|−m = 0.
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For the case where the entries of ℓ are all nonzero, only the addend where v = u is nonzero,
i.e., cℓ (fu) = ck(f) and fu ∈ L2([−1, 1]|u|, ω) is clear due to Parseval’s identity.
Using Lemma 2.1, we are able to write Puf and fu as both, d-dimensional
Puf(x) =
∑
k∈P
(d)
u
ck(f) φk(x), fu(x) =
∑
k∈F
(d)
u
ck(f) φk(x)
and |u|-dimensional series
Puf(xu) =
∑
ℓ∈N
|u|
0
cℓ (Puf) φℓ(xu), fu(xu) =
∑
ℓ∈N|u|
cℓ (fu) φℓ(xu).
Theorem 2.2. Let f ∈ L2([−1, 1]d, ω), the ANOVA terms fu as in (2.3) and the set of
coordinate indices D = {1, 2, . . . , d}. Then f can be uniquely decomposed as
f(x) = f∅ +
d∑
i=1
f{i}(xi) +
d−1∑
i=1
d∑
j=i+1
f{i,j}(x{i,j}) + · · ·+ fD(x) =
∑
u⊆D
fu(xu) (2.4)
which we call analysis of variance (ANOVA) decomposition. Moreover,
⋃
u⊆D F
(d)
u =
Nd0 and the union is disjoint.
Proof. Clearly, Nd0 is the disjoint union of the sets F
(d)
u for u ⊆ D. Using this fact we obtain∑
u⊆D
fu(xu) =
∑
u⊆D
∑
k∈F
(d)
u
ck(f) ϕk(x) =
∑
k∈
⋃
u⊆D F
(d)
u
ck(f) ϕk(x)
=
∑
k∈Nd0
ck(f) ϕk(x) = f(x).
Since the union is disjoint, the decomposition is unique.
In order to get a notion of the importance of single terms compared to the entire function,
we define the variance of a function
σ2(f) :=
∫
[−1,1]d
(f(x)− c0(f))2 ω(x) dx
and the equivalent formulation
σ2(f) = ‖f‖2L2([−1,1]d,ω) − |c0(f)|
2 .
For the ANOVA terms fu with ∅ 6= u ⊆ D we have c0 (fu) = 0 and therefore σ2(fu) =
‖fu‖2L2([−1,1]|u|,ω). For f ∈ L2([−1, 1]d, ω) we obtain for the variance
σ2(f) =
∑
∅6=u⊆D
σ2(fu)
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by Parsevel’s identity. The global sensitivity indices, cf. [19, 20, 11],
̺(u, f) :=
σ2(fu)
σ2(f)
∈ [0, 1] (2.5)
for ∅ 6= u ⊆ D provide a comparable score to rank the importance of ANOVA terms fu
against each other. We observe
∑
∅6=u⊆D ̺(u, f) = 1.
We now introduce the notion of effective dimensions as proposed in [3]. Given a fixed
α ∈ (0, 1], the superposition dimension, one notion of effective dimension, is defined as
the smallest integer ds ∈ {1, 2, . . . , d− 1} such that∑
∅6=u⊆D
|u|≤ds
σ2(fu) ≥ ασ2(f). (2.6)
Instead of determining ds corresponding to an α ∈ (0, 1], we consider choosing ds in which
case we have
α =
1
σ2(f)
∑
∅6=u⊆D
|u|≤ds
σ2(fu).
Since the number of ANOVA terms is 2d and therefore grows exponentially in d we now
want to focus on truncating the ANOVA decomposition, i.e., removing certain terms fu.
We therefore define a subset of ANOVA terms as a subset of the power set of D, i.e.,
U ⊆ P(D), such that the inclusion condition
u ∈ U =⇒ ∀v ⊆ U : v ∈ U (2.7)
holds, cf. [7, Chapter 3.2]. This is necessary due to the recursive definition of the ANOVA
terms, see (2.3). For any subset of ANOVA terms U we then define the truncated ANOVA
decomposition as
TUf :=
∑
u∈U
fu.
This truncation can be done with the superposition dimension ds in mind, see (2.6). We
define Uds := {u ⊆ D : |u| ≤ ds} and Tds := TUds . This reduces the number of ANOVA
terms to grow polynomially in d, i.e.,
|Uds | ≤
(
d · e
ds
)ds
, (2.8)
cf. [15]. The basis coefficients of the truncated ANOVA decomposition are then only
nonzero for ds-sparse frequencies
ck (TUf) =
{
ck(f) : ∃u ∈ U : k ∈ F(d)u
0 : otherwise.
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The approximation method introduced in Section 3 uses partial sums where the frequency
index sets are related to the ANOVA terms in a set U ⊆ P(D). We fix those sets by choosing
frequencies for the ANOVA terms fu, u ∈ U , i.e., choosing Iu ⊆ N|u|, and then projecting
them as
PuIu =
{{
k ∈ Zd : kuc = 0,ku ∈ Iu
}
: u 6= ∅
{0} : u = ∅.
Given finite sets Iu ⊆ N|u|, u ∈ U , we define
I(U) =
⋃
u∈U
PuIu. (2.9)
It is possible to choose the frequencies only based on the order of the ANOVA term |u| if
one does not want or can make a distinction between terms with the same order. In this
case we set Iu = I|u| for I0 = {0}, Ij ⊆ Nj , j = 1, 2, . . . , ds.
3 Approximation Method
In this section, we present a general approximation scheme for high-dimensional functions
f : [−1, 1]d → C with spatial dimension d ∈ N and f ∈ C([−1, 1]d) ∩ L2([−1, 1]d, ω). The
main goal of the method is to understand the structure of the function regarding the
importance of dimensions and dimension interactions, i.e., the importance of ANOVA
terms fu. Here, we measure the importance of a term fu using the global sensitivity
indices ̺(u, f).
Since we consider scattered data approximation, our data consists of a finite set of
sampling nodes X ⊆ (−1, 1)d and the function evaluations at those nodes y := (f(x))x∈X .
The main idea is to reduce the number of involved ANOVA terms by using a strategy to
arrive at a certain subset U ⊆ P(D) of ANOVA terms.
We start by choosing a superposition dimension ds ∈ {1, 2, . . . , d−1} and assume f(x) ≈
Tdsf(x). In pratical applications it has turned out that the underlying functions consists
approximately of such a low-dimensional structure which means the assumption makes
sense, see e.g. [3]. As shown in [15] functions of dominating-mixed smoothness also work
well with this approach. The immediate benefit is that the number of terms is reduced
from being exponential in the spatial dimension d to being polynomial.
We then cut the series expansion of the ANOVA terms in Uds to an index set of the
structure I(Uds), see (2.9), with finite order-dependend search sets I0 = {0}, Ij ⊆ Nj ,
j = 1, 2, . . . , ds. This leads to the approximation by the partial sum
f(x) =
∑
k∈Nd0
ck(f) φk(x) ≈ SI(Uds)f(x) =
∑
k∈I(Uds)
ck(f) φk(x). (3.1)
We use our scattered data about f and try to determine the basis coefficients by solving
the minimization problem
min
fˆ∈C|I(Uds )|
∥∥∥y − F fˆ∥∥∥2
2,W
(3.2)
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with matrix F = (φk(x))x∈X,k∈I(Uds) and ‖x‖22,W := x⊤Wx is a weighted ℓ2-norm with
W = diag(w), w = (w(x))x∈X. This problem has a unique solution if and only if the
matrix F has full rank. Here, we assume that the node set X and the frequencies in
I(Uds) are chosen such that this is fulfilled. The goal is to further reduce the number of
ANOVA terms in a second step which is why it is sufficient to choose only a small number
of frequencies. We only need to be able to understand the general structure (important
ANOVA terms) of the function and therefore do not aim for a good approximation quality
in this step.
Remark 3.1. The matrix F = (φk(x))x∈X,k∈I(U) for U ⊆ P(D) has a structure corre-
sponding to the ANOVA terms if one introduces an order u1,u2, . . . ,un, n = |U |, on
them. It can then be written as
F = (F1 F2 · · · Fn) (3.3)
with Fj = (φℓ(xuj))x∈X,ℓ∈Iuj . Given a vector fˆ = (fˆ1, fˆ2, . . . , fˆn) ∈ R|I(Uds )| where fˆj ∈
R|Ij | we have
F fˆ =
n∑
j=1
Fjfˆj.
Considering the multiplication of F ⊤ with a vector a ∈ R|X| where we denote the re-
sulting vector with fˆ and its component vectors as fˆj, respectively, we have fˆj = F
⊤
j a,
j = 1, 2, . . . , n. Therefore, any multiplication of F and F⊤ with a vector requires n multi-
plications with low-dimensional submatrices.
We solve the system (3.2) using an iterative least-squares solvers and realize the matrix
vector multiplications with F and F T using the methods described in Section 1 for the
low-dimensional submatrices corresponding to the ANOVA terms, see [15]. We denote the
solution vector for (3.2) as fˆsol = (fˆk)k∈I(Uds), where it holds that fˆk ≈ ck(f). This leads
to the approximate partial sum
f(x) ≈ SXI(Uds)f :=
∑
k∈I(Uds)
fˆk ϕk(x).
We now assume that the global sensitivity indices ̺(u, f) of f and the global sensitivity
indices ̺(u, SXI(Uds)f) of S
X
I(Uds )
f behave similarly for |u| ≤ ds, i.e.,
̺(u1, S
X
I(Uds)
f) ≤ ̺(u2, SXI(Uds)f) =⇒ ̺(u1, f) ≤ ̺(u2, f),u1,u2 ∈ Uds . (3.4)
The accuracy of this assumption may depend on multiple factors like the size of I(Uds), the
underlying function and the number of samples, but numerical experiments suggest that
for continuous functions we are able to achieve this for small index sets I(Uds). We then
use a threshold parameter ε > 0 to form an active set of ANOVA terms
U
(ε)
X,y := U(S
X
I(Uds )
Tdsf, ε) :=
{
v ⊆ D : ∃u : v ⊆ u and ̺(u, SXI(Uds)f) > ε
}
.
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We use the active set U
(ε)
X,y to build an index set I(U
(ε)
X,y), see (2.9), with finite frequency
sets I∅ = {0}, Iu ⊆ N|u|0 , u ∈ U (ε)X,y that do not need to be order-dependent here. Taking
again the corresponding partial sum, we get
SI(Uds)f(x) ≈ SI(U (ε)
X,y
)
f(x) =
∑
k∈I(U
(ε)
X,y
)
ck(f) ϕk(x).
With our data X and y we arrive at the minimization problem
min
fˆ∈C|I(U(ε)X,y)|
∥∥∥y − F fˆ∥∥∥2
2,W
(3.5)
with matrix F = (ϕk(x))x∈X,k∈I(U (ε)
X,y
)
. The benefit of this new problem is that through
the smaller number of ANOVA terms we may use more frequencies per remaining ANOVA
term in our frequency set I(U
(ε)
X,y) while maintaining the full rank of the system matrix. We
solve the system iteratively in the same manner as before and obtain the approximation
f(x) ≈ SX
I(U
(ε)
X,y
)
f(x) :=
∑
k∈I(U
(ε)
X,y
)
fˆk ϕk(x).
The following lemma and corollary consider the complexity of the algorithm to solve the
minimzation problems (3.2) and (3.5).
Lemma 3.2. Let L2([−1, 1]d, ω) be the weighted Lebesgue space with Chebyshev product
weight ω and the Chebyshev system {Tk} as orthonormal basis. Moreover, let I(U) for
U ⊆ P(D) be formed by index sets I∅ = {0}, Iu = {1, 2, . . . , Nu − 1}|u|, Nu ∈ N, u ∈ U .
Then each iteration of the algorithm to solve the minimization problem
min
fˆ∈C|I(U)|
∥∥∥y − F fˆ∥∥∥2
2,W
with data X ⊆ (−1, 1)d and y ∈ R|X| has a complexity in
O
(∑
u∈U
N |u|u logNu + |X| |U |
)
.
Proof. During each iteration of the least-squares algorithm [13] there are two matrix mul-
tiplications, one with F and one with F ⊤. Taking Remark 3.1 into account, we have to
compute one nonequispaced fast cosine transform (NFCT) and one adjoined nonequispaced
fast cosine transform for each ANOVA term fu, u ∈ U , with complexity in O(N |u|u logNu)
each. Summing over the complexities yields the result.
Corollary 3.3. Let L2([−1, 1]d, ω) be the weighted Lebesgue space with Chebyshev product
weight ω and the Chebyshev system {Tk} as orthonormal basis. Moreover, let I(Uds) be
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formed by order-dependent index sets I0 = {0}, I|u| = {1, 2, . . . , N|u| − 1}|u|, N|u| ∈ N,
|u| = 1, 2, . . . , ds. Then each iteration of the algorithm to solve the minimization problem
min
fˆ∈C|I(Uds )|
∥∥∥y − F fˆ∥∥∥2
2,W
with data X ⊆ (−1, 1)d and y ∈ R|X| has a complexity in
O
((
e · d
ds
)ds (
Ndsds logNds + |X|
))
.
Proof. The proof follows from the previous lemma when estimating |u| by ds and therefore
N|u| by Nds . Moreover, we use the estimate |Uds | ≤ (e · d/ds)ds from (2.8).
4 Numerical Experiments
In this section we apply the previously introduced method to the test function f : [−1, 1]9 →
R
f(x) :=
∏
i∈{1,3}
B2(xi) +
∏
i∈{4,7}
B2(xi) +B2(x9) +
∏
i∈{2,5}
B4(xi) +
∏
i∈{6,8}
B4(xi), (4.1)
where B2 and B4 are parts of shifted, scaled and dilated B-splines of order 2 and 4, respec-
tively, see Figure 4.1 for illustration. The functions B2 and B4 are elements of L2([−1, 1], ω)
with weight ω(x) := π−1 · (1 − x2)−1/2 such that ‖B2‖L2([−1,1],ω) = ‖B4‖L2([−1,1],ω) = 1 and
f is an element of the tensor product space L2([−1, 1]9, ω). As basis we use the normed
Chebyshev polynomials of first kind {Tk}k∈N90. A similar function has been considered in
[17].
The ANOVA terms fu are only nonzero for
u ∈ U∗ := P({1, 3}) ∪ P({4, 7}) ∪ {9} ∪ P({2, 5}) ∪ P({6, 8}).
The function f therefore has an exact low-dimensional structure, i.e., T2f = f . This
leads to ds = 2 being the optimal choice for the superposition dimension which is in a
scattered data scenario with unkown underlying function f of course not known as well.
For our numerical experiments we fix a sampling set X ⊆ (−1, 1)9 (uniformly distributed),
M := |X| = 2.5 · 106, and an evaluation vector y = (f(x))x∈X .
In order to find the important ANOVA terms we use the first step of our method and
choose a frequency index set I(Uds) ⊆ Z9 through order-dependent sets I0 = {0}, I1 =
{1, . . . , N1 − 1}, and I2 = {1, . . . , N2 − 1}2 with N1, N2 ∈ N. We consider the two errors
εℓ2 =
∥∥∥y − f˜∥∥∥
2
‖y‖2
, εL2 =
∥∥∥f − SXI(Uds )f
∥∥∥
L2([−1,1]9,ω)
‖f‖L2([−1,1]9,ω)
.
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Figure 4.1: B-splines B2 (left) and B4 (right) in the interval [−3/2, 3/2] with the relevant
part in [−1, 1].
with f˜ = (SXI(Uds)f(x))x∈X . Here, the error εℓ2 can be regarded as a training error since
it is taken at the given sampling set X and the error εL2 as a generalization error since it
measures the error of the basis coefficients. Since our goal is to find the important ANOVA
terms, i.e., the terms in U∗, we expect to have an interval (or gap) in which to choose the
threshold ε. Therefore, we define
Iε =
{
∅ : assumption (3.4) is not fulfilled
(aε, bε) : assumption (3.4) is fulfilled
where aε := max
{
̺(u, SXI(Uds)f) : u ∈ P(D) \ U∗
}
and bε := min
{
̺(u, SXI(Uds)f) : u ∈ U∗
}
.
The results of our numerical experiments with the function f from (4.1) are displayed in
Table 4.1.
Remark 4.1. The norm occuring in the error εL2 can be calculated using Parselval’s
identity∥∥∥f − SXI(Uds)f
∥∥∥2
L2([−1,1]d,ω)
= ‖f‖2L2([−1,1]d,ω) +
∑
k∈I(Uds)
∣∣∣ck(f)− fˆk∣∣∣2 − ∑
k∈I(Uds)
|ck(f)|2 .
This is of course only possible if the original coefficients and the norm of the function f is
known.
The results show that it is possible to detect the ANOVA terms in U∗ using polynomials
of a small degree. Since our number of samples M is fixed, we want to find values N1
and N2 such that one balances the effects of underfitting, i.e., the model is not complex
enough, and overfitting, i.e., the model is too complex. The experiments show that this
occurs at about 2000 basis functions. In Figure 4.2 we depicted the global sensitivity
indices ̺(u, SXI(Uds)f) for examples 3 and 8 from Table 4.1. The size of the interval Iε
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size of index sets relative errors
N1 N2 |I(Uds)| εℓ2 εL2 Iε
1 32 4 604 4.9 · 10−3 5.0 · 10−3 (7.7 · 10−7, 0.1294)
2 32 6 1180 8.0 · 10−4 8.7 · 10−4 (1.9 · 10−8, 0.1297)
3 32 8 2044 4.7 · 10−4 5.2 · 10−4 (7.2 · 10−9, 0.1297)
4 32 16 8380 0.020 0.058 (0.001836, 0.1300)
5 64 4 892 4.9 · 10−3 5.0 · 10−3 (6.9 · 10−7, 0.1294)
6 64 6 1468 8.0 · 10−4 8.8 · 10−4 (1.7 · 10−8, 0.1297)
7 64 8 2332 4.9 · 10−4 5.5 · 10−4 (1.2 · 10−8, 0.1297)
8 64 16 8668 0.022 0.065 (2.2 · 10−3, 0.1307)
9 128 4 1468 4.9 · 10−3 5.1 · 10−3 (5.5 · 10−7, 0.1297)
10 128 6 2044 8.1 · 10−4 8.9 · 10−4 (1.6 · 10−8, 0.1297)
11 128 8 2908 6.6 · 10−4 9.0 · 10−4 (3.3 · 10−7, 0.1297)
10 128 16 9244 0.033 0.087 (0.002745, 0.1330)
Table 4.1: Results of detection step for important ANOVA terms. The least squares solver
was limited to 25 iterations.
1 10 20 30 40
10−4
10−8
10−2
ANOVA term i
̺
(u
i,
S
X I
(U
d
s
)f
)
example 3 example 8
Figure 4.2: Behavior of the global sensitivity indices ̺(u, SXI(Uds )
f) for the examples 3 and
8 from Table 4.1.
suitable to choose the parameter ε is especially relevant. We observe that the interval is
significantly larger if the approximation error is better.
Since there exsists N1, N2, and ε such that we are able to recover the set of ANOVA
terms U∗, we set U
(ε)
X,y = U
∗ from now on. We aim to improve our approximation quality
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with the given data by solving the minimzation problem (3.5). Here, we could choose
individual index sets for every ANOVA term in U∗ to form I(U∗), but we opt to stay
order-dependent. Table 4.2 shows the results of the approximation using the index set
I(U∗).
size of index sets relative errors
N1 N2 |I(U∗)| εℓ2 εL2
1 64 8 764 9.7 · 10−5 2.9 · 10−4
1 64 16 1468 9.3 · 10−5 2.8 · 10−4
1 128 8 1340 9.3 · 10−5 2.8 · 10−4
1 128 16 2044 9.7 · 10−5 2.9 · 10−4
Table 4.2: Results of detection step for important ANOVA terms. The least squares solver
was limited to 50 iterations.
Since the number of terms in U∗ is smaller than in Uds , we are able to increase N1 and
N2 while balancing the effects of over- and underfitting. The results show that we are able
to achieve an even better error using the active ANOVA terms as we expected.
5 Summary
In this paper we considered the classical ANOVA decomposition for functions f in weighted
Lebesgue spaces L2([−1, 1]d, ω) with orthogonal polynomials as bases. We were able to
translate previous results from the torus and other settings. Specifically, we proved rela-
tions between the basis coefficients of the projections Puf , the ANOVA terms fu, and the
function f . Furthermore, we considered sensitivity analysis and truncating the ANOVA
decomposition to a certain subset of terms.
We introduced a method to determine important ANOVA terms, i.e., terms with a high
global sensitivity index ̺(u, f), by approximation with index sets with a low-dimensional
structure related to the truncated ANOVA decomposition. Our scenario was scattered data
approximation where only a sampling set X ⊆ (−1, 1)d and function values y = (f(x))x∈X
are known. The numerical experiments show that the method works using a specific test
function consisting of sums of products of B-splines. The test function was of an exactly
low-dimensional structure, i.e., T2f = f , and we were able to recover the analytically
important (6= 0) ANOVA terms with our approach.
It remains to show error bounds for this method and how functions of dominating mixed
smoothness work with the approach as in the periodic case. Moreover, numerical ex-
periments with different classes of test functions, the addition of noise, and testing with
application problems have to be considered.
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