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Abstract
On the basis of studies of the olfactory bulb of a rabbit Freeman suggested that in the rest state the
dynamics of this neural cluster is chaotic, but that when a familiar scent is presented the neural system
rapidly simpliﬁes its behaviour and the dynamics becomes more orderly, more nearly periodic than
when in the rest state. This suggests an interesting model of recognition in biological neural systems.
To realise this in an artiﬁcial neural system, some form of control of the chaotic neural behaviour is
necessary to achieve periodic dynamical behaviour when a stimulus is presented.
In this thesis we ﬁrst study the general problem of modelling smooth systems and introduce a
number of useful techniques relevant to the problem of modelling chaotic dynamics. After a pre-
liminary review of chaotic dynamical systems and their control, and discussing several examples of
neural chaos, we then construct a chaotic neural model. We show how this model can be successfully
controlled using several different parametric control methods. However, such methods of control are
external to the network and we are interested in the control of higher dimensional networks using a
technique which is intrinsic to the neural dynamics.
Using a higher dimensional system we investigate several methods of control and conclude that
control using delayed feedback is a feasible mechanism for producing the retrieval behaviour de-
scribed by Freeman. Delayed feedback provides a mechanism for stabilisation onto unstable periodic
behaviours. The particular unstable periodic orbit which is stabilised depends quite strongly on the
precise character of the applied stimulus. Thus the system can act as an associative memory in which
the act of recognition corresponds to stabilising onto an unstable periodic orbit which is character-
istic of the applied stimulus. The entire artiﬁcial system therefore exhibits an overall behaviour and
response to stimulus which precisely parallels the biological neural behaviour observed by Freeman.
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Chapter1
Introduction
This work draws its inspiration from [Freeman 1991]. On the basis of studies of the olfactory bulb
of a rabbit Freeman suggested that in the ‘rest state’ the dynamics of this neural cluster is chaotic,
but that when a familiar scent is presented the neural system rapidly simpliﬁes its behaviour and the
dynamics becomes more orderly, more nearly periodic than when in the rest state. We call this the
‘retrieval behaviour’ since it is analogous to the act of recognition . This suggests an interesting model
of recognition in biological neural systems which is quite different from earlier attempts to use neural
networks for pattern recognition or as associative memories. To create an artiﬁcial neural network
which behaves in the manner described by Freeman we have to investigate several ﬁelds of study
which at ﬁrst sight are far removed from the conventional study of neural networks.
To construct such a system we have to consider how best to construct neural models which exhibit
chaotic dynamics. Neural network models which are dynamical systems are not (of course) new.
The classical example is the Hopﬁeld network, for which the simplest case considers nodes whose
outputs are zero or one and where memories are associated with speciﬁed (preferably uncorrelated)
point attractors. However, such a model cannot meet our needs. The state space is ﬁnite, consisting
of ﬁxed length vectors whose components are zero or one, and hence ‘chaos’ in the classical sense
of dynamical systems, with its inﬁnitely rich variety of modalities will never be exhibited. Indeed for
a symmetric Hopﬁeld network the dynamics are essentially trivial: starting from any initial state the
network will simply iterate to a ﬁxed point.
In contrast if the dynamics are chaotic then unstable periodic orbits are dense on the chaotic attrac-
tor and there are inﬁnitely many of them. Thus an associative memory such as described by Freeman,
for which the computations are performed to an arbitrary precision, could in principle accommodate
inﬁnitely many memories. At any rate such a system is not subject to the conventional Hopﬁeld upper
bound of 0.15n, where n is number of neurons [Amit et al. 1987]. Of course, for the Hopﬁeld net
the situation is rather different. In the Hopﬁeld model memories are associated with speciﬁed point
attractors, whereas in the Freeman paradigm memories would be associated with unstable periodic
behaviours which could not be speciﬁed ab initio. However, another great attraction of the Freeman
approach is that it introduces the possibility of responding to stimuli over varying time scales using
behaviours with different periodicities.
Plainly we need to work with network models having continuous node outputs rather than the
discrete outputs of the classical Hopﬁeld model.
One of the major developments of neural networks in the 1980’s was the introduction of backprop-
agation which enabled the construction of smooth non-linear input/output models using multilayer
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feedforward neural networks. As we shall see in Chapter 3 it is possible to model a continuous dy-
namical system, which in the ﬁrst instance may be deﬁned by a system of differential equations, by a
smooth (non-linear) input/output model which over time generates new states of the system based on
a ﬁnite number of previous states. This observation is in fact a quite deep theorem due originally to
[Takens 1981].
Historically there have been several interesting models of neural systems which generate chaos
and in Chapter 5 we shall give a brief survey. An early example of such a study was the VCON
oscillator neuron of [Hoppensteadt 1989]. However, building on the existing knowledge of smooth
non-linear modelling techniques we choose to use an approach based on Takens theorem and construct
feedforward networks which can form accurate iterative models of any given system.
We therefore start in Chapter 2 by examining some recent developments in data analysis and mod-
elling under noise, the Gamma test [Konˇ car 1997; Stef´ ansson et al. 1997], which help us to construct
smooth non-linear models with some degree of efﬁciency. Use of the Gamma test eliminates much
of the tiresome process of trial and error often associated with training a feedforward neural network.
In particular we study how much can be inferred about the required architecture for the feedforward
network directly from the training data.
In Chapter 3 we digress slightly and investigate other possible modelling techniques which might
provide alternative methods for prediction without the long training times often associated with feed-
forward neural network model building. These techniques are all based on estimating the correspond-
ing output of a hitherto unseen input using the local near neighbour information of the input signal in
the input space of the training data. Extraction of such local information is accomplished using a data
structure known as a kd-tree. kd-trees are also basic to the Gamma test and are described in some detail
in Chapter 3. In Chapter 4, more examples of applications which require smooth data modelling are
given, as well as many essential pre-processing techniques introduced for improving the modelling.
Once we have developed diverse and relatively efﬁcient techniques for modelling smooth non-
linear functions we are then able to meet the requirement of constructing feedforward networks that
approximate iterative chaotic maps with a very small mean-squared error (of the order of 10−6).
Having seen how to exhibit neural chaos the next question becomes how to control it? We approach
this issue by considering a range of existing techniques which since 1989 have been used to control an
enormous range of different types of chaotic systems. Historically the ﬁrst of these was a technique
due to Ott, Grebogi and Yorke, known as the OGY method [Ott et al. 1990] and we describe this
method in some detail in Chapter 5. The basic idea is that a chaotic system exhibits numerous unstable
periodic orbits and, having located one such behaviour, the OGY method seeks to stabilise this orbit
using small variations of some accessible system parameter.
Many such methods require careful and systematic analysis of the chaotic dynamical behaviour,
which is usually difﬁcult and computationally expensive, before successful control can be achieved.
Moreover, such control techniques are external to the system being controlled, whereas for a neural
system to behave as described by [Freeman 1991] the control should be intrinsic to the neural dynam-
ics. Nevertheless, such preliminary studies serve as a useful starting point for studying the control of
neural chaos. In Chapter 6, many simple examples of controlling chaotic artiﬁcial neural networks are
given.
The dynamics of large neural ensembles are high-dimensional, and whilst the OGY technique is an
effective tool for the control of low dimensional chaos it needs further elaboration for effective control
of higher dimensional systems. Indeed, for higher dimensional systems it may be that other types
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of control procedures will prove far more effective. To investigate the control of higher dimensional
chaos as a starting point for the discussion of higher dimensional neural chaos we have chosen a
well studied dynamical system described by a modiﬁed form of the Euler equations, the so called
chaotic satellite attitude control problem. In Chapter 7 we apply various techniques to a variation of
the chaotic satellite attitude control problem and show that it is possible to stabilise the system in a
situation where ﬁve of the six sensors (three angular velocities and three attitude angles) and two of the
three thrusters are inoperative. It emerges from the work of this chapter that a remarkably simple and
effective method of stabilisation onto an unstable periodic behaviour can be effected by the application
of delayed feedback. Delayed feedback to control continuous dynamical systems exhibiting chaos was
ﬁrst suggested in [Pyragas 1992]. We use a modiﬁed version of this approach to stabilise an iterative
neural model (previously trained to generate chaotic behaviour in the ‘rest state’) in the presence of an
input stimulus. We determine that the response to a particular stimulus is remarkably robust in the face
of noise. A result which we found to be rather surprising whilst at the time extremely encouraging.
Little theoretical analysis is available for the Pyragas method of continuous delayed feedback con-
trol, let alone for the discrete form of the method used here. However, a discrete version of a variation
of Pyragas’ method has already successfully been applied to the synchronisation of two identical iter-
ative chaotic maps in [Oliveira and Jones 1998]. The version used there for synchronisation is similar
to but not identical to the method used here for stabilisation. [Oliveira and Jones 1998] also contained
a suggestive discussion of the local stability properties of the method used. For both the H´ enon map
and the chaotic neural network used here it was shown that whilst the synchronisation control method
used by [Oliveira and Jones 1998] was not locally stable it was nevertheless probabilistically locally
stable.
We provide a similar empirical analysis for the method of stabilisation proposed here in the case
where no external stimulus is present.
One of the attractions of delayed feedback stabilisation is that it has a very low computational
overhead and so is extremely easy to implement in hardware. It would also be very easy to implement
in biological neural circuitry and so offers one plausible mechanism whereby such stabilisation might
occur.
The particular unstable periodic orbit which is stabilised depends quite strongly on the precise
character of the applied stimulus. Thus the system can act as an associative memory in which the act
of recognition corresponds to stabilising onto an unstable periodic orbit which is characteristic of the
applied stimulus. The entire artiﬁcial system therefore exhibits an overall behaviour and response to
stimulus which precisely parallels the biological neural behaviour observed by Freeman.
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Chapter2
Feedforward neural network modelling &
the Gamma test
Feedforward artiﬁcial neural networks (FANN for short) with a smooth sigmoidal have been com-
monly chosen as the choice for modelling smooth input-output systems. A suitable architecture for the
feedforward network and an effective learning algorithm can often be used to model data or predict
time series with good accuracy [Dracopoulos and Jones 1993]. In this chapter we sketch these funda-
mental results on the modelling capability of feedforward neural networks. An alternative graphical
explanation of feedforward networks based on ideas due to Lapedes [Lapedes and Farber 1988] is also
presented.
AdatanoiseestimationtechniquecalledtheGammatest isthenpresentedanddiscussedintermsof
its usefulness and relevance to automating neural network construction for data modelling. Basically,
this is an introduction to the Gamma test which will be continuously used and exploited in the rest of
this work.
2.1 Feedforward neural network approximation
The theoretical basis for feedforward neural network approximation stems from the fact that standard
feedforward neural networks, with as few as one hidden layer, using (ﬁxed) arbitrary sigmoidal func-
tions, can approximate to any desired degree of accuracy any continuous function f : Rn → Rm over
a compact subset of Rn, provided sufﬁciently many hidden units are available [Hornik et al. 1989;
Cybenko 1989]. This is, of course, an existence theorem and gives no guarantee that any particu-
lar training method will converge to the required approximation, nor any indication of the number
of hidden units required. However, it is an important result. These results depend essentially on the
Stone-Weierstrass theorem which asserts that an algebra A of real continuous functions, that separates
points on a compact set K and does not vanish at any point of K, is dense in the space of real continuous
functions on K.
In practice a second hidden layer can often be used to reduce the number of hidden units in a single
hidden layer network, so leading to a more efﬁcient representation.
Here we present a simple theorem on feedforward neural network modelling to illustrate the idea
that a feedforward neural network can be viewed as an approximation function. In this example we
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show that any continuous function on a square in R2 can be approximated by a 3-layer1feedforward
neural network [Blum and Li 1991]. The result requires the use of a special case of the Stone-
Weierstrass theorem which says that any continuous function on such a square can be approximated
by a sum of cosine functions. Here is the theorem we need without the proof:
Theorem 2.1.1 (Stone-Weierstrass theorem special case). Let f : [0,π]2 → R be continuous. For
any given  > 0, there is N ∈ N and constants amn, with 0 ≤ m,n ≤ N, such that

 


f(x,y) −
N X
m,n=0
amn cos(mx)cos(ny)

 


<  (2.1)
for all (x,y) ∈ [0,π]2.
Stated in this form the result bears a strong resemblance to Fourier’s theorem, but we are not
interested here in performing Fourier analysis. Our plan is simply to prove an approximation theorem
for feedforward networks using threshold neurons. Deﬁne
step(x) = 1 if x ≥ 0, otherwise step(x) = 0. (2.2)
We ﬁrst establish that cos(t) can be uniformly approximated by a suitable linear combination of such
step functions, i.e.
Lemma 2.1.1. Let
γ(t) =
M X
j=1
wjstep(t − θj) (2.3)
Given δ ≥ 0 and X > 0, X ∈ N we can choose M = M(δ,X), M ∈ N, sufﬁciently large and real
numbers wj and θj (1 ≤ j ≤ M) so that
|γ(t) − cos(t)| < δ for |t| ≤ 2Xπ (2.4)
Sketch proof. The idea is simply that we approximate cos(t) by a sequence of M/2 small horizontal
line segments, where each line segment is composed from a pair of step functions. This process is
illustrated in Figure 2.1.
We can use this lemma to establish
Theorem 2.1.2. Let f : [0,π]2 → R be continuous. For any given  > 0, there is a 3-layer feedfor-
ward neural network with McCulloch-Pitts neurons in the hidden layer and a linear output unit which
approximates f on [0,π]2 to within .
Proof. According to Theorem 2.1.1 above, there is N and constants amn, 0 ≤ m,n ≤ N, such that
 



f(x,y) −
N X
m,n=0
amn cos(mx)cos(ny)
 



<

2
(2.5)
for all (x,y) ∈ [0,π]2. Let K = max|amn|. We express
cos(mx)cos(ny) =
cos(mx + ny) + cos(mx − ny)
2
(2.6)
1This includes the input layer, one hidden layer and one output layer.
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Figure 2.1: cos(x) can be approximated by n line segments for which each line segment is composed
from a pair of step functions.
and also note that |mx ± ny| ≤ 2Nπ for any (x,y) ∈ [0,π]2. Writing
h(x,y) =
N X
m,n=0
amn
2
(cos(mx + ny) + cos(mx − ny)) (2.7)
we have from (2.5)
|f(x,y) − h(x,y)| <

2
. (2.8)
We next use Lemma 2.1.1, taking δ = /(4(N +1)2K), to approximate the sum of cosines and obtain



 
h(x,y) −
X
m,n
amn
2
(γ1(mx + ny) + γ2(mx − ny))



 
≤
X
m,n
|amn|


4(N + 1)2K
+

4(N + 1)2K

<
X
m,n

2(N + 1)2 =

2
.
(2.9)
If we now examine the feedforward network illustrated in Figure 2.2 we see that the output g(x,y) of
the network is precisely a linear combination of step functions,
g(x,y) =
N X
m,n=0
amn
2
(γ1(mx + ny) + γ2(mx − ny))
=
N X
m,n=0
amn
2


M X
j=1
ujstep(mx + ny − µj) +
M X
j=1
vjstep(mx − ny − νj)

.
(2.10)
Inequalities (2.8) and (2.9) give
|f(x,y) − g(x,y)| ≤ |f(x,y) − h(x,y)| + |h(x,y) − g(x,y)|
<

2
+

2
= 
(2.11)
for (x,y) ∈ [0,π]2.
More detailed examples and more general theorems for different type of activation functions can
be found in [Hornik et al. 1989; Cybenko 1989]. The main point concluded from these results is
that multilayer feedforward networks are a class of universal approximators. In general any f ∈
C[S], the space of continuous real functions on a compact subset, S of Rn, can be arbitrarily closely
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Figure 2.2: The 3-layer neural network implementing f to within . The network has (N +1)2×M +
(N + 1)2 × M hidden neurons (doubly labelled by m, n, j). The two weights from the inputs to the
hidden neuron labelled m, n, j in the top half are m and n, whereas those to the hidden neuron m, n,
j in the bottom half are m and −n.
approximated in the uniform norm by a two-layer feedforward network with semi-linear hidden units
using a sigmoidal threshold function, g, and one linear output unit [Hornik et al. 1989]. Thus
f(x) ≈
m X
i=1
wig


n X
j=1
aijxj − ci

 (2.12)
where the weights wi and aij and thresholds ci are real numbers. The symbol ≈ denotes the approx-
imation with error ≤ . The function g is a monotone real function with g(z) → 0 as z → −∞ and
g(z) → 1 as z → ∞.
2.2 Graphical understanding of FANNs
For a clearer understanding of the functionality of a feedforward network, Lapedes [Lapedes and
Farber 1988] has opted for a graphical and modular approach to construct a feedforward network to
model a surface, i.e. f : [0,1]2 → R.
Lapedes’ basic recipe will produce a ‘hill’ by constructing a network with 2 hidden layers of
sigmoidal nodes and a summing output layer. Here is a simple recipe for a neural unit of 2 inputs and
1 output to produce a hill:
1. Construct a ‘sigmoidal surface’ with a single node, see Figure 2.3. The weights set the orienta-
tion of the facing slope and the threshold value positions the slope on the input space.
2. Construct another ‘sigmoidal surface’ with another node with the same set of weights (i.e. the
same orientation) and a threshold with a suitable slight offset from the previous threshold value.
The difference of the outputs of the two nodes can produce a ‘ridge’ surface (Figure 2.4).
3. Similarly produce another ‘ridge’ perpendicular to the previous ‘ridge’ using the previous two
steps but with different set of weights and thresholds. The sum of the two ‘ridges’ will produce
a ‘gentle’ hill as shown in Figure 2.5.
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Figure 2.3: Single sigmoidal node (σ(20x +
20y+10) with T = 2) can produce a ‘sigmoidal
surface’ for this 2 inputs and 1 output system.
Figure 2.4: Adding another sigmoidal node
with suitable weights (σ(20x + 20y + 10) −
σ(20x + 20y + 20) with T = 2) can produce
a ridge.
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Figure 2.5: The intersection of two ‘ridges’
placed perpendicularly to each other forms a
gentle ‘hill’ surface.
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Figure 2.6: Suitable choice of weights, thresh-
olds for the ﬁnal layer can smooth off the un-
wanted trailing ridges.
4. Passing the sum into another sigmoidal node to ﬂatten the unwanted elevations to form a perfect
round hill surface, Figure 2.6.
Further hills on the same surface can be produced by constructing different units and then their outputs
can be passed through a summing node. One should note that the steepness of hills depends on the
temperatures, T (i.e. slopes) of the sigmoidal nodes.
Based on this recipe, we can produce a hill using the architecture shown in Figure 2.7. The sections
A and B correspond to the two ‘ridges’ described in step 1 and 2 of the recipe. The node at C is the
node which smoothes off the trailing ‘ridges’ of the intersection of the two ‘ridges’ as in step 4. The
ﬁnal node at D is a sum node for summing all the hills together.
This graphical approach inspires an interesting idea, that of using the ‘slope’ estimate in the
Gamma test [Stef´ ansson et al. 1997] to construct suitable feedforwardneural networks to model data of
input and output pairs. Early investigation shows how the second parameter A returned by the Gamma
test can be used to estimate the number of hidden nodes for a single hidden layer feedforward neural
network which are required to attain the best achievable performance.2 Without any further discussion
of this new idea which can be found later in the chapter, let us introduce the Gamma test.
2A joint investigation with Nenad Kˇ oncar
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Figure 2.7: Connectivity of a unit to produce a hill. Add 4 more nodes to hidden layer 1 and one more
node to hidden layer 2 for each additional hill.
2.3 The Gamma test - an introduction
In a recent paper [Stef´ ansson et al. 1997] a simple test (the Gamma test) which, in many situations, can
accurately estimate from the available input/output data the best achievable performance of a smooth
data model was developed. For non-linear modelling applications, and in particular for feedforward
neural networks trained by backpropagation, such a test is extremely useful because it enables us
to predict the best achievable performance of the model without the time consuming necessity of
estimating this empirically by creating, training and testing a number of networks.
The Gamma test is a data analysis routine, that (in an optimal implementation) runs in time
O(M logM) as M → ∞, where M is the number of sample data points, and which offers an estimate
of the best Mean Squared Error (MSE) that can be achieved by any continuous or smooth (bounded
ﬁrst partial derivatives) data model constructed using the data without over-ﬁtting. For completeness
we brieﬂy describe the Gamma test but here we are interested in how the complexity of the modelling
task can be estimated rather than the best achievable MSE.
Let a data sample be represented by
((x1,x2,... ,xd),y) = (x,y) (2.13)
in which we think of the vector x = (x1,...,xd) as the input, conﬁned to a closed bounded set C,
and the scalar y as the output. In the interests of simplicity the following explanation is presented for
a single scalar output y which is assumed, whenever y is the output of a neural network, to lie in the
interval (0,1). But the same algorithm can be applied to the situation where y is a vector with very
little extra complication or time penalty.
We focus on the case where samples are generated by an unknown continuous function f : C ⊆
Rd → R and
y = f(x1,x2,... ,xd) + r (2.14)
where r represents an indeterminable part, which may be due to real noise or might be due to lack of
functional determination in the posited input/output relationship i.e. an element of ‘one → many-ness’
present in the data. Over-training can eliminate the ﬁrst of these for a particular training data set,
but no amount of over-training can eliminate the second. In the case of applications to a time series
s(t), when the data x might represent a number d0 of successive samples (s(t − 1),... ,s(t − d0)) in
time and y represent s(t), the indeterminable quantity r may result from an insufﬁcient embedding3
3An embedding is a technique for reconstructing dynamics using delay coordinates. Further discussion in Section 4.1.1.
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dimension d0. For the present we treat the issue as a data processing problem in which r is statistical
noise uncorrelated with x or y and Mean(r) = 0.
In essence the Gamma test returns two numbers (¯ Γ, A), in which ¯ Γ is an estimate of the MSE of
an output y, and in the case where the data is uniformly distributed in input space A is approximately
1
4h|∇f|2i [Konˇ car 1997], where the angle brackets denote expectation with respect to the sampling
distribution. Thus provided y ∈ [0,1] (or some ﬁxed bounded interval) A is a rough measure of the
complexity of the surface to be modelled. In constructing feedforward neural networks the ability to
quickly estimate from the training data the surface complexity we seek to model is useful because one
would expect such a measure to be correlated with the architecture of the required neural network.
In particular it can be used to give us some idea of how many hidden layer units are required for the
network to be capable of producing the MSE suggested by the Gamma test. Parsimony of hidden units
is important because we are seeking to interpolate the simplest higher dimensional surface which can
be generated by a feedforward neural network through the data set without over-ﬁtting.
First a series of experiments are performed to investigate and/or validate the functionality of the
Gamma test. Then the rest of this chapter will discuss how the second parameter returned by the
Gamma test can be used to estimate the number of hidden nodes for a single hidden layer feedforward
neural network which are required to attain the best achievable performance. Other statistics might
easily be used to estimate surface complexity from the data, however a signiﬁcant consideration here
is that whatever method is used the algorithm should have a reasonable run time if we expect to be
processing a large data set. Since the Gamma test runs in O(M logM) time and we already need
this algorithm to estimate the best achievable MSE without over-ﬁtting it seemed natural to begin by
investigating how the slope parameter A is correlated with the required number of hidden units.
The later section will discuss a good correlation between the value of A returned by the Gamma test
and the number of hidden layer neurons required to attain a good model of the data using a feedforward
neural network with one hidden layer. In order to enable simple visualisation we have restricted the
number of inputs in these experiments to 2 or 3 but the same principles can be applied regardless of the
number of inputs provided that sufﬁcient data is available. The purpose here is to convince the reader
that the approach has some promise rather than to describe a precise formula for automated neural net
construction.
The results presented in Section 2.4 are preliminary but indicate that the method is quite practical.
The approach offers the possibility that the entire process of performance prediction and constructing
a feedforward neural network which attains the best achievable performance on the basis of given
training data can be automated with a fair degree of reliability.
For the Gamma test to be applicable the following assumptions are required. We assume that
training and testing data are different sample sets in which:
• Assumption A
1. the training set inputs are non-sparse in input-space.
2. Each output is determined from the inputs by a deterministic process which is the same for
both training and test sets.
3. Eachoutputissubjectedtostatisticalnoisewhosedistributionmaybedifferentfordifferent
outputs but which is the same in both training and test sets for corresponding outputs.
Given samples such as (2.13), in which the underlying continuous function f is unknown, we
cannot hope to estimate the mean µ of r, since a non-zero mean will create a bias which could just
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as easily be incorporated into the data model by considering f to be replaced by f + µ. We therefore
assume in what follows that µ = 0.
In point of fact it is the variance of r, Var(r), which is of real interest. For example, if we were
using a number of samples such as (2.13) to train a neural network then Var(r) provides a lower bound
for the mean squared error of the output y (i.e. the variance of y−f(x)), beyond which, if the estimate
is accurate and Assumption A holds, any attempt to improve the neural network model by further
training would at best result in over-training. Indeed, this is true for any continuous or smooth data
modelling technique.
The Gamma test is a very simple method for estimating Var(r). The most time consuming part of
the process is to compute near neighbour lists for each point x, but assuming that a bounded number
of near neighbours are required (we found that pmax = 20 or 30 near neighbours is typically ade-
quate) this can be done in O(M logM) time using kd-trees [Bentley 1975]. Suppose (x(i),y(i)) and
(x(j),y(j)), i 6= j, are two data samples. The basis of the idea is the observation that if x(i) and x(j)
are near neighbours in input space and f is continuous then y(i) and y(j) should be near in the output
space. Thus, for example, we should not expect the test to work well on d-bit parity, where the input
vectors (being the vertices of an d-cube) are sparse and the output values (1 or 0) are uncorrelated for
input-space near neighbours.
Suppose (x,y) is a data sample. Let (x0,y0) be a data sample such that |x0 − x| > 0 is minimal.
Here |·| denotes Euclidean distance and the minimum is takenover the set of all sample points different
from x. Thus x0 is the nearest neighbour to x (in any ambiguous case we create a list of all equidistant
points and incorporate them into the averaging).
The Gamma test (or near neighbour technique) is based on the statistic
γ =
1
2M
M X
i=1
(y0(i) − y(i))
2 . (2.15)
Let δ be the mean-squared ﬁrst near neighbour distance. One can show that under reasonable condi-
tions
lim
δ→0
γ = Var(r) (2.16)
where the convergence is convergence in probability. For a ﬁnite set of data samples we cannot have
arbitrarily small nearest neighbour distances. However, in practice even the crude measure provided
by (2.15) often proves very useful.
If one is prepared to assume that f is smooth with bounded ﬁrst partial derivatives we can obtain a
more precise estimate than (2.15) by using a regression line ﬁt on the statistic γ. Now given data sam-
ples (x(i),y(i)), where x(i) = (x1(i),... ,xm(i)), 1 ≤ i ≤ M, let N[i,p] be the list of (equidistant)
pth nearest neighbours to x(i). We write
δ(p) =
1
M
M X
i=1
1
L(N[i,p])
X
j∈N[i,p]
|x(j) − x(i)|
2 =
1
M
M X
i=1
|x(N[i,p]) − x(i)|
2 (2.17)
where L(N[i,p]) is the length of the list N[i,p]. Thus δ(p) is the mean square distance to the pth
nearest neighbour. We also write
γ(p) =
1
2M
M X
i=1
1
L(N[i,p])
X
j∈N[i,p]
(y(j) − y(i))2 (2.18)
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where the y observations are subject to statistical noise assumed independent of x and having bounded
variance.
Under reasonable conditions one can show that
γ ≈ Var(r) + Aδ + o(δ) as M → ∞ (2.19)
where the convergence is in probability. From which it follows that limγ = Var(r) (in probability) as
δ → 0.
This Gamma test computes the mean-squared pth nearest neighbour distances δ(p) (1 ≤ p ≤ pmax,
typically pmax ≈ 10) and the corresponding γ(p). The regression line of (δ(p), γ(p)) is computed and
the vertical intercept ¯ Γ is returned as the Gamma value. Effectively this is the limit limγ as δ → 0
(i.e. M → ∞) which in theory is Var(r).
The original version of the Gamma test in [Stef´ ansson et al. 1997; Konˇ car 1997] used smoothed
versions of δ(p) and γ(p) given by
∆(p) =
1
p
p X
h=1
1
M
M X
i=1
|x(N[i,h]) − x(i)|
2 (2.20)
and
Γ(p) =
1
p
p X
h=1
1
2M
M X
i=1
(y(N[i,h]) − y(i))
2 (2.21)
The idea being that these equations rolled off the signiﬁcance of more distant near neighbours. Thus
taking pmax large in such an implementation often does not signiﬁcantly alter the resulting ¯ Γ value. In-
deed all the values of ¯ Γ reported in this chapter (and the discussion of the Gamma-minimum-predictor
in Chapter 3) are based on the original version of the algorithm. However, later experience showed that
provided pmax is kept small the extra complication of computing ∆(p) and Γ(p) is largely unnecessary
(although this form of the Gamma test can sometimes produce better ¯ Γ estimates when M is small)
and the later implementations are based on equations (2.17) and (2.18).
An implementation of the Gamma test is given in Algorithm 2.1. The method used to construct the
near neighbour lists can be O(M2) or O(M logM) depending on the sophistication of the coding.
Procedure: Gamma Test(data)
{data is an array of points (x(i),y(i)), (1 ≤ i ≤ M), in which x is a real vector of dimension d
and y is a real scalar}
for i = 1 to M do
{compute x nearest neighbours}
for p = 1 to pmax do
N[i,p] = t where x(t) is the pth nearest neighbour to x(i).
end for
end for
for p = 1 to pmax do
compute ∆(p) as in (2.20) for original version (or replaced with (2.17) for later version)
compute Γ(p) as in (2.21) for original version (or replaced with (2.18) for later version)
end for
Perform least squares ﬁt on coordinate (∆(p),Γ(p)) (or replaced with (δ(p),γ(p)) for later version)
(1 ≤ p ≤ pmax) obtaining (say) y = Ax + ¯ Γ
return (¯ Γ, A)
Algorithm 2.1: The Gamma test algorithm.
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2.3.1 Some supporting analysis for the Gamma test
Since the full justiﬁcation of the theoretical background of the Gamma test is not completely published
and available, we outline some supporting analysis and present two illustrative experiments.
Consider the term
1
2
(y0 − y)2 =
1
2
(f(x0) + r0 − f(x) − r)2
=
1
2
((r0 − r) + (f(x0) − f(x)))
2 .
(2.22)
Using the smoothness hypothesis on the unknown function f we can expand the term
f(x0) − f(x) = (x0 − x) · f0(x) + O(|x0 − x|2) (2.23)
and substitute back into (2.22) to obtain
1
2
(y0 − y)2 =
1
2
 
(r0 − r) + (x0 − x) · f0(x) + O(|x0 − x|2)
2
=
1
2
(r0 − r)2
| {z }
[a]
+(r0 − r)(x0 − x) · f0(x)
| {z }
[b]
+
1
2
((x0 − x) · f0(x))
2
| {z }
[c]
+(r0 − r)O(|x0 − x|2)
| {z }
[d]
+O(|x0 − x|3)
(2.24)
If we now average both sides over 1 ≤ i ≤ M we can consider each term separately. Let us write
A =


 

Var(r) −
1
2M
M X
i=1
(r0
i − ri)2


 

, (2.25)
B =
 



1
M
M X
i=1
(r0
i − ri)(x0
i − xi) · ∇fx=xi
 



, (2.26)
C =



 
1
2M
M X
i=1
((x0
i − xi) · ∇fx=xi)2



 
(2.27)
and
D =

 


1
M
M X
i=1
(r0
i − ri)|x0
i − xi|2

 


. (2.28)
To justify (2.15) it is sufﬁcient as M → ∞ that each of these terms tends to zero. For B, C and D
this is fairly clear by virtue of the assumption that there are no isolated points in the x-space sampling
distribution, i.e. that |x0 − x| → 0 as M → ∞, and the fact that ∇f is assumed bounded.
That A → 0 as M → ∞ follows from the assumption that r0
i and ri are uncorrelated. In fact,
since Mean(r) = 0, we would expect that, with probability one A = O(M−1/2) as M → ∞.
To establish (2.19) is more demanding. We have to show not only that these terms tend to zero but
that the term C, which corresponds to the term Aδ in (2.19), does so more slowly than the terms A , B
and D. In other words we could justify (2.19) if we could prove that
A = O(M−1/2) = o(C)
B = o(C)
D = o(C)

 
 
as M → ∞. (2.29)
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What should we expect for the order of C? Heuristic considerations suggest that (x0
i − x) ≈
M−1/d as M → ∞, where d is the dimension of the support of the sampling distribution in x-space,
see for example [Melzak 1979] for more formal results. In which case we expect that C ≈ M−2/d as
M → ∞. So that A = o(C) provided 1/2 > 2/d, i.e. d > 4. We should recognise that in seeking
to justify (2.19) by treating each of these terms separately we loose useful cancellation between error
terms. In practice the Gamma test based on (2.19) seems to work very well even for d = 1.
Now consider the requirement that B = o(C). We regard the individual terms of the sum in B as
noise r0
i − ri, which has mean zero, multiplied by terms (x0
i − xi) · ∇f in which ∇f is bounded
and (x0
i − xi) ≈ M−1/d as M → ∞. We should therefore expect B to be O(M−(1/d+1/2)) with
probability one. Thus B = o(C) provided 1/d + 1/2 > 2/d, i.e. d > 2.
The ﬁnal requirement is that D = o(C). The individual terms |x0
i − xi|2 of the sum in D are
similar in magnitude to those of C except that each is multiplied by a noise term r0
i−ri. The net effect
on the sum is to introduce cancellation. We should expect that D = O(M−(2/d+1/2)) with probability
one as M → ∞. Thus D = o(C) provided 2/d + 1/2 > 2/d, which is automatically satisﬁed.
We next give two simple experiments to check if these terms behave along the lines predicted. We
take d = 6 and use the function
f(x1,x2,x3,x4,x5,x6) = x2
1 + x2
2 + x2
3 + x2
4 + x2
5 + x2
6 (2.30)
with −1 ≤ xi ≤ 1 and a uniform sampling distribution in x-space. First we try with a uniform noise
distribution with Var(r) = 0.09. By increasing M we can repeatedly calculate the corresponding term
A and we can then perform a linear regression to ﬁt a line to the plot of logA against logM. The
gradient of this line is then the value g of A ≈ Mg. Similarly this procedure can be repeated for the
terms B and C. We then plot the gradients g of the “loglog” plots for the terms A, B and C against
M to check the asymptotic values of g. The result for the uniformly distributed noise experiment is
shown in Figure 2.8. The asymptotic behaviour of the critical terms is approximately A ≈ M−0.57,
B ≈ M−0.53, and C ≈ M−0.39, so that C is the dominant term as required.
The experiment is repeated for Gaussian noise with mean Mean(r) = 0 and variance Var(r) =
0.09. The corresponding result is shown in Figure 2.9. Here the asymptotic behaviour of the critical
terms is approximately A ≈ M−1.03, B ≈ M−1.11, and C ≈ M−0.39, so that once again C is
dominant.
In practice such large values of M are not necessary when using the Gamma test on data generated
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Figure 2.8: Gradients g of the “loglog” plots for the terms A, B and C againstvarying M for uniformly
distributed random noise with variance about 0.09
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Figure 2.9: Gradients g of the “loglog” plots for the terms A, B and C against varying M for Gaussian
noise, with mean 0 and Var(r) = 0.09.
by such simple surfaces f.
2.3.2 Gamma test in higher-dimensional input space
A simple experiment is set up to investiage how the Gamma test (original form) behaves when the
input vectors are higher-dimensional. First deﬁne a function
f(x) =
d X
i=1
Ψi sin
2(aixi + bi), (2.31)
where xi is the ith component of vector x with 0 ≤ xi ≤ 1, Ψi = cos2(i), ai = 0.5cos2(i
√
2) and
bi = sin
2(i
√
6), for generating sample data. The choice of these parameters was arbitrary, subject to
the requirement of maintaining model complexity. In fact, this is the underlying model to be implicitly
approximated by the Gamma test in order to measure the level of noise of the data. For each dimension
d, M data points are generated by this function and random noise, of 20% of the size of the output
range, |maxf(x)−minf(x)|, of the function f in (2.31), is then added to the outputs of the sampled
data.
For each d, we increase M and measure the true variance of the noise, Var(r) and also calculate ¯ Γ
for comparison. M is increased until approximately

¯ Γ − Var(r)


Var(r)
< 0.05, (2.32)
i.e. the percentage error of ¯ Γ is less than 5 percent. This is done for d from 2 to 11.
Some of the results are shown in Figures 2.10–2.12. To achieve the desired 5% error, the Gamma
test only requires about 700 data for d = 3 whereas for d = 11, it requires over 10000 data. In fact, the
error still ﬂuctuates after 10000 data for d = 11. Therefore it appears that for higher d, the larger M is
required to approximate the variance of noise. However, very much larger values of M are required to
stabilise the gradient A.
Of course, this is for uniformly distributed input data. For many of the examples of interest the
support of the sampling distribution in input space has small Hausdoff dimension. In such cases far
fewer data samples are required to get an accurate estimate.
Tosummarise, ifthereareenoughdataavailable, theGammatestcancaptureverywellthevariance
of noise, Var(r) as shown in Figures 2.10–2.12. To have a better estimate of A for the same problem, a
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Figure 2.10: Gamma test experiment result for d = 3.
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Figure 2.11: High-dimensional Gamma test result for d = 9.
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Figure 2.12: High-dimensional Gamma test result for d = 11.
much larger M is required. For simpler surfacesthe number M required is much smaller. The practical
usefulness of an accurate A is discussed next.
2.4 Analysis of relationship between A and neural models
In what follows, we try to discuss the strong relationship between the data and the neural architecture
required to model the data, based on experimental observations. The main results and data from these
experiments have been presented in [Konˇ car 1997], therefore we only provide brief descriptions and
general discussion.
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Figure 2.13: One hill (2-4-1).
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Figure 2.14: Six hills (2-10-1).
We try to demonstrate the correlation between A, calculated from a data set in which the underlying
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model was supposed unknown, and the ideal minimum number of hidden layer neurons required to
attain the best (neural) model possible without over-ﬁtting the data. We assume A is already accurately
estimated using large M (the number of data for the Gamma test). Thus we ﬁrst create a routine which
constructs a 2-h-1 neural network with an input/output surface for which the number of hills is pre-
speciﬁed. This is very simply done and is based on the ideas described in [Lapedes and Farber 1988] as
described in Section 2.2, but with only one hidden layer for ease of comparison with the neural network
architecture. By placing k ridges in parallel vertically and similarly l ridges horizontally we can obtain
an input/output surface, with kl hills using h = 2(k + l) hidden units, for which the output neuron
performs the ﬂattening of unwanted elevations. This is a parsimonious use of hidden units to create
maximal surface complexity and represents in some sense a ‘worst case’ scenario. (See Figures 2.13 –
2.14)
The next step is to create an experimental input/output data set by selecting an input vector at
random and then propagating these inputs through the ideal network to obtain the associated output.
In this way we can generate as many points in our data set as we wish, so that we can perform the
Gamma test on these data to obtain A. Then the relationship between the number of hidden units of
the neural networks and the value A for a ﬁxed size of sampled data can be compared. We concluded
that there was a reasonably linear correlation between the slope A and the number of hidden units.
Similarly, we also extend the experiment with 3 inputs and 1 output neural network. Instead of
using the neural network to construct surfaces, we construct 3D density ﬁeld as illustrated in Fig-
ure 2.15, which employs both a grey scale and variations in point-size to indicate the variation of the
output. Again, we could see a near linear correlation between A and the number of hidden nodes.
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Figure 2.15: Discrete approximation to the 3D density ﬁeld output of a 3-12-1 neural network.
We next deﬁne a class of surfaces for which a single parameter can be varied so as to increase or
decrease the complexity. This is easily done by writing
f(x,y) = 0.15 +
1 + sin(p(2x + 3y))
3.5 + sin(p(x − y))
. (2.33)
Increasing the value of p causes the surface to become progressively more complex. For each surface
generated by varying p, 650 data points were sampled and then a ﬁxed amount of additive noise (Gaus-
sian) with a variance of 0.0014 was added. We then performed the Gamma test to determine ¯ Γ and A
for this particular p. Using the neural network training software from [Masters 1993], an implemen-
tation of conjugate gradient method training algorithm (see also Appendix D), with each node using
sigmoidal 1/(1 + Exp(x)), and an architecture with one hidden layer and no cross connections, we
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trained the feedforward network on the 650 data points in an effort to determine the least number of
hidden units required so that the network error could be reduced to the corresponding ¯ Γ. Figure 2.16
and Figure 2.17 compare the original surface with that learnt by the neural network using the 650 data
points. Considering the added noise the surface shown in Figure 2.17 is a very good approximation to
the surface in Figure 2.16. From a number of such experiments, we also observed that there is a near
linear relationship between A and the number of hidden units in the ‘best’ neural network.
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Figure 2.16: f(x,y) when p = 2.75.
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Figure 2.17: Trained neural network output on
noisy data for p = 2.75.
The potential application of these results to the automated construction of problem speciﬁc neural
networks is fairly plain. Firstly, if possible one ensures the accuracy of the Gamma test values (¯ Γ,A)
by increasing M until these values asymptote to a stable value. Second, using the Gamma test value ¯ Γ
enables one to predict beforehand a useful performance metric for the model, which may or may not
be a neural network. If a neural network is the chosen tool for constructing the non-linear input/output
model then using A we can predict with fair accuracy how many hidden units will be needed in a
single hidden layer network. This is discussed further in the next section. Finally, we use the ¯ Γ value
to indicate when backpropagation should cease. If the MSE obtained by backpropagation cannot be
reduced to ¯ Γ then the number of hidden units should be increased.
The observed strong link between the Gamma test value A and the architecture of the simplest
feedforward neural network, which accurately represents the data model, leads to an attempt to use
A to estimate the minimal neural network architecture required to model the data. Assuming that we
have a uniform distribution of the x data [Konˇ car 1997], then approximately
A ≈
1
4


|∇f|2
. (2.34)
In principle, we can choose f explicitly and compute |∇f|2 at any point and thus the average can be
evaluated by
1
|C|
Z
|∇f|2dx1 ...dxm, (2.35)
where |C| is the volume of the closed bounded data set region.
The idea of using A is to assume that the data will produce a smooth surface of hills and that there
is a real function f : [0,1]d → [0,1] (with bounded output) describing this surface whose complexity
can be modiﬁed by varying a parameter.
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We can choose the function f which is deﬁned as follows:
f(x1,x2,... ,xd) =
1
d

sin
2(aπx1) + sin
2(aπx2) + ··· + sin
2(aπxd)

. (2.36)
For d = 1, the function is
f(x) = sin
2(aπx) (2.37)
which has one hill for a = 1. By increasing a, more hills can be produced (See Figure 2.18). In fact
the positive number a is the number of hills within the range input domain [0,1]. This is also true for
any d > 1. If d = 2, this function describes a2 hills which are distributed evenly on this 2-dimensional
surface. (See Figure 2.19).
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Figure 2.18: f(x) with a = 4.
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Figure 2.19: Surface of f(x,y), hills produced
by Sine.
By expressing the deﬁnition of A explicitly with this function f we get
A ≈
1
4


|∇f|2
=
Z 1
0
···
Z 1
0
"
∂f
∂x1
2
+ ··· +

∂f
∂xd
2#
dx1 ···dxd
4
Z 1
0
Z 1
0
dx1 ···dxd
=
1
4
Z 1
0
···
Z 1
0
"
∂f
∂x1
2
+ ··· +

∂f
∂xd
2#
dx1 ···dxd.
(2.38)
The partial derivatives are given by
∂f
∂xi
=
aπ
2
sin(2aπxi), (2.39)
and as a result we ﬁnally get the following equation
A ≈
a2π2
8d

1 −
sin(4aπ)
4aπ

. (2.40)
If a is an integer then sin(4aπ) = 0. From (2.40) we get
A ≈
a2π2
8d
or a ≈ 2
√
2
√
Ad
π
. (2.41)
For the d inputs case, the number a gives us ad hills. If we use the recipe for our previous experi-
ments, the number of hidden neurons (for our one hidden layer architecture) required for a given value
a is
n = D(2d)a ≈
4
√
2Dd
π
√
Ad (2.42)
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from (2.41), where D is a constant. This can also be used with Lapedes’ recipe of architecture for
hills [Lapedes and Farber 1988] and the required number of neurons is
n = D(2d + 1)ad ≈ D(2d + 1)
 
2
√
2
√
Ad
π
!d
. (2.43)
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Figure 2.20: Theoretical relationship between #hidden neurons and A.
However, one should notice that the practical results from the experiments do not necessarily match
the theoretical one shown in Figure 2.20. This is mainly caused by the choice of the hill function which
is not exactly the same as the hill generated by 2 neurons (in 1-dim case), therefore it only gives us
an approximation of the neural network architecture and A itself is only an approximation. There are
several limitations to this technique:
• The choice of f as deﬁned in (2.36) is arbitrary and one does not know which function should
be used.
• Every surface to be modelled is assumed to be regularly placed hills and A cannot give the true
nature of the surface.
• Although this can be used for higher dimensional input space, the resulting a, from (2.40),
degrades accordingly because of the assumption of regular distribution of hills.
However, these limitations can be overcome in certain situations. The choice of f can be replaced
by a similar sine function with a higher power than 2 which may give us a stronger similarity with our
hill in the experiments. The surface can be assumed to be of some other form with a periodic nature but
it should be able to reﬂect the necessary number of neurons required for a neural network architecture
to model the data.
These results are only a preliminary presentation of this modelling technique. Whilst for outputs
normalised to [0,1] (or bounded) the slope A returned by the Gamma test gives an estimate of the
surface complexity, this value gives no idea how difﬁcult it will be to approximate the surface by a
feedforward network using particular sigmoidals. Thus the number of hidden units actually required
depends on both surface complexity and the difﬁculty of approximating the surface using particular
sigmoidals. It might be interesting if some quantitative estimate for this second factor could be readily
derived from the data, as is the case with the slope A.
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2.5 Automated neural network modelling strategy
Using the idea from the last section, on using A from the Gamma test to estimate the complexity of
surfaces, Konˇ car[Konˇ car 1997]himself later further developed theapplication of adaptive feedforward
neural network construction to train the network to learn a particular surface based on a given set of
data. The technique is named the Metabackpropagation and is concisely summarised in Algorithm 2.2.
Procedure: Metabackpropagation(data)
{data is a list of training data, input-output pairs (x(i),y(i)), (1 ≤ i ≤ N), in which x is a real
vector of dimension d and y is a real scalar}
Perform initial Gamma test on data to calculate ¯ Γ and A. {Assuming the format of the data will give
a good model - further discussion in the next chapter.}
Set ¯ Γ as the training target MSE (mean squared error).
Create an initial feedforward neural network that has number of hills (using Lapedes’s recipe in
Section 2.2) speciﬁed by A using equation (2.43).
First randomise the weights of the whole network.
Initialise each hill by doing a few backpropagation training cycles on subset of the data. Subset
of points is chosen from the near neighbour list of the point (information that is required in the
Gamma test calculation and is now available) that give the largest error identiﬁed by feeding every
point through the network. Therefore each hill is trained on its own exclusive set so that each hill is
positioned in the right place in the input space.
Set ﬂag done = false.
while done 6= true do
Perform backpropagation training on the whole network until either a speciﬁed number of cycles
is reached or MSE is achieved by the training algorithm.
if MSE is achieved then
Set done = true.
else
Create an extra hill.
Initialise the new hill by backpropagation on subset of points which give the largest MSE.
Append the new hill into the network.
end if
end while
return the network
Algorithm 2.2: The Metabackpropagation neural network construction using the Gamma test.
2.6 Discussion
Together with the graphical explanation of the modelling capability of a feedforward neural network
[Lapedes and Farber 1988] and the Gamma test [Stef´ ansson et al. 1997], a new idea of using a heuris-
tic on the input data to estimate the necessary feedforward neural network architecture to model such
data is introduced. The results presented for this technique so far are preliminary but indicate that
the method is quite practical. The approach offers the possibility that the entire process of perfor-
mance prediction and constructing a feedforward neural network which attains the best achievable
performance on the basis of given training data can be automated with a fair degree of reliability.
It is essential to study the Gamma test to understand and improve the Metabackpropagation tool
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which constructs a neural network with given desired properties as well as in other data modelling
applications which are discussed later.
Smooth Data Modelling and Stimulus-Response via Stabilisation of Neural Chaos Alban Tsui, March 199940
Chapter3
Smooth data modelling
As we have seen a signiﬁcant disadvantage of using feedforward neural networks to construct global
models of smooth mappings is the often rather drawn out process of training. Whilst it is true that the
Gamma test and Metabackpropagation signiﬁcantly help in this respect, it remains a fact that training
a neural network can be a time consuming and somewhat uncertain process. Moreover, it is difﬁcult
to use a neural network for dynamic modelling, for example in time series prediction we may wish to
incorporate newly arrived information into our predictive model. This is often not practical using a
neural network model because at every prediction step it requires an unquantiﬁable amount of time to
perform further backpropagation training before making the prediction.
Apart from neural networks there are a wealth of alternative non-linear modelling and prediction
techniques available. Putting to one side conventional parametric statistics, on the grounds that such
an approach requires we postulate a priori the nature of the model, many of the alternatives are based
on neighbourhood information elicited from the data.
In the case of time series, for example, we attempt to reconstruct the dynamics using an embed-
ding technique; then the neighbourhoods are neighbourhoods in embedding space. This predictive
technique is very intuitive and has an illustrious history in forecasting, Lorenz called it the ‘method of
analogies’. The idea is that we make a prediction based on historical evidence by asking ‘what hap-
pened in the past when we saw a similar sequence of events’? To implement this idea efﬁciently we
simply recognise that ﬁnding sequences of historically similar events exactly corresponds to ﬁnding
near neighbours in the embedding space i.e. to the construction of a kd-tree.
The advantages of using kd-trees combined with some local prediction method are considerable.
We can build the kd-tree quite quickly and unlike neural network backpropagation we do not have to
worry about long training times, becoming trapped in a local minimum, or over-ﬁtting. We can also
update the kd-tree with new information very rapidly. Moreover, once the current near neighbours are
known, techniques such as local linear regression can build accurate local models very quickly.
In this chapter we ﬁrst examine geometrical surface reconstruction techniques, which can be very
effective when we are dealing with the low noise case. Here we will exploit the fact that there is no real
requirement for a global model. When making a prediction for a particular data point it is sufﬁcient
to perform a local reconstruction of the surface in the vicinity of the query point. Provided the density
of previously seen data points is high near the query point interpolative local reconstruction of the
surface can provide an accurate estimate of the output value. The point here is that whilst the scaling
properties of a higher dimensional geometrical reconstruction technique may be poor if one is seeking
a global reconstruction, the same algorithm applied on a local basis may be very fast - sufﬁciently
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fast to do the reconstruction ‘on the ﬂy’ for each query point as it is presented. If the response time
required for the ﬁnal application permits this approach then it has considerable advantages: the set-up
(i.e. training) times are reduced to the construction of near neighbour lists and no large data structures
need to be retained.
Of course, if the density of data points near the query point is low the problem of producing
an accurate prediction becomes much harder. At one level it can be regarded as a problem of in-
terpolation/extrapolation, alternatively we might argue that what is truly required is the recovery of
the underlying law/function which governs the input-output relationship - only then can interpola-
tion/extrapolation by undertaken with any degree of conﬁdence. Global models constructed from data,
such as neural networks or geometrical surface reconstructions, cannot make any great claim to handle
such situations effectively, although neural networks may on occasions perform better in this situation
than straightforward surface reconstruction. The ability of such data models to generalise has histor-
ically been approached most often by trying to provided some conﬁdence measure associated with a
prediction. Indeed, such measures, if reliable, provide an extremely useful enhancement of a predictive
model, but in truth do not really address the basic issue of effective generalisation.
After a prior discussion of kd-trees we ﬁrst examine the area of geometrical surface reconstruction
algorithms with particular reference to higher dimensional reconstruction and computational complex-
ity. We select the algorithm which seems most appropriate as a general purpose interpolative surface
reconstruction technique and implement it for comparison with alternative techniques designed explic-
itly to deal with higher noise levels.
To deal with noisy data we need to develop techniques which employ statistical cancellation in
some manner. Two rather obvious points need to be made. Firstly, if the data is modelled by
y = f(x1,... ,xd) + r (3.1)
where f is smooth and r is statistical noise with Mean(r) = 0, then any particular prediction made
using f is going to have an error statistically determined by the variance Var(r). If Var(r) is large
then the expected error will be large, no matter how accurately f is known. Second, if despite this we
seek to extract an accurate approximation for f, then the only viable way to proceed is to attempt to
reconstruct f by statistically cancelling the high noise level. Put plainly:
• High noise levels require more data.
One reason feedforward neural networks take a long time to train under high noise levels (in the data)
is that backpropagation only cancels noise as a by-product of the algorithm. Such cancellation is not
efﬁciently performed and becomes relatively less efﬁcient as the complexity of the surface increases.
We shall examine one noise cancelling technique based directly on the Gamma test: the Gamma-
minimum-predictor. A detailed examination of the underlying rationale shows the Gamma-minimum-
predictor is effectively performing local linear regression on the squared distance of near neighbours.
Once this is appreciated it seems natural to ask: why do local linear regression of the squared distances
(and thereby throw away directional information in the input space) when one can almost as easily do
local linear regression on the data coordinates themselves? In retrospect this seems quite obvious, but
we include the work on the Gamma-minimum-predictor out of interest (since it performed surprisingly
well under the circumstances) and because it provides a useful comparison with the more general local
linear regression technique which we have found to be very useful.
Local linear regression, although well known, has no been much exploited in the neural network
community. This seems rather surprising since one might expect that it is the natural computer science
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algorithm with which to compare a feedforward network - at least in terms of performance. For very
large data sets the kd-tree construction and extraction of near neighbours could easily be parallelised
(although in practice this is not usually necessary) so that neural networks offer little or no advantage
in that particular respect.
One intriguing possibility which emerges from this study is that, if one is determined to build a
neural networkmodel under high noise levels, it might well be advantageous to pre-process the training
data using local linear regression to effect noise cancellation and hence generate new (much smoother)
training data for the network - thereby substantially reducing the training time.
3.1 Extracting local near neighbours information
In order to perform local analysis of data in the vicinity of a particular query point, it is necessary
to ﬁrst extract a list of near neighbours of the point. This enables us to examine the output values
associated with the neighbours, and other information such as the distances of the near neighbours
from the query point, and hence which neighbour is the nearest etc.
Finding such neighbours can be regarded as the computational geometry problem of range search-
ing. The typical way to solve this problem is to process the data into some type of data structure. One
of the ﬁrst data structures for range searching was the quadtree [Finkel and Bentley 1974]. Shortly
after quadtrees, kd-trees [Bentley 1975; Finkel et al. 1977] were developed as an improvement in terms
of worst-case behaviour. Later, another data structure, the range tree was discovered [Lueker 1978;
Bentley 1979; Lee and Wong 1980].
The kd-tree is the structure that has been implemented for the Gamma test and is used there to
extract lists of near neighbours. Since we probably want to examine our data using the Gamma test it
is natural to use the already created kd-tree as the basis for our local data modelling. Therefore, in what
follows we shall describe in some detail the construction and use of kd-trees and omit any discussion
of alternative methods, descriptions of which are readily available in the literature.
3.1.1 Fast nearest neighbours search using a kd-tree
The kd-tree is a data structure for storing M data points allowing for logarithmic expected time
searching for the nearest neighbours of the given query point from these M points distributed in a
d-dimensional space [Bentley 1975; Finkel et al. 1977]. Originally the name kd-tree stood for k-
dimensional tree but we will instead use d, in line with the rest of this work, to denote the dimension
of the input space. Our discussion and implementation of kd-tree construction and querying is based
on [Margetts 1996].
Building the kd-tree
Before we can ﬁnd the pmax nearest neighbours of a query point, we ﬁrst need to construct the kd-tree
from the set of M input data points. The kd-tree can be built recursively. The data points are stored
at the leaves of the tree. Each leaf node, or bucket can contain a maximum number (called the bucket
size) of points. The bucket size is used to determines whether or not to call the building procedure
recursively.
If the number of data points being processed at this instance is less than the bucket size, the data set
is simply returned to be a leaf node. If it is larger, we create an internal node by splitting this data set
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into two subsets and each will become a subtree for this node. The split is performed by determining
which component of the data points gives the largest “spread”, found by searching through all the
values of the ith component of the data and recording the maximum and the minimum values for
1 ≤ i ≤ d. Then the median of the values for the ith component which gives the largest spread is
extracted. We can then partition the data around this median value so that the data points will be
evenly distributed. This kind of fair splitting allows the tree to be constructed in time O(M logM)
provided that pmax remains bounded. Of course, if pmax = O(M) the time complexity is unavoidably
O(M2).
The structure of the kd-tree can be formatted as follows
kd-tree ::= {component index, median value, kd-tree, kd-tree}
[{data point, identiﬁer}, ...]
where the two kd-tree references in the deﬁnition are the left and right branches of the tree. We need
to give an identiﬁer for each data point in order to distinguish them, because the order of the data
points will be disrupted by the tree building process. A summary of the building procedure is given in
Algorithm 3.1.
Procedure: buildkdTree(d, dataPoints)
{Assuming that bucketsize is set to a ﬁxed value.}
if sizeof(dataPoints) ≤ bucketsize then
{a leaf node}
return dataPoints
else
{a non-terminal node}
i = index of component of dataPoints which gives the largest spread
median = the median of the ith component values of all dataPoints
if median == the lowest or the highest ith components of dataPoints then
{repeated values exist, return data without splitting}
return dataPoints
end if
split dataPoints into two sets, dataA (ith component < median) and dataB (ith component ≥
median)
return {i, median, buildkdTree(d, dataA), buildkdTree(d, dataB) }
end if
Algorithm 3.1: Build kd-tree of d-dimensional data recursively.
Searching for nearest neighbours
Once the kd-tree has been built, we can use it to ﬁnd the nearest neighbours for any query point. The
simple search routine ﬁrst searches through the tree to ﬁnd the closest leaf node to the query, it then
repeatedly searches outward from this leaf node to the next nearest terminal node until the required
number of nearest neighbours is reached.
The searching routine is recursive and it relies on several important global variables used within
the searching procedure:
nearest A priority queue of the nearest neighbours found so far. It is basically a list of pairs containing
the data identiﬁer and its corresponding distance from the query point. These pairs are sorted in
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increasing distance from the query point, so that the furthest near neighbour always lies at the
end of the list. Before calling the search procedure, all distances are initialised to ∞;
lowerBounds This is a set of d lower bounds currently deﬁning the lower edges of the search region.
These bounds are set to −∞ before each nearest neighbour search;
upperBounds This is a set of d upper bounds currently deﬁning the upper edges of the search region.
These bounds are set to ∞ before each nearest neighbour search.
It is also necessary to deﬁne a boolean test to determine if the search can terminate. This is
performed by checking if the geometric boundaries of the branch of the kd-tree under consideration
are closer than the furthest nearest neighbour found so far. The branch being considered can only
be ignored if the “spherical” region covered by the furthest nearest neighbour distance centred at
the query point does not overlap with the potential search region deﬁned by the lowerBounds and
upperBounds. Otherwise, that branch has to be searched. This procedure is described by the pseudo
code in Algorithm 3.2. This ability to ignore sections of the tree allows us to perform the search in
time proportional to O(logM).
Procedure: boundsOverlapBall(d, query)
total = 0
for each ith component, i ≤ d do
if query[i] < lowerBounds[i] then
total = total + (query[i] − lowerBounds[i])2
if total > the square of the furthest distance in nearest then
return FALSE
end if
else
if query[i] > upperBounds[i] then
total = total + (query[i] − upperBounds[i])2
if total > the square of the furthest distance in nearest then
return FALSE
end if
end if
end if
end for
return TRUE
Algorithm 3.2: The nearest neighbours search termination boolean test.
The kd-tree search algorithm is divided into the case for handling the leaf node and the case for
the non-terminal node. Whenever a leaf node is encountered, the data points within it are added to
the priority queue, nearest, if their distances from the query node are less the current furthest nearest
neighbour. If the query node itself is encountered, we may or may not, depending on the user’s need,
include it in the list of nearest neighbours. If the node is non-terminal, we search the branch closer
to the query node. Then the further branch is searched on backtracking if it is required by using
boundsOverlapBall boolean test in Algorithm 3.2.
The searching routine is described in detail in Algorithm 3.3 which is similar to Bentley’s pseudo-
code [Bentley 1975]. The building and searching of the kd-tree is a frequently used and important
technique for extracting nearest neighbours of a given query from a set of points. This fast extraction of
local near neighbour information enables the Gamma test to run in O(M logM). The near neighbour
information from the kd-tree is the essential building element of various local modelling techniques
which are discussed in what follows.
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Procedure: searchkdTree(d, query, tree)
if tree is a terminal node/bucket then
for each point p at tree do
calculate distance of p from query
if distance is less the distance of the last point of nearest then
update nearest with p in increasing order of distances
end if
end for
else
{non-terminal node; refer to the main for its structure}
i = tree[1] {the index i for splitting at this node}
median = tree[2] {median value for splitting at this node}
{recursive call on closer branch}
if query[i] < median then
t = upperBounds[i]
upperBounds[i] = median
searchkdTree(d, query, tree[3]){left branch}
upperBounds[i] = t
else
t = lowerBounds[i]
lowerBounds[i] = median
searchkdTree(d, query, tree[4]){right branch}
lowerBounds[i] = t
end if
{recursive call on further branch if necessary}
if query[i] < median then
t = lowerBounds[i]
lowerBounds[i] = median
if boundsOverlapBall(d, query) then
searchkdTree(d, query, tree[4]){right branch}
end if
lowerBounds[i] = t
else
t = upperBounds[i]
upperBounds[i] = median
if boundsOverlapBall(d, query) then
searchkdTree(d, query, tree[3]){left branch}
end if
upperBounds[i] = t
end if
end if
Algorithm 3.3: The nearest neighbours search recursive procedure.
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3.2 Geometrical local data modelling
We can think of modelling a section of some ‘surface’ as constructing a terrain, this is often en-
countered in computer ﬂight simulation, geographical visualisation of the Earth’s surface and many
other 3-dimensional object modelling applications. Such a terrain is basically a 2-dimensional sur-
face in 3-dimensional space with the property that every vertical line intersects the surface at a point,
if it intersect it at all. Alternatively in mathematical language, the terrain is the graph of a function
f : A ⊂ R2 → R that assigns a height f(p) to every point p in the domain A of the terrain. For
modelling purposes we only know the value of the function f at a ﬁnite set P ⊂ A of sample points.
From the heights of the sample points we need to approximate the height at other points in the domain
in such a manner as to give a ‘smooth’ surface.
The technique already commonly used by 3D graphics programmers is to ﬁrst determine a triangu-
lation of P, a planar subdivision whose bounded faces are triangles and whose vertices are the points
of P, assuming that the sample points are such that we can make the triangles cover the domain of
the terrain. We can then lift each sample point to its correct height, thereby mapping every triangle
in the triangulation to a triangle in 3-space. This results in a polyhedral terrain - a graph of a con-
tinuous function that is piecewise linear - as an approximation of the original terrain, as illustrated in
Figure 3.1. The remaining problem is, given only the heights of the sample points, to determine the
appropriate triangulation, such that the terrain looks ‘natural’.
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Figure 3.1: Reconstruction of a terrain with triangulation: (a) triangulation of 120 sample points on
the xy-plane; (b) the surface z = sin(x) + cos(y) to be modelled; (c) the reconstructed terrain based
on the triangulation by lifting each sample point to its correct height.
It turns out that a triangulation that contains small angles is bad, because that means we are using
‘skinny’ triangles to give the approximation of the height of a point. For example, consider the point
q, as shown in Figure 3.2, determined by two points that are relatively far away. In fact the same point
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Figure 3.2: Difference of approximate height at q on a high ridge running from North to South by
ﬂipping one edge: (a) a near approximation to the true height by two near sample points; (b) a bad
approximation of height by two sample points that are relatively far apart.
q can be better approximated by using two nearer sample points. Therefore we can rank triangulations
by comparing their smallest angles. If the minimum angles of two triangulations are identical, then
we can look at the second smallest angle and so on. Since there are only a ﬁnite number of different
triangulations of a given set of points P, this means that there must be a optimal triangulation - this
is the triangulation we seek and it maximises the minimum angle. This optimal triangulation is called
the Delaunay triangulation and we shall shortly discuss it in some detail.
3.2.1 Triangulations of point sets
Before we fully explain our geometrical approach to modelling and prediction, a brief but formal in-
troduction to some fundamentals of computational geometry is necessary. For simplicity we shall
introduce the ideas in the planar space of 2 dimensions and then extend the deﬁnitions to higher di-
mensions where necessary.
First, let P = {p1,p2,... ,pn} be a set of points in the plane and deﬁne a maximal planar subdivi-
sion as a subdivision S such that no edge connecting two vertices can be added to S without destroying
its planarity. So a triangulation of P is deﬁned as a maximal planar subdivision whose vertex set is P.
Delaunay triangulation attempts to achieve small and approximately equilateral triangles. If we
then use the triangles as the basis for interpolating the height for an unknown point we can expect to
get better accuracy using the Delaunay triangulation than by simply selecting some arbitrary enclosing
small triangular region.
We next provide a more precise mathematical deﬁnition of Delaunay triangulation. Let n be the
number of triangles in a triangulation and consider the sequence of the angles of the triangulation, T
given as (α1,... ,α3n), and sorted in order from the smallest to largest. Let a sequence of angles of
some other triangulation T∗ be given as (α∗
1,... ,α∗
3n). Then we can deﬁne the relationship T ≥ T∗,
between any two triangulations to indicate that the angle sequence of T is lexicographically greater
than the angle sequence of T∗.
We then obtain the following theorem, stated here without proof (see [Edelsbrunner 1987]).
Theorem 3.2.1. The Delaunay triangulation is maximal over all possible triangulations in the sense
that T ≥ T∗.
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Before we provide an alternative deﬁnition of the Delaunay triangulation let us introduce the
Voronoi diagram. Let P = {p1,p2,... ,pn} be a set of n distinct and not all collinear points in
the Euclidean plane, and let dist(pi,pj) be the Euclidean distance between point pi and pj. Then
the Voronoi diagram Vor(P) of P is deﬁned as the subdivision of the plane into n cells for each site
(point) in P, with the property that a point q lies in the cell corresponding to a site pi if and only if
dist(q,pi) < dist(q,pj) for each pj ∈ P with j 6= i. Very often these cells are referred as the Voronoi
polygons.
Figure 3.3: Voronoi diagram with Voronoi polygons indicated by black connected lines and its dual
Delaunay triangulation indicated by grey/lighter connected lines.
Delaunay [Delaunay 1934] has shown that the dual of the Voronoi polygons is a triangulation
of the n points. If we draw line segments between every two points in P whose Voronoi polygons
have a common border of length greater than zero, see Figure 3.3, then, under the assumption that no
four points are co-circular (as a result that all vertices of the Voronoi diagram have degree three), this
triangulation is the uniquely deﬁned Delaunay triangulation.
Therefore, an alternative deﬁnition of a Delaunay triangulation is a triangulation where the circum-
scribed circle of any triangle contains no point of P in its interior. Deﬁne a set of points to be in general
position if it contains no four points on a circle. Then the Delaunay triangulation of P is unique if and
only if the resulting graph of P is a triangulation, which is the case if P is in general position. See
Figure 3.4 for an example. Without such uniqueness of the deﬁnition, we will start having problems
similar to Figure 3.2 due to the ﬂipping of an edge in reconstructing the surfaces.
Several deﬁnitions are required. A set of points S is a convex set if the line segment joining any
pair of points in S is wholly contained in S. The convex hull of a set of points is the smallest convex set
that contains the points. In a d-dimensional space, d non-collinear points deﬁne a facet. A d-simplex
is a d-polytope forming the convex hull of d + 1 afﬁnely independent points. In fact, a d-simplex can
be thought of as a polytope constructed by d + 1 facets, with each facet deﬁned by d points from the
set of d + 1 points specifying the simplex. The points deﬁning the simplex are called the vertices.
The boundary elements of a facet are called the ridges. Each ridge is basically an element deﬁned by
d−1 points. A ridge in fact signiﬁes the adjacency of two facets. In the space R3 generally, facets are
triangles and ridges are edges and therefore a 3-simplex is a tetrahedron. A Delaunay triangulation in
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Figure 3.4: An example of two different maximal triangulations of the same point set of four points
on a circle, therefore no unique Delaunay triangulation exists.
R3 is a therefore a subdivision of the space into tetrahedrons, as opposed to triangles, in R2.1
ThustheideaofaDelaunaytriangulationofasetofpointsmaybegeneralisedforanyd-dimensional
real space.
Our requirement is for an accurate and correct Delaunay triangulation algorithm in higher dimen-
sions. In fact, triangulation in higher dimension is still an actively researched area. Most higher
dimensional Delaunay triangulation algorithms may occasionally lead to a triangulation which is not
quite the Delaunay triangulation - this can occur when almost collinear points are misclassiﬁed due to
ﬁxed precision ﬂoating point calculations.
In our case, for data modelling, having a precise Delaunay triangulation of points in input space is
desirable but is not always essential. The triangulation will be used to infer the value we are trying to
predict. If the triangulation is not optimal it may have the effect of making the prediction slightly less
accurate, but in most cases the effect will be negligible. As long as the input sample points available
are dense and/or evenly distributed in some sense, this technique seems to perform very well even
without the assurance of a perfect Delaunay triangulation of points in the input space.
3.2.2 Computing the Delaunay triangulation
Because we interested in having Delaunay triangulation incorporated into our data modelling scheme,
we seek a readily available but efﬁcient Delaunay triangulation algorithm. In this section, we give
a brief introduction to the computational geometry, without going into details for every algorithm
mentioned. However, we will provide a clear description of the algorithm ﬁnally selected to provide
the Delaunay triangulation module used in our data modelling.
There are many alternative Delaunay triangulation algorithms, but most of them are designed
speciﬁcally for 2D or 3D problems. However, for our purposes we need a quite general Delaunay
triangulation algorithm that can work in any dimension d. It emerges that with this constraint the
choice is very limited. In fact ﬁnding such an efﬁcient algorithm is still an actively researched area.
Su [Su 1994; Su and Drysdale 1997] has given an excellent survey of a variety of the standard
2D and 3D algorithms. Examples are divide-and-conquer methods [Guibas and Stolﬁ 1985; Dwyer
1987] which use special data structures to break down the problem into smaller sub-problems and
then combine the sub-solutions to obtain the required solution; the sweepline algorithm by Fortune
[Fortune 1987]; incremental techniques based on adding sites to the diagram one by one and updating
the diagram after each site is added [Clarkson and Shor 1989; Guibas and Stolﬁ 1985; Guibas et al.
1992]; and gift wrapping algorithms which start with a single Delaunay triangle and then incrementally
1However, regardless of the dimension we may still refer to such a d-simplex in a Delaunay triangulation as a triangle.
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discover valid Delaunay triangles one at a time [Dwyer 1991; Maus 1984]. We shall not discuss these
algorithms further.
Algorithms for calculating Voronoi diagrams can also be used. In fact, many Delaunay trian-
gulation algorithms to which we have referred are derived from the corresponding Voronoi diagram
algorithms. These algorithms were taking the advantage of the dual relationship between Delaunay
triangulation and the Voronoi diagram.
We have chosen to base the calculation technique on the use of a convex hull algorithm - the
Quickhull (sometimes Qhull for short) by [Barber et al. 1996]. This is described by Su [Su and Drys-
dale 1997] as a stable but relatively slow algorithm if used in planar Delaunay triangulation. Barber’s
Qhull, is essentially a combination of the classical 2-dimensional divide-and-conquer Quickhull algo-
rithm and the general dimension Beneath-beyond algorithm (to be described shortly), an algorithm that
works in any dimension. Using Qhull we can construct a higher dimensional Delaunay triangulation
algorithm based on the following observation.
The Delaunay triangulation in Rd may be computed from a convex hull in Rd+1 [Brown 1979]. To
determine the Delaunay triangulation of a set of points x ∈ Rd, we ﬁrst lift the points to a paraboloid
using the transformation
x = (x1,x2,... ,xd) 7→ x0 = (x1,x2,... ,xd,x2
1 + x2
2 + ··· + x2
d) (3.2)
We then compute the convex hull of these transformed coordinates x0 ∈ Rd+1. The set of ridges of
the lower convex hull is the Delaunay triangulation of the original points in Rd. This means that the
wealth of convex hull algorithms can be directly applied to compute Delaunay triangulations (as well
as high-dimensional Voronoi diagrams ).
3.2.3 Qhull - a convex hull algorithm
Quickhull (or Qhull for short and not to be confused with the classical quickhull in 2D) is the convex
hull algorithm [Barber et al. 1996] selected as the basis of our method to compute Delaunay triangu-
lations. The motivations for this choice were: algorithmic stability, availability of source code library
[Barber et al. 1996] and applicability in any number of dimensions.
This algorithm uses two main operations, oriented hyperplane through d points - a hyperplane
represented by its outward-pointing (pointing away from the convex hull) unit normal and its offset
from the origin, and signed distance to hyperplane - the ‘signed distance’ of a point to a hyperplane
is the inner product of the point and the normal plus the offset. The hyperplane deﬁnes a halfspace
of points that have distances from the hyperplane with an extra attached sign. If the attached sign is
negative we shall say the point is below the hyperplane. If the sign is positive we shall say the point is
above the hyperplane. See Figure 3.5 for illustration.
Not unlike other randomised incremental algorithms, Qhull’s incremental processing technique is
based on the theorem by [Gr¨ unbaum 1961, Theorem 5.2.1]. It uses a simpliﬁed version given below.
Theorem 3.2.2 (Simpliﬁed Beneath-Beyond). Let H be a convex hull in Rd and let p be a point in
Rd − H. Then F is a facet of the convex hull conv (p ∪ H) if and only if
1. F is a facet of H and p is below F; or
2. F is not a facet of H and the vertices of F are p together with the vertices of a ridge R of H,
such that there is one facet of H which contains R (H is incident to R) lying below p and all
other facets of H containing R (i.e. facets incident to R) lie above p (see Figure 3.6).
Smooth Data Modelling and Stimulus-Response via Stabilisation of Neural Chaos Alban Tsui, March 19993.2 Geometrical local data modelling 51
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
!
￿
"
#
￿
%
$
&
(
’
!
)
￿
*
￿
+
￿
,
!
-
/
.
￿
0
￿
1
1
2
3
4
6
5
#
7
9
8
￿
:
;
6
7
9
<
￿
=
?
>
￿
@
A
￿
B
#
C
9
D
￿
E
F
6
C
9
G
￿
H
?
I
￿
J
K
￿
L
￿
M
N
#
O
P
￿
Q
R
#
S
￿
T
M
U
V
￿
W
X
#
Y
Z
￿
[
\
#
]
￿
^
W
Figure 3.5: p is above F (or p is visible to F
and vice versa) and q is below F (not visible to
F) because q is on the negative side of the hy-
perplane hF deﬁned by outward pointing nor-
mal of F.
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Figure 3.6: A new facet Fnew deﬁned by a new
point p of the convex hull contains ridge R. One
facet Fbelow that is incident to R is below p and
the other facet Fabove that is incident to R is
above p.
An example of a change to the convex hull effected by introducing a new point is illustrated in
Figure 3.7. Efﬁciently determining the facets which are visible from a point (the point is above the
facets) is the central problem of the Beneath-Beyond theorem. A clever technique which sets Qhull
apart from the other incremental algorithms is that after initialisation, it assigns each un-processed
point to an outside set of a facet, or by deﬁnition, the corresponding facet is visible from the point.
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Figure 3.7: Incremental construction of a convex hull in 3D.
When Qhull constructs a cone of new facets, it uses a partitioning technique to build new outside
sets from the outside sets of the visible facets by locating a new visible facet for each point. If the
point is below all of the new facets, the point is inside the convex hull and can be removed. At the
same time, partitioning records the furthest point of each outside set. At initialisation, Qhull selects a
non-degenerate set of points, which if possible should be far apart, for the initial starting simplex. The
full outline of Qhull is given in Algorithm 3.4.
Thus Qhull algorithm works in Rd and via the lower facets of the convex hull in Rd+1 of the
transformed coordinates, the Delaunay triangulation of the points in the input space can easily be
calculated.
Although Qhull cannot be described as a fast algorithm for low dimensional problems, it can
work in any dimension d and produces results comparable with other similar algorithms. Now let
M be the number of input points in Rd, r be the number of processed points (i.e. the number of the
randomly selected points used for the ‘cone’ construction process of the convex hull construction) and
fr = O(rbd/2c/bd/2c!) the maximum number of facets of r vertices [Klee 1966]. We also deﬁne
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Procedure: Convex hull in Rd
{Given a set P of M (M > d) data points.}
select d + 1 points to construct a starting simplex S
for each facet F of S do
for each unassigned point p of P do
if p is above F then
assign p to F’s outside set
end if
end for
end for
for each facet F with non-empty outside set do
select furthest point p of F’s outside set
initialise visible set V
assign F into visible set V
for all unvisited neighbours B of facets in V do
if p is above B then
add B into V
end if
end for
create H, a set of horizon ridges of boundary of V
for each ridge R in H do
create a new facet from R and p
link the new facet to its neighbours
end for
for each newly created facet F0 do
for each unassigned point q in an outside set of a facet in V do
if q is above F0 then
assign q to F0’s outside set
end if
end for
end for
remove the facets in V
end for
Algorithm 3.4: The Qhull algorithm for convex hull construction in Rd
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Deﬁnition 3.2.1. An execution of Qhull is balanced if
- the average number of new facets for the jth processed point is dfj/j and
- the average number of partitioned points for the jth processed point is (M − j)d/j.
Then if the balance condition holds, the worst-case complexity of Qhull is O(M logr) for d ≤ 3 and
O(Mfr/r) for d ≥ 4 [Barber et al. 1996]. If r = M and the balance conditions hold, the cost of
Qhull is O(M logM) for d ≤ 3 and O(fM) otherwise. This is the same as the expected cost of the
randomised incremental algorithms [Clarkson et al. 1993].
3.2.4 Query estimation using local Delaunay triangulation
Now that we have the Delaunay Triangulation of the input space of sample points we can easily model
a surface. The original problem of ‘terrain’ modelling is basically to model a function f : R2 → R,
usually in a restricted closed bounded domain C ⊂ R2. Given an unseen data point q = (x0,y0) ∈ C,
we can easily calculate q’s corresponding output z0 (or height in the ‘terrain’ problem) by performing
linear interpolation using the 3 sample points, say, p1 = (x1,y1,z1), p2 = (x2,y2,z2) and p3 =
(x3,y3,z3) corresponding to the triangle which is calculated via Delaunay triangulation and which
encloses the query data in the input space as shown in Figure 3.8.
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Figure 3.8: Estimating the height z0 at the query point q = (x0,y0) by linear interpolation given that
the sample points p1, p2 and p3 form a triangular and enclosing q in 2D input space and a hyperplane
in 3D.
In effect, these 3 points p1, p2 and p3 deﬁne a triangular ‘linear’ surface which can be easily
determined by calculating its normal using these 3 points. Suppose the surface (or hyperplane in 3D)
is given by
n1x + n2y + n3z = c, (3.3)
where n = (n1,n2,n3) is the normal to this triangle in R3 and c is a constant. We can substitute
q = (x0,y0) into (3.3) to estimate the output by
z0 =
c − n1x0 − n2y0
n3
, (3.4)
which is a simple linear interpolation in R3.
Smooth Data Modelling and Stimulus-Response via Stabilisation of Neural Chaos Alban Tsui, March 19993.2 Geometrical local data modelling 54
This whole calculation can be generalised for data modelling in Rd. Given a set of M (≥ d) sample
data points {{x1,y1},{x2,y2},... ,{xM,yM}}, where xi ∈ Rd and yi ∈ R, we can estimate yq for
the query point xq as in Algorithm 3.5. We can refer this to be local Delaunay triangulation modelling
or LDT for short.
1. From the set of M sample points xi, ﬁnd the ﬁrst pmax nearest neighbours of the query xq by
constructing the kd-tree of the M sample points in the input space.
2. Perform Delaunay triangulation of these pmax nearest neighbours in the input space using a
technique such as the one described earlier.
3. Locate the simplex S which encloses the query xq in the d-dimensional input space.
4. Use the d+1 (d+1)-dimensional sample points Xi = (xi,yi) deﬁning the simplex S in d-space
to calculate the normal n = (n1,n2,... ,nd+1) in the (d+1)-space and get the equation of this
hyperplane
X · n = n1x1 + n2x2 + ··· + ndxd + nd+1y = c, (3.5)
where c is a constant.
5. Substitute the query xq into (3.5), therefore
n1xq1 + n2xq2 + ··· + ndxqd + nd+1yq = c (3.6)
We can solve for yq, the only unknown in this equation.
Algorithm 3.5: Data modelling of f : Rd → R using local linear interpolation via Delaunay triangu-
lation.
The most expensive step is the Delaunay triangulation of the sample points. Instead of processing
the whole set of points, we can calculate only the Delaunay triangulation of the pmax(> d+1) nearest
neighbours of the query point to improve the speed, because we know that such a simple local linear
interpolation step involves only d + 1 near sample data points.
The other time-consuming step is to locate the triangle/simplex which encloses the query point.
In computational geometry, a planar point location problem can be solved in O(logM) time, but
the optimal time for the point location problem in three and higher dimensions is still essentially an
open question. For a subdivision induced by a set of M hyperplanes in d-dimensional space, it is
known to be Θ(Md) in the worst case [Edelsbrunner 1987]. However, many speciﬁc subdivisions
can lead to much more efﬁcient point location, e.g. convex polytopes [Clarkson 1987; Matouˇ sek and
Schwarzkopf 1993] and arrangements of triangles [de Berg and Schwarzkopf1995] in low dimensions,
or rectangular subdivisions [Edelsbrunner et al. 1986; de Berg et al. 1995] in higher dimensions. In
our case, since we have the nearest neighbour distance information about each point, and if we assume
that the triangle/simplex enclosing the query point must be formed by some selection of pmax near
neighbours, then by labelling the simplices with their vertices of near neighbours and sorting those
simplices lexicographically in ascending order of the near neighbour distances deﬁning the simplex,
the search time can be much improved. In many cases, the ﬁrst simplex in the sorted list is usually the
required simplex.
During the linear interpolation step, the required normal n is a vector which is mutually orthogonal
to all vectors formed by the data points deﬁning the simplex. One of the basic calculations is shown in
Appendix B.
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Figure 3.9: Surface of Equation (3.7) in the bounded input space [0,1]2 ⊂ R2 for the modelling
experiments.
3.2.5 Some simple prediction experiments using local Delaunay triangulation
To demonstrate this predictor, we perform a simple surface reconstruction experiment. The surface to
be modelled is given by
f((x,y)) = sin
2[4(x + y)] (3.7)
with the bounded input space [0,1]2 ⊂ R2, see Figure 3.9.
M = 200 data points are randomly sampled from input-space with a uniform distribution which
together with their corresponding y values provide a set of training data for the predictor. We then
deﬁne a test data set as ‘a grid of data’ equally spaced in the input space, i.e. a set of ((x,y),f(x,y))
where 0 ≤ x,y ≤ 1 and sampled at every 0.0625 along the x and y axes to have 256 (162) test data.
In this way a surface can be reconstructed from these test data.
The result of this experiment using pmax = 12 is shown in Figure 3.10 with MSE of 0.0118274. In
this experiment, if the query point is not in any triangle, its nearest neighbour’s output is used as the
estimate for the query. The distribution of the squared error is shown in Figure 3.11. Note the high
concentration of error at the boundary of the convex hull of the input training data. The error is also
more pronounced in regions where the gradient of the surface is large. A more detailed illustration of
how this predictor copes with test data at the boundary is given in the next section.
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Figure 3.10: Reconstructed surface with
pmax = 12. MSE = 0.0118274.
Figure 3.11: Distribution of the squared errors
of the prediction.
3.2.6 Outside query prediction
When the convex hull of the sample points (training data) does not enclose the query point in the
input space, this means that the query is not contained in any one of the triangles from the Delaunay
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triangulation of the sample points. We call this an outside query. As we discussed in the chapter
introduction performing (linear) interpolation to predict/estimate the output at an outside query is a
difﬁcult issue (as the previous experiment illustrates for that particular modelling technique). We
examine several strategies which can sometimes improve the estimation in such cases, but the accuracy
of each technique depends heavily on the distribution of the sample points and how far the query is
from the convex hull of neighbouring sample points in the input space.
The following techniques rely on the availability of the local near distance information found by
the kd-tree. The simplest method (used above) is to take the output value of the closest near neighbour
point of the query as the output of the outside query point, e.g. point B’s z value for the query at q in
Figure 3.12. This only works well if the near distance from the query point is relatively small.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
!
 
￿
"
#
$
￿
%
￿
&
’
￿
%
￿
&
￿
(
￿
)
￿
*
%
￿
+
￿
$
￿
,
-
￿
.
’
￿
+
￿
/
￿
’
￿
*
)
￿
,
￿
+
￿
0
!
1
3
2
4
Figure 3.12: The difference of estimating the output value z at q, an outside query point, between
using the hyperplane given by 4ABD formed by q’s 3 nearest neighbours A, B and D and using the
hyperplane formed by 4ABC. The hyperplane given by 4ABC is in fact a better choice for this
estimation.
Another method is to take the ﬁrst d + 1 nearest neighbours and form a hyperplane which can be
extended to cover the outside query. Using this hyperplane, a linear interpolation can be performed to
estimate the output value. Although this seems to offer the opportunity of taking the slope information
into account for the estimation, the chosen hyperplane is not necessarily the hyperplane in the ‘correct
direction’, as demonstrated in Figure 3.12. Moreover, sometimes these neighbours may not be the
vertices of a triangle which is given by the Delaunay triangulation of the sample points at all. This
approach also is dependent on the assumption that the query point is not too distant from the near
neighbours.
Instead of taking the hyperplane formed by the ﬁrst d+1 nearest neighbours and since the triangles
calculated are lexicographically sorted in the ascending order of nearest distances of their vertices, we
can take the ﬁrst simplex for our hyperplane linear interpolation. This simplex is not necessarily the
hyperplane formed by the d + 1 nearest distance neighbours. In general, this performs better than the
previous technique because it removes the assumption that the ﬁrst d + 1 nearest neighbours forms a
valid Delaunay triangle from the d-triangulation of the samples.
We can also take several nearest triangles, perform linear interpolation for each triangle, and then
average the results to estimate the output value. Our early experiments shows that there is not much
improvement taking averages, because if the local area to be modelled is very hilly the angles be-
tween those hyperplanes are large and will result a poor estimation which does not reﬂect the ‘slope’
information of the nearest triangle.
Finally we can combine several technique together for such outside query estimation to compen-
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Strategy No. Method MSE
1 Output value of the nearest neighbour 0.0118274
2 Hyperplane formed by the ﬁrst d + 1 nearest neighbours 0.00625806
3 First simplex from sorted list 0.00541832
4 Averaging estimates from several (d) simplices 0.00408974
5 OQCS (ζ = 0.45) 0.00553535
Table 3.1: MSE of different outside query strategies used in the experiment.
sate for each technique’s limitations and exploit the available information reﬂecting near neighbour
distances from the query. We deﬁne a heuristic measure to estimate the relative closeness of the query
point from the cluster of the pmax near neighbours by looking at the ratio
ν =
δ1
δpmax
, (3.8)
where δi is the distance of the ith nearest neighbours from the query point. If ν ≈ 1, this means the
query is very ‘far’ away from its nearest neighbour. On the other hand if ν is close to zero, this means
the query is near the cluster of near neighbours. Using this ratio we can deﬁne the following strategy:
if ν is small (say below some threshold ζ) we can pick the ﬁrst triangle from the sorted list to perform
linear interpolation, if ν is large and close to one (ν > ζ), we do not perform any linear interpolation
but simply pick the ﬁrst nearest neighbour’s output as the estimate. Surprisingly, this technique gives a
rather competitive performance compared with the other techniques, at least on the particular problems
examined, provided a suitable value of the threshold ζ is chosen (usually taken to be about 0.45 in the
experiments). We simply refer to this as the outside query combined strategy (OQCS).
A comparison of the MSEs of the various strategies described is shown in Table 3.1. This com-
parison only provides a general guidance of usage for tackling the outside query problem. Some
strategies might perform better than others on different problems. Table 3.1 shows that the fourth strat-
egy performed best in this experiment. But from general experience, OQCS seems to be a more robust
practical choice, particularly if the data are sparsely and unevenly distributed in the input space.
3.2.7 Performance analysis
Intuitively, since this predictor is trying to reconstruct the surface based on the underlying geometrical
properties, it might be expected to degrade very rapidly in terms of performance under noisy data.
To investigate this issue we use the same experimental setup, but with normally distributed noise
r having Mean(r) = 0 added to the output of the test data. The predictor is set up with pmax = 12
and using OQCS for outside query. We then measure the MSE of the estimation on the test data for
varying variance of the added noise Var(r) starting from 0.02 to 0.5 in steps of 0.02. A graph of MSE
against Var(r) can then be plotted, as in Figure 3.13. As expected, the performance reduces as the
level of noise increases, although the graph shows that the predictor may still perform moderately well
at high noise levels.
These experiments are merely illustrative. In general, for a particular problem, we should need
to consider in far more detail the interrelationship between surface complexity, noise level and the
variation of pmax which we shall discuss later.
The size M of the training data set obviously also plays an important role in the accuracy of the
ﬁnal prediction. More training data can improve the estimation. Figure 3.14 is a graph of MSE against
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Figure 3.13: MSE error against Var(r) of nor-
mally distributed noise r with Mean(r) = 0
added to the output. Var(r) goes from 0.02 to
0.5 in steps of 0.02, with OQCS (ζ = 0.45) and
pmax = 12.
Figure 3.14: MSE error of the test data against
the number of sample data M used for the train-
ing, size from 100 to 200 in steps of 10 using
OQCS (ζ = 0.45) with pmax = 12.
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Figure 3.15: MSE against pmax, the number of nearest neighbours, varying from 5 to 25 for the local
Delaunay triangulation and using OQCS (ζ = 0.45) without noise and with noise r (Mean(r) = 0,
Var(r) = 0.15).
M, with the same surface estimation experimental setup as before. We shall have more to say about
estimating the necessary size of a data set.
The accuracy of this predictor also depends on pmax, the number of nearest neighbours. Using the
same experiment setup (without noise and using OQCS), we increase pmax in the range from 5 to 25
and plot against the MSE on the testing data (see Figure 3.15).
By examining the distribution of training data in relation to the distribution of the squared errors of
the test data (see Figure 3.16) of the experiment with pmax = 12 and using OQCS (ζ = 0.45), we see
that even in some regions with a low concentration of training data, the errors are still small. The large
errors are along two ridges, where the generating surface has a large gradient combined with sparse
training data in the local region.
Having a large pmax, in the non-noisy output data case, certainly improves the chance of having
a ‘more correct’ local Delaunay triangulation, and hence a better local estimation. At the same time,
it is neither desirable nor necessary to have pmax too large, because the local triangulation eventually
will not change when more points further away are included. Also the estimation may degrade by
increasing pmax because the assumption of local linearity becomes less likely to be true over a larger
region, see for example Figure 3.15 at about pmax = 25. Of course, the distribution of the training data
can also affect our choice of pmax, since a large concentration of data points in a small region may only
require a small pmax to produce an accurate estimation.
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Figure 3.16: Distribution of the squared errors (contour plot) of the test data and the distribution of
the training data (point plot) in the input space of the local Delaunay triangulation surface modelling
experiment with pmax = 12 and using OQCS (ζ = 0.45).
On the other hand with noisy data, it is more desirable to have a small pmax as illustrated in Fig-
ure 3.15. Small amounts of noise can signiﬁcantly affect the true nature of the output surface, thereby,
reducing the accuracy of estimation using piecewise linear interpolation.
3.3 The Gamma predictor
One attractive idea might be to extend the Gamma test itself so that the underlying ideas could be
used for modelling rather than simply noise estimation. The suggestion is that since the Gamma test
estimates noise, maybe we can use a extension of the idea to choose a predicted value for a query point
x so as to minimise the expected noise when the new data pair (x,y) is added to the training set. We
have called the resulting algorithm the Gamma-minimum-predictor, or GMP for short. In this section
we describe the derivation which is based on the original Gamma test, give illustrative results, and
eventually explain why there is a well known and better technique for local modelling under noise.
3.3.1 Derivation of the Gamma-minimum-predictor
Suppose we are given M points (x(i),y(i)), where x(i) = (x1(i),... ,xd(i)), 1 ≤ i ≤ M, and that
¯ Γ is computed as described in section 2.3. Now suppose that we are given a new point (x(M + 1),y)
for which y = y(M + 1) is unknown. We want to choose y so that the recomputed value of ¯ Γ = ¯ Γ(y)
is minimal.
Consider now
∆(p) =
1
p
p X
h=1
1
M
M X
i=1
|x(N(i,h)) − x(i)|
2 (3.9)
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and
Γ(p) =
1
p
p X
h=1
1
2M
M X
i=1
(y(N(i,h)) − y(i))
2 . (3.10)
Notation: In this section we replace the previous used symbol ¯ Γ by ΓR, since we wish to use
¯ Γ =
1
pmax
pmax X
k=1
Γ(k). (3.11)
Similarly we write
¯ ∆ =
1
pmax
pmax X
k=1
∆(k). (3.12)
The regression line formulates for computing ΓR (the Γ-axis intercept) is
ΓR = ¯ Γ −
S∆Γ
S∆
2 · ¯ ∆, (3.13)
where
S∆Γ =
1
pmax
pmax X
p=1
(∆(p) − ¯ ∆)(Γ(p) − ¯ Γ), (3.14)
and
S∆
2 =
1
pmax
pmax X
p=1
(∆(p) − ¯ ∆)2. (3.15)
We have to consider what happens when a new point x(M + 1) is added. One effect is that the
neighbourhood structure in input-space changes. Computationally this is straightforward: we merely
have to add the new point x(M + 1) to the kd-tree, a procedure that already exists and was used to
build the tree. (Of course, after the prediction is made we shall should also need to remove the new
point from the kd-tree if we plan to use it again. In practice, for data sets that are not too large, it is
often easiest to maintain a copy of the tree, add the new point to the copy, use the augmented tree for
the prediction and then replace it by the original copy!)
Let us assume that this has been done and that the new neighbourhood structure is described by
Nnew[i,p] (1 ≤ i ≤ M + 1, 1 ≤ p ≤ pmax). Corresponding to the new neighbourhood structure we
can use (3.9) and (3.10) to compute new values for ∆(p) and Γ(p). Thus
∆new(p) =
1
p
p X
h=1
1
M + 1
M+1 X
i=1
|x(N[i,h]) − x(i)|
2 (3.16)
and this is easily calculated and does not involve y. For Γnew(p) we write
Γnew(p) = Γ(p,y) = U(p,M) +
1
p
p X
h=1
1
2(M + 1)

(y(Nnew[i,h]) − y)2 +
X
i∈S(h)
(y − y(i))2

,
(3.17)
where U(p,M) is independent of y and S(h) = {i|Nnew[i,h] = M + 1} which is easily determined
from the new neighbourhood structure.
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From (3.13) with ∆(p) and Γ(p) replaced by their values we now have
ΓR(y) = ¯ Γnew −
S∆newΓnew
S∆new
2 · ¯ ∆new. (3.18)
In this expression only the ﬁrst term and the term with subscript Γnew involves y. This equation will
determine the new value of ΓR.
If we apply the criterion then the value of y is that the value which minimises ΓR(y). We proceed
by evaluating ∂ΓR(y)/∂y. From (3.18) we have
∂
∂y
ΓR(y) =
∂
∂y
¯ Γnew −
¯ ∆new
S2
∆new
∂
∂y
(S∆newΓnew). (3.19)
The next step is to evaluate the partial derivatives. For the last term in (3.19) we proceed as follows.
Note that the terms ¯ ∆new and S∆new can be considered as known (i.e. they are easy to compute) and do
not involve y. Hence it remains to consider
∂
∂y
(S∆newΓnew) =
∂
∂y
 
1
pmax
pmax X
p=1
(∆new(p) − ¯ ∆new)(Γ(p,y) − ¯ Γnew)
!
=
1
pmax
pmax X
p=1
(∆new(p) − ¯ ∆new)

∂
∂y
Γ(p,y) −
∂
∂y
¯ Γnew

(3.20)
=
1
pmax
pmax X
p=1
C(p)

∂
∂y
Γ(p,y) −
∂
∂y
¯ Γnew

,
where
C(p) = ∆new(p) − ¯ ∆new (3.21)
and these are readily computed.
We determine the ﬁrst term in the sum of (3.20) and obtain
∂
∂y
Γ(p,y) =
1
p(M + 1)
p X
h=1

y − y(N[M + 1,h]) +
X
i∈S(h)
(y − y(i))


=
1
M + 1
"
1 +
1
p
p X
h=1
|S(h)|
#
y − λ,
(3.22)
where
λ = λ(p,M) =
1
p(M + 1)
p X
h=1

y(Nnew[M + 1,h]) +
X
i∈S(h)
y(i)

. (3.23)
The ﬁrst term in (3.19), i.e. ∂¯ Γnew/∂y, is also the second term in the sum of (3.20). To evaluate
this we replace Γ(h) by the new value in (3.17) and obtain from the updated version of (3.11),
∂
∂y
¯ Γnew =
1
pmax
pmax X
h=1
1
h
h X
k=1
1
M + 1

−(y(Nnew[M + 1,k]) − y) +
X
i∈S(k)
(y − y(i))


=
1
pmax(M + 1)
pmax X
h=1
1
h
h X
k=1

y − y(Nnew[M + 1,k]) +
X
i∈S(k)
(y − y(i))

.
(3.24)
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Collecting together the terms in y we have
∂
∂y
¯ Γnew =
1
M + 1
"
1 +
1
pmax
pmax X
h=1
1
h
h X
k=1
|S(k)|
#
y − µ (3.25)
where
µ = µ(M) =
1
pmax(M + 1)
pmax X
h=1
i
h
h X
k=1

y(Nnew[M + 1,k]) +
X
i∈S(k)
y(i)


=
1
pmax
pmax X
h=1
λ(h,M).
(3.26)
Hence
∂Γ(p,y)
∂y
−
∂¯ Γ
∂y
=
1
M + 1
"
1
p
p X
h=1
|S(h)| −
1
pmax
pmax X
h=1
1
h
h X
k=1
|S(k)|
#
y − λ(p,M) + µ. (3.27)
For 1 ≤ p ≤ pmax, let
A(p) =
1
M + 1
"
1
p
p X
h=1
|S(h)| −
1
pmax
pmax X
h=1
1
h
h X
k=1
|S(k)|
#
(3.28)
and
B(p) = λ(p,M) − µ (3.29)
then
∂
∂y
(S∆newΓnew) =
1
pmax
pmax X
p=1
C(p)(A(p)y − B(p)). (3.30)
Finally let
ν =
1
M + 1
"
1 +
1
pmax
pmax X
h=1
1
h
h X
k=1
|S(k)|
#
. (3.31)
Then equating (3.19) to zero and solving for y we obtain
y =
µ −
¯ ∆new
S2
new
1
pmax
pmax X
p=1
C(p)B(p)
ν −
¯ ∆new
S2
new
1
pmax
pmax X
p=1
C(p)A(p)
. (3.32)
The ﬁnal algorithm is given in Algorithm 3.6. But with careful examination, the whole process would
appeartobesimplyperformingalocallinearregressiononthesquareddistancesofthenearneighbours
from the query point.
3.3.2 Performance analysis
Toinvestigatethe GMP,weperform aseries ofexperiments based ontheexperimental setupforsurface
modelling (deﬁned by (3.7)) as described in Sections 3.2.5, 3.2.7). We ﬁrst investigate how the number
of nearest neighbours pmax used for GMP affects the modelling, given the same set of test data. The
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Procedure: Gamma-minimum-predictor(kd-tree, x, pmax, M)
Add point x to kd-tree to get Nnew[i,p] (1 ≤ i ≤ M + 1, 1 ≤ p ≤ pmax)
{i.e. new nearest neighbour list}
for p = 1 to pmax do
Compute ∆new(p) from (3.16)
Compute S(p) = {i|Nnew[i,p] = M + 1} {these sets are small}
Compute λ(p,M) from (3.23)
end for
for p = 1 to pmax do
Compute A(p) from (3.28)
Compute B(p) from (3.29)
end for
Compute ¯ ∆new
for p = 1 to pmax do
Compute C(p) from (3.21)
end for
Compute S∆new
Compute µ from (3.26)
Compute ν from (3.31)
Compute y from (3.32)
Remove point x from kd-tree {if not copied}
End
Algorithm 3.6: The Gamma-minimum-predictor given a new query x to estimate output y.
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Figure 3.17: MSE against pmax, the number of nearest neighbours, varying from 5 to 25 for GMP
without noise and with noise (Mean(r) = 0, Var(r) = 0.15).
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result is shown in Figure 3.17 which indicates that the MSE of the estimation is optimal when pmax =
14 when no noise is present. Not surprisingly if pmax is taken too large, the performance of GMP
degrades. Notice that even at the optimal value, the MSE is still higher than the Delaunay triangulation
predictor, LDT. When noise is present, it is advisable to have a large pmax as shown in Figure 3.17.
We then examined how GMP copes with varying noisy data when pmax = 12. Normally distributed
noise r with Mean(r) = 0 and variance Var(r) from 0.02 to 0.5, increasing in steps of 0.02, is added
to the outputs of the training data. The MSE of the test data is then plotted against the noise variance
as shown in Figure 3.18. As expected, GMP degrades ‘gracefully’ as the level of noise increases.
This experiment also illustrates that the GMP can cope with noise well, unlike Delaunay triangulation
predictor, LDT.
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Figure 3.18: MSE against normal distributed
noise r with Var(r) from 0.02 to 0.5 in steps
of 0.02 and Mean(r) = 0 using GMP with
pmax = 12.
Figure 3.19: MSE against the number of sam-
ple data used, M for the training, from 100 to
200 in step of 10, of GMP with pmax = 12.
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Figure 3.20: Distribution of the test data squared error (by contour plot) for pmax = 12 and the distri-
bution of training data (points).
The MSEs of the test data are also measured for varying size of the set of training data with
pmax = 12, see Figure 3.19. The result shows that for this experiment the accuracy of estimation by
GMP depends on M, i.e. M >= M() for given MSE  as expected. We then generate the result again
for the full set of training data, i.e. M = 200 and look at the distribution of the squared error of the test
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data in relation to the distribution of the training data in the input space. This is shown in Figure 3.20.
The MSE is 0.0126141. Some regions with low concentration of training data, especially at the lower
left corner of the plot, have much higher squared error. This plot essentially implies that for ﬁxed M
the modelling can be improved if the training data are more evenly distributed in the input space.
In fact, the main determinant of model accuracy seems to be that the maximum nearest neighbour
distances approach zero as M becomes large; regions where nearest neighbour distances are large give
largerpredictiveerrors. Thisshouldnotbetoosurprising: itisintuitivelyobviousforanyinterpolation-
based technique and is, moreover, one of the fundamental assumptions behind the Gamma test itself.
In any event examination of the basic formula (3.32) for the GMP shows that, by a somewhat de-
vious route, we have eventually arrived at an algorithm which is effectively performing local linear
regression on the squared distances of nearest neighbours of the query points. But why just do local
linear regression on the squared distances? Why not do it on the data coordinates themselves? In the
next section we shall see that this simple approach works extremely well - especially at high noise lev-
els provided sufﬁcient data is available. Once the kd-tree has been constructed, local linear regression
is very fast for any reasonable input dimension, certainly for d up to several hundred. Moreover, local
linear regression based on kd-trees can be done using dynamic updating, i.e. new data can augment the
kd-tree as it becomes available and the next prediction can use this information. This is something that
is very difﬁcult to accomplish with feedforward neural network modelling using backpropagation.
3.4 Prediction using local linear regression
Based on the local information given by the kd-tree, we can take the pmax nearest points to perform a
least squares ﬁt to estimate the query point by assuming its underlying model is ‘locally linear’ and
we simply call this local linear regression or LLR for short.
We ﬁrst review the idea of ‘least-squares-ﬁt’ and its relationship to the pseudoinverse of a matrix
as introduced by Penrose [Penrose 1955; 1956].
3.4.1 Least squares ﬁt
The simple least squares ﬁt (LSF) problem is deﬁned by:
Deﬁnition 3.4.1 (Least squares ﬁt). Given a set of M data points
(yi,(xi1,xi2,... ,xim)), (1 ≤ i ≤ M) (3.33)
where M is large and m is ﬁxed, the least squares ﬁt is the point (A1,A2,... ,Am) such that
FM(A1,A2,... ,Am) =
M X
i
(yi − (A1xi1 + A2xi2 + ... + Amxim))
2 (3.34)
is minimised.
The conventional LSF considers FM as a function of (A1,A2,... ,Am), which (since FM ≥ 0
for all (A1,A2,... ,Am) is minimised by the expedient of equating the partial derivatives to zero
and solving the corresponding equations. Treating (A1,A2,... ,Am) as unknowns in these equations
the coefﬁcients are therefore determined by the M data points (3.33). The amount of data to be
manipulated in solving these linear equations therefore becomes large with M.
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There are many algorithms already available for solving this problem [Press et al. 1992] and also
there are many adaptive algorithms available, such as a recursive generalised-least-squares procedure
described in [Hastings-James and Sage 1969] and methods for updating pseudoinverse iteratively
[Maeda and Mutata 1984; Telfer and Casasent 1989] and for estimating the parameters which we
are not going to discuss. The idea of pseudoinverse will be described later. However we investigate
a simple iterative method (suggested by A.J. Jones in 1991) as a detailed illustration of how to solve
such LSF problem. Although an iterative step method is unnecessary for our local data modelling
when only a ﬁnite, ﬁxed set of data is available, it could be useful in situation when the data set to be
modelled requires constant updating due to the arrival of new data.
3.4.2 Iterative least squares algorithm
In studying dynamical systems it is often necessary to approximate the dynamics or mapping by just
observing a small ﬁnite set of data. This is facilitated using LSF. Here we investigate an iterative
technique and how it can be used to improved to minimise computational cost without losing the
accuracy of the approximation, especially for real-time systems which requires constant updating due
to the constant arrival of new data.
The LSF algorithm described here involves, for ﬁxed M, an m × m matrix of numbers Uij(M)
(1 ≤ i,j ≤ m) and a vector of elements Vi (1 ≤ i ≤ m) which, as M varies, satisfy the following
recursion relations
Uij(M + 1) = Uij(M) + x(M+1)ix(M+1)j (1 ≤ i,j ≤ m)
Vi(M + 1) = Vi(M) + yM+1x(M+1)i (1 ≤ i ≤ m) (3.35)
The point to note about these recursion relations is that the m2 + 1 numbers for M + 1 only depend
on the new data point
 
(x(M+1)1,x(M+1)2,... ,x(M+1)m),yM+1

(3.36)
and so can be computed recursively as new data points are added.
Theorem 3.4.1. If Uij(1) = 0, Vi(1) = y1x1i and for M ≥ 1 the numbers Uij(M) (1 ≤ i,j ≤ m),
Vi(M + 1) are deﬁned by (3.35), then for any given M the solution A∗ = (A∗
1,A∗
2,... ,A∗
m) to the
LSF problem satisﬁes


 


U11 U12 ··· U1m
U21 U22 U2m
. . .
...
. . .
Um1 ··· Umm


 




 


A∗
1
A∗
2
. . .
A∗
m


 


=


 


V1
V2
. . .
Vm


 


. (3.37)
Thus provided the distribution of data points is such that the matrix (Uij) is invertible, one inversion
of the m × m matrix will solve the LSF problem for the given data points.
Proof. To minimise FM we require
∂FM
∂Ak
= 0 for 1 ≤ k ≤ m. (3.38)
This gives
M X
i
[−2(yi − (A1xi1 + A2xi2 + ... + Amxim))xik] = 0 (3.39)
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or
M X
i
(yixik) − A1
M X
i
(xi1xik) − ··· − Am
M X
i
(ximxik) = 0 (3.40)
for 0 ≤ k ≤ m. If we use the deﬁnitions
Ujk = Ujk(M) =
M X
i
xijxik and Vj = Vj(M) =
M X
i
yixij (3.41)
for 0 ≤ j,k ≤ m as in (3.35) we can then express (3.40) as



 

U11 U12 ··· U1m
U21 U22 U2m
. . .
...
. . .
Um1 ··· Umm



 




 

A1
A2
. . .
Am



 

=



 

V1
V2
. . .
Vm



 

(3.42)
which is (3.37).
Obviously by Theorem 3.4.1, this immediately demonstrates that for very large M, the iterative
LSF problem (normally solving M simultaneous equations) reduces to solving m simultaneous equa-
tions.
Extension for more than one y
It would be interesting to know that similar recursion relations can be deﬁned for the LSF problem
with more than one y in a data point. The original problem then becomes:
Given a set of M data points
((xi1,xi2,... ,xim),(yi1,yi2,... ,yin)) (3.43)
for 1 ≤ i ≤ M where M is large and m and n are ﬁxed, ﬁnd the matrix
(Aij) =


 


A11 A12 ··· A1n
A21 A22 A2n
. . .
...
. . .
Am1 ··· Amn


 


(3.44)
such that
FM ((Aij)) =
M X
i
n X
k
(yik − (A1kxi1 + A2kxi2 + ... + Amkxim))
2 (3.45)
is minimised.
In other words, we need to solve






y11 y12 ··· y1n
y21 y22 y2n
. . .
...
. . .
yM1 yM2 ··· yMn






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
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


x11 x12 ··· x1m
x21 x22 x2m
. . .
...
. . .
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


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


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


A11 A12 ··· A1n
A21 A22 A2n
. . .
...
. . .
Am1 Am2 ··· Amn






(3.46)
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for (Aij) by mean of matrix algebra such as the pseudoinverse of a matrix (described later). This would
be a quite inefﬁcient technique if M were large. One approach to tackle this is to split up the problem
into smaller sub-problems. Therefore we can arrange the data points as n sets of data points
((xi1,xi2,... ,xim),yik) (3.47)
and solve for (A1k,A2k,... ,Amk) for 1 ≤ j ≤ n individually using recursion relations (3.35) de-
scribed above. Ideally we should seek an alternative iterative technique for solving this problem.
To derive a similar iterative LSF algorithm for this problem, we adhere closely to the proof of
Theorem 3.4.1. To minimise FM, we require
∂FM
∂Ajk
= 0 for 1 ≤ j ≤ n,1 ≤ k ≤ m. (3.48)
Now we consider (3.48) for a particular k and then we get a set of equations
∂FM
∂A1k
= 0 =
M X
i
(xi1(yik − A1kxi1 − A2kxi2 − ... − Amkxim))
∂FM
∂A2k
= 0 =
M X
i
(xi2(yik − A1kxi1 − A2kxi2 − ... − Amkxim))
. . . (3.49)
∂FM
∂Amk
= 0 =
M X
i
(xim(yik − A1kxi1 − A2kxi2 − ... − Amkxim))
and rearranging these equations (3.49) we get



 

PM
i xi1yik
PM
i xi2yik
. . .
PM
i ximyik

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
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
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 

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 

(3.50)
For the other k’s, equations similar to (3.50) can be derived and then can be gathered together and
formulated as
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

 


(3.51)
Equation (3.51) forms the basis of our new relations which involves the two matrices V (m × n) and
U (m × m) and their components recursive relations are
Uij(M + 1) = Uij(M) + x(M+1)ix(M+1)j (1 ≤ i,j ≤ m)
Vij(M + 1) = Vij(M) + x(M+1)iy(M+1)j (1 ≤ i ≤ m,1 ≤ j ≤ m)
(3.52)
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with Uij(0) = 0 and Vij(0) = 0. Therefore the whole original problem, in terms of these matrices,
reduces to solving
V = U(Aij) (3.53)
and the solution (Aij) can be found by pre-multiplying both sides of (3.53) by U−1, the inverse matrix
of U if U is non-singular i.e.
(Aij) = U−1V (3.54)
The equation (3.53) is then a reduced form of the original LSF problem, commonly referred to as the
normal equation. In fact, if we formulate (3.46), the original problem equivalently into
Y = XA. (3.55)
In this simpliﬁed notation, its normal equation is simply given by
XTY = XTXA (3.56)
where superscript T denotes the transpose of a matrix. Then the solution of A is simply given by
A = (XTX)−1XTY. (3.57)
However, it is important to recognise such adaptive properties of the normal equation. Only a
simple inversion of a square matrix and a matrix multiplication are required to recalculate the LSF
whenever a new data point arrives, providing the recursive relations Uij and Vi are kept. [One should
be aware that this is not necessarily the best or only adaptive algorithm and there are many alternative
algorithms already available [Hastings-James and Sage 1969; Telfer and Casasent 1989; Maeda and
Mutata1984;Weigendetal.1990].] Theotherimmediate advantageisthatthereisnoneedtocalculate
the inverse of a large matrix if M is large. In the case of singular U, the optimal solution of (3.53) is
given by U#V as stated in Theorem 3.4.2 in the next section, where U# is the pseudoinverse of U.
3.4.3 Pseudoinverse of a matrix
First we need to introduce the precise deﬁnition of pseudoinverse of a matrix [Penrose 1955; 1956].
For any given matrix X ∈ Rm×n, the matrix X# ∈ Rn×m is said to be a pseudoinverse of X if the
following conditions are satisﬁed:
1. XX#X = X,
2. X#XX# = X,
3. (XX#)T = XX#,
4. (X#X)T = X#X,
where T denotes the transpose of the matrix. The terms generalised inverse or Moorse-Penrose inverse
are also commonly used for such an X#.
The pseudoinverse of a matrix is important in solving the LSF problem. The reason becomes
obvious with the following theorem [Penrose 1955].
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Theorem 3.4.2. Let X ∈ Rn×p and Y ∈ Rm×p be given. Then A = X#Y ∈ Rm×p is the unique
best approximate solution of the equation XA = Y .
One important property for the pseudoinverse which is implied by this theorem is that the pseudoin-
verse exists even for singular X ∈ Rp×p. Before demonstrating how this pseudoinverse can help to
solve the LSF, we ﬁrst need to introduce some deﬁnitions. The phrase best approximate solution means
that the quantity kXA − Y kF is minimised and it is further explained as follows.
Deﬁnition 3.4.2. The k · kF-norm on Rm×n is deﬁned by
kXkF = Trace(XTX) (3.58)
forX ∈ Rm×n, whereTrace(Y )isthetraceofthesquarematrixY . ThisnormiscalledtheFrobenius
norm.
Lemma 3.4.1. For X ∈ Rm×n, XTXX# = XT.
Proof. We have
XT(XX#) = XT(XX#)T (by pseudoinverse condition 3) (3.59)
= ((XX#)X)T (3.60)
= XT (by pseudoinverse condition 1) (3.61)
as required.
Theorem 3.4.3. Let X ∈ Rn×p and Y ∈ Rm×p be given. Then A = X#Y is an element of Rm×n
which minimises the quantity kXA − Y kF.
Proof. We have
kXA − Y k2
F = kX(A − X#Y ) + (XX# − Ip)Y k2
F (3.62)
= kX(A − X#Y )k2
F + k(XX# − Ip)Y k2
F
+2 Trace
 
(A − X#Y )TXT(XX# − Ip)Y

, (3.63)
where Ip ∈ Rp×p is the identity matrix. Since XT(XX# − Ip) = 0 by Lemma 3.4.1, the last term
disappears and we get
kXA − Y k2
F = kX(A − X#Y )k2
F + k(XX# − Ip)Y k2
F (3.64)
which achieves its minimum k(XX# − Ip)Y k2
F when A = X#Y
The derivation of the calculation of X# depends on the following proposition.
Proposition 3.4.1. For any X ∈ Rn×p , the p×p matrix XTX is invertible if and only if the columns
of X are linearly independent in Rn.
Proof. Consider that the square matrix XTX is invertible if and only if the equation XTXv = 0 has
the unique solution v = 0, v ∈ Rp.
Suppose that the columns of X are linearly independent and that XTXv = 0. Then it follows that
vTXTXv = 0 and so Xv = 0, since vTXTXv =
Pn
i=1(Xv)2
i = |Xv|2, the square of the Euclidean
length of the n-dimensional vector Xv. Since Xv is also a linear combination of the columns of
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X, we can express Xv = v1x(1) + v2x(2) + ··· + vpx(p), where x(i) is the ith column of X and
vi is the ith component of v. Because the columns of X are linearly independent, then Xv = 0 =
v1x(1) + v2x(2) + ··· + vpx(p) implies that v1 = v2 = ··· = vp = 0, i.e. the vector v = 0. Hence
XTX is invertible.
On the other hand, if XTX is invertible, then Xv = 0 implies that XTXv = 0 and so v = 0.
Hence the columns of X are linearly independent.
Given X ∈ Rm×n, then X# can be computed using
Proposition 3.4.2. Let X ∈ Rm×n.
• If rankX = n, then X# = (XTX)−1XT.
• If rankX = m, then X# = XT(XXT)−1.
Proof. If rank X = n, then X has n linearly independent columns and we know that (from Propo-
sition 3.4.1) this implies that XTX is invertible in Rn×n. Then it is only a matter of verifying that
(XTX)−1XT satisﬁes the four deﬁning properties of the pseudoinverse, which completes the ﬁrst part
of the proof.
If rank X = n, we simply consider the transpose instead by letting Y = XT. Then rank Y = m,
since X and XT have the same rank, and so by the argument above, Y # = (Y TY )−1Y T. However,
XT# = X#T, as is easily checked again from the deﬁning conditions. Hence
X# = X#TT = (XT)#T (3.65)
= Y #T = Y (Y TY )−1 (3.66)
= XT(XXT)−1 (3.67)
which establishes the second part.
In practice, the computation of X# is modestly demanding for large matrices. There are many
algorithms for approximating pseudoinverses [Kerr 1985; Penrose 1955]. The most common technique
involves performing the Singular Value Decomposition (SVD) of a matrix [Press et al. 1992; Golub
and Van Loan 1996], which is a computationally expensive but widely accepted technique for its
accuracy. A general discussion of pseudoinverse and SVD is given in Appendix A
For a LSF problem with large M, the direct approach in solving it is to work out the pseudoinverse
of a M × m matrix if M 6= m. However, by formulating the normal equation of the problem, we can
solve the same LSF problem equivalently by calculating the inverse of a square m × m matrix if it
is non-singular or the pseudoinverse of a matrix if the matrix is singular. One interesting relationship
observed is that the optimal solution for A of the LSF problem XA = I (the identity matrix) is in fact
the pseudoinverse of X.
3.4.4 Local linear regression
The local linear regression (LLR) algorithm is simply explained in Algorithm 3.7. The advantage
is that this statistical modelling is performed locally with a small amount of sample data, usually
within a small region in the input space, on the assumption of local linearity. The LSF technique is
a widely studied method with many efﬁcient algorithms readily available. In fact this technique is
more statistically sound than the previously discussed geometrical modelling technique, which relies
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on many heuristic assumptions and suffers the problem of outside query, as opposed to the linear
regression technique which does not require extra computational analysis and effort for such outside
query prediction.
Given a set of M sample data points (xi,yi) representing a mapping of Rd → R, estimate the output
value yq of the query xq.
1. Select pmax the number of nearest neighbours used for the linear regression.
2. Use the input vectors xi to construct a kd-tree.
3. Find the pmax nearest neighbours of xq from the kd-tree.
4. Construct
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



⇐⇒ XpT = Y
via the iterative technique described earlier or simply let U = XTX and V = XTY to construct
the normal equation
UpT = V.
5. Perform a LSF to estimate the parameters p = (p1,p2,... ,pd) by
pT = U#V
where U# is the pseudoinverse of U.
6. The output yq is estimated by yq = xq · p
Algorithm 3.7: Data modelling using local linear regression
Basically Algorithm 3.7 as it stands assumes that the linearity is passing through the origin, i.e.
p1x1 + p2x2 + ··· + pdxd = y but in many cases it would be better to have an extra term to have an
afﬁne model
p1x1 + p2x2 + ··· + pdxd + c = y, (3.68)
where c is a constant. Therefore for the input of the algorithm, we can assume that the input vector
becomes (xi1, xi2, ..., xid, 1) for estimating the parameters (p1, p2, ..., pd, c).
The only problem with LLR is to decide the size of pmax, the number of near neighbours to be
included for the local linear modelling. Although having more sample data points intuitively can
improve the estimation, at the same time this may have the effect of assuming, say, a ‘hilly’ surface to
be linear. Choosing pmax is usually a trial and error process as it depends heavily on the nature of the
underlying actual model and of course M. Analysis of the choice of pmax for linear regression is called
inﬂuence statistics. It examines how inﬂuential having extra near neighbours is on the accuracy of
the linear regression using methods, such as COVRATIO, which measures the effect on the variance-
covariance matrix of the parameter estimates [Rawlings 1988] or a method of simply studying the
MSE. We made some initial attempts to use inﬂuence statistics to make the choice of pmax dynamically
adaptive, however, the results were poor and more in-depth study is needed. Nevertheless, we can
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always perform a increasing-near-neighbour-test by increasing the size of pmax and study the error of
prediction on a set of test data (with known output values) to choose a ‘suitable’ pmax, which minimises
the prediction error on the test data, before ﬁxing pmax for further estimation.
3.4.5 Performance analysis
As before, we use the same experimental setup as in Section 3.2.7 to predict points on the surface
deﬁned by (3.7) using the same set of training data, but this time we use LLR.
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Figure 3.21: MSE against pmax, the number of nearest neighbours, varying from 5 to 25 for the local
linear regression with afﬁne model without noise and with noise (Mean(r) = 0, Var(r) = 0.15) and
M = 200.
Weﬁrstdemonstratethesurprisingresultofvaryingthesizepmax, thenumberofnearestneighbours
of the query point for LLR. Interestingly, by varying pmax from 5 to 25 (using a afﬁne model), the MSE
of the non-noisy test data seems to increase proportionally as shown in Figure 3.21, contrary to the
immediately intuitive idea that having more near neighbours should improve the prediction. Note in
this case M is ﬁxed so that, increasing pmax means that the assumed local linear region is larger. The
distributions of surface estimation squared error for pmax = 12 and pmax = 5 are shown in Figure 3.22
and Figure 3.24 respectively. Clearly, for pmax = 12 the error (MSE = 0.0198301) is much higher than
for pmax = 5 (MSE = 0.00550315). The estimated surface for pmax = 5 shown in Figure 3.23 looks
almost as smooth as the original surface which is surprising, considering so few nearest neighbours
are used for the local data modelling. Most errors are concentrated at places with large curvature
of the surface. This implicitly signiﬁes that if pmax is too large, the estimation at regions with fast
changesofgradientismuchpoorer, duetothefactthatsuchregionsarehighly“non-linear”. Therefore,
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Figure 3.22: Distribution of squared error of surface estimation using LLR with pmax = 12 and afﬁne
model with MSE = 0.0198301.
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having fewer near neighbours will in effect approximate a smaller region, so that the assumption of
local linearity is more likely to be valid. However, for data with added normally distributed noise r
(Mean(r) = 0, Var(r) = 0.15) the optimal pmax for minimum MSE is higher. Therefore the effect of
noise can be ‘ironed’ out as expected by taking bigger pmax as also shown in Figure 3.21. In general
this may required that we increase M.
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Figure 3.23: Estimated surface using LLR with
pmax = 5 using afﬁne model with MSE =
0.00550315.
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Figure 3.24: Distribution of squared error of
surface estimation with pmax = 5 and MSE =
0.00550315.
LLR is also tested for performance under noisy data. We then measure the MSE of the estimation
on the test data for varying variance Var(r), of normally distributed noise r added to the output values
of the training data, starting from 0.02 to 0.5 in steps of 0.02 using the same experimental setup. The
result is shown in Figure 3.25. The noise does have a signiﬁcant effect on the accuracy of estima-
tion, but in general LSF based LLR performs better than the Delaunay triangulation based technique
described earlier.
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Figure 3.25: MSE error against normal dis-
tributed noise r added to output with Var(r)
from 0.02 to 0.5 in steps of 0.02 and of
Mean(r) = 0 using LLR (pmax = 5, afﬁne
model).
Figure 3.26: MSE of test data against the size
of training data M from 100 to 200 in step of
10, using LLR (pmax = 5, afﬁne model).
As in the experiment in Section 3.2.7, we also investigate how the size of training data set can affect
the MSE of the test data. The expected result is in Figure 3.26, showing that having a reasonably large
training data set is essential for better estimation. In fact, there seems to be an inversely proportional
relationship between the size of the training data set and the testing MSE.
The effect of the distribution of the training data input space on the prediction squared error of the
test data of the same experiment setup with afﬁne LLR with pmax = 5 is shown in Figure 3.27. The
precise distribution of the training data seems not to be the main factor affecting the modelling perfor-
mance. However, less dense input data in regions with sharp changes of gradient at the ridges results
in slightly degraded estimations. In general, LLR works well with non-evenly distributed training data
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in the input space.
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Figure 3.27: Distribution of the squared errors (contour plot) of the test data and the distribution of
the training data (point plot) in the input space of LLR surface modelling experiment with pmax = 5
using an afﬁne linear model.
3.5 Direct comparison
Using the experimental results from Sections 3.2.7, 3.3.2 and 3.4.5, we make a direct comparison
between each modelling technique described so far as a summary. We also discuss other aspects such
as the complexity of the underlying model etc. which may also affect the modelling process. Although
there are still many other possible factors indirectly determining the effectiveness of our modelling
techniques, we shall present only a short discussion.
Figure 3.28 and Figure 3.29 are the combination of Figures 3.15, 3.17 and 3.21 in both the non-
noisy and the noisy case respectively. In the non-noisy situation, we can see that having large pmax can
improve the modelling for both LDT and GMP. Though by careful examination, having pmax too large
will cause both LDT and GMP to degrade in terms of the precision of estimation. On the other hand
for the LLR, it would be advisable to use small pmax when there is no noise in the data.
However, in the presence of noise, having slightly larger pmax for LLR can improve the prediction.
In general, if Var(r) increases, the normal procedure is to increase the number of local data (assuming
the size of local region is ﬁxed) to obtain a better estimation. However, by increasing pmax, we are
basically including the number of data from the ﬁnite size of training data set for LSF as well as
implicitly increasing the size of the local region assumed to be linear. Eventually this will have an
adverse effect on the estimation, due to using linear approximation in a ‘larger’ local region as shown
in Figure 3.29.
As pmax increases in the noisy case, both LDT and LLR degrade very rapidly as expected (Fig-
ure 3.29). Surprisingly, having very large pmax for GMP can deﬁnitely improve the result and the MSE
seem to asymptotically approach to an optimal MSE value.
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Figure 3.28: MSE against pmax on data without noise for LDT, GMP and LLR.
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Figure 3.29: MSE against pmax on data with added noise for LDT, GMP and LLR.
Figure 3.30 is the combined result from Figures 3.13, 3.18 and 3.25. As the variance of noise
Var(r) increases all modelling degrades as expected, although LDT and LLR degrade at a much faster
rate, especially for LDT, due to the geometrical reconstruction of the surface using noisy output values
for prediction. GMP performs well in high levels of noise, perhaps because it is a regression of data
based on the distance rather than all the coordinates as used by LLR.
The collected results from Figures 3.14, 3.19 and 3.26, showing the changes of MSEs for each
modelling technique in earlier experiments against varying M the number of training data without
noise, are shown in Figure 3.31 and demonstrate that having a large M is necessary for accurate
prediction for all modelling techniques. Surprisingly, we observe that LLR, compared with the other
two, improves at a faster rate as M increases.
It would also be interesting to investigate how the complexity of the underlying model to be re-
constructed and the sparseness of the training data, in other words the size of M, can affect the per-
formance of each modelling technique. This experiment is very similar to Sections 3.2.5 and 3.2.7 by
modelling the surface given some training data. The surface to be modelled is deﬁned by
f((x,y),a) = sin
2[a(x + y)] (3.69)
with the bounded input space [0,1]2 ⊂ R2, similar to (3.7). By varying a we can increase the com-
plexity as shown in Figure 3.32.
For this experiment, we use the same sampling of the input space. The sample size M for the
training runs from 100 to 200 using a step size of 10. The complexity of the surface is also varied by
increasing a of (3.69) from 1 to 6 using a step size of 0.5. Then we use the trained model to reconstruct
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Figure 3.30: MSE against Var(r) variance of added noise r for LDT, GMP and LLR.
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Figure 3.31: MSE against M the number of training data for LDT, GMP and LLR.
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Figure 3.32: Surfaces deﬁned by (3.69) for different values a.
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the surface, using the same set of testing data, and calculate the MSE for each model. We also add
normal distributed noise r (Mean(r) = 0, Var(r) = 0.15) to the output values of the training data for
comparison with the non-noisy case. This is applied to all three modelling technique.
For LDT modelling, we use pmax = 12 with OQCS (ζ = 0.45). For the GMP, we set pmax = 12
whereas for the LLR, we use an afﬁne model with pmax = 5. These choices of pmax etc. are chosen
for each modelling technique at optimal or near optimal performance without the presence of noise.
Although pmax can be varied, we believe that our choice should give a fair comparison between each
modelling technique since different modelling techniques have optimal performance at different values
of pmax which are very problem-dependent, especially when the data is noisy.
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Figure 3.33: Relationship between the MSE of the surface reconstruction, the complexity of the un-
derlying model a and the number of training data M for the LDT modelling experiment.
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Figure 3.34: Relationship between the MSE of the surface reconstruction, the complexity of the un-
derlying model a and the size of train data M for the GMP modelling experiment.
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Figure 3.35: Relationship between the MSE of the surface reconstruction, the complexity of the un-
derlying model a and the size of train data M for the LLR modelling experiment.
This result for LDT is shown in Figure 3.33. Without noise and even having high a, the modelling
isstillfairlygood. Ofcourse, havinglargerM willimprovethemodellingforlargea. Inthenoisycase,
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having large M and keeping pmax constant, as discussed earlier, reduces the quality of the prediction
for LDT signiﬁcantly, especially when a is large.
For the GMP modelling as shown in Figure 3.34, large a increases the difﬁculty of the modelling
especially having fewer training data (i.e. smaller M) in both noisy and non-noisy cases.
Figure 3.35 shows the result for LLR. Obviously, in the noisy case, the MSE is high due to the
choice pmax = 5 only. But in terms of the relationship between a and M, this seems to perform
very badly when a is large with M small in contrast with LDT and GMP which perform better in the
same case with or without noise. In fact, as expected when the data is sparsely distributed, we would
expect that LDT will outperform LLR in non-noisy and complex surface situations. Unusually, GMP
performs better in the same case even though GMP is simply a variation of “LLR in squared distances”.
What we mean here is that the graphs for GMP are similar in terms of noisy and non-noisy situations,
unlike the case for LLR, the graph for the noisy case ﬂuctuates by a large amount by just varying M,
especially when the surface is more complex. This implies that more data points are needed for the
training.
3.6 Discussion
Out of the three modelling techniques, LLR seems to be an efﬁcient and practical method. In terms
of running speed, we have not performed any detailed analysis but here we would like to give a brief
and general discussion and a very crude estimation of time for the steps involved for the techniques,
especially the effect of the dimension d of the input space on the query time.
The GMP and LLR are both fairly fast modelling techniques. They both require the construction
of a kd-tree which takes O(M logM) time. For the GMP, every query involves the restructuring of
the near neighbour relationship which in the worst case should take only O(M logM) but in practice,
the time taken is much less. The rest of the computation for the output value is therefore polynomial in
time with respect to the selected pmax and M. It does not seem to be highly sensitive to the dimension
d of the input space in terms of running speed.
The LLR similarly requires the kd-tree to extract the local near neighbours but it does not re-
structure such relationships for each query. The most expensive calculation step is to calculate the
pseudoinverse and this will depend on the choice of technique for the computation. Using the SVD
technique the time involved for such query should be in the order of O(pmaxd2)+O(d3) (assuming we
calculate the SVD of a pmax × d matrix, see Appendix A) plus the near neighbour query of O(logM).
Therefore, the running time is highly dependent on the dimension d but still polynomial. From our
experience, this method seems to be the most efﬁcient of the three techniques discussed.
From our experiments, the LDT seems to be the worst performer in terms of speed. The main
drawback is due to the slow calculation of the Delaunay triangulation and the point location problem
of ﬁnding the correct Delaunay cell containing the query point. In general the computational theory of
Voronoi diagrams and the dual Delaunay triangulation is still not well understood, especially in high
dimensions, but Seidel [Seidel 1991] has estimated the tight upper bound of the number of cells of the
Voronoi (equivalently Delaunay) subdivision to be O(nb(d+1)/2c), for n given d-dimensional points.
To determine whether a point is in a convex polytope in d-dimensional space, i.e. outside or the inside
query, can take as much as Θ(nbd/2c) for convex polytopes deﬁned by the intersection of n half-spaces
[Edelsbrunner 1987].
Therefore, given that we have pmax d-dimensional near neighbours we would expect in the worst
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case, the query time would take about O(p
b(d+1)/2c
max ) + Θ((d + 1)b(d+1)/2c), plus the time calculating
the linear interpolation and the local near neighbours searching time. Of course, since we are using
Qhull and the simplices are sorted in the order of the nearest points deﬁning the simplices, the query
shouldtakelesstime. Nevertheless, theperformanceofLDTwillsufferforaverylarged. Inparticular,
the running time is exponential in time in terms of d.
However, thereisamethodwhichtranslatesthewholeproblemoflocatingtheDelaunaycellwhich
contains the query point into a problem of solving a linear programming problem [Fukuda 1998]. This
method became available very late in the present account and it has not been tested, but the detail is
explained in Appendix C. This technique, in general, exploits the relationship between the convex hull
in the “lifted space” and the Delaunay triangulation as explained earlier in Section 3.2.2 and it seems to
bypass many problems that have arisen in the calculation of high-dimensional Delaunay triangulations
and the point location problem. Although, the problem of having the query point outside the convex
hull of the set of training data points, our ‘outside query’ problem, remains.
In a recent article, Ekeland [Ekeland 1998] describes [Bombieri et al. 1969]’s work on Bernstein’s
theorem dealing with functions whose graphs are minimal surfaces, i.e. the function f(x1,... ,xd)
for which the surface y = f(x1,... ,xd) minimises the area between all small closed curves drawn
on it. Must such functions be linear or must their graphs be hyperplanes? In fact, the answer is
yes if the underlying dimension is two, three and up to seven. [Bombieri et al. 1969] have proven
that it is no longer the case in dimension eight or higher. Although we are not directly interested in
differential geometry (but it may be a future research area), this result is very surprising and important
for modelling techniques which use hyperplanes.
Therefore, one should be careful in extending any new idea which works in low-dimensional space
intohigher-dimensionalspace, e.g.applyingamodellingtechniqueassuminglinearityin8-andhigher-
dimensional problems, may not be necessarily correct as one might assume intuitively. However, we
believe that using a small local region modelling technique, and assuming locally piecewise linearity,
the error accumulated from such an assumption would not be that high. [Bombieri et al. 1969]’s result
indirectly implies that using neural network modelling techniques, we may achieve a more accurate
and general model for which no assumption of linearity is used within the model. Of course this still
suffers from potentially long neural network training times before it can start to predict.
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Chapter4
Practical techniques & examples of modelling
Wewillpresentaseriesofexamplesofmodellingonafewpracticalproblems. Theseexamplesdemon-
strate that the Gamma test has been an invaluable preprocessing tool to aid the model identiﬁcation
process. Before we give these examples we ﬁrst brieﬂy discuss a few typical preprocessing techniques
which are important and necessary in any model construction, as a contrast to our approach in using
the Gamma test.
We shall also address the general problem of generating an iterative neural network which can
model a given chaotic dynamical system with a high degree of precision. This we do in Section 4.2.3,
where we apply the tools developed in the earlier parts of this chapter to produce a feedforward itera-
tive neural network which closely models the Mackey-Glass time series. Although ﬁrst introduced by
means of a particular example, these techniques are quite general and allow is to construct a feedfor-
ward iterative network which can accurately model any (reasonable) chaotic dynamical system given
only a sufﬁciently long times series of a single scalar variable of the system. This enables us to produce
such networks extremely easily and in Chapter 8 we shall how such networks can be controlled.
4.1 Model identiﬁcation and data preprocessing techniques
This section brieﬂy introduces two basic but essential preprocessing techniques on given data before
passing the data onto the modelling stage.
4.1.1 Embedding
Instead of being given a full state description of the system and a output to be modelled as assumed
above, very often there is only one accessible state variable available in the system (especially in real
applications) and we are required to use the available past values of this particular variable to predict
the future state. In other words, we need to reconstruct the dynamics of the system from the available
time series in order to predict the unseen states.
If h is the observable variable this reconstruction is normally done by using delay coordinates to
construct d-dimensional vector ξ = (h(t),h(t − τ),h(t − 2τ),... ,h(t − (d − 1)τ)). If d is chosen
large enough and the underlying dynamics is ﬁnite dimensional, then there exists a dynamical system
describing the evolution of ξ which can be used for our modelling purpose. Assume that the actual
Smooth Data Modelling and Stimulus-Response via Stabilisation of Neural Chaos Alban Tsui, March 19994.1 Model identiﬁcation and data preprocessing techniques 82
system is described by
dx
dt
= F(x) (4.1)
where x is, say, d0-dimensional. (Further discussion on dynamical systems is given in Chapter 5.)
Then the quantity h(t) may be regarded as a smooth function of the state variable x. Hence, ξ can be
related to x by some function G, i.e.
ξ = G(x). (4.2)
The important issue now is to ensure that ξ should represent a dynamical system that evolves forward
in time such that if x0 denotes a system state and ξ0 = G(x0), then there is no state x0
0 6= x0 satisfying
ξ0 = G(x0
0). Thus given the delay coordinate ξ0 = G(x0), the state x0 is uniquely determined and
can be evolved forward any amount in time by (4.1) to a new state, which can then be transformed
to the ξ variable by the function G. This basically deﬁnes a dynamical system evolving ξ forward in
time. Importantly the function G must satisfy the condition that x 6= x0 implies
G(x) 6= G(x0). (4.3)
If this is true, we can then say that G is an embedding of the d0-dimensional x-space into the d-
dimensional ξ-space.
Takens [Takens 1981] studied this problem and obtained the result that generically
d ≥ 2d0 + 1 (4.4)
is sufﬁcient to avoid the problem of intersections in the embedding space and we refer to this result as
the Takens’ embedding theorem.
Practically, we often construct the d-dimensional embedding space vectors as
ξn = (x(ntJ),x(ntJ + tD),x(ntJ + 2tD),... ,x(ntJ + (d − 1)tD)) (4.5)
by sampling the time series of a system variable x, to represent the original dynamics. Here tD is the
delay time, which is the time period between successive components of each of the embedding space
vectors and tJ is the jump time which is the time interval between successive vectors. Careful choice
of the delay time is essential for a good reconstruction of the chaotic attractor. Many techniques for
constructing such embedding vector and determining the jump time and the delay time can be found in
[Otani and Jones 1997b; Rosenstein et al. 1994]. Later in our experiments we show how the Gamma
test can determine a ‘good’ embedding to aid the construction of an accurate model.
4.1.2 Principal component analysis (PCA) and dimension reduction
Given M data points xi ∈ Rn (1 ≤ i ≤ M), the principal component analysis (PCA) is to ﬁnd the
(n − m)-dimensional hyperplane that best represents the data points. Mathematically, the problem is
to ﬁnd an m×n matrix A whose rows are orthonormal to each other and an n vector a that minimises
P
i kA(xi − a)k2.
The whole process of PCA can be brieﬂy summarised into the following steps:
1. Form the n × n covariance matrix from the n × M data matrix.
2. Extract the eigenvectors and eigenvalues from the covariance matrix.
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3. The eigenvectors are the principal components and the eigenvalues are their magnitudes.
Using PCA, we can perform a feature selection of the given set of data. It is a process that trams-
forms a “data space” into a “feature space”. It is designed so that the data may be represented by a
reduced number of “signiﬁcant” and “effective” features which retain most of the intrinsic information
content of the data.
First we assume that the vector x has zero mean:
E[x] = 0 (4.6)
where E is the standard statistical expectation operator. (There is no loss of generalisation: if we have
a non-zero mean, we can subtract the mean from the data vectors before proceeding with the analysis.)
Let a M ×M matrix R be the correlation matrix of the data, deﬁned as the expectation of the outer
product of the vector x with itself,
R = E[xxT]. (4.7)
The whole problem of performing PCA is to solve for
Ru = λu (4.8)
a standard eigenvalue problem. The precise justiﬁcation can be found in [Haykin 1994]. Let the
eigenvalues ofR be denoted by λ0,λ1,... ,λM−1 and the associated eigenvectors be denoted by
u0,u1,... ,uM−1 respectively. We can then write
Rui = λiui, (0 ≤ i ≤ M − 1), (4.9)
where we shall assume the eigenvalues are distinct. Let the corresponding eigenvalues be arranged in
decreasing order
λ0 > λ1 > ··· > λi > ··· > λM−1 (4.10)
so that λ0 = λmax and let the associated eigenvectors be used to construct a M × M matrix
U = [u0,u1,... ,ui,... ,uM−1]. (4.11)
We can write (4.9) as a single matrix equation
RU = UΛ (4.12)
where Λ is a diagonal matrix deﬁned by the eigenvalues of matrix R,
Λ = diag[λ0,λ1,... ,λi,... ,λM−1]. (4.13)
Note that the U is an orthogonal matrix (UT = U−1).
These vectors ui basically give M possible projections of the data vector x, i.e.
ai = x · ui, (0 ≤ i ≤ M − 1) (4.14)
where the ai are the projections of x onto the principal directions represented by the unit vectors ui
and are called the principal components. We can combine the set of projections into a single vector by
a = [a0,a1,... ,aM−1]T = UTx. (4.15)
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Since U is orthogonal we also obtain
x = Ua =
M−1 X
i=0
aiui. (4.16)
If the vectors ui are linearly independent, they form a basis of the data space. (4.16) is in fact
a coordinate transformation, according to which a point x in the data space is transformed into a
corresponding point a in the feature space.
The main practical value of PCA is that it provides an effective technique for dimension reduction.
We may reduce the number of features needed for effective data representation by removing those
linear combinations in (4.16) that have small variances and retain only those terms that have large
variances [Oja 1983]. In fact the variance of ai is directly related to the corresponding λi. Thus to
perform dimensionality reduction on some input data, we can then project the data orthogonally onto
the subspace spanned by the eigenvectors (calculated from the correlation matrix R) belonging to the
largest eigenvalues. This technique is also referred to as subspace decomposition.
In our brief investigation, performing PCA with subspace decomposition on a local scale such as
for our local modelling techniques, involving the Gamma test, can only slightly improve the accuracy
of modelling but the result is not always necessarily signiﬁcant. Perhaps, this is due to the fact that for
many problems, it is hard to determine whether a principal value is small enough to be removed for the
subspace decomposition step. In all our modelling examples, the Gamma test is always used to deter-
mine the best embedding in the data preprocessing stage and subsequent PCA on such processed data
does not seem to effect any signiﬁcant improvement. We believe that using the Gamma test to choose
the best embedding has already taken care of picking up the signiﬁcant ‘variables’, as if performing
the PCA dimensionality reduction. The result from our Gamma test approach is comparable with the
PCA technique, if not better.
4.2 Practical examples on data modelling and prediction
In this section, we apply our modelling techniques to some practical experiments. At the same time,
we introduce other practical techniques and ideas, involving the Gamma test, which help to perform
the prediction of time series. First we look at sunspot activity prediction and then we look at how the
modelling technique can be used for other applications.
4.2.1 Modelling of sunspot activity and prediction
The data used in this experiment consists of 280 points representing sunspot activity from over the pe-
riod 1700 – 1979 shown in Figure 4.1. This was used and described in [Weigend et al. 1990]. The data
was available from the ftp address: ftp.santafe.edu in the directory /pub/Time-Series/
data/. The data has been scaled to [0,1] range and the variance is estimated to be 0.0410558.
In order to model such time series data, we need to construct the model by choosing an embedding
to establish an input-output relationship. Basically, an embedding of a time series is a selection of past
values which are used to predict the current value forming a ‘mapping’ relationship. The choice of a
good embedding can produce a good model for quality prediction of future values. We can of course
make use of Takens’ embedding theorem as introduced in the last section. In our case of the sunspot
activity time series, we do not know the exact dimensionality of the sunspot activity dynamics. So
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Figure 4.1: Time series of sunspot activity from over the period 1700 – 1979.
we turn to an alternative technique provided by the Gamma test to choose a suitable embedding and
dimensionality.
First we deﬁne the notion of a mask. A mask of, say length 5, is a string of 0’s and 1’s with length 5.
Each binary digit represents one particular past value of a time series x. The rightmost digit represent
the most recent value. A “1” indicates to include that value for the embedding and “0” indicates not to
include it. Therefore 11111 means that we have an embedding of x(t − 1),x(t − 2),x(t − 3),x(t −
4),x(t−5) whereas 11001 represents an three-dimensional embedding of x(t−1),x(t−4),x(t−5).
This last type of embedding is called irregular or non-uniform. Non-uniform embedings were also
considered by [Judd and Mees 1998], a paper which we only became aware of in the ﬁnal phases of
present work.
We can run the Gamma test on each different embedding to choose the one which gives us the
gamma value ¯ Γ closest to zero. If the embedding dimension is m, then we have 2m − 1 embeddings
to consider. If m is large, performing the Gamma test on all such embeddings is time consuming and
sometimes impractical. Very often, we take at most 20 past data points for such an embedding search
or use some heuristic searching techniques such as standard hill-climbing. The main reason why we
can obtain a different ¯ Γ value using an irregular embedding is that in effect we are changing the near
neighbour relationships between each data point in input-space. Leaving out one particular variable
and obtaining a lower ¯ Γ is an indication this variable is either irrelevant or subject to a great deal of
measurement noise. Therefore, that variable should not be included for our model reconstruction.
By doing a search on the possible best embedding using 15 past values, using 9 nearest neigh-
bours for the Gamma test, the 8-dimensional embedding 001000100111111 was found with ¯ Γ =
0.0083971616, A = 0.13698427. It is interesting to note that this embedding uses all past years for
half an 11-year cycle and supplements this information with samples approximately bracketing a full
cycle. Of course, there might possibly be a better embedding with lower ¯ Γ on using a different value
of pmax. Also using 15 past values for embedding search arises because we have a very limited size
data set which may not be enough for accurate estimation of the true noise r from the data (or for data
modelling).
One method to estimate the number of training data required is by the M-test. This is simply a
series of Gamma tests varying M. If M is sufﬁciently large, ¯ Γ should be a close estimate of the true
value of Var(r). In other words, M such data points should allow us reconstruct an accurate model.
Using the above embedding, an M-test was performed on the sunspot data. Starting from M = 15
to M = 265 in steps of 5, M data were randomly chosen from the data set and the Gamma test was
performed. This was repeated 5 times and then the average of ¯ Γ was taken and plotted against M. Due
to the high dimension of the embedding and a small data set, we would not expect that ¯ Γ stabilises as
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Figure 4.2: M-test on the sunspot embedding data.
shown in the resulting Figure 4.2. Hence, all available data are needed for testing ¯ Γ.
Using this embedding, we obtain 267 data points and the ﬁrst 208 data are used for training the
model and the remaining 59 data points are used as test data. Various results using different modelling
are shown in Table 4.1. Using LDT, the MSEs are high as expected due to few and sparse noisy
training data. In fact, for the same reason it is not a good idea to use any clever heuristic techniques for
the outside query problem and just taking the ﬁrst near neighbour value for the outside query (strategy
1) can produce better result. Taking higher pmax is also helpful.
Model technique Options pmax MSE
LDT strategy 1 40 0.015547
LDT strategy 5, ζ = 0.35 20 0.0192818
GMP – 21 0.0146605
GMP – 25 0.0148654
LLR afﬁne 59 0.007649749
LLR non-afﬁne 54 0.005806554
Neural Net 8-10-10-1 (train MSE = 0.0084) – 0.013834
Table 4.1: Test data MSEs of various modellings of sunspot activity.
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Figure 4.3: Sunspot prediction on test data using LLR with non-afﬁne model with pmax = 54.
For the GMP, we can obtain a better result by just having a larger pmax. In fact, it is a much faster
computation because for LDT, a higher pmax is needed which means performing the time consuming
process of Delaunay triangulation of about 40 8-dimensional data. A surprisingly good result can be
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Figure 4.4: MSE against pmax for afﬁne and non-afﬁne LLR modellings on the sunspot activity.
produced by using LLR which is efﬁcient and powerful in the way it can reduce the MSE to about
5 × 10−3. The non-afﬁne model performed better than the afﬁne model and this was unexpected. The
actual result for the non-afﬁne LLR using pmax = 54 is shown in Figure 4.3. The non-afﬁne model
seems to be a better model for this particular time series as shown in Figure 4.4. In general, other
techniques suffer poor prediction for the last two big peaks around year 1958 and 1968 resulting the
overall large MSE of the test data whereas LLR can predict it fairly accurately.
As a comparison, we trained a feedforward neural net on the same set of training data until the
training MSE reached about 0.0084, the ¯ Γ of the data set. The network uses the sigmoidal function
f(x) = sF(2/(1 + e−xT) − 1), where the temperature T = 1.2 and the scale factor sF = 1.5, as the
activation function and it is trained by using the BFGS algorithm (see Appendix D). As indicated by
the M-test, we would not expect the network to perform well. However, the MSE on the test data is
rather pleasing and closely matches the MSEs for many modelling techniques studied, but it is still not
as good as the LLR as shown in Table 4.1. In this small problem, the training time required is not long
but for a larger data set, this would not be chosen as the ideal technique for a ‘quick’ answer.
We then tried a dimension reduction approach based on the idea of dimension reduction via PCA
in a local scale for the LLR modelling technique as an improvement method. The idea is to take
advantages of the calculation of the inverting matrix stage. To solve for a best solution for A in
XA = Y , as shown in Section 3.4 typically, we need to calculate the pseudoinverse X# of the matrix
X, say it is a m × n matrix, so to obtain A = X#Y . Computationally, X# can be calculated using
the Singular Value Decomposition (SVD) of the matrix X by expressing
X = UDV T (4.17)
where U ∈ Rm×m, V ∈ Rn×n are orthogonal matrices. D ∈ Rm×n is a diagonal matrix with entries
Dii = wi, 1 ≤ i ≤ r, w1 ≥ w2 ≥ ··· ≥ wr > 0, where r = rankX and all the other entries are
zeroes. Further discussion of SVD is in Appendix A. Then
X# = V
"
W−1 0
0 0
#
| {z }
n×m
UT. (4.18)
where W is a r × r diagonal matrix of wi. The inverse W−1 is then a diagonal matrix of 1/wi.
We now deﬁne a tolerance value Tr, so that a threshold Tthr = Tr ×w1 is deﬁned, i.e. the threshold
Tthr is a percentage of the largest wi. If wi < Tthr then 1/wi is set to zero in (4.18) for the calculation
of the pseudoinverse X#. Setting 1/wi to zero for small wi is in fact important for practical numerical
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computation since it reduces any ﬂoating point arithmetic accumulated error due to the reciprocal of
small wi, as well as removes the ‘least important’ information, e.g. noise, from our input data. This is
the same as removing some of the basis set of vectors in the matrix U spanning the subspace.
Notice that U = XXT is the correlation matrix of X (see Section 4.1.2). The squares of the entries
wi are in fact the non-zero eigenvalues of XXT, in order words, the magnitude of the principal vectors
of the PCA of X. Zeroing the entries corresponding to small wi effectively removes those principal
components with small variances, although the data in the above case is not expressed in the feature
space. Therefore this technique is not exactly a PCA dimension reduction. The relationship of SVD
and PCA is studied and further demonstrated in [Gerbrands 1981].
We then apply our simple but ‘crude’ dimension reduction technique, by setting a suitable value Tr,
on the pmax local data points before linear regression, with the same embedding and non-afﬁne model
using pmax = 54. However, this does not improve the model in a signiﬁcant way and occasionally,
the modelling seems to be worse. The main difﬁculty in applying this technique is to determine the
threshold value for removing unwanted spurious and insigniﬁcant components. As a control experi-
ment, we used the full embedding 1111111111111 using non-afﬁne LLR with pmax = 54 and varied
threshold value Tr to compare the test MSEs. The results are in Table 4.2. From these results, it seems
that the Gamma test modelling approach for choosing a suitable embedding is comparable to using
the locally dimensionality reduction technique for LLR modelling, but the Gamma test has provided a
deterministic way to aid the modelling process, whereas this dimension reduction technique requires
the careful choice of Tr. Too large a value of Tr could render the local linear regression inaccurate.
Tr pmax MSE
0.1 54 0.012119
0.05 54 0.007819
0.005 54 0.0088599
1 × 10−6 54 0.0088599
Table 4.2: MSEs of test data on non-afﬁne LLR sunspot modelling using pmax = 54 with various Tr
for component removal.
Usefulness of the Gamma test embedding search
From the above example, we can clearly see that having an irregular embedding as opposed to the
standard approach taking regular past time lags, as suggested by Takens, a good model can be recon-
structed from a ﬁnite set of time series data.
To explicitly demonstrate the usefulness of this Gamma test approach for identifying the ‘depend-
able’ past lags, we construct a chaotic map for which the current system state does not depend on
the immediately previous two states but directly depends on the values of the further past states. We
construct the following system,
xn = −1.4x2
n−5 + 0.05xn−6, (4.19)
in a form similar to the H´ enon map
xn = −1.4x2
n−1 + 0.3xn−2, (4.20)
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Figure 4.5: Chaotic attractor of the modiﬁed
the map deﬁned in (4.19).
Figure 4.6: Chaotic attractor of the original
H´ enon map in (4.20).
but instead depending on the system’s ﬁfth and sixth lagged values. The chaotic attractor from (4.19)
is shown in Figure 4.5, which is very different from the original H´ enon map attractor as shown in
Figure 4.6. If we use the standard embedding technique, we could take the embedding 111111 so as
to include the ﬁfth and the sixth delayed states. However, this would presumably pick up unnecessary
values, the ﬁrst delayed state, the second delayed state etc., for the system reconstruction. Very likely,
the extra values may behave as noise in the dynamic reconstruction.
Using (4.19) we generate a time series of 6000 samples for this experiment. By having a ﬁxed
length of 10 lags, we can construct 210 different embedding vector data sets. For each data set, we
can perform the Gamma test on the embedding vectors. By comparing the returned ¯ Γ values, we can
obtain the best embedding which gives the least |¯ Γ|. Table 4.3 show the 10 best embeddings from this
full search. Of course, other searching techniques such as using genetic algorithm or hill-climbing
can approximate a best embedding without needing to compute ¯ Γ for all embeddings. In fact, simply
having increasing embeddings and computing the ¯ Γ values is good enough for a fast solution.
Order ¯ Γ A Embedding
1 6.879299 × 10−6 0.338208 0100110001
2 7.484070 × 10−6 0.314507 0101111001
3 1.521949 × 10−5 0.174325 1001111010
4 −1.821650 × 10−5 0.379670 0000110000
5 1.848148 × 10−5 0.287325 0011110010
6 1.891623 × 10−5 0.426509 1000110000
7 −2.002271 × 10−5 0.276795 0000111011
8 2.034062 × 10−5 0.541767 0000110000
9 −2.106169 × 10−5 0.343622 0000110011
10 2.990317 × 10−5 0.381624 0001110100
Table 4.3: A list of ‘good’ embeddings sorted in ascending order of |¯ Γ|.
As seen in the result in Table 4.3, some of the ¯ Γ values are negative which is probably caused by
statistical noise, especially when the ¯ Γ are small and close to zero. We could simply ignore those em-
beddings which give negative ¯ Γ, but if the asymptotic ¯ Γ is sufﬁciently small the resulting embeddings
should produce a good model. As expected, the embedding 0000110000 is in the list, because this is
the recurrence relationship used to deﬁne the system (4.19). Surprisingly, there are ﬁve better embed-
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dings with positive ¯ Γ values. Indeed, such embeddings often produce better models. Note that the ﬁfth
and the sixth past lag states also appear in those ﬁve better embeddings. This experiment demonstrates
that the Gamma test can easily help us to determine an appropriate embedding constructed from a
reasonably sized set of time series data.
4.2.2 Detecting a message buried in a chaotic carrier
This section is basically a summary report on the joint mini-project with Ana Oliveira who is inter-
ested in secure communication via synchronisation of chaos. This experiment is to use our modelling
technique in an attempt to model a digitised chaotic signal to detect and retrieve hidden binary mes-
sages within such a carrier signal, i.e. another demonstration of the usefulness of this simple modelling
scheme (See [Oliveira et al. 1999] for the main result).
Using synchronisation to secure communication has been an actively researched area [Cuomo and
Oppenheim 1993; Oketani and Ushio 1996; Parlitz et al. 1992; Pecora et al. 1997]. The method used is
to assume that we have two identical chaotic systems, one in the transmitter and one in the receiver and
select one of the chaotic system variables of the transmitter as a carrier for the transmitted message.
Using a suitable synchronisation technique, the message can then be decoded from the chaotic carrier.1
We are interested in decoding the message without using any synchronisation techniques and no
knowledge of the dynamical system used to generate the carrier. There have been several attempts
such as a forecasting approaching (one-step predictor) involving ﬁltering in the frequency domain in
[Short 1994] and a technique without ﬁltering in the frequency domain in [Short 1997]. Nevertheless,
our method appears to be simpler, using the combined Gamma test and LLR strategy. By modelling
the carrier and using a one-step predictive model, the binary message should appear as noise or a large
error signal when a model prediction is compared with the received signal. We have tried the method
on two different message encoding schemes, a binary message masked by adding it to a chaotic carrier
and a binary message modulated in one of the system bifurcation parameters.
Masked message
First we masked a binary message as a square wave signal as in Figure 4.8 into the y variable (Fig-
ure 4.7) of the Chua circuit which is deﬁned as

 
 
˙ x = α(y − x − f(x))
˙ y = x − y + z
˙ z = −βy
, (4.21)
where
f(x) = bx +
1
2
(a − b)(|x + 1| − |x − 1|) (4.22)
and α, β, a, b are constants and set to be: α = 10, β = 14.87, a = −1.27, b = −0.68. One digit of the
binary message is a ‘square’ peak for a duration of 0.8 time unit. The message is completely hidden
by masking as in Figure 4.9.
As before the Gamma test was used to ﬁnd a good embedding for the modelling of the time series
of y sampled at every 0.01 second (see Figure 4.9). The embedding 0011110001 was found with
¯ Γ = 1.8219 × 10−6 and A = 0.29044 using about 10000 data points. As suggested by the M-test,
1The detail of the synchronisation is omitted here - see [Oliveira et al. 1999].
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Figure 4.7: y of the Chua cir-
cuit deﬁned in (4.21).
Figure 4.8: Binary message to
be encoded/masked.
Figure 4.9: y signal contain-
ing the binary message in Fig-
ure 4.8.
3000 training data were taken for the afﬁne LLR model construction. With pmax = 8, we obtain a MSE
of 3.3338 × 10−5 on the test data. The result is shown in Figure 4.10. The retrieved message appears
as patterns on the error time series. The ‘0’ and ‘1’ of the message appear as pairs of ‘blips’ as in
Figure 4.11 and Figure 4.12 respectively on the error time series. Therefore we can fairly easily detect
‘blips’ using our technique, but how well it can be used for distinguishing the difference between a ‘0’
and a ‘1’ signal, i.e. a recognition problem, requires further future investigation.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
"
!
$
#
&
%
(
’
(
)
(
!
$
#
*
,
+
(
-
/
.
,
*
&
0
1
,
2
$
2
(
3
4
2
Figure 4.10: The result of the afﬁne LLR model on the test data of the chaotic carrier with masked
binary message of the y variable of the Chua circuit.
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Figure 4.11: A ‘0’ signal on the error time se-
ries.
Figure 4.12: A ‘1’ signal on the error time se-
ries.
Similarly, we tried the same problem but with the binary digit encoded as a single ‘ﬂash’ blip signal
(duration of 0.01 second for each digit) and successfully retrieved the masked message. Also, noise
was added to the carrier to increase the difﬁculty of the modelling but we could again successfully
retrieve the message up to certain amount of noise.
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Modulated message
Next we tried the same technique on binary message modulated into one of the system parameter. The
Lorenz system deﬁned by

 
 
˙ x = σ(y − x)
˙ y = rx − y − xz
˙ z = −bz + xy
, (4.23)
where σ, r and b are constants, was used for the modulation scheme by using the parameter r as in
[John and Amritkar 1994]. σ = 10 and b = 8/3. A ‘1’ corresponds to a positive change in the
parameter and if after a time interval δt = 20 no change occurs then a ‘0’ is encoded. Each binary
digit was encoded at evenly spaced time interval. We varied r between r = 28.0 and r = 30.0 for the
encoding and we can decode the message from the carrier without much difﬁculty. Smaller change δr
was tried but were not successful.
The binary message to be modulated, 10011010, is as Figure 4.13 and the message was modulated
into r of the system. Figure 4.14 shows and Figure 4.15 shows the time series of y with and without
the modulation with both starting at the same initial conditions. y from the modulated system clearly
appears as another chaotic time series.
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Figure 4.13: The binary mes-
sage 10011010 is encoded as a
variation of r of the Lorenz sys-
tem.
Figure 4.14: The original time
series of y without modulation.
Figure 4.15: The time series of
y starting at same initial condi-
tions but with message modu-
lated.
Using the same modelling procedure again, a embedding 1001110001 was found using 10000
data points, for the time series y of the system, i.e. the carrier, sampled at every 0.01 second. The
corresponding Gamma value is ¯ Γ = 4.0067 × 10−5 and A = 0.21089. The number of training data
used is M = 6000 as estimated by the M-test. The model was created and tested and we obtained
MSE of 4.5525×10−4 on the test data. This MSE value, relative to the other experiments, is not very
small. One possible reason being that the Lorenz system is slightly harder to model. Nevertheless, the
model result is shown in Figure 4.16 and the binary ‘1’ can still be located by observing the pattern in
Figure 4.17 on the errors.
This illustrates how simple and powerful this modelling strategy of combining the Gamma test
and LLR really is. Further details on the application to eavesdropping a chaotic carrier are reported in
[Oliveira et al. 1999].
4.2.3 Modelling a chaotic process by a neural network
Constructing a neural network from a chaotic map has been an interesting and signiﬁcant area for
the investigation of neural dynamics [Welstead 1991; Tsui and Jones 1997]. The typical method of
constructing such a network is to choose a chaotic map and use a set of input and output data from
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Figure 4.16: The predicted model result for the y time series. Figure 4.17: A ‘1’ signal on
the error time series.
this map to train a feedforward neural network. Then the outputs of the network are immediately fed
back to the inputs to form a recurrent network. This is the approach used in our early experiment in
studying chaos control in neural network as shown later and described in [Tsui and Jones 1997].
In practice, this is a rather difﬁcult process due to the fact that the current state alone does not
always contain the necessary information to predict the next state. In this section we apply the Gamma
test modelling approach which can simplify the construction process, as well as introduce a new type
of neural model which can capture the essential dynamical features of a given chaotic time series.
To capture the chaotic dynamics given by a time series of a system variable, we ﬁrst use a sequence
of Gamma tests to determine a best embedding (i.e. an embedding which minimises |¯ Γ|) so as to select
the best set of inputs for the model dynamics F : Rd → R. The dimension d is given accordingly by
the best embedding.
As an example, we look at the Mackey-Glass equation deﬁned by
d
dt
x(t) = −0.1x(t) +
0.2x(t − τ)
1 − (x(t − τ))10, (4.24)
where τ = 30 > 17 is the time delay. We then generate a time series of 800 points sampled at intervals
of ∆t = 10. Using a six dimensional embedding 111111, we reformatted the data into 794 data
points which were then put to a sequence of Gamma tests to ﬁnd the best embedding. The embedding
111100, which gave ¯ Γ = 0.00093817 and A = 0.30222, was obtained. It is interesting to note that
the full embedding search obtained the best model by omitting x(t − 1 · ∆t) and x(t − 2 · ∆t). Why
is this? In the original time delay equation the value x(t) depends on the value x(t − 30). The values
x(t − 10) and x(t − 20) are not needed at all, as the software discovered. This illustrates the utility of
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Figure 4.18: A recurrent neural net with delayed inputs, suggested by the embedding found by the
Gamma test, for modelling a chaotic time series.
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the Gamma test in ﬁnding the best embedding in a dynamical system with lags.
The M-test suggested that a minimum of around 500 data points were required for the model. In
fact we chose to use 550 data points to train a feedforward neural network with the architecture 4-8-
8-1 until the training MSE was about 0.000936. The feedforward neural network was trained using
the BFGS algorithm, a quasi-Newton method (described in Appendix D), with an output function
f(x) = 1.5(2/(1+e−1.2x)−1), where x is the usual activation function, as used in the earlier sunspots
experiment. The remaining 293 data points were tested, giving MSE of 0.001623. As suggested by
the embedding 111100, we can feed the output of the system back into the input to construct an
iterative network having delay feedback lines. An example of the architecture for this embedding is
illustrated in Figure 4.18. Delay buffers are used on the feedback lines to give past values so that a
map F : R4 → R can be correctly represented.
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Figure 4.19: Mackey-Glass attractor from the
sampled time series.
Figure 4.20: Chaotic attractor of the trained
neural network.
The true attractor plotted from the sampled time series of this system and the trained neural net
attractor are in Figure 4.19 and Figure 4.20 respectively, showing the similarity between them.
This idea of using suitably chosen time delayed feedback lines in an iterative neural network to
obtain a feedforward neural model of a chaotic dynamic system speciﬁed by a single time series is an
important step towards our ultimate goal. We shall return to this topic in Chapter 8. However, we note
that this method is really an innovative application of Takens theorem to neural network modelling.
4.3 Discussion
We have presented several examples in which the Gamma test is used as a means of model identi-
ﬁcation to determine a ‘good’ embedding from which an iterative model of the time series can be
constructed. Using irregular embeddings very often a better model than that provided by a literal in-
terpretation of Takens theorem can be obtained. This is illustrated in our construction of a model for
sunspot activity and by the detection of a message buried in a chaotic carrier.
The determination of the signiﬁcant delayed components of the Mackey-Glass time series detected
bytheGammatestalsohelpedusinconstructingachaoticneuralnetworkwhichmodelsthisdynamics.
By incorporating several suitable delay buffers, based on a good embedding, and using these feed-
backs to the inputs, a chaotic time series can easily be modelled. Previously training such an iterative
neural network (to model a given chaotic system) was considerably harder and contained some ele-
ment of ‘hit-and-miss’. The techniques provided here have enabled us to construct a wealth of chaotic
neural systems (only one of which is presented in this thesis) which can then be used as the basis for
experiments in control and synchronisation [Oliveira 1999].
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However, before we can construct our chaotic neural stimulus-response model, we need to study
the nature of chaos and the techniques which have been used to control it.
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Chapter5
Chaotic Dynamics & Control of Chaos
This chapter attempts to give a concise description of the basic idea of dynamical systems and chaos,
and introduces the terminologies used throughout the remainder of the thesis. Essential tools and
techniques for studying chaotic dynamical systems are presented. Some further examples of chaotic
neural dynamics are also given.
Finally we begin to explore the basic ideas required to effect control of a chaotic system. Several
chaos control strategies will be described and illustrated with simple experiments.
5.1 Dynamical systems
The subject of Dynamical systems is a mathematical attempt to understand processes which evolve in
time. A dynamical system may be deﬁned as a deterministic mathematical prescription for evolving
the state of a system forward in time. Time here either may be a continuous variable, or else it may be
a discrete integer-valued variable. A typical continuous dynamical system is deﬁned as:
dx(t)
dt
= F [x(t)] (5.1)
where x(t) is an d-dimensional vector (x1,... ,xd) representing a state of the system and it may be
thought of as a point in a suitably deﬁned space – which we shall call phase space or state space. For
any initial state x(0) of the system (5.1), we can in principle solve the equations to obtain the future
system state x(t) for t > 0. The path in state space followed by the system as it evolves with time
is referred to as an orbit or trajectory. A trajectory therefore displays the history of the states of the
system.
We describe here some terminology regarding dynamics of the trajectories. A limit set is a set of
points in state space that a trajectory repeatedly visits, and it is deﬁned only for discrete or continuous
autonomous1 systems. A limit cycle is a periodic solution of the system. The limit set is stable if all
nearby trajectories remain nearby and it is unstable if no nearby trajectory, except those lying on the
limit set, remain nearby. Sometimes the trajectory in state space will head for some ﬁnal attracting
region which might be a point, curve, area and so on. Such an attracting object is called the attractor
of the system, since a number of distinct trajectories will be attracted to this set of points in the state
space. The set of all initial conditions leading to trajectories that approach a given attractor is called
the basin of attraction for that attractor.
1Time t is implicit to an autonomous system, i.e. x(t) = f(t) for a continuous system. Otherwise if time t is explicit in the
system, then such system is non-autonomous.
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5.2 Chaos
Before we can give a formal deﬁnition of chaos, it is necessary to introduce some mathematical deﬁ-
nitions:
Deﬁnition 5.2.1. Let X be a metric space and let Y ⊂ X, then Y is dense in X if ∀x ∈ X, ∃y ∈ Y
arbitrary close to x.
Deﬁnition 5.2.2. A dynamical system is transitive if for any pair x, y and any  > 0, there exists a z
within  of x whose orbit comes within  of y.
Deﬁnition 5.2.3. A dynamical system F depends sensitively on initial conditions if ∃β > 0 such that
for any x and any  > 0, there is a y within  of x and a t such that d[F (x(t)), F (y(t))] ≥ β where
d is a metric.
Informally a chaotic dynamical system is a system which may superﬁcially appear to behave ran-
domly but when the system starts off at the same initial point, it always produces the same orbit. There
does not seem to be an universally agreed deﬁnition of chaos between mathematicians. Here is one
formal deﬁnition of chaotic dynamical system from Devaney [Devaney 1992].
Deﬁnition 5.2.4. A dynamical system F is chaotic if
• The set of periodic points is dense,
• F is transitive,
• F depends sensitively on initial conditions.
It is a characteristic of chaotic dynamics that the resulting attractors often have a much more in-
tricate geometrical structure in the state space than those of regularly behaving dynamical systems.
The dimension2 of these attractors is not an integer. Such geometrical objects are fractals [Mandelbrot
1982]. When an attractor is fractal, it is called a chaotic attractor or a strange attractor [Ruelle and
Takens 1971].
5.3 Essential tools
Some (but not all) essential mathematical tools for studying chaotic dynamical systems are introduced
here. They are brieﬂy explained and interested readers should be able to ﬁnd them in any standard
dynamical system books, e.g. [Devaney 1992; Hilborn 1994].
5.3.1 Bifurcation diagram
A non-linear dynamical system, say Fr(x) where r is a system parameter, could change suddenly in
terms of qualitative and quantitative behaviour as a result of a small change in some control parameter
r, e.g. from order to chaos. Bifurcation is the word for describing such a sudden change in the nature of
system as a control parameter is varied. To understand bifurcation behaviour, it is often helpful to look
2The standard deﬁnition of dimension is the box-counting dimension or the capacity dimension. We can imagine covering
the space by a grid of N-dimensional cubes of edge length of . We then count the number of cubes M() needed to cover the
set. We do this for successively smaller  values. Then the dimension is deﬁned by D0 = lim→0 lnM()/ln(1/).
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at the bifurcation diagram. This is a picture in the r,x-plane of the relevant ﬁxed and periodic points
as functions of r. Therefore it is a plot of the periodic points for each parameter value r. An example
of a bifurcation diagram is shown in Figure 5.4. The way to generate such diagrams is described in
Algorithm 5.1.
Assume the system is Fr(x) where r is a parameter r0 ≤ r ≤ rs and x is a state of the system.
1. Set parameter r = r0 initial parameter value.
2. Set x0 = system initial state.
3. Iterate the map Fr, say, 500 times (or more to remove transient states).
4. Iterate the map Fr another 1000 times (starting from x500) and plot the resulting values of x.
5. Increase r by a small amount, r → r +  (The size of  depends on the range of the parameter
r), and if r > rs stopping parameter value then exit else return to step 2.
Algorithm 5.1: Generate bifurcation diagram of a dynamical system.
5.3.2 Poincar´ e section
A Poincar´ e section (or a Poincar´ e map) is a device invented by Henri Poincar´ e as a means of simpli-
fying the analysis of a continuous dynamical system (or ‘ﬂow’), dx/dt = F(x(t)), F : Rd → Rd, to
a discrete map.
Considering d ﬁrst-order autonomous ordinary differential equations, the Poincar´ e section repre-
sents a reduction of the d-dimensional ﬂow to an (d−1)-dimensional map by choosing some appropri-
ate (d − 1)-dimensional surface Σ (a global cross section) in the d-dimensional phase space satisfying
• every orbit of F meets Σ for arbitrarily large positive and negative time and;
• if x ∈ Σ then the ﬂow at x is not tangent to Σ.
Let x0 = x0(t) ∈ Σ and deﬁne τF : Σ → R+ such that τF(x0) = τ > 0 is the least time for which
x(t + τ) ∈ Σ. The Poincar´ e section of the ﬂow through Σ is deﬁned as
P = {x(t + τF(x0))|∀x0 ∈ Σ} (5.2)
i.e. each point on Σ is evolved forward in time until the trajectory intersects Σ. The set of all such
re-intersections is the Poincar´ e section.
5.3.3 Lyapunov exponent
The Lyapunov exponent of a map may be used to obtain a measure of the sensitive dependence upon
initial conditions that is characteristic of chaotic behaviour. For a one-dimensional iterative map,
xn+1 = f(xn), the system is allowed to evolve from two slightly differing initial states, x and x + ,
then after n iterations their divergence may be characterised approximately as
(n) ≈ enµ (5.3)
where the Lyapunov exponent µ gives the average rate of divergence. The difference between two
initially nearby states after the nth step is written as
fn(x + ) − fn(x) ≈ enµ. (5.4)
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Figure 5.1: A two dimensional example of the calculation of Lyapunov exponents - the evolution of a
sphere of initial points to an ellipsoid.
For small , using the chain rule for the derivative of the nth iterate and taking the limit as n tends
to inﬁnity, we can derive
µ = lim
n→∞
1
n
n−1 X
i=0
loge |f0(xi)|, (5.5)
where f0 is the ﬁrst derivative of function f, and this illustrates the general idea behind the Lyapunov
exponents.
For continuous time systems,
dxi
dt
= gi(x1,... ,xd,pi), (i = 1,... ,d), (5.6)
there are two aspects of the time evolution which are of particular interest. The ﬁrst aspect relates to
the evolution of volume elements in state space. For a continuous time system described by a system
of differential equations such as (5.6) an element of volume V will evolve over time according to the
divergence equation
1
V
dV
dt
=
d X
i=1
∂g
∂xi
≡ divg (5.7)
see for example [Hilborn 1994].
We ﬁrst note that, if J can be written in diagonal form, divg = TraceJ, where J is the Jacobian
matrix of the system. Thus if the average over time of TraceJ < 0, then the volume elements will
contract and the system will be dissipative, whereas if the average over time of TraceJ = 0 the system
is ‘conservative’ in the sense that it is measure preserving in phase space. Now
TraceJ =
d X
i=1
λi (5.8)
where the λi are the eigenvalues of J. Thus the dissipative or preservative properties of a system in
the phase space are determined by the average over time of the sum of the eigenvalues of J.
We are primarily interested in dissipative systems which are chaotic, so that the second aspect of
time evolution which concerns us is whether nearby trajectories have a tendency to diverge exponen-
tially on average.
For continuous systems, Lyapunov exponents provide a coordinate-independent measure of the
asymptotic local stability of properties of a trajectory. The concept is very geometrical. Imagine a
small inﬁnitesimal ball of radius (0) centred on a point x(0) in state space. Under the action of the
dynamics the centre of the ball may move, and the ball becomes distorted, see Figure 5.1. Since the
ball is inﬁnitesimal, this distortion is governed by the linear part of the ﬂow. The ball thus remains
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an ellipsoid. Suppose the principal axes of the ellipsoid at time t are of length i(t). The spectrum of
Lyapunov exponents for the trajectory x(t) is deﬁned as
µi = lim
t→∞
lim
(0)→0

1
t
log

i(t)
(0)

, (1 ≤ i ≤ d). (5.9)
Note the Lyapunov exponents depend on the trajectory x(t). Their values are the same for any
state on the same trajectory, but may be different for states on different trajectories. The trajectories of
a d-dimensional state space have d Lyapunov exponents. This is often called the Lyapunov spectrum.
It is conventional to order them according to size. The qualitative features of the asymptotic local
stability properties can be summarised by the sign of each Lyapunov exponent; a positive Lyapunov
exponent indicating an unstable direction, and a negative exponent indicating a stable direction. The
motion will be dissipative if
d X
i=1
µi < 0 (5.10)
and chaotic if at least one µi > 0.
Trajectories’ divergence properties can also be expressed in terms of the eigenvalues of J, since the
eigenvalues will determine the form of the solution to the locally linear differential equations which
determine the trajectory at any particular point of the phase space. In general terms these locally linear
solutions for the xi will be of the form
A1eλ1t + A2eλ2t + ... + Adeλdt. (5.11)
If for a particular trajectory we write the time average
lim
T→∞
Z T
t=0
ln


eλi(t)


dt, (1 ≤ i ≤ d), (5.12)
[Otani and Jones 1997b] conjecture that this provides an alternative route to the Lyapunov exponents.
For an high-dimensional iterative map function X(n) = F(X(n−1)), where F = (F1, ..., Fd),
with Jacobian
J =

∂Fi
∂xj

, (1 ≤ i,j ≤ d). (5.13)
Volume elements will locally contract or diverge according as |detJ| is less than or greater than 1,
respectively. Thus in this case the condition for a dissipative system depends on the average of |detJ|,
rather than TraceJ as in the continuous case.
We can still speak of an average rate of divergence: if the system is allowed to evolve from two
slightly differing initial states X = (x1,... ,xd) and X + after n iterations the divergence of the two
points may be characterised as
(n) = ((0)enµ1,... ,(0)enµd) (5.14)
where the Lyapunov exponents µi give the average rate of divergence/convergence over a large number
of iterations. For small  we can express this as
µi = lim
n→∞
1
n
n X
k=1
ln




∂Fi
∂xi




X=X(k)
, (1 ≤ i ≤ d). (5.15)
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Figure 5.2: At t0 an orthonormal set of vectors from the centre of the sphere evolves by stretching and
contracting along the axes of the developing ellipsoid. At t1 a new set of vectors generated such that
one of the new vectors is parallel to the previous stretching direction.
which is analogous to (5.9) for a continuous system.
The Lyapunov exponents are essential for investigating chaos, convergence and divergence dynam-
ics of any system, therefore a good numerical estimating technique is required. Two such algorithms
are described here.
The ﬁrst algorithm is based on the description from [Baker and Gollub 1990; Parker and Chua
1992] and is best used when the full mathematical description of the dynamics is available. The ba-
sic idea of the of the calculation of the Lyapunov exponents is same as the deﬁnition shown above.
However, it is impractical to perform the actual calculation, because the initially close phase points
would soon diverge from each other by distances approaching the size of the chaotic attractor, and the
computation would then fail to capture the local contracting and diverging rates. Therefore, vectors
connecting the surface of the ellipsoid to the centre must be reduced in size periodically or renor-
malised, to ensure that the size of the ellipsoid remains small and that the surface points correspond
to trajectories near that of the centre point. The renormalisation is shown in Figure 5.2 and can be
achieved by the linear algebra technique of Gram-Schmidt orthonormalisation. The Lyapunov expo-
nents are taken to be the averages of those obtained over many segments of the central trajectory.
There are three main inputs - the numerical integration3 time step, T, the maximum number of
iterations of numerical integration, kmax and x[], the current state of the nth-order system. The pseudo-
code of this algorithm is shown in Algorithm 5.2.
These are some important notes for using this algorithm:
• The single square brackets [] indicate a vector and the double [][] indicates a matrix. Also, [i][]
means the ith row of the matrix and [][j] means the jth column of the matrix.
• u[][] is the orthonormalised perturbation matrix with initial value of I, the identity matrix.
• hx,yi denotes the inner product of the vectors x and y.
• φT(x[]) is the solution of the differential equations, i.e. the current state of the system.
• ΦT(x[]) is the solution of the variational equation of a matrix-valued time-varying linear dif-
ferential equation. It is the linearisation of the vector ﬁeld along the trajectory φT, or in other
word, it is the Jacobian at the current point on the trajectory. This can be solved numerically at
the same time of solving φT with initial value Φ = I at t0.
3Here we use fourth order Runge-Kutta method as a reasonable compromise between computer speed and accuracy of
solution.
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Procedure: Lyapunov exponents( T, kmax, x[] )
{T size of time step for numerical integration.}
{kmax the maximum number of steps of numerical integration.}
{x[] is the current state of the system.}
u[][] = I {identity matrix}
for i = 1 to n do
µ[i] = 0
sum[i] = 0
end for
k = 0
repeat
k = k + 1
if k == kmax then
exit - no convergence
end if
{changes due to the local dynamics ΦT at x[]}
δx[][] = ΦT(x[])u[][]
{next numerical integrated state with time step T}
x[] = φT(x[])
for i = 1 to n do
v[][i] = δx[][i]
{renormalisation}
for j = 1 to (i − 1) do
v[][i] = v[][i] − hv[][i],u[][i]iu[][j]
end for
u[][i] = v[][i]/|v[][i]|
{accumulate the average divergent/convergent rates}
sum[i] = sum[i] + ln|v[][i]|
µ[i] = sum[i]/kT
end for
until convergence
returnµ[] the Lyapunov exponents
Algorithm 5.2: An algorithm for estimating Lyapunov exponents.
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• A modiﬁed Gram-Schmidt orthonormalisation procedure is used here [Noble and Daniel 1979].
In practice, the choice of T in this algorithm plays an important role in the success of ﬁnding the
Lyapunov exponents. Too small a value could result in excessive orthonormalisation and generally
lead to inaccuracy of the Lyapunov exponents. Too large a value could lead to numerical overﬂow
which happened quite easily in experiments.
In most cases for the experiments, neural systems are available but it would be difﬁcult to obtain
the precise mathematical description to obtain the solution of the variational equations, ΦT or the Jaco-
bian describing the local ﬂow, which is essential for calculating the local divergence and convergence
rates. Since the neural systems are available, close-by points are randomly generated near the point
of trajectory concerned and iterated, so that a least squares ﬁt can be performed to estimate the local
Jacobian. Generally this worked very well but this brought in another problem of choosing the size of
local region for estimating the local ﬂow.
The second technique is very similar to the one just discussed, but the spectrum of Lyapunov
exponents is estimated by calculation from the observed time series of a single scalar variable, x of the
system [Sano and Sawada 1985]. For the single variable case, one can reconstruct the dynamics by the
use of delay coordinates [Takens 1981], i.e.
xi = (x(iτ),... ,x(iτ + (d − 1)tD)) (5.16)
where tD is the delay time and d is the reconstructed dimension. However, as shown in a later experi-
ment, if it is available the time series of system states may also be used for better accuracy without the
‘hidden’ problem from delay coordinates. The procedure is shown in Algorithm 5.3.
In this method, since a time series of state vectors, xi (i = 1,2,... ,M) measured at discrete time
interval is available, we do not need to perform numerical integration as shown in the ﬁrst method. The
local ﬂow, the Jacobian J, at each state xj in the time series is estimated ﬁrstly by collecting points
{xki} from {xi} within a hypersphere centred at the point xj with radius , i.e. forming the set
{yi} = {xki − xj | |xki − xj| ≤ }, (5.17)
where yi is the displacement vector between xki and xj. | · | is the usual Euclidean norm.
The displacement vectors yi = xki − xj is mapped to
{zi} = {xki+1 − xj+1 | |xki − xj| ≤ }. (5.18)
If the radius  is small enough for the displacement vectors yi and zi to be regarded as good approx-
imation of tangent vectors in the tangent space, then the evolution of yi to zi can be represented by
some matrix Mj, as
zi = Mjyi. (5.19)
In this case the Mj which minimises the average of the squared error norm between zi and yi with
respect to all components of the matrix Mj, that is
Mj
min
1
N
N X
i=1
|zi − Mjyi|2, (5.20)
is the optimal estimation of the linearised ﬂow map from the data sets yi and zi or the Jacobian J
at xj. Finding the solution of this problem is basically a standard least squares ﬁt problem and an
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Lyapunov exponents(ts, T, , maxN)
{ ts list of time series of state vectors; T time step between each state vector.}
{  radius of the hypersphere for including local points to estimate local ﬂow.}
{ maxN maximum number of points to be included for estimating local ﬂow.}
n = dimension of the vector in ts; u[][] = I {identity matrix}
for i = 1 to n do
µ[i] = 0; sum[i] = 0
end for
for k = 1 to (length(ts) - 1) do
xk[] = kth vector of ts; xk+1[] = (k + 1)th vector of ts
A = {}; B = {} { empty lists }
for j = 1 to length(ts) do
xj[] = jth vector of ts
if kxk[] − xj[]k <  then
{ order of the vectors in the lists are important }
append displacement vector (xk[] − xj[]) to A
xj+1[] = (j + 1)th vector of ts
append displacement vector (xk+1[] − xj+1[]) to B
end if
end for
{if not enough points for estimating local ﬂow, skip to the next state vector}
if length(A) > n then
if length(A) > maxN then
A = list of the ﬁrst maxN vectors from A
B = list of the ﬁrst maxN vectors from B
end if
form A0[][] with each jth column A0[][j] = jth vector from list A
form B0[][] with each jth column B0[][j] = jth vector from list B
J[][] = B0[][] pseudoinverse(A0[][]) {least squares ﬁt on A and B}
δx[][] = J[][]u[][]
for i = 1 to n do
v[][i] = δx[][i]
{ renormalisation }
for j = 1 to (i − 1) do
v[][i] = v[][i] − hv[][i],u[][i]iu[][j]
end for
u[][i] = v[][i]/kv[][i]k
{ accumulate the average divergent/convergent rates }
sum[i] = sum[i] + lnhv[][i]i
µ[i] = sum[i]/kT
end for
end if
end for
return µ[] the Lyapunov exponents
Algorithm 5.3: Lyapunov exponents for trajectories of a continuous systems estimate from a ﬁnite
time series.
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interesting way of solving this problem is shown in the next section. The remainder of this Lyapunov
exponents estimation technique is same as in the previous technique.
This second method is possible only if the time series represents the dynamics of a chaotic attractor
and thus has the ergodic property which ensures there are enough nearby points which can be collected
for estimating local ﬂow at each orbit point. The ergodic property relates the time average of a function
to its average over phase space. This relationship, which is fundamental in statistical mechanics, was
ﬁrst conjectured by W. Gibbs prior to the invention of the Lebesgue integral. For Gibbs this was
singularly unfortunate since without the Lebesgue integral it is impossible to express the idea precisely.
Suppose that, except for a set of measure zero, the attractor S of a dynamical system is transformed
into itself by an element T of a group of measure preserving transformations T ,4 where without loss
of generality we may suppose the measure µm(S) = 1. Suppose f is a measurable function and
sufﬁciently well behaved (e.g. f ∈ L1), then Birkoff proved that for T ∈ T
lim
N→∞
1
N
N X
n=0
f(T
n(x0)) =
Z
f(x)dµm(x), (5.21)
except for a set of values of x0 of zero measure. If T represents translations in time then this equation
asserts that for almost all initial conditions the time average of f is equal to its measure-weighted phase
average. An f with this property is called ergodic with respect to the transformation T.
However, if sufﬁcient samples of the time series are not available, or more generally such that
the rank of the matrix A formed from these column vectors is less than the dimension of the local
ﬂow n, then a linear approximation to the local ﬂow cannot be estimated; in which case the algorithm
just ignores the current point and moves to the next point. Providing this skipping of points does not
happen too often, this technique will still give very good estimation of the Lyapunov exponents. In
practice, one would like to avoid computing the rank of A at each step. To this end we use the number
of samples of the time series as an approximate guide. If this number is greater than n we perform
the estimate and use the pseudoinverse (discussed in Section 3.4.3) rather than the inverse to cover
the eventuality that the matrix may be possibly be singular. Whilst not ideal, this comprise seems to
result in a faster algorithm without a signiﬁcant loss of accuracy. Also, in Algorithm 5.3, there is an
upper limit, maxN of the number of local points used in estimating the Jacobian in order to reduce
the computation time. Results of using these techniques will be shown later in later experiments.
5.4 Neural networks as dynamical systems
The evolution of the state of a neural network can be considered from a rigorous mathematical point of
view as a dynamical system. Many dynamical behaviours, such as attracting or repelling ﬁxed points
and limit cycles, can be observed in non-linear artiﬁcial neural networks [Babcock and Westervelt
1986; Hirsch 1989; Marcus and Westervelt 1989]. Chaotic dynamics have also been observed in many
artiﬁcial neural systems, either in continuous-time systems [K¨ urten and Clark 1986] or discrete-time
systems [Wang 1991]. In this section, some simple chaotic neural models are brieﬂy described. There
are many chaotic biological and artiﬁcial neural models waiting to be discovered.
4We can think of T as the translation group on R
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Figure 5.3: The rotation number R against
ω/µ.
Figure 5.4: A bifurcation diagram of a VCON.
5.4.1 Chaos at the neuronal level
Science has long been modelling the biological neuron using mathematical descriptions. Here we
examine the voltage-controlled oscillator neuron or VCON [Hoppensteadt 1989]. This model, in
contrast to all-or-none neuron models, generates voltage spikes that phase-lock to oscillatory stimu-
lation, similar to the phase-locking of action potentials to oscillatory voltage stimulation observed in
Hodgkin-Huxley preparations of squid axons [Hodgkin and Huxley 1952].
The VCON model of a single neuron (cell body potential cosx with phase x) stimulated through a
synapse on the cell body (presynaptic potential cosy with phase y) is
dx
dt
= ω + C cos+(x(t))cos+(y(t)), (5.22)
where the constant C describes the polarity of the synapse (+ for excitatory, − for inhibitory) and its
strength |C|. V+ denotes the super-threshold part of a voltage V so V+ = V if V ≥ 0, but it is 0
otherwise. Thus, cos+ x describes action potentials generated by the VCON. Finally, ω is the mean
ﬁring rate in the absence of interaction. If y has ﬁxed frequency µ, then the model becomes
dx
dt
= ω + C cos+(x)cos+(µt). (5.23)
One interesting aspect of this simple model is that it is chaotic. To illustrate the chaotic nature,
we can look at the frequency encoding and processing which can be partly described in terms of the
output/input phase ratio
R = lim
t→∞
x(t)
y(t)
. (5.24)
We can calculate x(100π) and plot x(100π)/(100πµ) against ω/µ. The results appear in Fig-
ure 5.3 which is similar to the devil’s staircase for the circle map5. Each plateau in this plot indicates
an interval of phase locking. Irregular ﬁring is observed for certain applied frequencies. We can de-
scribe these chaotic dynamics by using the bifurcation diagram6 shown in Figure 5.4 with ω/µ as the
varying parameter value. Parameter values for which iterates are widely scattered are ones for which
there is a high periodic orbit or an ergodic solution. We can refer to these responses as being chaotic.
However, this chaotic aspect of a network of VCONs still has not been studied in detail or exploited
in a practical way.
5See any standard text book on dynamical system and chaos, e.g. [Ott 1993], for further information.
6An initial point x = ξ is selected and iterated 1000 times under P : x(0) = ξ → x(2π/µ) (mod 2π), Poincar´ e’s
mapping. Then the interval [0,2π) is partitioned into 200 equal subintervals and a pixel is plotted if its support cell is hit during
the iteration. (Ignore the ﬁrst 10 iterates to suppress transients.)
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5.4.2 Chaos at the network level
The dynamics of a collection of neurons can also shift from a orderly behaviour into chaos by a simple
system parameter change. A very small network consisting of only two neurons can possess a chaotic
attractor and a particular simple chaotic network has already been studied and proven to be chaotic by
Wang [Wang 1991]. The details of this are discussed in Section 6.1.1.
Another network model that was examined is the Tsuda net [Tsuda 1992]. This network provides
a model of dynamic link memory in terms of a self-organised chaotic transition in non-equilibrium
neural networks. The network itself consists of a symmetrically coupled network which is deﬁned
in relation to a memory storage and an asymmetrically coupled network, which has no relation to a
memory but causes the overall system be in a non-equilibrium state. The memories are stored on the
transition states of the dynamics of the network. The chaotic transition blocks pin on false memories
and thereby allow a successive retrieval of true memory. This combination of symmetric and asym-
metric couplings give rise to a special kind of chaotic dynamics which allows neural networks to be
temporarily unstable, keeping stability due to convergent dynamics. Tsuda suggests that the cortical
chaos may serve for dynamically linking true memory as well as a memory search. The original paper
gives a thorough explanation of this special kind of network and its dynamics.
A simple feedforward neural network can, in fact, learn the behaviour of a chaotic attractor/chaotic
dynamics of a known chaotic system so that the network can behave chaotically [Welstead 1991].
That this can be done is due to the fact that multilayer feedforward neural networks are universal
approximators [Hornik et al. 1989].
5.5 Controlling Chaos - Strategies
Chaos was historically considered unreliable, uncontrollable and unusable. For these reasons, engi-
neers typically avoided it. However, in recent years, scientists have demonstrated that chaos is man-
ageable, exploitable and many even consider it to be valuable [Ditto and Pencora 1993]. This progress
in using chaotic systems is principally due to a control technique developed in 1990 by Ott, Grebogi
and Yorke (OGY) [Ott et al. 1990]. Since the original paper a number of variations of the OGY con-
trol method and other chaotic control techniques have been published. The details of applying the
OGY method are introduced to illustrate the basic idea of chaotic control. This chapter tries to give
a ‘snapshot’ of some of the ideas of bringing order into chaos and therefore, a selection of methods
to control chaotic dynamics are introduced. There are still many techniques waiting to be discovered,
implemented and investigated.
The key idea behind most control methods takes advantage of the behaviour of the underlying
chaotic (or strange) attractors. A chaotic attractor can be viewed as a dense set of unstable periodic
orbits [Grebogi et al. 1988] and the principle on which the OGY control method is based is to exploit
the already existing (unstable) periodic orbits. The word periodic here is used very loosely. We say x
is a point on a (k,)-periodic orbit of a discrete system F if |F(n+k)(x) − x| ≤  for all n ≥ N and
some  > 0, where | · | denotes the Euclidean norm. The periodic orbits of interest in this context do
not satisfy this deﬁnition because they are unstable, the periodic behaviour is displayed intermittently,
and we shall return to this discussion if and when a formal deﬁnition is required for our particular
purposes.
In general, the control strategies can be divided into two main groups - controlling via parameter
perturbation, e.g. the OGY method, and controlling via system variable perturbation such as continu-
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ous delayed feedback control [Pyragas 1992].
The aim of any parameter perturbation control method such as the OGY method is to obtain de-
sired performance, i.e. a desired attracting time-periodic motion by making only small time-dependent
perturbations in an accessible system parameter. The typical approach is brieﬂy described as follows:
• Determine some of the low-period unstable periodic orbits embedded in the chaotic attractor.
• Examine these orbits and choose one which yields desired system performance.
• Construct a rule for suitably small parameter perturbations which stabilises this already existing
unstable periodic orbit.
Thevariableperturbationcontroltechniquehasanalmostidenticalapproachexceptacontrolsignal
is added to the state variables of the system so that the system dynamics can be perturbed onto some
periodic orbits embedded in the chaotic attractor.
5.6 Controlling via system parameter perturbation
In this section, the OGY method is presented with a simple experiment to reinforce the idea of con-
trolling chaos via system parameter variation. Other direct variations of the OGY method are also
introduced. Some parameter variation control methods are also demonstrated.
5.6.1 The original OGY control law
Assume the dynamical equations describing the system are not known, but that an experimental time
series of some scalar dependent variable z(t) is available. We deﬁne an embedding of the system using
time delay coordinates [Packard et al. 1980] by
ξ(y) = (z(t),z(t + τ),... ,z(t + (d − 1)τ)) (5.25)
and we can then get a surface of section or a Poincar´ e section. As a result a continuous-time-periodic
orbit appears as a discrete-time orbit cycling through a ﬁnite set of points.7
For i ≥ 1, let
δp = p − p0 and δξi+1(pi) = ξi+1(pi) − ξF(p0) (5.26)
where ξF is an unstable ﬁxed point of the attractor. Suitable ﬁxed points, which become candidate
targets for control, are extracted from experimental data using relatively simple numerical search tech-
niques (See [Otani and Jones 1997b]).
Suppose the iteration on this section is described by
ξi+1 = F(ξi,p) (5.27)
where p ∈ (p0 − δpmax,p0 + δpmax) is a control parameter, with maximum perturbation δpmax, and
p0 is the control parameter nominal value for which the dynamics generates a chaotic attractor. In the
vicinity of the ﬁxed point ξF, the behaviour of F can be described by the ﬁrst order approximation
δξi+1(pi) ≈ Jδξi(pi−1) + uδpi (5.28)
7Comment: Choosing the various parameters which enable a good reconstruction of the high-dimensional dynamics is a
non-trivial issue. Efﬁcient techniques for accomplishing this are discussed in [Otani and Jones 1997b].
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Figure 5.5: Intervals for which the variables are deﬁned.
where J is the d × d Jacobian matrix:
J =

D￿F(ξp)

￿=￿F,p=p0 (5.29)
and u is an d-dimensional column vector
u =
∂F
∂pi
(ξF,p0). (5.30)
This u is also called the sensitivity vector of the OGY method. Since ξF is embedded in a chaotic
attractor, the linearisation J is composed of stable eigenvectors es and unstable eigenvectors eu with
their corresponding stable and unstable eigenvalues λs and λu respectively, so that |λs| < 1 and
|λu| > 1. One estimates J, es, eu, λs, λu using linear regression based on observational data.
With this information about the local map F, one can derive the OGY control law. However, we
ﬁrst observe the following lemma which has been proved in [Otani and Jones 1997b].
Lemma 5.6.1. Suppose the d × d matrix J has d linearly independent eigenvectors e1, ..., ed with
real eigenvalues λ1, ..., λd. Thus we assume the eigenvectors form a basis in Rd. Construct the dual
basis f1, ..., fd deﬁned by
ei · fj =
(
1 if i = j
0 if i 6= j
. (5.31)
Then for any x ∈ Rd
fu · Jx = λufu · x. (5.32)
The control law seeks to ensure that ξi+1 falls on the local stable manifold of the ﬁxed point, so
that on the next iteration ξi+1 will move closer to ξF(p0). This can be formulated as
fu · δξi+1 = 0 (5.33)
which together with (5.32),yields the control formula for the new value of the control parameter pi =
p0 + δpi,
δpi = −λu
fu · δξi(pi−1)
fu · u
. (5.34)
The version of this control law seems different from the one in the original paper [Ott et al. 1990]
stated as follows:
δpi =
λu
λu − 1
fu · δξi(p)
fu · g
. (5.35)
This is because the sensitivity vector g in the original OGY paper is deﬁned in terms of the shift of
the ﬁxed point ξF with respect to the change in p, whereas in Dressler and Nitsche version [Dressler
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Figure 5.6: Comparison of the sensitivity vectors g and u.
and Nitsche 1992], u is deﬁned as the shift in ξi+1 with respect to the change in p, see Figure 5.6.
Whereas g is deﬁned as
g =

∂ξF
∂p

p0
= lim
p→p0
ξF(p) − ξF(p0)
p − p0
. (5.36)
However, this difference is explained by the relationship
u = (I − J)g (5.37)
demonstrated in [Otani and Jones 1997b], where I is the d × d identity matrix (see also Figure 5.6).
To illustrate this relationship, ﬁrst consider that in the original OGY method, the Jacobian matrix J is
deﬁned to be the changes in ξi relative to the shifted ﬁxed point, i.e.
ξi+1(p) − ξF(p) ≈ J (ξi(p) − ξF(p)) (5.38)
where from (5.36)
ξF ≈ ξF(p0) + (p − p0)g. (5.39)
Then from these last two equations we have in the OGY notation
ξi+1(p) − ξF(p0) ≈ J (ξi(p) − ξF(p0)) + (p − p0)(I − J)g. (5.40)
By direct comparison with (5.40) and the corresponding equation in the Dressler and Nitsche notation,
ξi+1(p) − ξF(p0) ≈ J (ξi(p) − ξF(p0)) + (p − p0)u (5.41)
(which are both ﬁrst order identities in p) yields the relationship in (5.37).
In fact using (5.34) makes more sense: it is much easier to measure u from observations than to
measure g.
5.6.2 OGY with the use of delay coordinates
It has been shown by Dressler and Nitsche [Dressler and Nitsche 1992] that with the use of delay
coordinates from experimental data it can be beneﬁcial to modify the original OGY method. They
argue that in the case of activated control (i.e. switching the parameter from pi−1 to pi at time ti)
the experimental surface of section map F depends not only the new actual value pi but also on the
preceding value pi−1, i.e.
ξi+1 = F(ξi,pi−1,pi). (5.42)
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Figure 5.7: The combined effect of J in combination with δpi−1 and δpi.
Using the previous argument for the derivation of the original OGY control law, we can then replace
(5.26) by
δp = p − p0 and δξi+1(pi−1,pi) = ξi+1(pi−1,pi) − ξF(p0,p0). (5.43)
The linearisation which one has to consider now is given by
δξi+1(pi−1,pi) ≈ Jδξi(pi−2,pi−1) + vδpi−1 + uδpi (5.44)
where
v =

∂ξi+1
∂pi−1

(p0,p0)
and u =

∂ξi+1
∂pi

(p0,p0)
. (5.45)
The combined effect of J, v and u is shown in Figure 5.7.
With the consideration of the requirement for placing ξi+2 onto a stable manifold, i.e.
fu · δξi+2 = 0 (5.46)
and the constraint to prevent δp from becoming large, i.e.
δpi+1 = 0 (5.47)
and using the linearisation (5.44) we have the new ﬁrst order control law
δpi =
−λ2
u
λufu · u + fu · v
fu · δξi(pi−2,pi−1) −
λufu · v
λufu · u + fu · v
δpi−1. (5.48)
The proof of this can be found in [Otani and Jones 1997b].
5.6.3 Applying OGY and OGY-derived variation
The OGY method was ﬁrst implemented for an experiment by [Ditto et al. 1990]. The set-up requires
a magnetostrictive metallic ribbon, whose stiffness can be changed by applying a magnetic ﬁeld. The
bottom end of the ribbon is clamped to a base; the top ﬂops over to the left or right. When the ribbon is
exposed to a ﬁeld whose strength is varied periodically at a rate around one cycle per second, the ribbon
buckles chaotically. A second magnetic ﬁeld of small ﬁeld strength served as the control parameter.
Following the original report, a sudden surge of analyses and experimental results were published
using the OGY method. The OGY method has been applied to control chaos in an electronic cir-
cuit [Hunt 1991], a chaotic multimode laser [Roy et al. 1992], and even biological systems - car-
diac arrhythmias in rabbit ventricle [Garﬁnkel et al. 1992] and rat brain [Moss 1994], etc. Varia-
tions of the OGY method have been used for synchronisation of chaos [Carroll and Pecora 1993;
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Figure 5.8: A chaotic attractor of the Hnon map
with a = 1.4 and b = 0.3.
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Figure 5.9: Chaotic signal x of the Hnon map
with a = 1.4 and b = 0.3.
Roy and Thornbur 1994; Lai and Grebogi 1994] which allow the exploitation of chaos in communica-
tion.
There are also many improvements to the original OGY method, including control of higher peri-
odicorbits[Hunt1991;Auerbachetal.1992], controlofHamiltonianchaoticsystems[Laietal.1993],
use of the past values of the control parameter [Dressler and Nitsche 1992], creation of non-existing
periodic orbits [Hunt 1991] and tracking of unstable orbits [Schwartz and Triandaf 1994].
One noticeable problem with the OGY method is that a large amount of time may be wasted as
the control system waits for the dynamical system to approach the desired orbit in the chaotic attractor
[Ditto and Pencora 1993] in order to switch on the control. Shinbrot [Shinbrot et al. 1992] provided
a technique that rapidly moves the chaotic states to the desired orbit of an attractor from an arbitrary
initial state.
5.6.4 A simple experiment using OGY control
The OGY method has been being studied and investigated using simulation techniques in the software
MathematicaTM. It has been applied to a simple chaotic system, the H´ enon map [H´ enon 1976]. The
aim of our early experiments was to implement the OGY method and study how to stabilise the system
onto a ‘ﬁxed’ point.
The two-dimensional H´ enon map [H´ enon 1976] was the main test bed for applying the OGY
method. The reason for using the H´ enon map is that this map is discrete and simple and the theo-
retical details, such as the Jacobian, eigenvalues and eigenvectors, etc., can be easily calculated for
comparison with the experimental approximations. This dynamical system is deﬁned as follows:
(
xn+1 = a + byn − x2
n
yn+1 = xn
(5.49)
where a and b are non-zero constants. For different values of a and b, this map can produce all
types of dynamic regular and irregular behaviours including different types of limit cycles and chaotic
attractors. With the values a = 1.4, b = 0.3, this map produces a chaotic attractor as shown in
Figure 5.8. By looking at the chaotic signal x of the H´ enon map, shown in Figure 5.9, one can see that
this system is very chaotic.
Due to the fact that system is known and it is discrete, the phase portrait of this system may
be treated as the ‘return map’ and the OGY method can be applied directly. The parameter a, e.g.
p0 = a = 1.4, was chosen as the control parameter. A ﬁxed point ξF = (xF,yF) at (0.883397,
0.876596) was located by looking at 20000 successive iterations of the system with radius distance of
0.01 and this point was then chosen as the control point.
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Figure 5.10: Controlled H´ enon map with signal x stabilised onto the ‘ﬁxed’ point under 50 time steps
and controlled parameter a with values slightly less than 1.4, the initial parameter value.
The local dynamics of the control point were approximated by the estimated Jacobian matrix. This
was done by collecting 200 points within radius distance of 0.045 from the ﬁxed point and their next
iteration and then performing standard least squares ﬁt on these data to obtain the matrix:
J ≈
"
−1.772920 0.302421
1.007215 0.000780
#
(5.50)
which was very close approximation to the theoretical Jacobian matrix
J =
"
−2xF b
1 0
#
=
"
−1.766 0.3
1 0
#
(5.51)
obtainedfrom(5.49). Thetheoreticalunstableandstableeigenvectorsareeu =(−0.887191, 0.461402)
and es = (−0.154156, −0.988046) respectively with corresponding theoretical unstable and stable
eigenvalues λu = −1.92282, λs = 0.156021 respectively. From this approximate Jacobian matrix the
unstable and stable eigenvectors were found to be eu = (−0.886675,0.462394) and es = (−0.154695,
−0.987962) respectively. The approximate unstable and stable eigenvalues were λu = −1.93063,
λs = 0.15849 respectively. Therefore, the approximate values were very close to the theoretical ones.
The sensitivity vector was estimated by starting the system sufﬁciently close to the ﬁxed point and
then the control parameter, p, was changed from p0 to some random value within the allowed range
1.25 ≤ p ≤ 1.55. The vector was then estimated to be the difference between the starting point and
the next data point. This is done several times and then an average was taken to obtain the sensitivity
vector u = (0.926197,0.152898)
The control result is shown in Figure 5.10. Other control parameters and ﬁxed points were tested
with the same procedure just described, and the OGY method seems to be very successful in the
simulation. However, during this experiment several critical issues emerged:
• The sensitivity vector is the key value in the control, and it can be very hard to obtain a good
approximation.
• A poor approximation of the Jacobian matrix or the local linear map may not reﬂect the true
nature of the dynamics near the point to be stabilised. In some cases poor approximation will
incorrectly give us two stable or two unstable directions so that the OGY control method cannot
be applied.
• Sometimes the system takes quite a long time to fall within the control region around the selected
ﬁxed point to be able to apply the control.
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More examples, experimental results and discussion on using the OGY method to control chaotic
neural systems are demonstrated in Chapter 6.
5.6.5 A brute force control law – Otani-Jones control
This Otani-Jones control, or OJ control for short, is based on an idea proposed in [Otani and Jones
1997b] and it has been successfully applied in many examples [Oliveira and Jones 1997; Oliveira et al.
1997; Otani and Jones 1997a]. This technique is an attempt to overcome some of the possible problems
in the application of the OGY control method. This control method is based on the assumption that
an effective short term (fast) predicting function ξi+1 = P(ξi), where ξi is a state of a d-dimensional
iterative map F : ξi → ξi+1 or a state on a Poincar´ e section of a continuous system, is available for
the system and is accurate over the large part of the state space. This does not cause any difﬁculty if
we were seeking to control an iterated feedforward neural network, e.g. Section 6.1.2 and Tsui’s [Tsui
and Jones 1997], where outputs are fed back to inputs, and which exhibits dynamical chaos. This is
because the neural network can be iterated once without applying control to give an exact prediction of
the next system state very rapidly. Therefore, the network is effectively its own Jacobian at every point
in the state space. As demonstrated in [Dracopoulos and Jones 1993; Welstead 1991] for a dynamical
system, a feedforward neural network trained on a single trajectory of the system can form an accurate
short term predictor capable of generalising to other trajectories of the system.
The immediate beneﬁt of the OJ control is that it does not require the computation of either fu
or λu because a short term predictor function P is available, although it is still necessary to perform
sensitivity analysis for the variations of the control parameters. The method ﬁrst assumes there is
a short term predictor function ξi+1 = P(ξi) is available. Suppose that control parameter(s) p =
(p1,... ,pn) are available, with nominal value p0 = (p10,... ,pn0) and that it is required to control
the system about a ﬁxed point ξF. The situation can be described as follows,
δξn+1 = ξn+1(p) − ξF(p0) = P (ξn(p0)) − ξF(p0) + δp1s1 + ··· + δplsl (5.52)
where s1,... ,sl are the sensitivity vectors with respect to each control parameter, i.e.
si =

∂F
∂pi

￿=￿F,p=pi
(1 ≤ i ≤ l). (5.53)
As with the OGY control, we ﬁrst estimate s1,... ,sl by collecting statistics from observations of the
system state near ξF under small parameter variations. Since P is known, if sufﬁcient observations
are available, s1,... ,sl can be estimated via (5.52) using a least squares ﬁt method, or equivalently a
fast pseudoinverse algorithm. We assume that the choice of control parameters is such that s1,... ,sl
are linearly independent, since there would seem to be no advantage in having a linearly dependent set
of sensitivity vectors.
The essence of the OJ control law for any point ξn near ξF is to choose p = (p1,... ,pl) so as to
minimise the squared Euclidean distance

ξi+1(p) − ξF(p)

2
(5.54)
with the known s1,... ,sl, i.e. we choose p so as to minimise
|P (ξi(p0)) − ξF(p0) + δp1s1 + ··· + δplsl|
2 . (5.55)
Smooth Data Modelling and Stimulus-Response via Stabilisation of Neural Chaos Alban Tsui, March 19995.7 Controlling via system variable perturbation 115
Let S be the matrix with column vectors s1,... ,sl, then the solution of this minimisation problem
is given by
p − p0 = −S−1 [P (ξn(p0)) − ξF(p0)] (5.56)
where S−1 is the inverse of the matrix S if l = d and the pseudoinverse of S otherwise. If p is outside
its maximum allowed range of perturbation, then p = p0, i.e. without any perturbation applied to the
system, alternatively we could set p = pmax or pmin appropriately.
In fact, a similar technique has already been implemented by Reyl [Reyl et al. 1993] who calls this
the minimal expected deviation method. The OJ control method is basically a practical extension for
cases with more than one available control parameters. In contrast to the OGY method, the OJ control
method is brutally direct and seeks only to minimise the distance of the next iteration from the target
unstable ﬁxed point. Therefore, we might expect that the control perturbation needs to be applied at
every step. The OJ control method has been successfully applied to synchronisation on chaotic systems
- the H´ enon map [Oliveira and Jones 1997], and has been demonstrated to be relatively robust in noisy
systems. Experimental use of this technique is demonstrated in Chapters 6 and 7.
5.7 Controlling via system variable perturbation
The most typical technique for variable perturbation is to have some kind of feedback connection to
the ‘inputs’ as the delayed feedback control [Pyragas 1992]. However, another technique - the GM
control - uses a ﬁxed amount of perturbation [Mat´ ıas and G¨ u´ emez 1994]. In most cases, systematic
analysis such as local dynamics estimation, sensitivity analysis, etc. associated with parameter pertur-
bation techniques is not required. Here the two types of system variable perturbation techniques just
mentioned are described and some initial experiments will be reported.
5.7.1 Continuous delayed feedback control
Pyragas’ continuous-time control technique [Pyragas 1992] deals with a chaotic system which can be
represented by a set of ordinary differential equations
dy
dt
= P(y,x) + F(t),
dx
dt
= Q(y,x). (5.57)
Here y is the observed variable and the vector x describes the remaining state variables of the dynamic
system which are not available. The control signal F(t) disturbs only the ﬁrst equation, corresponding
to the observed variable. We suppose that without a control signal the system being considered has a
chaotic attractor.
The idea behind this method is to construct this perturbation F(t) in such a way that it vanishes,
or at least becomes very small, when the system moves along the desired unstable periodic orbit. One
approach suggested by Pyragas [Pyragas 1992] is to use
F(t) = −k[y(t) − y(t − τ)] = −kD(t), (5.58)
where k > 0 (see Figure 5.11). Here τ is a delay time and y(t − τ) is the delayed value of the
observed variable. Therefore the magnitude of the control signal is proportional to the difference
D(t) = y(t) − y(t − τ). If this time τ coincides with the period of the unstable periodic orbit
(i.e. τ = T) then the control perturbation becomes small for the solution of the system (5.57), i.e.
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Figure 5.11: Delayed feedback control.
y(t) = y(t − T). To ensure small values of the control perturbation at all times and to avoid multi-
stability of the same control as a consequence of a large control signal, the control signal can be
restricted in the following manner,
F(t) =

 
 
−F0, −kD(t) ≤ −F0
−kD(t), −F0 < −kD(t) < F0
F0, −kD(t) ≥ F0
(5.59)
where F0 is a saturating value of the control.
Stabilisation of the system can be achieved by choosing an appropriate weight k so that a negative
feedback is achieved. Though Qu [Qu et al. 1993] argued that in some cases, a positive feedback
is needed. Therefore there are two variables, k and τ that can be adjusted in the experiment. The
delay τ is expected to be the period of the stabilised orbit from the controlled chaotic system if the
system eventually stabilises. Some experimental results can be found in [Pyragas 1993; Pyragas and
Tamaˇ seviˇ cius 1993; Celka 1994; Cooper and Sch¨ oll 1995].
The following experiment demonstrates this control technique. The R¨ ossler attractor [R¨ ossler
1976] was chosen for this experiment, deﬁned as
˙ x = −z − y
˙ y = x + ay (5.60)
˙ z = b + z(x − c)
where a = 0.2, b = 0.2 and c = 5.7 in the experiment. Without control being applied, this system is
chaotic (see Figure 5.12).
A delayed feedback was applied to y with k = 0.2 and τ = 17.5 as in
˙ x = −z − y
˙ y = x + ay − 0.2(y − y(t − 17.5)) (5.61)
˙ z = b + z(x − c).
With the same starting conditions as in the unperturbed system, the system eventually stabilised into
an orbit as shown in Figure 5.13. Here no restriction on the size of the perturbation was used.
The immediate conclusion is that this method does work, but is not always successful. If it is
successful, the chaotic system can be stabilised very quickly. The drawback of this method is that
although the choice of k and τ is important there are no speciﬁc guidelines for choosing these pa-
rameters. Moreover, unlike the OGY method which does have a systematic derivation, there is no
adequate theoretical explanation of the mechanism of this control method. Qu [Qu et al. 1993] tried
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Figure 5.12: Chaotic R¨ ossler attractor with a =
b = 0.2 and c = 5.7.
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Figure 5.13: Stabilised orbit from the chaotic
R¨ ossler attractor.
to demonstrate the technique numerically and analytically by applying such feedback to a two dimen-
sional artiﬁcial dynamical system model. They showed that the stability of the system is sensitive to
the choice of k. The success of control depends on the choice of k, which in turn depends on the
other system parameters. In fact, as shown in [Pyragas 1992], varying k changes the size of the largest
Lyapunov exponent of the controlled system. By reducing this Lyapunov exponent below zero, the
system will then be stabilised.
In fact, by careful examination of the controlled examples we quickly discover that the progression
towards the ﬁxed point, or unstable periodic orbit, is by no means monotone. At particular points of
the phase space the local eigenvalues of the Jacobian of the controlled system may have modulus much
larger than one, and so the system is often certainly not stable in the classical sense. However, provided
k and τ are chosen suitably, indisputably the technique of delayed feedback does indeed work in the
many examples we have examined. Why is this so?
In fact it is not necessary for the effect of delayed feedback to be contractive towards the ﬁxed
point, or unstable periodic orbit, at every step. It is only necessary that the effect be contractive
on average. In [Oliveira and Jones 1998] this idea of probabilistic local stability is studied for an
example of synchronisation of both the iterative H´ enon map and the chaotic Ikeda iterative neural
network introduced in Section 6.1.2. In the next section we give a similar empirical analysis for
delayed feedback control applied to the control of continuous R¨ ossler system.
Analysis of stabilised R¨ ossler attractor
Using suitable parameters of k and τ for the delayed feedback on the right choice of system variable,
the R¨ ossler attractor can be stabilised onto a periodic orbit. Consider the setup for controlling the
R¨ ossler system
˙ x = −z − y
˙ y = x + 0.2y + k(y(t − τ) − y(t)) (5.62)
˙ z = 0.2 + z(x − 5.7)
with k = 0.2 and τ = 5.9 and without restriction on the size of perturbation. The system stabilises
onto a periodic orbit with period length about 5.9, allowing for intrinsic error caused by numerical
integration, which is (as expected) equal to the value τ.
We generate random initial starting points near the R¨ ossler attractor , and numerically integrate the
controlled system using these points as the initial conditions. Next we examine the distance between
each trajectory at time t and the closest point on the periodic orbit, i.e. the minimum distance between
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a trajectory at time t and the periodic orbit, denoted as νt. Thereafter, we can deﬁne the ratio
ρt =
νt
ν0
(5.63)
where ν0 is the minimum distance from the periodic orbit to the initial starting state of the trajectory.
The quantity ρt provides a measure of the system contraction towards the periodic orbit. We then plot
histograms of all the ρt for different times t. The result is shown in Figure 5.14. As time t increases,
the probability that ρt is less than 1 becomes large. In fact it appears that ρt tends to zero in probability,
i.e. ∀ > 0
P[ρt < ] → 1 (5.64)
as t → ∞. Thus in this case the controlled system is probabilistically locally stable, although it is also
clear from the histograms that the system is not stable in the classical sense.
Indeed careful examination shows that the control feedback signal does not necessarily remain at
0 once the system has been stabilised, it ﬂuctuates in small quantity so as to keep the system stabilised
onto the unstable periodic orbit.
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Figure 5.14: Histograms of ρt for R¨ ossler attractor at t = 11.8 and 53.1.
A similar justiﬁcation of delayed feedback control is also used later in Section 8.3. Note that in
order to have conﬁdence in the minimum distance estimate of the current state from the target unsta-
ble periodic orbit the sampling of points on the orbit must be sufﬁciently ﬁne-grained. For complex
target orbits it might be necessary to build a kd-tree for the sample points in order to facilitate rapid
calculation of the minimum distance.
5.7.2 Periodic perturbation control (GM)
This periodic perturbation control technique is proposed by G¨ u´ emez and Mat´ ıas [G¨ u´ emez and Mat´ ıas
1993; Mat´ ıas and G¨ u´ emez 1994; 1996]. The application of this technique (GM) is very simple and it
works by applying instantaneous periodic kicks to the system variables, that amount to changes that
are proportional to their current values, and that take the form
xi = xi (1 + γiδ(t − jτ)), (5.65)
where xi represents the ith variable of the system at a given instant of time, γi regulates the intensity
of the perturbation applied to the ith variable, δ is Dirac’s δ function, and j runs over natural numbers,
implyingthattheperturbationsareappliedatintervalsthatareuniformlyspacedbyτ. Theproportional
perturbations can be applied to all or only to some of the system variables.
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Figure 5.15: Chaotic H´ enon time series of vari-
able y.
Figure 5.16: Controlled y with the same start-
ing state.
As originally described the GM method is suitable for system with discrete variables. However, it
can be applied to a continuous system if a Poincar´ e section is used, as in the example of controlling
R¨ ossler system described in [Mat´ ıas and G¨ u´ emez 1996] (More demonstrations can be found in the
same paper). The following is a simple experiment on using this method on the H´ enon map as is
deﬁned in (5.49).
In the experiment, the variable y was perturbed with γ = −0.7 and τ = 2. The controlled
result is shown in Figure 5.16. Figure 5.15 shows the system with the same initial conditions but
without control. The system can be seen to quickly stabilise into a 2-cycle, {(1.682359, −0.471538)
→ (−0.471538, 1.682359)}.
Similarly to the delayed feedback control, there are two parameters γ and τ associated with this
control law. The correct choice of these parameters governs the success of the application of control.
Again there does not seem to be any theoretical proof to explain the validity of the control technique.
From an engineering point of view, this is a very quick and simple control technique if correct choices
of the parameters are made. Further discussion of this can be found in later chapters after more exper-
iments.
5.8 Discussion
This chapter has introduced some of the basic ideas of dynamical systems and chaotic dynamics, and
of the control techniques used to bring chaotic motion into some type of orderly behaviour. Several
chaos control methods have been described. They each have their advantages and disadvantages but
are all capable of controlling low dimensional chaotic systems. However, further investigation and
experiments are needed to study their effect on high-dimensional chaotic systems, as most neural
systems are likely to be high dimensional.
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Chapter6
Controlling chaotic neural networks
Chaotic dynamics within the biological system seems to aid neural information processing as observed
by Freeman (see Chapter 1). In order to take advantage of this idea in practical applications, it is
necessary to study how chaotic neural systems can be encouraged to follow particular unstable periodic
orbits. Inthischapter, wedemonstratethefeasibilityofcontrollingastandard-modelneuron, recurrent,
artiﬁcial neural network; whose dynamical behaviour displays chaos, by using the control methods
reviewed earlier.
6.1 Control with the OGY method
6.1.1 Controlling a simple chaotic neural network
The simple neural networkthat isused in this section for studying the OGY method applied to achaotic
neural net consists of only two neurons. This network was ﬁrst studied by Wang who proved that there
exists period-doubling to chaos and chaotic attractors in the network using a homeomorphism1from
the network to a known dynamical system having these properties [Wang 1991].
The architecture of this simple network is shown in Figure 6.1. It consists of only two neurons
with thresholds set to zero. The weight matrix is:
W =
"
a ka
b kb
#
(6.1)
for some non-zero numbers a,b,k ∈ R. The states of the two neurons are denoted as x and y re-
spectively, whose values range in the interval I = [0,1], and a state of the network is denoted as a
vector (x,y) in the state space I
2. We consider that the neural network updates its state in discrete
time t = 0,1,2,..., according to the following dynamics:
(x(t + 1),y(t + 1)) = FT (x(t),y(t)) (6.2)
where
FT (x(t),y(t)) = (σT(ax + kay),σT(bx + kby)) (6.3)
1Two maps F : X → X and G : Y → Y are said to be topologically conjugate if there exists a homeomorphism (i.e., a
one-to-one and continuous map with a continuous inverse) H : X → Y such that G = H ◦ F ◦ H−1. The homeomorphism
H is called a topological conjugacy of F and G. It is known that if F and G are topologically conjugate, then they have the
same dynamical behaviour, i.e. the same orbit structure and stability [Devaney 1992].
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Figure 6.1: A simple network with outputs be-
ing fed back into inputs as a discrete dynamical
system.
0.5 0.6 0.7 0.8 0.9
x
0.6
0.7
0.8
0.9
y
Figure 6.2: The attractor in network FT with
parameters a = −5, b = −25, k = −1 and
T = 1/4.
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Figure 6.3: Bifurcation diagrams in x and y for the network with parameters a = −5, b = −25,
k = −1.
and
σT(z) =
1
1 + e−z/T (6.4)
The neuron activation function σT(z) is sigmoidal with a parameter T > 0.
With the parameters a = −5,b = −25, k = −1 and T = 1/4, this system possesses a chaotic
attractor shown in Figure 6.2. The proof that this network is chaotic derived from the bifurcation
diagrams in x and y for the network in Figure 6.3.
Using the same OGY control mechanism as in the experiment on controlling the H´ enon map (see
Chapter 5), this system was stabilised onto the ﬁxed point (0.896853, 0.999980), using T as the con-
trolling parameter with initial value of T = 1/4. The local linear map near this ﬁxed point was
approximated by the Jacobian matrix
J =
"
−1.96322 2.08867
−0.00755664 0.00893465
#
(6.5)
where the unstable and stable eigenvectors were found to be eu = (−0.999993,−0.00384731) and es
= (−0.728493,−0.685053) respectively. The unstable and stable eigenvalues were λu = −1.95519,
λs = 0.000898838 respectively. The approximate sensitivity vector was found to be (0.0516806,
0.00197867). The control result is shown in Figure 6.4 and Figure 6.5.
During this experiment, it was very difﬁcult to approximate the sensitivity vector to obtain the
desired control result. The difﬁculty was due to the unusual shape of the chaotic attractor which is thin
and narrow. It might also be due to the fact that the stable eigenvalue of the local linear map was very
small. This problem is reﬂected in the fact that this Jacobian has very small determinant. Different
adjustments were made in order to achieve the control by:
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Figure 6.4: Changes of the control parameter T during the OGY control on the simple chaotic net-
work.
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Figure 6.5: The simple chaotic network is stabilised onto the ﬁxed point in under 10 time steps.
• increasing the allowed range of the control parameter;
• including more points near the ﬁxed point for approximating the Jacobian matrix;
• resizing the local region near the ﬁxed point to get a better estimate of the local linear map.
This experiment illustrates some potential problems which may arise in applying the OGY control
method. This control technique is very sensitive to the quality of the required approximation.
6.1.2 Controlling a trained chaotic neural network
In the next experiment we trained a feedforward network on the Ikeda map [Hammel et al. 1985] and
then by feeding the outputs back into the inputs empirically produced a neural network with chaotic
attractor [Welstead 1991; Dracopoulos and Jones 1993] as shown in Figure 6.6. The training was done
by the modiﬁed training software from Master’s2[Masters 1993].
The Ikeda map is deﬁned by
g(z) = γ + Rz exp

i

κ −
α
1 + |z|2

(6.6)
where z is a complex variable, of the form x + iy, and i2 = −1. We can identify x + iy with the
point (x,y) on the complex plane so that g can also thought of as a mapping of R2 → R2. The
dynamical system is then deﬁned by zn+1 = g(zn). For parameter values α = 5.5, γ = 0.85, κ = 0.4
and R = 0.9, this mapping has a chaotic attractor illustrated in Figure 6.7. With only 4000 training
2The software uses the conjugate gradient method training algorithm (see Appendix D) which is very efﬁcient. The dis-
advantage is that it requires to read all the training data into memory. This causes a problem in running the software under
MS-DOS(tm) when training with a large set of data. It was necessary to modify the software for running under an environment
without ‘memory restriction’.
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Figure 6.6: Feedforward network as a dynamical system.
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Figure 6.7: The Ikeda chaotic attractor, for pa-
rameter values α = 5.5, γ = 0.85, κ = 0.4 and
R = 0.9.
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Figure 6.8: Attractor for chaotic network with
architecture 2-10-10-2 (with inputs and outputs
rescaled to [0,1]).
pairs (re-scaled into the range [0,1]) and training MSE error of about 9.9 × 10−5, the network already
produces an attractor shown in Figure 6.8 with features similar to the original Ikeda map chaotic
attractor.
Using the ﬁrst Lyapunov exponent estimation algorithm with 10000 iterations the Lyapunov expo-
nents of this neural system are estimated to be {0.368973, -0.769616}. For comparison, the second
algorithm was performed on a time series of 10000 data points from this network and the estimated
Lyapunovexponentswere{0.367997, -0.660926}. BothtechniquesgiveapositiveLyapunovexponent
and a negative Lyapunov exponent which indicates that this network dynamics is deﬁnitely chaotic.
We use this networkas the basis for the initial control experiments, the objective being to determine
which parameters or system variables are most effective in stabilising the system onto an unstable
periodic attractor.
The OGY control method was applied to control the chaotic neural network described above. An
unstable ﬁxed point ξF = (0.626870, 0.553256) was located by examining successive iterations of the
system and was used as the unstable periodic point to be stabilised. The Jacobian at this point was
J =
"
−1.26617 −1.03629
−0.564996 −1.06779
#
(6.7)
with eigenvalues λs = −0.395399 and λu = −1.93857, and stable eigenvector es = (0.7656,
−0.643317) and unstable eigenvector eu = (−0.838887, −0.544306).
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Figure 6.9: Bifurcation diagram for output x
obtained by varying parameter T simultane-
ously in all nodes.
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Figure 6.10: Bifurcation diagram for output y
obtained by varying parameter T simultane-
ously in all nodes.
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Figure 6.11: Bifurcation diagram x obtained by
varying T in the output layer only.
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Figure 6.12: Bifurcation diagram y obtained by
varying T in the output layer only.
Using T as a control parameter
The ﬁrst attempt used T (i.e. effectively the slope of the sigmoidal in (6.4)) as a control parameter
with T = 1 being the nominal value, as this was the value used in training. In these initial experi-
ments T was varied in all nodes of the network simultaneously. These attempts to effect control were
unsuccessful.
By examining the bifurcation diagrams Figure 6.9 and Figure 6.10 we conclude that the possible
explanation is that the chaotic region around T = 1 is small. Slight changes of T will result in changes
in dynamics from chaos to stability. Therefore the system looses the original ‘not-perturbed’ dynamics
rapidly due to high sensitivity to this parameter change (i.e. even small variations of T change the
nature of the attractor).
The next attempts were made by varying T of nodes in a particular layer of the network and here
the OGY control method worked better. It seems that by varying T in only one particular layer the
chaotic regions of the bifurcation diagrams become broader (see Figure 6.11 and Figure 6.12) and so
control becomes easier with small variations of T. The variations of T and the controlled result are
illustrated in Figure 6.13.
Using variation of the inputs
The results of using an external signal feeding into one of the inputs as a control parameter, whose
nominal value is set to zero, were signiﬁcantly more interesting. The bifurcation diagrams for x(t)
are given in Figure 6.14 and Figure 6.15. We use the same ﬁxed point as before, so the Jacobian and
associated eigenvectors and eigenvalues remain unchanged.
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Figure 6.13: Control results of using T in the output layer as the control parameter.
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Figure 6.14: Bifurcation diagram for the output
x(t + 1) using an external variable added to the
input x(t).
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Figure 6.15: Bifurcation diagram for the output
y(t + 1) using an external variable added to the
input x(t).
Using an external signal feeding into input x (as shown in Figure 6.6), the sensitivity vector ux =
(−1.076260, −0.675875) was approximated. After applying the OGY control for less than 25 time
steps the system rapidly stabilised onto the unstable ﬁxed point as illustrated in Figure 6.16.
The bifurcation diagrams for the outputs x(t + 1) and y(t + 1) using an external variable with
nominal value zero added to the input y(t) are given in Figure 6.17 and Figure 6.18. Similarly, an
external signal feeding into input y (c.f. Figure 6.6) was used as the control parameter with sensitivity
vector uy = (−1.204806,−1.062638). The controlled result is shown in Figure 6.19.
In these experiments, an improved technique due to [Otani and Jones 1997b] was actually used
to estimate the sensitivity vectors u. The Jacobian is used to obtain a prediction of where the system
would be at the next iteration if no control were applied. However, in the case of a neural network
this is unnecessary since the neural network is effectively its own Jacobian at every point. We can
therefore obtain an exact prediction of the next system state by simply iterating the network without
control. This resulted in much more accurate estimations of the sensitivity vectors, which itself made
control of the system using the OGY method much easier.
6.1.3 Experiment summary
The OGY method can be applied to the control of conventional feedforwardnetworks whose behaviour
under iterated feedback has been trained to be chaotic. Whilst the method is computationally expensive
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Figure 6.16: Controlled results of the network using external signal perturbation to input x.
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Figure 6.17: Bifurcation diagram for the output
x(t + 1) using an external variable added to the
input y(t).
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Figure 6.18: Bifurcation diagram for the output
y(t + 1) using an external variable added to the
input y(t).
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Figure 6.19: Controlled results of the network using external signal perturbation to input y.
and, in its original form subject to a number of limitations (for example inaccuracies in estimating the
Jacobian or sensitivity vectors can make control difﬁcult if not impossible), nevertheless we see that
stabilisation of unstable ﬁxed points is perfectly feasible. However, this relaxation onto a ﬁxed point is
achieved by a control external to the network itself rather than as an implicit consequence of network
function.
It is interesting to observe that control by variation of a global slope parameter is not easy to
achieve, but becomes easier when the control variations are applied to a single layer rather than to the
whole network. It is notable that control becomes very much easier when the controlling parameter
is a small signal applied to one of the inputs. This may be closer to being a biological analogy than
control of behaviour through global or selective slope control.
Quite how easy it would be to extend such control to networks with many outputs being fed back
to many inputs remains to be determined. It also remains to be determined whether it is practical to
control high dimensional networks to follow unstable periodic orbits rather than ﬁxed points. It is
likely that more sophisticated variations of the OGY technique or some completely different control
method would be required to accomplish this goal.
6.2 Otani-Jones control on a trained chaotic neural network
Similarly, we also tried the OJ method on the trained chaotic neural network described in the last
section. The unstable ﬁxed point (0.630579, 0.551984) was found for this experiment. First we tried
using T of all the nodes in any particular layer of the network, but this was not successful. Instead
we chose to use external signal perturbation to the two inputs x and y as in the earlier experiment.
We estimated the sensitivity vectors ux =(-1.37770, -0.602572) and uy =(-1.08691, -1.06530), again
for the external signal to x and external signal to y respectively. The predictor used in this case is the
feedforward network itself because the neural network can be iterated without control to give an exact
prediction of the next system state very rapidly.
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Figure 6.20: OJ controlled x and y of the chaotic neural network.
20 40 60 80 100
t step 0.00445
0.004452
0.004454
0.004456
0.004458
0.00446
px
20 40 60 80 100
t step
-0.1
-0.075
-0.05
-0.025
0
0.025
0.05
0.075
0.1
py
Figure 6.21: Control signals to x and y during the OJ control on the chaotic neural network.
The results of applying the OJ control are shown in Figure 6.20. The system was stabilised very
rapidly by the control in less than 20 time steps. The external perturbation control signals to x and y
are shown in Figure 6.21 and the perturbations were very small and were applied continuously during
the control.
Certainly, this method seems to be very effective. However, the problems of this control method
are
• unstable ﬁxed points/orbits have to be located before applying the control;
• a predictor is required and
• it still requires sensitivity analysis on parameter changes.
Therefore, it does not seem to be biological plausible and it is very unlikely to be the control method
required for constructing a chaotic neural memory system.
6.3 Proportional delayed feedback control on a chaotic neural
network
The original delayed feedback control is a continuous control method for controlling continuous
chaotic systems (see Section 5.7.1). However, we applied the same idea but modiﬁed the method
to control the chaotic discrete neural network which was trained on the Ikeda map described in the last
section.
We applied a delayed perturbation to the input y of the form
F(t) = −kD(t) = −k(y(t) − y(t − τ)) (6.8)
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Figure 6.22: Controlled results of the chaotic neural net using the delayed feedback technique. The
control signal was switched on at t = 50.
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Figure 6.23: Perturbation signal during control.
(Signal does not go to zero, as shown in zoomed
view.)
whichisaddedtotheinputy whenthecontrolwasswitchedon, wherek = 0.687263andτ = 5. These
parameters were chosen by trial and error. There was no restriction on the size of the perturbation
during the control. Note that y here is updated discretely. The initial state of this system was chosen
at x = 0.329222 and y = 0.996373. The controlled results are shown in Figure 6.22.
After the control was switched on at t = 50, the system immediately started converging to a near-
periodic-four cycle at {(0.631890, 0.294159) → (0.587467, 0.647057) → (0.621878, 0.436043) →
(0.746626, 0.620744)}. This method required a very small perturbation signal as shown in Figure 6.23.
Closer examination of the graph reveals that a small perturbation was continuously applied to the
system to maintain this near periodic behaviour. This technique was tried for various different initial
conditionanddifferentvaluesofk andτ. Inmostcases, thesystemstabilisedontothesameordifferent
periodic orbits. It occasionally seemed to be the case that the initial starting point determined the basin
of attraction.
However, choosing k and τ is a random process and therefore it is still a black box technique.
Nevertheless, this method does not require any estimation and pre-calculations, as with the OGY
method. The idea of this control method is also biologically sound: having a feedback in a neural
system in order to stabilise the system dynamics. Babloyantz’s group [Sepulchre and Babloyantz1993;
Lourenc ¸o and Babloyantz 1994; Babloyantz et al. 1995] have succeeded in controlling a network of
oscillator neurons using this technique. This method might form the basic ingredient for constructing
a chaotic memory system as also proposed by Hoff [Hoff 1994]. By having many delay lines within a
neural network external stimulation can be fed into the system as the variation of signals of the values
k and τ.
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Figure 6.24: Applying GM perturbation to node i only
of a fully connected network of m neurons.
6.4 Periodic perturbation control method on discrete neural net-
works
Here we also tried using the periodic perturbation control [G¨ u´ emez and Mat´ ıas 1993] (or GM for short)
on discrete neural networks as in [Sol´ e and de la Prida 1995]. The details of this method can be found
in Section 5.7.2. In this experiment, we used an m-neuron fully connected network deﬁned as
xi(n + 1) = σT


m X
j=1
wijxj(n)

, (6.9)
with i = 1,... ,m, which is basically a m-dimensional map Xn+1 = FT(Xn), where X ∈ Rm.
Here σT(z) is as deﬁned in (6.4). (wij) is the connectivity matrix. With suitable connectivity, this
system can generate deterministic chaos [Wang 1991].
In the experiment, we applied the GM method on a single neuron of the m-network (see Fig-
ure 6.24), therefore we have the system
xi(n + 1) =σT


m X
j=1
wijxj(n)

(1 + γδ(n − pτ)), (6.10)
xk(n + 1) =σT


m X
j=1
wkjxj(n)

, (1 ≤ k ≤ m,k 6= i), (6.11)
as described in (5.65) and p is any natural number. A ﬁxed perturbation γ is applied at intervals that
are uniformly spaced by τ.
First we tried the control on the system m = 3 with T = 1/4 and the connectivity matrix [Wang
1991]
(wij) =



−5 5 −2
−25 25 −2
−2 2 −2


. (6.12)
The chaotic attractor of this system is shown in Figure 6.25.
Setting τ = 4 and γ = −0.1, the neural system quickly stabilised into a period-4 orbit {(0.449371,
0.499302, 0.499301)→(0.0476165, 0.7308, 0.0267278)→(0.999999, 1, 0.994788)→(0.000349632,
0.000349673, 0.000349626)}, as shown in Figure 6.26. It is very interesting that by applying a ﬁxed
amount of periodic perturbation to one of the nodes the whole system stabilises.
Similarly we performed the same experiment on a system with m = 4, T = 1/4 and the connec-
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Figure 6.25: Chaotic attractor for the neural
network with m = 3.
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Figure 6.26: Controlled result of node 3 of the
neural system. Control switched on at t = 101
and switched off at t = 300.
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Figure 6.27: A projection of the chaotic attrac-
tor for the system with m = 4.
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Figure 6.28: Signal from node 3 of the system
with m = 4 with control switched on at t = 101
and switched off at t = 300.
tivity matrix
(wij) =



 

−5 5 −2 0.1
−25 25 −2 0.1
−25 25 −2 0.1
−0.1 0.1 0.1 0.1



 

. (6.13)
A projection of this 4-dimensional chaotic attractor is shown in Figure 6.27. With the values τ = 2
and γ = −0.7 for the control, this chaotic system stabilised onto a period-6 orbit, {(0.000135249,
0.000451377, 0.000451377, 0.667242) → (0.566997, 0.573195, 0.573195, 0.566406) → (0.0042818,
0.0232216, 0.0232216, 0.612616) → (0.607799, 0.875801, 0.875801, 0.565106) → (0.0583833, 1, 1,
0.664534) → (0.999985, 1, 1, 0.739324)} shown in Figure 6.28, similar to the results from [Sol´ e and
de la Prida 1995].
This method is similar to the delayed feedback control. It suffers from a similar drawback that the
choice of the critical values τ and γ is important and there are no speciﬁc guidelines to choose these
values. There is also no formal theoretical explanation to support the success of this control technique.
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6.5 Discussion
Many control methods have been tried on some neural networks exhibiting chaotic dynamics. It has
been shown that stabilisation of unstable ﬁxed points is perfectly feasible. However, this relaxation
onto a ﬁxed point, with methods such as the OGY and the OJ techniques, is achieved by a control
external to the network itself rather than as an implicit consequence of network function. Also it seems
to be that the choice of the control parameter in such control techniques plays an important role in
successfully controlling chaotic neural networks. The experiments suggest that a small external signal
applying to the system inputs can control such a neural system fairly easily. This is also supported
by the GM control method and the delayed feedback control, which can successfully control a chaotic
neural system by employing perturbations to the system variables.
In fact, delayed feedback control can easily be imagined in a real biological neural network for
controlling its chaotic dynamics. Having feedbacks in neural systems is already known to enrich the
neural dynamics, by increasing the range of achievable periods in a network of oscillators as observed
by Baldi and Atiya [Baldi and Atiya 1994]. However, Baldi and Atiya did not consider chaotic dynam-
ics in their neural models. Therefore delayed feedback control might well be the only technique for
realising a chaotic neural memory system with the behaviour observed by Freeman [Freeman 1991].
However, further understanding of this control technique is required.
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Chapter7
Higher Dimensional Chaos Control
There is now an extensive literature demonstrating experiments on controlling low (usually 2 or 3)
dimensional chaotic physical systems using the original chaos control techniques, such as the OGY
method or similar variants. Most of these control methods, as introduced in the last chapter, are de-
signed for (or restricted to) low dimensional chaotic systems. We are interested in applying chaos
control techniques to higher dimensional chaotic systems. Using simulations, we apply several higher
dimensional chaos control techniques in an attempt to extract much more regular motion from a tum-
bling satellite. The chaotic behaviour of the satellite in our experiments uses linear feedback of the
angular velocities based on the original suggestion in [Leipnik and Newton 1981]. However, if only
this type of perturbation is used the attitude angles are essentially decoupled from the other equations.
To ensure that the system really does illustrate higher dimensional chaos we have introduced additional
non-linear perturbation terms dependent on the attitude angles.
First, a continuous delayed feedback control, is applied to the same chaotic satellite. Then we
implement the OJ control technique as introduced earlier. Finally, we experiment with the higher
dimensional control technique proposed in [Ding et al. 1996], which we shall refer to as the DYIDSG
method. This method assumes that there is only a times series of a single scalar variable available,
and the control strategy is similar to the original OGY method but extended for higher dimensional
chaotic systems. We present experimental results on the chaotic attitude control problem and compare
the difﬁculties and merits of each of these techniques.
The OJ method and the DYIDSG higher dimensional OGY method are both formulated for dis-
cretely updated systems. For the OJ method there are two possibilities: one can work with the full state
description at discrete steps or one can work with a single scalar variable and perform a reconstruction
of the dynamics using an embedding. The DYIDSG method, on the other hand, bases the control on
the assumption that only a single time series variable is available.
In addition both these methods of control require speciﬁcation of an unstable ﬁxed point which
will act as the target of the control method. In order to locate an unstable ﬁxed point one ﬁrst needs to
select a suitable jump time. However, for the purpose of comparison of these techniques, we should
try to apply the techniques to control onto the same stabilised behaviour.
ForillustrativepurposesweapplytheOJmethodusingtheﬁrstoption, i.e.adiscretelyupdatedvec-
tor which consists of the full state description, and the DYIDSG method using a suitably constructed
embedding vector.
Firstweapplythecontinuousfeedbackcontroltoachieveaperiodicmotion. Ifthefeedbackcontrol
signal vanishes on the stabilised orbit then this stabilised periodic motion is known to be an embedded
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unstable orbit of the original chaotic attractor [Pyragas 1993; Pyragas and Tamaˇ seviˇ cius 1993] and we
shall ensure that this is indeed the case. Having thus located an unstable orbit of the original system
(which in practice by other techniques is not actually that easy) we shall then use the same orbit again
in the other two control experiments, in order to compare the results. Based on this stabilised orbit, we
can construct the corresponding ﬁxed point in some form of discrete motion for the OJ method using
a full state description, and also in an embedding of a single variable for the DYSDSG control. In this
way we ensure that the same periodic motion is being controlled by all three control methods.
There are a number of available techniques for obtaining ﬁxed points and their associated jump
times, which we can broadly classify into two types. First, if the equations which govern the dynam-
ics are known we can employ iterative approximation methods using the equations [Sparrow 1982;
Sepulchre and Babloyantz 1993]. Alternatively we may not know the equations and therefore have
to examine time series information and possibly construct an embedding. Given that the jump time
and/or delay time have been determined from the time series the method described in [Schmelcher
and Diakonos 1997] could be used to determine one or more ﬁxed points. In fact in the case of the
chaotic satellite we know the equations and can easily determine an approximate unstable ﬁxed point
by iterative reﬁnement. However, the technique described in [Schmelcher and Diakonos 1997] is of
particular interest because it would appear to be closely related to the control method based on delayed
feedback [Pyragas 1992], and we shall discuss this relationship at the end of the experiments.
7.1 Satellite with chaotic dynamics
The dynamical system we seek to control is the rotation of a rigid body with external perturbing forces
chosen so that the resulting system exhibits chaotic behaviour. A similar stylised version of a real
satellite attitude control problem subjected to chaotic perturbation has been studied using a variety of
adaptive control techniques, see for example [Dracopoulos and Jones 1997; Konˇ car and Jones 1995].
We ﬁrst brieﬂy outline the dynamical equations which describe the system.
We imagine a satellite controlled by three pairs of thrusters on the mutually orthogonal principal
axes. This system is described by the Euler equations with additional terms to account for the effects
of the control torques, and we follow the notation of [Crouch 1984]. The system consists of kinematic
equations relating the attitude angles with the angular velocities, and dynamic equations describing the
evolution of the angular velocities [Crouch 1984; Meyer 1966].
The orientation of the satellite at a given point can be locally described in terms of three angles φ,
θ and ψ, which are successive clockwise rotations about inertial axes I, J and K respectively. The
corresponding rotation matrices are
Mx(φ) =


1 0 0
0 cosφ sinφ
0 −sinφ cosφ

, My(θ) =


cosθ 0 −sinθ
0 1 0
sinθ 0 cosθ

, (7.1)
Mz(ψ) =


cosψ sinψ 0
−sinψ cosψ 0
0 0 1

.
respectively. These successive rotations transform the inertially ﬁxed set of orthonormal axes I, J
and K (regarded as initially instantaneously coincident with the body axes) into the axes i, j and k
ﬁxed in the body. The angular position (the combined effect of the three rotation matrices (7.1)) can
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be described by a single orthogonal rotation matrix
A = MzMyMx
 
AAT = I

(7.2)
and for some purposes it is more convenient to work with this global representation. The evolution of
A may be expressed as
˙ A = S(ω)A (7.3)
where ω = (ωx,ωy,ωz) are the angular velocities of the satellite and S(ω) is the matrix deﬁned by
S(ω) =



0 ωz −ωy
−ωz 0 ωx
ωy −ωx 0


. (7.4)
Equation (7.3) is the kinematic equation of the satellite. Alternatively this can be represented
[Crouch 1984] as


ωx
ωy
ωz

 =


˙ φ
0
0

 +


1 0 0
0 cosφ sinφ
0 −sinφ cosφ




0
˙ θ
0


+


1 0 0
0 cosφ sinφ
0 −sinφ cosφ




cosθ 0 −sinθ
0 1 0
sinθ 0 cosθ




0
0
˙ ψ

 (7.5)
and on collecting terms and inverting we get the following form



˙ φ
˙ θ
˙ ψ


 =



1 sinφtanθ cosφtanθ
0 cosφ −sinφ
0 sinφsecθ cosφsecθ






ωx
ωy
ωz


 (7.6)
which, provided one uses an adaptive integration algorithm that can deal with isolated singularities, is
in some respects a more suitable form for solving by numerical integration, and this is the approach
adopted here. In general, numerical integration algorithms, such as Runge-Kutta, applied directly to
chaotic systems often lead to signiﬁcant cumulative errors. Recent studies of conservation algorithms
forthedynamicsofHamiltoniansystemsonLiegroupsusingthetechniquecommonlycalledsympletic
integration [De Vogelaere 1956] could be applied to the problem of an accurate integration of (7.3)
subject to the constraint AAT = I. The basic idea of sympletic integration algorithms is to design
into the procedure the constraints on the system which one knows in advance must apply, e.g. energy-
momentum conservation. If this is done carefully the resulting procedure will be much more accurate
than a conventional numerical integrator, see for example [Lewis and Simo 1994].
The dynamical equations are
Ix ˙ ωx = (Iy − Iz)ωyωz + Gx + Hx
Iy ˙ ωy = (Iz − Ix)ωzωx + Gy + Hy (7.7)
Iz ˙ ωz = (Ix − Iy)ωxωy + Gz + Hz
where Ix, Iy and Iz are the principal moments of inertia with respect to body axes; Gx, Gy and Gz
are the three control torques produced by the thrusters; and Hx, Hy and Hz are the perturbing torques
which can be chosen so as to force the uncontrolled satellite into chaotic motion.
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Figure 7.1: Chaotic attractor: phase portrait of
the angular velocities.
Figure 7.2: Chaotic attractor: phase portrait of
the attitude angles.
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Figure7.3: Chaoticattractor: angularvelocities
ωy against ωx.
Figure7.4: Chaoticattractor: angularvelocities
ωz against ωy
Earlier papers [Dracopoulos and Jones 1997; Konˇ car and Jones 1995] have taken Ix = 3, Iy = 2
and Iz = 1 with the perturbing torques deﬁned by



Hx
Hy
Hz


 =



−1.2 0
√
6
2
0 0.35 0
−
√
6 0 −0.4






ωx
ωy
ωz


 (7.8)
(a linear feedback matrix with suitable elements). These torques are chosen to be sufﬁciently large
to induce chaotic motion and are comparable in magnitude with the available thruster torques. The
dynamics of the satellite will then exhibit chaotic motion [Leipnik and Newton 1981].
However, by examining the dynamical equations in (7.7) and (7.8) one can see that these only
involve the angular velocities. Therefore these equations can be integrated without reference to the
attitude angles. To achieve a truly higher dimensional problem, and thereby obtain a more challenging
controlproblem, weintroduceextratermsinvolvingtheattitudeanglesφ, θ andψ intotheperturbation:



Hx
Hy
Hz


 =



−1.2 0
√
6
2
0 0.35 0
−
√
6 0 −0.4






ωx
ωy
ωz


 +



cosθsinψ
cosφsinθ
cosψ sinφ


. (7.9)
The chaotic attractor of the system deﬁned by (7.7) and (7.9) is shown in Figure 7.1 and Figure 7.2,
which show the phase portrait of the angular velocities for time duration of t = 500, and the phase
portrait of the attitude angles (modulus 2π) for time duration of t = 200, respectively. Figure 7.3
and Figure 7.4 show the cross sections of the attractor in Figure 7.1. We estimate the Lyapunov
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exponents using the technique described in [Parker and Chua 1992 p.80], with initial conditions of
ωx = 2, ωy = 4.1, ωz = 3, φ = θ = ψ = 0 and 50,000 integration time steps of size 0.01. In this
way the Lyapunov exponents for the system ξ = (ωx,ωy,ωz,φ,θ,ψ) are estimated to be {0.3629,
0.1313, 0.0174, −0.0077, −0.0721, −0.7509} to 4 decimal places. Having both positive and negative
Lyapunov exponents indicates that the dynamical system is indeed chaotic.
7.2 Continuous delayed feedback control
The continuous delayed feedback control technique described in [Pyragas 1992] and also in Sec-
tion 5.7.1 was tested on this satellite dynamical system. We chose the angular velocity ωz as the
feedback control variable and no restriction was applied to the magnitude of the control variable, i.e.
F0 = ∞, although the range of the resulting control torques was relatively small (see Figure 7.14).
Under this control regime the dynamic equations (7.7) become
˙ ωx =
(Iy − Iz)ωyωz
Ix
+
Hx
Ix
+
Gx
Ix
˙ ωy =
(Iz − Ix)ωzωx
Iy
+
Hy
Iy
+
Gy
Iy
(7.10)
˙ ωz =
(Ix − Iy)ωxωy
Iz
+
Hz
Iz
+
Gz
Iz
− k(ωz − ωz(t − τ))
where Hx, Hy and Hz are as deﬁned in (7.8) and τ is a delay time. Since nominally Gx = Gy =
Gz = 0, we can translate these delayed feedback perturbation equations into
˙ ωx =
(Iy − Iz)ωyωz
Ix
+
Hx
Ix
˙ ωy =
(Iz − Ix)ωzωx
Iy
+
Hy
Iy
(7.11)
˙ ωz =
(Ix − Iy)ωxωy
Iz
+
Hz
Iz
− k(ωz − ωz(t − τ)).
Hence the thruster Gz control is deﬁned to be
Gz = −Izk(ωz − ωz(t − τ)). (7.12)
In the experiment the control parameters are set to k = 0.5 and delay τ = 2.12, which leads to
the unstable periodic motion described in Figure 7.5 and Figure 7.6. In fact, many other values of
k and τ could also achieve periodic, or nearly periodic, motions. However ﬁnding such parameter
combinations is mainly a trial and error exercise. At present this is the principal weakness of this
control method. We would stress that the delay τ chosen in the control does not necessarily always
give a stabilised periodic orbit with time period τ (as suggested in the original paper [Pyragas 1992])
because sometimes the stabilised period can be a multiple of τ.
The results are shown in Figure 7.5 – Figure 7.15. Figure 7.7 shows the position of the controlled
orbit in relation to the chaotic attractor in the (ωy,ωx) state space. In this case, the stabilised motion is
≈ 2.12 second, i.e. close to the original set-up value of τ = 2.12. As we shall see, in comparison with
the OJ and DYIDSG experiments these results are very impressive:
• The only information regarding the state of the system used in the control calculation is the
angular velocity ωz (i.e. ﬁve of the six possible state variables are ignored).
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Figure 7.5: Phase portrait of angular velocities
of delayed feedback controlled motion.
Figure 7.6: Phase portrait of attitude angles
(modulo 2π) of delayed feedback controlled
motion.
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Figure 7.7: The desired periodic orbit in relationship with the chaotic attractor on the (ωy,ωx) state
space.
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Figure 7.8: Angular velocity ωx (delayed feed-
back control).
Figure 7.9: Angular velocity ωy (delayed feed-
back control).
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Figure 7.10: Angular velocity ωz (delayed
feedback control).
Figure 7.11: Stabilised attitude angle φ (de-
layed feedback control).
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Figure 7.12: Stabilised attitude angle θ (de-
layed feedback control).
Figure 7.13: Stabilised attitude angle ψ (de-
layed feedback control).
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Figure 7.14: Change of control torque Gz. Figure 7.15: Control torque Gz when satellite
is stabilised between t = 800 and 1200.
• Control is easily achieved using only one of the three thrusters.
• In contrast to the OJ and DYIDSG experiments no prior calculation and very little real-time
calculation is required.
• The system is easily stabilised into a periodic motion for which the control thruster adjustments
are very small, i.e. the energy cost of maintaining this behaviour is small as observed in Fig-
ure 7.14 – 7.15.
7.3 Direct Otani-Jones control
The Otani-Jones control method (OJ control) [Otani and Jones 1997a] appears to be a feasible control
technique for controlling high-dimensional chaotic systems and in this section we present some results
of applying the OJ method to the chaotic satellite system.
All six state variables, the angular velocities and the attitude angles, were used for the system state
ξ = (ωx,ωy,ωz,φ,θ,ψ) and the control parameters were the thruster torques Gx, Gy and Gz.
The OJ method is designed for discretely updated systems, so the ﬁrst step is to discretise the
system in a suitable way to ensure that controlling the corresponding unstable ﬁxed point/orbit of the
discrete system is equivalent to controlling the original ﬁxed point/orbit of the continuous system.
Normally we could generate data for analysis by numerically integrating the dynamical equations and
collecting observational data, say for 20,000 points in time steps of 0.1 second. However, in our case
we just sample the stabilised periodic orbit achieved from the continuous delayed feedback control
to obtain the target unstable periodic orbit of the discrete system. In our experience, it is easier to
achieve successful control if we sample the system in a small time steps. At the start of control we
ﬁnd the sampled point of the target orbit which is closest to the current system state. At each step
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we then choose the control solution which minimises the distance between the next system state and
the corresponding next sampled state of the target orbit. The whole process is basically tracking an
unstable orbit [Carroll et al. 1992; Gills et al. 1992].
We thus need to modify the original OJ method to accommodate this orbit tracking strategy. The
control strategy in (5.55) can be re-written as minimise

P
 
ξn−1(p0)

− ξ
target
n (p0) + δp1,n−1s1,n + ··· + δpl,n−1sl,n

2
. (7.13)
where ξ
target
n is the target next state on the unstable periodic orbit, and si,n is the sensitivity vector for
the ith parameter pi,n−1 at time n − 1.
Notice that now instead of using the original sensitivity vector, which normally is the change of
the ﬁxed point ξ
target
n due to the variation of the control parameter pi at time n, we use the sensitivity
vectors
si,n =
 
∂P
 
ξn−1,p1,n−1,... ,pl,n−1

∂pi,n−1
!
(1 ≤ i ≤ l), (7.14)
This is the change of the predicted next state of ξn−1 at time n, due to the variation of the parameters
applied at time n − 1, from the predicted state with all the parameters at their nominal values. Thus
a ﬁnal variation of the OJ method for tracking in this way is that the predictor function P is now
dependent on both the current system state as well as the system control parameter values.
In situations where the iterated map F is unknown we could imagine constructing a fast predictive
function P by training a neural network. However, in the present case, where we assume the equations
are known and the objective is to demonstrate the technique, there is no virtue in training such a
network and we shall therefore calculate P using F (i.e. by simply integrating the equations over the
jump time).
The unstable orbit in this experiment has a periodicity of T = 2.12, which we divide into 120 target
states. In this way we can ensure that at every control step relatively small parameter perturbations are
required. Of course, using such small time steps, together with appropriate control variations, the
satellite could be forced to any desired orbit, whether this orbit is an embedded unstable periodic orbit
in the original chaotic attractor or not. But the point here is to achieve the particular target, which
corresponds to an unstable periodic orbit of the original system, with small control perturbations.
In our experiment, the results indicated that using if the target periodic orbit is estimated inaccu-
rately then even with small time steps, it was very difﬁcult to control the system without using large
parameter perturbations.
Because the sensitivity vectors in (7.14) are now dependent on the current system state, they have
to be correctly estimated and recalculated at every time step. One way to achieve this for a real time
application is to use a neural network as demonstrated in [Oliveira et al. 1997], where the trained
neural network is used to calculate the sensitivity vectors for synchronisation of the chaotic systems
using OJ control. To get the information necessary to train such a network we would in practice use
the predictor P to analyse how the next (predicted) state changes with small variations in the control
parameters. However, for this experiment we simply collect data by making small variations of the
control parameters p at time n − 1 and then integrate the system forward to time n. This is repeated
about 50 times and then least squares ﬁt is used on the data so collected to estimate the sensitivity
vectors.
Finally the required control perturbation at time n − 1 is calculated according to (7.13). However,
the attitude angles φ, θ and ψ ( mod 2π) are not continuous and this would pose a problem for the least
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Figure7.16: Phaseportraitofangularvelocities
of OJ controlled motion.
Figure 7.17: Phase portrait of attitude angles
(modulo 2π) of OJ controlled motion.
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Figure 7.18: Changes of control torque Gx dur-
ing OJ control.
Figure 7.19: Changes of control torque Gy dur-
ing OJ control.
squares ﬁt step needed to calculate the required control perturbation. Therefore for the minimisation
step of the OJ method we replace the state description in terms of angular velocities and attitude
angles by a description using the orthogonal rotation matrix deﬁned in (7.2). The state description
then becomes
(ωx,ωy,ωz,a11,a12,a13,a21,a22,a23,a31,a32,a33) (7.15)
where aij is an element of the rotation matrix A as in (7.2).
The results appear in Figure 7.16 – 7.17 showing that under control the satellite follows the desired
unstable orbit. Note the close similarity to the results in Figure 7.5 – 7.6 for the delayed feedback
control. Figure 7.18 – Figure 7.20 show the control thruster torques Gx, Gy and Gz and Figure 7.21 –
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Figure 7.20: Changes of control torque Gz dur-
ing OJ control.
Figure 7.21: Changes of perturbing torque Hx
during OJ control.
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Figure 7.22: Changes of perturbing torque Hy
during OJ control.
Figure 7.23: Changes of perturbing torque Hz
during OJ control.
Figure 7.23 show the perturbing torques Hx, Hy and Hz acting on the satellite during the OJ control.
The control thruster torques are for the most part relatively small, compared to the perturbing
torques, which is in line with the original objective. Occasionally, there is a ‘burst’ of larger control
signals which we believe occurs because the ‘natural period’ of the controlled orbit does not quite align
with the period τ = 2.12 of the target, the ‘burst’ serving the function of bringing the two back into
phase for a while.
If the target orbit is not a very close approximation to an embedded unstable periodic orbit of
the original chaotic attractor, i.e. the target orbit has been estimated inaccurately, the control torques
required to achieve stabilisation are much larger. In our earlier attempts these varied in the range from
−10 to 10. However, in comparison with delayed feedback control, this method does require slightly
higher torques to control the satellite with a higher computational cost, in terms of constructing the
one-step predictor and the estimation of the sensitivity vectors.
7.4 DYIDSG control
In this section we ﬁrst describe the DYIDSG method in its original form [Ding et al. 1996] and then
report on our attempt to control the six-dimensional chaotic satellite system using only one thruster.
This is designed to enable us to contrast the method with the continuous delayed feedback experiment,
which also only used one thruster to achieve control.
In fact, despite all our efforts, the result of the DYIDSG experiment was not very successful and
we shall discuss some possible reasons after presenting the details. Perhaps one should not be too
surprised: in the original description of the DYIDSG method, only one control variable is used, but
this control is applied in discrete steps and so is held constant for variable periods. It might be that this
method could be effective if it were further extended to incorporate more control parameters.
The basic idea of the DYIDSG method [Ding et al. 1996] is to apply a sequence of small parameter
variations so as to force the system at the next several iterates into the stable subspace associated with
the unstable ﬁxed point or unstable periodic orbit. It is therefore a natural extension of the classic
OGY method. One essential ingredient of this method is to incorporate dependence of past parameter
variations in the control scheme, an extension ﬁrst described by Dressler and Nitsche [Dressler and
Nitsche 1992] for the original OGY method. The derivation of the control law is rather complicated
so we attempt only a summary below, see [Ding et al. 1996] for full explanation.
First assume that the original dynamical system can be described by a k-dimensional state variable
X. In experimental studies of chaotic dynamical systems, especially high-dimensional ones, it is
often the case that the only accessible information is a time series of some scalar function xn =
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h(X(n)). However, as shown by [Takens 1981], employing delay coordinates with a suitable delay
time, the high-dimensional dynamics from the time series (xn) can be reconstructed using the vector
zn assigned as
zn =

z(1)
n ,z(2)
n ,... ,z(m)
n
T def = (xn−m+1,xn−m+2,... ,xn)
T (7.16)
where m is the dimension of the reconstructed state space. For suitably large m, zn is generically a
global one-to-one representation of the system variable X(n).
Then the discrete map for zn is
zn+1 = R(zn,pn−m+1,pn−m+2,... ,pn) (7.17)
whereRgenerallydependsonalltheparametervariationseffectiveduringthetimeintervaln−m+1 ≤
t ≤ n spanned by the delay vector zt [Dressler and Nitsche 1992].
Assume there is an unstable ﬁxed point X(p) in the original attractor for p = p. 1 This is reﬂected
in the delay coordinates by
z(p) = R(z(p),p,p,... ,p) (7.18)
where z(p) = [x(p),x(p),... ,x(p)]T, T denoting the matrix transpose, and x(p) = h(X(p)).
The linear dynamics (without parameter changes) at the ﬁxed point z(p) can be described by the
m × m Jacobian matrix
J = [DznR(zn,pn−m+1,pn−m+2,... ,pn)]zn=z(p),pn−m+1=pn−m+2=···=pn=p (7.19)
where Dzn denotes the Jacobian matrix operator of partial derivatives. We denote the partial deriva-
tives due to the variations of the parameter (and the past values) by
B(m) =

Dpn−m+1R(zn,pn−m+1,... ,pn)

zn=z(p),pn−m+1=···=pn=p ,
B(m − 1) =

Dpn−m+2R(zn,pn−m+1,... ,pn)

zn=z(p),pn−m+1=···=pn=p ,
. . .
B(1) = [DpnR(zn,pn−m+1,... ,pn)]zn=z(p),pn−m+1=···=pn=p . (7.20)
Therefore, the local linear ﬂow near the unstable ﬁxed point is described by
zn+1 − z(p) = J(zn − z(p)) + (pn−m+1 − p)B(m)
+ (pn−m+2 − p)B(m − 1) + ··· + (pn − p)B(1). (7.21)
Because we are using delay coordinates from (7.16) the next iterate zn+1 = (z
(1)
n ,... ,z
(m+1)
n ) and
we can therefore write (7.17) in component form as
zn+1 =

z
(1)
n+1,z
(2)
n+1,... ,z
(m−1)
n+1 ,z
(m)
n+1
T
=

z(2)
n ,z(3)
n ,... ,z(m)
n ,r(zn,pn−m+1,pn−m+2,... ,pn)
T
(7.22)
1Only a ﬁxed point - ‘period 1’ orbit - is being discussed here. The technique can be extended and generalised for stabilising
a period-N orbit [Ding et al. 1996].
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where r is an appropriate function. We then see that most of the entries in the matrix J and the vectors
B are zero. Explicitly,
J =



 




0 1 0 ··· 0
0 0 1 ··· 0
. . .
. . .
. . .
. . .
. . .
0 0 0 ··· 1
a(m) a(m − 1) a(m − 2) ··· a(1)



 




m×m
(7.23)
and
B(i) = (0,... ,0,b(i))
T
1×m (1 ≤ i ≤ m) (7.24)
The estimation of a(i) and b(i) is discussed in the experiment.
Now assume that J in (7.23) has u unstable directions and s stable directions (s + u = m) with
eigenvalues λi satisfying |λ1| > |λ2| > ··· > |λu| > 1 > |λu+1| > |λu+2| > ··· > |λm|. Let
ei denote the corresponding eigenvectors. Then a possible control approach is to push the trajectory
zn+1 into the stable subspace spanned by the stable directions ei, (u + 1 ≤ i ≤ m), by suitable
parameter variations according to (7.21). Instead the DYIDSG method expands the original state space
as suggested in [So and Ott 1995], to a (2m−1)-dimensional space whose extended vectors are given
by
Y n =
 
zT
n,pn−m+1,pn−m+2,... ,pn−1
T
1×(2m−1) (7.25)
which includes zn and all the previous m − 1 variations of the parameter p. The equivalent unstable
ﬁxed point in the extended system then becomes become
Y =
 
z(p)T,p,p,... ,p
T
1×(2m−1) (7.26)
and the linear dynamics near the ﬁxed point will be
Y n+1 − Y = ˜ J(Y n − Y ) + (pn − p) ˜ B (7.27)
where
˜ J =

 


 




J B(m) B(m − 1) B(m − 2) ··· B(2)
0 0 1 0 ··· 0
0 0 0 1 ··· 0
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 1 ··· 1
0 0 0 0 ··· 0

 


 




(2m−1)×(2m−1)
(7.28)
with 0 an m-dimensional row vector of 0’s and
˜ B =
 
B(1)T,0,... ,0,1
T
1×(2m−1) . (7.29)
Now the eigenvalues of J are also eigenvalues of ˜ J with corresponding eigenvectors
ki =
 
eT
i ,0,... ,0,0
T
(1 ≤ i ≤ m) (7.30)
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in the (2m−1)-dimensional space. Suppose that the eigenvectors eu+1,... ,em of J corresponding to
the stable subspace are linearly independent. Then we can extend the set of s = m−u (stable) vectors
ku+1,... ,km by adding vectors km+1,... ,k2m−1 so as to construct a basis for the (2m − 1 − u)-
dimensional stable subspace analogue Es(Y ) of ˜ J. We note in passing that the m vectors of (7.30) are
insufﬁcient to span the (2m − 1)-dimensional expanded state space but the additional m − 1 linearly
independent vectors required to span the full state space are fairly easily found, as shown in [Ding
et al. 1996].
At this stage the idea of the DYIDSG control method becomes very similar to the original OGY
method. Suppose that at time n the system trajectory falls in the neighbourhood of Y called the
control region. To stabilise the subsequent motion around this ﬁxed point with u unstable directions, u
successive small parameter perturbations δpn,δpn+1,... ,δpn+(u−1) in such a way that the deviation
δY n+u = Y n+u − Y (7.31)
lies entirely in the stable subspace Es(Y ). For a short period the natural dynamics should then cause
the orbit to relax onto the ﬁxed point. The parameter can be set back to its nominal value p until further
parameter adjustments are required.
Without going into details, we should note that both ˜ J and ˜ JT have the same eigenvalue spectrum.
In fact, the contravariant unstable eigenvectors vi determined by
˜ JTvi = λivi (7.32)
for 1 ≤ i ≤ u have the property that they are orthogonal to the stable subspace Es(Y ) of ˜ J, i.e.
vT
i kj = 0 for j = u + 1,u + 2,... ,m,m + 1,... ,2m − 1. Then the control perturbations required
are simply obtained by solving
vT
1 δY n+u = 0,
vT
2 δY n+u = 0,
. . .
vT
uδY n+u = 0,
(7.33)
for pn,pn+1,... ,pn+(u−1). Although the solution gives us the next u perturbation values together
with pn at time n, in practice, it is preferable to compute pn at every iterate n to avoid the problem of
system noise.
7.4.1 Experimental description and results
In our experiment using the DYIDSG technique the thruster Gz is chosen as the control parameter with
the nominal value Gz = Gz = 0. We adhere closely to the method described in the original paper.
First we need to choose a hyperplane to create a Poincar´ e section to reconstruct a discretised
dynamics of this autonomous system. Unlike the original description of choosing a ﬁxed point from
the reconstructed dynamics on the Poincar´ e section for the control, we want to control the dynamics
onto the same unstable periodic orbit used earlier in the continuous delayed feedback experiment.
Therefore we have to choose a hyperplane which cuts the trajectory of this target orbit to obtain a
corresponding unstable ﬁxed point on this Poincar´ e section. The hyperplane ωz = 0.3 was chosen
and the original unstable periodic orbit is approximately at ξ = (1.30484, 2.59193, 0.30000, 1.23980,
0.57523, 3.63385) on this hyperplane.
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First we generated about 75000 data on this Poincar´ e section whenever the trajectory cut this
hyperplane. Thesedatawerethenusedforourdynamicreconstructionanddataanalysisforthecontrol.
Two different strategies for the reconstruction of the dynamics were tried with this experiment: the
interspike intervals reconstruction as introduced in [Ding et al. 1996] and the simple method of using
a single system variable on the Poincar´ e section to reconstruct the dynamics.
The interspike interval is the time interval In, required for the trajectory to return to a point on the
Poincar´ e section entering from the opposite halfspace to that from which it left. The interspike interval
is then used as the basis for an embedding for the purpose of reconstructing the system dynamics.
[Ding et al. 1996] demonstrated that In, the time between the (n − 1)th and the nth crossings of the
section, is uniquely determined by the original system dynamics and corresponds to a Poincar´ e map.
With interspike sampling the target orbit then becomes the ﬁxed point (IF,... ,IF) , where IF = 2.12
is the estimated period of the orbit stabilised by the delayed feedback control.
We reconstructed the dynamics with an embedding of dimension 8. The ﬁrst problem noticed
was that estimating the local linear dynamics was difﬁcult. For example, slightly increasing the local
region, or equivalently including a few more ‘close’ data point for linear approximation, caused the re-
sulting Jacobian to vary signiﬁcantly, for example to have a different number of unstable eigenvectors.
We followed the DYIDSG method to control the satellite using initial conditions close to the un-
stable ﬁxed point. The sensitivity vectors were estimated as described in the original paper. The result
is shown in Figure 7.24, which shows the variation of the interspike interval (if control had been suc-
cessful this should be approximately constant), and Figure 7.25, which shows the control signal Gz.
The control signal rapidly becomes zero, but this is because after initial control is lost the system does
not make a close return to the target state in the interspike interval space within the time period ob-
served. For a close return in interspike embedding space to occur the trajectory in the original state
space would have to make 8 successive close returns, which seems relatively unlikely. Unfortunately,
a smaller embedding space does not seem to capture the original dynamics very well.
Figure 7.26 shows the evolution of the angular velocity ωy against ωx from the time control was
initiated for approximately 10 interspike intervals. If control were successful this graph should be that
of a simple closed curve.
As we can see, this experiment was not very successful although at the ﬁrst 10 steps or so (See
Figure 7.26), the dynamics was under control. Later, once control was lost, the system came back only
in an occasional fashion, with control switched on for just a few steps. By reducing the maximum
allowed perturbation, the control could only produce a ‘trapped’ periodic behaviour which was not the
desired orbit. Having a larger allowed perturbation can lead to a ‘bifurcation change’ on the attractor
and in many cases, the trajectory does not then come back to the Poincar´ e section for several thousand
seconds. Many alternative settings were tried, such as changing the reconstruction dimension of the
embedding, reﬁning the approximation technique for the estimation of the Jacobian and the sensitivity
vectors, and incorporating the ﬁxed point tracking adaptive technique as reported in [Gluckman et al.
1997; Ding et al. 1997], but despite these efforts we were unable to achieve satisfactory control of the
system.
We next tried to reconstruct the dynamics by observing the system variable ωx on the Poincar´ e
section. The value ωx = 1.3048 was then used as our ﬁxed point value for constructing a delay
coordinate with an embedding, corresponding to the original unstable periodic orbit. We could not
achieve any successful control and similar problems arose. In comparison with the interspike interval
technique, this approach seemed to be performing less well - but since both attempts were essentially
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Figure 7.24: Interspike time interval In against
n during DYIDSG control.
Figure 7.25: Changes Gz against n during
DYIDSG control.
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Figure 7.26: The dynamics gradually moves away from the desired orbit being under control pertur-
bations.
unsuccessful this does not say a great deal.
Even without successful control, we have learnt that there are many problems which seem to affect
this control method when applied to higher dimensional chaotic systems. The ﬁrst problem is that for
higher dimensional systems the local linear dynamics is not necessarily easy to estimate even with a
reasonably large observed data set. Similarly, performing an accurate sensitivity analysis is difﬁcult,
due in part to the fact that it is not obvious how to determine the size of local region which deﬁnes
which embedding vectors (from the observed data set) to include as ‘close’ points.
By examining the cross sections of the angular velocities in Figure 7.3 – 7.4 and Figure 7.7, es-
pecially in the region where our desired periodic orbit is situated, we can see how difﬁcult it is to
estimate the local dynamics (with suitable linearisation) using a ﬁnite set of data (the calculation of
the sensitivity vectors was extremely time consuming). Examining Figure 7.7 closely shows the dy-
namics, corresponding to the next 10 iterates on the Poincar´ e section has discontinuities. This graph
is plotted based on the information of the actual state on the Poincar´ e section and the return time, then
the dynamics is numerically integrated from each initial condition for a period corresponding to the
‘return time’. The gaps clearly indicate the problem of tracking the point at which the trajectory hits
the hyperplane. Therefore, a combination of inaccurate estimates for the eigenvectors and sensitivity
vectors, and the cumulative small inaccuracies of numerical integrations due to ﬂoating point errors
for the chaotic dynamics, contributed to the difﬁculty of this experiment. In other words, the DYIDSG
method seems to be highly sensitive to the accuracy of the eigenvectors and the sensitivity vectors.
Intuitively, we could reasonably ask: how can we expect a single control parameter, ﬁxed for the (vari-
able) period of each control step, to effectively perturb a (say) 10-dimensional chaotic system onto a
stable behaviour?
The DYIDSG method may be effective in controlling systems with dimension higher than two or
three (which is the limit of the original OGY) by using a slightly higher dimensional embedding. How-
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ever, this does not mean that the current form of the method can be used successfully on problems with
a much higher dimension which, very often in practice, may require several parameter perturbations.
In our example more thrusters could be used, but without a reformulation of the method there is no
effective way to incorporate this fact into the control.
7.5 Summary of experiment results
Both the OJ and DYIDSG methods require considerable observation and calculations prior to imple-
menting the control method. In practice, both methods require the location of an unstable ﬁxed point
from observational data. For higher dimensional systems (even without embedding) we are likely to
need a very long sequence of observations in order to derive suitable delay and jump times and extract
an unstable ﬁxed point. If an embedding technique is used on a sequence of observations of a single
system variable then we need to employ efﬁcient techniques for the choice of delay and jump times.
For both the OJ and DYIDSG methods we also need to perform a sensitivity analysis from observations
of the system under small control parameter variations. All this analysis is required before control can
be turned on. The real-time computational requirements of the OJ method are a fast pseudoinverse cal-
culation, whereas the overhead of the DYIDSG is comparable to the OGY calculation, i.e. relatively
low.
However, we have seen that DYIDSG control seems to be ineffective against our high-dimensional
problem. This is due in part to the fact that only one control parameter perturbation is allowed, as
opposed to using all three thrusters for the OJ method. Also in DYIDSG control the single thruster
produces a ﬁxed torque for a much longer period of time, where each time length depends on the return
time for the trajectory to the Poincar´ e section. In contrast, the successful result of the Pyragas’ delayed
feedback method relies on the small, continuous variation of a single control thruster.
Numerous experiments on low dimensional systems have been reported using Pyragas’ delayed
feedback method [Cooper and Sch¨ oll 1995; Namaj¯ unas et al. 1995; Qu et al. 1993] or its discrete
equivalent, i.e. applied on a Poincar´ e section rather than in continuous time, see [Oliveira and Jones
1998; Tsui and Jones 1999b]. In the second case if the system is described by a map ξn+1 = F(ξn)
and the controlled dynamics by
ξn+1 = ξn + Λ(F(ξn) − ξn) (7.34)
where Λ is a matrix deﬁning the feedback constant, e.g. in the case of our satellite experiment if we
just consider the angular velocities
Λ =



0 0 0
0 0 0
0 0 k


, (7.35)
then if the method is successful the control perturbation(s) approach zero. In this case the system
dynamics stabilises onto an unstable ﬁxed point of the original (uncontrolled) system. Thus one could
also consider the technique as a method of ﬁnding unstable ﬁxed points, provided one has already de-
termined a suitable jump time. In essence this is the technique described in [Schmelcher and Diakonos
1997] for determining unstable ﬁxed points.
In [Schmelcher and Diakonos 1997] the matrix Λ is required to be invertible with sufﬁciently small
components. If d is the dimension of the system then the d × d matrix Λ is chosen so that Λ = λC,
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with 1  λ > 0, where in practice C is chosen from a set of d!2d matrices which correspond to
special reﬂections in space and have components in {0,±1}. Each matrix C stabilises a whole class
of unstable periodic orbits, rather than a single ﬁxed point.
Thus the method described in [Schmelcher and Diakonos 1997] to locate unstable periodic orbits
can be viewed as a discrete equivalent of Pyragas’ control method, but with much stronger restrictions
on the matrices Λ. Since we know that Pyragas’ method works in many cases without such restrictions
it seems likely that what is important here is that the effect of Λ is contractive, or at least contractive on
average. When the method of Pyragas stabilises the original system it might be because the Lyapunov
exponents along the trajectory of the extended system are all negative, but in practice it is often the
case that the trajectory converges rapidly to the ﬁxed point and remains there.
Thus the important theoretical issue becomes for which systems and under what constraints on
Λ can trajectories of the extended system be proved to either have negative Lyapunov exponents or
stabilise to a ﬁxed point. A satisfactory answer to this question would provide both a theoretical basis
for a very effective control method and simultaneously offer an elegant method of locating unstable
ﬁxed points or periodic orbits, thereby extending our understanding of [Schmelcher and Diakonos
1997]. A possible approach is indicated in [Oliveira and Jones 1998; Tsui and Jones 1999b] as well as
in the next chapter, which discusses the relevance of probabilistic local stability.
In this chapter we have compared three methods of controlling a six dimensional chaotic system.
Both the OJ and the DYIDSG method require prior observations and computation, in particular the
location of a suitable unstable ﬁxed point, and both require a detailed sensitivity analysis. In each case
the real-time computational overhead is reasonable but signiﬁcant. The results for the OJ stabilisation
were more satisfactory than those for the DYIDSG method (with which we were not able to achieve
effective control).
We have also illustrated the Pyragas’ method in its original continuous-time form using a single
delayed feedback variable applied to the same system. The advantage of Pyragas’ method is that no
prior calculations of any kind are required and the real-time computational overhead is trivial. It seems
remarkable that:
• The only information regarding the state of the system used in the control calculation is the
angular velocity ωz (i.e. ﬁve of the six possible state variables are ignored).
• Control is achieved using only one of the three thrusters.
7.6 Discussion
The results of the control of the chaotic satellite provide a better understanding of the problems of
control of a higher dimensional chaotic system. The conclusion of these experiments have already
been discussed in Section 7.5. In summary, these experiments suggest that a rigorous analysis of
Pyragas’s method is long overdue.
We have tried to provide an analysis of the delayed feedback control technique in Section 5.7.1
on a simple system. (We also attempted to provided a similar analysis on the satellite but the result
is not conclusive and unsatisfactory, due to the fact that stabilised motion is complicated. The basin
of attraction of this particular stabilised orbit analysed also is small and therefore, it was difﬁcult
to study how arbitrary orbits stabilise onto this orbit with random initial starting states.) Although
preliminary, this has enabled us to better understand this control method and leads us into the idea
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that the delayed feedback control technique may be the essential building ingredient for constructing a
stimulus-response neural system based on chaos control. Having such delayed feedback connections
within a biological neural system is not hard to imagine.
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Chapter8
An Artiﬁcial Chaotic Neural
Stimulus-Response System
On the basis of studies of the olfactory bulb of a rabbit [Freeman 1991] Freeman has suggested an
interesting model of recognition in biological neural systems via stabilisation of neural chaotic dy-
namics as discussed in Chapter 1. In this chapter we propose a chaotic iterative neural system which
does produce stimulus-response behaviour similar to that observed by Freeman in a biological system.
Our proposed system is based on the delayed feedback control idea which has proven very valuable in
chaos control applications.
8.1 Construction strategy - an introduction
To construct such a neural system, we require some form of chaos control. There is now an exten-
sive literature demonstrating experiments on controlling chaotic physical systems using the original
chaos control techniques, such as the OGY method [Ott et al. 1990] or its similar variants as also
described and investigated in earlier sections of this work. Many such methods require careful and
systematic analysis of the chaotic dynamical behaviour, such as the OGY method, OJ method and the
high-dimensional DYIDSG control, which is usually difﬁcult and computationally expensive, before
successful control can be achieved. Moreover, such control techniques are external to the system be-
ing controlled, whereas for a neural system to behave as described by Freeman the control should be
intrinsic to the neural dynamics.
Therefore for constructing an iterative neural model, we implement a much simpler delayed feed-
back control, similar to Pyragas’ original continuous delayed feedback [Pyragas 1992]. One of the
attractions of this method is that it has a very low computational overhead, shown in Section 7.2 on
the control of a chaotic satellite for the continuous case, and so is extremely easy to implement in
hardware. It would also be very easy to implement in biological neural circuitry and so offers one
plausible mechanism whereby such stabilisation might occur.
We use the chaotic neural network described in Section 6.1.2 for out chaotic iterative neural net-
work. Delayed feedback is then introduced into the model and this provides a mechanism for stabil-
isation onto unstable periodic behaviours. The particular unstable periodic orbit which is stabilised
depends quite strongly on the precise character of the applied stimulus. Thus the system can act as an
associative memory in which the act of recognition corresponds to stabilising onto an unstable peri-
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Figure 8.1: Delayed feedback on chaotic neural net.
odic orbit which is characteristic of the applied stimulus. The entire artiﬁcial system therefore will then
exhibit an overall behaviour and response to stimulus which precisely parallels the biological neural
behaviour observed by Freeman.
8.2 Delayed feedback applied to the chaotic neural net
A simple delayed feedback, similar to the Pyragas’ delayed feedback, can be added to the chaotic
neural net to control the chaotic behaviour with a careful choice of the parameters k and τ. The basic
control setup of the neural model is shown in Figure 8.1. Here the trained chaotic feedforward neural
net described earlier in Section 6.1.2 is now equipped with extra delayed feedback control circuitry,
which is activated on presentation of an external stimulus. The delayed feedback is added to the state
variable yn to effect the control. External stimulation is performed by feeding signals into input line xn
of the network. Let FF be the feedforward network mapping such that FF[(xn,yn)] = (xn+1,yn+1)
then the controlled system with external stimulation sn at time n is described by
(xn+1,yn+1) = FF[(xn + sn,yn + pn)] (8.1)
where pn = k(yn−τ − yn) is the delayed feedback control signal.
After some initial investigation we ﬁxed k = 0.5 and τ = 6 for the experiments. These values
stabilised the system with control switched on but with no external stimulus present. Other values of
k and τ can also stabilise the system (xn,yn) successfully.
We imagine that the presence of an external stimulus excites (activates) the control circuitry which
is otherwise inhibited. Thus to achieve a stabilised dynamical regime in response to a stimulus the
control is switched on at the same time as the external signal is fed into the input line xn. By varying
the external signal in small steps and holding the new setting ﬁxed long enough for the system to
stabilise we can observe the response of the network to small changes in stimulus.
In Figure 8.2 the system is iterated for 100 cycles to eliminate any initial transients. Next an
external constant stimulus sn = s is applied for 400 steps. In Figure 8.2 the stimulus is varied in steps
of 0.025 over the interval [0, 1] every 400 network iterations. We can see that the system exhibits
a fairly ‘smooth’ transition of stabilised behaviour from one stimulus to the next. For the most part
in this case the response is a 1-period behaviour but a 2-period behaviour is also exhibited after the
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Figure 8.2: Responses of xn and yn and the size of delayed feedback control signal pn due to external
constant stimulation of [0,1] varying in steps of 0.025. The stimulus changes at 400 iteration steps
after an initial 100 iterations to eliminate transients. The control parameters were k = 0.5 and τ = 6.
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Figure 8.3: Responses of xn and yn to presentation and removal of stimulus 0.2 with and without
control. Intervals labelled ‘s’ indicate the presence of the stimulus, intervals labelled ‘c’ indicate con-
trol is switched on, a label ‘sc’ indicates both, and no label indicates no stimulus and no control. The
particular regime is changed every 200 iterations after 100 iterations have been allowed for transient
removal. k = 0.5 and τ = 6.
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Figure 8.4: Bifurcation diagrams for the outputs xn+1 and yn+1 using an external variable s added to
the input xn.
strength of the external signal crosses a threshold at around 0.8 which is therefore a bifurcation point.
For a stimulus sn = s with s > 0.2 the delayed feedback control signal quickly becomes small, which
indicates that the system has stabilised onto one of its own unstable periodic behaviours. However, for
a stimulus sn = s with s < 0.2 a large feedback control signal pn often seems to create some new
periodic behaviour.
We can study the response of the system as the stimulus 0.2 is applied and removed and as control
is turned on and off. This is shown in Figure 8.3. In general terms the system stabilises after about
50 iterations. If the stimulus is applied without control the dynamical regime seems not to correspond
to an unstable periodic behaviour of the original network, but with control switched on the dynamics
quickly stabilises to a 1-period corresponding to an unstable periodic behaviour of the iterated network.
Note that in the transition sc → s of Figure 8.3, in which control is removed but the stimulus
remains, surprisingly the system shifts from a 1-period to a 2-period, rather than reverting to the more
chaotic regime illustrated in the ﬁrst 400 step interval, where the same stimulus without control proved
unable to stabilise the system.
In some cases, the external stimulation signal is enough to stabilise the system without switching
on the control module. The explanation of this might be that when such an external signal is strong
enough, or it is a particular kind of signal, it may shift the underlying dynamics from a chaotic region
into a periodic region in the bifurcation diagrams, as shown in Figure 8.4. This ﬁgure originally
appeared in [Tsui and Jones 1997] which studied the same feedforward neural network.
Apart from a constant external stimulation signal applied to one of the inputs, other forms of sn
can also be used. Low period square waves can also result in stabilised periodic responses as shown in
Figure 8.5.
A completely different way of applying a stimulus was suggested in [Hoff 1994]. The stimulus can
be applied directly to the control variable k. In this way different behaviours can be achieved by using
the external signal sn to directly modify k. Some results of this type of control applied to our system
are illustrated in Figure 8.6.
These experiments are merely illustrative and many variations are possible. For example, delayed
feedback control could equally be applied to several (or all) of the network outputs. With the same τ
and multiple feedbacks it should be easier to achieve stabilisation compared to the case where feedback
is applied to just one variable. However, if delayed feedback on different network outputs also had
differing τ then the outcome is less predictable. There remain many possibilities for exploring this
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Figure 8.5: Responses of xn and yn and the size of delayed feedback control signal pn due to the peri-
odic stimulation sn = {j,0,j,0,...} of strength j from 0 to 1 in steps of 0.05. The stimulus changes
at 400 iteration steps after an initial 100 iterations to eliminate transients. The control parameters were
k = 0.5 and τ = 6.
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Figure 8.6: Responses of xn and yn and the size of delayed feedback control signal pn due to the
external signal sn added to the value k from -0.5 to 0.5 in steps of 0.025. The stimulus changes every
400 network iterations (after 100 initial iterations with no stimulus and no control. k = 0.5 and τ = 6).
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type of neural model.
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Figure 8.7: The response of the system to noise. The stimulus sn is replaced by snr at each iteration
step, where r is Gaussian noise with mean 1 and variance Var(r) = 0.005. The stimulus changes at
400 iteration steps after an initial 100 iterations to eliminate transients. The control parameters were
k = 0.5 and τ = 6.
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Figure 8.8: The response of the system to noise. The stimulus sn is replaced by snr at each iteration
step, where r is Gaussian noise with mean 1 and variance Var(r) = 0.01. The stimulus changes at
400 iteration steps after an initial 100 iterations to eliminate transients. The control parameters were
k = 0.5 and τ = 6.
We also investigated the response of the system when sensory input was perturbed by stochastic
noise. The stimulus was perturbed at each iteration step by multiplying it by Gaussian noise with a
mean of 1 and a variance σ, where σ varied from σ = 0 to σ = 0.1. The response was surprisingly
robust as illustrated in Figures 8.7 – 8.9. These results should be compared with the non-noisy case
of Figure 8.2. The noisy dynamics remain essentially unchanged, although as one might expect the
attractor becomes progressively ‘blurred’ as the noise level increases.
8.3 Local stability analysis
As we have seen earlier, little theoretical analysis is available for the Pyragas method of continuous
delayed feedback control, let alone for the discrete form of the method used here. However, a discrete
version of a variation of Pyragas’ method has already successfully been applied to the synchronisa-
tion of two identical iterative chaotic maps in [Oliveira and Jones 1998]. The version used there for
synchronisation is similar to but not identical to the method used here for stabilisation and that pa-
per contained a suggestive account of the local stability properties. We gave a similar analysis for a
continuous system in Section 5.7.1.
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Figure 8.9: The response of the system to noise. The stimulus sn is replaced by snr at each iteration
step, where r is Gaussian noise with mean 1 and variance Var(r) = 0.1. The stimulus changes at
400 iteration steps after an initial 100 iterations to eliminate transients. The control parameters were
k = 0.5 and τ = 6.
We next try to provide a similar empirical analysis for the method of stabilisation proposed here
in the case where no external stimulus is present. First, we note the stabilised state when control is
switched on with k = 0.5, τ = 6 and no external stimulus is applied. This gives a 2-period controlled
behaviour {ξF1,ξF2} = {(0.81808, 0.569261), (0.543838, 0.264166)}.
If we again deﬁne a measure of contraction
µn =
min(|ξn+1 − ξF1|,|ξn+1 − ξF2|)
min(|ξn − ξF1|,|ξn − ξF2|)
(8.2)
towards {ξF1,ξF2} from step n to step n + 1 then µn depends on the eigenvalues of the Jacobian of
the associated four dimensional system {ξn,ξn+1} in the vicinity of {ξF1,ξF2} and these (although
bounded) can be much larger than 1. Thus it is simply not true that with this control method the system
will monotonically approach the unstable periodic behaviour. However, if we examine the effects of
control after several iterations we ﬁnd that the probability that the cumulative net contraction becomes
small is very large.
To establish this we generate a random initial point ξ0 and iterate the controlled system. At the nth
iteration we deﬁne
ρn =
min(|ξn − ξF1|,|ξn − ξF2|)
min(|ξ0 − ξF1|,|ξ0 − ξF2|)
. (8.3)
The quantity ρn gives us an measure of the extent to which after n iterations with control the system
has contracted towards the unstable 2-period.
By showing that ρn becomes small with high probability, i.e. that ρn → 0 as n → ∞, where the
convergence is in probability, we can establish that the method is probabilistically locally stable.
We repeated the calculation of ρn for 1000 different initial starting points and n ≤ 80 and created
histograms showing the frequency of ρn against the value. These results are shown in Figure 8.10.
These histograms suggest that ∀ > 0,
P[ρn < ] → 1 (8.4)
as n → ∞. Thus the system without stimulus is probabilistically locally stable.
The application of an external stimulus basically modiﬁes the system dynamics by shifting the
dynamic behaviour along the bifurcation diagrams as mentioned earlier. Many new chaotic and non-
chaotic behaviours are produced by the neural system which are different from its initial built-in dy-
namics without stimulation. Thus the delayed feedback control seems to act as a supporting tool for
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Figure 8.10: Histograms of ρn at n = 20 (top left), 40 (top right), 60 (bottom left), 80 (bottom right)
of 1000 random initial starting points for control k = 0.5 and τ = 6.
stabilising the system into periodic states. Although there is insufﬁcient theoretical explanation for the
dynamical behaviour of our neural system, the above heuristic analysis seems to ﬁt very well with the
observed simulation results.
8.4 Generic stimulus-response neural model
In fact, we can generalise the model shown in Figure 8.1. The chaotic feedforward network can be
trained and modelled on a known chaotic time series, using our irregular embedding technique with
the embedding found by using the Gamma test technique shown in Section 4.2.3.
A generic scheme of such stimulus-response recurrent network is shown in Figure 8.11. The single
output of the network feeds back into inputs using delay buffers accordingly to a suitable embedding
– i.e. should contain enough information for predicting the next system state. A multiple of delayed
feedbacks can be used for each input of this recurrent neural network as control lines (based on the
idea from Pyragas’ delayed feedback control). The control module shown in Figure 8.11 is similar to
the one as shown in Figure 8.1 and the control perturbation for the ith input at each iterate n is
ki(xi(n − i) − xi(n − i − τ)) (8.5)
where ki and τ are the usual parameters as in the Pyragas delayed feedback control. Each control
perturbation signal should be switched on and off in the control module as in the earlier example. In
the diagram, τ is the same for each control perturbation but of course, we could set τ to be different on
each control line. External stimulus to the network can be applied to the controlled inputs as shown in
the diagram. The control module should switch on automatically and simultaneously whenever there
is an external simulation. Variations of stimulation, such as on the control delayed feedback lines, as
shown earlier may also be used.
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Figure 8.12: Response signal on x(n − 6) with control signal activated on x(n − 6) using k = 5 and
τ = 0.414144 and without external stimulation.
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Figure 8.13: Response signals on network output x(n) and on observation point (on delay line) x(n−
6), with control signal activated on x(n−6) using k = 5 and τ = 0.414144 and with constant external
stimulation sn added to x(n − 5), where sn varies from -1 to 1 in steps of 0.05 at each 400 iterative
steps (indicated by the change of Hue of the plot points) after initial 20 transient steps.
8.4.1 Examples
Using the neural network trained on the Mackey-Glass time series as in the example in Section 4.2.3,
we can construct a stimulus-response neural system based on the generic model described. There
follows a gallery of different responses of the system using different settings of controls and external
stimulation. The response signals of the system can be observed at the output x(n) of the feedforward
neural network module or the “observation points” on the delay lines x(n − 1), ..., x(n − d), as
indicated in Figure 8.11. Due to the increased complexity of this neural system, of course, not all
possible settings are tried and presented.
We use k = 5 and τ = 0.414144 for our control parameters on all the possible feedback control
lines. The control is applied to the delayed feedback line x(n − 6). Without any external stimulation
and using only a single control delayed feedback, the network quickly produces a periodic response as
shown in Figure 8.12.
Figure 8.13 shows the signals on the output x(n) of the feedforward neural network module and
x(n − 6) (observed at the observation point on the delay line x(n − 6)) with the control signal on
x(n − 6) using k = 5 and τ = 0.414144 and with external stimulation sn added to x(n − 5). This
simple combination using a single control line plus a stimulation on the delay line already produces
a variety of dynamical behaviours, but when the external stimulus is high, the system appears to be
chaotic.
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Figure 8.14: Response signals at network output x(n) and at the observation points on x(n − 6) and
x(n − 5) delay lines with control signal activated on all delay lines using k = 5 and τ = 0.414144
with external stimulation sn added to x(n−6), where sn varies from -1 to 1 in steps of 0.05 changing
at every 500 iterative steps (indicated by the change of Hue of the plot points) after initial 20 transient
steps.
The precise results depend on which delayed feedback control lines are activated. Using the same
multiple control settings for all delay lines, the system can be stimulated on the delay line x(n − 6)
(just after the delay buffer) by a constant external signal sn, where sn varies from -1 to 1 in steps of
0.05 at every 500 iterations after the ﬁrst 20 steps of transient. The result of the signals on x(n) and at
the observation points on the x(n − 6) and x(n − 5) delay lines are shown in Figure 8.14 and exhibit
highly periodic stabilised behaviour for some stimuli. In some cases, some response signals seem to be
quasi-periodic. Figure 8.15 illustrates another example using two different external stimulation signals
at x(n − 5) and x(n − 6) and achieving a wide variety of periodic responses.
Even without external stimulation, we see quite signiﬁcant modiﬁcations of the dynamics when
different conﬁgurations of delayed feedback control lines are activated, using k = 5 and τ = 0.414144
for each control lines. Figure 8.16 illustrates, after ﬁrst 20 transient iterations without any control, the
response signals of the network due to a sequence of different delayed feedback settings which change
at every 1200 iterative steps. Only particular ranges of multiple delayed feedbacks can stabilise the
chaotic system into a high periodic response.
In general, using the generic model we can produce different types of network exhibiting different
types of chaotic attractors and reproduce a rich variety of stabilised dynamical behaviours using only
suitable delayed feedback control and external stimulation of the network. The resulting behaviour is
comparable to the behaviour observed by Freeman as noted several times previously. This section has
provided only a glimpse of the possibilities inherent in using these models.
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Figure 8.15: Response signals on the network output x(n) and at the observation points on x(n − 6)
and x(n−5) delay lines with control signal activated on all delay lines using k = 5 and τ = 0.414144
and with external stimulation, s
(1)
n added to x(n − 6), where sn varies from -0.5 to 0.5 in increasing
steps of 0.05, and s
(2)
n added to x(n−5), where sn varies from 0.5 to -0.5 in decreasing steps of 0.05,
changing at every 500 iterative steps (indicated by the change of Hue of the plot points) after initial 20
transient steps.
8.5 Discussion
We have shown how a conventional artiﬁcial feedforward neural network equipped with delayed feed-
back control can simulate the type of rest behaviour and response to stimuli observed by Freeman in
the olfactory bulb of the rabbit. The system is in effect an associative memory in which the act of
recognition corresponds to the stabilisation of the system onto an unstable periodic orbit characteristic
of the applied stimulus.
If the dynamics are chaotic then unstable periodic orbits are dense on the chaotic attractor and
there are inﬁnitely many of them. Thus such an associative memory for which the computations are
performed to an arbitrary precision could in principle accommodate inﬁnitely many memories; at any
rate such a system is not subject to the conventional Hopﬁeld upper bound of 0.15n, where n is the
numberofneurons[Amitetal.1987]. Ofcourse, fortheHopﬁeldnetthesituationisratherdifferent. In
the Hopﬁeld model memories are associated with speciﬁed (preferably uncorrelated) point attractors,
whereas in the present model memories are associated with unstable periodic behaviours which cannot
be speciﬁed ab initio. This introduces the possibility of responding to stimuli over varying time scales.
The experiments here were based on high precision digital simulations. In a low arithmetical
precision analog implementation it is possible that much of the rich variety of dynamical behaviour
would be lost.
Nevertheless, the model has a certain compelling simplicity which is suggestive. The responses
described are intrinsic to the network model and control is not artiﬁcially applied from outside the
network itself. The method of delayed feedback control is simple to apply in hardware and feasible in
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biological neural circuitry.
As with the many applications of the method of Pyragas to control more conventional chaotic dy-
namics our approach lacks a full formal analysis. However, we have investigated the local stability
properties of the method applied to the particular model described here and have concluded that al-
though control is not stable in the conventional sense it is nevertheless probabilistically locally stable.
The experiments described raise several interesting issues. An investigation of essentially the same
model could be performed with delayed differential equations using a more biologically accurate de-
scription of the neurons. As in [Tsui and Jones 1999a] and Chapter 7, we describe delayed feedback
control applied to the stabilisation of a six dimensional smooth dynamical system and this illustrates
that the ideas described here could quite probably be applied successfully to a similar model based on
differential equations.
Another question which naturally arises is whether ‘the basin of attraction’ of a particular unsta-
ble periodic orbit, which has emerged as the response to a speciﬁc stimulus, could be ‘widened’ by
repeated presentations using some form of weight adjustment based on Hebbian learning. The crit-
ical aspect to investigate here would be whether this could be done without destroying the essential
underlying chaotic dynamics or other conditioned responses.
The periodic responses exhibited are common in coupled oscillator models (e.g. [Stewart 1992])
which are very different from the model described here. It is therefore interesting to note that, by incor-
porating delayed feedback, periodic neural responses can be achieved with an essentially conventional
feedforward neural network model without the introduction of an oscillator neuron.
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Chapter9
Conclusions
During this work, many diverse and interesting topics have been investigated:
• Smooth data modelling implementing techniques based on various paradigms, including the
study of feedforward artiﬁcial neural network (FANN) modelling approaches and other aids for
improvement in modelling, e.g. the Gamma test and embeddings;
• A study of chaos and the applications of chaos control on a variety of chaotic systems, including
controlling simple chaotic neural systems and the high dimensional satellite attitude control
problem;
• An experimental chaotic artiﬁcial neural system under external stimulation together with the
effects of delayed feedback control.
All of these ideas have led us to the accomplishment of the original goal, of constructing a chaotic arti-
ﬁcial neural network capturing the stimulus-response behaviour observed by Freeman in the biological
network of neurons in the olfactory bulb of a rabbit.
This chapter, beside giving a concise summary of the work achieved so far, also revisits some of
the essential ideas and techniques discovered during the whole investigation. However, due to the
diversity of the topics studied, many unveriﬁed methods and thought-provoking concepts suggested by
this research are also highlighted for possible future investigation.
9.1 Achievements
To construct our chaotic stimulus-response model we have had to examine a number of diverse ideas.
Smooth data modelling
We ﬁrst studied the ability of a feedforward neural network (FANN) to model an arbitrary smooth
function from inputs to outputs. In principle such networks can play the role of universal approxima-
tors but in practice ﬁnding the architecture, weights and thresholds, and the number of training data
required, so that the network will model a given function to a given degree of precision, is not such a
simple process.
With this in mind we examined the construction of FANNs using Lapedes’ graphical approach.
This graphical approach, originally used simply to explain why neural networks could act as universal
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approximators, suggested a technique for constructing neural networks to approximate a surface by
combining a series of neural modules (generating ‘sigmoidal surfaces’).
We then investigated the Gamma test, which emerged as an invaluable tool for data modelling in
this research. Essentially, the use of the Gamma test together with the Lapedes’ recipe for surface
construction enables us to estimate the complexity of the neural architecture required directly from the
data. We have exploited the possibility of using the slope value returned from the Gamma test applied
to the the training data, to estimate the minimal architecture necessary for modelling the input-output
surface and to estimate the number of training data required to give a suitable model.
In fact, this idea (joint investigation) eventually led to N. Konˇ car’s Metabackpropagation algorithm
[Konˇ car 1997].
Next we examined various modelling methods using ‘local’ information derived from the training
data in the vicinity of the query point. We ﬁrst discussed the virtue of the kd-tree data structure, which
allows fast query times for locating the near neighbours (in input space) of any point. In this way
prediction can be simpliﬁed by modelling using a small subset of local data, as opposed to a global
modelling technique.
Borrowing ideas from computational geometry we examined the possibility of using Delaunay
triangulation as an aid to local reconstruction of a surface in the vicinity of a query point. This led to
the prediction method we refer to as LDT. The Delaunay triangulation of the data can be calculated
via a convex hull construction technique. Our implementation is based on the convex hull calculation
method called Qhull. This technique brought many new and interesting ideas from computational
geometry into this research, although ultimately the approach was discarded in favour of local linear
regression.
We next devised the Gamma-minimum-predictor (GMP) based on the Gamma test. This approach
was based on the idea that given an unseen query point x the associated output value y should be
chosen so as to satisfy the condition: when (x, y) is added to the data set the resulting |¯ Γ| value
should be minimised. This criterion can be used to analytically determine the required value of y and
it emerges that this value can be computed reasonably quickly.
We then examined a simple but effective prediction technique we called local linear regression
(LLR). This is done by performing least squares ﬁt on the local data near the query point. A series
of experiments were performed comparing the performance of various modelling techniques. In many
situations LLR emerged as the ideal choice in terms of accuracy and computation time. It is rather
difﬁcult to understand why neural network modellers have not used this technique as a baseline for
comparison with their neural networks.
Using a series of experiments, e.g. modelling sunspot activity and detecting a binary message
embedded in a chaotic carrier, we further demonstrated the practical virtue of the Gamma test. The
Gamma test facilitates the determination of a best embedding (using our irregular embedding) for
constructing a very good model from a time series. The Gamma test-embedding technique seems to be
comparable with the other standard model identiﬁcation tools, such as principal component analysis
and dimension reduction techniques.
From the present perspective our most important result is that we can model any chaotic time series
using a recurrent neural network with suitable delay lines based on the ‘best’ embedding suggested by
the Gamma test. This forms the essential component for the construction of our chaotic stimulus-
response neural model.
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Stabilisation via chaos control
Having seen how to produce neural chaos in iterative versions of conventional feedforward neural
networks we next explored the possibility of stabilising chaos using chaos control methods. The key
idea behind most control methods takes advantage of the local properties of the underlying chaotic
attractor, using small (usually minimal) and ‘suitable’ perturbation to stabilise the system dynamics
onto the already existing (unstable) periodic orbits.
The OGY method was ﬁrst studied because it was the classical chaos control technique. This
method uses a small variation of a system parameter to perturb the system dynamics onto the stable
manifold of the selected unstable ﬁxed point in order to achieve the stabilisation. We then investi-
gated other similar methods such as the OJ (Otani-Jones) method, which tries to directly minimise the
‘distance’ between the next system state and the desired stabilised state (an unstable ﬁxed point).
However, these control methods have many problems in applications to real systems. The OGY
method especially was originally designed with a low dimensional system in mind, and it is only ef-
fective in 2-dimensional discrete systems or 3-dimensional continuous systems if a Poincar´ e section
is used. Both the OGY and OJ methods require working in a discrete space constructed from the
original continuous system. As a result, an embedding for the construction of delay coordinates is
usually required and this procedure simply complicates the problem of ﬁnding a good reconstruc-
tion/representation of the original dynamics. The steps for these control techniques are:
• locating an unstable ﬁxed point or a periodic orbit for stabilisation;
• local stability analysis at the chosen control point, e.g. estimation of stable and unstable eigen-
vectors and eigenvalues;
• sensitivity analysis to calculate the sensitivity vectors for estimating how the system state varies
with respect to a small variation of the control parameter.
For the OJ method we also require a good one-step predictor. Poor estimation of the Jacobian and
sensitivity vector(s) may hinder the success of the control.
In contrast, we also studied Pyragas’ delayed feedback and brieﬂy demonstrated the GM periodic
feedback method. These methods are based on a very simple control mechanisms, using an appropriate
feedback signal to directly perturb the system dynamics. The feedback signal is usually determined by
the current and some past system states and suitably chosen parameter values. However, such methods
suffer the disadvantage of inadequate theoretical justiﬁcation. Moreover, there is the practical problem
of choosing appropriate parameter values. From a conventional chaos control theory perspective it
might also be considered a disadvantage that one cannot specify ab initio the desired unstable periodic
orbit of the original uncontrolled dynamics. However, given the goals of the present work this hardly
seems relevant.
Using these control methods, we demonstrated the possibility of controlling chaotic neural systems
with a series of experiments on simple artiﬁcial neural networks. The results indicate that whilst most
of the methods described can be used effectively to externally control low dimensional neural chaos
they are unlikely to be effective on high dimensional systems and moreover lack any serious biological
plausibility. Only methods based on some type of feedback control seem to offer both the prospect of
being capable of dealing with high dimensional systems and at the same time some degree of biological
plausibility.
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In order to put this conclusion to a practical test we further investigated various techniques, which
might perhaps be suitable for high-dimensional control, by applying them to the chaotic satellite atti-
tude control problem. We induced chaotic dynamics into the attitude control problem by using non-
linear feedback perturbation. In this way we could be sure that the system was truly representative of
six dimensional chaos.
We applied the delayed feedback method, the OJ method (with modiﬁcation for tracking an or-
bit) and an extended method based on the OGY method for high-dimensional spaces – the DYIDSG
method – to control this system. Although we could not achieve the desired stabilised behaviour from
the DYIDSG method (despite many attempts made), we did obtain successful control results using
delayed feedback and the OJ method. This enabled us to highlight several important aspects and to
compare the relative merits of the techniques.
Rather remarkably delayed feedback using knowledge based only one system variable easily sta-
bilised the satellite onto a periodic orbit using only a single thruster. Whereas, for the OJ method, it
was necessary to modify the control into tracking the same unstable periodic orbit which proved to be a
rather difﬁcult process. The unsuccessful application of DYIDSG provided a list of difﬁculties similar
to the application of the OGY method. This also emphasises the problems of using a high-dimensional
embedding to reconstruct the dynamics and led to poor accuracy of the estimation of the local stability
analysis and sensitivity analysis.
This feasibility study enabled us conﬁdently to choose the delayed feedback technique as the main
control component for the chaotic stimulus-response neural system.
Stimulus-response neural model
To realise such an artiﬁcial neural model, we ﬁrst demonstrated the possibility of chaos control via
a simple delayed feedback on a chaotic recurrent neural network. Using this system, we suggested
ways to produce varying responses for the system dynamics using an external stimulus together with
delayed feedback.
At the same time, we have from time-to-time attempted to explain why such stabilisation, via
simple delayed feedback, is effective using a new idea of probabilistic local stability. Examples can
be found in Sections 5.7.1 and 8.3.
Although there is insufﬁcient theoretical explanation for the dynamical behaviour of our neural
system, our simple heuristic analysis seems to ﬁt well with the observed simulation results.
We have further demonstrated that one can construct a chaotic iterative neural network by training
the network on a chaotic time series using suitable feedback with delay lines having connections ac-
cording to a best embedding. This embedding can easily be determined using the Gamma test. Using
multiple delayed feedback controls on this system many more stimulus-response behaviours can be
achieved. A generic model is suggested in Figure 8.11. Although this model does not claim to be an
explanation for the chaotic stimulus-response behaviour observed in biological systems, having sim-
ple delay lines to elicit chaotic behaviour, and having delayed control lines to stabilise chaos, seems
perfectly feasible in biological neural circuitry. Certainly, this generic scheme of a chaotic iterative
neural system does produce stimulus-response behaviours similar to those described by Freeman in
a biological system. This model also offers the possibility of stimulus-response systems capable of
integrating stimulus events happening on differing time scales, which offers a rich new area for further
research.
Therefore, the original goal of this piece of research, to a large extent, has been achieved. More-
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over, we would venture to suggest that we should be surprised if it eventually transpires that such
biological neural behaviour is based on some entirely different principle.
9.2 Future work
This series of investigations has suggested a generic artiﬁcial neural model which appears to have a
similar behaviour to Freeman’s observed neural behaviour. Although we do not claim that our generic
model precisely reﬂects the realities of biological neural dynamics, it has provided us with an interest-
ing investigation and at the same time perhaps made a useful step towards a full implementation in an
artiﬁcial neural system in which neural chaos is exploited for recognition.
Starting from the early work on the Gamma test and surface modelling, there is still room for
improving the Metabackpropagation algorithm, e.g. using clever placement of ‘hills’ for constructing
an initial output surface for neural network training. In fact, alternative training algorithms such as
BFGS could be used to improve the efﬁciency of Metabackpropagation. In addition with regard to the
Gamma test there is much work to be done in exploiting it for practical applications and providing a
detailed theoretical analysis and justiﬁcation.
With regard to modelling techniques. The LDT method has surely left us a series of investigations
in computational geometry. Many questions are left to be answered, such as how correct is a Delaunay
triangulation in a high dimensional space if the currently available algorithms are used, and what is
the best possible bound in terms of running speed of such algorithms. Many alternative algorithms
for computing Delaunay triangulations are yet to be implemented and studied. In fact, this is still an
actively researched area in computational geometry. Improvements in this area can surely improve our
LDT prediction. Also further work is required to handle the outside query problem.
The GMP technique may now be simply viewed as a linear regression of “distances” and it may
not be worth further investigation, but the LLR can still be improved by directly incorporating other
preprocessing techniques, because the presentation here is still in its simplest form. There is also
the possibility of developing an effective adaptive algorithm for the choice of the number of near
neighbours used to construct the LLR model.
Embedding techniques have played an important role in this work, especially the use of irregu-
lar embeddings. However, many further extension, such as using an embedding containing multiple
variables from several time series, may also be signiﬁcant in terms of providing a good model and
prediction. Recently, [Judd and Mees 1998] has also suggested using a local variable embedding to
improve local modelling. This has yet to be further studied.
Controlling chaos has proven to be important in many applications. The chaotic satellite control
problem in Chapter 7, illustrates several pitfalls that prevent many conventional techniques (at least in
their present form) from being extended to high dimensional systems.
Better techniques for estimating the location of unstable ﬁxed points, and estimating local dynam-
ics and sensitivity vectors, are required for effective control of high-dimensional systems using the
conventional techniques. To fully exploit the DYIDSG method, it is necessary to modify the technique
so as to incorporate many more control and/or system variables, rather than using a single variable
embedding in an attempt to reconstruct the dynamics of a high-dimensional chaotic attractor.
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9.3 Final conclusions
The generic stimulus-response model has provided a basic framework for future investigations of this
type.
A primary goal of such research is a better understanding and analysis of delayed feedback control
applied to chaotic systems.
Whilst we now have some hint of the guiding principles for this type of chaotic neural stimulus-
response system, we have left untouched the vexing problem of how desirable responses could be
learnt or encouraged by some type of Hebbian learning.
As things stand progressive modiﬁcation of the weights of the system might easily cause a radical
modiﬁcation of the geometry of the attractor, thereby possibly eliminating chaos altogether, or at least
altering the attractor to such an extent that all other stimulus-response pairs are radically disrupted
(progressive disruption is not so much of a conceptual problem). The problem of how a system such
as we have described might learn is an area which we are content to leave to a future date.
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AppendixA
Solving Pseudoinverse via Singular Value
Decomposition
The least square ﬁt (LSF) problem can be solved by calculating the pseudoinverse of a matrix. It is
important to demonstrate the uniqueness of the pseudoinverse of a matrix.
A.1 Some theoretical background
Theorem A.1.1. Every matrix possesses a unique pseudoinverse.
Proof. First we just assume the existence of pseudoinverse (which can be established via the Singular
Value Decomposition as shown later) and try to show uniqueness. Let A ∈ Rm×n be given and
suppose that X,Y ∈ Rn×m are pseudoinverse of A. Then
X = XAX (by pseudoinverse condition 1)
= X(AX)T (by pseudoinverse condition 3)
= XXTAT = XXTATY TAT (by transpose of pseudoinverse condition 1)
= XXTATAY (by pseudoinverse condition 3)
= XAXAY (by pseudoinverse condition 3)
= XAY (by pseudoinverse condition 2) (A.1)
= XAY AY (by pseudoinverse condition 1)
= XAATY TY (by pseudoinverse condition 4)
= ATXTATY TY (by pseudoinverse condition 4)
= ATY TY (by pseudoinverse condition 1)
= Y AY (by pseudoinverse condition 4)
= Y (by pseudoinverse condition 2).
Therefore, X = Y and hence, the pseudoinverse of A is unique.
To demonstrate the existence of the pseudoinverse of a matrix, we need to have a discussion of the
Singular Value Decomposition or SVD of any matrix. The SVD is based on a generalisation of the
resultinlinearalgebrathatanysymmetricmatrixcanbediagonalisedviaanorthogonaltransformation.
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Theorem A.1.2 (Singular Value Decomposition). For any given non-zero matrix A ∈ Rm×n, there
exist orthogonal matrices U ∈ Rm×m, V ∈ Rn×n and positive real numbers w1 ≥ w2 ≥ ··· ≥ wr >
0, where r = rankA, such that
A = UDV T (A.2)
where D ∈ Rm×n has entries Dii = wi (1 ≤ i ≤ r) and all other entries are zero.
Proof. Suppose m ≥ n, then ATA ∈ Rn×n and ATA ≥ 0 (meaning the entries are greater or equal
to zero). We ﬁrst show there is an orthogonal n × n matrix V such that
ATA = V ΣV T (A.3)
where Σ ∈ Rn×n is given by
Σ =




µ1 0
...
0 µn



 (A.4)
where µ1 ≥ µ2 ≥ ··· ≥ µn are the eigenvalues of ATA, counted according to multiplicity. If A 6= 0,
then ATA 6= 0 and so has at least one non-zero eigenvalue. Thus there is an r (0 < r ≤ n) such that
µ1 ≥ µ2 ≥ ··· ≥ µr > µr+1 = ··· = µn = 0. Write Σ =
"
W 0
0 0
#
, where
W =




w1 0
...
0 wr



, (A.5)
with w2
1 = µ1,... ,w2
r = µr. Partition V as V = [V1,V2] where V1 ∈ Rn×r and V2 ∈ Rn×(n−r).
Since V is orthogonal, its columns form pairwise orthogonal vectors, and so V T
1 V2 = 0. We have
ATA = V ΣV T
= [V1,V2]
"
W2 0
0 0
#
V T
= [V1W2,0]
"
V T
1
V T
2
#
= V1W2V T
1 .
(A.6)
Hence
V T
2 ATAV2 = V T
2 V1 | {z }
=(V T
1 V2)T=0
W2 V T
1 V2 | {z }
=0
, (A.7)
so that V T
2 ATAV2 = (AV2)TAV2 = 0 and hence AV2 = 0.
Now the equality ATA = V1W2V T
1 suggests at ﬁrst sight that we might hope that A = WV T
1 .
However, this cannot be correct in general, since A ∈ Rm×n. whereas WV T
1 ∈ Rr×n, and so
the dimensions are incorrect. However, if U ∈ Rk×r satisﬁes UTU = Ir, then V1W2V T
1 =
V1WUTUWV T
1 and we might hope that A = UWV T
1 . We use this idea to deﬁne a suitable U.
Accordingly, we deﬁne
U1 = AV1W−1 ∈ Rm×r, (A.8)
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so that A = U1WV T
1 , as discussed above. We compute
UT
1 U1 = W−1 V T
1 ATAV1W−1
| {z }
W 2
= Ir. (A.9)
This means that the r columns of U1 are an orthonormal set of vectors in Rm. Let U2 ∈ Rm×(m−r)
be such that U = [U1,U2] is orthogonal in Rm×m – thus the columns of U2 are made up of (m − r)
orthonormal vectors such that these, together with those of U1, form an orthonormal set of m vectors.
Thus UT
2 U1 = 0 ∈ R(m−r)×r and UT
1 U2 = 0 ∈ Rr×(m−r). Hence we have
UTAV =
"
UT
1
UT
2
#
A[V1,V2]
=
"
UT
1 A
UT
2 A
#
[V1,V2]
=
"
UT
1 AV1 UT
1 AV2
UT
2 AV1 UT
2 AV2
#
=
"
UT
1 AV1 0
UT
2 AV1 0
#
(since AV2 = 0)
=
"
W 0
UT
2 U1W 0
#
(A.10)
using U1 = AV1W−1 and UT
1 U1 = Ir, so that W = UT
1 AV1,
UTAV =
"
W 0
0 0
#
(using UT
2 U1 = 0). (A.11)
Hence,
A = U
"
W 0
0 0
#
V T, (A.12)
as claimed. Note that the condition m ≥ n means that m ≥ n ≥ r, and so the dimensions of the
various matrices are all valid.
If m < n in the other case, consider B = AT instead. Then by the same argument as above, we
get
AT = B = U0
"
W0 0
0 0
#
V 0T, (A.13)
for orthogonal matrices U0 ∈ Rn×n, V 0 ∈ Rm×m and where W02 holds the positive eigenvalues of
AAT. Taking the transpose, we have
A = V 0
"
W0 0
0 0
#
U0T. (A.14)
Finally, we observe that from the given form of A, it is clear that rankA = r.
Using the above existence theorem, we can decompose any matrix as above and implicitly show
the existence of the pseudoinverse of any matrix. The calculation of the pseudoinverse is based on the
following theorem.
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Theorem A.1.3. Let A ∈ Rm×n and let U ∈ Rm×m, V ∈ Rn×n, W ∈ Rr×r be as given above via
the singular value decomposition of A, so that A = UDV T where D =
"
W 0
0 0
#
∈ Rm×n. Then
the pseudoinverse of A is given by
A# = V
"
W−1 0
0 0
#
| {z }
n×m
UT. (A.15)
Proof. To prove this is just a matter of checking that A# of (A.15) satisﬁes the deﬁning conditions of
the pseudoinverse. We will verify two of these conditions as a simple illustration. Let X = V HUT,
where H =
"
W−1 0
0 0
#
∈ Rn×m. Then
AXA = UDV TV HUTUDV T
= U
"
Ir 0
0 0
#
| {z }
m×m
"
W 0
0 0
#
| {z }
m×n
V T = A. (A.16)
Similarly, one ﬁnds that XAX = X. Next we consider
XA = V HUTUDV T
= V
"
W−1 0
0 0
#
| {z }
n×m
UTU | {z }
Im
"
W 0
0 0
#
| {z }
m×n
V T
= V
"
Ir 0
0 0
#
| {z }
n×n
V T
(A.17)
which is clearly symmetric. Similarly, one can verify that AX = (AX)T, and the proof is complete.
A.2 Computation of SVD
The actual computation of SVD of a matrix A ∈ Rm×n with m ≥ n is described in detail in [Golub
and Van Loan 1996], which is based on the method described in [Golub and Kahan 1965]. Therefore,
only a concise description of the required steps which is based on [Golub and Van Loan 1996] is given
here. The method depends mainly on two main matrix decomposition operations, the Householder
transformations and Givens rotations.
A.2.1 Householder transformation
Let v ∈ Rn be nonzero, then an n × n matrix P of the form
P = I − 2
vvT
vTv
(A.18)
is called a Householder transformation, and very often being referred as Householder matrix or House-
holder reﬂection. Such a vector v is called a Householder vector. If a vector x is multiplied by P, then
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it is reﬂected in the hyperplane span{v}⊥. Note that P is symmetric and orthogonal. The Householder
transformation can be used to zero selected components of a vector.
Supposewearegivennonzerovectorx ∈ Rn andwantPxtobeamultipleofe1, wherekeik2 = 1
and all components of ei are zeroes except at ith component which is 1. Now
Px =

I − 2
vvT
vTv

x = x −
2vTx
vTv
v (A.19)
and Px ∈ span{e1} imply v ∈ span{x,e1}. Setting v = x + αe1 gives
vTx = xTx + αx1 (A.20)
and
vTv = xTx + 2αx1 + α2 (A.21)
and therefore
Px =

1 − 2
xTx + αx1
xTx + 2αx1 + α2

x − 2α
vTx
vTv
e1. (A.22)
In order to zero the coefﬁcient of x, we set α = ±kxk for then
v = x ± kxke1 ⇒ Px =

I − 2
vvT
vTv

x = ∓kxke1. (A.23)
Example A.2.1
Suppose x = [1,3,1,5]T and v = [7,3,1,5]T, then we have
P =






−1/6 −1/2 −1/6 −5/6
−1/2 11/14 −1/14 −5/14
−1/6 −1/14 41/42 −5/42
−5/6 −5/14 −5/42 17/42






, (A.24)
which gives Px = [−6,0,0,0]T as in the calculation shown above. ∗
It is essential to know how a Householder reﬂection is applied to a matrix. Let the notation
A(ri:rj,ci:cj) denote the submatrix of A deﬁned by row ri to row rj and column ci to column cj.
Also let [v,β] = house(x) deﬁne the Householder transformation on x where β = 2/(vTv).
Suppose we have A ∈ Rm×n (m ≥ n), we want to obtain B = QTA where Q is an orthogonal
matrix chosen so that B(j+1:m,j) = 0 for some j that satisﬁes 1 ≤ j ≤ n. Then we just ﬁrst calculate
[v,β] = house(A(j:m,j)) to obtain the required Householder matrix P = Im−j+1 − βvvT and the
required
Q =
"
Ij−1 0
0 P
#
= Im − β˜ v˜ v
T, ˜ v =
"
0
v
#
. (A.25)
A.2.2 Givens Rotations
Householder transformations are useful for introducing zeroes on a large scale by annihilating all but
the ﬁrst component of a vector. However, Givens rotations are the choice in calculations where it
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is necessary to zero elements more selectively. The Givens rotations are rank-two corrections to the
identity of the form
G(i,j,θ) =

 



 




1 ··· 0 ··· 0 ··· 0

 



 




. . .
...
. . .
. . .
. . .
0 ··· c ··· s ··· 0 i
. . .
. . .
...
. . .
. . .
0 ··· −s ··· c ··· 0 j
. . .
. . .
. . .
...
. . .
0 ··· 0 ··· 0 ··· 1
i j
(A.26)
wherec = cos(θ)ands = sin(θ)forsomeθ. Givensrotationsareorthogonalandbypre-multiplication
by G(i,j,θ)T amount to a counterclockwise rotation of θ radians in the (i,j) coordinate plane.
The basic purpose of Givens rotations is to zero an element. Givens scalar values a, b, we want to
compute c = cos(θ) and s = sin(θ) so that
"
c s
−s c
#T "
a
b
#
=
"
r
0
#
, (A.27)
where r is some scalar value.
A.2.3 Bidiagonalisation
Bidiagonalisation is an essential ﬁrst step for solving SVD. This basically involves several House-
holder transformations. Suppose A ∈ Rm×n and m ≥ n. We next demonstrate how to compute
orthogonal UB (m × m) and VB (n × n) such that
UT
BAVB =



 


 



d1 f1 0 ··· 0
0 d2 f2 0
. . .
...
...
...
. . .
0 ··· dn−1 fn−1
0 ··· 0 dn
0



 


 



(A.28)
a bidiagonal matrix.
Basically, UB = U1 ···Un and VB = V1 ···Vn−2 can each be determined as a product of House-
holder matrices as follows:

 


 

× × × ×
× × × ×
× × × ×
× × × ×
× × × ×

 


 

U1 −→

 


 

× × × ×
0 × × ×
0 × × ×
0 × × ×
0 × × ×

 


 

V1 −→

 


 

× × 0 0
0 × × ×
0 × × ×
0 × × ×
0 × × ×

 


 

U2 −→



 



× × 0 0
0 × × ×
0 0 × ×
0 0 × ×
0 0 × ×



 



V2 −→



 



× × 0 0
0 × × 0
0 0 × ×
0 0 × ×
0 0 × ×



 



U3 −→



 



× × 0 0
0 × × 0
0 0 × ×
0 0 0 ×
0 0 0 ×



 



U4 −→



 



× × 0 0
0 × × 0
0 0 × ×
0 0 0 ×
0 0 0 0



 



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Therefore, each Uk introduces zeroes into the kth column, while Vk zeroes the appropriate entries in
row k. The whole process is summarised in Algorithm A.1.
Given A ∈ Rm×n, m ≥ n, this will calculate B = UT
BAVB which is upper bidiagonal and UB =
U1 ···Un and VB = V1 ···Vn−2.
Procedure Householder Bidiagonalisation (A)
for j = 1 to n do
[v,β] = house(A(j:m,j)), UT
j =
"
Ij−1 0
0 Im−j+1 − βvvT
#
A = UT
j A
if j ≤ n − 2 then
[v,β] = house(AT
(j,j+1:n)), Vj =
"
Ij 0
0 In−j − βvvT
#
A = AVj
end if
end for
B = A, UB = U1 ···Un, VB = V1 ···Vn−2
return (UB,VB,B)
Algorithm A.1: Householder Bidiagonalisation (an illustrative version without optimisation of speed
and storage)
A.2.4 The SVD algorithm
Given A ∈ Rm×n, m ≥ n, we can calculate the SVD of A ﬁrst by reducing A to upper bidiagonal
form as described above in Algorithm A.1 so to obtain
UT
BAVB =
"
B
0
#
B =




 




d1 f1 ··· 0
0 d2
...
. . .
... ... ...
. . .
...
... fn−1
0 ··· 0 dn




 




∈ Rn×n. (A.29)
Then the remaining problem is to compute the SVD of B. The immediate next step is to try to diago-
nalise B by reducing each fi to zero. The steps are:
• Compute the eigenvalue λ of
T(n−1:n,n−1:n) =
"
d2
n−1 + f2
n−2 dn−1fn−1
dn−1fn−1 d2
n + f2
n−1
#
(A.30)
that is closer to d2
n + f2
n−1.
• Compute c1 = cos(θ1) and s1 = sin(θ1) such that
"
c1 s1
−s1 c1
#"
d2
1 − λ
d1f1
#
=
"
×
0
#
(A.31)
and set G1 = G(1,2,θ1), a Givens rotation.
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Then we apply the Givens rotation G1 above to B directly. For illustration, we assume n = 6 and this
gives
B ←− BG1 =



 


 


× × 0 0 0 0
+ × × 0 0 0
0 0 × × 0 0
0 0 0 × × 0
0 0 0 0 × ×
0 0 0 0 0 ×



 


 


. (A.32)
WethencandetermineGivensrotationsU1,V2,U2,... ,Vn−1 andUn−1 tochasetheunwantednonzero
element down the bidiagonal as follows:
B ←− UT
1 B =


 


 



× × + 0 0 0
0 × × 0 0 0
0 0 × × 0 0
0 0 0 × × 0
0 0 0 0 × ×
0 0 0 0 0 ×


 


 



B ←− BV2 =

 


 




× × 0 0 0 0
0 × × 0 0 0
0 + × × 0 0
0 0 0 × × 0
0 0 0 0 × ×
0 0 0 0 0 ×

 


 




B ←− UT
2 B =




 


 

× × 0 0 0 0
0 × × + 0 0
0 0 × × 0 0
0 0 0 × × 0
0 0 0 0 × ×
0 0 0 0 0 ×




 


 

(A.33)
and so on. Eventually we obtain a new bidiagonal B,
B = (UT
n−1 ···UT
1 )B(G1V2 ···Vn−1) = U
T
BV . (A.34)
However, the above procedure can only applied if fk and dk are non-zeros. If fk = 0 for some k, then
B can be split into
"
B1 0
#
k
0 B2 n − k
k n − k
(A.35)
two matrices B1 and B2 and the original SVD problem therefore decouples into two smaller problems.
If dk = 0 for k < n, then by pre-multiplying a sequence of Givens transformations can zero fk. For
example, if n = 6 and k = 3, then by rotating in row planes (3,4), (3,5), and (3,6) we can zero the
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entire third row as follows:
B =

 


 




× × 0 0 0 0
0 × × 0 0 0
0 0 0 × 0 0
0 0 0 × × 0
0 0 0 0 × ×
0 0 0 0 0 ×

 


 




(3,4)
−→

 


 




× × 0 0 0 0
0 × × 0 0 0
0 0 0 × 0 0
0 0 0 0 + 0
0 0 0 0 × ×
0 0 0 0 0 ×

 


 




(3,5)
−→




 


 

× × 0 0 0 0
0 × × 0 0 0
0 0 0 × 0 0
0 0 0 0 0 +
0 0 0 0 × ×
0 0 0 0 0 ×




 


 

(3,6)
−→




 


 

× × 0 0 0 0
0 × × 0 0 0
0 0 0 × 0 0
0 0 0 0 0 0
0 0 0 0 × ×
0 0 0 0 0 ×




 


 

(A.36)
If dn = 0, then the last column can be zeroed with a series of column rotations in planes (n −
1,n),(n − 2,n),... ,(1,n). In summary, we can decouple if f1 ···fn−1 = 0 or d1 ...dn = 0. The
precise background idea is presented in [Golub and Kahan 1965; Golub and Van Loan 1996] on which
this description is based. The whole process can be summarised in Algorithm A.2.
GivenabidiagonalmatrixB ∈ Rm×n havingnozeroesonitsdiagonalorsuperdiagonal, thealgorithm
will return B = U
T
BV , orthogonal matrix U and orthogonal matrix V .
Procedure Golub-Kahan SVD Step (B)
Let µ be the eigenvalue of the trailing 2 × 2 submatrix of T = BTB that is closer to tnn.
y = t11 − µ
z = t12
for k = 1 to n − 1 do
Determine c = cos(θ) and s = sin(θ) such that
h
y z
i
"
c s
−s c
#
=
h
? 0
i
Vk = G(k,k + 1,θ) where G is a Givens rotation.
B = BVk
y = bkk; z = bk+1,k
Determine c = cos(θ) and s = sin(θ) such that
"
c s
−s c
#T "
y
z
#
=
"
?
0
#
Uk = G(k,k + 1,θ) where G is a Givens rotation.
B = UT
k B
if k < n − 1 then
y = bk,k+1; z = bk,k+2
end if
end for
U = U1U2 ···Un−1; V = V1V2 ···Vn−1
B = B
return (B,U,V )
Algorithm A.2: Golub-Kahan SVD step.
Typically, after a few of the Golub-Kahan SVD step in Algorithm A.2, the super diagonal entry
fn−1 becomes negligible. Some criteria for smallness within B’s band can then be used to zero such
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negligible values. Typically, the criteria is of the form
|fi| ≤ (|di| + |di+1|)
|di| ≤ kBk
(A.37)
where  is a small multiple of the unit roundoff and k · k is some form of norm.
Combining all of these ideas, we can then obtain the full SVD algorithm in Algorithm A.3. This is
only a crude description demonstrating the steps necessary to calculate the SVD. Many details in terms
of computational implementation have been deliberately omitted since [Golub and Van Loan 1996] has
provided a thorough discussion on the derivation and the possible implementation. Depending on how
much information is needed from SVD, the computational time is in order of O(mn2) + O(n3) (see
also [Golub and Van Loan 1996]). A SVD algorithm in terms of C in source code is readily available
from [Press et al. 1992].
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Given A ∈ Rm×n (m ≥ n) and , a small multiple of the unit roundoff, the algorithm returns orthog-
onal U ∈ Rm×n, orthogonal V ∈ Rn×n and diagonal matrix Σ ∈ Rm×n such that UTAV = Σ + E
where E is an error matrix.
Procedure SVD (A)
Use Algorithm A.1 to compute the bidiagonalisation: "
B
0
#
← (U1 ···Un)TA(V1 ···Vn−2)
U = U1 ···Un; V = V1 ···Vn−2
while q 6= n do
for i = 1 to n − 1 do
if |bi,i+1| ≤ (|bii| + |bi+1,i+1|) then
Set bi,i+1 to zero
end if
end for
Find the largest q and the smallest p such that if B can be represented by



B11 0 0



p
0 B22 0 n − p − q
0 0 B33 q
p n − p − q q
then B33 is diagonal and B22 has nonzero super diagonal.
if q < n then
if any diagonal entry in B22 is zero then
Zero the super diagonal entry in the same row. Update B.
Update U and V accordingly to the orthogonal transforms used.
else
Apply Algorithm A.2 to B22 to get U and V .
B = diag(Ip,U,Iq+m−m)TBdiag(Ip,V ,Iq)
U = U diag(Ip,U,Iq+m−m); V = V diag(Ip,V ,Iq)
end if
end if
end while
Σ =
"
B
0
#
return (U,Σ,V )
Algorithm A.3: The SVD algorithm.
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AppendixB
Normal vector
Theorem B.0.1. Given a set of linearly independent d-dimensional vectors aj, (1 ≤ j ≤ d − 1), the
vector orthogonal to the span[a1,a2,... ,ad−1] is given by expressing the determinant
 


 


 
e1 e2 ··· ed
a11 a12 ··· a1d
. . .
. . .
...
. . .
a(d−1)1 a(d−1)2 ··· a(d−1)d
 


 


 
(B.1)
in terms of ek, the ﬁrst row elements of the determinant, where ek are d-dimensional vectors with all
elements equal to zeroes except at the kth position the element is 1, i.e. they are forming a basis for the
d-dimensional space.
Proof. Let ek be vectors as deﬁned in the theorem, and let b = (b1,... ,bd) and aj = (aj1,... ,ajd)
(1 ≤ j ≤ d − 1) be d-dimensional vectors. Also let
A =






a11 a12 ··· a1d
a21 a22 ··· a2d
. . .
. . .
...
. . .
a(d−1)1 a(d−1)2 ··· a(d−1)d






(B.2)
be a (d − 1) × d matrix formed by the row vectors aj.
Consider the following determinant
det(A,b) =
 



 



b1 b2 ··· bd
a11 a12 ··· a1d
. . .
. . .
...
. . .
a(d−1)1 a(d−1)2 ··· a(d−1)d
 



 



(B.3)
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which can be expanded by the ﬁrst row into
det(A,b) = b1




 


a12 ··· a1d
. . .
...
. . .
a(d−1)2 ··· a(d−1)d




 


− b2




 


a11 ··· a1d
. . .
...
. . .
a(d−1)1 ··· a(d−1)d




 


+ ··· + (−1)d+1bd



 



a11 ··· a1(d−1)
. . .
...
. . .
a(d−1)1 ··· a(d−1)(d−1)



 



=
d X
k=1
bkek · vkek = b · v,
(B.4)
expressing in terms of v = (v1,... ,vd) where
vk = (−1)k+1 det(Ak) (1 ≤ k ≤ d) (B.5)
and Ak is the submatrix of A with the kth column removed. But det(A,b) = 0 if and only if either b
is orthogonal to v or b is linearly dependent to the span

a1,... ,a(d−1)

or the set of vectors ak are
linearly dependent, i.e. the elements of v are all zeroes.
Provided the vectors aj are linearly independent or in other wordsv is a non-zero vector, we can al-
wayschoosebsuchthatdet(A,b) = 0. Thisimpliesthatwecanchooseanyb ∈ span

a1,... ,a(d−1)

such that v is orthogonal to b. Hence,
v =



 


 

i1 i2 ··· id
a11 a12 ··· a1d
. . .
. . .
...
. . .
a(d−1)1 a(d−1)2 ··· a(d−1)d



 


 

(B.6)
is always orthogonal to span

a1,... ,a(d−1)

.
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AppendixC
Point location in Delaunay cell via LP
This is an alternative method [Fukuda 1998] for efﬁciently determining the nearest point set associated
with the Delaunay cell containing a given point c ∈ Rd. This is done by translating the problem
into a standard linear programming (LP) problem, which can easily be solved by using the simplex
method or other similar techniques. This may provide a more efﬁcient method for simplex location
to improve the geometrical method, LDT, on data modelling. The idea is ﬁrst to realise that the
Delaunay triangulation can be represented by the convex hull of appropriately lifted points in Rd+1,
and the projected lower facets of the convex hull coincide with the Delaunay triangulation once they
are projected to the original space Rd+1, as discussed in Section 3.2.2. The technique to ﬁnd the
Delaunay cell containing the point c can be simpliﬁed to locate the ﬁrst facet of a polyhedron “hit” by
a ray.
C.1 Reformulation into LP
As described earlier we ﬁrst lift the point into Rd+1. Let
f(x) = x2
1 + x2
2 + ··· + x2
d (C.1)
and let
˜ p = (p,f(x)) ∈ Rd+1 (C.2)
for p ∈ S, i.e. in the given set P of points and the position of the point p is indicated by x.
Then the lower convex hull P of the lifted points, ˜ S = {˜ p : p ∈ S}, represents the Delaunay
complex. For any ﬁxed vector ˜ y ∈ Rd+1 and y0 ∈ R, let ˜ y · x ≥ −y0 denote a general inequality of a
vector x ∈ Rd+1. For such an inequality to represent a facet of P, it must be satisﬁed by all points in
˜ S,
˜ y · ˜ p ≥ −y0, ∀˜ p ∈ ˜ S, (C.3)
and by any points shifted vertically upwards, that is point with the last component ˜ yd+1 ≥ 0.
Furthermore any non-vertical facet can be represented by such an inequality with ˜ yd+1 = 1. For a
given point c, let ˜ c = (c,0) and let L(λ) = ˜ c + λed+1, λ ≥ 1, where ed+1 is the unit vector in Rd+1
whose last component is 1.
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Determining the Delaunay cell containing c is equivalent to ﬁnding the ﬁrst facet hit by the halﬂine
L. Therefore, we need to ﬁnd a non-vertical facet inequality such that the intersection point of the
corresponding hyperplane {x : y · x = −y0} and the halﬂine L(λ), λ ≥ 0, is highest possible.
By substituting L(λ) for x in y · x = −y0 with ˜ yd+1 = 1, we obtain
λ = −y0 − y · c, (C.4)
where y denotes the vector ˜ y without the last coordinate ˜ yd+1. The LP formulation is therefore
minimise z = y0 + y · c
subject to f(p) + y0 + y · p ≥ 0 for all p ∈ S.
(C.5)
Although an optimal solution (y0,y) to this LP problem does not directly determine any facet in gen-
eral, the simplex method can return an optimal basic solution which can determine a facet inequality
in this case. The Delaunay cell containing c is the one determined by the set of points in S whose
corresponding inequalities are satisﬁed with equality at an optimal solution.
In some cases, the above LP might be unbounded. This corresponds to the case in which c is not
in any Delaunay cell, or in other words, not in the convex hull of S.
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AppendixD
Function optimisation for neural network
training
The aim of learning in a typical feedforward artiﬁcial neural network (FANN) or multilayer perceptron
(MLP) is to minimise the instantaneous squared error of the output signal E, by modifying the total
number of n synaptic weights w = (w1,w2,... ,wn) (simply labelled by single subscript for the ease
of explanation) of the whole network, on the given set of input-output data pairs. Therefore, we want
to minimise the scalar cost function E(w) subject to w ∈ Rn. Without going into details, the usual
technique is to train the network, so that the global minimum of E(w) is attained. This is done via
backpropagation using a gradient steepest descent approach to update the weights. At each ith training
cycle, the weights are changed by the following heuristic rule,
w(i+1) = w(i) − µ(i)∇wE(w(i)) (D.1)
where µ(i) > 0 is the learning rate and it usually has a ﬁxed value and ∇w is the gradient operator
with respect to w, i.e
∇wE(w) = ∇E(w) =

∂E
∂w1
,
∂E
∂w2
,... ,
∂E
∂wn
T
. (D.2)
However, alternative techniques for choosing w to minimise E(w), based on known function optimi-
sation techniques, are proven to have a much faster convergence rate in many practical applications.
D.1 Error function optimisation strategies
There following are several optimisation strategies which are suitable for neural network training. The
ideas are introduced with minimal but sufﬁcient information for implementation. Much theoretical
background is omitted.
D.1.1 The Newton’s method
Newton’s method is a well known technique for simple function optimisation but is presented here for
the higher dimensional approach necessary for neural network training. The function E(w) near the
point w(i) can be approximated by the ﬁrst few terms of the Taylor series expansion
E(w) ≈ E(w(i)) + (w − w(i))T∇E(w(i)) +
1
2
(w − w(i))T∇2E(w(i))(w − w(i)), (D.3)
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where
∇2E(w) =

 




∂
2E
∂w2
1
∂
2E
∂w1∂w2 ··· ∂
2E
∂w1∂wn
∂
2E
∂w2∂w1
∂
2E
∂w2
2 ··· ∂
2E
∂w2∂wn
. . .
. . .
...
. . .
∂
2E
∂wn∂w1
∂
2E
∂wn∂w2 ··· ∂
2E
∂w2
n

 




, (D.4)
the Hessian matrix of the scalar function E(w). To minimise this series the next point w(i+1) must
satisfy
∇E(w(i)) + ∇2E(w(i))(w(i+1) − w(i)) = 0 (D.5)
because, at a minimum point,
∂E(w)
∂w = 0. If the inverse matrix of the Hessian matrix exists, the above
(D.5) can be rewritten as
w(i+1) = w(i) − [∇2E(w(i))]−1∇E(w(i)) (D.6)
This is the basic updating rule which can be used for the weights training in a MLP. The main disad-
vantages are to require the calculation of the ﬁrst and second order derivatives and the calculation of
the inverse of the Hessian matrix [∇2E(w)]−1, with the possible problems of computational difﬁcul-
ties and singularity. If the starting point w(0) is far away from a minimum, the algorithm may diverge.
This happens when the Hessian matrix is not positive deﬁnite – a symmetric matrix A ∈ Rm×m is said
to be positive deﬁnite if the quadratic form xTAx > 0 for all x 6= 0, x ∈ Rm.
D.1.2 The quasi-Newton method
The quasi-Newton method, also called the variable metric method , is designed to overcome the prob-
lem of computing the Hessian matrix in Newton’s method. It is performed by iteratively using suc-
cessively improved approximations to the inverse Hessian instead of the true inverse. The improved
approximation are obtained from the information generated during the gradient descent optimisation
process. The sequential quasi-Newton method employs the differences of two successive iteration
points and the difference of the corresponding gradients to approximate the inverse Hessian matrix.
One implementation of this powerful and sophisticated quasi-Newton method is the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) algorithm [Fletcher 1987]. It can be formulated by the following
equations,
w(i+1) = w(i) + µ(i)di, (D.7)
where
di ≈ w(i+1) − w(i) = −Hi∇E(w(i)). (D.8)
Be deﬁning
yi = ∇E(w(i+1)) − ∇E(w(i)), (D.9)
we can update the matrix H by
Hi+1 =

I −
diyT
i
d
T
i yi

Hi
 
I −
yid
T
i
d
T
i yi
!
+
did
T
i
d
T
i yi
. (D.10)
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The learning rate µ(i) ≥ 0 is determined from the one-dimensional line search
µ(i) = argmin
µ≥0
E
h
w(i) − µHi∇E(w(i))
i
. (D.11)
The matrix Hi denotes the current approximation to [∇2E(w)]−1. The iterative procedure starts at
an arbitrary point w(0), preferably close to the true minimum point, with an initial approximation H0
usually taken to be the identity matrix I. This type of variable metric method has eliminated the need
of deriving the second-order derivatives. A C-implementation of this method can be found in [Press
et al. 1992].
D.1.3 The conjugate gradient method
The conjugate gradient method is an alternative function optimisation technique which is often used
in neural network training. This unconstrained minimisation is derived in such a way that it will
work well, or even exactly, if applied to a quadratic function (usually with positive deﬁnite Hessian
H). This method is said to be derived from a quadratic model. Also this method is derived with the
property of quadratic termination which means that the method will locate the minimising point w∗
of a quadratic function in a known ﬁnite number of iterations, yet can be well applied iteratively to
minimise non-quadratic functions. In this case, the non-quadratic function is the feedforward neural
network.
A particular way of obtaining a quadratic termination is to invoke the concept of the conjugacy of
a set of non-zero vectors v(1), v(2), ..., v(n) to a given positive deﬁnite matrix H that is
v(i)
T
Hv(j) = 0 ∀i 6= j. (D.12)
A conjugate direction method is one which generates such directions when applied to a quadratic
function with Hessian H.
The conjugate gradient method is a technique, of the combination of the conjugate direction infor-
mation and steepest descent method, often enable us to improve the convergence speed of the optimi-
sation. A simple form of this algorithm is formulated by the following equations,
w(i+1) = w(i) + µ(i)di, (D.13)
di = βidi−1 − ∇E(w(i)), (D.14)
where
βi =
|∇E(w(i))|2
|∇E(w(i−1))|2 (D.15)
and
µ(i) = argmin
µ≥0
E
h
w(i) + µdi
i
. (D.16)
Therefore, the conjugate gradient algorithm uses information about the direction search di−1 from the
previous iteration in order to accelerate the convergence, and each search direction is conjugate if the
objective function is quadratic.
Theoretically, the algorithm will minimise a quadratic function in n or fewer iterations but in prac-
tice, it is usually necessary to restart the optimisation process periodically due to numerical inaccuracy
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of the results in a search direction and/or due to the non-quadratic nature of the problem. The con-
jugate gradient method can be regarded as lying in between the method of steepest descent and the
quasi-Newton methods in terms of the convergence properties and the complexity. The advantage of
the conjugategradient algorithm is its simplicity for estimation of optimal values of the parameters µ(i)
and βi and no Hessian matrix need to be generated. However, in practice this gradient method does
not seem to be as effective as BFGS (quasi-Newton) method. Details of the theoretical background
can be found in [Fletcher 1987].
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