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We investigate experimentally a Bose Einstein condensate placed in a 1D optical lattice whose
phase or amplitude is modulated in a frequency range resonant with the first bands of the band
structure. We study the combined effect of the strength of interactions and external confinement on
the 1 and 2-phonon transitions. We identify lines immune or sensitive to atom-atom interactions.
Experimental results are in good agreement with numerical simulations. Using the band mapping
technique, we get a direct access to the populations that have undergone n-phonon transitions for
each modulation frequency.
Many recent cold atom experiments in optical lat-
tices have demonstrated the usefulness of time-dependent
modulation to probe or engineer single and many-body
states [1–17]. Shaken lattices have also many applications
for atom interferometry [18–20]. Using modulation fre-
quencies in a range of values different from interband res-
onances has been used to renormalize the tunneling rate
[1–5], to probe the Mott insulator - superfluid transition
[6–9], to excite collective modes [10], to drive quantum
transport [11, 12], to endow a system with new proper-
ties including artificial gauge fields [13, 14], or to create
nontrivial topological band structures [5, 15–17] to name
a few.
For a large amplitude of modulation and a sufficiently
deep optical lattice, the classical phase space becomes
mixed. This regime has been investigated in the early
2000 to set up experiments dedicated to the observation
of dynamical tunneling [21–23]. For a modulation with
a rich spectrum, the classical phase space even becomes
fully chaotic, a regime that was used to investigate 3D
Anderson localization [24].
Resonant modulation favors interband transitions [25–
29] and band hybridization [31–33]. It has been used as
a spectroscopic calibration and for manipulation of wave
packets [25–27, 30, 34, 35]. Polychromatic resonant mod-
ulation has also been investigated revealing the possible
interference between separated excitation paths [36, 37].
However, such resonant modulation may cause heating
[5]. A detailed understanding of resonant excitations ap-
pears essential to exploit the full potentialities of Floquet
engineering [5].
Furthermore, the band structure of a quantum gas in
an optical lattice can be modified by atom-atom interac-
tions. When the interaction energy is on the order of the
lattice depth, the band structure exhibits a loop struc-
ture about the center of the Brillouin zone allowing for
dynamical instabilities and possible hysteretic behavior
[38–41].
In this article, we investigate experimentally and
numerically resonant interband excitations in a Bose-
condensed atomic cloud confined by a 1D modulated op-
tical lattice in the presence of weak interactions. By weak
interactions we mean that the interaction energy is sig-
nificantly lower than the lattice depth. However, we find
a clear signature of interactions in our spectrum studies
whilst the band structure is not significantly modified by
interactions. In this work, we put the emphasis on 1 and
2-phonon transitions.
The paper is organized as follows. In Sec. I, we provide
an overview of the relevant features of our experimental
setup. In Sec. II, we discuss the selection rules at work
depending on the types of modulation (phase or ampli-
tude modulation), along with their limitations. Section
III provides the results of our numerical simulations and
enables us to give some insight about the role of atom-
atom interactions on the spectrum. The experimental
spectra are then presented in Section IV. In Sec. V, we
detail our experimental approach and analysis of the dy-
namics of the excited atoms.
I. OVERVIEW OF THE LATTICE SETUP
The lattice results from the interference of two counter
propagating laser beams originating from the same single
mode laser (wavelength 1064 nm). The excitation is car-
ried out either by phase or amplitude modulation. The
lattice potential experienced by the rubidium-87 atoms
reads
Vε,θ(x, t) = −V0(1 + ε(t)) cos
2
(pix
d
+ θ(t)
)
, (1)
where d = 532 nm is the lattice spacing. The depth is
measured in units of the characteristic energy of the lat-
tice through the dimensionless parameter s0: V0 = s0EL
with EL = h
2/(2md2) [43]. The atoms also experience
an external confinement mω2E1,2x
2/2 provided by the hy-
brid trap in which the BEC is produced [44, 45]. Using
one or two dipole beams for the hybrid trap, we have the
possibility to change the angular frequency of this extra
confinement by a factor 10 from ωE1 = 2pi × 10 Hz to
ωE2 = 2pi × 100 Hz.
To engineer the phase and amplitude of the lattice,
we proceed in the following manner: a 15 Watts single
mode laser used for the optical lattice is first diffracted
by an Acousto-Optic Modulator (AOM0), and then split
2into two beams having the same power. Each beam is
subsequently diffracted by an AOM before entering into
the cell chamber. Those two latter AOMs are driven by
two phase-locked synthesizers that imprint their relative
phase on the laser light. The modulation amplitude, ε(t),
is realized by tuning the RF power of the AOM0 while
the phase control on θ(t) is achieved by an appropriate
pre-programming of the synthesizers.
II. SELECTION RULES FOR PHASE AND
AMPLITUDE MODULATION
For a BEC adiabatically loaded into the static optical
lattice V0,0(x), the wave function lies in the ground state
band. Once the modulation is switched on, interband
transitions can occur. The interband transition probabil-
ity is proportional to the square modulus of the matrix
element
δVnn′kk′ (t) = 〈ψn′,k′ | (Vε,θ(x, t) − V0,0(x)) |ψn,k〉, (2)
where {|ψn,k〉} are the Bloch states, n is the band in-
dex (n = 1, 2, ...) and k the quasi-momentum. Bloch
states are usually rewritten in terms of the periodic
Bloch functions, un,k(x), as ψn,k(x) = e
ikxun,k(x) with
un,k(x+d) = un,k(x). The matrix element (2) vanishes as
soon as k 6= k′, because of the symmetries of the modu-
lation potential and the properties of the Bloch function.
Phase and amplitude modulations do not obey the
same selection rules for the transfer from a band of index
n to n′.
Consider a phase modulated optical lattice (ε(t) = 0
and θ(t) = θ0 sin(ωt)), the lattice potential reads
V0,θ(x, t) = −
V0
2
−
V0
2
{
cos
(
2pix
d
)
J0(2θ0)
+2 cos
(
2pix
d
) ∞∑
p=1
J2p(2θ0) cos(2pωt)
−2 sin
(
2pix
d
) ∞∑
p=0
J2p+1(2θ0) sin((2p+ 1)ωt)
}
, (3)
where Jp(x) is the first kind Bessel function of order p.
We first notice that the phase modulation renormalizes
the depth of the lattice from V0 to V0J0(2θ0). However,
for the amplitude of the phase modulation, θ0, considered
in this article J0(2θ0) ≃ 1 [42]. As a result, the reasoning
for the transition between bands can be performed on the
bare lattice (with no modulation). In practice, only the
first orders play a role since Jp(x) ∼ x
p when x is about
zero.
For a homogeneous lattice, the Bloch functions
un,k=0(x) et un+1,k=0(x) of two successive bands at k = 0
have opposite parities. The last term of Eq. (3) is re-
sponsible for a non zero matrix element between those
two successive Bloch functions:
〈un,k=0|V0,θ(x, t)|un+1,k=0〉 6= 0. (4)
The corresponding interband transition is therefore al-
lowed as a 1-phonon process. Interestingly, the matrix
element between bands having the same parity (still at
k = 0) does not vanish:
〈un,k=0|V0,θ(x, t)|un+2,k=0〉 6= 0.
The first contributing term scales as cos(2ωt) revealing
the underlying 2-phonon process.
In summary, the phase modulation enables 1-phonon
transitions to bands with opposite parity (n = 1 → n =
2, n = 1→ n = 4, ...), while the transition to bands with
the same parity is allowed through a 2-phonon process.
For amplitude modulation (ε(t) = ε0 sin(ωt)) the
strength of the transition is given by the matrix element
of the modulating term ε0 cos
2(pix/d) between the Bloch
functions. Only 1-phonon transitions between bands of
identical parity are therefore allowed. We stress that
those selection rules are only valid for k = 0 and for
a potential having a discrete translational symmetry. In
practice, when a Bose-Einstein condensate is loaded into
the lowest band it is not uniquely projected on k = 0,
but has also components with the same weight on −k
and k with k 6= 0. Furthermore, the extra harmonic con-
finement superimposed to the lattice breaks the discrete
translational symmetry.
III. NUMERICAL SIMULATIONS
To confirm this qualitative analysis and conduct a first
investigation of the role of interactions on the resonant
excitations, we have performed numerical simulations of
the 1D time-dependent Gross-Pitaevskii equation using
the GPELab toolbox [46] which solves the dimensionless
equation
i
∂ψ
∂t˜
=
[
−∆+ ω˜2EX
2
2
− s˜(t) cos2
(
piX
4
+ θ˜(t)
)
+ β|ψ|2
]
ψ. (5)
The dimensionless time is normalized to t˜ = ω˜t with
ω˜−1 = md2/(16~) = 24.3 µs for our parameters, ω˜E =
ωE/ω˜, and s˜0 = pi
2s0/8. The value of the dimensionless
interaction parameter β is on the order of 0.8 for our ex-
periments [44]. In practice, we first determine the ground
state through an imaginary time evolution for the static
lattice potential of depth s0. We then use this state as an
initial condition to run the evolution of the wave function
under the time-dependent lattice potential (Eq. (5)).
In Fig. 1, we plot the evolution of the total energy of
the BEC for a fixed duration of the modulation time (100
in dimensionless unit) as a function of the normalized
modulation frequency. The results are obtained for both
phase (Fig. 1a) and amplitude (Fig. 1b) modulations,
and in the absence (β = 0, dashed line) or presence (β =
0.8, solid line) of interactions. Black disks indicate the
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FIG. 1: Numerical results. The total energy associated with
the Gross-Pitaevskii equation after the modulation is plotted
as a function of the frequency of modulation. The numerics
have been performed for an optical lattice of depth s0 = 4.86
for phase (a) and amplitude (b) modulations (ω˜ = 2pi × 6.55
kHz). The solid line corresponds to simulations performed in
the presence of repulsive interactions of strength β = 0.8 (a
value close to the experimental case, see text), and the red
dashed line refers to similar simulations but in the absence of
interactions (β = 0). The 1 and 2-phonon transitions inferred
from the band structure are represented by black disks.
frequency of interband transitions at k = 0 for 1 and
2-phonon transitions.
For phase modulation (Fig. 1a), the main peaks coin-
cide with the expectation from the selection rules. For
the investigated range of modulation frequencies, the
main peaks are: (1) the 1-phonon transitions from band
1 (ground state) to 2 (ω/ω˜ ≃ 2.41), and from band 1 to
4 (ω/ω˜ ≃ 6.82), and (2) the 2-phonon transition from 1
to 3 (ω/ω˜ ≃ 2). Another less intense 2-phonon transition
is observed at ω/ω˜ ≃ 3.53 (from band 1 to 5). We also
observe a few forbidden transitions: a small peak for the
1 to 3 transition (ω/ω˜ ≃ 4) and a 1-phonon transition
from 1 to 5 (ω/ω˜ ≃ 7.06). We have shown numerically
that the amplitude of those small peaks decreases when
the external confinement is weakened. This confirms that
we can ascribe the violation of the selection rules to the
breakdown of the translational invariance by the exter-
nal confinement. Comparing the β = 0 and β = 0.8
energy spectra, we find that the 2-phonon transition at
ω/ω˜ ≃ 2 is unaffected by interactions. We have also
checked that this line is immune to the value of the ex-
ternal confinement. Those results are consistent with our
previous studies dealing with the intrasite dipole mode
known to be independent of the strength of interactions
[44, 45]. The phase modulation at this frequency simply
excites this oscillatory mode. The interactions modify
the other lines. For instance, the 1-phonon transition on
the forbidden line at ω/ω˜ ≃ 4 is washed out, or the 1-
phonon transition on the 1 to 4 line (ω/ω˜ ≃ 6.8) increases
significantly and acquires a reduced width. Here the ex-
citation drives the intrasite breathing mode. It means
that such a line can be used a priori to monitor in situ
the strength of the interactions.
As expected from the parity argument, the energy
spectrum for amplitude modulation exhibits lines with
opposite selection rules for 1-phonon lines as compared
to phase modulation. Similarly to the phase modulation
results, we get a transition whose strength is strongly af-
fected by interactions (1-phonon transition from band 1
to 5). The numerical simulations discussed in this section
have been carried out with an amplitude of modulation
similar to that used in experiments (see below). As intu-
itively expected, we have also seen numerically that the
linewidth of the transitions increases with the amplitude
of modulation.
IV. EXPERIMENTAL SPECTRA
As illustrated in Fig. 2, the selection rules can be ob-
served directly on the experiment. For this purpose, we
proceed in the following manner. We load a BEC of 105
rubidium-87 atoms into an optical lattice of depth s0EL
by ramping the laser intensity in 30 ms with a vanish-
ing initial and final slope to avoid any excitation [44, 45].
The modulation is switched on 2 ms after this adiabatic
loading and lasts for 1 to 5 ms for phase modulation and
3 to 15 ms for amplitude modulation. All confinement
is subsequently turned off and an absorption image is
taken after a 25 ms time-of-flight. The maximum shift of
the position of the lattice is 0.03d for phase modulation
while the lattice depth varies as s(t) = s0(1 + ε0 sin(ωt))
with ε0 = 0.07 for amplitude modulation. The experi-
ment is repeated for many modulation frequencies in the
range of interest for a given lattice depth. The concate-
nation of those pictures are represented in Figs. 2b and
c for amplitude and phase modulation respectively. The
image taken after the time-of-flight reveals the Fourier
space components of the wave function. In the absence
of excitation, we simply recover the well-known diffrac-
tion pattern of a BEC associated to a periodic structure
of lattice spacing d and that exhibits peaks separated by
h/d [47]. For resonant excitations, atoms acquire a larger
energy which results in a depletion of the zeroth order of
the diffraction pattern and a concomitant increase of the
populations of the other higher orders.
To process those images, we extract line by line the
population in each diffraction order and infer from the
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FIG. 2: (a) Summary of the resonances observed experi-
mentally as a function of the lattice depth s0 (normalized
to the lattice characteristic energy EL): for phase (open
square) and amplitude (filled triangles) modulations (mod-
ulation time equal to 3 ms). The solid (resp. dashed) line
corresponds to the allowed transitions with 1 or 2 phonons
for phase (resp. amplitude) modulation. (b) Sample set of
experimental data for amplitude modulation for a lattice of
normalized depth s0 = 2.1. Left panel: each line of the image
corresponds to an experiment performed for a given modula-
tion frequency applied during 15 ms and subsequently imaged
after a 25 ms time-of-flight. The experiment is repeated for a
modulation frequency ranging from 2 to 40 kHz. Right panel:
evolution of the zeroth order diffraction population as a func-
tion of the modulation frequency. (c) Similar experimental
set of data for phase modulation at a lattice depth s0 = 1.7.
The 2 phonon line corresponds to the peak at the frequency
∼ 9.1 kHz while the two other peaks are accounted for with
a 1 phonon line.
depletion of the zeroth order the resonance frequencies.
We find a good agreement between the experimental val-
ues and the ones calculated from the band structure spec-
trum as illustrated in Fig. 2. We also observe directly the
selection rules. Indeed, only 1-phonon lines are observed
for amplitude modulation while one and two phonon lines
can be excited by phase modulation. Note that, at low
depth (1.5 and 1.8 EL), we get an excitation for the phase
modulation whose frequency coincides with an a priori
forbidden line, a result ascribed to the role of the confin-
ing external potential as discussed in Sec. III.
For rubidium atoms we do not benefit from an eas-
ily accessible Feshbach resonance without losses. We
cannot therefore change the scattering length on a wide
range and observe directly the effect of interactions on
the excitation line as in the numerical results shown in
Fig. 1. However, the density can be tuned through the
value ωE1,2 of the angular frequency associated to the
external confinement (see Section I). As a result, the
lines can a priori be modified for two reasons: the com-
pression/decompression of the trap and the interaction
strength through the atomic density.
The projection of the ground state wave function on
the Bloch functions of the lowest band depends a priori
on the external confinement. By increasing the external
confinement, the shape of the wave function is changed
and departs more and more from the quasi-momentum
k = 0 eigenfunction [48]. As a result, the number of
modes with quasi-momenta k 6= 0 of the ground band
basis that should be used to get a complete representation
of the wave function increases. This spreading of the
wave function on a larger k extent suggests that the lines
are sensitive to the interaction strength.
In figure 3, we have represented two different sets of
spectrum data recording: about the 2-phonon line for
phase modulation and about the second 1-phonon line
for amplitude modulation. The experimental results are
compared to numerical simulations performed under the
same conditions where the total energy is plotted as a
function of the modulation frequency for the same ampli-
tude of modulation as the one used in experiments. The
depth of the optical lattice is determined in each case by
exciting the intrasite dipole mode as detailed in Ref. [45],
and therefore by a method independent from the mod-
ulation experiments. For phase modulation (Figs. 3a
and c) the 1-phonon line (18 kHz), the 2-phonon line
(15.8 kHz) and the 3-phonon line (16.7 kHz) are excited.
They appear to be essentially immune to the variation of
the external confinement. This result was expected since
those lines are associated to the excitation of the intrasite
dipole mode [44, 45]. In contrast, the second 1-phonon
line for amplitude modulation is spectrally broadened
when the external confinement is stronger. The reason
lies in the fact that this excitation is coupled to higher
modes such as the breathing mode that is sensitive to
interactions.
V. DYNAMICS OF EXCITED ATOMS
We now focus on the dynamics of atoms once they have
been excited to upper bands. Indeed, after an excitation
for a non zero quasi-momentum the semiclassical local
velocity is finite and given by the slope of the energy
band:
v = vL
∂E˜
∂k˜
, (6)
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FIG. 3: (a) and (b): Experimental data: population in the ze-
roth order of the diffraction pattern obtained experimentally
after a 25 ms time-of-flight as a function of the frequency of
modulation: (a) 2-phonon line for phase modulation with a
lattice depth s0 = 6.2 (modulation amplitude θ0 = 0.065), (b)
1-phonon line for amplitude modulation with a lattice depth
s0 = 3.1 (modulation amplitude θ0 = 0.035). The solid line
(resp. dashed line) corresponds to the compressed (resp. de-
compressed) trap. (c) and (d) variation of the total energy
as a function of the driving frequency, obtained for numerical
simulations performed in the same conditions as the experi-
ment.
where vL = h/md is the characteristic velocity of the lat-
tice, E˜ is the energy normalized to EL and k˜ the wave
vector normalized to kL = mvL/~. For instance, the
transition from band 1 (ground state) to band 3 (point
A1 of Fig. 4c) yields a maximum velocity on the order of
a few hundreds of µm.s−1. Interestingly, those velocities
remain below the sound velocity and therefore do not de-
posit energy into the condensate because of the Landau
superfluidity criterium. The size of the condensate being
on the order of 200 µm, one shall wait for a very long
time, a fraction of a second, to see in position space the
excited atoms going out from the condensate. To over-
come this limitation, we use the band mapping technique
which amounts to accelerate the excited atoms. It con-
sists in decreasing adiabatically the lattice intensity after
the modulation [49–51]. As a result, atoms lying on the
first band (ground state) have a velocity ranging from 0
to vL/2, those on the second band a velocity ranging from
vL/2 to vL, and on the n
th band a velocity belonging to
the interval [(n−1)vL/2;nvL/2] [27]. With this mapping
between velocity and the band number, we can identify
the different kinds of excitation including the excitation
through the absorption of two phonons. As a result of
this adiabatic transformation, the atoms promoted by
the modulation to higher bands, are accelerated and can
collide in a dissipative manner with the BEC.
We have carried out such an experiment with an opti-
cal lattice of depth s0 = 9 under an amplitude modula-
tion. In this experiment, the modulation time is 15 ms
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FIG. 4: a) Sketch of the experimental procedure to realize a
mapping between the excited band through the modulation
and the velocity space. b) Experimental images taken after
applying the procedure a) and without time-of-flight. The
amplitude modulation experiment has been here carried out
for a lattice of depth s0 = 9. c) Band structure associated
with this lattice depth. The letters refer to the transition be-
tween the ground state and the excited bands. The number
indicates the number of phonons absorbed in the correspond-
ing excitation process. d) Populations of the excited atoms
corresponding to a transfer to bands 3 (A), 4 (B) and 5 (C)
as a function of the modulation frequency. The dashed lines
indicate the 1 and 2-phonon transition frequencies at k = 0:
20.53 kHz and 41.05 kHz for A, 59.95 kHz for B and, 32.87
kHz and 65.75 kHz for C.
and the amplitude modulation is large ε0 = 0.23. As a
result, we observe not only the allowed band transition
at k = 0 but also the ones at k 6= 0 that occur through
2-phonon transitions. Once the excitation is performed,
we decrease the lattice and let the atoms evolve in the
presence of the external confinement (see Fig. 4a). To di-
rectly access to the mapping between band number and
position, the images are taken without any time-of-flight.
Results for each modulation frequency are summarized
on Fig. 4b.
We have identified the excited bands using letters A,
6B and C followed by a number 1 or 2 designing the num-
ber of phonons involved in the excitation process (see
Fig. 4c). For instance, A1 corresponds to the 1-phonon
transition from band 1 to 3, while A2 refers to the 2-
phonon transition between the same bands. We indeed
observe that A1 and A2 packets belong to the same range
of velocities. The same conclusion holds for C1 and C2
between bands 1 and 5. The distance over which the
packets propagate follows the expected hierarchy: atoms
from packet A (band 3) have traveled over a shorter dis-
tance than atoms from packet B (band 4), and those of
B over a shorter distance than those of packet C (band
5). This confirms the efficiency of the mapping proce-
dure. Figure 4d provides the populations ΠA, ΠB and
ΠC in the excited bands as a function of the modulation
frequency extracted from the image Fig. 4b. In practice,
the populations Πi pertain to different velocity classes.
To determine them as a function of time, we proceed each
image in the following manner: we extract the maxima of
all visible atomic clouds, and integrate the image on areas
of width 60 pixels about them. This procedure allows us
to take into account the displacement of the atoms due
to their velocity. The dashed lines indicate the transition
frequency associated to the 1 and 2-phonon lines from the
ground state band to the excited bands at k = 0. Inter-
estingly, we recover that the 2-phonon lines (for A and
C) have a width twice smaller than the 1-phonon line.
For A and C, the atoms are excited essentially above the
frequency indicated by the dashed line since the atoms
that are excited have a quasi-momentum k 6= 0, and the
corresponding excitation frequency is larger than that at
k = 0 as a result of the positive curvature of the band
about k = 0. In contrast, the population in B is excited
for a lower frequency than that at k = 0 because of the
negative curvature of the band in the center of the Bril-
louin zone. We get a good understanding of the spectra
of Fig. 4d based on the 1 and 2-phonon lines. However,
it is not always easy to extract with a high reliability
the populations. Indeed, some extra structures appear
in the populations. Some of them may be interpreted as
fingerprints of 3-phonon lines. The method used to ex-
tract the populations also gives from time to time some
overlaps of the integration areas, when atoms of differ-
ent populations have velocity too close from each other.
This limitation is related to non adiabatic effects near
the edges of Brillouin zones, a well known limitation of
the mapping band technique [52].
We note that it is also delicate to extract the exact ve-
locity with a reasonable accuracy since we do not know
exactly at which moment atoms are promoted to the ex-
cited band during the 15 ms modulation time. Further-
more, atoms do not evolve freely. They are guided by an
horizontal optical dipole trap that generates a harmonic
potential whose quarter of period is on the order of 25
ms, a time close to the holding time in the guide.
In conclusion, we have investigated both experimen-
tally and numerically the excitation of atoms in an optical
lattice whose phase or amplitude is modulated. We have
observed the selection rules and discussed their validity
domain. Our study highlights the role of interactions
even when they are relatively weak. The band mapping
technique has been used to identify in more details the
fate of the excited atoms. This work opens up a few in-
teresting perspectives for a deeper understanding of the
role of interactions for Floquet engineering.
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