ABSTRACT Many human-centric systems have begun to use business process management technology in production. With the operation of business process management systems, more and more business process logs and human-centric data have been accumulated. However, the effective utilization and analysis of these event logs are challenges that people need to solve urgently. Process mining technology is a branch of business process management technology. It can extract process knowledge from event logs and build process models, which helps to detect and improve business processes. The current process mining algorithms are inadequate in dealing with log noise. The family of alpha-algorithms ignores the impact of noise, which is unrealistic in real-life logs. Most of the process mining algorithms that can handle noise also lack reasonable denoising thresholds. In this paper, a new assumption on noise is given. Furthermore, an anti-noise process mining algorithm that can deal with noise is proposed. The decision rules of the selective, parallel, and non-free choice structures are also given. The proposed algorithm framework discovers the process model and transforms it into a Petri network representation. We calculate the distance between traces to build the minimum spanning tree on which clusters are generated. The traces of the non-largest clusters are treated as noise, and the largest cluster is mined. Finally, the algorithm can discover the regular routing structure and solve the problem of noise. The experimental results show the correctness of the algorithm when compared with the α++ algorithm.
I. INTRODUCTION
With the growth of business process complexity, many enterprises are using business process management (BPM) to build and improve their human-centric information systems and, by extension, their enterprise efficiency. Process mining is a part of BPM technology, and its purpose is to extract useful information from event logs that have been executed and build process models. The discovered process model can be used for subsequent analysis, to help enterprises streamline business processes and to reduce management costs. Process mining mainly includes model discovery, conformance checking, and process improvement, whereby model discovery refers to the analysis of the event log, extraction of relevant information, and construction of the process model. The discovered process model can be used for monitoring and analysis, such as identifying bottlenecks in the process that consume unnecessary time and resources. Process discovery is a key factor in BPM.
In recent years, many process mining algorithms have been proposed. However most algorithms have shortcomings in solving various problems, such as loops, invisible tasks, duplicate tasks, non-free choice structure, and log noise. Agrawal et al. [1] and der Aalst et al. [2] discussed the problem of the loops. De Medeiros et al. [3] proposed a mining method for invisible tasks, and studied the non-free choice structure [4] . The heuristic process mining algorithm proposed by Wen et al. [5] , [6] can solve the log noise to a certain degree, but it has low self-adaptation. The user's subjective threshold cannot remove the noise correctly and may also lead to the deletion of the normal arc. The algorithm has strong pertinence and low universality. This study focuses on the problem of log noise; the proposed algorithm can solve the impact of log noise and ensure the accuracy of the mining results.
Noise refers to incorrect traces contained in event logs, such as traces that were erroneously recorded in process execution and do not represent typical process model behaviors. If log noise is not analyzed and differentiated, the family of alpha-algorithms will produce a process model that does not conform to actual behavior. The family of alpha-algorithms assumes that the log is noise-free; the problems of process mining are discussed under this assumption. Because it is difficult to ensure the consistency of these assumptions from the actual event logs, it is necessary to deal with the problem of log noise. Fig. 1 depicts the airline insurance claim process with a total of eight activities, which are numbered in Table 1 . After a user register request (A), the airline inspects its application, including a rough inspection (B) and detailed examination (C), which are mutually exclusive; then, the airline checks the ticket (D). Finally, the manager makes a decision (E): pay compensation (G), reject the request (H), or reinitiate the request (F), all of which are mutually exclusive.
is a log generated by the process, in which < A, C, D, E, H > 5 shows that the trace appears five times. The log is noise-free.
The family of alpha-algorithms can discover the correct process model, as shown in Figure 1 , when mining the log. If the log noise contains error traces, such as < D, G > 1 , the family of alpha-algorithms cannot make the right decision. In this case, the mining results are shown in Fig 2. The wrong edge (the red part) appears in the mining results. To solve the problem of log noise, Wen et al. [5] , [6] proposed a heuristic process mining algorithm. However, there are some shortcomings with this solution. For the process description, the heuristic process mining uses a causal network to represent a process, as shown in Fig 3. Causal nets can be transformed to Petri nets but cannot guarantee soundness, so heuristic process is hard to distinguish a complex routing structure correctly. In addition, the heuristic process mining itself does not provide a reasonable threshold for the removal of log noise. The threshold is set by the user, and the subjective setting of the threshold may not properly remove log noise, and can also lead to normal arc deletion. For example, the log is
Assuming that the frequency below 2 is noise, mining the above log with the heuristic process mining algorithm elicits different results with different thresholds set by the user in Fig. 3 and Fig. 4 .
As the loop of activity D occurs in a noisy trace of frequency 2, the arc of activity D to activity D should not appear in the process model. Because heuristic mining does not give an explicit threshold, the threshold is set by the user. Fig. 3 and Fig. 4 set thresholds of 0.8 and 0.9, respectively. In Fig. 3 , the arc of activity D to activity D is wrongly reserved; in Fig. 4 , the edges AC, CE, and FC are erroneously removed. The two corresponding mining results are therefore both wrong.
The anti-noise of heuristic mining is based on the assumption that the correct trace appears more frequently in the workflow, and the noise trace is less. However, this assumption is not always correct. Sometimes, some traces VOLUME 6, 2018 are not frequent, but they are correct and should not be considered noise. In this study, by measuring the similarity between traces, the majority of similar traces are considered as correct traces, whereas, the traces dissimilar with most traces are considered as noise. This assumption of noise is more objective. The algorithm proposed in this paper does not require manual setting of thresholds and adaptive recognition of noise according to the log.
In this paper, an improved process mining algorithm based on trace clustering is proposed to solve the problems of noise. The aim of our work is not only solve the problem of log noise but also mine the correct routing structure. In order to solve the problems of noise, an improved process mining algorithm based on trace clustering is proposed in this paper. We calculate the distance between traces to build the minimum spanning tree (MST) on which the clusters are generated. The traces of the non-largest clusters are treated as noise, and the clusters with the most traces are mined. In addition, the decision rules of the selective structure, parallel structure, and non-free choice structure are presented in this paper. The proposed algorithm framework discovers the process model and transforms it into a Petri network representation.
The remainder of the paper is organized as follows. A brief review of the related work on process mining is given in Section II. Section III introduces the relevant definitions and the method for discovering the structure of model. Section IV describes the treatment of noise. Then we outline the overall framework of the algorithm. Extensive experiments are presented in Section V. Finally, Section VI concludes this paper.
II. RELATED WORKS A. α ALGORITHM AND ITS IMPROVEMENTS
The basic idea of process mining was put forward by Dr. Cook of New Mexico State University in 1995. The goal is to automatically discover process models from the event logs of software processes. The technology is called process discovery, and the algorithm uses the finite state machine to express the process model. In 1998, Guo et al. [7] introduced it into the business process area. He used event log to process mining and used directed acyclic graph to represent process models, but it could not express parallel well. Petri net is a mathematical modeling tool for describing discrete and distributed systems. It consists of places and transitions. There are many analytical methods and tools for analysis based on Petri net. van der Aalst used Petri net to represent the process model and proposes α algorithm [8] . α algorithm is the most basic process mining algorithm, using the relationship between the activities in the log to mine the process model. However, there are many shortcomings of α algorithm such as loop and non-free choice structure. Many improved algorithms based on α algorithm can make up for its shortcomings in finding complex structures. In order to deal with the loop, α+ algorithm [1] , [2] solves the short loop with length 2 in the preprocessing stage and solves the short loop with length 1 in the post-processing stage. De Medeiros et al. [3] proposed α# algorithm to solve the invisible tasks. α++ algorithm [4] uses a new relationship to solve the non-free choice structure. As for how to discover invisible tasks in the non-free choice structure, α$ algorithm [9] proposes a solution.
B. ADVANCED PROCESS MINING ALGORITHMS
α algorithm illustrates the main ideas behind the process mining, but it cannot handle log noise. Thus, some advanced process mining algorithms have been proposed.
Heuristic process mining [5] , [6] uses a causal net to describe process models. This algorithm considers the frequency of traces in building process models, and its basic idea is that the infrequent trace should not be included in the model. But the disadvantage is that the causal net cannot describe the complex routing structure, and it does not have a mature analysis tool to support the subsequent analysis. In addition, the heuristic process mining itself does not give a reasonable threshold for the removal of log noise. The user's subjective threshold cannot remove the noise correctly, and can also lead to the deletion of the normal arc.
Genetic process mining [10] - [12] applies computational intelligence to process mining. The algorithm can partly solve the log noise and non-free selection structure. But there will be other problems of the discovered model such as containing a large number of invisible tasks and duplicate tasks. The results cannot match with log in most cases [13] . And the mining cost of the genetic process is large.
In addition to the above two advanced process mining methods, there are other process mining methods. Aiming at the shortcoming that genetic process mining can't effectively discover parallel structure, Vázquez-Barreiros et al. [14] has integrated and improved it, so that genetic process mining has higher fitness while mining parallel structure. Cook and Wolf et al. [15] put forward the concept of model behavior contour, and builds a sub-model based on this, and finally merges the sub-model. This method improves the efficiency of modeling. Huser [16] proposed the method of building classifier on the log subset and using the classification rules to remove the noise traces. In order to reduce the difficulty of preprocessing of existing algorithms, Bose et al. [17] proposed a new perspective to study the resource changes carried by token in the log and proposed τ algorithm. Bose et al. [18] takes Natural Language Processing as the starting point, and proposes an algorithm, using deep learning method of recursive neural network to predict the next event in business process. Wang et al. [19] proposed a BPMN Miner for discovering layered BPMN models that employ an approximation function to detect and filter the effects of noise in the log. Kapur et al. [20] proposed a local process model mining approach (LPM), focusing only on frequent patterns of behavior and using process trees to capture frequent patterns. Weijters et al. [21] predict the duration of business processes based on non-Markov random petri nets. For process mining of massive event logs, Pinter and Golani et al. [22] proposed to use the MapReduce framework for process mining. The techniques used by Golani and Pinter [23] rely on activity-dependent relationships, reducing the need for log completeness. Herbst and Karagiannis [24] determined the threshold interval by calculating the average dependence measure of the dependency graph to improve the heuristic process mining algorithm. Hammori et al. [25] identified several drawbacks of Heuristics Miner and present a process discovery technique with a strong focus on robustness and flexibility. Herbst and Karagiannis [26] present an automated technique to the removal of infrequent behavior from event logs. Van der Aalst et al. [27] provide a trace abstraction mechanism and the abstracted traces can then be provided as an input to process discovery.
Though α algorithm and its improvements discover process models from the event logs, they cannot deal with log noise. Some advanced process mining algorithms can not only mine some processes, but consider log noise. However, they cannot give a reasonable threshold of the removal of log noise and solve the problem of log noise effectively. In this study, we discover the regular routing structure, such as the decision rules of the selective structure, the parallel structure and the non-free choice structure, and solve the problem of noise. The proposed algorithm framework discovers the process model and transforms it into a Petri network representation. We calculate the distance between traces to build the minimum spanning tree. The clusters are generated on the minimum spanning tree. The traces of the non-largest clusters are treated as noise, and the clusters with the most traces will be mined.
III. MINING STRUCTURE
The basic requirement of the process mining algorithm is to solve the routing structure problems. The decision rules of the selective, parallel, and non-free choice structures are presented in this paper. The proposed algorithm framework discovers the process model and transforms it into a Petri network representation.
A. DEFINITIONS
Let L be an event log and T be the task set.σ i ∈ L represents the i-th trace (1 ≤ i ≤ n, n = |L| , represents the number of traces in the log L).σ i = t 1 t 2 . . . t n , and task t j ∈ T , i ∈ [1, n] Definition 1 (Direct Dependency): Let σ = t 1 t 2 . . . t n be a trace with length n. There is a direct dependency from activity a to b if and only if t i = a, t i+1 = b, i ∈ {1, 2, . . . n − 1}, denoted as a → b. a is a direct precursor of b, denoted as ·b = a; and b is a direct successor of a, denoted as a· = b [8] .
Definition 2 (Frequency of Direct Dependency):
It represents the number of times the direct dependency between activity t i and t j is observed in the log.
Definition 3 (Loop):
There is a loop from activities t i and t j if and only if t i → t j and t j → t i , denoted as t i t j [8] .
B. FREQUENCY MATRIX
We record the frequency of the direct dependency between all activities in the log to form a frequency matrix.
Definition 4 (Frequency Matrix):
If there are n tasks in the log, we can form the frequency matrix n × n, denoted as FM.
It represents the number of times the direct dependency between activities t i and t j is observed in the log.
For example, the model prototype is shown in Fig. 5 . 
We identify the sequential structure, parallel structure, and selective structure according to the frequency matrix.
C. THE LOOP STRUCTURE
In process mining, it is easy to judge for a long loop structure (a closure containing three or more activities). For a short loop VOLUME 6, 2018 (a closure containing one or two activities), it is not easy to judge. In this paper, the rule of judging the short loop based on frequency is given. 
D. THE PARALLEL STRUCTUR
In the entire algorithm framework, the recognition of the parallel structure should be judged before the selective structure.
Rule 3 Rule for the parallel structure. For the frequency of matrix FM, ∀i, j ∈ [1, n] , i = j, if FM ij * FM ji = 0 and t i ¬ t j , there is a parallel structure between t i and t j , denoted as t i ||t j .
For example, for the frequency matrix given in Definition 4, FM BD * FM DB = 0 and t B ¬ t D , then B||D. Similarly, there are C||D and D||E.
E. IMPROVED FREQUENCY MATRIX
Before using the frequency matrix to excavate the selective structure, we need to process the frequency matrix to remove the influence of parallel activities and loop. The above definition states that if there is a parallel relation or loop between activities, the corresponding value in FM is set to 0, and the improved frequency matrix FM is obtained.
In the example given in Figure 5 , there are B||D, C||D, and D||E. The corresponding value in FM is set to 0, and the improved frequency matrix FM is shown below.
After judging the parallel structure and obtaining the improved frequency matrix, the selective structure can be further judged. Rule 4 Rule for the selective structure. For tasks t k , t i , t j ∈ T , k, i, j ∈ [1, n] , k = i = j, if FM ki > 0 and FM kj > 0 and t i ¬||t j , then there is a selective structure between t i and t j , denoted as t i t j .
For example, for the frequency matrix given in Definition 4, FM AB > 0 and FM AC > 0, and B¬||C.
There is a selective structure between B and C. Although FM AB > 0 and FM AD > 0, for B¬||D, there is no selective structure between B and D. Similarly, there is no selective structure between C and D.
G. NON-FREE CHOICE STRUCTURE
The parallel structure and selective structure are relatively basic and obvious routing structures, whereas the free choice structure is a more complex routing structure. This section will analyze the nature of the non-free choice structure and list the rules for discovering it.
The problem of the non-free choice structure was first proposed by van der Aalst [28] ; it is a challenge to the discovery of control flow in the field of process mining. The non-free choice structure refers to a mixture of selection and synchronization, i.e., the execution of subsequent tasks that is not chosen freely, but is based on previous tasks. In real life, there are many non-free choice structures in many processes. However, most process mining algorithms such as the α algorithm cannot detect non-free choice structures. Fig. 6 is the original model, and Fig. 7 is the model discovered by the α algorithm. There is a non-free choice structure between D and E. Which one of D or E executes is not their own decision, but by A or B which has already been executed. If the previous execution is A, then D is selected; otherwise, E is selected. In order to be able to discover the non-free choice structure, the algorithm should be able to remember the selection in the net. In view of the activity order relationship in the event log, a pair of activities with non-free choice structures is always relatively rare in the log. That is, this pair of activities does not appear in all the traces in the log, but if it appears, it will appear in pairs. Based on this analysis, the following definition is given, where L represents event logs, σ i ∈ L represents the i-th trace (1 ≤ i ≤ n, n = |L| , represents the number of traces in the log L).
Definition 6 (Indirect Dependence): 
The following rule is given to distinguish the non-free choice structure.
Rule 5 the rule of determining the non-free choice structure.
For
and Always(a, b)
there is a non-free choice structure between t i and t j , denoted as t i ∇t j .
There is a non-free choice structure between t i and t j if and only if the following conditions are met at the same time: (1) There is no direct dependence between t i and t j ; (2) in all the traces of L, t i and t j do not always appear at the same time; and (3)
k represents the total number of trace logs in L, σ m represents the m-th trace(1 ≤ m ≤ k), and n m represents the frequency of occurrence of this trace. The third condition explains the essence of non-free choice structure, i.e., the activities with a non-free choice structure are always paired in the log.
IV. DEALING WITH LOG NOISE
Clustering techniques can be used as a preprocessing step to identify log noise. It is possible to divide traces into clusters, such that similar behavior is grouped into the same cluster. One can then discover a process model from the biggest cluster.
The classical clustering analysis method can solve the clustering problem of a data set. However, clustering has become a difficult problem because we do not know the actual distribution of the data set and need to set a large number of parameters at the same time. In this paper, the MST is introduced, and the blindness of clustering is greatly eliminated by using the geometric structure of the MST. The determination of the best clustering number is one of the most important topics in clustering analysis, and it is also one of the key factors that determine the quality of clustering. In this study, the optimal clustering number is obtained by the noise ratio of log.
A. TRACE SIMILARITY
The behavior in the normal workflow should be similar, that is, the trace in the log should also be similar. By calculating the similarity between traces and clustering them, we can distinguish the noise trace in the log.
In this paper, we provide distance-based clustering techniques based on the features of each trace, such as how frequently the tasks occur in the trace and the frequency between tasks.
Definition 7:
σ k represents the number of occurrences of activity t i in trace σ k . |σ k | represents the length of trace σ k . Then the marginal probability of t i in σ k is given by:
|σ k | The distance between two traces σ k and σ l is defined as
B. FRAMEWORK OF THE ANTI-NOISE ALGORITHM
Given the distance between traces, we build a diagram. This diagram is an undirected weighted graph where the set of nodes is given by the set of n traces, and each edge is labeled with the corresponding distance between traces. Then, we find an MST in the diagram. The MST is a subgraph that (1) is a tree, i.e., any two nodes are connected by one single path, (2) connects all nodes, and (3) has the lowest total cost, i.e., weight, between connections (Rebuge et al., 2012).
In Fig. 9 , we see an example of MST. Delete k-1 edges with the largest weight to form k subtrees, which are k clusters that make all edges of the subtrees small. This is performed on the basis that the two points with shorter distances should belong to the same cluster and the two points with longer distances should belong to different clusters.
This section presents a detailed description of the algorithm. The input is an event log and the output is a discovered process model based on a Petri net.
First, the definitions of the start task and the end task are given.
Definition 8 (∈, First, Last): L is the event log over the set of task T, σ = t 1 t 2 . . . t n is the trace over L. first (σ ) = t 1 .last (σ ) = t n .
Definition 9: L is the event log over the set of task T with total of n activities,σ is the trace over L. The algorithm is defined in Algorithm 1.
The input of Algorithm 1 is an event log with a noise ratio of θ . |L| represents the total number of traces in the log, and the output is the filtered log L .
Step 6 extracts the tasks from the event logs. These activities will finally be transitions in the workflow net. Steps 7 and 8 are used to extract the set of start tasks and end tasks. Among them, T I is the set of start tasks (i.e., the set of
Algorithm 1 Anti-Noise Process Mining Algorithm
Input: The event log L with noise ratio θ Output: The process model M 1. The traces in the log is numbered L = {σ 1 , σ 2 , . . . , σ n 2. For the traces of L, the distance between the traces is calculated 3. Let traces σ 1 , σ 2 , . . . , σ n be the nodes to form an undirected graph G. The distance between the corresponding nodes as the weight on the edge. 4. Build a minimum spanning tree(MST) with m edges and n nodes. 5. Delete θ × |L| edges with biggest weight in MST. The remaining maximum clustering is used as normal traces. all activities that appear in the first trace position),and T O is the set of end tasks (i.e., the set of all activities that appear in the last trace position).
Step 9 calculates the frequency matrix FM according to Definition 4. In steps 9 and 10, the loop structures and parallel structures are judged. FM and CM are calculated in step 12. Furthermore, the selective structures and non-free choice structures are judged in steps 13 and 14.
Steps 11 15 transform the directed graph into a Petri net.
V. EXPERIMENT AND RESULTS
This study uses the artificial log to conduct out the experiment. The artificial log is obtained by selecting the reference model and artificially adding the noise trace. A reference model is shown in Fig. 8 , which contains basic structures such as a parallel structure, selective structure, and loop. Using this benchmark model, logs with 100 traces are randomly generated. The noise ratios of 2%, 5%, 10%, and 20% are generated randomly in the log. Take the log with a 2% noise ratio as an example. The event log is
Traces are marked as σ 0 , σ 2 , . . . σ 9 .
According to section 4.1, the distance between traces is obtained as shown in Table 2 .
The MST is shown in Fig. 9 . According to the algorithm proposed in this paper, the maximum distance of the 0.02 * 100 = 2 traces should be deleted. The edges between trace 0 and trace 3, and trace 1 and trace 3 should be deleted. The remaining traces are mined as a noise-free log after filtering, and the mining result is shown in Fig. 8 .
For different noise logs, we use the α++ algorithm and heuristic algorithm for mining, and precision and recall are compared. The comparison results are shown in the Fig. 10 and Fig. 11 . Through comparison, it is found that the algorithm proposed in this paper has good precision and recall. 
VI. CONCLUSION
This paper proposed an anti-noise process mining algorithm that can deal with noise. In this paper, a more objective assumption of noise is proposed, and the decision rules of the selective structure, parallel structure, and non-free choice structure are presented. The proposed algorithm framework discovers the process model and transforms it into a Petri network representation. We calculate the distance between traces to build the MST, on which the clusters are generated. The traces of the non-largest clusters are treated as noise, and the clusters with the most traces are mined. Finally, the algorithm can discover the regular routing structure and solve the problem of noise. The experimental results show the correctness of the algorithm when compared with the α++ and heuristic algorithms. He has been extensively involved in research works in the fields of computer science, information systems, and social and human informatics. He seeks to exploit the rich interdependence between theory and practice in his work with interdisciplinary and integrated approaches. His recent research interests cover human-centric ubiquitous computing, behavior and cognitive informatics, big data, data quality assurance and sustainable use, personal analytics and individual modeling, intelligence computing, blockchain, cyber security, cyber-enabled applications in healthcare, and computing for well-being. He is a Senior Member of the Association of Computing Machinery, and the Information Processing Society of Japan.
