Abstract. We explicitly bound the Faltings height of a curve over Q polynomially in its Belyi degree. Similar bounds are proven for three other Arakelov invariants: the discriminant, Faltings' delta invariant and the self-intersection of the dualizing sheaf. Our results allow us to explicitly bound these Arakelov invariants for modular curves, Hurwitz curves and Fermat curves in terms of their genus. Moreover, as an application, we show that the CouveignesEdixhoven-Bruin algorithm to compute coefficients of modular forms for congruence subgroups of SL 2 (Z) runs in polynomial time under the Riemann hypothesis for ζ-functions of number fields. This was known before only for certain congruence subgroups. Finally, we use our results to prove a conjecture of Edixhoven, de Jong and Schepers on the Faltings height of a cover of P 1 Z with fixed branch locus.
Introduction and statement of results
We prove that stable Arakelov invariants of a curve over a number field are polynomial in the Belyi degree. We apply our results to give algorithmic, geometric and Diophantine applications.
1.1. Bounds for Arakelov invariants of three-point covers. Let Q be an algebraic closure of the field of rational numbers Q. Let X be a smooth projective connected curve over Q of genus g. Belyi [3] proved that there exists a finite morphism X → P 1 Q ramified over at most three points. Let deg B (X) denote the Belyi degree of X, i.e., the minimal degree of a finite morphism X → P 1 Q unramified over P 1 Q \{0, 1, ∞}. Since the topological fundamental group of the projective line P 1 (C) minus three points is finitely generated, the set of Q-isomorphism classes of curves with bounded Belyi degree is finite.
We prove that, if g ≥ 1, the Faltings height h Fal (X), the Faltings delta invariant δ Fal (X), the discriminant ∆(X) and the self-intersection of the dualizing sheaf e(X) are bounded by a polynomial in deg B (X); the precise definitions of these Arakelov invariants of X are given in Section 2.3.
Theorem 1.1.1. For any smooth projective connected curve X over Q of genus g ≥ 1,
− log(2π)g ≤ h Fal (X) ≤ 13 · 10 6 g deg B (X) The Arakelov invariants in Theorem 1.1.1 all have a different flavour to them. For example, the Faltings height h Fal (X) plays a key role in Faltings' proof of his finiteness theorem on abelian varieties; see [16] . On the other hand, the strict positivity of e(X) (when g ≥ 2) is related to the Bogomolov conjecture; see [45] . The discriminant ∆(X) "measures" the bad reduction of the curve X/Q, and appears in Szpiro's discriminant conjecture for semi-stable elliptic curves; see [44] .
Finally, as was remarked by Faltings in his introduction to [17] , Faltings' delta invariant δ Fal (X)
can be viewed as the minus logarithm of a "distance" to the boundary of the moduli space of compact connected Riemann surfaces of genus g.
We were first led to investigate this problem by work of Edixhoven, de Jong and Schepers on covers of complex algebraic surfaces with fixed branch locus; see [15] . They conjectured an arithmetic analogue ( [15, Conjecture 5.1]) of their main theorem (Theorem 1.1 in loc. cit.). We use our results to prove this conjecture; see Section 6 for a more precise statement.
Outline of proof.
To prove Theorem 1.1.1 we will use Arakelov theory for curves over a number field K. To apply Arakelov theory in this context, we will work with arithmetic surfaces associated to such curves, i.e., regular projective models over the ring of integers O K of K. We refer the reader to Section 2.2 for precise definitions and basic properties of Arakelov's intersection pairing on an arithmetic surface. Then, for any smooth projective connected curve X over Q of genus g ≥ 1, we define the Faltings height h Fal (X), the discriminant ∆(X), Faltings' delta invariant δ Fal (X) and the self-intersection of the dualizing sheaf e(X) in Section 2.3. These are the four Arakelov invariants appearing in Theorem 1.1.1.
We introduce two functions on X(Q) in Section 2. In Section 4 we prove the existence of a non-Weierstrass point on X of bounded height; see A precise combination of the above results constitutes the proof of Theorem 1.1.1 given in Section 4.6.
1.3.
Arakelov invariants of covers of curves with fixed branch locus. We apply Theorem 1.1.1 to prove explicit bounds for the height of a cover of curves. Let us be more precise.
For any finite subset B ⊂ P 1 (Q) and integer d ≥ 1, the set of smooth projective connected curves X over Q such that there exists a finite morphism X → P − log(2π)g ≤ h Fal (Y ) ≤ 13 · 10 6 g(4N H B ) 1.4. Diophantine application. Explicit bounds for Arakelov invariants of curves of genus g ≥ 2 over a number field K and with bad reduction outside a finite set S of finite places of K imply famous conjectures in Diophantine geometry such as the effective Mordell conjecture and the effective Shafarevich conjecture; see [38] and [40] . We note that Theorem 1.1.1 shows that one "could" replace Arakelov invariants by the Belyi degree to prove these conjectures. We use this philosophy to deal with cyclic covers of prime degree. In fact, in [22] , joint with von Känel, we utilize Theorem 1. 1.5. Modular curves, Fermat curves, Hurwitz curves and Galois Belyi curves. Let X be a smooth projective connected curve over Q of genus g ≥ 2. We say that X is a Fermat curve if there exists an integer n ≥ 4 such that X is isomorphic to the planar curve {x n + y n = z n }.
Moreover, we say that X is a Hurwitz curve if #Aut(X) = 84(g−1). Also, we say that X is a Galois
Belyi curve if the quotient X/Aut(X) is isomorphic to P 1 Q and the morphism X → X/Aut(X) is ramified over exactly three points; see [8, Proposition 2.4] , [47] or [48] . Note that Fermat curves and Hurwitz curves are Galois Belyi curves. Finally, we say that X is a modular curve if X C is a classical congruence modular curve with respect to some (hence any) embedding Q → C.
If X is a Galois Belyi curve, we have deg B (X) ≤ 84(g − 1). In [49] Zograf proved that, if X is a modular curve, then deg B (X) ≤ 128(g + 1). Combining these bounds with Theorem 1.1.1 we obtain the following corollary.
Corollary 1.5.1. Let X be a smooth projective connected curve over Q of genus g ≥ 1. Suppose that X is a modular curve or Galois Belyi curve. Then
Remark 1.5.2. Let Γ ⊂ SL 2 (Z) be a finite index subgroup, and let X be the compactification of Γ\H obtained by adding the cusps, where Γ acts on the complex upper half-plane H via Möbius
induces a morphism X → X(1). For Q ⊂ C an embedding, there is a unique finite morphism of finite morphisms of curves and Karl Schwede for helpful discussions about the geometry of surfaces.
Arakelov geometry of curves over number fields
We are going to apply Arakelov theory to smooth projective geometrically connected curves X over number fields K. In [2] Arakelov defined an intersection theory on the arithmetic surfaces attached to such curves. In [17] Faltings extended Arakelov's work. In this section we aim at giving the necessary definitions and results for what we need later (and we need at least to fix our notation).
We start with some preparations concerning Riemann surfaces and arithmetic surfaces. In Section 2.3 we define the (stable) Arakelov invariants of X appearing in Theorem 1. 
For any orthonormal basis (ω 1 , . . . , ω g ) with respect to this inner product, the Arakelov (1, 1)-form is the smooth positive real-valued (1, 1)-form µ on X given by µ = i 2g g k=1 ω k ∧ ω k . Note that µ is independent of the choice of orthonormal basis. Moreover, X µ = 1.
Let gr X be the Arakelov-Green function on (X ×X)\∆, where ∆ ⊂ X ×X denotes the diagonal;
see [2] , [11] , [14] or [17] . The Arakelov-Green functions determine certain metrics whose curvature forms are multiples of µ, called admissible metrics, on all line bundles O X (D), where D is a divisor on X, as well as on the holomorphic cotangent bundle Ω 1 X . Explicitly: for D = P D P P a divisor on X, the metric · on O X (D) satisfies log 1 (Q) = gr X (D, Q) for all Q away from the support of D, where gr X (D, Q) := P n P gr X (P, Q). Furthermore, for a local coordinate z at a point a in X, the metric · Ar on the sheaf Ω
We will work with these metrics on O X (P ) and Ω 1 X (as well as on tensor product combinations of them) and refer to them as Arakelov metrics. A metrised line bundle L is called admissible if, up to a constant scaling factor, it is isomorphic to one of the admissible bundles O X (D). The line bundle Ω 1 X endowed with the above metric is admissible; see [2] . For any admissible line bundle L, we endow the determinant of cohomology
of the underlying line bundle with the Faltings metric; see [17, Theorem 1] . We normalize this metric so that the metric on λ(Ω
is induced by the hermitian inner product on H 0 (X, Ω 1 X ) given above. Let H g be the Siegel upper half space of complex symmetric g-by-g-matrices with positive definite imaginary part. Let τ in H g be the period matrix attached to a symplectic basis of H 1 (X, Z) and consider the analytic Jacobian
has a theta function ϑ(z; τ ) = ϑ 0,0 (z; τ ) = n∈Z g exp(πi t nτ n + 2πi t nz), giving rise to a reduced effective divisor Θ 0 and a line bundle O(Θ 0 ) on J τ (X). The function ϑ is not well-defined on
. Instead, we consider the function
with y = ℑ(z). One can check that ϑ descends to a function on J τ (X). Now consider on the other hand the set Pic g−1 (X) of divisor classes of degree g − 1 on X. It comes with a canonical subset Θ given by the classes of effective divisors and a canonical bijection Pic g−1 (X)− → J τ (X) mapping Θ onto Θ 0 . As a result, we can equip Pic g−1 (X) with the structure of a compact complex manifold, together with a divisor Θ and a line bundle O(Θ). Note that we obtain ϑ as a function on Pic g−1 (X). It can be checked that this function is independent of the choice of τ . Furthermore, note that ϑ gives a canonical way to put a metric on the line bundle O(Θ) on Pic g−1 (X).
For any line bundle
Faltings proves that when we give both sides the metrics discussed above, the norm of this isomorphism is a constant independent of L; see [17, Section 3] . We will write this norm as exp(δ Fal (X)/8) and refer to δ Fal (X) as Faltings' delta invariant of X.
Let S(X) be the invariant of X defined in [11, Definition 2.2]. More explicitly, by [11, Theorem
where Q is any point on X. It is related to Faltings' delta invariant δ Fal (X). In fact, let (ω 1 , . . . , ω g ) be an orthonormal basis of H 0 (X, Ω 1 X ). Let b be a point on X and let z be a local coordinate about b. Write ω k = f k dz for k = 1, . . . , g. We have a holomorphic function
locally about b from which we build the g(g+1)/2-fold holomorphic differential
It is readily checked that this holomorphic differential is independent of the choice of local coordinate and orthonormal basis. Thus, the holomorphic differential W z (ω)(dz) ⊗g(g+1)/2 extends over X to give a non-zero global section, denoted by Wr, of the line bundle Ω ⊗g(g+1)/2 X . The divisor of the non-zero global section Wr, denoted by W, is the divisor of Weierstrass points. This divisor is effective of degree g 3 − g. We follow [11, Definition 5.3] and denote the constant norm of the canonical isomorphism of (abstract) line bundles
by R(X). Then, log S(X) = 1 8 δ Fal (X) + log R(X). In this section, we will assume the genus of the generic fibre X K to be positive. An Arakelov divisor D on X is a divisor D fin on X , plus a contribution D inf = σ α σ F σ running over the embeddings σ : K −→ C of K into the complex numbers. Here the α σ are real numbers and the F σ are formally the "fibers at infinity", corresponding to the Riemann surfaces X σ associated to the algebraic curves X × OK ,σ C. We let Div(X ) denote the group of Arakelov divisors on X . To a nonzero rational function f on X , we associate an Arakelov divisor div(f ) := (f ) fin + (f ) inf with (f ) fin the usual divisor associated to f on X , and (f ) inf = σ v σ (f )F σ , where v σ (f ) := − Xσ log |f | σ ·µ σ .
Here µ σ is the Arakelov (1, 1)-form on X σ . We will say that two Arakelov divisors on X are linearly equivalent if their difference is of the form div(f ) for some non-zero rational function f on X . We let Cl(X ) denote the group of Arakelov divisors modulo linear equivalence on X .
In [2] Arakelov showed that there exists a unique symmetric bilinear map (·, ·) : Cl(X ) × Cl(X ) −→ R with the following properties:
• if D and E are effective divisors on X without common component, then
where σ runs over the complex embeddings of K. Here (D, E) fin denotes the usual intersection number of D and E as in [29, Section 9.1], i.e.,
where s runs over the set |S| of closed points of S, i s (D, E) is the intersection multiplicity of D and E at s and k(s) denotes the residue field of s. Note that if D or E is vertical, the sum σ:K→C gr Xσ (D σ , E σ ) is zero;
• if D is a horizontal divisor of generic degree n over S, then (D, F σ ) = n for every σ : In particular, the Arakelov intersection of two admissible line bundles on X is well-defined.
Recall that a metrised line bundle (L, · ) on Spec O K corresponds to an invertible O K -module, L, say, with hermitian metrics on the L σ := C ⊗ σ,OK L. The Arakelov degree of (L, · ) is the real number defined by:
where s is any non-zero element of L (independence of the choice of s follows from the product formula).
Note that the relative dualizing sheaf ω X /OK of p : X → S is an admissible line bundle on X if we endow the restrictions Ω 1 Xσ of ω X /OK to the X σ with their Arakelov metric. Furthermore, for any section P : S → X , we have
where we endow the line bundle P * ω X /OK on Spec O K with the pull-back metric. 
The Faltings delta invariant of X, denoted by δ Fal (X), is defined as
where σ runs over the complex embeddings of K into C. Similarly, we define
.
Moreover, we define
The Faltings height of X is defined by
where we endow the determinant of cohomology with the Faltings metric; see Section 2. 
where we use Arakelov's intersection pairing on the arithmetic surface X /O K . The discriminant of X, denoted by ∆(X), is defined as 
Note that the height of b is the stable canonical height of a point, in the Arakelov-theoretic sense, with respect to the admissible line bundle ω X /OK . We define the Arakelov norm of the Wronskian differential at b as
These functions on X(Q) are well-defined; see [36, Section 5.4 ].
Changing the model for X might change the height of a point. Let us show that the height of a point does not become smaller if we take another regular model over O K .
Proof. By the minimality of X , there is a unique birational morphism φ : Y → X ; see [29, Corollary 9.3.24] . By the factorization theorem, this morphism is made up of a finite sequence 
Applying the adjunction formula, we see that a = 1. Since φ i restricts to the identity morphism on the generic fibre, we have a canonical isomorphism of admissible line bundles
where we used the projection formula in the last equality. Therefore, we conclude that 
This theorem is essential to the proof of Theorem 1.1.1 given in Section 4.5. We give a proof of Theorem 2.4.1 at the end of this section.
Lemma 2.4.2. For a smooth projective connected curve X over Q of genus g ≥ 1,
Proof. We kindly thank R. de Jong for sharing this proof with us. We follow the idea of [19, Section 2.3.2], see also [10, Appendice] . Let F g be the Siegel fundamental domain of dimension g in the Siegel upper half-space H g , i.e., the space of complex (g × g)-matrices τ in H g such that the following properties are satisfied. Firstly, for every element
Secondly, for every γ in Sp(2g, Z), we have det ℑ(γ · τ ) ≤ det ℑ(τ ), and finally, ℑ(τ ) is Minkowskireduced, i.e., for all ξ = (ξ 1 , . . . , ξ g ) ∈ Z g and for all i such that ξ i , . . . , ξ g are non-zero, we have
Let K be a number field such that X has a model X K over K. For every embedding σ :
) as principally polarized abelian varieties, the matrix of the Riemann form induced by the polarization of Jac(X K,σ ) being ℑ(τ σ )
on the canonical basis of C g . By a result of Bost (see [19, Lemme 2.12] or [37] ), we have
. (5) Here we used that the Faltings height of X equals the Faltings height of its Jacobian. Now, let ϑ(z; τ ) be the Riemann theta function as in Section 2.1, where τ is in F g and z = x + iy is in C g with x, y ∈ R g . Combining (5) with the upper bound
implies the result. Let us prove (6) . Note that, if we write
these facts). We deduce that
This proves (6).
Lemma 2.4.3. Let a ∈ R >0 and b ∈ R ≤1 . Then, for all real numbers x ≥ b,
Proof. It suffices to prove that x − 2a log max(1,
(To prove that x − 2a log max(1, x) ≥ b, we may assume that x ≥ 1. It is easy to show that x − 2a log x is a non-decreasing function for x ≥ 1. Therefore, for all x ≥ 1, we conclude that Then
Proof. See [18, Corollaire 8.4] . (Note that the Faltings height h(X) utilized by Bost, Gaudron and Rémond is bigger than h Fal (X) due to a difference in normalization. In fact, we have h(X) =
In particular, the slightly stronger lower bound
Lemma 2.4.5. Let X be a smooth projective connected curve over Q of genus g ≥ 1.
Then
Proof. By the explicit formula (2) for S(X) in Section 2.1 and our bounds on theta functions
Since h Fal (X) ≥ −g log(2π), the statement follows from Lemma 2.4.3 (with x = h Fal (X), a = g/4
and b = −g log(2π)).
Lemma 2.4.6. Let X be a smooth projective connected curve of genus g ≥ 2 over Q. Then
Proof. By [11, Proposition 5.6 ],
Note that log R(X) = log S(X)− δ Fal (X)/8; see (3) in Section 2.1. This implies the inequality.
Lemma 2.4.7. (Noether formula) Let X be a smooth projective connected curve over Q of
Proof. This is well-known; see [17, Theorem 6] Proposition 2.4.8. Let X be a smooth projective connected curve of genus g ≥ 2 over Q. Then
Proof. Firstly, by Lemma 2.4.6,
To obtain the upper bound for h Fal (X), we proceed as follows. By Lemma 2.4.5,
From these two inequalities, we deduce that
Finally, it is straightforward to verify the inequality
This concludes the proof of the upper bound for h Fal (X).
The second inequality follows from the first inequality of the proposition and the lower bound
Finally, to obtain the upper bound of the proposition for the discriminant of X, we eliminate the Faltings height of X in the first inequality using the Noether formula and obtain
In [17, Theorem 5] Faltings showed that e(X) ≥ 0. Therefore, we conclude that
We are now ready to prove Theorem 2.4.1. From now on, we suppose that b is a non-Weierstrass point. The upper bound h Fal (X) ≤ 1 2 g(g + 1)h(b) + log Wr Ar (b) follows from Theorem 5.9 in [11] and (4) in Section 2.1. We deduce the upper bound δ Fal (X) ≤ 6g(g + 1)h(b) + 12 log Wr Ar (b) + 4g log(2π) as follows.
Since e(X) ≥ 0 and ∆(X) ≥ 0, the Noether formula implies that
Thus, the upper bound for δ Fal (X) follows from the upper bound for h Fal (X).
The upper bound
follows from the inequality
and the preceding bounds. (One could also use the last inequality of Proposition 2.4.8 to obtain a similar result.)
Bounds for Arakelov-Green functions of Belyi covers
Our aim is to give explicit bounds for the Arakelov-Green function on a Belyi cover of X(2).
Such bounds have been obtained for certain Belyi covers using spectral methods in [24] . The results in loc. cit. do not apply to our situation since the smallest positive eigenvalue of the of the modular curve X 1 (5p) in [13] . It is also used by David Holmes [20] to construct "weakpseudo-metrics" on hyperelliptic curves.
3.1. Merkl's theorem. Let X be a compact connected Riemann surface of positive genus and recall that µ denotes the Arakelov (1, 1)-form on X.
is a finite atlas for X, 1 2 < r 1 < 1, M ≥ 1 and c 1 > 0 are real numbers such that the following properties are satisfied.
, r 1 , M, c 1 ) for X, the following result provides explicit bounds for Arakelov-Green functions in n, r 1 , M and c 1 .
Furthermore, for every index j and all x = y ∈ U r1 j , we have
Proof. Merkl proved this theorem without explicit constants and without the dependence on r 1 in [33] . A proof of the theorem in a more explicit form was given by P. Bruin in his master's thesis. This proof is reproduced, with minor modifications, in the appendix.
An atlas for a Belyi cover of X(2)
. Let H denote the complex upper half-plane. Recall that SL 2 (R) acts on H via Möbius transformations. Let Γ(2) denote the subgroup of SL 2 (Z) defined as
The Riemann surface Y (2) = Γ(2)\H is not compact. Let X(2) be the compactification of the Riemann surface Y (2) = Γ(2)\H obtained by adding the cusps 0, 1 and ∞. Note that X(2) is known as the compact modular curve associated to the congruence subgroup Γ(2) of SL 2 (Z). The modular lambda function λ : H → C induces an analytic isomorphism λ : X(2) → P 1 (C); see Section 4.4 for details. In particular, the genus of X (2) is zero. For a cusp κ ∈ {0, 1, ∞}, we fix an element γ κ in SL 2 (Z) such that γ κ (κ) = ∞.
We construct an atlas for the compact connected Riemann surface X(2). LetḂ ∞ be the open subset given by the image of the striṗ Therefore,
This is clearly impossible. Thus, c = 0 and τ ′ = τ ± b. By definition, b = 2k for some integer k.
Since τ and τ ′ lie in the above strip, we conclude that b = 0. Thus τ = τ ′ .
Consider the morphism z ∞ : H −→ C given by τ → exp(πiτ + Since the open subsets B κ cover X(2), we have constructed an atlas {(B κ , z κ )} κ for X(2), where κ runs through the cusps 0, 1 and ∞. Proof. This is trivial for g ≤ 1. For g ≥ 2, the statement follows from the Riemann-Hurwitz formula.
Let π : Y −→ X(2) be a Belyi cover. We are going to "lift" the atlas {(B κ , z κ )} for X(2) to an atlas for Y .
Let κ be a cusp of X(2). The branched cover π −1 (B κ ) −→ B κ restricts to a finite degree topological cover π −1 (Ḃ κ ) −→Ḃ κ . In particular, the composed morphism
is a finite degree topological cover ofḂ(0, 1).
Recall that the fundamental group ofḂ(0, 1) is isomorphic to Z. More precisely, for any connected finite degree topological cover V →Ḃ(0, 1), there is a unique integer e ≥ 1 such that Let Γ be a cofinite Fuchsian group, and let X be the compactification of Γ\H obtained by adding the cusps. We assume that Γ has no elliptic elements and that the genus g of X is positive.
There is a unique smooth function F Γ : X −→ [0, ∞) which vanishes at the cusps of Γ such that
A detailed description of F Γ is not necessary for our purposes. 
Proof. This is shown in [5] . More precisely, in the notation of loc. cit., Bruin shows that, with 3.4. A Merkl atlas for a Belyi cover of X(2). In this section we prove bounds for ArakelovGreen functions of Belyi covers.
Recall that we constructed an atlas {(B κ , z κ )} κ for X(2). For a cusp κ of X(2), let
This induces a functionḂ κ −→ (0, ∞) also denoted by y κ .
Lemma 3.4.1. For any two cusps κ and κ ′ of X (2), we have
Proof. We work on the complex upper half-plane H. We may and do assume that κ = κ ′ . By
κ ′ , we may and do assume that
It follows from a simple calculation that, for γ
For τ and γ 
Since |w ey y | = |z κ |, we have
Since µ hyp is invariant under the action of SL 2 (Z), this concludes the proof. F y .
By Lemma 3.4.2, Definition 3.3.1 and (7) in Section 3.3,
Note that y 
Thus, the proposition follows from Jorgenson-Kramer's upper bound for F Γ (Theorem 3.3.2). Moreover, for every cusp y and all Since n is the number of cusps of Y , we have n ≤ 3d. Moreover
Note that 330n (1 − r 1 ) 3/2 log 1 1 − r 1 + 13.2nc 1 + (n − 1) log M ≤ 6378027 d Since we have already verified the fourth condition of Merkl's theorem in Lemma 3.4.3, it suffices to verify the third condition to finish the proof. Let κ and κ ′ be cusps of X(2). We may and do assume that κ = κ ′ . Now, as usual, we work on the complex upper half-plane. By the chain rule,
where we used Lemma 3.4.1 and the inequality |z κ | > exp(−3π/2) on B κ ∩ B κ ′ .
3.5. The Arakelov norm of the Wronskian differential. By Theorem 3.4.5,
Let us show that log |W wy (ω)(b)| ≤ g(deg π) 5 . Write
We deduce that g k=1 |f k | 2 = 2gF y , where F y is the unique function on V y such that µ = iF y dw y ∧ dw y . By our upper bound for F y (Proposition 3.4.3), for any j = 1, . . . , g,
By Hadamard's inequality,
Let r 1 < r < 1 be some real number. By Cauchy's integral formula, for any 0 ≤ l ≤ g − 1,
By the preceding estimations, since g! ≤ g g and
Since g ≥ 1 and π : Y → X(2) is a Belyi cover, the inequality deg π ≥ 3 holds. Thus, We apply [29, 6.4.26 ] to obtain that there exists a dualizing sheaf ω Y/S for Y → S, and a dualizing sheaf ω π for π : Y → X such that the adjunction formula
holds. Since the local ring at the generic point of a divisor on X is of characteristic zero, basic properties of the different ideal imply that ω π is canonically isomorphic to the line bundle O Y (R).
We deduce the Riemann-Hurwitz formula
Also, the Riemann-Hurwitz formula implies the following equality of Cartier
Let E 1 , . . . , E s be the exceptional components of ψ : Y ′ −→ Y. Note that the pull-back of the
Therefore, there exist integers c i such that
where this is an equality of Cartier divisors (not only modulo linear equivalence). Note that Proof. We have the following local statement. Let y be a singular point of Y, and let E 1 , . . . , E r be the exceptional components of ψ lying over y. We define 
where, in the last inequality, we used that, for all j such that c j < 0, we have that E j = E i . 
Proof. Note that, by the Riemann-Hurwitz formula, we have K Y = π * K X + R. Therefore, by Lemma 4.2.1, we get that
Since the image of P ′ is not contained in the support of K Y ′ , we can apply the projection formula for the composed morphism π • ψ :
, the inequality (K X , Q) fin ≤ 0 holds. By definition, B = π * R. This concludes the proof.
We introduce some notation. For i in I and j in J i , let e ij and f ij be the ramification index and residue degree of π at the generic point of D ij , respectively. Moreover, let p i ⊂ O K be the maximal ideal corresponding to the image of D i in Spec O K . Then, note that e ij is the multiplicity of D ij in the fibre of Y over p i . Now, let e pi and f pi be the ramification index and residue degree of p i over Z, respectively. Finally, let p i be the residue characteristic of the local ring at the generic point of D i and, if p i > 0, let m i be the biggest integer such that p mi i ≤ deg π, i.e.,
Proof. Let ord Di be the valuation on the local ring at the generic point of D i . Then, by Proposition 4.1.3, the inequality
Let us introduce a bit more notation. Let I 1 be the set of i in I such that D i is horizontal (i.e.,
We are now finally ready to combine our results to bound the "non-archimedean" part of the height of a point. 
Proof. Note that
Note that, for all i in I 1 and j in J i , the ramification of D ij over D i is tame, i.e., the equality r ij = e ij − 1 holds. Note that, for all i in I, we have j∈Ji e ij f ij = deg π. Thus, i∈I1 j∈Ji
We claim that i∈I2 j∈Ji
In fact, since, for all i in I 2 and j in J i , by Proposition 4.2.3, the inequality r ij ≤ 2e ij m i e pi holds, we have that
where the last sum runs over all prime numbers p such that the fibre X p contains an irreducible component of the support of D 2 . Thus,
Note that
where we used that
By Proposition 4.2.2, we conclude that
4.3. Models of covers of curves. In this section, we give a general construction for a model of a cover of the projective line. Let K be a number field with ring of integers O K , and let The main result of this section reads as follows. 
where M denotes the arithmetic-geometric-mean.
Lemma 4.4.1. For τ in H, let q(τ ) = exp(πiτ ) and let λ(τ ) = ∞ n=1 a n q n (τ ) be the q-expansion of λ on H. Then, for any real number 4/5 ≤ y ≤ 1,
It suffices to show that |qdλ/dq| ≥ 3/20. We will use the product formula for λ. Namely,
Note that, for any positive integer n and 4/5 ≤ y ≤ 1,
Moreover, since λ(i) = 1/2 and λ(0) = 1, the inequality λ(iy) ≥ 1/2 holds for all 0 ≤ y ≤ 1. Also,
In fact,
It is straightforward to verify that, for all 4/5 ≤ y ≤ 1, the inequality
holds. Finally, utilizing classical formulas for geometric series, for all 4/5 ≤ y ≤ 1,
We conclude that
4.5.
A non-Weierstrass point with bounded height. The logarithmic height of a non-zero rational number a = p/q is given by h naive (a) = log max(|p|, |q|), where p and q are coprime integers and q > 0. 
Recall the following notation from Section 4.2. Let X = P K ({0, 1, ∞}), the section P ′ is not contained in the support of K Y ′ . Therefore, we get that
Let D be the branch locus of π : Y −→ X endowed with the reduced closed subscheme structure. 
Write a = p/q, where p and q are coprime positive integers with q > p. Note that
It remains to estimate σ:K−→C (− log dπ K σ )(σ(b)). We will use our bounds for ArakelovGreen functions.
Let σ : K → C be an embedding. The composition
is a Belyi cover (Definition 3.2.1). By abuse of notation, let π denote the composed morphism By the trivial inequality e y ≥ 1, the inequality |w y | ≤ 1 and Lemma 4.4.1,
Thus, by Theorem 3.4.5, we conclude that 
Proof.
Define the sequence (a n ) ∞ n=1 of rational numbers by a 1 = 1/2 and a n = n/(2n − 1) for n ≥ 2. Note that 1/2 ≤ a n ≤ 2/3, and that h naive (a n ) ≤ log(2n). We may and do assume that
Since the number of Weierstrass points on Y is at most g 3 − g, there exists an integer 1 ≤ i ≤ (deg π) 2 such that the fibre π −1 (a i ) contains a non-Weierstrass point, say b. Applying (9) to b,
we conclude that
g .
4.
6. For a smooth projective connected curve X over Q, we let deg B (X) denote the Belyi degree of X.
Proof of Theorem 1.1.1. The inequality ∆(X) ≥ 0 is trivial, the lower bound e(X) ≥ 0 is due to Faltings ( [17, Theorem 5] ) and the lower bound h Fal (X) ≥ −g log(2π) is due to Bost (Lemma
2.4.4).
For the remaining bounds, we proceed as follows. By Theorem 4.5.2, there exists a non-
By our bound on the Arakelov norm of the Wronskian differential in Proposition 3.5.1, we have log Wr Ar (b) ≤ 6378028g deg B (X) 5 .
To obtain the theorem, we combine these bounds with Theorem 2.4.1.
Computing coefficients of modular forms
Let Γ ⊂ SL 2 (Z) be a congruence subgroup, and let k be a positive integer. A modular form f of weight k for the group Γ is determined by k and its q-expansion coefficients a m (f ) for
In this section we follow [7] and give an algorithmic application of the main result of this paper. More precisely, the goal of this section is to complete the proof of the following theorem. The proof is given at the end of this section. • a positive integer k,
• a number field K,
• a modular form f of weight k for Γ over K, and
• a positive integer m in factored form, computes a m (f ), and whose expected running time is bounded by a polynomial in the length of the input.
Remark 5.0.2. We should make precise how the number field K, the congruence subgroup Γ and the modular form f should be given to the algorithm, and how the algorithm returns the coefficient a m (f ). We should also explain what "probabilistic" means in this context. For the sake of brevity, we refer the reader to [7, p. 20 ] for the precise definitions. Following the definitions there, the above theorem becomes a precise statement. Assuming the Riemann hypothesis for ζ-functions of number fields, it was shown that the algorithm runs in polynomial time for certain congruence subgroups; see [7, suffices to show that, for all positive integers n, the discriminant ∆(X 1 (n)) is polynomial in n (or equivalently the genus of X 1 (n)). The latter follows from Corollary 1.5.1. In fact, the Belyi degree of X 1 (n) is at most the index of Γ 1 (n) in SL 2 (Z). Since
we conclude that ∆(X 1 (n)) ≤ 5 · 10 8 n 14 .
Bounds for heights of covers of curves
Let X be a smooth projective connected curve over Q. We prove that Arakelov invariants of (possibly ramified) covers of X are polynomial in the degree. Let us be more precise.
Theorem 6.0.4. Let X be a smooth projective connected curve over Q, let U be a non-empty open subscheme of X, let B f ⊂ P 1 (Q) be a finite set, and let f :
be a finite morphism
Let N be the number of elements in the orbit of B under the action of Gal(Q/Q) and let H B be the height of B as defined in Section 1.3.
Then, for any finite morphism π : Y → Xétale over U , where Y is a smooth projective connected curve over Q of genus g ≥ 1,
Proof. We apply Khadjavi's effective version of Belyi's theorem. More precisely, by [26, Theorem 1.1.c], there exists a finite morphism R :
Note that the composed morphism
We conclude by applying Theorem 1.1.1 to the composition
Note that Theorem 6.0.4 implies Theorem 1.3.1 (with X = P Proof. We claim that this conjecture holds with b = 0 and an integer a depending only on the generic fibre U Q of U . In fact, let π : 
where the sum runs over all connected components X of Y Q := Y × Q Q, and a = 6 + log 13 · 10 6 N (4N H B )
Here we used that, g ≤ N deg π and
This concludes the proof.
Let us briefly mention the context in which these results will hopefully be applied. Let S be a smooth projective geometrically connected surface over Q. As is explained in Section 5 of [15] , it seems reasonable to suspect that, there exists an algorithm which, on input of a prime ℓ, computes theétale cohomology groups H i (S Q,et , F ℓ ) with their Gal(Q/Q)-action in time polynomial in ℓ for all i = 0, . . . , 4.
Appendix: Merkl's method of bounding Green functions
by Peter Bruin
The goal of this appendix is to prove Theorem 3.1.2. Let X be a compact connected Riemann surface, and let µ be a smooth non-negative (1, 1)-form on X such that X µ = 1. Let * denote the star operator on 1-forms on X, given with respect to a holomorphic coordinate z = x + iy by * dx = dy, * dy = −dx, or equivalently * dz = −i dz, * dz = i dz.
The Green function for µ is the unique smooth function gr µ : X × X \ ∆ → R, with a logarithmic singularity along the diagonal ∆, such that for fixed w ∈ X we have, in a distributional sense, Then for all a ∈ X, we consider the function g a,µ on X \ {a} defined by This implies that 2πg a,µ (b) = gr µ (a, b), where gr µ is the Green function for µ defined above.
We begin by restricting our attention to one of the charts of our atlas, say (U, z). By assumption, z is an isomorphism from U to the open unit disc in C. Let r 2 and r 4 be real numbers with r 1 < r 2 < r 4 < 1, and write r 3 = (r 2 + r 4 )/2.
We choose a smooth functionχ : R ≥0 → [0, 1] such thatχ(r) = 1 for r ≤ r 2 andχ(r) = 0 for r ≥ r 4 . We also define a smooth function χ on X by putting χ(x) =χ(|z(x)|) for x ∈ U and extending by 0 outside U . Furthermore, we put χ c = 1 − χ.
For 0 < r < 1, we write U r = {x ∈ U : |z(x)| < r}.
For all a, b ∈ U r1 , the function f a,b = 1 2π log (z − z(a))(z(a)z − r is defined on U \{a, b}. Moreover, f a,b is harmonic on U \{a, b}, since the logarithm of the modulus of a holomorphic function is harmonic. We extend χ c f a,b to a smooth function on U by defining it to be zero in a and b.
We consider the open annulus
Let (ρ, φ) be polar coordinates on A such that z = ρ exp(iφ). A straightforward calculation shows that in these coordinates the star operator is given by * dρ = ρ dφ, * dφ = − dρ ρ .
We consider the inner product We write R = (r 4 − r 2 )/2, and we consider the open disc D = z ∈ U |z − z(x)| < R of radius R around x; this lies in A because r 3 = (r 4 + r 2 )/2. Let (σ, ψ) be polar coordinates on D such that z − z(x) = σ exp(iψ). Because g is harmonic, so is ∂ φ g, and Gauss's mean value theorem implies that ∂ φ g(x) = 1 πR 2 D ∂ φ g σ dσ dψ.
On the space of real continuous functions on D, we have the inner product
We extend χf a,b to a smooth function on X \ {a, b} by putting (χf a,b )(x) = 0 for x ∈ U . Theñ Proof. We first show that for any two coordinate indices j and k and for all a ∈ U r1 k ∩ U r1 j , To prove this, let y ∈ X. We distinguish three cases to prove that l
a (y) is bounded from above by the right-hand side of (13); the inequality then follows by interchanging j and k. We claim that this line segment also lies inside U 
