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Abstract-Intelligent Transportation Systems (ITS) have attracted the attention of researchers and the general public alike as a means to alleviate traffic congestion. Recently, the maturity of wireless technology has enabled a cost-efficient way to achieve ITS by detecting vehicles using Vehicle to Infrastructure (V2I) communications.
Traditional ITS algorithms, in most cases, assume that every vehicle is observed, such as by a camera or a loop detector, but a V2I implementation would detect only those vehicles with wireless communications capability. We examine a family of transportation systems, which we will refer to as 'Partially Detected Intelligent Transportation Systems'. An algorithm that can act well under a small detection rate is highly desirable due to gradual penetration rates of the underlying wireless technologies such as Dedicated Short Range Communications (DSRC) technology. Artificial Intelligence (AI) techniques for Reinforcement Learning (RL) are suitable tools for finding such an algorithm due to utilizing varied inputs and not requiring explicit analytic understanding or modeling of the underlying system dynamics.
In this paper, we report a RL algorithm for partially observable ITS based on DSRC. The performance of this system is studied under different car flows, detection rates, and topologies of the road network. Our system is able to efficiently reduce the average waiting time of vehicles at an intersection, even with a low detection rate.
Index Terms-Reinforcement Learning, Artificial Intelligence, Intelligent Transportation Systems, Partially Detected Intelligent Transportation Systems, Vehicle-to-Infrastructure Communications I. INTRODUCTION 1 Traffic congestion is a daunting problem that affects the daily lives of billions of people in most countries across the world [1] . Over at least the past 30 years, many attempts to alleviate this problem in the form of intelligent transportation systems have been designed and demonstrated [2] [3] [4] [5] [6] [7] [8] [9] . Among these different approaches, some use real time traffic information measured or collected by video cameras or loop detectors and optimize the cycle split of a traffic light accordingly [10] . Unfortunately, such intelligent traffic control schemes are expensive and, therefore, they exist only at a small percentage of intersections in the United States, Europe, and Asia.
Recently, several cost-effective approaches to implement intelligent transportation systems were proposed by leveraging the fact that Dedicated Short-Range Communication (DSRC) 1 The research reported in this paper was partially funded by King Abdulaziz City of Science and Technology (KACST), Riyadh, Kingdom of Saudi Arabia technology will be mandated by US Department of Transportation (DoT) and will be implemented in the near future [11] [12] [13] . DSRC technology is potentially a much cheaper technology for detecting the presence of vehicles on the approaches of an intersection. However, at the early stages of deployment, only a small percentage of vehicles will be equipped with DSRC radios. Since this adoption stage could last several years due to increasing vehicle life [14] , new control algorithms that can handle partial detection of DSRCequipped vehicles are required.
One potential AI algorithm is deep reinforcement learning (DRL), which has recently been explored by several groups [15] , [16] . These results showed an improvement in terms of waiting time and queue length experienced at an intersection in a fully-observable environment. Hence, in this paper, we investigate this promising approach given a partially observable environment. As expected, we observe an asymptotically improving result as we increase the penetration rate of DSRCequipped vehicles.
In this paper, we explore the capability of DRL to solve the DSRC-based partially detected intelligent traffic signal control systems. Though we mainly consider DSRC detection in this context, the scheme described here is generic enough to be used for any other possible forms of partially detected intelligent traffic signal control systems, such as vehicle detection based on RFID, Bluetooth Low Energy 5.0 (BLE 5.0), and LTE. We perform extensive simulations to analyze different aspects of the RL method. Our results clearly show that AI, in general, and reinforcement learning, in particular, is capable of providing an excellent traffic management scheme that is able to reduce the waiting time of commuters at a given intersection, even at a low penetration rate.
II. RELATED WORKS
Traffic signal control using Artificial Intelligence (AI), especially reinforcement learning (RL), has been an active field of research for the last 20 years. In 1994, Mikami, et al. proposed distributed reinforcement learning (Q-learning) using a Genetic Algorithm to present a traffic signal control scheme that effectively increased throughput of a road network [17] . Due to the limitations of computational power in 1994, however, it could not be implemented at that time.
Bingham proposed RL for parameter search of a fuzzyneural traffic signal controller for a single intersection [18] , arXiv:1807.01628v2 [cs.AI] 4 Feb 2019 while Choy et al. adapted RL on the fuzzy-neural system in a cooperative scheme, achieving adaptive control for a large area [19] . These algorithms are based on RL, but the major goal of RL is parameter tuning of the fuzzy-neural system. Abdulhai et al. proposed the first true adaptive traffic signal which learns to control the traffic signal dynamically based on a Cerebellar Model Articulation Controller (CMAC), as a Q-estimation network [20] . Silva, et.al. and Oliveira et.al. then proposed a context-detector (CD) in conjunction with RL to further improve the performance under non-stationary traffic situations [21] , [22] . Several researchers have focused on multi-agent reinforcement learning for implementing it on a large scale [23] [24] [25] [26] .
Recently, with the development of GPU and computation power, Deep Reinforcement Learning has become an attractive method in several fields. Several attempts have been made using Deep Q-learning for ITS, including [15] , [16] , [27] , [28] . These results show that a DQN based Q-learning algorithm is capable of optimizing the traffic in an intelligent manner.
Traditional intelligent traffic signal systems use loop detectors, magnetic detectors and cameras for improving the performance of traffic lights. In the past few decades, various adaptive traffic systems were developed and implemented. Some of these traffic systems such as SCOOT [4] , SCATS [3] , are based on dynamic traffic coordination [5] , and can be viewed as a traffic-responsive version of TRANSYT [2] . These systems optimize the offsets of traffic signals in the network, based on current traffic demand, and generate 'greenwave' for major car flow. Meanwhile, some other model-based systems has been proposed, including OPAC [6] , RHODES [7] , PRODYN [8] . These systems use both the current traffic arrivals and the prediction of future arrivals, and choose a signal phase planning which optimize the objective functions. While these systems work efficiently, they do have some significant shortcomings. The cost of these systems are generally high [29] . Considering SCATS, for example, the initial cost of the system is $20,000 to $30,000 per intersection, and $28,800 per mile per year, not to mention that the installation will cost an extra $20,000 per intersection [30] . The cost is due to the fact that these systems use loop detectors and video cameras to detect vehicles. They are generally expensive and hard to install and maintain.
Even though RL yields impressive results for these cases, it does not outperform current systems. Hence, the progress of these algorithms, while interesting, is of limited impact, since traditional ITS systems perform comparably.
Meanwhile, as Dedicated Short-Range Communications start to be installed on vehicles in the United States, traffic signal control schemes based on such technology have become a rising field, as the cost is significantly lower than a traditional ITS [11] [12] [13] . Within these schemes, a system known as Virtual Traffic Lights (VTL) is very attractive, as it proposes an infrastructure-free DSRC-based solution, by installing traffic control devices in vehicles and having the vehicles decide the right-of-way at an intersection locally. Different aspects of VTL technology, including algorithm design, system simulation, deployment policy, and carbon emission have been studied by different research groups in the last few years [11] , [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] . However, a VTL system requires all vehicles in the road network to be equipped with DSRC device, therefore, a transition scheme for the current transportation systems to smoothly transition to VTL system is needed.
On the other hand, several methods have been proposed for floating vehicle data gathered from Global Position System (GPS) that are used to detect, estimate and predict traffic states based on fuzzy logic, Genetic Algorithm (GA), Support Vector Mechine (SVM) and other statistical learning algorithms [42] [43] [44] [45] [46] [47] . These works show that it is possible to optimize traffic control based on partially observed data (such a system is formally introduced in section III).
There are a few systems currently available using partial detection. For example, COLOMBO is one of the projects in the European Union (EU) that focuses on low-penetration rate of DSRC-equipped vehicles [48] [49] [50] . The system uses information provided by V2X technology and feed the information to a traffic management system. Since COLOMBO cannot directly react to real-time traffic flow (the detected and undetected vehicles have the same performance), under low to medium car flow it will NOT achieve optimum performance as the optimal strategy under low-to-medium car flow has to react according to detected car arrivals. Another very recent system is DSRC-Actuated Traffic Lights, which is one of our previous implementations using DSRC radio for traffic control. The designed prototype of this system was publicly demonstrated at an intersection in Riyadh, Saudi Arabia, only 5 months ago, in July 2018 [51] , [52] . DSRC-Actuated Traffic Lights, however, is based on the arrival of each vehicle, and hence works well under low to medium car flow rates, but it does not work well under high car flow rate.
The main contributions of this paper are: 1) Explore a new kind of intelligent system that is based on partial detection of DSRC-equipped vehicles, which is a cost-effective alternative to current ITS and an important problem not addressed by traditional ITS. 2) Propose a transition scheme to VTL. Not only do we reduce the average commute time for all end users, but those users with DSRC have much lower commute time, which attracts additional users to have DSRC capability. 3) Design a new RL-based traffic control algorithm and system design that performs well under low penetration ratio and detection rates. 4) Provide a detailed performance simulation and analysis.
Our simulation and analysis show that, under a low detection rate, the system can perform almost as good as an ITS that employs full detection. This is a promising solution considering its cost-effectiveness.
III. PROBLEM FORMULATION
The rapid development of the Internet of Things (IoT) has created new technology applicable for sensing vehicles for intelligent transportation systems. Other than DSRC, applicable technologies include, but are not limited to, RFID, Bluetooth, Ultra-Wide Band (UWB), Zigbee, and even cellphone apps such as Google Map [53] [54] [55] . All these systems are more economical than traditional loop detectors or cameras.
Performance-wise, most of these systems are able to track vehicles in a continuous way, while loop detectors can only detect the presence of vehicles, suggesting that a system based on wireless communications would be able to utilize finergrained information. Unfortunately, the transportation systems mentioned above have a critical shortcoming: they are not able to detect vehicles unequipped with the communication device. Within these systems, only a portion of all vehicles are detectable, unlike a traditional ITS. As this is a common characteristic for several aforementioned traffic signal control systems, we denote these traffic systems collectively as Partially Detected Intelligent Traffic Signal Control System (PD-ITSCS). Figure. 1 gives an illustration of a PD-ITSCS. There are two kinds of vehicles in the system: the red vehicles are equipped with a communication device which is able to communicate with the corresponding device on the traffic lights, so that the traffic lights are able to detect these vehicles; the blue vehicles, on the other hand, are not equipped with a communication device, and hence undetectable by the traffic lights. In a PD-ITSCS, both kinds of vehicles co-exist in the system. The traffic lights, based on the information from the detected vehicles, decide the current phase at the intersections, in order to minimize the delay at the intersection for both detected vehicles and undetected vehicles.
This paper aims to build a traffic control scheme that: 1) performs well even with a low detection rate; 2) accelerates the transition to a higher adoption rate and therefore a higher detection rate. In the rest of the paper, for notational convenience, we choose one of the typical PD-ITSCS, the transportation system based on DSRC radios, as an example. The detected vehicles are vehicles equipped with DSRC radios, and the undetected vehicles are those unequipped with DSRC radios. Observe that other kinds of PD-ITSCS are analogous, thus making the methodologies described in this paper adaptable for them as well.
IV. METHODOLOGY

A. Q-Learning Algorithm
We refer to Watkins [56] for a detailed explanation of general reinforcement learning and Q-learning but we will provide a brief review in this section.
The goal of reinforcement learning is to train an agent that interacts with the environment by selecting the action in a way that maximizes the future reward. At every time step, the agent gets the state (the current observation of the environment) and reward information (the quantified indicator of performance from the last time step) from the environment and makes an action. During this process, the agent tries to optimize (maximize/minimize) the cumulative reward for its action policy. The beauty of this kind of algorithm is the fact that it doesn't need any supervision, since the agent observes the environment and tries to optimize its performance without human intervention.
RL algorithms come in two categories: policy based algorithms such as Trust Region Policy Optimization (TRPO) [57] , Advantage Actor Critic (A2C) [58] , Proximal Policy Optimization (PPO) [59] that optimize the policy that maps from states to actions; and value based algorithms such as Qlearning [56] , double Q-Learning [60] , and soft Q-learning [61] that directly maximize the cumulative rewards. While policy based algorithms have achieved good results and will potentially be applicable for the problem proposed in this paper [62] , [63] , in this paper, we choose deep Q-learning algorithm.
In the Q-learning approach, the agent learns a 'Q-Value', denoted Q(s t , a t ), which is a function of observed state s t and action a t that outputs the expected cumulative discounted future reward. Here, t denotes the discrete time index. The cumulative discounted future reward is defined as:
Here, r t is the reward at each time step, the meaning of which needs to be specified according to the actual problem, and γ < 1 is the discount factor. At every time step, the agent updates its Q function by an update of the Q value:
In most cases, including the traffic control scenarios of interest, due to the complexity of the state space and action space, deep neural networks can be used to approximate the Q function. Instead of updating the Q value, we use the value:
as the output target of a Q network and do a step of back propagation on the input of s t , a t .
We utilized two known methods to stabilize the training process [64] , [65] : 1) Two Q-networks are maintained, a target Q-network and an on-line Q network. Target Q-network is used to approximate the true Q-values, and the on-line Qnetwork is back-propagated every step. In the training period, the agent makes decision with the target Qnetwork, the results from each time instance are used to update the on-line Q-network. At periodic intervals, on-line Q networks weights are synchronized with the target Q-network. This will keep the agent's decision network relatively stable, instead of changing at every step.
2) Instead of training after every step an agent has taken, past experience was stored in a memory buffer and training data was sampled from the memory for a certain batch size. This experience replay aims to break the time correlation between samples [66] . In this paper, we train the traffic lights agents using a Deep Q-network (DQN) [66] . With the Q-learning algorithm described above, our work focuses on the definition of agents' actions and the assignment of the states and rewards, which is discussed in the the following subsection IV-B.
B. Parameter Modeling
We consider a traffic light controller, which takes reward and state observation from the environment and chooses an action. In this subsection, we introduce our design of actions, rewards, and states for the aforementioned PD-ITSCS problem.
1) Agent action: In our context, the relevant action of the agent is either to keep the current traffic light phase, or to switch to the next traffic light phase. At every time step, the agent makes an observation and takes action accordingly, achieving intelligent control of traffic.
2) Reward: For traffic optimization problems, the goal is to decrease the average traffic delay of commuters in the network, by using traffic light phasing strategy S. Specifically, find the best traffic light phasing strategy S, such that t S − t min is minimum, where t S is the average travel time of commuters in the network, under the traffic control scheme S, and t min is the physically possible lowest average travel time. Consider traveling the same distance d,
Here, v max is some maximum reasonable speed for the vehicle, such as the speed limit of the road in concern. Therefore,
Therefore, to get minimum delay t S − t min is equivalent to minimizing at each step t, for each vehicle:
We note that this is equivalent to maximizing v S (t), if the v max on all roads for all cars are the same. If different vehicles have different v max , the reward function is taken as the arithmetic average of the function for all vehicles.
We define the statement in (1) as the penalty of each step. Our goal is to minimize the penalty of each step. Since reinforcement learning tries to maximize the reward (minimize penalty), we define the opposite number of the loss as the reward for the reinforcement learning problem:
In some cases, especially when the traffic flow is heavy, one can shape the rewards to guide the agent's action, such as avoiding big traffic jams [67] . This is certainly an interesting direction for future research.
3) State representation: For optimal decision making, a system should consider as much relevant information about traffic processes as possible. Traditional ITS only typically detect simple information such as the presence of vehicles. In partially detected ITS, only a portion of the vehicles are detected, but more specific information about these vehicles such as speed and position are available due to the capabilities of DSRC.
Reinforcement learning enables experimentation with many possible choices of inputs and input representations. Further research is required to determine the experimental benefits of each option and that goes beyond the scope of this paper. Based on initial experiments, for the purpose of this paper, we selected a state representation including the distance to the nearest vehicle at each approach, number of vehicles at each approach, amber phase indicator, current traffic light phase elapsed time and current time, as detailed in Table I . Note that Detected car count and distance to nearest detected vehicle is negated if red, positive if green current traffic light phase (green or red) is represented by a sign change in the per-lane detected car count and distance rather than by a separate indicator. In initial experiments, we observed slightly faster convergence using this distributed representation (sign representation) than a separate indicator (shown in Figure 5 ). We hypothesize that, in combination with Rectified Linear Unit (ReLU) activation, this encoding biases the network to utilize different combinations of neurons for different phases. ReLU units are active if the output is positive and inactive if the output is negative, so our representation may encourage different units to be utilized during different phases, accelerating learning. There are many possible representations and our experimentation with different representations is not exhaustive, but we found that Reinforcement Learning was able to handle several different representations with reasonable performance.
C. System Design
We provide here one of the possible system realizations for the proposed scheme, based on Dedicated Short-Range Communications (DSRC). The system has an 'On Roadside' unit and an 'On Vehicle' unit, as shown in Figure 2 . DSRC RoadSide Unit(RSU) senses the Basic Safety Message (BSM) broadcast by the DSRC OnBoard Unit (OBU), parse the useful information out, and send them to the Reinforcement Learning Based Decision Making Unit. This unit will then make a decision based on the information provided by the RSU. Figure 3 gives a flow chart on how the RL based control unit makes the decision. As shown in the figure, control unit gets the state representation from the DSRC RSU every second, calculates the Q-value for all the possible actions and if the action of keeping the current phase has bigger Q-value, it retains the phase, otherwise, switches to the next phase.
Other than the main logic discussed above, a sanity check is performed on the agent: a mandatory maximum and minimum phase. If the current phase duration is less than the minimum phase time, the agent will keep the current phase no matter what action the DQN is choosing; similarly, if phase duration is larger or equal to maximum phase time, the phase will be forced to switch.
D. Implementation
In this section, we describe the design of the proposed scheme at the system level. The implementation of the system contains two phases, the training phase and the deployment phase. As shown in Figure 4 , the agent is first trained with a simulator, which is then ported to the intersection, connected to the real traffic signal, after which it starts to control the traffic. Fig. 4 . The deployment scheme 1) Training phase: The agent is trained by interacting with a traffic simulator. The simulator randomly generates vehicle arrivals, then determines whether each vehicle can be detected by drawing from a Bernoulli distribution parameterized by p, the detection rate. In the context of DSRC-based vehicle detection systems, the detection rate corresponds to the DSRC penetration rate. The simulator obtains the traffic state s t and calculates the current reward r t accordingly, and feeds it to the agent. Using the Q-learning updating formula cited in previous sections, the agent updates itself based on the information from the simulator. Meanwhile, the agent chooses an action a t , and forwards the action to the simulator. The simulator will then update, and change the traffic light phase according to agents indication. These steps are done repeatedly until convergence, at which point the agent is trained.
The performance of an agent relies heavily on the quality of the simulator. To obtain similar arrival pattern as the real world, the simulator generates car flow by the historical record of vehicle arrival rate on the same map of the real intersection. To address the variance in car flow in different parts of the day, current time of the day is also specified in the state representation, so that after training the agent is able to adapt to different car flow in different time of the day. Other factors that affect car flow, such as day of the week, could also be parameterized in the state representation.
The goal of training is to have the traffic control scheme achieve the shortest average commute time for all commuters. In the training period, the machine tries different control schemes and eventually converges to an optimal scheme which yields a minimum average commute time.
2) Deployment phase: In the deployment phase, the software agent is installed to the intersection for controlling the traffic light. Here, the agent will not update the learned Qfunction, but simply control the traffic signal. Namely, the detector will feed the agent's current detected traffic state s t ; based on s t , the agent chooses an action based on the trained Q-network and directs the traffic signal to switch/keep phase accordingly. This step is performed in real-time, thus enabling continuous traffic control.
V. SIMULATION AND PERFORMANCE ANALYSIS
In this section, we give several scenarios of simulations to evaluate various aspects of the performance of the proposed scheme. The simulations are performed with SUMO, a microscopic traffic simulator [68] . Different scenarios are considered, in order to give a comprehensive analysis for the proposed scheme.
Qualitatively speaking, we see the performance of the agent reacting to the traffic in an intelligent way from the GUI. It makes reasonable decisions for the arriving vehicles. We demonstrate the performance of the agent after different periods of training in a video available here [69] . Figure 5 shows typical training curves. Both phase representations have similar trends, but we do observe that the sign representation had a slightly faster convergence rate in every experiment (see section IV-B3).
We provide a quantitative analysis in the following subsections. Though currently there are no analytical results for PD-ITSCS, we can predict what will be observed by considering the following two extreme cases:
• When the car flow rate is extremely low, vehicles come to the intersection independently. For detected vehicles, the optimal traffic signal should switch phases on their arrival to yield zero waiting time, for the undetected vehicles, the traffic agent won't be able to do anything. In this case, vehicles can be considered as independent 'particles', and the optimal traffic agent react for each or their arrivals independently. Therefore, we should observe much better performance for the detected vehicles than those undetected vehicles, which corresponds to the cases shown in Figure. 7b. • When the car flow rate is extremely heavy (at the point of saturation), the optimal traffic agent should take a completely different strategy, instead of only taking care of the detected vehicles, the agent should be aware of the fact that the detected vehicles are only representatives of the car flow, and react in a way that maximizes the overall waiting time. The waiting time of detected vehicles and undetected vehicles should be similar, because they are of the same car flow. The vehicles here should be considered as 'liquid' instead of 'particles' from the previous case. This can be seen in Figure 7a . The rest of the section is organized as follows: subsection V-A evaluates the performance of the system under different detection rates. One should expect different performance for different car flow rates for the reasons mentioned above. Subsection V-B shows the results for different types of road topology, thus providing evidence that the agent trained is able to function with different arrival patterns. SubsectionV-C gives an estimate on the benefit of the designed agent during different times of the day. Finally, subsection V-D and V-E show that when the implementation scenario is slightly different from the training scenario, the performance of the designed agent is still reasonably good.
A. Performance for different detection rates
In this subsection, we present performance results under different detection rates, to qualify the performance of a partially observable ITS as the detection rate increases from 0% to 100%. We compare to the performance of a typical pretimed signal with green phase duration of 24 seconds, shown in dashed lines as a simple reference. First of all, the system under AI control is much better than the traditional pre-timed traffic signal, even under low detection rate. We can also observe that the overall waiting time (red line) within this system decreases as the detection rate increases. This is intuitive, since as more vehicles are detected, the more information the system has and thus the system is able to optimize the car flow better.
Additionally, from the figure one can observe that approximately 80% of the benefit happens in the first 20% of transition. This finding is quite significant in that we find a transition scheme that asymptotically gets better as the system gradually evolves to a 100% detection rate, and will be able to receive much of the benefit of the final stage system during the initial transition.
Another important observation is that during the transition, although the agent is rewarded for optimizing the overall average commute time for both detected and undetected vehicles, the detected vehicles (green line in Figure 6 ) have a lower commute time than undetected vehicles (blue line in Figure  6 ). This provides an interesting 'potential' or 'incentive' to the system, to transition from no vehicles equipped with the IoT device, to all vehicles equipped with the device. Drivers of those vehicles not yet equipped with the device now have a good reason and strong incentive to install one.
Here, we also compare with our previous designed system known as DSRC-ATL [51] , which is an algorithm designed for dealing with partial detection under sparse to medium car flow. We see that though the algorithms exhibit similar trends, RL agents have better performance during the whole transition from 0 to 1 detection rate. Figure 7b , the trend is similar to the medium flow case shown in Figure 6 .
One can see from Figure 7a that under the dense situation, the curve becomes quite flat. This is because when car flow is high, detecting individual vehicles become less important. When many cars arrive at the intersection, car flow has 'liquid' qualities, as opposed to 'particle' qualities in the previous two situations. The trained RL agent is able to seamlessly transition from a 'particle arrival' optimization agent which handles random arrivals to a 'liquid arrival' optimization agent which handles macroscopic flow. This result shows that RL is able to capture the main factors that affect traffic system's performance and performs differently under different car arrival rates. Hence, RL provides a much desired adaptive behavior. Figure 6 shows a typical situation for the system at a single intersection with Poisson arrival; however, in most intersections, vehicles form platoons because of previous intersections. We also present results under other topology that create more complicated arrival patterns: arterial road topology and grid network topology.
B. Performance under different network topology
We use a 5 × 1 arterial road structure to test performance under arterial road topology, where an arterial road from north to south crosses 5 intersections. The arrival rate on arterial road is 0.2 veh/s from north and 0.1 veh/s from south, the arrival rates on the other roads are all set to 0.05 veh/s. The vehicles on the arterial road, after going through one intersection, will automatically form clusters, and form a more realistic arrival pattern than Poisson arrival. For grid network topology, we choose 4x4 Manhattan Grid road structure for our simulations. This 2-dimensional structure will form more complicated arrival patterns at each intersection.
At each intersection, an independent RL agent is assigned with an independent Q-network. Each agent aims to optimize its own intersection separately, within the same traffic simulation. Figure 8 shows, for two types of topology, the performance for medium car flow. Notice that the trend of the two figures are both similar to what we obtained in Figure 6 . This indicates that the reinforcement learning agent is capable of handling different arrival patterns and achieves good performance under bulk arrivals.
C. Performance of a whole day
Section V-A examines the effect of flow rate on system performance. Since the car flow differs at different times of the day, we simulate an entire day of traffic. To generate realistic car flow of a day, we refer to the whole day car flow reported in [70] . To adapt the reported arrival rate to the simulation system, we multiply the car flow in [70] with a factor so that the peak volume matches the saturation flow rate of the simulated roads. Figure 9 shows the car flow rate we used for the simulation, the car flow reach peak on 8 am in the morning and 6 pm in the afternoon of 1.2 vehicles/s, the car flow of the regular hours is around 0.7 vehicles/s. It is worth mentioning that the car flow of different intersections in the real world might be very different, so the result presented here is just a reference of what the performance looks like under a typical traffic volume of a whole day. Figure 10 shows the performance of different vehicles in a whole day. One can observe from this figure that the performance of 20% detection rate (red line) is very close to the performance of 100% detection rate (green line), at most times of the day (from 5am to 9pm). During rush hours, the system with 100% detection rate is almost the same as the system with 20% detection rate. Though a traffic system under 100% detection rate performs visibly better at midnight, the performance at that time is not as critical as the performance during the busier daytime. This result indicates These results are intuitive. With a large volume of cars, a low detection rate should still provide a relatively lowvariance estimate of traffic flow. If there are few cars and a low detection rate, the estimate of traffic flow can have very high-variance. Late at night with only a single detected car, an ITS can give that car a green immediately, which would not be possible with an undetected car.
D. Sensitivity Analysis
The results obtained above used agents trained and evaluated under the same environmental parameters, since traffic patterns only fluctuate slightly from day to day.
Below, we evaluate the sensitivity of the agents to two environmental parameters: the car flow and the detection rate.
1) Sensitivity of car flow: Figure 11 shows the agents' sensitivity to car flow. Figure 11a shows the performance of an agent trained under 0.1 veh/s car flow, operating at different flow rates. Figure 11b shows the sensitivity of an agent trained under 0.5 veh/s car flow. The blue curve in the figure is the trained agent's performance, while the red one is the performance of the optimal agent (the agent trained under that situation and tested under that situation). Both agents perform well over a range of flow rates. The agent trained under 0.1 veh/s flow can handle flow rates from 0 to 0.15 at near-optimal levels. At higher flow rates, it still performs reasonably well. The agent trained on 0.5 veh/s flow will perform reasonably from 0.25 veh/s to 0.5 veh/s, but under 0.25 veh/s, the agent will start to perform substantially worse than the optimal agent. Since traffic patterns are not expected to heavily fluctuate, these results give a strong indication that the agent trained by the data will be able to adapt to the environment even when the trained situation is slightly different.
2) Sensitivity of detection rate: In most situations, the detection rate can only be approximately measured. It is likely that an agent trained under one detection rate needs to operate under a slightly different detection rate, so we test the sensitivity of agents to detection rates. Figure 12 shows the sensitivity of two cases. Figure 12a shows the sensitivity of low detection rate (0.2), figure 12b shows the sensitivity under high detection rate (0.8). We observe that the agent trained under 0.2 detection rate performs at an optimal level from 0.1 to 0.4 detection rate. The sensitivity upward is better than downward. This indicates that at early deployment of this system, it's better to under-estimate detection rate, since the agent's performance is more stable for the higher detection rate. Figure 12b shows the sensitivity of the agent trained under high detection rate (0.8). We can see that the performance of this agent is at optimal level when detection rate is from 0.5 to 1. Though the sensitivity performance for an agent under low detection rate is different than the sensitivity under high detection rate, for both cases, the agent shows a level of stability, which means that as long as the detection rate used for training is not too different from the actual detection rate, the performance of the agent will not be affected a lot.
E. Robustness between training and deployment scenario
There are many difference between the training and the actual deployment scenario, as the simulator, though sufficiently sophisticated, will never able to take all the factors in the real scenario into account. This simulation aims to evaluate and verify that those minor factors, such as stop-andgo vehicles, arrival patterns and other factors won't affect the system in a major way. We choose a newly published realistic scenario known as Luxembourg SUMO Traffic (LuST) [71] . The scenario is generated on the real map of Luxembourg, the activity of vehicles are generated according to the demographic data published by the government. The authors of this scenario compared the generated traffic with a data set collected between March and April 2015 in Luxembourg, which contains 6,000,000 floating vehicles sample and achieved similar speed distributions, hence the LuST scenario has a high degree of reality.
In our simulation, we don't directly train the traffic light on the scenario; instead, we use this scenario as ground truth to evaluate the trained traffic light. The simulation steps we performed are as follows:
1) Choose a certain intersection from LuST with high rate of car flow (intersection -12408) 2) Measure the hourly traffic volume of that intersection 3) Build a simple intersection in a separate simulator and train a traffic agent with car flow generated by the new simulator, according to the hourly traffic volume measured in step 2. 4) Train an agent on the simplified scenario we built in step 3. 5) After training, we evaluate the performance on the original LuST scenario, by substituting the traffic agent of that intersection to the new traffic agent we trained. It is worth mentioning here that this simulation follows the steps of actual implementation in real world (described in section IV-D), so the performance here can be considered as a reference for the performance of actual deployment when the simulator and real world have major differences in details.
Other than the difference in the map and car flow, there are more differences between training and evaluation, the scenario used for evaluation is rich in details. In the Table II , we list all the differences between the Lust scenario (for evaluation) and the simulator used for training. Notice that the simulator is sophisticated enough to take all the factors listed in the table into account. Here we intentionally introduce differences between training and evaluation. This is a judicious choice on our part. Our goal is to give a reasonable estimate of the performance in the realworld implementation where the simulation scenario is slightly different than the real-world scenario.
We choose three different times of the day to present the results: 1) Midnight: 2 AM in the morning, in this case, the car flow at intersection is sparse 2) Rush-hours: 8 AM in the morning, this is a situation where car flow is dense 3) Regular hours: 2 PM in the afternoon, this is the situation during regular hours, the car flow is in between of midnight car flow and rush hours car flow (medium car flow). Figure 13 shows the performance of the agent in the LuST scenario. We can clearly see that even though the evaluated situation is different from the training situation, we still observe: the performance improves asymptotically as the detection rate grows, which exhibits the same trend as we observed in V-A.
VI. DISCUSSION
As the simulation results show, while all vehicles will experience a shorter waiting time under an RL-based traffic controller, detected vehicles will have a shorter commute time than undetected vehicles. This property makes it possible for hardware manufacturers, software companies, and vehicle manufacturers to help push forward the scheme, other than the Department of Transportation (DoT) alone, for the simple reason that all of them can profit from this system. For example, it would be valuable for a certain navigation app to advertise that their customers can save 30% on commute time.
Therefore, we view this technology as a new generation of intelligent transportation system, as it inherently comes with a lucrative commercial business model. The burden of spreading penetration rate of this system is distributed to a lot of companies, as opposed to the traditional ITS which puts the burden on the DoT alone. This makes it financially possible to have the system installed on most of the intersections in the city, as opposed to the current situation where only a small proportion of intersections are installed with ITS.
The mechanism of the system solution described will also make it possible to have dynamic pricing for different vehicles. Dynamic pricing refers to reserving certain roads during rush hour exclusively for paid users. This method has been scuttled by public or political opposition and only a few cities have implemented dynamic pricing [72] , [73] . The method depends hugely on road topologies and public opinion. Those few successful examples, however, cannot be easily copied or adapted to other cities. In our solution, we can accomplish dynamic pricing in a more intelligent way, by simply providing vehicle detection as a service, since detected vehicles experience reduced commute times. There is no requirement to reserve roads, which makes the scheme extremely easy to deploy. For the end-users, they also have a choice; when they are in a hurry, they can pay more for lower commute time; if they aren't in a hurry and wouldn't mind to wait longer, they simply don't pay. The scheme itself, unlike the traditional congestion pricing scheme, will therefore not hurt the nonpaying users significantly. By enabling vehicle detection, the user receives slightly preferential treatment at traffic lights, instead of entirely reserving a road for paid users.
It is also worth mentioning that the system proposed in the paper is the first detailed attempt to show that the proposed approach has merit and significant benefits. However, further research is needed to make this AI-based Intelligent Traffic Control System more practical. First of all, currently, the system and simulation don't take pedestrians and pedestrian phases into account. Even though the pedestrian phase can be considered as a fixed time all-red transition phase, it will be interesting to train an agent to consider the waiting time of both pedestrians and drivers. Secondly, the system currently needs to be fully trained in a simulator; under the partial observation setup, the system will not be able to observe the reward, hence, it won't be able to do any incremental training after deployment. Clearly, this is a drawback or shortcoming of the proposed system. While extensive efforts have been made in this paper to show that the designed traffic agent trained in the simulator is robust and can adapt to a similar real environments, if the environment is significantly different from the training environment the performance of the traffic agent might be sub-optimal. While this is expected to be highly unlikely, it is a problem that requires further investigation. In the future, we want to overcome this difficulty by training the agent only using the partially observed reward. Another future direction would be to further develop the system to achieve multi-agent coordination so that, with the help of DSRC radios (or other forms of communications), traffic lights will be able to communicate with each other. Clearly, designing such a system will significantly improve the performance of PD ITSCS.
VII. CONCLUSION
In this paper, we have proposed reinforcement learning, specifically deep Q-learning, for traffic control with partial detection of vehicles. The results of our study show that reinforcement learning is a promising new approach to optimizing traffic control problems under partial detection scenarios, such as traffic control systems using DSRC technology. This is a very promising outcome that is highly desirable since the industry forecasts on DSRC penetration process seems gradual as opposed to abrupt.
The numerical results on a single intersection with sparse, medium, and dense arrival rates suggest that reinforcement learning is able to handle all kinds of traffic flow. Although the optimization of traffic on sparse arrival and dense arrival are, in general, very different, results show that reinforcement learning is able to leverage the particle property of the vehicle flow, as well as the liquid property, thus providing a very powerful overall optimization scheme.
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