This paper presents a general framework for combined source-channel coding within the context of subband coding. The unequal importance of subbands in reconstruction of the source is exploited by an appropriate allocation of source and channel coding rates for the coding and transmission of subbands over a noisy channel. For each subband, the source coding rate as well as the level of protection (quanti ed by the channel coding rate) are jointly chosen to minimize the total end-to-end mean-squared distortion su ered by the source. This allocation of source and channel coding rates is posed as a constrained optimization problem, and solved using a generalized bit allocation algorithm. The optimal choice of source and channel coding rates depends on the state of the physical channel. These results are extended to transmission over fading channels using a nite state model, where every state corresponds to an AWGN channel. A coding strategy is also developed that minimizes the average distortion when the channel state is unavailable at the transmitter. Experimental results are provided that demonstrate application of these combined sourcechannel coding strategies on video sequences.
Introduction
One of the important components of multimedia communications is reliable transmission of digital video over wireless channels. Wireless channels exhibit fading e ects caused by shadowing and multipath phenomena. Video coding schemes based on current standards such as MPEG or H.261/H.263 perform very poorly over such channels especially under low SNR conditions. A video compression scheme designed for these channels must degrade gracefully in performance when channel fading occurs. This requirement favors a coding method that adapts itself to the channel condition. In this paper, we consider a three-dimensional subband coding scheme, motivated by two reasons. Firstly, the propagation of channel-induced errors is limited due to the small temporal extent of the spatio-temporal decomposition. Secondly, the inherent multiresolution character of the coding scheme naturally lends itself to unequal error protection (UEP). UEP enables an e cient utilization of available bandwidth by protecting di erent layers of information according to their importance.
Shannon's separation principle 1] establishes the optimality of separate design of source and channel coders, and states that total distortion is essentially limited to the source coding distortion as long as the rate of the source coder is less than channel capacity. This however, is an asymptotic result, and is achieved in the limit by using extremely long block codes. Real-world systems bene t through joint design of the source and channel coders, given knowledge of the channel. The aim of a combined source-channel coding approach is to allocate bits between the source and channel coders in an optimal manner, subject to a constraint on the overall coding rate.
3
Several constructive approaches for combined source-channel coding have been proposed in the literature. One of the earliest papers in this area is by Modestino et al., who illustrate the advantages of source-channel coding using the DCT in 2]. Vaishampayan and Farvardin 3] present a source-channel DCT coding approach using quantizers optimized for noisy channels. They also provide theoretical predictions for performance and rate-distortion theoretic bounds based on an image model.
There has been a large body of work on robust vector quantization for transmission over noisy channels. These include the work on index assignment 4] and channeloptimized VQ (COVQ) 5, 6] . Some approaches have used bit-sensitivity calculations to design UEP schemes using variable rate channel codes. Ruf and Modestino 7] use bit-sensitivity analysis to optimally allocate source and channel coding rates for image transmission over noisy channels and also provide information-theoretic bounds on performance. Cheung and Zakhor 8] consider three-dimensional subband coding using multi-rate quantization over noisy channels, also using a bit-sensitivity approach.
Another class of approaches is based on a joint source-channel decoding approach.
Burlina and Alajaji 9] use a joint source-channel decoding approach in the form of MAP decoding for exploiting residual redundancy in images transmitted over channels with memory. Xu, Hagenauer and Hollmann 10] demonstrate the advantages of a joint source-channel decoding approach using residual redundancy in compressed images.
We approach this problem along the lines of 11] and 12] in which we have developed a combined source-channel subband coding strategy based on UEP for the 4 subbands as against UEP based on bit-sensitivities. In typical source coding systems, bits are allocated to di erent transform or subband coe cients in a rate-distortion (source coding rate vs. coding distortion) framework. Our combined source-channel coding approach is analogous to the rate-distortion based source coding approach in that it minimizes the end-to-end mean square distortion by suitably choosing source and channel coding rates for each of the subbands.
In our formulation, we derive analytical expressions for the end-to-end distortion in the source as a function of source and channel coding rates for the subbands. The goal is to minimize the distortion subject to a constraint on the overall coding rate. This is posed as a constrained minimization problem where the minimization is carried out over all choices of source and channel coding rates for the subbands. We then use the notion of a \composite" rate distortion curve (which re ects the optimal choice of source and channel coding rates for a given overall coding rate) to reformulate the minimization problem in terms of an allocation of total coding rates to the subbands. This minimization problem is then solved using a dynamic programming approach that was developed by Shoham and Gersho in 13].
We apply these general techniques to a speci c subband video coding scheme.
In this scheme, a spatio-temporal subband decomposition followed by vector quantization (VQ) of the subband coe cients forms the source coding approch. The VQ indices of each coded subband are interleaved and protected using rate-compatible punctured convolutional (RCPC) codes 14]. Interleaving the indices distributes error bursts (caused by the Viterbi decoder making a wrong decision which leads to devia-tion from the correct path in the trellis) among the codewords. In a VQ designed by \splitting" 15], codewords that di er by a larger Hamming distance usually represent centroids that are farther away in Euclidean distance. Interleaving helps in this situation because codeword indices that are received erroneously are only a small Hamming distance away from the correct indices. Interleaving would be even more advantageous if optimal index assignment strategies (along the lines of 4]) are used. Furthermore, interleaving aids in the analytical computation of the channel-induced distortion by making the equivalent channel (the channel as seen by the source encoder and decoder) memoryless. For this system, we derive operational rate-distortion curves for each subband which re ect source coding distortion as well as channel-induced distortion. These \composite" rate-distortion curves are computed along the lines of the approach in 16] except that the interleaver in the system considered here renders the equivalent channel memoryless. Joint selection of source and channel coding rates now amounts to performing a bit allocation using the composite rate-distortion curves. This is analogous to the bit allocation problem in source-coding, applied however in a framework that takes into account distortions at the source coder as well as those induced by the channel. This paper is organized as follows. The problem statement and end-to-end distortion analysis are developed in Section 2.1. In Section 2.2, we present the methodology for obtaining the optimal rate allocation. In Section 3, we extend these results to obtain a coding strategy that minimizes the average distortion over fading channels.
The details of the particular combined source-channel coding scheme are described in 
Distortion Analysis
In the rst part of this section, we present general expressions for the end-to-end distortion experienced by a subband coded source transmitted over a noisy channel.
The optimal allocation of source and channel coding rates to the subbands is posed as a constrained minimization problem. We reduce this problem to a constrained allocation of total coding rate to the subbands using the notion of composite rate-distortion curves, which capture both source and channel coding distortions. In the latter part of this section, we derive analytical expressions for the end-to-end distortion under more speci c assumptions about the components of the coding and transmission system.
The methodology adopted to obtain the optimal rate allocation is then described.
Problem Formulation
Consider a source that is decomposed into M subbands. The joint source-channel coding approach considered here is to choose R s = fR s;1 ; :::; R s;M g (the set of source coding rates) and R c = fR c;1 ; :::; R c;M g (the set of channel coding rates) in order to minimize the overall distortion in the source, subject to an overall rate constraint. If 
Solution Methodology
The formulation in the previous section is a very general one, and we need to make more speci c assumptions in order to outline a solution method. We speci cally consider a source coder which generates xed-length codewords (such as a vector quantizer) and a family of convolutional channel codes. Further, we make the assumption that the codewords generated by the source coder are interleaved before being passed on to the channel coder. If the codewords are binary (as they would be The crossover probability of this channel, , will depend on the signal-to-noise ratio in the physical channel as well as the channel coding rate used ( = fn(SNR; R s;i )).
It can be seen from (5) The probability p(u) may be computed from the source statistics (and is in fact computed when the source codebook is generated). The transition probability p(v=u) is a function of the channel state, the channel coding rate R c;i and the convolutional code itself, and can be computed as
where In order to optimally allocate the source and channel coding rates for the subbands, we consider the ensemble of composite source/channel (operational) ratedistortion curves of all the subbands, and choose an operating point fR 1 ; R 2 ; ::
. This is a conventional rate allocation problem, performed however on the composite rate-distortion curves. This optimal solution has to be derived from the operational rate-distortion curves, which may not necessarily be convex or even monotone decreasing. In this situation, the optimal allocation does not result from the \equal slope" allocation policy which is commonly used. We use the rate allocation algorithm presented in 13] to nd the optimal solution and o er a brief exposition of the solution procedure here.
Corresponding to the constrained minimization problem stated in (4), an unconstrained minimization problem may be stated as
Let R ( ) be the vector of (total) coding rates that solves (8) . We may then de ne the e ective coding rate to be R ef f ( ) = P M i=1 f i R i ( ). The solution to the unconstrained problem is the solution to the original constrained problem (stated in
The solution procedure involves sweeping from 0 to 1 and solving for the corresponding R ( ) (and therefore R ef f ( )) until (9) is a nite set for most problems of practical interest) to develop an e cient search procedure over the space, which we use in our experimental results.
The optimal solution naturally depends on the SNR of the physical channel and has to be computed for every possible operating SNR. In practice, the SNR is estimated by the receiver and is relayed to the transmitter. The transmitter only has to choose the appropriate (pre-computed) allocation based on this information and encode the source. This strategy results in an adaptive source-channel coding scheme where the source and channel coding rates are chosen optimally given the current state of the channel.
Extension to fading channels
In a fading channel (rendered memoryless through interleaving), the received signal may be represented as and therefore the performance of the system is a function of the SNR of the received (R s ; R c ) (13) In this paper, we consider lognormal fading which is a suitable model for channels which su er from slow fading due to shadowing e ects. Under lognormal fading, 
Unavailability of Exact Channel State at the Transmitter
In this subsection, we present a coding strategy that may be used when the exact knowledge of the channel state is unavailable at the transmitter. One approach is a minimax approach where the channel is assumed to be in the worst possible state resulting in the lowest SNR under which the video coder can operate. The minimax 15 strategy attempts to minimize the distortion in this channel state. It may be easily seen that this is just a special case of the adaptive coding approach outlined in the previous subsection.
The aim of the approach here is to choose a set of source and channel coding rates that will minimize the distortion averaged over the channel statistics (13) . The aim is to choose (R s ; R c ) to minimize 
The solution procedure reduces to a simple rate-allocation on the channel-averaged composite rate-distortion curves using the same algorithm that was used in the previous section.
Experimental Results

Coding scheme
The joint source-channel coding scheme we consider is illustrated in Figure 3 In 20], the authors use a combination of unbalanced tree-structured vector quantizers and geometric VQ to code the subband coe cients. We however use full-search VQ's for all the subbands except for subband zero which uses scalar quantizers for reasons of complexity. While our approach sacri ces compression e ciency, it makes the computation of the source-coding and channel-induced distortion tractable. Our goal in this exercise is to develop an analytical framework for source-channel coding of subbands and not to develop an image compression and transmission system that The temporal subband decomposition is carried out using the Haar basis functions, which results in W Lt and W Ht being the sum and di erence of neighbouring frames respectively. Separable orthogonal subband lters (described in 21]) are used to decompose W Lt and W Ht in the spatial dimensions, producing the decomposition of Figure 4 . The low-temporal subband W Lt is decomposed into a two-level logarithmic decomposition, while the high-temporal subband W Ht is uniformly decomposed into four equal-sized subbands. The subband coe cients are quantized using fullsearch VQs, which are trained using the LBG algorithm 15]. The lowest subband is quantized using Lloyd-Max scalar quantizers because of the complexity of using high-rate VQ's for this high-energy subband. Apart from the complexity of training high-rate VQ's for this subband, the computation of the channel-induced distortion (6) 16 or higher for jCj.
The quantizer indices are protected for transmission over the channel, by using di erent channel codes for di erent subbands. Channel coding is carried out using RCPC codes 14]. These codes make it practical to achieve a wide range of channel coding rates using a single encoder and a single Viterbi decoder at the receiver by simply puncturing the coded bitstream according to the level of protection desired.
The Viterbi decoder only needs knowledge of the mother convolutional code and the puncturing mode. The quantizer indices are interleaved and then protected using convolutional codes for transmission over the noisy channel. A class of RCPC codes described in 14] with a basic coding rate of The modulation scheme used here is uncoded BPSK and soft-decision decoding is assumed. At the receiver, the sequence of bits estimated by the Viterbi decoder is de-interleaved and the received VQ indices are mapped into the corresponding VQ centroids. The subband synthesis bank then reconstructs the pair of image frames.
The receiver obtains the channel state information (CSI) based on signal to noise ratio (SNR) measurements. It then relays the CSI back to the adaptation unit of the encoder. This unit then chooses the optimal joint source-channel coding strategy for this channel state. This feedback information requires only a low-rate channel and enables the encoder to adapt to the changing channel conditions. Since we only consider slow-fading channels, we assume that the fade level is relatively constant for a two-frame duration. The range of channel SNRs considered is 1 dB through 8 dB. Table 1 lists the source and channel coding rates allocated using the composite rate-distortion curves and the algorithm described in Section 2.2 for three di erent states of the channel. It may be observed that the more important subbands are 22 protected using channel codes with lower rate (i.e, those that o er more protection).
Simulation Results
Also, as the channel SNR decreases, the algorithm o ers more protection for the more important subbands at the cost of higher frequency subbands. We now discuss simulation experiments on fading channels. Table 2 illustrates the Table 2 is f0.0, 1.30, 2.35, 3.40, 4.50, 5.575, 6.67, 7.675, 9.0g and is illustrated in Figure 7 .
The performance of the coding approach which minimizes the average (over the channel statistics) distortion in the absence of exact state information at the transmitter is illustrated in Figure 8 . The performance of this approach is compared with the adaptive scheme (best possible performance) as well as the minimax (most pessimistic) approach. Table 3 The advantages of adaption are most signi cant in fading channels where the encoder can be optimized for various channel states. This provides a graceful degradation of performance with decreasing channel SNR. An approach that minimizes the average (over the channel statistics) distortion is outlined that will be useful in situations where the exact channel state is unavailable at the transmitter. While this scheme is not the most e cient in terms of bit-rate, it enables a systematic study of the relative importance of subbands in coding and transmission through analysis and simulation.
