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Abstract 
Over many years much of what has motivated a considerable amount of research in the 
general area of organic solid state chemistry concerns an understanding of how the 
molecular packing within an organic solid affects its physical and chemical properties. Whilst 
the motivation for this understanding may have changed over time the fundamental issues 
remain the same. An understanding of the effect of crystal attributes (e.g. polymorph, habit 
and particle size) on chemical, physical, photophysical and electronic properties is still vital 
to the development of organic solids with optimised properties. While progress has been 
made in analytical skills (including sophisticated developments in instrumentation) along 
with major developments in computational techniques, there are still many challenges. This 
paper, with a primary focus on pharmaceuticals, provides a brief, and not comprehensive, 
personal overview of the progress which has been made and has yet to be made. Amongst 
the chemists and crystallographers who have contributed significantly to the subject is Jack 
Dunitz and some of his seminal papers appear in several of the issues discussed. 
 
1. Introduction 
In an article published in 2003 Jack Dunitz addressed the issue of “Are crystal structures 
predictable”?[1] This article, and one by Gavezzotti,[2] concerned the issue of developments 
in the field of predicting crystal structures from a knowledge of molecular structure alone. 
Significant strides had been made following the challenge laid down by the then Editor of 
Nature concerning the “continuing scandal in the physical sciences that it is still impossible 
to predict the crystal structure of even a simple crystal”.[3] Despite the pioneering work of 
Kitaigorodskii and others[4] and subsequent developments in our understanding of 
molecular recognition with regard to the process of crystallisation[5] there was validity to 
this statement. In May 1999, however, the first international workshop was held to test how 
well the then current crystal structure prediction methods performed for four molecular 
compounds. The workshop was organised by the Cambridge Crystallographic Data Centre.[6] 
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While only partially successful and with the conclusion that “at the present stage of 
development, perhaps the best that can be expected from crystal structure prediction 
programs is to provide a list of possible candidates for experimentally observable 
polymorphs”[6] it is now clear that much had been achieved in the intervening years. The 
most recent “Blind Test” in October 2015[7] (with five target systems covering a range of 
scenarios from a hydrated salt to a bulky flexible molecule) was summarised by Gibney[8] as 
“Chemists have succeeded at a fiendish task – how complex molecules will assemble in 3D”. 
The overview summary of the 2015 exercise reports “Significant progress has been 
seen in treating flexible molecules, usage of hierarchical approaches to ranking structures, 
the application of density-functional approximations, and the establishment of new 
workflows and “best practices” for performing CSP calculations”. The paper also drew 
attention to the key fact that the results also highlighted the real advantages of the 
approach in complementing and augmenting experimental work. In particular the 
application of density functional methods in the energy ranking of putative structures 
clearly providing an effective strategy to enable more accurate ranking of the hypothetical 
structures.[9–12] In starting this article with the Dunitz paper and the topic of crystal structure 
prediction I also want to highlight that it is important to recognise that crystal property 
prediction is equally vital when organic solids with designed properties are sought – a 
requirement of true crystal engineering[13,14] (in pharmaceuticals, pigments, agrochemicals, 
electronics etc.) – and when effective organic solids are to be developed with minimum 
experimental work.[15]  
The present paper will be primarily focused from the standpoint of pharmaceutical 
materials science. It has as its premise the concept of “Molecules, Materials, Medicines” 
reflecting “the idea that drugs are formed from a convergence of synthetic chemistry, 
materials science and engineering coupled with pharmacological and clinical evaluation”.[16]  
By touching on some of the key aspects behind the development of new medicines 
(either in terms of the final product or during the purification of an important synthetic 
intermediate) the objective is to examine some of the challenges which exist in the area of 
pharmaceutical materials science. The approach will be to examine key aspects of 
developing a marketable medicine from a newly discovered active drug molecule including 
topics such as: polymorphism; crystal structure prediction; methods of screening for 
different forms (e.g. polymorphs, hydrates, solvates, and other multicomponent crystals 
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(e.g. cocrystals)); the issue of thermodynamic versus kinetic control and nucleation 
effects;[17] particle engineering;[18][19] surface effects[20] and the likely correlation between 
form stability (chemical and physical) and lattice imperfections.[21] 
 
2. Polymorphism and form diversity 
Polymorphism is ubiquitous amongst pharmaceutically relevant molecules[22–24]. A 
recent extensive review by Cruz-Cabeza et al[25] has examined this issue in detail by using 
the Cambridge Structural Database (CSD) as well as in-house pharmaceutical company 
databases (at Hoffmann-La Roche and Eli Lilly and Company). In addition they undertook a 
comparative study of 446 polymorphic crystals with energies and properties determined 
with DFT-d methods. The situation is complex if not only because the CSD is likely to be 
biased against the recording of polymorphs in the sense that historically a crystal structure 
was determined only once in order to obtain molecular configuration and geometry 
(particularly true for synthetically-challenging complex molecules), with no incentive (or 
ability in terms of availability of the molecule) to screen for polymorphs. 
Cruz-Cabeza et al, however, were able to report some firm conclusions. Molecular 
flexibility or size (an area where the information from the industry databases was 
important) did not correlate with likelihood of polymorphs being reported). For single-
component compounds the occurrence was 37 ± 12% in the CSD compared with 53 ± 12% in 
the Roche dataset and 66 ± 11% in the Lilly dataset. This, they suggest, results from the 
more extensive polymorph screens undertaken by industry as well as the reliance on other 
methods of detecting polymorphs (e.g. powder X-ray diffraction and FTIR) clearly not 
applicable to the CSD entries. Chiral molecules, on the other hand, were shown to be less 
prone to polymorphism than their achiral counterparts and the existence of hydrogen 
bonding functionality only marginally affected the extent of polymorphism. Bearing in mind 
the significant impact that the unexpected appearance of a new polymorph may have on 
the delivery of a drug molecule[26] there is much to be learnt and digested from this 
excellent study. 
Cruz-Cabeza and Bernstein have also re-examined the situation of conformational 
polymorphs.[27] They provide an unambiguous definition of conformational change and 
conformational polymorphism and the important requirement that there must be an energy 
barrier to be overcome in order to claim two distinct conformers – in other words slight 
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adjustment of conformation by lattice forces whilst the molecule remains in the same 
potential well would not be sufficient – as they state “conformational change” as opposed 
to “conformational adjustment”. 
From an experimental viewpoint it remains unclear, however, how the nature of the 
solvent influences conformational polymorphism. In a recent example of the case of 
tolfenamic acid, which experiences rapid fluctuations between conformers, a detailed 
experimental and computational study showed no clear link between solution chemistry 
and polymorph outcome. [28] The paper highlights a key challenge that exists for this system 
in linking the effects of solvent on conformation population in solution and the subsequent 
nucleation and growth of a conformational polymorph.[29] In the case of large drug-like 
molecules with significant conformational flexibility this remains an important challenge.  
In reality little can be said about the extent of likely polymorphism for a particular 
molecule in the absence of an extensive experimental polymorph screen,[30] and even then 
with certainty that all forms have been isolated.[31] Screening can be by high-throughput 
methods[32,33] and/or additionally by more time-intensive approaches such as liquid and 
polymer assisted grinding,[34–37] melt growth,[38] interfacial crystallisation,[39] polymer 
heteronuclei,[40] epitaxial growth on substrate surfaces.[41] Additionally there will remain the 
intriguing issue of “disappearing polymorphs” and the possible presence (or absence) of 
adventitious (or “invisible”) seeds. An issue initially addressed by Dunitz and Bernstein[42] 
and recently further discussed by Bucar et al, who review both the scientific literature and 
patent litigation examples.[43] They draw attention to recent examples of polymorphs which 
(i) had been previously obtained but unexpectedly impossible to re-obtain and (ii) an initial 
inability to obtain crystal forms for which there was no a priori reason not to have expected 
them from a relatively straight-forward screen. Their sobering conclusion is that “it can 
never be stated that the most stable form has been found; at best it can be determined 
which of the known forms is the most stable” (my italics). When coupled with possible 
competing hydrate and solvate forms appearing during solution crystallization (and their 
different stoichiometry as well as polymorphs of the same stoichiometry) it is fair to 
conclude that this topic has still much to be explored.[44]  
 
3. Crystal structure prediction 
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Dunitz concluded in 2003[1] “We have a long way to go before we can think of 
predicting which polymorph will be obtained under any given circumstances.” While it may 
be possible to predict alternate structures we cannot prescribe at the outset the approach 
necessary to obtain a particular structure. Nevertheless the range of putative structures 
generated might be studied to determine whether an observed polymorph was, within the 
limits of the accuracy of the calculations, the likely thermodynamically stable polymorph – 
assuming that the trend in lattice energy for different polymorphs is mirrored in free energy 
values.[7,45,46] Perhaps less crucial to the confidence in the absolute values of energy or 
density, the output might suggest that the observed structure is sufficiently lower in energy 
than other potential structures that there might be confidence in developing this form – 
provided its physical and chemical characteristic were adequate. 
An alternate informative outcome might be that if the apparent lowest energy 
polymorph failed to be developable then it was unlikely that an alternate polymorph would 
be available without the risk (perhaps small, perhaps not) of it converting to the more stable 
form with time, moisture or subsequent handling. A third outcome might be the scenario 
where the observed polymorph was a member of a cluster of potential structures with 
similar energies. Would this mean that during scale-up concomitant polymorphism would 
be possible? The concept of “predictability” then might be best described in a more 
practical sense as “what are the realistic alternatives”. 
To this end a step might be to examine, using various tools, other clues as to 
uncertainties concerning an observed polymorph. Here concepts such as molecular 
recognition[5] and synthon analysis[47] would be important.[48] Indeed, while CSP holds 
promise the increased levels of computational complexity associated with drug-like 
molecules possessing, for example, numerous degrees of molecular flexibility and increased 
likelihood of solvate formation, remains highly challenging.[49] Additionally for highly flexible 
molecules effects of solvent on relative conformer energies may itself alone be sufficient to 
emphasis kinetic rather than thermodynamic control. Less computationally demanding 
approaches for interrogating plausible structures include synthon analysis of predicted 
structures [47,50] and an examination of the “supermolecules” which might be generated[51] 
and which might pack effectively with respect to the individual components.[52] The 
hydrogen bond propensity (HBP) methodology,[53] which is based on a statistical comparison 
of the observed interactions of molecular fragments within an observed polymorph or 
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polymorphs against those seen for known structures within the crystal structure database is 
one approach. As demonstrated by Arlin et al locating a low energy polymorph from the CSP 
output and being able to study its predicted crystal arrangement may be used to develop a 
process for obtaining that polymorph through some crystallisation strategy circumventing 
the normal nucleation and growth process.[41,54] 
 
4. Multicomponent systems 
While there are many contributing factors to the high attrition rate associated with 
drug development and production to a marketable drug product,[55] low aqueous solubility 
is a frequent issue.[56] As a consequence poor bioavailability is a common challenge 
requiring various approaches to increase the amount of drug substance absorbed into the 
blood stream. In the BCS classification[57] this would typically be Class II drugs with low 
solubility and high permeability. 
Amongst the general approaches utilised are the use of metastable polymorphs, 
salts, added surfactants, cyclodextrin, solid (polymer) dispersions and amorphous forms.[58] 
One area where various inherent disadvantages are circumvented is in the area of 
multicomponent solids and in particular the recent interest in cocrystals [59–62] and cocrystal 
salts and ionic cocrystals[63–65]A successful selection of a cocrystallizing molecule (coformer) 
from a very large list (based on GRAS (Generally Regarded as Safe) or EAFUS (everything 
added to foods in the United States) is also a challenge when only small amounts of material 
are available. Several approaches have been proposed,[66] and utilised successfully to 
varying degrees, including the use of HBP calculations (described above) where self-self 
interactions are compared with possible drug-coformer interactions:[67–70] electrostatic 
potential energy mapping[71] (aligned to the idea of the strongest hydrogen bond donors will 
ideally pair with the strongest hydrogen bond acceptor,[72] and molecular similarity in terms 
of shape, size and polarity and other molecular identifiers.[73]   
In such systems there are three distinct issues. (i) Which potential pairs will actually 
cocrystallise rather than separate to individual crystals?[74,75] (ii) What will be the preferred 
stoichiometry (for systems based on neutral molecules and unlike the case of salts there will 
be no required balancing of species)?[76] (iii) Will relative lattice energy/density 
considerations require a comparison of the different polymorphic forms for each possible 
stoichiometric value?  
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CSP of such multicomponent systems would seem an attractive route but CSP 
becomes increasingly challenging when it involves more than one (potentially flexible) 
molecule in the asymmetric unit – either for a single component system with Z’ = 2 or more 
or a multicomponent system (when Z’ will be at least 2).[45,77–80]  The synthon 
approach[47,50,52] can help in this regard in that a tentative “supermolecule” may be created 
between the two components (reducing the problem ideally again to a Z’ = 1 situation)[81] 
but as demonstrated by Bucar et al,[82] using H/F interchange,[83,84] this approach is less than 
ideal if there is a range of hydrogen bond donors and/or acceptors present. 
 
5. Particle engineering, surfaces and defects 
While the discussion so far has been based on internal structure, crystal size and 
habit are also important from a development viewpoint[85] (e.g. ease of filtering and particle 
flow)[86] but also in pulmonary drug delivery where particle size and size distribution is 
crucial[87]and in the formation of nanosized crystals for direct targeting of active sites.[19,88,89] 
Strategies include crystallization from supercritical fluids,[90] milling, spray drying and 
sonocrystallization.[91] 
Coupled with this has been a development of analytical methods for characterisation 
of shape, surface chemistry and potential polymorph variation with decreasing particle size. 
TEM methods have provided examples where additional polymorphs have been 
detected,[92] either as a result of its ability to obtain diffraction patterns from very small 
(sub-micron) individual crystals or possibly as a result of the fact that the crystal growth 
methods required to obtain suitably thin crystals (less than ca. 300nm) has resulted in the 
production of polymorphs not generated using growth methods aimed at larger crystals – 
frequently such large crystals require post-crystallisation milling to much smaller particles – 
a “top-down” approach”. Whether such a milling process (e.g. ball milling or jet-milling) will 
inadvertently result in polymorph conversion is likely to depend on the need for a solid-solid 
transformation pathway[93] rather than perhaps a preferred nucleation process involved 
with the growth of small crystals.[94] The top-down approach also produces high surface 
energy particles, and possibly highly defective particles and stress-induced phase 
transformations.[95] A more ideal approach would be the “bottom-up” approach of obtaining 
directly small uniform particles e.g. by rapid precipitation from a solution[96] using anti-
solvent or rapid de-solvation e.g. spray drying.[97] The use of tailor-made additives 
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(auxiliaries)[98] is also a known way of modifying habit and particle size but may be limited in 
the case of pharmaceuticals due to final drug-substance purity issues.[99] There will only be a 
finite (and probably small) number of potential impurity molecules which could be added to 
the final drug form. 
An understanding of nucleation phenomenon remains a changing area of 
investigation. Experimental data frequently fails to follow kinetics modelled on classical 
nucleation theory and a two-step model (initially proposed for protein crystallisation) would 
seem to be more appropriate.[17,100] 
The need to fully understand surface effects is also important, especially from the 
viewpoint of tablets and inhalation devices where interfacial interactions are important.[101] 
The enhanced instability of a drug crystal in contact with other excipients in a tablet is well 
known.[102] The balance of cohesive and adhesive energy in inhalation formulations is also 
important. It is clear that knowledge of bulk behaviour (measuring essentially the internal 
properties of the crystal) can be very different to changes occurring at the external 
surface.[20,103] Understanding growth features during crystallisation is also important. In this 
regard atomic force microscopy (and variants) is an important analytical tool[104–109] – it 
continues to demonstrate interesting variation between bulk and surface reactivity as well 
as important information concerning crystal growth and dissolution.[110] 
Early studies recognised the potential role of imperfections in modifying reaction 
pathways in organic crystals, at the time being especially focused on rationalising apparent 
non-topochemical reactions.[111] While the presence of defects (or simply structural 
disorder) in pharmaceutical materials is recognised[112] it remains uncertain as to their 
nature and extent.[113] Defects are frequently referred to in a general way without clear 
identification of the exact local structure created by their presence. Classical examples 
include dislocations (both edge and screw) with concepts based on our understanding of 
such defects in metals. But the local structure around such faults is likely to be highly 
complex,[114] with conformational flexibility being one variable not encountered in simple 
metals. Even the simple case of a vacancy is likely to be significantly more complex given the 
possibly of local reorganisation. While line defects and planar defects (e.g. twin and domain 
boundaries) may be visualised using transmission electron microscopy or X-ray 
topography,[21] less well defined defect regions will be extremely hard to visualise or indeed 
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model but are likely to be nucleation centres for subsequent physical conversion or 
chemical reactivity.  
 
6. Concluding remarks and the future challenges 
Developing a newly discovered active molecule to a marketable drug product is 
associated with a long development time and a high attrition rate. This can be a result of 
pre-clinical toxicology issues or early clinical failures.[115] It is also the case that formulators 
are able to modify drug product characteristics to improve performance issues.[116,117] It 
remains important, however, for solid formulations that the associated solid state chemistry 
is sufficiently understood that the development of scale-up processes, production and long-
term manufacturing are as robust as possible. The emergence of new polymorphs and the 
crystallisation of amorphous forms are just two examples of where major issues can 
arise.[26,118]  A better understanding of solid state phase transformations would enable more 
confidence in developing metastable polymorphs, stabilizing amorphous forms[119] and 
further work in identifying the types and role of defects in modifying degradation pathways 
will also be important.[120] Certain crystal attributes can be modelled reasonably well – 
habit,[121] mechanical properties,[122] dislocation nucleation and dynamics[123,124] - and 
importance in modelling and predicting solubility.[125][126] Combining crystal structure with 
associated property predictions is likely to be a key driver for future research efforts 
towards establishing robust development programs.  
 
7 Acknowledgments 
I am grateful to Dr Dritan Hasa for assistance in preparing this article. 
 
8 References 
[1] J. Dunitz, Chem. Commun. 2003, 545–548. 
[2] A. Gavezzotti, Acc. Chem. Res. 2003, 27, 309–314. 
[3] J. Maddox, Nature 1988, 335, 201. 
[4] A. I. Kitaigorodskii, Organic Chemical Crystallography, Consultants Bureau, New York, 
1961. 
[5] J. Dunitz, A. Gavezzotti, Angew. Chem. Int. Ed. Engl. 2005, 44, 1766–87. 
[6] J. P. M. Lommerse, W. D. S. Motherwell, H. L. Ammon, J. Dunitz, A. Gavezzotti, D. W. 
10 
 
M. Hofmann, F. J. J. Leusen, W. T. M. Mooji, S. L. Price, B. Schweizer, et al., Acta 
Crystallogr. Sect. B 2000, 697–714. 
[7] A. M. Reilly, R. I. Cooper, C. S. Adjiman, S. Bhattacharya, A. D. Boese, J. G. 
Brandenburg, P. J. Bygrave, R. Bylsma, J. E. Campbell, R. Car, et al., Acta Cryst. B 2016, 
B72, 439–459. 
[8] E. Gibney, Nature 2015, 527, 20–21. 
[9] M. A. Neumann, F. J. J. Leusen, J. Kendrick, Angew. Chem. Int. Ed. Engl. 2008, 47, 
2427–30. 
[10] K. Szalewicz, Acc. Chem. Res. 2014, 47, 3266–3274. 
[11] J. Yang, W. Hu, D. Usvyat, D. Matthews, M. Schutz, G. K.-L. Chan, Science. 2014, 345, 
640–643. 
[12] S. L. Price, Science. 2014, 345, 619. 
[13] G. M. J. Schmidt, Pure Appl. Chem. 1971, 27, 647–678. 
[14] G. R. Desiraju, Curr. Sci. 2001, 81, 1038–1042. 
[15] L. X. Yu, G. Amidon, M. A. Khan, S. W. Hoag, J. Polli, G. K. Raju, J. Woodcock, AAPS J. 
2014, 16, 771–83. 
[16] N. K. Duggirala, M. L. Perry, Ö. Almarsson, M. J. Zaworotko, Chem. Commun. 2016, 52, 
640–655. 
[17] P. G. Vekilov, Cryst. Growth Des. 2010, 10, 5007–5019. 
[18] M. A. Lovette, A. R. Browning, D. W. Griffin, J. P. Sizemore, R. C. Snyder, M. F. 
Doherty, Ind. Eng. Chem. Res. 2008, 47, 9812–9833. 
[19] B. B. Kale, N. H. Aloorkar, S. M. Deshmukh, S. P. Sulake, P. V. Humbe, P. P. Mane, Indo 
Am. J. Pharm. Res. 2014, 4, 2027–2049. 
[20] A. M. C. Cassidy, C. E. Gardner, W. Jones, Int. J. Pharm. 2009, 379, 59–66. 
[21] M. D. Eddleston, W. Jones, in Disord. Pharm. Mater. (Ed.: M. Descamps), Wiley-VCH 
Verlag GmbH & Co, Weinheim, Germany, 2016, pp. 103–134. 
[22] J. Bernstein, Polymorphism in Molecular Crystals, Oxford Univeristy Press, Oxford, U. 
K., 2002. 
[23] A. Y. Lee, D. Erdemir, A. S. Myerson, Annu. Rev. Chem. Biomol. Eng 2011, 2, 259–80. 
[24] T. L. Threlfall, Eur. Pharm. Rev. 2014, 19, 24–29. 
[25] A. J. Cruz-Cabeza, S. M. Reutzel-Edens, J. Bernstein, Chem. Soc. Rev. 2015, 44, 8619–
8635. 
11 
 
[26] S. R. Chemburkar, J. Bauer, K. Deming, H. Spiwek, K. Patel, J. Morris, R. F. Henry, S. 
Spanton, W. Dziki, W. W. Porter, et al., Org. Process Res. Dev. 2000, 4, 413–417. 
[27] A. J. Cruz-Cabeza, J. Bernstein, Chem. Rev. 2014, 114, 2170–2191. 
[28] K. R. Back, R. J. Davey, T. Grecu, C. A. Hunter, L. S. Taylor, Cryst. Growth Des. 2012, 12, 
6110–6117. 
[29] A. Mattei, T. Li, Cryst. Growth Des. 2014, 14, 2709–2713. 
[30] E. H. Lee, Asian J. Pharm. Sci. 2014, 9, 1–13. 
[31] S. L. Morissette, Ö. Almarsson, M. L. Peterson, J. F. Remenar, M. J. Read, A. V Lemmo, 
S. Ellis, M. J. Cima, C. R. Gardner, Adv. Drug Deliv. Rev. 2004, 56, 275–300. 
[32] L. Y. Pfund, A. J. Matzger, ACS Comb. Sci. 2014, 16, 309–313. 
[33] A. Newman, Org. Process Res. Dev. 2013, 17, 457–471. 
[34] T. Friščić, W. Jones, Cryst. Growth Des. 2009, 9, 1621–1637. 
[35] D. Hasa, G. Schneider Rauber, D. Voinovich, W. Jones, Angew. Chemie Int. Ed. 2015, 
54, 7371–7375. 
[36] D. Hasa, E. Carlino, W. Jones, Cryst. Growth Des. 2016, 16, 1772–1779. 
[37] D. Tan, L. Loots, T. Friščić, Chem. Commun. 2016, 52, 7760–7781. 
[38] D. J. Berry, C. C. Seaton, W. Clegg, R. W. Harrington, S. J. Coles, P. N. Horton, M. B. 
Hursthouse, R. Storey, W. Jones, T. Friščić, et al., Cryst. Growth Des. 2008, 8, 1697–
1712. 
[39] M. D. Eddleston, S. Sivachelvam, W. Jones, CrystEngComm 2013, 15, 175–181. 
[40] M. Lang, J. W. Kampf, A. J. Matzger, J. Pharm. Sci. 2002, 91, 1186–90. 
[41] J.-B. Arlin, L. S. Price, S. L. Price, A. J. Florence, Chem. Commun. 2011, 47, 7074–7076. 
[42] J. Dunitz, J. Bernstein, Acc. Chem. Res. 1995, 28, 193–200. 
[43] D.-K. Bučar, R. W. Lancaster, J. Bernstein, Angew. Chemie Int. Ed. 2015, 54, 6972–
6993. 
[44] D. E. Braun, L. H. Koztecki, J. A. McMahon, S. L. Price, S. M. Reutzel-Edens, Mol. 
Pharm. 2015, 12, 3069–3088. 
[45] S. L. Price, Chem. Soc. Rev. 2014, 43, 2098–2111. 
[46] J. Nyman, O. Sheehan Pundyke, G. M. Day, Phys. Chem. Chem. Phys. 2016, 18, 15828–
15837. 
[47] G. R. Desiraju, Angew. Chemie Int. Ed. 1995, 34, 2311–2327. 
[48] N. Feeder, E. Pidcock, A. M. Reilly, G. Sadiq, C. L. Doherty, K. R. Back, P. Meenan, R. 
12 
 
Docherty, J. Pharm. Pharmacol. 2015, 857–868. 
[49] H. P. G. Thompson, G. M. Day, Chem. Sci. 2014, 5, 3173. 
[50] V. R. Thalladi, S. B. Goud, V. J. Hoy, F. H. Allen, J. A. K. Howard, G. R. Desiraju, Chem. 
Commun. 1996, 401–402. 
[51] A. Mukherjee, Cryst. Growth Des. 2015, 15, 3076–3085. 
[52] J. Dunitz, A. Gavezzotti, Cryst. Growth Des. 2012, 12, 5873–5877. 
[53] P. T. A. Galek, L. Fábián, W. D. S. Motherwell, F. H. Allen, N. Feeder, Acta Crystallogr. 
B. 2007, 63, 768–82. 
[54] A. D. Bond, Curr. Opin. Solid State Mater. Sci. 2009, 13, 91–97. 
[55] I. Kola, J. Landis, Nat. Rev. Drug Discov. 2004, 3, 1–5. 
[56] H. D. Williams, N. L. Trevaskis, S. A. Charman, R. M. Shanker, W. N. Charman, C. W. 
Pouton, C. J. H. Porter, Pharmacol. Rev. 2013, 65, 315–499. 
[57] G. L. Amidon, H. Lennernäs, V. P. Shah, J. R. Crison, Pharm. Res. 1995, 12, 413–420. 
[58] N. Blagden, M. de Matas, P. T. Gavan, P. York, Adv. Drug Deliv. Rev. 2007, 59, 617–
630. 
[59] H. G. Brittain, J. Pharm. Sci. 2013, 102, 311–317. 
[60] Ö. Almarsson, M. J. Zaworotko, Chem. Commun. 2004, 1889–1896. 
[61] J. Dunitz, CrystEngComm 2003, 5, 506. 
[62] R. Thakuria, A. Delori, W. Jones, M. P. Lipert, L. Roy, N. Rodríguez-Hornedo, Int. J. 
Pharm. 2013, 453, 101–125. 
[63] D. Braga, F. Grepioni, L. Maini, S. Prosperi, R. Gobetto, M. R. Chierotti, Chem. 
Commun. 2010, 46, 7715–7717. 
[64] F. Grifasi, M. R. Chierotti, K. Gaglioti, R. Gobetto, L. Maini, D. Braga, E. Dichiarante, M. 
Curzi, Cryst. Growth Des. 2015, 15, 1939–1948. 
[65] N. K. Duggirala, A. J. Smith, Ł. Wojtas, R. D. Shytle, M. J. Zaworotko, Cryst. Growth 
Des. 2014, 14, 6135–6142. 
[66] P. T. A. Galek, E. Pidcock, P. A. Wood, N. Feeder, F. H. Alllen, in Comput. Pharm. Solid 
State Chem. (Ed.: Y.A. Abramov), John Wiley & Sons, Hoboken, USA:, 2016, pp. 15–35. 
[67] P. A. Wood, N. Feeder, M. Furlow, P. T. A. Galek, C. R. Groom, E. Pidcock, 
CrystEngComm 2014, 16, 5839. 
[68] A. Delori, P. T. A. Galek, E. Pidcock, M. Patni, W. Jones, CrystEngComm 2013, 15, 
2916–2928. 
13 
 
[69] A. Delori, P. T. A. Galek, E. Pidcock, W. Jones, Chem. - A Eur. J. 2012, 18, 6835–6846. 
[70] E. Nauha, J. Bernstein, Cryst. Growth Des. 2014, 14, 4364–4370. 
[71] D. Musumeci, C. A. Hunter, R. Prohens, S. Scuderi, J. F. McCabe, Chem. Sci. 2011, 2, 
883–890. 
[72] M. C. Etter, Acc. Chem. Res. 1990, 23, 120–126. 
[73] L. Fabian, Cryst. Growth Des. 2009, 9, 1436–1443. 
[74] F. Fischer, A. Heidrich, S. Greiser, S. Benemann, K. Rademann, F. Emmerling, Cryst. 
Growth Des. 2016, 16, 1701–1707. 
[75] S. A. Rahim, R. B. Hammond, A. Y. Sheikh, K. J. Roberts, CrystEngComm 2013, 15, 
3862–3873. 
[76] A. V. Trask, J. V. de Streek, W. D. S. Motherwell, W. Jones, Cryst. Growth Des. Des. 
2005, 5, 2233–2241. 
[77] G. M. Day, Crystallogr. Rev. 2011, 17, 3–52. 
[78] A. J. Cruz-Cabeza, S. Karki, L. Fábián, T. Friščić, G. M. Day, W. Jones, Chem. Commun. 
2010, 46, 2224–2226. 
[79] P. G. Karamertzanis, A. V. Kazantsev, N. Issa, G. W. A. Welch, M. Adler, C. C. 
Pantelides, S. L. Price, J. Chem. Theory Comput. 2009, 5, 1432–1448. 
[80] N. Issa, P. G. Karamertzanis, G. W. a. Welch, S. L. Price, Cryst. Growth Des. 2009, 9, 
442–453. 
[81] A. J. Cruz-Cabeza, G. M. Day, W. Jones, Chem. Eur. J. 2008, 14, 8830–8836. 
[82] M. K. Corpinot, S. A. Stratford, M. Arhangelskis, J. Anka-Lufford, I. Halasz, N. Judaš, W. 
Jones, D.-K. Bučar, CrystEngComm 2016, 18, 5434–5439. 
[83] J. Dunitz, R. Taylor, Chem. - A Eur. J. 1997, 3, 89–98. 
[84] J. Dunitz, W. B. Schweizer, Chem. - A Eur. J. 2006, 12, 6804–6815. 
[85] K. J. Roberts, R. B. Hammond, V. Ramachandran, R. Docherty, in Computional 
Pharmaceutical Solid State Chemistry (Ed.: Y.A. Abramov), John Wiley & Sons, 
Hoboken, USA, 2016, pp. 175–210. 
[86] P. Khadka, J. Ro, H. Kim, I. Kim, J. T. Kim, H. Kim, J. M. Cho, G. Yun, J. Lee, Asian J. 
Pharm. Sci. 2014, 9, 304–316. 
[87] G. Pilcer, K. Amighi, Int. J. Pharm. 2010, 392, 1–19. 
[88] G. D. Wang, F. P. Mallet, F. Ricard, J. Y. Y. Heng, Curr. Opin. Chem. Eng. 2011, 1, 102–
107. 
14 
 
[89] H. K. Chan, P. C. L. Kwok, Adv. Drug Deliv. Rev. 2011, 63, 406–416. 
[90] A. D. Edwards, B. Y. Shekunov, A. Kordikowski, R. T. Forbes, P. York, J. Pharm. Sci. 
2001, 90, 1115–24. 
[91] G. Ruecroft, D. Hipkiss, T. Ly, N. Maxted, P. W. Cains, Org. Process Res. Dev. 2005, 9, 
923–932. 
[92] M. D. Eddleston, K. E. Hejczyk, E. G. Bithell, G. M. Day, W. Jones, Chem. - A Eur. J. 
2013, 19, 7883–7888. 
[93] Q. Jiang, A. G. Shtukenberg, M. D. Ward, C. Hu, Cryst. Growth Des. 2015, 15, 2568–
2573. 
[94] J. Dunitz, Acta Crystallogr. Sect. B 1995, B51, 619–631. 
[95] R. T. Y. Lim, A. Y. J. Hoong, W. K. Ng, R. B. H. Tan, Powder Technol. 2015, 286, 1–8. 
[96] S. M. D’Addio, R. K. Prud’homme, Adv. Drug Deliv. Rev. 2011, 63, 417–426. 
[97] A. Alhalaweh, W. Kaialy, G. Buckton, H. Gill, A. Nokhodchi, S. P. Velaga, AAPS 
PharmSciTech 2013, 14, 265–76. 
[98] I. Weissbuch, L. J. W. Shimon, E. M. Landau, R. Popovitz-Biro, Z. Berkovitch-Yellin, L. 
Addadi, M. Lahav, L. Leiserowitz, Pure Appl. Chem. 1986, 58, 947–954. 
[99] C. Thompson, M. C. Davies, C. J. Roberts, S. J. B. Tendler, M. J. Wilkinson, Int. J. 
Pharm. 2004, 280, 137–50. 
[100] D. Erdemir, A. Y. Lee, A. S. Myerson, Acc. Chem. Res. 2009, 42, 621–629. 
[101] Y. Qiu, C. Chen, G. G. Z. Zhang, L. Liu, W. R. Porter, Developing Solid Oral Dosage 
Forms. Pharmaceutical Theory and Practice, Academic Press, Amstedam, 2009. 
[102] S. R. Byrn, W. Xu, A. Newman, Adv. Drug Deliv. Rev. 2001, 48, 115–36. 
[103] A. K. Salameh, L. S. Taylor, J. Pharm. Sci. 2006, 95, 446–461. 
[104] A. G. Slater, L. M. A. Perdigao, P. H. Beton, N. R. Champness, Acc. Chem. Res. 2014, 
47, 3417–3427. 
[105] M. D. Ward, Chem. Rev. 2001, 101, 1697–1725. 
[106] E. H. H. Chow, D.-K. Bučar, W. Jones, Chem. Commun. 2012, 48, 9210. 
[107] A. Danesh, X. Chen, M. C. Davies, C. J. Roberts, G. H. W. Sanders, S. J. B. Tendler, P. M. 
Williams, M. J. Wilkins, Pharm. Res. 2000, 17, 887–890. 
[108] A. Danesh, S. D. Connell, M. C. Davies, C. J. Roberts, S. J. B. Tendler, P. M. Williams, M. 
J. Wilkins, Pharm. Res. 2001, 18, 299–303. 
[109] R. Thakuria, M. D. Eddleston, E. H. H. Chow, G. O. Lloyd, B. J. Aldous, J. F. Krzyzaniak, 
15 
 
A. D. Bond, W. Jones, Angew. Chemie Int. Ed. 2013, 52, 10541–10544. 
[110] R. S. Abendan, J. A. Swift, Cryst. Growth Des. 2013, 13, 3596–3602. 
[111] J. M. Thomas, E. L. Evans, J. O. Williams, Proc. R. Soc. A Math. Phys. Eng. Sci. 1972, 
331, 417–427. 
[112] A. Newman, G. Zografi, J. Pharm. Sci. 2014, ASAP. 
[113] W. Jones, M. D. Eddleston, in Disordered Pharmaceutical Materials (Ed.: M. 
Descamps), Wiley-VCH Verlag GmbH & Co, Weinheim, Germany, 2016, pp. 85–102. 
[114] S. Ramdas, J. M. Thomas, M. J. Goringe, J Chem Soc Faraday Trans 2 1977, 73, 555–
561. 
[115] M. Hay, D. W. Thomas, J. L. Craighead, C. Economides, J. Rosenthal, Nat. Biotechnol. 
2014, 32, 40–51. 
[116] C. A. S. Bergström, W. N. Charman, C. J. H. Porter, Adv. Drug Deliv. Rev. 2016, 101, 6–
21. 
[117] Y. Kawabata, K. Wada, M. Nakatani, S. Yamada, S. Onoue, Int. J. Pharm. 2011, 420, 1–
10. 
[118] P. Jain, A. K. Banga, Pharm. Res. 2013, 30, 562–571. 
[119] R. Laitinen, K. Lob�mann, C. J. Strachan, H. Grohganz, T. Rades, Int. J. Pharm. 2013, 
453, 65–79. 
[120] T. Loftsson, Drug Stability for Pharmaceutical Scientists, Academic Press, Oxford, U. 
K., 2014. 
[121] C. J. Tilbury, D. A. Green, W. J. Marshall, M. F. Doherty, Cryst. Growth Des. 2016, 16, 
2590-2604. 
[122] S. Varughese, M. S. R. N. Kiran, U. Ramamurty, G. R. Desiraju, Angew. Chemie Int. Ed. 
2013, 52, 2701–2712. 
[123] I. A. Olson, A. G. Shtukenberg, G. Hakobyan, A. L. Rohl, P. Raiteri, M. D. Ward, B. Kahr, 
J. Phys. Chem. Lett. 2016, 7, 3112–3117. 
[124] L. B. Munday, R. L. Mitchell, J. Knap, P. W. Chung, Appl. Phys. Lett. 2013, 103, 
151911(1-4). 
[125] C. Loschen, A. Klant, in Computational Pharmaceutical Solid State Chemistry, (Ed.: Y.A. 
Abramov), John Wiley & Sons, Hoboken, USA, 2016, pp. 211–233. 
[126] S. Emami, A. Jouyban, H. Valizadeh, A. Shayanfar, J. Solution Chem. 2015, 44, 2297–
2315. 
16 
 
 
