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Abstract
The minimum α-fat decomposition problem is the problem of decomposing a simple polygon into fewest
subpolygons, each with aspect ratio at most α, for a given α > 0. The main result in the paper is a polynomial
time algorithm that solves the version of this problem that disallows Steiner points. The algorithm returns an
optimal α-fat decomposition, if there is one, and reports failure otherwise. We also devise a faster approximation
algorithm that produces, for any ε > 0, an (α + ε)-fat decomposition with as few polygons as an optimal α-fat
decomposition.
 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Many algorithms in computational geometry achieve their worst case complexity when the input
consists of long and skinny objects. To avoid such cases, researchers introduced the notion of fatness, and
developed algorithms that are theoretically efficient and work well on objects that satisfy some fatness
condition [1–7]. As the name indicates, fatness makes a statement about how fat an object is. There are
many definitions of fatness [3,4,6–9], and they are all more or less equivalent, at least for convex objects,
in the sense that they all measure the degree to which an object is closer to circular in shape, as opposed
to thin and elongated.
The diameter of a simple polygon is the diameter of a smallest enclosing circle. The width of a simple
polygon is the diameter of a largest inscribed circle. The aspect ratio of a simple polygon is the ratio of
its diameter to its width. Aspect ratio is a good measure of how fat a polygon is. For any positive real
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number α, we say that a polygon is α-fat if its aspect ratio does not exceed α. Our definition of fatness
is similar to the one used in [3,4] for convex polygons and in [9] for nonconvex polygons. A nonconvex
polygon can be fat by this definition even if it has very skinny sharp spikes (consider a circle of radius
1 with a needle-like spike of length 1; it can be enclosed by a circle of radius 1.5, so it is 1.5-fat). Other
definitions rule out such artifacts [6–8].
In this paper we consider the minimum α-fat decomposition problem: given a polygon P and positive
real α, decompose P into the fewest α-fat subpolygons. In this paper we focus on the version of the α-fat
decomposition problem in which the union of the vertices of the subpolygons equals the set of vertices of
the original polygon (no Steiner points are allowed). A solution to this problem is defined by a smallest
subset of noncrossing diagonals that induces an α-fat decomposition.
This paper improves upon the preliminary conference paper [10], by this author and Pemmaraju.
The main result is an O(m3n4) time dynamic programming algorithm to solve the α-fat decomposition
problem. For some real α > 0, a polygon may not have an α-fat decomposition, if Steiner points are
disallowed. For any simple polygon P , our algorithm produces an optimal α-fat decomposition P , if
there is one, and reports that no solution exists otherwise. The high running time of the exact algorithm
motivates us to seek more efficient approximation algorithms. We devise an O(mn4) time algorithm that
produces, for any input polygon P and any ε > 0, an (α+ ε)-fat decomposition that has as few polygons
as an optimal α-fat decomposition of P .
2. Related work
Our work is related to the idea of fat input models, for which more efficient, simpler algorithms can
be obtained. One of the earlier papers that considers fat input models is by Matousek et al. [11], who
show that the union of n fat triangles has complexity O(n logn logn), as opposed to 	(n) for arbitrary
triangles; a triangle is fat if its minimum angle exceeds some constant; complexity is measured by the
number of intersection points between the boundaries of the triangles and the boundary of their union.
Efrat and Sharir [4] generalize this result to show that the union of n fat convex objects has complexity
O(n1+ε), provided that each pair of objects intersect in a constant number of points. Van der Stappen and
Overmars [12] show that fatness implies low density: any ball of radius r intersects at most a constant
number of objects whose minimum enclosing ball has radius at least r . Subsequently, de Berg et al. [13]
show that any low-density scene is uncluttered, and any uncluttered scene (or equivalently, any scene
consisting of fat objects) has small simple-cover complexity.
Some of these properties have been used in [12] by van der Stappen and Overmars, who perform
a comprehensive analysis of motion-planning algorithms in the setting of fat objects. The authors
demonstrate that the motion-planning problem can be solved in O(n2) time when the obstacles among
which the robot moves are fat; later they improve this result to almost linear time in their paper with de
Berg and Vleugels [14] on motion planning in environments satisfying a weaker low-density requirement.
Other applications for which efficient solutions have been tailored to explore the fatness of the input
objects include range searching [6], simulation of physically based motion [15,16], ray tracing and visible
surface determination [17], and collision detection [9]. For example, Zhou and Suri [9] prove theoretically
that bounding boxes are good approximations of fat objects: for any collection of fat objects that have
similar sizes (low scale factor), the number of intersecting pairs of bounding boxes is within a constant
factor of the number of pairs of intersecting objects. Their work also suggests that for collision detection
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Fig. 1. (a) Loose bounding circles. (b) Collection of tight bounding circles corresponding to a fat decomposition.
purposes, reducing the aspect ratio may have higher payoff than reducing the scale factor. This motivates
our work on fat decompositions. Fig. 1 illustrates an intersection detection test between two objects,
without (a) and with (b) the use of a fat decomposition. It uses circles as bounding boxes, mainly because
they are easy to recompute as the objects translate and rotate in a dynamic graphics scene (as opposed
to oriented rectangles, for example). A fat decomposition is a suitable input to any of the applications
mentioned above.
The α-fat decomposition problem is a classic example of the type of problems considered in the
polygon decomposition literature. For example, Keil and Snoeyink [18] show that a decomposition of
a simple polygon with n vertices into a minimum number of convex polygons, can be computed in
O(n+ r2 min{r2, n}) time. Here r denotes the number of reflex vertices, which are vertices whose interior
angle is greater than π . Keil also develops polynomial-time algorithms for decomposing simple polygons
into fewest spiral polygons, star-shaped polygons and monotone polygons [19]. These algorithms do not
use any Steiner points. Allowing Steiner points, Chazelle and Dobkin give an intricate algorithm to
decompose a simple polygon into the minimum number of convex components [20]. For a summary of
results on polygon decomposition, see the survey papers by Keil [21] and Bern [22].
Closer to our work are the results by van Kreveld [8], who shows that not any fat simple polygon
can be partitioned into O(n) fat triangles; however, any fat simple polygon can be partitioned into O(n)
fat quadrilaterals, and any fat quadrilateral can be covered with O(1) fat triangles. He also develops
an algorithm to partition a fat polygon into fat octagons. His solutions use Steiner points and require
O(n logn) time.
3. Dynamic programming for α-fat decompositions
Let P be a simple polygon with n vertices labeled counterclockwise 1,2, . . . , n, n + 1, with 1 and
n + 1 identical vertices. A diagonal (i, j) of P is a line segment that joins two vertices i and j of P
and does not intersect the outside of P . Note that this definition overloads the more common definition,
which insists that a diagonal (i, j) represent a clear visibility link from i to j in P ; here we allow a
diagonal to have grazing contact with the boundary of P , passing through one or more vertices of P .
The visibility graph of P is a graph whose nodes are vertices of P and whose edges are diagonals
of P . We denote by m be the number of edges in the visibility graph of P . For any diagonal (i, j) of P ,
with i < j , define Pij to be the subpolygon of P with vertices i, i + 1, . . . , j (see the shaded polygon in
Fig. 2(a)).
22 M. Damian / Computational Geometry 28 (2004) 19–27(a) (b)
Fig. 2. Definitions. (a) Subpolygon Pij and its optimal decomposition Oij ; Oij contains the four polygons delimited by
diagonals (i, r), (k, r), (r, j−1) and (i, j). (b) The polygon Q in Oij adjacent to (i, j) with inscribed circle I and circumscribed
circle C.
To solve the minimum α-fat decomposition problem, we consider diagonals (i, j), with i < j , in
increasing order of j − i, and compute an optimal α-fat decomposition Oij of each Pij . P1n is the
entire polygon and therefore the α-fat decomposition O1n of P1n is a solution to the minimum α-fat
decomposition problem.
3.1. Properties of optimal α-fat decompositions
Focus on an optimal α-fat decomposition Oij of Pij (for the purpose of the discussion in this section,
assume that one exists). Let Q be the polygon in Oij adjacent to (i, j) and let C and I be the smallest
circumscribed circle and the largest inscribed circle, respectively, as illustrated in Fig. 2(b). Clearly, the
boundary of Q lies inside of C and outside of I . Moreover, the ratio between the diameter of C and the
diameter of I does not exceed α, because Q is α-fat. Let T be a heterogeneous set containing all reflex
vertices of P and all edges in the visibility graph of P . Note that C is tangent to two or more non-reflex
vertices of Q and is well defined by two or three such vertices. Similarly, I is tangent to three or more
elements in T and is well defined by three such elements.
Let G(C,I)ij be the subgraph of the visibility graph of P induced by diagonals (k, l) of Pij such that
(k, l) lies inside C and Pkl lies entirely outside I (refer to Figs. 3(a) and 3(b)). To each edge (k, l) in
G
(C,I)
ij , we associate a weight wkl as follows. If Pkl is α-fat decomposable, then wkl is the size of an
optimal α-fat decomposition Okl of Pkl (that is, the number of polygons in Okl). By convention, wkl = 0
if l = k + 1. If Pkl is not α-fat decomposable, then wkl =∞. Fig. 3(b) shows the weighted graph G(C,I)ij
corresponding to Pij , C and I from Fig. 3(a), prior to the computation of wij .
A path in a graph is a sequence of vertices, with successive vertices connected by edges. The weight
of a path in a graph is the sum of the weights of its constituent edges. An important property of Q is that
its vertices induce a path of minimum weight from i to j in G(C,I)ij . Fig. 3(b) shows with thick lines a
path of minimum weight from i to j (the weight of the path is 2+ 1+ 0= 3).
We will use this property in determining the subpolygon Q adjacent to (i, j) in a minimum size α-fat
decomposition of Pij . The dynamic programming approach ensures that the optimal α-fat decomposition
of the polygonal pieces of Pij obtained by removing Q are available at this point. Then the union
of these optimal α-fat decompositions and Q will give us an optimal α-fat decomposition of Pij . In
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Fig. 3. Decomposition algorithm. (a) A pair (C, I ): C tangent to i2, i4, i6; I tangent to (i1, i6), (i5, i6); d = D/α.
(b) {i1, i3, i5, i6} is a path of minimum weight from i to j in G(C,I)ij .
determining Q, we will need to compute a path of minimum weight from i to j in G(C,I)ij , for some C
and I . This can be done in linear time, as described in the next section.
3.2. Computing a path of minimum weight in a weighted graph
Let G be a weighted graph whose vertices have integer labels in the range [i . . . j ], with i < j . We
assume that we have, for any pair of vertices k and l in G, with k < l and l − k < j − i, a path pkl
of minimum weight from k to l. Then we can compute a path pij of minimum weight from i to j as
follows. If j − i = 1, then pij = {i, j} and has weight 0. Otherwise, pick a point k in G adjacent to both
i and j , with i < k < j , that minimizes the weight of the path pik ∪ pkj . If we can find k, then clearly
pij = pik ∪ pkj . Otherwise, pij = NIL, where NIL indicates the absence of a path from i to j in G.
3.3. Computing an optimal α-fat decomposition Oij
We use the properties stated in Section 3.1 to compute an optimal α-fat decomposition Oij of Pij
as follows. For j = i + 1, Oij is the empty set. For j > i + 1, first check if Pij is α-fat. If so, Oij is
simply Pij . Otherwise consider, in arbitrary order, all circles C that satisfy at least one of two properties:
(a) C passes through three vertices of P ; (b) the diameter of C connects two vertices of P . Clearly, there
are O(n3) such circles. For each such circle C of diameter D, consider all circles I of diameter D/α,
tangent to two elements in T . Note that because the diameter of I is fixed, two elements in T suffice to
completely define I , as shown in Fig. 3(a). This implies that for each C, there are O(m2) circles I .
We process all pairs of circles (C, I ) for which the diagonal (i, j) lies entirely inside C and outside I .
For each such pair (C, I ), let G(C,I)ij be a weighted graph as defined in Section 3.1 and illustrated in
Fig. 3(b). At this stage of the dynamic programming algorithm, we have optimal decompositions Okl for
all polygons Pkl that are smaller than Pij . This implies that all the weights in G(C,I)ij are well defined,
except for wij , which we need to compute. We simply set wij =∞ and attempt to find a path from i to j
of smaller weight.
For each pair of circles (C, I ), we compute a path p(C,I)ij of minimum weight from i to j in G
(C,I)
ij ,
as described in Section 3.2. Since (i, j) is an edge in the graph, such a path always exists. We pick the
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path pij of smallest weight taken over all pairs of circles (C, I ), pij = min(C,I ) p(C,I )ij . We use pij in
determining an optimal α-fat decomposition Oij of Pij as follows. If the weight of pij is ∞, then we
set Oij = NIL, where NIL represents the absence of an α-fat decomposition. Otherwise, note that the⋃
polygon Q induced by the vertices of pij is α-fat. Then we set Oij = (k,l)⊂E(pij ) Okl ∪Q, where E(pij )
denotes the set of edges along the path pij .
Lemma 1. Oij is a minimum size α-fat decomposition of Pij .
Proof. The proof is by induction on (j − i). The base case is when j − i = 1. In this case Pij is a
degenerate polygon with only one edge and therefore Oij is the empty set.
The inductive hypothesis is that for some natural number s and for all i, j , such that 1  j − i  s,
Oij is a minimum size α-fat decomposition of Pij . To prove the inductive step, we consider an α-fat
decomposition Oij for some i, j such that j − i = s + 1.
If Pij is not α-fat decomposable, then clearly Oij = NIL. So suppose that Pij is α-fat decomposable.
If Pij is an α-fat polygon, then the decomposition is the polygon itself. Otherwise, let Q∗ be the polygon
adjacent to (i, j) in a minimum size α-fat decomposition O∗ij of Pij . Since Q∗ is α-fat, there is a pair of
circles (C, I ) considered by our algorithm, such that the boundary of Q∗ lies inside C and outside I . This
implies that G(C,I)ij contains all vertices of Q∗. Moreover, the vertices of Q∗ induce a path p∗ij in G
(C,I)
ij .
The path p∗ij is a candidate for the minimum weight path pij computed by our algorithm and therefore
the size of Oij =⋃(k,l)⊂E(pij ) Okl ∪Q is no greater than the size of O∗ij =
⋃
(k,l)⊂E(p∗ij ) Okl ∪Q∗. This
along with the fact that O∗ij is an α-fat decomposition of minimum size, implies that Oij is an α-fat
decomposition of minimum size. ✷
Theorem 2. There is an algorithm that computes a minimum size α-fat decomposition of P in O(m3n4)
time, if such a decomposition exists, and reports failure otherwise. Here n is the number of vertices of P
and m is the number of edges in the visibility graph of P .
Proof. The algorithm described above computes α-fat decompositions for O(m) polygons Pij . For each
polygon Pij , there are O(n3) circles C and O(m2) circles I to consider. For a given pair of circles (C, I ),
computing p(C,I)ij takes O(n) time. Thus the running time of the algorithm is O(m)×O(n3)×O(m2)×
O(n) = O(m3n4). This, however, requires precomputing the visibility graph of P and the set of α-fat
polygons Pij . The visibility graph of P can be computed in O(m+ n) time. To determine whether Pij
is α-fat, we need to compute the diameter and the width of Pij . The diameter can be easily computed in
O(mn) time. To determine the width of Pij , compute in linear time the medial axis transform of Pij [23].
The medial axis transform gives us the centers and the radii of all maximal inscribed circles, the largest
of which gives us the width of Pij . Thus the set of all α-fat polygons Pij can be precomputed in O(mn)
time. ✷
4. Computing (α + ε)-fat decompositions
The algorithm described in the previous section proves that the α-fat decomposition problem is
solvable in polynomial time, however, it is not yet practical. The bottleneck of the algorithm is the
large number of pairs of circles (C, I ) that we need to consider. Our goal in this section is to derive an
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Fig. 4. Computing (α + ε)-fat decompositions. (a) Circle I has diameter d = D/α − 2√2β and is centered at a grid point.
(b) Circle I1 of diameter d lies entirely inside I .
algorithm that computes (α+ ε)-fat decompositions, with ε a user specified tolerance value, by reducing
the number of pairs (C, I ), that need to be considered. We also impose the additional restriction that the
subpolygons in the decomposition have diameter no smaller than a given lower bound L. This prevents
the algorithm from generating polygons that are too small.
We start by placing an infinite grid of β × β cells on the plane. As we will shortly see, β is a positive
real that is chosen based on the aspect ratio α, the user tolerance ε and the lower bound L. Next
we consider diagonals (i, j) and compute an optimal (α + ε)-fat decomposition Dij of each Pij . The
algorithm that computes Dij is very similar to the algorithm that computes Oij (see Section 3.3), and we
outline only the changes here. In computing Dij , we consider only those circles C of diameter D no less
than L. For each such circle C, we consider all circles I of diameter (D/α− 2√2β), centered at one of
the grid points. This idea is illustrated in Fig. 4(a). The rest of the algorithm is the same.
Note that for each pair of circles (C, I ), any polygon whose boundary lies inside C and
outside I has aspect ratio D/(D/α− 2√2β). Picking β = Lε/(2√2α(α+ ε)) gives an aspect ratio of
Dα(α+ ε)/(Dα+ (D−L)ε) α + ε. This allows us to compute an (α + ε)-fat subpolygon Q in Dij
adjacent to (i, j) as in Section 3.3, then use a proof identical to the one of Lemma 1 to show that Dij is
an (α+ ε)-fat decomposition.
Next we show that Dij is optimal in the sense that it is no larger than an optimal α-fat decomposition
Oij of Pij , in which all polygons have diameter bounded below by L. Focus on the subpolygon Q in Oij
that is adjacent to (i, j). To show that Dij is optimal, it suffices to show that our algorithm considers a
pair of circles (C1, I1) such that the boundary of Q lies entirely inside C1 and outside I1. This implies
that Q is a candidate for the polygon in Dij adjacent to (i, j) and therefore Dij is no larger than Oij .
Let C be the smallest circle enclosing Q and I the largest circle enclosed in Q, as illustrated in
Fig. 4(b). Our algorithm processes the circle C1 = C, because C is tangent to two or three vertices
of P and has diameter no less than L. Denote by D and d the diameter of C and I , respectively.
Then clearly D/d  α, and simple calculus shows that d  D/α > 2
√
2β. This implies that there is
a β × β grid square S that lies entirely inside C and contains the center of I (refer to Fig. 4(b)).
26 M. Damian / Computational Geometry 28 (2004) 19–27
Any corner of S is at distance at most
√
2β from the center of I . This implies that the circle I1 of
diameter d1 =D/α− 2
√
2β  d − 2√2β, centered at a corner of S, lies entirely inside I , and therefore
the boundary of Q lies entirely outside I1. Since our approximation algorithm processes all circles of
diameter d1 centered at a grid point, it also processes the pair (C1, I1).
Theorem 3. Let P be a polygon of diameter D and let OPT be the size of an optimal α-fat decomposition
of P , in which all polygons have diameter no less than L. For any real ε > 0, there is an algorithm that
computes an (α + ε)-fat decomposition of P of size no greater than OPT in time O(mn4), if such a
decomposition exists, and reports failure otherwise.
Proof. The dynamic programming algorithm discussed in this section considers O(m) polygons Pij ,
O(n3) circles C and O((D∗/β)2) circles I , where D∗ is the diameter of P . For each pair (C, I ), the
algorithm takes O(n) time to compute a minimum weight path in G(C,I)ij , as described in Section 3.2.
Thus the running time of the algorithm is O(mn4(D∗/β)2)=O(mn4). ✷
5. Conclusions
We have presented the first polynomial time algorithm and a faster approximation method for
the minimum α-fat decomposition problem. To obtain faster exact algorithms, more sophisticated
techniques to prune the dynamic programming search space must be employed. Computing optimal α-fat
decompositions that allow Steiner points remains an interesting open problem.
This paper does not consider polygons with holes. We believe that the minimum α-fat decomposition
problem is NP-complete for polygons with holes. This gains some support from a recent result [24] that
shows that the problem of decomposing a polygon into pieces with diameter bounded above by a given
constant is NP-complete for polygons with holes.
If the pieces in an α-fat decomposition are allowed to overlap, the decomposition is an α-fat covering.
The problem of computing a minimum α-fat covering of a simple polygon, for a given constant α > 0,
remains open. This problem is relevant to all practical applications mentioned in Section 2.
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