In this paper, the spatial, temporal and spatiotemporal dynamics of a reaction-diffusion predator-prey system with mutual interference described by the Crowley-Martin-type functional response, under homogeneous Neumann boundary conditions, are studied. Preliminary analysis on the local asymptotic stability and Hopf bifurcation of the spatially homogeneous model based on ordinary differential equations is presented. For the reaction-diffusion model, firstly the invariance, uniform persistence and global asymptotic stability of the coexistence equilibrium are discussed. Then it is shown that Turing (diffusion-driven) instability occurs, which induces spatial inhomogeneous patterns. Next it is proved that the model exhibits Hopf bifurcation which produces temporal inhomogeneous patterns. Furthermore, at the points where the Turing instability curve and Hopf bifurcation curve intersect, it is demonstrated that the model undergoes Turing-Hopf bifurcation and exhibits spatiotemporal patterns. Finally, the existence and non-existence of positive non-constant steady states of the reaction-diffusion model are established. Numerical simulations are presented to verify and illustrate the theoretical results.
Introduction
A functional response of predators to their prey density refers to the change in the density of the prey attached per unit time per predator as the prey density changes. The most widely used functional response function, proposed by Holling (1965) and called Holling type II or Michaelis-Menten type, describes the average feeding rate of a predator when the predator spends some time searching for prey and some time processing the captured prey (that is, handling time, Cosner et al., 1999) and takes the form
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The derivation of the Holling type II function (1.1) was based on the assumption that predators do not interference with one another's activities (Holling, 1965; Cosner et al., 1999) , so the only competition among predators occurs in the depletion of prey. To describe mutual interference among predators, Beddington (1975) and DeAngelis et al. (1975) proposed that individuals from a population of more than two predators not only allocate time in searching for and processing their prey but also take time in encountering with other predators. This results in the so-called Beddington-DeAngelis functional response (Cantrell & Cosner, 2001; Zhang et al., 2012) p (u, v) 2) where v denotes the density of the predators and the parameter b (units: 1/predator) describes the magnitude of interference among predators. Note that when b = 0, the Beddington-DeAngelis functional response reduces to the Holling type II function (1.1).
In the Beddington-DeAngelis functional response, interference and handling are assumed to be exclusive. Subsequently, Crowley & Martin (1989) assumed that interference among predators occurs no matter if a particular predator is searching for prey or handling prey and proposed a functional response of the form
which is called the Crowley-Martin-type functional response in the literature (Skalski & Gilliam, 2001) . It is assumed that the predator feeding rate decreases by higher predator density even when prey density is high, and therefore the effects of predator interference in the feeding rate remain important all the time whether an individual predator is handling or searching for a prey at a given time. Note that if b = 0, then Crowley-Martin-type functional response (1.3) also reduces to Holling type II functional response (1.2). Though the Crowley-Martin functional response is similar to the Beddington-DeAngelis functional response but it has an extra term abuv in the denominator which may induce different dynamical properties. Moreover, in fitting different types of predator-prey data sets Skalski & Gilliam (2001) observed that the Beddington-DeAngelis functional response fits better for some data sets, while the CrowleyMartin functional response fits better for some others. Based on these observations, they suggested use of the Beddington-DeAngelis functional response when the predator feeding rate becomes independent of the predator density at high prey density and the Crowley-Martin functional response when the predator feeding rate is decreased by higher predator density even when the prey density is high.
In the monograph of May (1973) , the following model was proposed (see also Tanner, 1975) :
where u and v represent prey and predator densities and r and s denote their intrinsic growth rates, respectively; K is the carrying capacity of the prey's environment, while the carrying capacity of the predator's environment, u/h, is a function on the prey population size (h is a measure of the food quality of the prey for conversion into predator growth depending on the density of the prey population). The saturating predator functional response is of Holling type II. The form of the predator equation in system (1.4) was first introduced by Leslie (1948) . The term (v/γ u) (γ = h/s)is called the Leslie-Gower term 1536 H.-B. SHI AND S. RUAN (Leslie & Gower, 1960) . The Leslie-Gower-type predator-prey model with Holling type II functional response is also called the Holling-Tanner model (May, 1973; Murray, 1989) . Caughley (1976) used this system to model the biological control of the prickly-pear cactus by the moth Cactoblastis cactorum. Wollkind et al. (1988) employed this model to study the temperature-mediated stability of the predatorprey mite interaction between Metaseiulus occidentalis and the phytophagous spider mite Tetranychus mcdanieli on apple trees. Collings (1997) further suggested that the Holling type II functional response in system (1.4) can be replaced by other functions, such as the Holling types III and IV functions.
Predator-prey models of Leslie-Gower type with generalized Holling type III and Holling type IV functions were studied by Hsu & Huang (1995) , Huang et al. (2014) and Li & Xiao (2007) , respectively. See also Freedman & Mathsen (1993) . Following Skalski & Gilliam (2001) and Collings (1997) , when the predator feeding rate is decreased by higher predator density even when prey density is high, it is more reasonable to consider a Leslie-Gower-type predator-prey model with Crowley-Martin functional response describing the predator mutual interference, which takes the form 5) where the parameters r, K, a, b, h, m and s have the same meanings as introduced above.
On the other hand, in the evolutionary process of population species, individuals do not remain fixed in space and their spatial distributions change continuously due to the impact of many factors (environment, food supplies, season, etc.). Therefore, different spatial effects have been introduced into population models, such as diffusion and dispersal (Cantrell & Cosner, 2003) . To study the spatiotemporal dynamics of the predator-prey model, we consider the following partial differential equation model under homogeneous Neumann boundary conditions
(1.6) Here, u(x, t) and v(x, t) stand for the densities of the prey and predators at location x ∈ Ω and time t, respectively; Ω ⊂ R N (N 3) is a bounded domain with smooth boundary ∂Ω; ν is the outward unit normal vector of the boundary ∂Ω. The homogeneous Neumann boundary conditions indicate that the predator-prey system is self-contained with zero population flux across the boundary. The positive constants d 1 and d 2 are diffusion coefficients, and the initial data u 0 (x) and v 0 (x) are non-negative continuous functions.
Spatial, temporal and spatiotemporal patterns could occur in the reaction-diffusion model (1.6) via four possible mechanisms: Turing instability, Hopf bifurcation, Turing-Hopf bifurcation and positive non-constant steady states. Turing (1952) investigated reaction-diffusion equations of two chemicals and found that diffusion could destabilize an otherwise stable steady state. This mechanism leads to non-uniform spatial patterns which could then generate biological patterns by gene activation. This kind of instability is usually called Turing instability (Murray, 1989) or diffusion-driven instability (Okubo, 1980) . Segel & Jackson (1972) was the first to show that Turing instability may occur in ecological systems; more precisely, they proved that the uniform steady state of a diffusive predator-prey model could be unstable if the predators exhibit self-limiting or intraspecific competition. See also Levin (1974) for a similar model and conclusion. Thus classical prey-dependent diffusive predator-prey models cannot give rise to spatial structures through diffusion-driven instability. used a combination of successive approximation and multiple-time scale theory to develop the small amplitude non-linear theory for the diffusive predator-prey model considered in Segel & Jackson (1972) , and showed that a new non-uniform steady state would be attained following destabilization of the spatially uniform steady state. pointed out that Turing instabilities might explain the instance of spatial irregularity in the observed patchy distribution of plankton in the ocean. Wollkind et al. (1991) showed that Turing instability occurs in a diffusive Leslie-Gower-type predator-prey model with a Holling type II function or Holling-Tanner model, that is, the reaction-diffusion equation version of system (1.4). Thus, the self-limiting or intraspecific competition effect of the predators can be relaxed if the carrying capacity of predator's environment is described by a Leslie-Gower term. Alonson et al. (2002) demonstrated that predator-dependent diffusive predator-prey models, such as the diffusive predator-prey model with ratio-dependent functional response function, can also generate patchiness in a homogeneous environment via Turing instability. For reviews and related work on Turing instability and Turing pattern formation of reaction-diffusion systems from applied sciences, we refer the reader to Levin & Segel (1985) , Malchow et al. (2008) and references cited therein.
(b) Temporal periodic patterns via Hopf bifurcation. The Hopf bifurcation theorem gives a set of sufficient conditions to ensure that an autonomous differential equation with a parameter exhibits nontrivial time-periodic solutions for certain values of the parameter. Ruan et al. (1998) studied Hopf bifurcation in a diffusive predator-prey model; see recent studies in Li et al. (2013) and Yi et al. (2009) on other predator-prey models. Thus, diffusive predator-prey models with suitable functional response can generate temporal periodic patterns via Hopf bifurcation.
(c) Spatiotemporal patterns via Turing-Hopf bifurcation. For a given reaction-diffusion system, when the Hopf bifurcation curve and Turing bifurcation curve intersect, at the codimension-2 bifurcation point a new bifurcation, called Turing-Hopf bifurcation, occurs and generates spatiotemporal patterns. The interaction of Turing and Hopf bifurcations in chemical and physical systems has been observed and analysed since the early 1990s (see Rovinsky & Menzinger, 1992; Meixner, 1997; Wit et al., 1996) . Recently, for a generalized predator-prey model on a spatial domain. Baurmanna et al. (2007) derived conditions for the existence of codimension-2 Turing-Hopf and codimension-3 Turing-Takens-Bogdanov bifurcation which give rise complex pattern formation processes.
(d) Spatial patterns via positive non-constant steady states. For reaction-diffusion systems, another possible mechanism that can produce spatial patterns is the existence of positive non-constant steady states. Du & Hsu (2004) The goal of this article is to show that the diffusive predator-prey model (1.6) exhibits various spatial, temporal and spatiotemporal patterns via the above-mentioned four mechanisms. For the sake of simplicity, by applying the following scaling:
system (1.6) can be simplified as follows:
(1.7)
The rest of this paper is organized as follows. In Section 2, we investigate the asymptotical behaviour of the interior equilibrium and occurrence of Hopf bifurcation of the local system (the ODE model) of (1.7). In Section 3, we firstly discuss the invariance, uniform persistence and global asymptotic stability of the coexistence equilibrium for reaction-diffusion system (1.7). Then we consider the Turing (diffusion-driven) instability of the coexistence equilibrium for the reaction-diffusion system (1.7) when the spatial domain is a bounded interval, which will produce spatial inhomogeneous patterns. Thirdly, we study the existence and direction of Hopf bifurcation and the stability of the bifurcating periodic solution, which is a spatially homogeneous periodic solution of the reaction-diffusion system (1.7) and exhibits temporal periodic patterns. Next we investigate the interaction of the Turing instability and Hopf bifurcation, that is, the existence of Turing-Hopf bifurcation in the reaction-diffusion system (1.7) which will demonstrate spatiotemporal patterns. Numerical simulations are presented to verify the theoretical results. In Section 4, we establish the existence and non-existence of positive non-constant steady states of reaction-diffusion system (1.7). We end our study with some discussions in Section 5.
Stability and Hopf bifurcation of the local system
For the sake of completeness, we first consider the dynamics of the spatially homogeneous model of the diffusive predator-prey system (1.7), based on the following ordinary differential equations:
We can see that system (2.1) has a boundary equilibrium point e 1 = (1, 0). Since u(t) and v(t) represent population densities, we are interested in the existence of an interior equilibrium e * = (u 
has a unique positive root. In fact, if a + b ab, then (2.2) has a unique positive root u * , by Cardan's formula, given by
Note that (u * , v * ) is also a constant steady-state solution of the diffusive system (1.7) under the Neumann boundary conditions. From the viewpoint of ecology, the asymptotic properties of the positive equilibrium are interesting and important.
A straight calculation yields that the Jacobian matrix of system (2.1) at (u
where
The characteristic polynomial is
where Θ := s 0 − s and
Thus, we have the following conclusions. 
then we have In the following, we analyse the existence of Hopf bifurcation at the interior equilibrium (u * , v * ) by choosing s as the bifurcation parameter. In fact, s can be regarded as the intrinsic growth rate of predators and plays an important role in determining the stability of the interior equilibrium and the existence of Hopf bifurcation.
Assume that (H 1 ) and (H 2 ) hold, which guarantee that s 0 > 0 and Δ > 0. Define ρ = √ Δ. We can see that the Jacobian matrix of system (2.1) has a pair of purely imaginary eigenvalues λ = ±iρ when s = s 0 . Therefore, according to Poincaré-Andronov-Hopf Bifurcation Theorem, system (2.1) has a small amplitude non-constant periodic solution bifurcated from the interior equilibrium (u * , v * ) when r crosses through s 0 if the transversality condition is satisfied. To understand the detailed property of the Hopf bifurcation, we need a further analysis of the normal form. We translate the interior equilibrium (u * , v * ) to the origin by the transformationũ = u − u
For the sake of convenience, we still denoteũ andṽ by u and v, respectively. Thus, the local system (2.1) is transformed into
and
Set the matrix
where M = −s/β and N = −(s 0 + s)/2β. It is easy to obtain that
When s = s 0 , we have
Rewrite (2.9) in the following polar coordinate form:
then the Taylor expansion of (2.10) at s = s 0 yieldṡ
In order to determine the stability of the Hopf bifurcation periodic solution, we need to calculate the sign of the coefficient a(s 0 ), which is given by
where all partial derivatives are evaluated at the bifurcation point (x, y, s) = (0, 0, s 0 ) and
Noting that N 0 , M 0 and β 0 are defined by (2.8) and
Furthermore, from (2.8), we have
. By Poincaré-Andronov-Hopf Bifurcation Theorem, we have the following result. (ii) μ 2 determines the directions of Hopf bifurcation: if μ 2 > 0(< 0), then the Hopf bifurcation is supercritical (subcritical).
Example 2.4 Now we give some numerical simulations for the following particular case of system (2.1) with fixed parameters a = 3, b = 0.1 and m = 5. We choose s as the bifurcation parameter. It is easy to see that 0.65 = β < 1 + m = 1.1 and system (2.13) has a unique positive equilibrium
Noting that s 0 = 0.0555, it follows from Theorem 2.3 that E * is locally asymptotically stable when s > s 0 = 0.0555 and unstable when s < s 0 = 0.0555. Moreover, when s passes through s 0 from the right-hand side of s 0 , E * will lose its stability and Hopf bifurcation occurs, that is, a family of periodic solutions bifurcate from the positive equilibrium. By computing, we have a(s 0 ) = −0.5643 and thus the Hopf bifurcation is subcritical and the bifurcating periodic solutions are orbitally asymptotically stable. Numerical simulations are presented in Figs 1-2. Figure 1 shows stable behaviour of the prey and predator species when s > s 0 : In Fig. 1(a,b) , both components u(t) and v(t) converge to their corresponding equilibrium values as time approaches infinity; in Fig. 1(c) the solution trajectories spiral towards the equilibrium point as time goes to infinity. Figure 2(a,b) present the time plots of the prey and predator species for s < s 0 , which indicate the oscillations of the two populations induced by instability. Figure 2(c) is the phase portrait of the predator-prey model which depicts the limit cycle arising out of Hopf bifurcation around the positive equilibrium E * .
Stability and bifurcations of the reaction-diffusion system

Invariance, uniform persistence and global stability
In this subsection, the invariance, uniform persistence and the global asymptotic stability of positive steady state (u * , v * ) are studied for the diffusive predator-prey system (1.7). First, we will show that any non-negative solution (u(x, t), v(x, t) ) of (1.7) lies in a certain bounded region as t → ∞ for all x ∈ Ω. Proposition 3.1 All solutions of (1.7) are non-negative. Moreover, the non-negative solution (u, v) of (1.7) satisfies lim sup
Proof. The non-negativity of solutions of (1.7) is clear since the initial values are non-negative. We only consider the boundedness. The first inequality of (3.1) follows easily from the comparison argument for parabolic problems since
which implies the second assertion by the arbitrariness of . The proof is completed.
Definition 3.2 System (1.7) is said to be uniform persistent if, for any non-negative initial data
Proposition 3.3 If m < ab, then system (1.7) is uniformly persistent.
Proof. Noting that For convenience, we define
Theorem 3.5 Assume that a + b ab, m < ab, ma (1 + aK) 2 (1 + bK) and 2K > M (K is defined in (3.2) and M is given in (3.3) ). Then the positive constant steady state (u * , v * ) with respect to system (1.7) is globally asymptotically stable; in other words, (u * , v * ) attracts every positive solution of (1.7).
Proof. Let (u(x, t), v(x, t) ) be a positive solution of (1.7). Choose a Lyapunov function as follows:
Straightforward computations yield that
and 
It can be seen that dE(t)/dt = E 1 (t) + E 2 (t) < 0 if and only if the matrix
is positively definite, which is equivalent to p (u, v) 
By the assumption that ma (1 + aK) (3.3) . Hence, we can conclude that (u(x, t), v(x, t) 
2 , which indicates that (u * , v * ) attracts all solutions of system (1.7). Thus, the proof is completed.
Remark 3.6 Under different conditions we can choose another Lyapunov function
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The computation process is similar to that in the proof of Theorem 3.5. This indicates that different Lyapunov functions yield different conditions guaranteeing the global stability of (u * , v * ).
Turing instability
In this part, we derive conditions for the Turing instability of the spatially homogeneous equilibrium (u * , v * ) of diffusive predator-prey system (1.7). Here we consider the special case with the no-flux boundary conditions in a 1D interval Ω = (0, l):
where l > 0 is the length of the interval. While our calculations can be carried over to higher-dimensional spatial domains, we restrict ourselves to the case of the spatial domain (0, l), for which the structure of the eigenvalues is clear. To this end, let
where λ is the growth rate of perturbation in time t, ρ 1 and ρ 2 are the amplitudes, and k is the wave number of the solutions. The linearized system of (3.4) at (u * , v * ) has the form
where J is the Jacobian matrix defined in Section 2 and
and H 2 [(0, l)] denotes the standard Sobolev space. Define
It is clear that the eigenvalues of the operator L are given by the eigenvalues of the matrix J k . The characteristic equation of J k is 
The roots of (3.6) yield the dispersion relation
If we assume that condition (2.4) holds, then s 0 < 0 and (H 1 ) hold. It is easy to see that Θ(k) < 0 and Δ(k) > 0. Thus, we can conclude that the two roots of P k (λ) = 0 both have negative real parts for all k 0. Therefore, we have the following result.
Proposition 3.7 Assume that a + b ab and (2.4) hold. Then the unique positive constant steady state (u * , v * ) of (3.4) is locally asymptotically stable.
From Proposition 2.1, we know that the interior equilibrium (u * , v * ) of ODE model (2.1) is locally asymptotically stable when s > s 0 . Next, we investigate the Turing stability of the spatially homogeneous equilibrium (u * , v * ) of diffusive system (3.4) under the assumption that (H 1 ) and (H 2 ) hold. In this case, s 0 > 0 and Δ > 0. It is well known that the coexistence equilibrium (u * , v * ) of diffusive system (3.4) is unstable when (3.6) has at least one root with positive real part. Noting that Θ(k) < 0 when s > s 0 . Hence, (3.6) has no imaginary root with positive real part.
For the sake of convenience, define
which is a quadratic polynomial with respect to k 2 . It is necessary to determine the sign of ϕ(k 2 ). If ϕ(k 2 ) < 0, then (3.6) has two real roots in which one is positive and another is negative. When
it is easy to see that ϕ(k 2 ) will take the minimum value
Define the ratio θ = d 2 /d 1 and let
Note that Δ = −s(s 0 + σ ) > 0 and σ < 0; we have
2 ) = 0 has two positive real roots
We can see that 0 < θ 2 < θ * < θ 1 . Therefore, when d 2 /d 1 > θ 1 , we have min k ϕ(k 2 ) < 0 and G(d 1 , d 2 ) < 0, and thus (u * , v * ) is unstable. This indicates that the Turing instability occurs. Based on the above argument, we have the following result about diffusion-driven instability.
Theorem 3.8 Assume that a + b ab, s > s 0 , (H 1 ) and (H 2 ) hold (so the coexistence equilibrium is stable for local system (2.1)). Then there exists an unbounded region
is unstable with respect to the reaction-diffusion system (3.4), that is, Turing instability occurs.
Remark 3.9 We can see that d 2 /d 1 > 1 under the assumption that s > s 0 . Hence, for the occurrence of diffusive instability in system (3.4), the predators must diffuse faster than the prey. Example 3.10 As an example we consider a diffusive system with no-flux boundary conditions on 1D spatial domain (0, l) and choose s as the parameter, where d 1 and d 2 are the diffusion coefficients: Fig. 1 ). Now if d 2 /d 1 < θ 1 , by Proposition 3.7 the spatially homogeneous equilibrium E * of the diffusive system (3.11) is locally asymptotically stable. Figure 3 shows that the solutions u(x, t) and v(x, t) of the reaction-diffusion model (3.11) are homogeneous in the space variable and converge to the spatially homogeneous steady states u * and v * as the time variable increases. To have Turing instability, with a = 3, b = 0.1, m = 5 and s = 0.06, we obtain the unstable region which is between the line d 2 = θ 1 d 1 and the d 2 -axis (see Fig. 5 ). Therefore, according to Theorem 3.8, we know that E * becomes unstable when s > s 0 and d 2 /d 1 > θ 1 = 70.7649, Turing instability occurs in the diffusive system (3.11), that is, both components u * (x, t) and v * (x, t) become unstable and spatially inhomogeneous (see Fig. 5 ).
Remark 3.11 The Hopf bifurcation in the ODE system (2.1) gives rise to periodic solutions as stated in Theorem 2.3. Note that any periodic solution of the ODE model (2.1) is a spatially homogeneous periodic solution of the reaction-diffusion system (3.4). Follow the technique in Ruan (1998) , we can show that Turing instability may occur at the stable periodic solutions of the ODE model (2.1) as well. 
Hopf bifurcation
As in Theorem 2.3, we can also perform a Hopf bifurcation analysis in the diffusive system (3.4) at the same bifurcation point as in the ODE model (2.1), and bifurcating spatially homogeneous periodic solutions exist near s = s 0 . However, due to the effect of diffusion, the stability of these periodic solutions with respect to (3.4) could be different from that for local system (2.1). Now, we shall investigate the direction of these Hopf bifurcations and stability of bifurcating periodic solutions with respect to system (3.4) by applying the normal form theory and centre manifold theorem introduced by Hassard et al. (1981) . Let L * be the conjugate operator of L defined as (3.5): (3.12) where
According to Hassard et al. (1981) , we decompose X = X C ⊕ X S with X C = {zq +zq : z ∈ C} and X S = {ω ∈ X : q * , ω = 0}. For any (u, v) ∈ X , there exists z ∈ C and ω = (ω 1 , ω 2 ) ∈ X S such that
System (3.4) is reduced to the following system in (z, ω) coordinates:
) (f and g are defined in (2.7)).
It is easy to obtain that
It follows from Appendix A of Hassard et al. (1981) that the system (3.13) possesses a centre manifold, and then we can write ω in the form
Thus, we have
This implies that ω 20 = ω 02 = ω 11 = 0. 
with all the partial derivatives evaluated at the point (u, v, s) = (0, 0, s 0 ). Therefore, the reactiondiffusion system restricted to the centre manifold in z,z coordinates is given by
where 
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According to Hassard et al. (1981) , we have
(3.14)
Based on the above analysis, we give our results in the following theorem.
Theorem 3.12 Suppose that a + b ab, (H 1 ) and (H 2 ) hold. Then system (3.4) undergoes Hopf bifurcation at s = s 0 .
(i) The direction of Hopf bifurcation is subcritical and the bifurcating (spatially homogeneous) periodic solutions are orbitally asymptotically stable if Re(c 1 (s 0 )) < 0.
(ii) The direction of Hopf bifurcation is supercritical and the bifurcating periodic solutions are unstable if Re(c 1 (s 0 )) > 0.
Remark 3.13 From (2.12) and (3.14), we can find that Re(c 1 (s 0 )) = 4(s 0 + σ )a(s 0 )/σ . Under the conditions that (H 1 ) and (H 2 ) hold, we have s 0 + σ < 0. Then Re(c 1 (s 0 )) < 0(> 0) if and only if a(s 0 ) < 0(> 0) since 4(s 0 + σ )/σ > 0. We can conclude that the direction of Hopf bifurcation of system (3.4) is the same as that of local system (2.1).
Example 3.14 As in Example 3.10, we continue to consider the diffusive system (3.11). By Theorem 3.12, for the reaction-diffusion system (3.11) Hopf bifurcation occurs at s = s 0 and the bifurcating temporal periodic solutions exist when s < s 0 . Choosing s = 0.03 < 0.0555, we have Re(c 1 (s 0 )) = −2.0806 < 0, which indicates that the bifurcating temporal periodic solutions are orbitally asymptotically stable (see Fig. 6 ). Comparing with Fig. 3 , we can see that the solutions u(x, t) and v(x, t) of the reaction-diffusion model (3.11) are homogeneous in the space variable and oscillatory in the time variable about the spatially homogeneous steady states u * and v * .
Turing-Hopf bifurcation
Ecologically speaking, the Turing instability breaks the spatial symmetry leading to the pattern formation that is stationary in time and oscillatory in space, while the Hopf bifurcation breaks the temporal symmetry of the system and gives rise to oscillations which are uniform in space and periodic in time.
In this part, we will investigate the coupling between two different instabilities, i.e. Turing-Hopf bifurcation, in the (s, d 1 )-parameter space. Assume that a + b ab, (H 1 ) and (H 2 ) hold. We choose s as the bifurcation parameter. From Theorem 3.12, we know that the critical value of the Hopf bifurcation parameter s is
At the bifurcation point, the frequency of these temporal oscillations is given by
Based on the analysis in Section 3.1, we know that the Turing instability occurs when d 1 d 2 . In the following, we fix d 2 = 1. From (3.9), the critical value of the Turing bifurcation parameter s takes the form
At the Turing instability threshold, the bifurcation of stationary spatially periodic patterns is characterized by the wavenumber k T with
In Fig. 7 , the Turing bifurcation curve and Hopf bifurcation curve are plotted in the (s, d 1 )-parameter space for fixed m = 5, a = 3, b = 0.1 and d 2 = 1. The Hopf bifurcation and Turing bifurcation curves divide the parametric space into four distinct regions. In region I, the upper part of the displayed parameter space, the coexistence equilibrium is the only stable solution of diffusive system (3.4). Domain II is the region of pure Turing bifurcation, while domain III is the region of pure Hopf bifurcation. In domain IV, located below the two bifurcation curves, both Turing instability and Hopf bifurcation occur. This can give rise to an interaction of both types, producing particularly complex spatiotemporal patterns if the thresholds for both instabilities occur close to each other. This is the case in the neighbourhood of a degenerate point (marked by TH), where the Turing and the Hopf bifurcations coincide: this is called a codimension-2 Turing-Hopf point, since two control variables are necessary to fix these bifurcation points in a generic system of equations. 
With increasing s, the Hopf threshold is the first to be crossed and thus Hopf bifurcation will be the first to occur near the criticality. On the contrary, if d 1 > d * 1 , the first bifurcation will occur towards Turing patterns.
Example 3.16 As in Examples 3.10 and 3.14, we still consider the reaction-diffusion system (3.11). From Section 3.3, we know that when (s, d 1 ) is in region IV, the interaction of Turing instability and Hopf bifurcation occurs. Figure 8 shows the Turing-Hopf structures for the diffusive system (3.11). Moreover, in order to observe the spatiotemporal patterns of Turing-Hopf bifurcation in a 2D spatial domain when the parameters locate in region IV in Fig. 7 , we should discretize the space and the time of the problem because the dynamical behaviour of the spatial predator-prey system cannot be investigated by using analytical methods or normal forms. We will transform it from an infinite-dimensional (continuous) to a finite-dimensional (discrete) form. In practice, the continuous problem defined by the reaction-diffusion system in a 2D space domain is solved in a discrete domain with M × N lattice sites. The spacing between the lattice points is defined by the lattice constant Δh. In the discrete system, the Laplacian describing diffusion is calculated by using finite difference schemes, i.e. the derivatives are approximated by differences over Δh. For Δh → 0, the differences approach the derivatives. The time evolution is also discrete, that is, the time goes by steps of Δt, and is solved by using the Euler method, which means approximating the value of the concentration at the next step based on the change rate of the concentration at the previous time step. The model (3.11) is solved by numerically approximating the spatial derivatives and an explicit Euler's method for the time integration with a time step Δt = 0.01 and space step size Δh = 1.25. In order to avoid numerical artefacts, we checked the sensitivity of the results to the choice of the time and space steps and their values have been chosen sufficiently small. Both numerical schemes are standard, hence we do not describe them here. In the simulations, different types of dynamics are observed and we have found that the distributions of predators and the prey are always of the same type. So, we can restrict our analysis of pattern formation to one distribution (for instance, we show the distribution of the prey in this paper). The initial density distributions are random spatial distributions of the species, which is more general from the biological point of view. In Fig. 9 , we show the evolution of the spatial pattern of the prey at 0, 2000 and 10000 iterations, with random perturbation of the steady states u * and v * . We see from this figure that the spotted and labyrinth patterns prevail over the whole domain.
Positive non-constant steady states
In this section, we use the Leray-Schauder degree theory to study the existence and non-existence of positive non-constant steady states of system (1.7), that is, the existence and non-existence of positive non-constant solutions of the corresponding elliptic system:
(4.1)
Let 0 = μ 0 < μ 1 < μ 2 < · · · → ∞ be the eigenvalues of −Δ on Ω under homogeneous Neumann boundary condition. By S(μ i ), we denote the space of eigenfunctions corresponding to μ i for i = 0, 1, 2, . . ..
X ij .
A priori estimates
It is necessary to establish a priori positive upper and lower bounds for the positive solution of (4.1). We first cite two lemmas which are due to Lin et al. (1988) and Lou & Ni (1996) . Lemma 4.2 (Maximum Principle Lou & Ni, 1996) Suppose that g ∈ C(Ω × R).
Note that the positive solutions of (4.1) are contained in C 2 (Ω) × C 2 (Ω) by the standard regularity theory for elliptic equations (Gilbarg & Trudinger, 2001) , so Lemmas 4.1 and 4.2 can be applied to (4.1) after proper estimates. For notational convenience, we write Γ = Γ (a, b, m, s) in the sequel. 
By Lemma 4.2, it is clear that
and so
From (4.4), we have
These estimates imply that
Lemma 4.1 further indicates that max
where C * is a positive constant depending on c ∞ . Combining this with (4.5), we obtain
It follows from (4.3) that v(y 0 ) C. The proof is completed.
Non-existence of positive non-constant steady states
Now we show the non-existence of positive non-constant solutions of (4.1) by the effect of large diffusivity. For convenience, we define 
Existence of positive non-constant steady states
In this part, we discuss the existence of positive non-constant solutions to (4.1) when the diffusion coefficients d 1 and d 2 vary while the parameters a, k, m, δ and β are kept fixed by using the Leray-Schauder degree theory. In view of Theorem 3.8, Turing pattern occurs when the diffusion of the predators is larger than that of the prey.
For simplicity, define u = (u, v) and F = (f 1 , f 2 ) (f 1 , f 2 are defined in (4.6)). Thus, F u (e * ) = J (J is given by (2.3)) and the problem (4.1) can be written as follows:
. Therefore, u * solves (4.7) if and only if it satisfieŝ
where (I − Δ) −1 represents the inverse of I − Δ with homogeneous Neumann boundary condition. A straightforward computation reveals
is an eigenvalue of the following matrix:
thenĝ(d 1 , d 2 ; λ) = 0 has two real roots, that is, 
and consider the following problem:
Thus, u is a positive non-constant solution of (4.1) if and only if it solves (4.12) with t = 1. Evidently, e * is the unique positive constant solution of (4.12). For any t ∈ [0, 1], u is a positive non-constant solution of (4.12) if and only if it is a solution of the following problem: (4.14)
Note that both equations h(u; 0) = 0 and h(u; 1) = 1 have the unique positive solution e * in Σ, and we obtain deg(h(·; 0), Σ, 0) = index(h(·; 0), e * ) = 1, deg(h(·; 1), Σ, 0) = index(h(·; 1), e * ) = −1, which contradicts (4.14). The proof is complete.
Discussions
Pattern formation in ecological systems has been an important and fundamental topic in ecology. In their pioneering work, Segel & Jackson (1972) showed that spatial inhomogeneous patterns occur in predator-prey systems via Turing instability. However, their analysis indicates that the classical diffusive predator-prey models with prey-dependent functional response, such as the Holling type II function, cannot give rise to spatial structures through diffusion-driven instability unless the predators exhibit self-limiting or intraspecific competition. In studying a temperature-dependent reactiondiffusion predator-prey mite system on fruit trees, Wollkind et al. (1991) found that Turing instability occurs in a diffusive Leslie-Gower-type predator-prey model with Holling type II function, that is, a diffusive Holling-Tanner predator-prey system. This shows that the self-limiting or intraspecific competition effect of the predators can be relaxed if the carrying capacity of predator's environment is described by a Leslie-Gower term. Alonson et al. (2002) demonstrated that diffusive predator-prey models with ratio-dependent functional response can also generate patchiness in a homogeneous environment via Turing instability. The prey-dependent functional response is derived based on the assumption that predators do not interfere with one another's activities (Cosner et al., 1999) , so the only competition among predators occurs in the depletion of prey. Predator-dependent functional response, include the BeddingtonDeAngelis function (Cantrell & Cosner, 2001; Zhang et al., 2012) and Crowley-Martin function (Skalski & Gilliam, 2001) , describes mutual interference among predators, a phenomenon in which individuals from a population of more than two predators not only allocate time in searching for and processing their prey but also take time in encountering with other predators. The experimental observations of Skalski & Gilliam (2001) suggested use of the Beddington-DeAngelis functional response when the predator feeding rate becomes independent of predator density at high prey density and the Crowley-Martin functional response when the predator feeding rate is decreased by higher predator density even when prey density is high.
In this paper, we have considered a diffusive Leslie-Gower predator-prey system with a CrowleyMartin functional response under homogeneous Neumann boundary conditions. After studying the local stability and Hopf bifurcation in the corresponding ODE system and discussing the invariance, uniform persistence and global asymptotic stability of the coexistence equilibrium for the reaction-diffusion system, we provided detailed analyses on the spatial, temporal and spatiotemporal patterns in the reaction-diffusion model via four possible mechanisms. Firstly, we considered Turing (diffusion-driven) instability of the coexistence equilibrium for the reaction-diffusion system when the spatial domain is a bounded interval, which produces spatial inhomogeneous patterns. Then we studied the existence and direction of Hopf bifurcation and the stability of the bifurcating periodic solution in the reaction-diffusion system, which exhibits temporal periodic patterns. Next we investigated the interaction of the Turing instability and Hopf bifurcation in the reaction-diffusion system which demonstrates spatiotemporal patterns. Finally, we established the existence of positive non-constant steady states of a reaction-diffusion system. Our theoretical results further suggest that mutual interference between predators and the feeding strategy of predators are the determining factors in generating spatial and spatiotemporal patterns through predator-prey interaction in a homogeneous environment (Alonson et al., 2002) .
Since the Crowley-Martin functional response function is more general than the BeddingtonDeAngelis functional response function and includes the Holling type II functional response function, we would like to mention that our results remain true for the diffusive Leslie-Gower predator-prey system with the Beddington-DeAngelis functional response and the diffusive Holling-Tanner predatorprey system.
