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Strichartz estimates for Schro¨dinger equations with variable
coefficients and unbounded potentials II. Superquadratic
potentials
Haruya Mizutani∗
Abstract
In this paper we prove local-in-time Strichartz estimates with loss of derivatives for
Schro¨dinger equations with variable coefficients and potentials, under the conditions that the
geodesic flow is nontrapping and potentials grow polynomially at infinity. This is a general-
ization to the case with variable coefficients and improvement of the result by Yajima-Zhang
[40]. The proof is based on microlocal techniques including the semiclassical parametrix for a
time scale depending on a spatial localization and the Littlewood-Paley type decomposition
with respect to both of space and frequency.
1 Introduction
Let P˜ be a Schro¨dinger operator on Rd with variable coefficients gjk(x) and electromagnetic
potentials V (x) and A(x) = (A1(x), ..., Ad(x)) of the form:
P˜ =
1
2
(Dj −Aj(x))g
jk(x)(Dk −Ak(x)) + V (x), Dj := −i∂/∂xj , x ∈ R
d.
Here and in the sequel, we use the standard summation convention. Then we impose the
following conditions:
Assumption A. gjk, Aj , V ∈ C
∞(Rd;R), and (gjk(x))j,k is symmetric and uniformly elliptic:
gjk(x)ξjξk ≥ c|ξ|
2
on R2d with some positive constant c > 0. Moreover, there exists m ≥ 2 such that, for any
α ∈ Zd+ := N
d ∪ {0},
|∂αx g
jk(x)|+ 〈x〉−m/2|∂αxAj(x)|+ 〈x〉
−m|∂αxV (x)| ≤ Cα〈x〉
−|α|. (1.1)
When 2 ≤ m < 4 and gjk = δjk, we also suppose the following:
Assumption B. Let (Bjk(x)) = (∂jAk(x)− ∂kAj(x)) be the magnetic field associated with A.
Then there exists µ > 0 such that for any α ∈ Zd+ with |α| ≥ 1,
|∂αxBjk(x)| ≤ Cα〈x〉
m/2−2−µ.
2010 Mathematics Subject Classification. Primary 35Q41; Secondary 35B45.
Key words and phrases. Schro¨dinger equation, Strichartz estimates, superquadratic potential
∗Department of Mathematics, Graduate School of Science, Osaka University, Toyonaka, Osaka 560-0043,
Japan. E-mail: haruya@math.sci.osaka-u.ac.jp.
1
Here 〈x〉 stands for
√
1 + |x|2. Under Assumption A, the operator P˜ , with the domain
C∞0 (R
d), is symmetric in L2(Rd). Let P be any one of its self-adjoint extensions. Then we
consider the time-dependent Schro¨dinger equation
i∂tu = Pu, t ∈ R; u|t=0 = u0 ∈ L
2(Rd). (1.2)
The solution is given by u(t) = e−itPu0 by Stone’s theorem, where e
−itP denotes a unitary
propagator on L2(Rd) generated by P .
In this paper we are interested in the (local-in-time) Strichartz estimates of the forms:
||e−itPu0||LpTLq
≤ CT ||u0||Bγ , (1.3)
where γ ≥ 0, LpTL
q := Lp([−T, T ];Lq(Rd)) and (p, q) satisfies the following admissible condition
2 ≤ p, q ≤ ∞, 2/p = d(1/2 + 1/q), (d, p, q) 6= (2, 2,∞). (1.4)
Bs = Bs(Rd) are weighted Sobolev spaces defined by
Bs(Rd) := {f ∈ S′(Rd); (1−∆+ |x|m)s/2f ∈ L2(Rd)}, s ∈ R, (1.5)
with the norm ||f ||Bs := ||(1−∆+ |x|
m)s/2f ||L2(Rd). These spaces are characterized as follows:
Bs(Rd) = {f ∈ S′(Rd); 〈x〉ms/2f ∈ L2(Rd), 〈D〉sf ∈ L2(Rd)}, s ≥ 0,
Bs(Rd) = B−s(Rd)′, s < 0.
Strichartz estimates can be regarded as Lp-type smoothing properties of Schro¨dinger equations
and have been widely used in the study of nonlinear Schro¨dinger equations (see, e.g., [7]).
When gjk = δjk and A ≡ 0, the following has been proved by Yajima-Zhang [40]:
Theorem 1.1 (Theorem 1.3 of [40]). Let d ≥ 1 and H = −∆/2+ V satisfy Assumption A with
some m ≥ 2 and
V (x) ≥ C〈x〉m for |x| ≥ R, (1.6)
with some R,C > 0. Then, for any ε, T > 0 and (p, q) satisfying (1.4) there exists CT,ε > 0
such that
||e−itHu0||LpTLq
≤ CT,ε||〈H〉
1
p(
1
2
− 1
m)+εu0||L2 . (1.7)
Note that, under the conditions (1.1) and (1.6), we have the norm equivalence:
C1||u0||
B
1
p(1− 2m)+2ε
≤ ||〈H〉
1
p(
1
2
− 1
m)+εu0||L2 ≤ C2||u0||
B
1
p(1− 2m)+2ε
with some C1, C2 > 0 independent of u0. (see Remark 1.7.)
In this paper we extend this theorem to the variable coefficient case under some geometric
conditions on the Hamilton flow generated by the kinetic energy. Furthermore, we remove the
additional loss 〈H〉ε for the flat case.
To state our main results, we introduce some notation on the classical system. Let k(x, ξ)
be the classical kinetic energy function:
k(x, ξ) =
1
2
gjl(x)ξjξl, x, ξ ∈ R
d.
2
We denote by (y0(t, x, ξ), η0(t, x, ξ)) the Hamilton equation generated by k, i.e., the solution to
d
dt
y0(t) =
∂k
∂ξ
(y0(t), η0(t)),
d
dt
η0(t) = −
∂k
∂ξ
(y0(t), η0(t))
with the initial condition (y0(0, x, ξ), η0(0, x, ξ)) = (x, ξ). Note that the Hamiltonian vector field
Hk = ∂ξk · ∂x − ∂xk · ∂ξ is complete on R
2d since (gjk)j,k is uniformly elliptic. (y0(t), η0(t)) thus
exists for all t ∈ R. To control its asymptotic behavior, we then impose the following conditions:
Assumption C. (1) (Nontrapping condition) For any (x, ξ) ∈ R2d with ξ 6= 0,
|y0(t, x, ξ)| → +∞ as t→ ±∞.
(2) (Convexity near infinity) There exists f ∈ C∞(Rd) satisfying f ≥ 1 and lim|x|→+∞ f(x) =
+∞ such that ∂αx f ∈ L
∞(Rd) for any |α| ≥ 2 and that, for some constants c,R > 0,
Hk(Hkf)(x, ξ) ≥ ck(x, ξ)
for all x, ξ ∈ Rd with f(x) ≥ R.
Remark 1.2. It is easy to see that if the quantity
sup
|α|≤2
〈x〉|α||∂αx (g
jk(x)− δjk)|
is sufficiently small, then ∂2t (|y0(t)|
2) & |ξ|2 and hence Assumption C (1) holds. Under the
same condition, Assumption C (2) also holds with f(x) = 1 + |x|2. Moreover, if gjk(x) =
(1 + a1 sin(a2 log r))δjk for a1 ∈ R, a2 > 0 with a
2
1(1 + a
2
2) < 1 and for r = |x| ≫ 1, then
Assumption C (2) holds with f(r) = (
∫ r
0 (1+a1 sin(a2 log t))
−1dt)2. For more examples, we refer
to [10, Section 2].
We now state main results.
Theorem 1.3. Let d ≥ 2, m ≥ 2 and P satisfy Assumptions A and C. Then, for any T, ε > 0
and (p, q) satisfying (1.4), there exists CT,ε > 0 such that for any u0 ∈ C
∞
0 (R
d),
||e−itPu0||LpTLq
≤ CT,ε||u0||
B
1
p(1− 2m)+ε
. (1.8)
For the flat case, we can remove the additional ε-loss as follows.
Theorem 1.4. Let d ≥ 3, m ≥ 2 and H = 12 (D − A(x))
2 + V (x) satisfy Assumption A. When
2 ≤ m < 4 we also suppose Assumption B. Then, for any T > 0, (p, q) satisfying (1.4) and for
any u0 ∈ C
∞
0 (R
d)
||e−itHu0||LpTLq
≤ CT ||u0||
B
1
p(1− 2m)
. (1.9)
Corollary 1.5. In Theorem 1.4, if we, in addition, assume (1.6) and q < ∞ then (1.9) holds
for any dimension.
Several remarks are in order:
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Remark 1.6. It is known that the condition V ≥ −C〈x〉2 with some C > 0 is almost optimal
for the essential self-adjointness of P˜ . More precisely, it is known (see, e.g., [11, Chaper 13,
Section 6]) that −∆− |x|4 is not essentially self-adjoint on C∞0 (R). This is due to the fact that
the corresponding classical trajectories blow up in a finite time in the sense that it can reach
an infinite speed. However, it was shown in [18] that P˜ can be essentially self-adjoint even if
V blows up in the negative direction such as V ≤ −C〈x〉m with m > 2, if strongly divergent
magnetic fields are present near infinity. More precisely, we define
|B(x)| :=
(∑
j<k
Bjk(x)
2
)1/2
.
Then if we assume, in addition Assumption A, that V (x) + |B(x)| ≥ −C〈x〉2 with some C > 0
then P˜ is essentially self-adjoint on C∞0 (R
d). In this case, since C∞0 (R
d) is a dense subset of
Bs(Rd) if s ≥ 0, by the density argument, Theorem 1.3 (resp. Theorem 1.4) holds for any
u0 ∈ B
s(Rd) with s = 1p
(
1− 2m
)
+ ε (resp. s = 1p
(
1− 2m
)
).
Remark 1.7. Suppose that V satisfies (1.6). Then we can assume P ≥ 1 without loss of
generality and P hence is uniformly elliptic in the sense that
p(x, ξ) ≈ |ξ|2 + 〈x〉m,
where p is the full hamiltonian associated to P (modulo lower order term), i.e.,
p(x, ξ) =
1
2
gjk(x)(ξj −Aj(x))(ξk −Ak(x)) + V (x).
By the standard parametrix construction for P , we see that, for any 1 < q <∞ and s ≥ 0
||P s/2v||Lq + ||v||Lq ≈ ||〈D〉
sv||Lq + ||〈x〉
ms/2v||Lq , v ∈ C
∞
0 (R
d),
(see, e.g., [40, Lemma 2.4]). In particular, ||〈P 〉s/2v||L2 ≈ ||v||Bs . Therefore, our result is a
generalization and improvement of Theorem 1.1.
Remark 1.8. Ifm = 2 then Theorem 1.4 implies Strichartz estimates without loss of derivatives:
||e−itHu0||LpTLq
≤ CT ||u0||L2(Rd),
which have already been proved by Yajima [38] (see also Fujiwara [13] for the case A ≡ 0).
We also note that, for the Harmonic oscillator H = −12∆ +
|x|2
2 , the distribution kernel of the
propagator e−itH is given by the Mehlerfs formula:
E(t, x, y) =
1
im(2πi sin t)n/2)
exp
(
−
(|x|2 + |y|2) cos t− 2xy
2i sin t
)
for mπ < t < (m+ 1)π and m ∈ Z, and thus satisfies the dispersive estimate:
||e−itHu0||L∞ ≤ C|t|
−d/2||u0||L1 (1.10)
if 0 < |t| < π. Then Strichartz estimates are direct consequences of this inequality and the
TT ∗-argument due to [14] (see [20] for the endpoint).
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Remark 1.9. The additional ε-loss in (1.8) is only due to the use of the following local smoothing
effect under Assumption C:
||〈x〉−1/2−εE1/me
−itPu0||L2TL2
≤ CT,ε||u0||L2 , ε > 0,
where Es is a pseudodifferential operator with the symbol (kA(x, ξ)+〈x〉
m)s/2, where kA(x, ξ) =
1
2(ξj −Aj(x))g
jk(x)(ξk −Ak(x)). It is well known that this estimate does not holds when ε = 0
even for P = −12∆+ 〈x〉
m (see [27]). Also note that we do not use such a local smoothing effect
to prove Theorem 1.4.
Remark 1.10. Let d ≥ 3. Without Assumption C we only have the following estimates
||e−itPu0||LpTLq
≤ CT ||u0||
B
1
p
, (1.11)
which are weaker than (1.8) and basically same as that for the case on the Laplace-Beltrami
operator on compact manifolds (M,g) without boundary (cf. [4]) in which it was shown that
eit∆g obeys (1.11) with ||u0||
B
1
p
replaced by ||(1−∆g)
1/(2p)u0||L2 . We will give the proof of
(1.11) in the end of the proof of Theorem 1.3.
Global-in-time Strichartz estimates, that is (1.3) with T = ∞ and γ = 0, for the free
propagator eit∆/2 were first proved by Strichartz [35] for a restricted pair of (p, q) with p = q =
2(d+2)/d, and have been generalized for (p, q) satisfying (1.4) and p 6= 2 by [14]. The endpoint
estimate (p, q) = (2, 2d/(d − 2)) for d ≥ 3 was obtained by [20].
Furthermore, Strichartz estimates for Schro¨dinger equations have been extensively studied
by many authors for both of potential and metric perturbation cases, separately.
For Schro¨dinger operators with potentials satisfying Assumption A with m ≤ 2, it was
shown by [13, 38] that e−itHϕ satisfies (short-time) dispersive estimate (1.10) for sufficiently
small t 6= 0 and hence local-in-time Strichartz estimates without loss of derivatives. For the
case with singular electric potentials, we refer to [37]. We mention that global-in-time dispersive
and Strichartz estimates for scattering states have been also studied under suitable decaying
conditions on potentials and assumptions for zero energy; see [19, 39, 30] for dispersive estimates
and [29, 6, 9] for Strichartz estimates, and reference therein. We also mention that there is no
result on sharp global-in-time dispersive estimates for (generic) magnetic Schro¨dinger operators,
though [12] has recently proved dispersive estimates for the Aharonov-Bohm effect in R2.
On the other hand, it is important to study the influence of underlying classical dynamics on
the behavior of solutions to linear and nonlinear partial differential equations. From this geo-
metric viewpoint, local-in-time Strichartz estimates for metric perturbations (or, more generally,
on manifolds) have recently been investigated by many authors under several conditions on the
geometry; see, e.g., [33, 4, 26, 15, 2, 1, 5, 23] and reference therein. We mention that there are
also several works on global-in-time Strichartz estimates in the case of long-range perturbations
of the flat Laplacian on Rd ([3, 36, 22]).
The main purpose of this paper is to handle the mixed case, that is the case for metric
perturbations with unbounded electromagnetic potentials. In the previous works [24, 25], we
proved the same local-in-time Strichartz estimates as in the free case under Assumptions A and
C with m < 2 and the following long-range condition
|∂αx (g
jk(x)− δjk)| ≤ Cα〈x〉
−µ−|α|, µ > 0.
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This paper is a natural continuation of this work, and the results in the series of works can be
regarded as a generalization and unification of many of known local-in-time Strichartz estimates
for Schro¨dinger equations with both of metric and unbounded potential perturbations, at least
under the nontrapping condition.
1.1 Notations
Throughout the paper we use the following notations: We write Lq = Lq(Rd) if there is no
confusion. W s,q = W s,q(Rd) is the Sobolev space with the norm ||f ||W s,q = ||〈D〉
sf ||Lq . For
Banach spaces X and Y , || · ||X→Y denotes the operator norm from X to Y . For constants
A,B ≥ 0, A . B means that there exists some universal constant C > 0 such that A ≤ CB.
A ≈ B means A . B and B . A.
We always use the letter P (resp. H) to denote variable coefficient (resp. flat) Schro¨dinger
operators. For h ∈ (0, 1], we consider P h := h2P as a semiclassical Schro¨dinger operator with
h-dependent potentials h2V and hAj . We set two corresponding h-dependent symbols p
h and
ph1 defined by
ph(x, ξ) =
1
2
gjk(x)(ξj − hAj(x))(ξk − hAk(x)) + h
2V (x),
ph1(x, ξ) = −
i
2
∂gjk
∂xj
(x)(ξk − hAk(x))−
ih
2
gjk(x)
∂Ak
∂xj
(x).
(1.12)
It is easy to see that P h = ph(x, hD) + hph1(x, hD) and that Assumption A implies
|∂αx ∂
β
ξ p
h(x, ξ)| ≤ Cαβ〈x〉
−|α|〈ξ〉−|β|(|ξ|2 + h2〈x〉m),
|∂αx ∂
β
ξ p
h
1(x, ξ)| ≤ Cαβ〈x〉
−1−|α|〈ξ〉−|β|(|ξ|+ h〈x〉m/2).
(1.13)
1.2 Strategy of the proof
Before starting the details of the proof of main theorems, we here explain the basic idea. For
simplicity we may assume d ≥ 3. The strategy is based on microlocal techniques and basically
follows the same general lines in [19, 33, 4] and [2, Sections 5 and 6]. We however note that,
since the potential V is not bounded below, the Littlewood-Paley theory in terms of the spectral
multiplier f(P ) does not work well. For example, the Littlewood-Paley estimates of the forms
||v||Lq . ||v||L2 +
( ∞∑
j=0
||f(2−2jP )v||
2
Lq
)1/2
, f ∈ C∞0 (R
d \ {0}), (1.14)
seem to be false except for the trivial case q = 2. In particular, it is difficult to apply the
localization technique due to [4] directly.
To overcome this difficulty, we introduce a partition of unity ψ0+ψ1 = 1 on the phase space
T ∗Rd ∼= Rdx × R
d
ξ with symbols ψj ∈ S(1, dx
2/〈x〉2 + dξ2/〈ξ〉2) (see Section 2 for the definition
of S(1, dx2/〈x〉2 + dξ2/〈ξ〉2)) supported in the following “high frequency” and “low frequency”
regions, respectively:
suppψ0 ⊂ {〈x〉
m < ε|ξ|2}, supψ1 ⊂ {〈x〉
m > ε|ξ|2/2},
where ε > 0 is a sufficiently small constant. Let c > 1 and consider a c-adic partition of
unity: θ0, θ ∈ C
∞
0 (R), 0 ≤ θ0, θ ≤ 1, supp θ ⊂ (1/c, c), θ0(z) +
∑∞
j=0 θ(c
−jz) = 1. We use this
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decomposition with z = ξ, c = 2 in the high frequency region and with z = x, c = 22/m in the
low frequency region, respectively. More precisely, setting h = 2j and using support properties
supp θ(ξ)ψ0(x, ξ/h) ⊂ {〈x〉 . h
−2/m, |ξ| ≈ 1},
supp θ(h2/mx)ψ1(x, ξ/h) ⊂ {〈x〉 ≈ h
−2/m, |ξ| . 1},
we will prove the following Littlewood-Paley type estimates:
||v||Lq . ||v||L2 +
∑
k=0,1
( ∞∑
j=0
||Ψhk(x, hD)v||
2
Lq
)1/2
, q ∈ [2,∞),
where Ψh0(x, ξ) = θ(ξ)ψ0(x, ξ/h) up toO(h
∞) and Ψh1(x, ξ) = θ(h
2/mx)ψ1(x, ξ/h). Using support
properties of Ψhk , we obtain the following bounds of the commutators:
[P,Ψh0(x, hD)] = O(〈x〉
−1h−1), [P,Ψh1(x, hD)] = O(h
−1+2/m). (1.15)
These terms can be controlled by the local smoothing effect, and the proof of Theorem 1.3 thus
is reduced to that of the estimates for the localized propagators Ψhk(x, hD)e
−itP .
Then we show that, for any symbol χh ∈ S(1, dx2/〈x〉2+dξ2/〈ξ〉2) supported in {(x, ξ); 〈x〉 .
h−2/m, |ξ| . 1}, χh(x, hD)e−itPχh(x, hD)∗ satisfies the following dispersive estimate:
||χh(x, hD)e−itPχh(x, hD)∗||L1→L∞ . |t|
−d/2, |t| ≪ hR, h ∈ (0, 1], (1.16)
where R = inf |πx(suppχ
h)|+1 for general cases and R = h−2/m for the flat case. This estimate
can be verified by a slightly refinement of the standard semiclassical parametrix construction.
Namely, after rescaling t 7→ th and putting P h = h2P , we construct the following semiclassical
WKB parametrix for e−itP
h/hχh(x, hD)∗ up to a time scale of order O(R):
e−itP
h/hχh(x, hD)∗ = JSh(a
h) +OL2→L2(h
∞), |t| ≪ R,
where JSh(a
h) is a time-dependent semiclassical Fourier integral operator:
JSh(a
h)u0(x) = (2πh)
−d
∫
ei(S
h(t,x,ξ)−y·ξ)/hah(t, x, ξ)u0(y)dydξ.
Here the phase function Sh(t, x, ξ) solves the Hamilton-Jacobi equation associated to ph on a
neighborhood of suppχh and satisfies
Sh(t, x, ξ) = x · ξ − tph(x, ξ) +O(R−1|t|2), |t| ≪ R.
The amplitude ah approximately solves the transport equation generated by the vector field
∂ξp
h(x, ∂xS
h) and belongs to S(1, dx2/〈x〉2 + dξ2/〈ξ〉2) with uniform bounds in h and t. Fur-
thermore, the stationary phase method yields
||JSh(a
h)||L1→L∞ . min(h
−d, |th|−d/2), |t| ≪ R,
which, together with suitable estimates for the error term, implies (1.16).
Once we obtain the dispersive estimate, a standard technique due to Ginibre-Velo [14] (see
also Staffilani-Tataru [33]), together with the TT ∗-argument [14] (see also Keel-Tao [20]) and
(1.15), imply the following endpoint Strichartz estimate with an inhomogeneous error term:
||Ψhk(x, hD)e
−itP u0||
L2TL
2d
d−2
. ||Ψhk(x, hD)u0||L2 + ||〈x〉
−1/2h−1/2Ψhk(x, hD)e
−itP u0||L2TL2
.
(1.17)
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Combining with an almost orthogonality of θ(c−j ·), i.e.,
∑
j
||θ(c−jz)v||
2
L2 ≈ ||v||
2
L2 , we have
||e−itPu0||
L2TL
2d
d−2
. ||u0||L2 + ||〈x〉
−1/2−mε/2E1/2+εe
−itPu0||L2TL2
, ε ≥ 0.
Under Assumption C, we then use the local smoothing effect due to [27]:
||〈x〉−1/2−νE1/m+se
−itPu0||L2TL2
≤ CT,ν||Esu0||L2 , ν > 0,
and obtain ||e−itPu0||
L2TL
2d
d−2
. ||E1/2−1/m+εu0||L2 if ε > 0. Finally, Theorem 1.3 is verified by
interpolation with the trivial L∞T L
2-bound.
In the flat case, the last term of (1.17) can be replaced by
||h−1/2+1/mΨhk(x, hD)e
−itHu0||L2TL2
,
due to the fact that we obtain (1.16) with R = h−2/m. Therefore, using the following energy
estimate
||Ese
−itHu0||L2 ≤ Ce
C|t|||Esu0||L2
instead of the local smoothing effect, one can remove the ε-loss and obtain Theorem 1.4.
The paper is organized as follows: We first record some known results on the semiclassical
pseudodifferential calculus and prove the above Littlewood-Paley estimates in Section 2. Section
2 also discusses local smoothing effect and energy estimates as above. In Section 3, we construct
the WKB parametrix and prove dispersive estimates (1.16). Proofs of Theorems 1.3 and 1.4 are
given in Section 4. We finally prove Corollary 1.5 in Appendix A with a simpler proof than that
of main theorems.
2 Preliminaries
In this section, we record some known results on the semiclassical pseudodifferential calculus and
the Littlewood-Paley theory. This section also discuss local smoothing effects for the propagator
e−itP under Assumption C.
First of all we collect basic properties of the semiclassical pseudodifferential operator (h-ΨDO
for short). We omit proofs and refer to [28, 21] for the details. Set a metric on the phase space
T ∗Rd ∼= R2d defined by g = dx2/〈x〉
2+dξ2/〈ξ〉2. For a g-continuous weight function m(x, ξ), we
use Ho¨rmander’s symbol class S(m, g) (see [17, Chaper 18] and [10, Section 3] for the details),
which is the space of smooth functions on R2d satisfying
|∂αx ∂
β
ξ a(x, ξ)| ≤ Cαβm(x, ξ)〈x〉
−|α|〈ξ〉−|β|.
To a symbol a ∈ C∞(R2d) and h ∈ (0, 1], we associate the h-ΨDO a(x, hD) defined by
a(x, hD)f(x) = (2πh)−d
∫
ei(x−y)·ξ/ha(x, ξ)f(y)dydξ, f ∈ S(Rd),
where S(Rd) is the Schwartz class. For a h-ΨDO A, we denote its symbol by Sym(A), i.e.,
A = a(x, hD) if a = Sym(A). It is known as the Caldero´n-Vaillancourt theorem that for any
symbol a ∈ C∞(R2d) satisfying |∂αx ∂
β
ξ a(x, ξ)| ≤ Cαβ, a(x, hD) is extended to a bounded operator
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on L2(Rd) with a uniform bound in h ∈ (0, 1]. Moreover, if |∂αx ∂
β
ξ a(x, ξ)| ≤ Cαβ〈ξ〉
−γ with some
γ > d, then a(x, hD) is extended to a bounded operator from Lq to Lr with bounds
||a(x, hD)||Lq→Lr ≤ Cqrh
−d(1/q−1/r), 1 ≤ q ≤ r ≤ ∞, (2.1)
where Cqr > 0 is independent of h ∈ (0, 1]. These bounds follow from the Schur lemma and
the Riez-Thorin interpolation theorem (see, e.g., [2, Proposition 2.4]). For two symbols a ∈
S(m1, g) and b ∈ S(m2, g), a(x, hD)b(x, hD) is also a h-ΨDO with the symbol a♯b(x, ξ) =
eihDηDza(x, η)b(z, ξ)|z=x,η=ξ ∈ S(m1m2, g), which has the expansion
a♯b−
∑
|α|<N
h|α|
i|α|α!
∂αξ a · ∂
α
x b ∈ S(h
N 〈x〉−N 〈ξ〉−Nm1m2, g). (2.2)
In particular, we have Sym([a(x, hD), b(x, hD)]) − hi {a, b} ∈ S(h
2〈x〉−2〈ξ〉−2, g), where {a, b} =
∂ξa · ∂xb − ∂xa · ∂ξb is the Poisson bracket. The symbol of the adjoint a(x, hD)
∗ is given by
a∗(x, ξ) = eihDηDza(z, η)|z=x,η=ξ ∈ S(m1, g) which has the expansion
a∗ −
∑
|α|<N
h|α|
i|α|α!
∂αξ ∂
α
x a ∈ S(h
N 〈x〉−N 〈ξ〉−Nm1, g). (2.3)
We also often use the following which is a direct consequence of (2.2):
Lemma 2.1. Let a ∈ S(m1, g) and b ∈ S(m2, g). If b ≡ 1 on suppa, then for any N ≥ 0,
a(x, hD) = a(x, hD)b(x, hD) + hNrN (x, hD) = b(x, hD)a(x, hD) + h
N r˜N (x, hD)
with some rN , r˜N ∈ S(〈x〉
−N 〈ξ〉−Nm1m2, g).
2.1 Littlewood-Paley estimates
We here prove Littlewood-Paley type estimates, which will be used to reduce the proof of
the estimates (1.8) to that of semiclassical Strichartz estimates. Here and in what follows, the
summation over h,
∑
h
, means that h takes all negative powers of 2 as values, i.e.,
∑
h
:=
∑
h=2−j , j≥0
.
Proposition 2.2 (Littlewood-Paley estimates). For h ∈ (0, 1], there exist two symbols Ψh0 and
Ψh1 such that the following statements are satisfied:
(1) (Symbol estimates) {Ψhk}h∈(0,1] are bounded in S(1, h
4/mdx2 + dξ2/〈ξ〉2), i.e.,
|∂αx ∂
β
ξ Ψ
h
k(x, ξ)| ≤ Cαβh
(2/m)|α|〈ξ〉−|β|, k = 0, 1,
uniformly with respect to h ∈ (0, 1].
(2 (Support properties) There exist C > 0 and Cε > 0, independent of x, ξ ∈ R
d and h ∈ (0, 1],
such that
suppΨh0 ⊂ {(x, ξ); h
2〈x〉m ≤ Cε, C
−1 ≤ |ξ|2 ≤ C}, (2.4)
suppΨh1 ⊂ {(x, ξ); C
−1
ε ≤ h
2〈x〉m ≤ Cε, |ξ|
2 ≤ C}. (2.5)
(3) (Littlewood-Paley estimates) For any q ∈ [2,∞),
||v||Lq ≤ Cq||v||L2 +
∑
k=0,1
(∑
h
||Ψhk(x, hD)v||
2
Lq
)1/2
. (2.6)
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Remark 2.3. As we mentioned in the strategy of the proof, it seems to be difficult to obtain
the Littlewood-Paley estimates (1.14) if q 6= 2. We, however, note that if V satisfies (1.6), then
one can prove (1.14) for q ∈ [2,∞) (see Appendix).
In order to prove Proposition 2.2, we first construct the symbols Ψhk. Let ϕ ∈ C
∞
0 (R) be
such that suppϕ ⊂ [−1, 1], ϕ ≡ 1 on [−1/2, 1/2] and 0 ≤ ϕ ≤ 1. For ε > 0, define smooth
cut-off functions into high and low frequency regions by
ψ0(x, ξ) = ϕ
( 〈x〉m/2
ε1/2|ξ|
)
, ψ1 = 1− ψ0,
respectively. It is easy to see that
suppψ0 ⊂ {(x, ξ); 〈x〉
m ≤ ε|ξ|2}, suppψ1 ⊂ {(x, ξ); 〈x〉
m ≥ ε|ξ|2/2}
and that ψ0, ψ1 ∈ S(1, g) for each ε > 0, i.e.,
|∂αx ∂
β
ξ ψ0(x, ξ)|+ |∂
α
x ∂
β
ξ ψ0(x, ξ)| ≤ Cαβε〈x〉
−|α|〈ξ〉−|β|.
By Assumption A, we can choose ε, depending only on supx 〈x〉
−m/2|A(x)|+ supx 〈x〉
−m|V (x)|,
so small that
|ξ|2/2 ≤ p(x, ξ) ≤ |ξ|2 if 〈x〉m ≤ ε|ξ|2.
In the sequel, we fix such a small constant ε and often suppress the dependence of constants
Cαβε on ε.
Lemma 2.4. For any θ ∈ C∞0 (R
d) supported away from the origin and any N > d, there exists
a bounded family {Ψh0}h∈(0,1] ⊂ S(1, h
4/mdx2 + dξ2/〈ξ〉2) satisfying (2.4) such that
||θ(hD)ψ0(x,D)−Ψ
h
0(x, hD)||L2→Lq ≤ CqNh
N−d(1/2−1/q), q ∈ [2,∞),
where CqN > 0 may be taken uniformly in h ∈ (0, 1]. Moreover, if we set
Ψh1(x, ξ) := θ(h
m/2x)ψ1(x, ξ/h),
then {Ψh1}h∈(0,1] is bounded in S(1, h
4/mdx2+ dξ2/〈ξ〉2) and satisfies the support property (2.5).
Proof. Choose θ˜ ∈ C∞0 (R
d) so that θ˜ is supported away from the origin and that θ˜ ≡ 1 on
supp θ. Then we learn by the expansion formula (2.2) (with h = 1) that
θ(hD)ψ0(x,D) = θ(hD)θ˜(hD)ψ0(x,D) = θ(hD)ψ˜
h
0 (x,D) + θ(hD)r˜
h
N (x,D),
where ψ˜h0 ∈ S(1, g) is given by
ψ˜h0 (x, ξ) =
∑
|α|<N
i−|α|
α!
∂αη ∂
α
z θ˜(hη)ψ0(z, ξ)
∣∣∣
η=ξ,z=x
such that the following support property holds:
supp ψ˜h0 (·, ·/h) ⊂ {(x, ξ); (x, ξ) ∈ suppψ0(·, ·/h), ξ ∈ supp θ}
⊂ {(x, ξ); h2〈x〉m ≤ ε|ξ|2 ≤ Cε, C−1 ≤ |ξ| ≤ C},
(2.7)
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with some C > 0. The remainder r˜hN belongs to S(〈x〉
−N 〈ξ〉−N , g) with uniform bounds in h,
and hence 〈D〉N r˜hN (x,D) is bounded on L
2 uniformly in h ∈ (0, 1]. Since |ξ| ≈ h−1 on supp θ(h·),
we see that |ξ| ≥ δ with some δ > 0 and hence
〈ξ〉−N ≤ CN |ξ|
−N ≤ CNh
−N on supp θ(h·).
Therefore, the estimate (2.1) with (q, r) replaced by (2, q) implies that
||θ(hD)r˜hN (x,D)||L2→Lq ≤ ||θ(hD)〈D〉
−N ||L2→Lq ||〈D〉
N r˜hN (x,D)||L2→L2
≤ CNh
N ||θ(hD)(hD)−N ||L2→Lq
≤ CqNh
N−d(1/2−1/q).
For the main term, we have
|∂αx ∂
β
ξ ψ˜
h
0 (x, ξ/h)| ≤ Cαβ〈x〉
−|α|h−|β|〈ξ/h〉−|β|
≤ Cαβ〈x〉
−|α|(h+ |ξ|)−|β| ≤ Cαβ〈x〉
−|α|〈|ξ|〉−|β|,
where, in the last line, we have used the bound |ξ| ≥ C−1 on πξ(supp ψ˜0(·, ·/h)) ⊂ supp θ.
Therefore {ψ˜h0 (·, ·/h)}h∈(0,1] is bounded in S(1, g), while ψ0(x, ξ/h) may have singularities at
ξ = 0 as h→ 0. In particular, ψ˜h0 (x,D) can be regarded as a h-ΨDO with the symbol ψ˜
h
0 (·, ·/h).
(2.2) again implies that there exist bounded families {Ψh0}h∈(0,1] ⊂ S(1, g) and {r
h
N}h∈(0,1] ⊂
S(〈x〉−N 〈ξ〉−N , g) such that
θ(hD)ψ˜h0 (x,D) = Ψ
h
0(x, hD) + h
NrhN (x, hD),
where Ψh0 is given explicitly by
Ψh0(x, ξ) =
∑
|α|<N
h|α|i−|α|
α!
∂αη ∂
α
z θ(η)ψ˜
h
0 (z, ξ/h)
∣∣∣
η=ξ,z=x
, (2.8)
and the remainder satisfies
||rhN (x, hD)||L2→Lq ≤ CqNh
−d(1/2−1/q), 1 ≤ q ≤ ∞.
By virtue of (2.7) and (2.8), we see that
suppΨh0(x, ξ) ⊂ supp θ ∩ suppψ0(·, ·/h) ⊂ {h
2〈x〉m ≤ C0ε, C
−1
0 ≤ |ξ| ≤ C0}
and that, for |α| ≥ 1,
supp ∂αxΨ
h
0 ⊂ supp θ ∩ suppψ
′
0(·, ·/h) ⊂ {C
−1
0 ε ≤ h
2〈x〉m ≤ C0ε, C
−1
0 ≤ |ξ| ≤ C0},
where C0 > 0 is independent of x, ξ, h and ε. Therefore, Ψ
h
0 satisfies (2.4) and
|∂αx ∂
β
ξΨ
h
0(x, ξ)| ≤ Cαβ〈x〉
−|α|〈x〉−|β| ≤ Cαβh
2|α|/m〈ξ〉−|β|, h ∈ (0, 1].
On the other hand, since ∂αx ∂
β
ξ ψ1 are supported in
suppψ′0 ⊂ {(x, ξ); ε|ξ|
2/2 < 〈x〉m ≤ ε|ξ|2}
for any |α+ β| ≥ 1, we learn
|ξ| ≈ h2〈x〉m ≈ ε on supp θ(h2/mx) ∩ supp ∂αx ∂
β
ξ ψ1(x, ξ/h)
as long as |α+β| ≥ 1. Hence {Ψh1}h∈(0,1] is also bounded in S(1, h
4/mdx2+dξ2/〈ξ〉2) and satisfies
the support property (2.5).
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We next recall the square function estimates for the standard Littlewood-Paley projections.
Lemma 2.5 (Square function estimates). Let c > 1 and consider a c-adic partition of unity:
θ0, θ ∈ C
∞
0 (R
d), supp θ ⊂ {1/c < |x| < c}, 0 ≤ θ0, θ ≤ 1, θ0(x) +
∑
l≥0
θ(c−lx) = 1.
Then, for any 1 < q <∞,
||v||Lq ≈
∣∣∣∣∣∣(|θ0(D)v|2 +∑
l≥0
|θ(c−lD)v|2
)1/2∣∣∣∣∣∣
Lq
≈
∣∣∣∣∣∣(|θ0(x)v|2 +∑
l≥0
|θ(c−lx)v|2
)1/2∣∣∣∣∣∣
Lq
.
Moreover, if 2 ≤ q <∞ then
||v||Lq . ||v||L2 +
(∑
l
||θ(c−lD)v||
2
Lq
)1/2
, (2.9)
||v||Lq . ||θ0(x)v||Lq +
(∑
l
||θ(c−lx)v||
2
Lq
)1/2
. (2.10)
Here implicit constants depend only on d and q.
Proof. We let q ∈ (1,∞) and set S1v = (|θ0(x)v|
2 +
∑
l≥0 |θ(c
−lx)v|2)1/2. Since θ2 ≤ θ,(∑
l≥0
|θ(c−lx)|2
)1/2
≤
(∑
l≥0
θ(c−lx)
)1/2
= (1− θ0)
1/2 ≤ 1,
from which we have ||S1v||Lq ≤ 2||v||Lq . Since θ(c
−lx)θ(c−kx) = 0 for |l − k| > 2, we learn by
Ho¨lder’s inequality that
|
∫
v1v2dx| . ||S1v1||Lq ||S1v2||Lq′ , 1/q + 1/q
′ = 1,
which, together with the upper bound, implies ||v||Lq . ||S1v||Lq . Therefore, ||v||Lq ≈ ||S1v||Lq .
Next we set S2v = (|θ0(D)v|
2 +
∑
l≥0 |θ(c
−lD)v|2)1/2. By the same argument as above, it
suffices to check that ||S2v||Lq . ||v||Lq . We follow the same argument as that in the proof of
[32, Theorem 0.2.10]. For t ∈ [0, 1], define a Fourier multiplier mt(D) by
mt(D) =
∑
l≥0
rl(t)θ(c
−lD),
where rl(t) are Rademacher functions. Since |∂
γ
ξmt(ξ)| ≤ Cγc
−l|γ| ≤ Cγ〈ξ〉
−|γ| with some Cγ > 0
independent of t, Mikhlin’s multiplier theorem shows that ||mt(D)v||Lq ≤ Cq||v||Lq for any
q ∈ (1,∞) with constant independent of t. On the other hand, Khinchine’s inequality implies
that
A−1q ||mt(D)v||Lqt (0,1])
≤
(∑
l≥0
|θ(c−lD)v|2
)1/2
≤ Aq||mt(D)v||Lqt (0,1])
.
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with some Aq > 0. We therefore conclude that
||S2v||Lq(Rd) ≤ Cq||θ0(D)v||Lq(Rd) + Cq
∣∣∣∣∣∣(∑
l≥0
|θ(c−lD)v|2
)1/2∣∣∣∣∣∣
Lq(Rd)
≤ Cq||v||Lq(Rd)) +Cq
∣∣∣∣∣∣||mt(D)v||Lqt (0,1])∣∣∣∣∣∣Lq(Rd)
≤ Cq||v||Lq(Rd) + Cq
∣∣∣∣∣∣||mt(D)v||Lq(Rd)∣∣∣∣∣∣
Lqt ([0,1])
≤ Cq||v||Lq(Rd).
(2.9) and (2.10) then follows from Minkowski’s inequality and Bernstein’s inequality since
q ≥ 2.
We now turn into the proof of Proposition 2.2:
Proof of Proposition 2.2. Set h = 2−l. We plug ψ0(x,D)v into (2.9) with c = 2. By virtue of
Lemma 2.4, the contribution of the error term θ(hD)r˜hN (x,D) + h
NrhN (x, hD) is dominated by
||v||L2 provided that N > d(1/2 − 1/q). We hence have
||ψ0(x,D)v||Lq ≤ Cq||v||L2 +
(∑
h
||Ψh0(x, hD)v||
2
Lq
)1/2
.
The estimate for ψ1(x,D)v is verified similarly by using Lemma 2.4 and (2.10) with c = 2
2/m.
2.2 Local smoothing effects
We here recall the local smoothing effects proved by Robbiano-Zuily [27]. For s ∈ R we set
es(x, ξ) := (kA(x, ξ) + 〈x〉
m + L(s))s/2 ,
where kA(x, ξ) =
1
2g
jk(x)(ξj −Aj(x))(ξk −Ak(x)) and L(s) is a constant depending on s. Then,
es ∈ S(es, dx
2/〈x〉2 + dξ2/e21), that is
|∂αx ∂
β
ξ es(x, ξ)| ≤ Cαβ es−|β|(x, ξ)〈x〉
−|α|. (2.11)
Let Es = es(x,D). Then, for any s ∈ R, there exists L(s) > 0 such that Es is a homeomorphism
from Br+s to Br for all r ∈ R, and E−1s is also a ΨDO with the symbol e˜−s in S(e−s, dx
2/〈x〉2+
dξ2/e21) (see, [10, Lemma 4.1]).
We first prepare the following two lemmas:
Lemma 2.6. For any s ∈ R, EsPE
−1
s = P +Bs with ||Bs −B
∗
s ||L2→L2 . 1.
Proof. We write P = pfull(x,D) = kA(x,D) + p1(x,D) + V (x), where
p1(x, ξ) = −
i
2
∂gjk
∂xj
(x)(ξk −Ak(x))−
i
2
gjk(x)
∂Ak
∂xj
(x).
A direct computation yields
{es, kA + V } = −
s
2
es−2{〈x〉
m, kA}+
s
2
es−2{kA, V } = es−2(a0 + a1),
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where a0 ∈ S(〈x〉
m−1〈ξ〉, g), and a1(x) is independent of ξ and satisfies ∂
α
xa1 = O(〈x〉
3m/2−1−|α|).
We similarly obtain {es, p1} ∈ S(es〈x〉
−2, g) by (2.11). Next, since (1.1) and (2.11) imply
∂αξ es ∈ S(es−2, g), ∂
α
x es ∈ S(es, g), ∂
α
ξ pfull ∈ S(1, g), ∂
α
x pfull ∈ S(e2, g) if |α| ≥ 2,
the expansion formula (2.2) shows that the symbol of [Es, P ]−{es, pfull}(x,D) belongs to S(es, g).
We also learn by (2.11) that
∂αξ (es−2a0)∂
α
x e˜−s = O(e−3〈x〉
m−1〈ξ〉+ e−2〈x〉
m−1) = O(〈x〉−1),
∂αξ (es−2a1)∂
α
x e˜−s = O(e−3〈x〉
3m/2−1) = O(〈x〉−1),
for all |α| ≥ 1. Therefore, the symbol of Bs = [Es, P ]E
−1
s is of the form es−2e˜−s(a0 + a1) + a2
with some a2 ∈ S(1, g). By a similar argument, we further have
∂αξ ∂
α
x (es−2e˜−sa0) = O(〈x〉
−1), ∂αξ ∂
α
x (es−2e˜−sa1) = O(〈x〉
−1) for |α| ≥ 1,
which, together with the expansion formula (2.3), imply that the symbol of Bs −B
∗
s belongs to
S(1, g). The assertion now follows from the Caldero´n-Vaillancourt theorem.
Lemma 2.7. For any s ∈ R there exists Cs > 0 such that
||Ese
−itPu0||L2 ≤ Cse
Cs|t|||Esu0||L2 , t ∈ R.
Proof. We may assume t ≥ 0 without loss of generality. Set v(t) = Ese
−itPu0 and compute
d
dt
||v(t)||2L2 = 〈 − i(P +Bs)v(t), v(t)〉 + 〈v(t),−i(P +Bs)v(t)〉
= −i〈(Bs −B
∗
s )v(t), v(t)〉.
By virtue of the previous lemma, we have ddt ||v(t)||L2 . ||v(t)||L2 . The assertion then follows
from Gronwall’s inequality.
We now state the local smoothing effects for the propagator e−itP .
Proposition 2.8 (The local smoothing effects [27]). Assume Assumptions A and C. Then, for
any T > 0, ν > 0 and s ∈ R, there exists CT,ν,s > 0 such that
||〈x〉−1/2−νEs+1/me
−itPu0||L2TL2
≤ CT,ν,s||Esu0||L2 . (2.12)
Proof. By time reversal invariance, we may replace the time interval [−T, T ] by [0, T ] without
loss of generality. Robbiano-Zuily [27] proved the case when s = 0 only. However, by virtue of
Lemmas 2.6 and 2.7, general cases can be verified by an essentially same argument. Indeed, it
was shown in [27] that there exists a real valued symbol λ ∈ S(1, dx2/〈x〉2 + dξ2/e21) supported
in {(x, ξ); 〈x〉m/2 ≤ C0|ξ|}, with some C0 > 0 depending only on c defined in Assumption A,
such that, for any ν > 0,
{k, λ}(x, ξ) ≥ C−1〈x〉−1−νe1/m(x, ξ)− C on R
2d (2.13)
with some C > 0 depending on ν. Furthermore, i[P,Λw]−{k, λ}w(x,D) is bounded on L2, where
Λw = λw(x,D) and aw(x,D) are Weyl quantizations of λ and a, respectively, see [21] for the
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definition of the Weyl quantization. Setting v(t) = Ese
−itPu0 and N(t) = 〈(M + Λ
w)v(t), v(t)〉
with M = 1 + sup |λ|, we have
d
dt
N(t) = 〈i[P,Λw]v(t), v(t)〉 + 〈(Bs −B
∗
s )v(t), v(t)〉 + 〈(Λ
wBs −B
∗
sΛ
w)v(t), v(t)〉.
By (2.13) and the sharp G˚arding inequality, we obtain
〈i[P,Λw]v(t), v(t)〉 ≤ −C−1||〈x〉−1/2−ν/2E1/mv(t)||
2
L2
+ C||v(t)||2L2 .
On the other hand, since ∂αx ∂
β
ξ λ = O(〈x〉
−|α|e−|β|), a similar argument as in Lemma 2.6 shows
that ΛwBs −B
∗
sΛ
w = [Λw, Bs]− (B
∗
s −Bs)Λ
w is bounded on L2. Therefore, we conclude
d
dt
N(t) ≤ −C−1||〈x〉−1/2−ν/2E1/mv(t)||
2
L2
+ CN(t)
since N(t) ≈ ||v(t)||2L2 . Applying Gronwall’s inequality, we obtain the assertion.
Remark 2.9. Assumption C is only needed for Proposition 2.8.
We also note that if s = 0 then the estimate (2.12) is equivalent to the usual local smoothing
effect:
||〈x〉−1/2−ν〈D〉1/me−itPu0||L2TL2
≤ CT,ν||u0||L2 , ν > 0. (2.14)
Indeed, since
C−1m (1 + |ξ|
1/m + |x|1/2) ≤ (kA(x, ξ) + 〈x〉
m + L(0))
1
2m ≤ Cm(1 + |ξ|
1/m + |x|1/2)
with some Cm, we have
〈x〉−1/2−ν(kA(x, ξ) + 〈x〉
m + L(0))
1
2m ≤ Cm(〈x〉
−1/2−ν〈ξ〉1/m + 1),
〈x〉−1/2−ν(kA(x, ξ) + 〈x〉
m + L(0))
1
2m ≥ C−1m 〈x〉
−1/2−ν〈ξ〉1/m.
〈x〉−1/2−νE1/m(〈x〉
−1/2−ν〈D〉1/m+1)−1 and 〈x〉−1/2−ν〈D〉1/m(〈x〉−1/2−νE1/m)
−1 thus are bounded
on L2. (Note that, though the above estimates provide the L2-boundedness of the principal term
of these operators only, the lower order can be treated similarly.) In particular,
||〈x〉−1/2−νE1/mv||L2 ≤ Cm(||〈x〉
−1/2−ν〈D〉1/2v||L2 + ||v||L2),
||〈x〉−1/2−νE1/mv||L2 ≥ C
−1
m ||〈x〉
−1/2−ν〈D〉1/2v||L2 ,
which imply the equivalence between (2.12) and (2.14).
3 Parametrix construction
Write Γh(L) := {(x, ξ); |ξ|2 + h2〈x〉m < L}, where L ≥ 1 is a fixed constant so large that
suppΨhk ⊂ Γ
h(L), k = 0, 1. This section is devoted to construct the parametrices of propagators,
localized in this energy shell, in terms of the semiclassical Fourier integral operator (h-FIO for
short).
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3.1 Classical mechanics
This subsection discusses the flow generated by ph, that is the solution to the Hamilton system:
X˙j =
∂ph
∂ξj
(X,Ξ) = gjk(X)(Ξk − hAk(X)),
Ξ˙j = −
∂ph
∂xj
(X,Ξ) = −
1
2
∂gkl
∂xj
(X)(Ξk − hAk(X))(Ξl − hAl(X))
+ hgkl(X)
∂Ak
∂xj
(X)(Ξl − hAl(X)) − h
2 ∂V
∂xj
(X),
(3.1)
with the initial condition (X(0, x, ξ),Ξ(0, x, ξ)) = (x, ξ) ∈ Γh(L), where f˙ = ∂tf . We here
suppress the h-dependence of the flow for simplicity.
We first show that the flow is well-defined for |t| ≤ δh−2/m and (x, ξ) ∈ Γh(L) with sufficiently
small δ > 0, which is not obvious since the potential V can blow up in the negative direction
like V (x) ≤ −C〈x〉m. More precisely, we have the following rough a priori bound:
Lemma 3.1. For sufficiently small δ0 > 0 there exists C = C(m, δ0) > 0 such that
|Ξ(t, x, ξ)|2 + h2〈X(t, x, ξ)〉m ≤ CL,
uniformly in h ∈ (0, 1] and (t, x, ξ) ∈ [−δ0h
−2/m, δ0h
−2/m]× Γh(L).
Proof. Let ρ ∈ C∞0 (R
d) be such that ρ(x) = 1 for |x| ≤ 1 and ρ(x) = 0 for |x| ≥ 2 and set
V˜ (x) = ρ
(
h2/mx
4L1/m
)
V (x), A˜j(x) = ρ
(
h2/mx
4L1/m
)
Aj(x),
p˜h(x, ξ) =
1
2
gjk(ξj − hA˜j(x))(ξk − hA˜k(x)) + h
2V˜ (x).
(3.2)
Note that
V˜ = V, A˜ = A, p˜h = ph if h2/m|x| < 4mL (3.3)
and that, by Assumption A,
h2|∂αx V˜ (x)|+ h
2|∂αx A˜j(x)|
2 ≤ Cαh
2|α|/mL1−|α|/m, x ∈ Rd.
Consider the corresponding Hamilton flow (X˜(t, x, ξ), Ξ˜(t, x, ξ)), that is the solution to
˙˜
X = (∂ξ p˜
h)(X˜, Ξ˜),
˙˜
Ξ = −(∂xp˜
h)(X˜, Ξ˜); (X˜, Ξ˜)|t=0 = (x, ξ).
Since the flow conserves the energy, i.e., p˜h(X˜(t), Ξ˜(t)) = p˜h(x, ξ), we learn by the ellipticity of
gjk that if (x, ξ) ∈ Γh(L), then
|Ξ˜(t)|2 ≤ |Ξ˜(t)− hA˜(X˜(t))|2 + |hA˜(X˜(t))|2
. p˜h(x, ξ) + h2|V˜ (X˜(t))|+ |hA˜(X˜(t))|2
≤ C0L,
and hence |
˙˜
X(t)| . |Ξ˜(t)− hA˜(X˜(t))| ≤ C1L
1/2 with some constants C0, C1 > 0 independent of
L. In particular,
h2/m|X˜(t)− x| ≤ C1L
1/2h2/m|t| ≤ C1L
1/2δ0, (x, ξ) ∈ Γ
h(L), |t| ≤ δ0h
−2/m.
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Therefore, for any fixed m,L, taking 0 < δ0 < 2
−1/mC−11 L
−1/2+1/m we have
h2/m|X˜(t)| ≤ h2/m|x|+ C1L
1/2δ0 ≤ 2L
1/m
on [−δ0h
−2/m, δ0h
−2/m]×Γh(L). By virtue of this bound and (3.3) we have that (X˜(t, x, ξ), Ξ˜(t, x, ξ))
is a solution to (3.1) with the initial data (x, ξ). Then the uniqueness theorem of first order
ODE shows
(X,Ξ) ≡ (X˜, Ξ˜) on [−δ0h
−2/m, δ0h
−2/m]× Γh(L).
In particular, (X,Ξ) is well defined on [−δ0h
−2/m, δ0h
−2/m]×Γh(L) and the above computations
yield the desired bound.
We next study more precise behavior of the flow. Set
Ωh(R,L) := {|x| > R} ∩ Γh(L).
Note that Ωh(R,L) ⋐ Ωh(R′, L′) if R > R′ and L < L′.
Lemma 3.2 (General case). For sufficiently small 0 < δ < δ0, the followings are satisfied:
(1) For any h ∈ (0, 1], 1 ≤ R ≤ h−2/m, (t, x, ξ) ∈ [−δR, δR] × Ωh(R,L),
|X(t) − x|+ 〈x〉|Ξ(t)− ξ| ≤ C|t|, (3.4)
|∂αx ∂
β
ξ (X(t)− x)|+ 〈x〉|∂
α
x ∂
β
ξ (Ξ(t)− ξ)| ≤ Cαβ〈x〉
−|α||t|, |α+ β| ≥ 1, (3.5)
where constants C,Cαβ > 0 may be taken uniformly in h,R and t. Moreover, for fixed h ∈ (0, 1],
1 ≤ R ≤ h−2/m and |t| ≤ δR, the map Λ(t) : (x, ξ) 7→ (X(t, x, ξ), ξ) is diffeomorphic from
Ωh(R/2, 2L) onto its range and satisfies
Ωh(R,L) ⊂ Λ(t,Ωh(R/2, 2L)) ⊂ Ωh(R/3, 3L), h ∈ (0, 1], |t| ≤ δR. (3.6)
(2) If (Y (t, x, ξ), ξ) denotes the inverse map of Λ(t), then bounds (3.4) and (3.5) still hold with
X(t) replaced by Y (t) for (t, x, ξ) ∈ [−δR, δR] ×Ωh(R,L).
(3) The same conclusions also hold with R = 1 and with Ωh(R,L) replaced by Γh(L), i.e., X(t)
and Y (t) satisfy (3.4) and (3.5) uniformly in h ∈ (0, 1] and (t, x, ξ) ∈ [−δ, δ] × Γh(L).
Proof. We prove the statements (1) and (2) only since the proof of (3) being similar. Suppose
that |t| ≤ δR and (x, ξ) ∈ Ωh(R,L). By the Hamilton system and Lemma 3.1,
|X˙(t)| . 1, |Ξ˙(t)| . 〈X〉−1 + h〈X(t)〉m/2−1 + h2〈X(t)〉m−1 . 〈X〉−1, (3.7)
Integrating the first estimate over −δR ≤ t ≤ δR, we have
|X(t) − x| ≤ C|t| ≤ CδR.
Therefore, taking δ > 0 so small that Cδ < 1/2 we see that
|X(t)| ≥ |x| − CδR > |x|/2 > R/2
for (t, x, ξ) ∈ (−δR, δR) × Ωh(R,L) which, together with the second estimate of (3.7), implies
(3.3).
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We next let |α+ β| = 1 and differentiate the Hamilton system(
∂αx ∂
β
ξ X˙
〈x〉∂αx∂
β
ξ Ξ˙
)
=
(
∂x∂ξp
h 〈x〉−1∂2ξ p
h
−〈x〉∂2xp
h −∂ξ∂xp
h
)(
∂αx ∂
β
ξX
〈x〉∂αx ∂
β
ξ Ξ
)
= O(〈x〉−1)
(
∂αx ∂
β
ξX
〈x〉∂αx ∂
β
ξ Ξ
)
where we have used the fact that
|(∂2xp
h)(X(t),Ξ(t))| . 〈x〉−2, |(∂2ξ p
h)(X(t),Ξ(t))| . 1,
|(∂x∂ξp
h)(X(t),Ξ(t))| . 〈x〉−1
on (−δR, δR)×Ωh(R,L). These bound follow from (1.13) and the bound X(t) ≥ |x|/2 ≥ 〈x〉/4
on (−δR, δR) × Ωh(R,L). The estimate (3.5) with |α + β| = 1 then follows from Gronwall’s
inequality.
Proofs for higher derivatives follow from an induction on |α + β|. The inclusion relation
(3.6) and the existence of the inverse of Λh(t) are verified by a standard argument based on the
Hadamard global inverse mapping theorem
The estimates for Y (t) are verified by differentiating the equality
x = X(t, Y (t, x, ξ)
and using the estimates for X(t). We refer to [24, Lemmas A.2, A.4 and A.5] for the details of
the proof (see also the proof of the next lemma).
For the flat case, we have the following stronger bounds than that in the previous lemma:
Lemma 3.3 (Flat case). Assume that gjk ≡ δjk and that either m ≥ 4 or Assumption B. Then,
for sufficiently small 0 < δ < δ0, the following statements hold:
(1) For any (t, x, ξ) ∈ [−δh−2/m, δh−2/m]× Γh(L) and α, β ∈ Zd+, we have
|∂αx ∂
β
ξ (X(t) − x)| ≤ Cαβh
(2/m) min(|α,1)|t|,
|∂αx ∂
β
ξ (Ξ(t)− ξ)| ≤ Cαβh
2/m,
(3.8)
where Cαβ > 0 may be taken uniformly with respect to x, h and δ.
(2) We denote by (x, ξ) 7→ (Y (t, x, ξ), ξ) the inverse map of Λ(t). Then Y (t, x, ξ) is well-defined
for (−δh−2/m, δh−2/m)× Γh(L) and the bounds (3.8) still hold with X(t) replaced by Y (t).
In order to prove this lemma we follow the same argument as that in [38]. We first introduce
the velocity variables v(t, x, ξ) = Ξ(t, x, ξ)−hA(X(t, x, ξ)). Then (X(t), v(t)) solves the following
Lagrange equations:
X˙ = v, v˙ = hB(X)v − h2∂xV (X); (X, v)|t=0 = (x, ξ − hA(x)), (3.9)
where B(x) = (Bjk(x)) = (∂jAk(x)− ∂kAj(x)). By Lemma 3.1,
|v(t, x, ξ)| ≤ C0L (3.10)
on [−δh−2/m, δh−2/m]×Γh(L) with some C0 independent of δ and h. The following lemma plays
a crucial role.
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Lemma 3.4. Set Ih = [−δh
−2/m, δh−2/m]. Under the condition in Lemma 3.3
|X(t)− x− tξ − thA(x)| ≤ Ch2/m|t|2, (3.11)
|v(t)− ξ − hA(x)| ≤ Ch2/m|t| (3.12)∫
Ih
|h(∂αxB)(X(t))||v(t)|dt ≤ Cαh
2/m, |α| ≥ 1, (3.13)
uniformly with respect to (t, x, ξ) ∈ Ih × Γ
h(L) and h ∈ (0, 1].
Proof. Since h|B(X(t)) + h2|∂xV (X(t))| ≤ Ch
2/m by Lemma 3.1, integrating (3.9) we have
(3.11) and (3.12).
Let |α| ≥ 1. If m ≥ 4 then, since 〈X(t)〉 ≤ Ch−2/m and m/2− 2 ≥ 0,
h|(∂αxB)(X(t))| ≤ h〈X(t)〉
m/2−2 ≤ Ch4/m
which implies (3.13). Note that if 2 ≤ m < 4 then this argument does not work well since
m/2− 2 < 0. Indeed, we only have h|(∂αxB)(X(t))| ≤ C〈x〉
−1 in general.
Next we suppose Assumption B and shall prove (3.13) for 2 ≤ m < 4. We split into two
cases.
Case 1: If δ|v(t)| ≤ h(1 + |X(t)|)m/2 for all t ∈ Ih then
h|(∂αxB)(X(t))||v(t)| ≤ Ch
2〈X(t)〉m−2−µ ≤ Ch4/m
which implies (3.13) since |Ih| ≤ 2δh
−2/m.
Case 2: Suppose that δ|v(t0)| > h(1 + |X(t0)|)
m/2 for some t0 ∈ Ih and set y = X(t0) and
η = v(t0) = Ξ(t0) − hA(X(t0)). Then, taking δ (depending on L) smaller if necessary we see
that
h(1 + |X(t)|)m/2 < 3δ|η|, |η|/3 ≤ |v(t)| ≤ 3|η| (3.14)
for all t ∈ Ih. Indeed, setting T = sup{s ∈ [0, δh
−2/m ]; (3.14) holds for all |t| ≤ s}, if we assume
T < δh−2/m then, by the Lagrange equations,
|v˙(t)| ≤ Ch2/m|v(t)|+ Ch2/m〈X(t)〉−1[h(1 + |X(t)|)m/2]2−2/m
≤ Ch2/m|v(t)− η|+ Ch2/m|η|+ Ch2/m(δ|η|)2−2/m
≤ Ch2/m|v(t)− η|+ Ch2/m|η|.
for |t| < T . Integrating this inequality and using Gronwall’s inequality we see that |v(t)− η| ≤
Ch2/m|η||t| ≤ Cδ|η| and hence
|η|/2 ≤ |v(t)| ≤ 2|η|, |t| < T,
provided that δ > 0, which may be taken independently of |η|, is small enough. Integrating
the Lagrange equations and using the bound 1 + |y| ≤ (hδ|η|)−2/m, we also have 1 + |X(t)| ≤
1 + |y|+ 2T |η| ≤ h−2/m(δ2/m|η|2/m + 2δ|η|), which, together with the bound (3.10), implies
h(1 + |X(t)|)m/2 ≤ δ|η|(1 + 2δ1−2/m|η|1−2/m)m/2
≤ δ|η|
(
1 + 2(δC0L)
1−2/m
)m/2
.
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Choosing δ so small that 1 + 2(δC0L)
1−2/m < 22/m we obtain
h(1 + |X(t)|)m/2 ≤ 2δ|η|, |t| < T.
By the continuity of the flow with respect to t, we see that (3.13) still holds for T + ε with some
ε > 0, which contradicts the definition of T . We therefore have T = δh−2/m. Using (3.14), we
obtain a lower bound of ∂2t (|X(t)|
2):
∂2t (|X(t)|
2) = 2|v(t)|2 +X(t) · hB(X(t))v(t) −X(t) · h2∂xV (X(t))
≥ |η|2/2− Cδ|η|2 ≥ |η|2/4, t ∈ Ih.
In particular |X(t)|2 is convex, and hence there exists r ∈ Ih such that
1 + |X(t)|2 ≥ 1 + (t− r)2|η|2/8 + |X(r)|2 ≥ 1 + (t− r)2|η|2/8, t ∈ Ih.
Finally, using this bound and the fact that 〈X(t)〉m/2−1 ≤ h−1+2/m we conclude∫
Ih
|h(∂αxB)(X(t))||v(t)|dt ≤ Cαh
2/m
∫
Ih
(1 + |t− r||η|)−1−µ|η|dt ≤ Cαh
2/m.
which completes the proof.
Proof of Lemma 3.3. We only consider the case 0 ≤ t ≤ δh−2/m and the proof of opposite case
is analogous. Suppose that (x, ξ) ∈ Γh(L). (3.8) with |α + β| = 0 follows from (3.11) 4 and
(3.12). Differentiating (3.9) with |α+ β| = 1, we have
d
dt
(
∂αx ∂
β
ξX(t)
∂αx∂
β
ξ v(t)
)
=
(
0 1
Lh(t) hB(X(t))
)(
∂αx ∂
β
ξX(t)
∂αx ∂
β
ξ v(t)
)
where Lh(t) denotes the matrix with (j, k)-component
d∑
ℓ=1
h∇xkBjl(X(t))vl(t)− h
2∂xj∂xkV (X(t)).
Set f(t) =
(
∂αx ∂
β
ξX(t), h
−2/m∂αx ∂
β
ξ v(t)
)T
and
A(t) =
(
0 h2/m
h−2/mLh(t) hB(X(t))
)
.
(3.13) then shows
∫
Ih
|A(t)|dt ≤ C on Γh(L). On the other hand, f(t) solves
f˙(t) = A(t)(f(t)− f(0)) +A(t)f(0) (3.15)
where A(t)f(0) = (g1(t), g2(t))
T is given by
g1(t) = h
2/m∂αx ∂
β
ξ (ξ − hA(x)),
g2(t) = h
−2/mLh(t)∂αx ∂
β
ξ x+ hB(X(t))∂
α
x ∂
β
ξ (ξ − hA(x),
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which, by virtue of (3.13), satisfy
h2/m|∂αx ∂
β
ξ (ξ − hA(x))| ≤ Cαβh
(2/m)
(
1+min(|α|,1)
)
,
|hB(X(t))∂αx ∂
β
ξ (ξ − hA(x))| ≤ Cαβh
(2/m)
(
1+min(|α|,1)
)
,∫
Ih
|h−2/mLh(t)|dt ≤ Cαβ .
(3.16)
Integrating (3.15) and using Gronwall’s inequality we have
|f(t)− f(0)| ≤
∫
Ih
|A(t)f(0)|dte
∫
Ih
|A(t)|dt
≤ Cαβ ,
which implies
|∂αx ∂
β
ξ (v(t)− ξ − hA(x))| ≤ Cαβh
2/m, 0 ≤ t ≤ δh−2/m,
and hence
|∂t∂
α
x ∂
β
ξX(t)| ≤ |∂
α
x ∂
β
ξ (v(s)− ξ − hA(x))| + |∂
α
x ∂
β
ξ (ξ − hA(x))|
≤ Cαβh
(2/m) min(|α|,1), 0 ≤ t ≤ δh−2/m.
Integrating this inequality, we obtain the estimates for ∂αx ∂
β
ξX(t):
|∂αx ∂
β
ξ (X(t) − x)| ≤ Cαβh
(2/m) min(|α|,1)|t|, 0 ≤ t ≤ δh−2/m (3.17)
Finally, since
∂xΞ(t) = ∂x(v(t)− hA(x)) + h∂xA(x) + h(∂A)(X(t))∂xX(t) = O(h
2/m),
∂ξ(Ξ(t)− ξ) = ∂x(v(t)− ξ) + h(∂A)(X(t))∂ξX(t) = O(h
2/m),
we have |∂αx ∂
β
ξ (Ξ(t)− ξ)| ≤ Cαβh
2/m for 0 ≤ t ≤ δh−2/m.
The estimates of higher order derivatives are verified by an induction on |α+β| and we omit
details.
Next we shall prove (2). Set F h : (x, ξ) 7→ (h2/mx, ξ) and
Xh(t, y, ξ) := F ◦X ◦ F−1(t, y, ξ) = h2/mX(h−2/my, ξ).
By (3.3) with L replaced by 2L, |∂αy ∂
β
ξ (X
h(t)−y)| ≤ Cαβh
2/m|t| on Ih×F (Γ
h(2L)) for |α+β| ≤ 1.
Hence, if δ > 0 is small enough then∣∣∣∣∣∣∣∣∂(Xh(t), ξ)∂(y, ξ) − IdR2d
∣∣∣∣∣∣∣∣ < Cδ < 1/2 on Ih × F (Γh(2L)). (3.18)
Then, by the same argument as that in [24, Lemma A.4], we see that the map Ψh : (y, ξ) 7→
(Xh(t, y, ξ), ξ) is a diffeomorphism from F (Γh(2L)) onto its range for all t ∈ Ih and that
F (Γh(L)) ⊂ Ψh(F (Γh(2L))), t ∈ Ih.
Since F is globally diffeomorphic on R2d, Ψ : (x, ξ) 7→ (X(t, x, ξ), ξ) is a diffeomorphism from
Γh(2L) onto its range and satisfies
Γh(L) ⊂ Ψ(Γh(2L)), t ∈ Ih.
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Let (Y (t, x, ξ), ξ) : Γh(L)→ Γh(2L) be the corresponding inverse. Then, by using the inequality
x = X(t, Y (t, x, ξ), ξ), we have
|Y (t, x, ξ) − x| = |Y (t, x, ξ) −X(t, Y (t, x, ξ), ξ)| ≤ sup
Γh(2L)
|x−X(t, x, ξ)| ≤ C|t|.
Differentiating this inequality with respect to∂αx ∂
β
ξ , |α+ β| = 1, we also have
(∂xX)(t, Y (t), ξ)∂
α
x ∂
β
ξ (Y (t)− x) = ∂
α
y ∂
β
ξ (y −X(t, y, ξ))|y=Y (t,x,ξ).
SInce (∂xX)(t, Y (t), ξ) is invertible and its inverse is uniformly bounded on Ih×Γ
h(L) by (3.18),
we see that
|∂αx ∂
β
ξ (Y (t)− x)| ≤ sup
Γh(2L)
|∂αy ∂
β
ξ (y −X(t, y, ξ))| ≤ Cαβh
(2/m)|α||t|
on Ih × Γ
h(L). The estimates on higher derivatives are verified by an induction on |α+ β| and
we omit details.
3.2 Semiclassical paramatrix
We now turn into the construction of parametrices. We begin with the general case.
Theorem 3.5. There exists δ > 0 such that, for any h ∈ (0, 1] and 1 ≤ R ≤ h−2/m, the following
statements are satisfied with constants independent of h and R:
(1) There exists a solution Sh ∈ C∞((−δR, δR) × R2d) to the Hamilton-Jacobi equation:{
∂tS
h(t, x, ξ) + ph(x, ∂xS
h(t, x, ξ)) = 0, (t, x, ξ) ∈ (−δR, δR) × Ωh(R/3, 3L),
Sh(0, x, ξ) = x · ξ, (x, ξ) ∈ Ωh(R/3, 3L),
(3.19)
such that
|∂αx ∂
β
ξ
(
Sh(t, x, ξ)− x · ξ + tp˜h(x, ξ)
)
| ≤ Cαβ〈x〉
−1−min(|α|,1)|t|2, (3.20)
uniformly in (t, x, ξ) ∈ (−δR, δR) × R2d, where p˜h is given by (3.2).
(2) For any χh ∈ S(1, g) supported in Ωh(R,L) and integer N ≥ 0, there exists a bounded family
{ah(t); |t| ≤ δR, h ∈ (0, 1]} ⊂ S(1, g) with suppah(t) ⊂ Ωh(R/2, 2L) such that
e−itP
h/hχh(x, hD) = JSh(a
h) +Qh(t,N),
where P h = h2P and JSh(a
h) is the h-FIO with the phase Sh and the amplitude ah defined by
JSh(a
h)f(x) = (2πh)−d
∫
ei(S
h(t,x,ξ)−y·ξ)/hah(t, x, ξ)f(y)dydξ,
and the remainder Qh(t,N) satisfies
sup
|t|≤δR
||Qh(t,N)||L2→L2 ≤ CNh
N−1−2/m. (3.21)
Furthermore, if Kh(t, x, ξ) denotes the kernel of JSh(a
h) then
|Kh(t, x, y)| . min{h−d, |th|−d/2}, x, ξ ∈ Rd, h ∈ (0, 1], |t| ≤ δR. (3.22)
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Proof. Construction of the phase Sh: Let X(t),Ξ(t) and Y (t) be as in Lemma 3.2 with
(R,L) replaced by (R/4, 4L). Define an action integral S˜h on (−δR, δR) × Ωh(R/4, 4L) by
S˜h(t, x, ξ) := x · ξ +
∫ t
0
Lh(X(s, Y (t, x, ξ), ξ),Ξ(s, Y (t, x, ξ), ξ)ds,
where Lh = ξ · ∂ξp
h − ph is the Lagrangian associated to ph. A direct computation yields that
S˜h solves (3.19) and satisfies
(∂ξS˜
h, ∂xS˜
h) = (Y (t, x, ξ),Ξ(t, Y (t, x, ξ), ξ)).
Furthermore, the following conservation law holds:
ph(x, ∂xS˜
h(t, x, ξ)) = ph(x,Ξ(t, Y (t, x, ξ), ξ)) = ph(Y (t, x, ξ), ξ).
By virtue of Lemma 3.2 (2), taking δ > 0 smaller if necessary we see that
h2〈Y (t, x, ξ)〉m ≤ 5L, (t, x, ξ) ∈ (−δR, δR) × Ωh(R/4, 4L)
and hence ph can be replaced by p˜h since p˜h ≡ ph on Γh(6L). Using Lemma 3.2 (2) and the fact
that
|∂xp˜
h(x, ξ)| . 〈x〉−1 on Ωh(R/4, 4L), (3.23)
we then have, for |t| ≤ δR and (x, ξ) ∈ Ωh(R/4, 4L),
|p˜h(x, ∂xS˜
h(t, x, ξ)) − p˜h(x, ξ)| . |Y (t)− x|
∫ 1
0
|(∂xp˜
h)(λx+ (1− λ)Y (t), ξ)|dλ
. 〈x〉−1|t|.
(3.24)
It also follows from Lemma 3.2 (2) that, for |α+ β| ≥ 1,
|∂αx ∂
β
ξ (p˜
h(x, ∂xS˜
h(t, x, ξ)) − p˜h(x, ξ))| ≤ Cαβ〈x〉
−1−min{|α|,1}|t|. (3.25)
Integrating with respect to t and using Hamilton-Jacobi equation (3.19), we see that S˜h satisfies
(3.20) on Ωh(R/4, 4L). Choosing ψ ∈ S(1, g) so that suppψ ⊂ Ωh(R/4, 4L) and ψ ≡ 1 on
Ωh(R/3, 3L), we extend S˜h to the whole space R2d as follows:
Sh(t, x, ξ) = x · ξ − tp˜h(x, ξ) + ψ(x, ξ)
(
S˜h(t, x, ξ) − x · ξ + tp˜h(x, ξ)
)
.
Then Sh(t, x, ξ) satisfies the assertion.
Construction of the amplitude ah: Let us make the following ansatz:
v(t, x) =
1
(2πh)d
∫
ei(S
h(t,x,ξ)−y·ξ)/hah(t, x, ξ)f(y)dydξ,
where ah =
∑N−1
j=0 h
jahj . In order to approximately solve the Schro¨dinger equation
(hDt + P
h)v(t) = O(hN ); v|t=0 = χ
h(x, hD)u0,
the amplitude should satisfy the following transport equations:{
∂ta
h
0 + X · ∂xa0 + Ya
h
0 = 0; a
h
0 |t=0 = χ
h,
∂ta
h
j + X · ∂xaj + Ya
h
j + iKa
h
j−1 = 0; a
h
j |t=0 = 0, 1 ≤ j ≤ N − 1,
(3.26)
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where K = −12∂jg
jk(x)∂k, a vector field X and a function Y are defined by
X(t, x, ξ) := (∂ξp
h)(x, ∂xS
h(t, x, ξ)),
Y(t, x, ξ) := [k(x, ∂x)S
h + ph1(x, ∂xS
h)](t, x, ξ).
Note that (3.20) and (1.13) imply
|∂αx ∂
β
ξ Y(t, x, ξ)| ≤ Cαβ〈x〉
−1 on (−δR, δR) × Ω(R/3, 3L). (3.27)
The system (3.26) can be solved by the standard method of characteristics along the flow gen-
erated by X(t, x, ξ). More precisely, let us consider the following ODE
∂tz(t, s, x, ξ) = X(t, z(t, s, x, ξ), ξ); z(s, s) = x.
Then, by virtue of (3.24) and (3.25), the same argument as that in Subsection 3.1 yields that
there exists δ > 0 such that, for any fixed h ∈ (0, 1], 1 ≤ R ≤ h−2/m, z(t, s, x, ξ) is well-defined
for t, s ∈ (−δR, δR) and (x, ξ) ∈ Ω(R/3, 3L), and satisfies
|z(t, s)− x| ≤ C|t− s|, |∂αx ∂
β
ξ (z(t, s)− x)| ≤ Cαβ〈x〉
−1|t− s|, |α+ β| ≥ 1. (3.28)
For (t, x, ξ) ∈ (−δR, δR) × Ω(R/3, 3L), we then define aj , j = 0, 1, ..., N − 1, inductively by
a0(t, x, ξ) = χ
h(z(0, t, x, ξ), ξ) exp
(∫ t
0
Y(s, z(s, t, x, ξ), ξ)ds
)
,
aj(t, x, ξ) = −
∫ t
0
(iKaj−1)(s, z(s, t, x, ξ), ξ) exp
(∫ t
u
Y(u, z(u, t, x, ξ), ξ)du
)
ds.
It is easy to see from (3.28) and suppχh ⊂ Ωh(R,L) that suppaj ⊂ Ω
h(R/2, 2L) for all |t| ≤ δR.
Furthermore, taking δ > 0 smaller if necessary we see that aj are smooth on Ω(5R/12, 12L/5).
Since Ωh(R/2, 2L) ⋐ Ω(5R/12, 12L/5) ⋐ Ω(R/3, 3L), if we extend aj to the whole space R
2d so
that aj ≡ 0 outside Ω
h(R/2, 2L), then aj are still smooth. We further learn by (3.28), (3.27)
and the fact χ ∈ S(1, g) that aj ∈ S(1, g) uniformly with respect to |t| ≤ δR and h ∈ (0, 1].
Finally, one can check by a direct computation that aj solve the system (3.26).
Justification of the parametrix: At first, since |∂ξ ⊗ ∂xp˜
h(x, ξ)| . 〈x〉−1 on Γh(3L), if
δ > 0 is small enough then (3.20) implies
|∂ξ ⊗ ∂xS
h(t, x, ξ) − Id | < 1/2 for (t, x, ξ) ∈ (−δR, δR) × Ωh(R/3, 3L).
The standard h-FIO theory (cf. [28]) then shows that, for any amplitude bh ∈ S(1, g) supported
in Ωh(R/2, 2L) (⋐ Ωh(R/3, 3L)), h-FIO JSh(b
h) is uniformly bounded on L2:
sup
|t|≤δR
||JSh(b
h)f ||L2 ≤ C||f ||L2 , h ∈ (0, 1], 1 ≤ R ≤ h
−2/m,
where C > 0 is independent of h and R.
We now prove the remainder estimate (3.21). We may assume t ≥ 0 without loss of generality
since the proof for the opposite case is analogous. By the Duhamel formula, we have
e−itP
h/hχh(x, hD) = JSh(a
h) +Qh(t,N),
Qh(t,N) = −
i
h
∫ t
0
e−i(t−s)P
h/h(hDt + P
h)JSh(a
h)|t=sds.
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By (3.19), (3.26) and direct computations, we obtain
(hDt + P
h)JSh(a
h) = −ihNJSh(Ka
h
N−1).
Since suppKahN−1 ⊂ Ω(R/2, 2L) and Ka
h
N−1 ∈ S(1, g), JSh(P
hahN−1) is bounded on L
2 uni-
formly in h ∈ (0, 1], 1 ≤ R ≤ h−2/m and 0 ≤ t ≤ δR, and (3.21) follows.
Dispersive estimates: The kernel of JSh(a
h) is given by
Kh(t, x, y) = (2πh)−d
∫
ei(S
h(t,x,ξ)−y·ξ)/hah(t, x, ξ)dξ.
If |t| ≤ h, then the assertion is obvious since ah is compactly supported in ξ. On the other hand,
by virtue of (3.20), for (x, ξ) ∈ R2d we have
∂2ξS
h(t, x, ξ)
t
= −(gjk(x))j,k +O(δ), h ≤ |t| ≤ δR,
and |t−1∂αx ∂
β
ξ S
h(t, x, ξ)| ≤ Cαβ if h ≤ |t| ≤ δR and |α+β| ≥ 2. As a consequence, since g
jk(x) is
uniformly elliptic, the phase function t−1(Sh(t, x, ξ)− y · ξ) has a unique non-degenerate critical
point for all h ≤ |t| ≤ δR and we can apply the stationary phase method to Kh(t, x, y), provided
that δ > 0 is small enough. Therefore,
|Kh(t, x, y)| . h−d|th−1|−d/2 . |th|−d/2, h ≤ |t| ≤ δR, x, ξ ∈ Rd, h ∈ (0, 1],
which completes the proof.
Remark 3.6. It can be verified by the same argument and Lemma 3.2 (3) that for any symbol
χh ∈ S(1, g) supported in Γh(L), e−itP
h/hχh(x, hD) can be approximated by a time-dependent
h-FIO as above if |t| < δ, and in particular obeys the dispersive estimate
||e−itP
h/hχh(x, hD)||L1→L∞ . min{h
−d, |th|−d/2}, |t| < δ, h ∈ (0, 1].
We next state the flat case.
Theorem 3.7 (Flat case). Suppose that gjk ≡ δjk and that eitherm ≥ 4 or Assumption B. Then,
there exists δ > 0 such that the following statements are satisfied with constants independent of
h ∈ (0, 1]:
(1) There exists s solution Sh ∈ C∞((−δh−2/m, δh−2/m)×R2d) to the Hamilton-Jacobi equation:{
∂tS
h(t, x, ξ) + ph(x, ∂xS
h(t, x, ξ)) = 0, (t, x, ξ) ∈ (−δh−2/m, δh−2/m)× Γh(3L),
Sh(0, x, ξ) = x · ξ, (x, ξ) ∈ Γh(3L),
such that
|∂αx ∂
β
ξ
(
Sh(t, x, ξ)− x · ξ + tp˜h(x, ξ)
)
| ≤ Cαβh
(2/m)(1+min{|α|,1})|t|2
uniformly in (t, x, ξ) ∈ (−δh−2/m, δh−2/m)× R2d.
(2) For any χh ∈ S(1, g) with suppχh ⊂ Γh(L) and integer N ≥ 0, there exists a bounded family
{ah(t); t ∈ (−δh−2/m, δh−2/m), h ∈ (0, 1]} ⊂ S(1, g) with supp ah(t) ⊂ Γh(2L) such that
e−itH
h/hχh(x, hD) = JSh(a
h) +Qh(t,N),
where the kernel of JSh(a
h) satisfies dispersive estimates (3.22) for |t| ≤ δh−2/m, and the re-
mainder satisfies
sup
|t|≤δh−2/m
||Qh(t,N)||L2→L2 ≤ CNh
N−1−2/m.
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The proof is analogous to the general case and the only difference is to use Lemma 3.3 and
the fact that ∂xp˜
h = O(h2/m) on Γh(4L) instead of Lemma 3.2 and (3.23), respectively. We
hence omit the details.
4 Proof of main theorems
In this section we prove Theorems 1.3 and 1.4. The general strategy is basically same as that
of [24, Section 7]. We begin with the following theorem which is a consequence of Theorem 3.5
and Remark 3.6.
Theorem 4.1. Fix L > 0. Then, for sufficiently small δ > 0 depending only on L, the following
statements are satisfied:
(1) For any h ∈ (0, 1], 1 ≤ R ≤ h−2/m and symbol χhR ∈ S(1, g) supported in {|x| > R} ∩Γ
h(L),
||χhR(x, hD)e
−itPχhR(x, hD)
∗||L1→L∞ ≤ Cδ|t|
−d/2, 0 < |t| < δhR, (4.1)
where Cδ > 0 may be taken uniformly with respect to h and R.
(2) For h ∈ (0, 1] and any symbol χh ∈ S(1, g) supported in Γh(L),
||χh(x, hD)e−itPχh(x, hD)∗||L1→L∞ ≤ Cδ|t|
−d/2, 0 < |t| < δh. (4.2)
Proof. The expansion formula (2.3) and Lemma 2.1shows that there exists symbols χh0,R, χ
h
1 ∈
S(1, g) with χh0,R ⊂ suppχ
h
R such that
χhR(x, hD)
∗ = χh0,R(x, hD)χ
h
1 (x, hD) +OLp→Lq (h
N )
for any 1 ≤ p ≤ q ≤ ∞ and anyN ≥ 0. We hence can replace χhR(x, hD)
∗ by χh0,R(x, hD)χ
h
1 (x, hD)
without loss of generality. Then, the assertion follows from (3.21), (3.22) and (2.1).
Using Theorem 4.1, the TT ∗-argument and Duhamel formula, one can obtain following
semiclassical Strichartz estimates with inhomogeneous terms. The proof is same as that of [25,
Proposition 7.4] (see also [2, Section 5]) and we omit it.
Proposition 4.2. Let T > 0 and (p, q) satisfy (1.4). Under conditions in Theorem 4.1, there
exists C,CT > 0 such that
||χhR(x, hD)e
−itP u0||LpTLq
≤ CTh||u0||L2 + CT ||χ
h
R(x, hD)u0||L2
+ C(hR)−1/2||χhR(x, hD)e
−itP u0||L2TL2
+ C(hR)1/2||[P, χhR(x, hD)]e
−itP u0||L2TL2
,
(4.3)
||χh(x, hD)e−itPu0||LpTLq
≤ CTh||u0||L2 + CT ||χ
h(x, hD)u0||L2
+ Ch−1/2||χh(x, hD)e−itPu0||L2TL2
+ Ch1/2||[P, χh(x, hD)]e−itP u0||L2TL2
,
(4.4)
uniformly with respect to h ∈ (0, 1] and 1 ≤ R ≤ h−2/m, where C > 0 is independent of T .
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Proof of Theorem 1.3. First of all, Proposition 2.2 and Minkowski’s inequality show
||e−itPu0||LpTLq
. ||u0||L2 +
∑
k=0,1
(∑
h
||Ψhk(x, hD)e
−itPu0||
2
LpTL
q
)1/2
, p, q ≥ 2,
with Ψhk ∈ S(1, h
4/mdx2 + dξ2/〈ξ〉2) defined in Proposition 2.2 satisfying
suppΨh0 ⊂ {〈x〉 ≤ Cεh
−2/m, C−10 ≤ |ξ| ≤ C0},
suppΨh1 ⊂ {C
−1
ε h
−2/m ≤ 〈x〉 ≤ Cεh
−2/m, |ξ| ≤ C0},
where Cε, C0 > 0 are independent of x, ξ and h.
We first study Ψh1(x, hD)e
−itP . The expansion formula (2.2) shows
suppSym([P,Ψh1(x, hD)]) ⊂ suppΨ
h
1 , Sym([P,Ψ
h
1(x, hD)]) ∈ S(h
−1+2/m, g).
Choose θ˜ ∈ C∞0 (R) supported away from the origin and ψ˜1 ∈ S(1, g) supported in {(x, ξ); |ξ|
2 ≤
2ε〈x〉m} such that θ˜ ≡ 1 on supp θ and ψ˜ ≡ 1 on suppψ1, where ψ1 has been defined in Subsection
2.1. If we set P˜ sih1(x, ξ) = θ˜(h
2/mx)ψ˜1(x, ξ/h) then Ψ˜
h
1 ∈ S(1, g) with uniform bounds in h and
Ψ˜h1 ≡ 1 on suppΨ
h
1 . Furthermore, Lemma 2.1 shows
[P,Ψh1(x, hD)] = [P,Ψ
h
1(x, hD)]Ψ˜
h
1 (x, hD) +OL2→L2(h).
Therefore,
||[P,Ψh1 (x, hD)]e
−itP u0||L2TL2
≤ Ch−1/2+1/m||Ψ˜h1(x, hD)e
−itP u0||L2TL2
+ CTh||u0||L2 .
(4.5)
Applying Proposition 4.2 to Ψh1(x, hD)e
−itP with R = h−2/m and using (4.5), we then obtain
||Ψh1(x, hD)e
−itP u0||LpTLq
≤ CTh||u0||L2 + CT ||Ψ
h
1(x, hD)u0||L2 + Ch
−1/2+1/m||Ψ˜h1(x, hD)e
−itPu0||L2TL2
≤ CTh||u0||L2 + C||θ(h
2/mx)ψ1(x,D)u0||L2
+ C||θ˜(h2/mx)〈x〉m/4−1/2ψ˜1(x,D)e
−itPu0||L2TL2
,
where, in the last line, we have used the fact that h−1/2+1/m ≈ 〈x〉m/4−1/2 on supp Ψ˜h1 . Combining
this estimate with the following the norm equivalence:
||v||2L2 ≈
∑
h
||θ(h2/mx)v||
2
L2 ≈
∑
h
||θ˜(h2/mx)v||
2
L2
(which follows from the almost orthogonality of θ(h2/mx) and θ˜(h2/mx)), we have∑
h
||Ψh1(x, hD)e
−itP u0||
2
LpTL
q ≤ CT ||u0||
2
L2 + C||〈x〉
m/4−1/2ψ˜1(x,D)e
−itPu0||
2
L2TL
2 .
On the other hand, since 〈x〉m/4−1/2ψ˜1e−1/2+1/m ∈ S(1, g), it is easy to see that 〈x〉
m/4−1/2ψ˜1(x,D)E
−1
1/2−1/m
is bounded on L2. Combining with Lemma 2.7 we obtain
||〈x〉m/4−1/2ψ˜1(x,D)e
−itP u0||
2
L2TL
2 ≤ C||E1/2−1/me
−itPu0||
2
L2TL
2
≤ C||E1/2−1/mu0||
2
L2
∫ T
0
dt
≤ CT ||E1/2−1/mu0||
2
L2
,
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and hence ∑
h
||Ψh1(x, hD)e
−itPu0||
2
LpTL
q ≤ CT ||E1/2−1/mu0||
2
L2
. (4.6)
Next we study Ψh0(x, hD)e
−itP u0. Choose a dyadic partition of unity:
ϕ−1(x) +
∑
0≤j≤jh
ϕ(2−jx) = 1, x ∈ πx(suppΨ
h
0),
where jh . (2/m) log(1/h) and ϕ−1, ϕ ∈ C
∞
0 (R
d) with suppϕ−1 ⊂ {|x| < 1} and suppϕ ⊂
{1/2 < |x| < 2}. We set ϕj(x) = ϕ(2
−jx) for j ≥ 0. Since p, q ≥ 2, it follows from Minkowski’s
inequality that
||Ψh0(x, hD)e
−itP u0||
2
LpTL
q ≤
∑
−1≤j≤jh
||ϕj(x)Ψ
h
0(x, hD)e
−itP u0||
2
LpTL
q .
We here take cut-off functions ϕ˜−1, ϕ˜ ∈ C
∞
0 (R
d) and Ψ˜h0 ∈ S(1, g) supported in a small neigh-
borhood of suppϕ−1, suppϕ and suppΨ
h
0 , respectively, so that ϕ˜−1 ≡ 1 on suppϕ−1, ϕ˜ ≡ 1 on
suppϕ and Ψ˜h0 ≡ 1 on suppΨ
h
0 . Set ϕ˜j(x) = ϕ˜(2
−jx) for j ≥ 0. Then,
supp ϕ˜jΨ˜
h
0 ⊂ {|x| ≈ 2
j , |ξ| ≈ 1}, ϕ˜jΨ˜
h
0 ≡ 1 on suppϕjΨ
h
0 .
Since the symbolic calculus shows
suppSym([P,ϕj(x)Ψ
h
0(x, hD)]) ⊂ supp(ϕjΨ
h
0),
Sym([P,ϕj(x)Ψ
h
0(x, hD)]) ∈ S(2
−jh−1, g),
applying Proposition 4.2 with R = 2j , we learn by a similar argument as above that
||ϕj(x)Ψ
h
0(x, hD)e
−itPu0||LpTLq
≤ CTh||u0||L2 + CT ||ϕj(x)Ψ
h
0 (x, hD)u0||L2
+ C(h2j)−1/2||ϕ˜j(x)Ψ˜
h
0(x, hD)e
−itP u0||L2TL2
≤ CTh||u0||L2 + CT ||ϕj(x)Ψ
h
0 (x, hD)u0||L2
+ C||ϕ˜j(x)〈x〉
−1/2〈D〉1/2Ψ˜h0(x, hD)e
−itP u0||L2TL2
.
The almost orthogonality of ϕj and ϕ˜j then yields∑
−1≤j≤jh
||ϕj(x)Ψ
h
0(x, hD)e
−itP u0||
2
LpTL
q
≤ CTh
2||u0||
2
L2 + CT ||Ψ
h
0(x, hD)u0||
2
L2
+ C||〈x〉−1/2〈D〉1/2Ψ˜h0(x, hD)e
−itP u0||
2
L2TL
2 .
We further obtain by the symbolic calculus that
||〈x〉−1/2〈D〉1/2Ψ˜h0(x, hD)e
−itP u0||L2TL2
≤ C||Ψ˜h0(x, hD)〈x〉
−1/2E1/2e
−itPu0||L2TL2
+Ch1/2||u0||L2 .
(4.7)
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Indeed, we compute
〈x〉−1/2〈D〉1/2Ψ˜h0(x, hD)
= 〈x〉−1/2〈D〉1/2 · Ψ˜h0(x, hD)E
−1
1/2〈x〉
1/2 · 〈x〉−1/2E1/2
= 〈x〉−1/2〈D〉1/2E−11/2〈x〉
1/2 · Ψ˜h0(x, hD)〈x〉
−1/2E1/2
+ 〈x〉−1/2〈D〉1/2[E−1
1/2
〈x〉1/2, Ψ˜h0(x, hD)]〈x〉
−1/2E1/2.
(4.8)
Since E−1
1/2
has the symbol e˜−1/2 ∈ S(e−1/2, g) and 〈ξ〉
1/2e−1/2(x, ξ) . 1,
〈x〉−1/2〈D〉1/2E−11/2〈x〉
1/2
is bounded on L2. On the other hand, by the symbolic calculus, we see that
〈x〉−1/2〈ξ〉1/2{e−1/2〈x〉
1/2, Ψ˜h0(x, hξ)}〈x〉
−1/2e1/2
= O(〈x〉−3/2h〈ξ〉1/2 + 〈x〉−3/2〈ξ〉−1/2)
= O(〈x〉−3/2h1/2)
since 〈ξ〉 ≈ h−1 on supp Ψ˜h0(·, h·). Therefore, the last term of (4.8) is bounded on L
2 with the
bound O(h1/2). We thus obtain (4.7).
Next we choose a smooth cut-off function θ˜ ∈ C∞0 (R
d) supported away from the origin such
that θ˜ ≡ 1 on πξ(suppΨ
h
0). Lemma 2.1 then yields
||Ψh0(x, hD)(1 − θ˜(hD))||L2→Lq + ||Ψ˜
h
0(x, hD)(1 − θ˜(hD))||L2→Lq ≤ Ch
for 2 ≤ q ≤ ∞ and h ∈ (0, 1]. We hence may replace Ψh0(x, hD) and Ψ˜
h
0(x, hD) by Ψ
h
0(x, hD)θ˜(hD)
and Ψ˜h0(x, hD)θ˜(hD), respectively. Then the L
2-boundedness of Ψ˜h0(x, hD) and the almost or-
thogonality of θ˜(hξ) imply∑
h
(
h2||u0||
2
L2 + ||Ψ
h
0(x, hD)θ˜(hD)u0||
2
L2
)
≤ C||u0||
2
L2 ,∑
h
||Ψ˜h0(x, hD)θ˜(hD)〈x〉
−1/2E1/2e
−itPu0||
2
L2TL
2 ≤ C||〈x〉
−1/2E1/2e
−itPu0||
2
L2TL
2 .
Furthermore, since 〈x〉mν/2 ≤ eν(x, ξ) for any ν ≥ 0, we have
||〈x〉−1/2E1/2e
−itPu0||L2TL2
≤ C||〈x〉−1/2−mν/2E1/2+νe
−itPu0||L2TL2
.
We now take ν > 0 arbitrarily and apply Proposition 2.8 with s = 1/2− 1/m+ ν to obtain∑
h
||Ψh0(x, hD)e
−itP u0||
2
LpTL
q ≤ CT,ν ||E1/2−1/m+νu0||
2
L2
. (4.9)
Summering the estimates (4.6) and (4.9) we conclude
||e−itPu0||LpTLq
≤ CT,ν ||E1/2−1/m+νu0||L2 ≤ CT,ν ||u0||B
1
2−
1
m+ν
for any admissible pair (p, q) with q <∞ and ν > 0. Finally, if d ≥ 3, then Theorem 1.3 can be
verified by interpolation the L2TL
2d/(d−2)-estimate with the trivial L∞T L
2-estimate. For d = 2,
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let us fix ε > 0 and an admissible pair (p, q) arbitrarily and choose an admissible pair (p0, q0)
with 2 < p0 < p and ν > 0 so that(
1
2
−
1
m
+ ν
)
p0
p
=
(
1
2
−
1
m
)
2
p
+ ε.
Interpolating the Lp0T L
q0-estimate with the L∞T L
2-estimate, we have
||e−itPu0||LpTLq
≤ CT,ν||u0||
B
1
p(1− 1m)+ε
.
We refer to e.g., [34] for the interpolation in weighted spaces.
Proof of Remark 1.10. Let d ≥ 3. By the above argument we have
||e−itPu0||L2TL2d/(d−2)
≤ C||〈x〉−1/2E1/2e
−itPu0||L2TL2
+ C||E1/2−1/mu0||L2 .
Then Lemma 2.7 shows that the right hand side is dominated by CT ||E1/2u0||L2 , which proves
Remark 1.10 (2) for the endpoint case (p, q) = (2, 2d/(d−2). Non-endpoint estimates are verified
by the interpolation theorem.
Next we prove Theorem 1.4. Hence, in what follows (in this section), we suppose that
H = 12(D −A(x))
2 + V (x) satisfies Assumption A. In this case, we first obtain a slightly long-
time dispersive estimate which is better than Theorem 4.1 (2).
Theorem 4.3. Let I ⋐ (0,∞) be an interval and δ > 0 small enough. Then, for any h ∈ (0, 1]
and symbol χh ∈ S(1, g) supported in Γh(L),
||χh(x, hD)e−itHχh(x, hD)∗||L1→L∞ ≤ Cδ|t|
−d/2, 0 < |t| < δh1−2/m.
As in the previous argument, we then have the following:
Proposition 4.4. Under conditions in Theorem 4.3, we have
||χh(x, hD)e−itHu0||LpTLq
. CTh||u0||L2 + CT ||χ
h(x, hD)u0||L2
+ Ch−1/2+1/m||χh(x, hD)e−itHu0||L2TL2
+ Ch1/2−1/m||[H,χh(x, hD)]e−itHu0||L2TL2
,
uniformly in h ∈ (0, 1].
Proof of Theorem 1.4. The proof is analogous to that of Theorem 1.3. The only difference
compared to the previous one is the following fact:
Sym([H,Ψh0 (x, hD)]) = h
−2 Sym([Hh,Ψh0(x, hD)]) ∈ S(h
−1+2/m, g). (4.10)
(Recall that, in general case, we only have Sym([P,Ψh0 ](x, hD)) ∈ S(h
−1〈x〉−1, g).) Indeed, since
Ψh0 ∈ S(1, h
4/mdx2 + dξ2) and 〈x〉m/2 . h−1 on suppΨh0 , we have
{(ξ − hA)2,Ψh0} = 2(ξ − hA) · ∂xΨ
h
0 − 2h
2∂xA(ξ −A) · ∂ξΨ
h
0
= O(h2/m + h1+2/m〈x〉m/2 + h2〈x〉m−1) = O(h2/m).
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We similarly obtain {ph1 ,Ψ
h
0} = O(h
2/m〈x〉−1) and {h2V,Ψh0} = O(h
2/m). Therefore
Sym([Hh,Ψh0(x, hD)]) =
h
i
{(ξ − hA)2/2 + hph1 + h
2V,Ψh0}+O(h
2) = O(h1+2/m)
in S(1, g). Applying Proposition 4.4 to Ψh0(x, hD)e
−itHu0 and using the same argument as above
and (4.10), we have
||Ψh0(x, hD)e
−itHu0||
L2TL
2d
d−2
≤ CT ||Ψ
h
0(x, hD)u0||L2 + CTh||u0||L2 + C||Ψ˜
h
0(x, hD)E1/2−1/me
−itHu0||L2TL2
.
By the almost orthogonality of the ξ-support of Ψh0(x, hξ) and Lemma 2.7, we then conclude∑
h
||Ψh0(x, hD)e
−itHu0||
2
L2TL
2d
d−2
≤ CT ||u0||
2
L2 + C||E1/2−1/me
−itHu0||
2
L2TL
2
≤ CT ||E1/2−1/mu0||
2
L2
.
which, together with the estimates (4.6) and Lemma 2.2, implies
||e−itHu0||
L2TL
2d
d−2
≤ CT ||E1/2−1/mu0||L2 .
Finally, the assertion follows from an interpolation with the L∞T L
2-estimate.
A The case with growing potentials
Throughout this appendix we assume that H = 12(D − A(x))
2 + V (x) satisfies Assumption A
and (1.6). We here prove Corollary 1.5 with a simpler proof than that of Theorem 1.4. The
main point is the following square function estimates:
Proposition A.1. Consider a 4-adic partition of unity on [0,∞):
f0, f ∈ C
∞
0 (R), supp f ⊂ [1/4, 4], 0 ≤ f0, f ≤ 1, f0(λ) +
∑
h
f(h2λ) = 1, λ ≥ 0.
Then, for any 1 < q <∞, we have the square function estimates:
||v||Lq ≈
∣∣∣∣∣∣(|f0(H)v|2 +∑
h
|f(h2H)v|2
)1/2∣∣∣∣∣∣
Lq
. (A.1)
In particular, if 2 ≤ q <∞ then
||v||Lq .
(
||f0(H)v||
2
Lq +
∑
h
||f(h2H)v||
2
Lq
)1/2
. (A.2)
Here, implicit constants are independent of v.
Proof. Since V ≥ 0 and V ∈ L1loc, the heat kernel of the Schro¨dinger semigroup e
−tH satisfies
the upper Gaussian bound (cf. Simon [31]):
|∂jxe
−tH(x, y)| ≤ Cdt
−(d+j)/2e−c|x−y|
2/t, t > 0, j = 0, 1.
Then, a general theorem by Zheng [41] implies the square function estimates (A.1). (A.2) is an
immediate consequence of (A.1) and Minkowski’s inequality since q ≥ 2.
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Thanks to the positivity of V , one can also prove an approximation theorem of the spectral
multiplier f(h2H) in terms of h-ΨDO:
Proposition A.2. (1) Let f ∈ C∞0 (R) with supp f ⋐ (0,∞). Then, for any N ≥ 0, there exists
a bounded family {χh}h∈(0,1] ⊂ S(1, g) with suppχ
h ⊂ supp(f ◦ ph) such that
||f(h2H)− χh(x, hD)||L2→Lq ≤ CqNh
N−d(1/2−1/q), 2 ≤ q ≤ ∞,
uniformly in h ∈ (0, 1]. In particular, f(h2H) is bounded from L2 to Lq with the bounds:
||f(h2H)||L2→Lq ≤ Cqh
−d(1/2−1/q), 2 ≤ q ≤ ∞, h ∈ (0, 1].
(2) Let f0 ∈ C
∞
0 (R). Then, ||f0(H)||L2→W s,q ≤ Cqs for any 2 ≤ q ≤ ∞ and s ≥ 0.
Proof. The proof is essentially same as in the case when A ≡ V ≡ 0 (see, e.g., [2]). Thus we
only outline the proof. By (1.6), we have the following ellipticity:
ph(x, ξ) ≈ |ξ|2 + h2〈x〉m, (A.3)
where the implicit constants are independent of h ∈ (0, 1], which can be verified as follows: if
|ξ|2 ≥ Ch2〈x〉m for sufficiently large C > 0 then ph ≥ |ξ|2 − h2|A|2 + h2V & |ξ|2 + h2〈x〉m;
otherwise, by Assumption A (1), ph ≥ h2V & |ξ|2 + h2〈x〉m since |ξ|2 . h2〈x〉m. The upper
bound is obvious. Using this bound and (1.13), we see that∣∣∣∣∂αx ∂βξ ( 1ph(x, ξ) − z
)∣∣∣∣ ≤ Cαβ〈x〉−|α|〈ξ〉−|β|| Im z|−1−|α+β|,
uniformly in x, ξ ∈ Rd and h ∈ (0, 1], and locally uniformly in z ∈ C \ R. Then we can follow
the standard argument (see, e.g., [28, 4, 2]) to construct the semiclassical approximation of the
resolvent (h2H − z)−1 which has the following form:
(h2H − z)−1 =
∑
0≤j≤N−1
hjqhj (z, x, hD) + h
NrhN (z, x, hD)(h
2H − z)−1, (A.4)
where qhj ∈ S(〈x〉
−j〈ξ〉−j, g) are of the forms
qh0 (z, x, ξ) =
1
ph(x, ξ) − z
, qhj (z, x, ξ) =
∑
0≤k≤j
qhjk(x, ξ)
(ph(x, ξ)− z)1+j+k
, j ≥ 1,
with qhjk ∈ S(〈x〉
−j〈ph(x, ξ)〉Nj(k), g) with some integer Nj(k). Moreover, the remainder r
h
N
belongs to S(〈x〉−N 〈ξ〉−N , g) with the bounds
|∂αx ∂
β
ξ r
h
N (z, x, ξ)| ≤ CNαβ〈x〉
−N−|α|〈ξ〉−N−|β|| Im z|−2N−1−|α+β|,
uniformly in x, ξ ∈ Rd and h ∈ (0, 1], and locally uniformly in z ∈ C \R. In particular, if N > d
then rhN (z, x, hD) is bounded from L
2 to Lq with the bounds
||rhN (z, x, hD)||L2→Lq . h
−d(1/2−1/q)| Im z|−n(N,q) (A.5)
for q ∈ [2,∞], h ∈ (0, 1] and z ∈ C \R, where n(N, q) is a positive number depending on N and
q.
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We now plug the approximation (A.4) into the well-known Helffer-Sjo¨strand formula [16]:
f(h2H) = −
1
2πi
∫
C
∂f˜
∂z
(z)(h2H − z)−1dz ∧ dz,
where dz∧ dz¯ = −2idudv with z = u+ iv and f˜ is an almost analytic extension of f . Note that,
since f ∈ C∞0 (R), f˜ is also compactly supported and, for any M ≥ 0,
|∂z¯ f˜(z)| ≤ CM | Im z|
M (A.6)
with some CM > 0. Let us set the symbol χ
h defined by
χh =
N−1∑
j=0
hjχhj with χ
h
0 = f ◦ p
h, χhj =
j∑
k=0
(−1)j+k
(j + k)!
qhjk · f
(j+k) ◦ ph, 1 ≤ j ≤ N − 1.
Then, {χh}h∈(0,1] is bounded in S(1, g) and suppχ
h ⊂ supp f ◦ ph. Moreover, taking N > d we
learn by (A.5) and (A.6) that the remainder
RhN := f(h
2H)− χh(x, hD)
= −
hN
2πi
∫
supp f˜
∂f˜
∂z¯
(z)rhN (z, x,D)(h
2H − z)−1dz ∧ dz¯
satisfies
||RhN ||L2→Lq ≤ CNqh
N−d(1/2−1/q)
∫
supp f˜
| Im z|M−n(N,q)−1dz ∧ dz¯
≤ C ′Nqh
N−d(1/2−1/q),
provided that M ≥ n(N, q) + 1. We complete the proof for the high energy part.
The assertion for the low energy part is also verified by the same argument as above with
h = 1.
Remark A.3. Assume (for simplicity) that A ≡ 0. It is easy to see that [x,H] is bounded in
x. Since H is elliptic, we then learn by a standard commutator argument (see, e.g., [2, Section
2]) that there exists N > 0 such that (H − z)−N is bounded on Lq for any q ∈ [1,∞] with norm
dominated by a power of 〈z〉| Im z|−1. Therefore, using the same argument as that in [2, Section
2] one can prove in this case that f(h2H) is bounded from Lq
′
to Lq for any 1 ≤ q′ ≤ q ≤ ∞
with the norm of order h−d(1/q
′−1/q). However, since the L2 → Lq boundedness is sufficient to
study local-in-time Strichartz estimates, we do not write here the precise statement.
Proof of Corollary 1.5. Let f be as in Lemma A.1 and choose F ∈ C∞0 (R) so that F ≡ 1 on
supp f and suppF ⋐ (0,∞). We learn by Proposition A.2 (1), Theorem 4.3 and the TT ∗-
argument that
||F (h2H)e−itHu0||LpTLq
≤ CTh
(1−2/m)/p||u0||L2
for any admissible pair (p, q). Since f(h2H) = f(h2H)F (h2H) by the spectral decomposition
theorem, the estimate (A.2), Proposition A.2 (2) and the above estimates imply that
||e−itHu0||LpTLq
≤ CT ||u0||L2 + C
(∑
h
||e−itHF (h2H)f(h2H)u0||
2
LpTL
q
)1/2
≤ CT ||u0||L2 + CT
(∑
h
h2(1−2/m)/p||f(h2H)u0||
2
L2
)1/2
≤ CT ||〈H〉
(1/2−1/m)/pu0||L2 ,
provided that (p, q) is admissible and q <∞.
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