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ABSTRACT 
 
Magnetic particles offer several distinct advantages compared to other types of contrast agents. 
Their controllable size, high magnetic susceptibility and the ability of non-contact manipulation 
through external magnetic fields allow their use in a wide variety of applications in biology and 
medicine. In this thesis, the controlled movement of magnetic particles termed as magnetomotion 
is exploited for enhancing optical imaging contrast and elastography using optical coherence 
tomography (OCT). A combination of simulations and experiments were performed to study the 
spatial and temporal characteristics of the magnetomotive (MM) response under dynamic 
excitation. Magnetomotive contrast in optical imaging was shown using functionalized 
protein-shell microspheres in a rabbit atherosclerosis model and further improvement in 
MM-OCT imaging speed was demonstrated allowing the rapid acquisition of 3-D MM-OCT 
datasets over a larger depth range. The temporal dynamics of the magnetomotive response were 
investigated for probing the mechanical properties of both homogeneous and heterogeneous 
samples. The feasibility of generating elastograms showing relative mechanical contrast based on 
the frequency response of the MM-signal was investigated. In addition, quantitative estimates of 
the complex shear modulus were obtained by measuring the propagating mechanical waves 
generated by an excitation of an inclusion containing magnetic nanoparticles (MNPs). 
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1 INTRODUCTION  
1.1 Magnetic particles as contrast agents 
Contrast agents have been utilized in nearly all imaging modalities to enhance the visibility of a 
desired structure or imaging location within the human body. Contrast agents need to be 
biocompatible and have sufficiently long blood circulation times with minimal toxicity. These 
can be functionalized to target specific cellular surface receptors and biomolecules with the hope 
that they would aid in the detection and diagnosis of disease at an earlier stage where the disease 
might be more responsive to treatment and intervention. The optimal choice of contrast agent 
depends on the contrast generating mechanism of the underlying imaging modality. In optical 
imaging, a variety of contrast agents have been developed that can alter the absorption, scattering 
or polarization properties of the light beam [1]. One versatile class of contrast agents are 
magnetic particles commonly consisting of magnetic elements such as iron, cobalt, nickel and 
their various compound forms. Some of the most widely used magnetic agents are based on 
magnetite (Fe3O4) and maghemite (Fe2O3). Although contrast based on the intrinsic tissue 
magnetic properties (iron content in tissues or hemoglobin in red blood cells) has been 
demonstrated [2, 3], the explicit introduction of magnetic particles in the body significantly 
enhances the contrast as these have magnetic susceptibilities several orders of magnitude higher 
than tissues. Magnetic particles have shown to improve contrast across multiple imaging 
modalities such as magnetic resonance imaging (MRI), ultrasound and optical coherence 
tomography (OCT) [4, 5]. Their controllable sizes (from a few nanometers to several microns) 
and the ability to remotely manipulate these by external magnetic fields can provide unique 
abilities and advantages in comparison to other types of agents [6]. The use of magnetic particles 
as imaging contrast agents is just one of their many potential applications in biomedicine [6]. 
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Magnetic particles including magnetic nanoparticles (MNPs) have been widely used in 
biomedical applications in biosensing [7, 8], for enhancing imaging contrast, for treatment in 
hyperthermia, or for measuring the mechanical properties of cells and tissues [9-11]. MNPs with 
their smaller size can ‘leak’ through the vasculature, diffuse through tissues and can potentially 
provide access at the cellular and molecular level by conjugating them to functional groups or 
ligands. 
Materials based on their magnetic properties can be divided into different classes. 
Ferromagnetic and ferrimagnetic materials retain their magnetization once magnetized and 
typically include materials such as ferrites, magnetite, lodestone etc. Large size ferromagnetic 
particles have multiple domains which results in a narrow hysteresis loop. As the particle size 
gets smaller (down to a few hundred nanometers) the ferromagnetic particles contain only a 
single domain, leading to a broad hysteresis loop as shown in Figure 1.1, which shows the 
amount of magnetization (M) induced with an applied magnetic field (H). If a time-varying 
magnetic field is applied, the broad hysteresis loop will result in more absorption of energy and 
hence these particles can be used for hyperthermia applications. Paramagnetic materials are 
weakly attracted by an externally applied magnetic field, while in contrast, diamagnetic materials 
are repelled by external magnetic fields. As the size of the particles gets smaller (down to tens of 
nanometers) they start exhibiting superparamagnetic properties characterized by the absence of a 
hysteresis loop as shown in the M-H curve in Figure 1.1. Superparamagnetic particles have no 
magnetization in the absence of an external magnetic field, but will magnetize in the presence of 
an external magnetic field, similar to paramagnetic materials.  
The net magnetization M of an ensemble of superparamagnetic particles when placed in a 
magnetic field will align in the direction of the applied magnetic field. The magnetization M is 
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given by the Langevin function as 
 [coth( ) 1/ ]SM M    , (1.1) 
where Ms is the saturation magnetization of the MNP collection, /sm H kT  , and ms is the 
saturation moment of a single particle, H is the applied magnetic field, k is the Boltzmann’s 
constant (= 1.38 X 10
-16
 erg/K), and T is the absolute temperature (in Kelvin) [8]. The above 
equation is an approximation, and in practice, the magnetic anisotropy, the inter-particle 
interaction due to closely spaced magnetic particles, may make their behavior deviate from the 
ideal Langevin function.  
 
Figure 1.1: (Top row) M-H curves for ferromagnetic and superparamagnetic 
particles. (Bottom row) Magnetic particles having remnant magnetization undergo 
rotational motion when placed in a magnetic field. Under the influence of a 
magnetic field gradient the magnetic particles undergo translational motion.  
 
1.2 Magnetomotion 
A variety of techniques have been used to detect magnetic particles within biological samples. 
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The general principle is that the magnetic particles are excited with an applied magnetic field and 
their response is measured in some way. Numerous methods exist that directly measure the 
magnetic moments using a variety of physical mechanisms such as giant magneto-resistance 
(GMR), the Hall effect, a superconducting quantum interference device (SQUID), etc. In 
addition, imaging techniques such as magnetic particle imaging (MPI) [12] rely on non-linear 
magnetization of particles for detection while MRI utilizes the differences in relaxation times of 
magnetic moments [13]. In contrast to these techniques, magnetic particles can be detected by 
moving them using an externally applied magnetic field. This controlled movement of magnetic 
particles induced by an externally applied magnetic field can be termed as 
“magnetomotion” [14], and the detection of this displacement of magnetic particles (or the 
surrounding tissues and cells) forms the basis of the magnetomotive imaging described in this 
thesis. In principle, the displacement induced by magnetomotion can be detected by numerous 
imaging modalities, and has been demonstrated in ultrasound and optical coherence tomography 
(OCT) with varying levels of sensitivity and resolution [15, 16].  
The shape and size of magnetic particles have a strong influence on the magnetomotive 
response. Indeed, a variety of physical mechanisms can be utilized to generate contrast using 
magnetic particles. The magnetic particles, which act as internal force transducers, are loaded 
within the sample or are functionalized to target specific diseased areas. The externally placed 
magnetic field source allows manipulation of the magnetic particles in a non-contact way. 
Depending on the magnetic properties of the particles, they can undergo both translational and 
rotational motion. Magnetomotive force on a single spherical magnetic particle can be shown to 
be equal to   
 
( )
.
p p bgnd
p
o
V
F B B
 

   
  
 
, (1.2)                                                                                      
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where p  is the magnetic susceptibility of the magnetic particle and bgnd  is the magnetic 
susceptibility of the background, pV is the volume of the particle, .B
 
 is the magnetic field 
gradient, and B

 the magnetic field strength [17]. Larger sized magnetic particles (or 
ferromagnetic particles) that have remnant magnetization or shape anisotropy undergo rotational 
motion with a torque given by M B    when placed in a magnetic field, as shown in 
Figure 1.1. 
This controlled movement of the magnetic particles has been widely utilized. In a method 
termed as magnetic twisting cytometry (MTC), ferromagnetic micron-sized beads have been 
used due to their property of remnant magnetization. A high magnetic field strength 
(~ 1000 Gauss) of relatively short duration is initially applied to magnetize the ferro-beads, and 
then a comparatively smaller magnetic field strength (for a longer duration) is used to impart a 
torque on the particles, resulting in a twisting motion [18]. MTC has been used in a number of 
applications such as the study of the mechanotransduction in cells. By attaching the beads to 
different transmembrane receptors [19], it is possible to measure rheological properties of cells 
by applying a sinusoidally varying magnetic field [20] and mapping the displacements and 
mechanical stresses within the cytoplasm with high resolution microscopy [21]. 
In a related technique called magnetic pulling cytometry (or magnetic tweezers), 
translational force using magnetic field gradients is applied to superparamagnetic beads. As the 
superparamagnetic beads do not retain any magnetic moment on the removal of the external 
magnetic field, these undergo predominantly translational motion in the direction of the magnetic 
field gradient. Magnetic tweezers have been used to measure the local viscoelastic properties of 
cells [22], and to study cellular adaptation to mechanical stress [23], among a host of other 
applications [24]. In addition, mechanical forces imparted by magnetomotion have been used to 
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induce a variety of different cellular responses. Magnetic particles have been used to induce 
necrosis by applying repeated mechanical forces on the cell membrane using a slowly oscillating 
magnetic field [25]. Another study has shown that localized rotational shear forces using 
magnetic nanoparticles can trigger apoptosis without thermal damage to the cells [26].  
1.3 Magnetomotive imaging 
From an imaging perspective, the two main application domains of the magnetomotive principle 
are in enhancing image contrast [27] and measuring the viscoelastic properties of the 
sample [28]. The movement of the magnetic particles in a tissue or any other viscoelastic 
material will inherently depend on the surrounding mechanical properties of the material; hence 
the two application domains (i.e. contrast enhancement and elastography) are intrinsically 
connected with one another. Indeed, elastography using the magnetomotive principle can be 
conceived as a more quantitative form of evaluating the magnetomotive signal, where the 
temporal profile of the magnetomotive response is utilized to extract the viscoelastic properties 
of the sample. 
For contrast enhancement the goal is to engineer the magnetic particles to target diseased 
regions and then measure the spatial location and distribution of these particles to localize the 
diseased regions within tissue. In elastography, the emphasis is on measuring the temporal 
dynamics of the magnetomotion with the aim of extracting the local viscoelastic properties with 
minimal influence from the ‘non-local’ regions.  
1.3.1 Optical imaging contrast    
Tissues and other biological samples of interest have inherently very low magnetic susceptibility 
in comparison to magnetic particles. Hence, magnetic particles can be an ideal source of contrast 
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enhancement. The ability to localize or target them to regions of interest or diseased locations 
with high sensitivity and specificity is crucial for their success as contrast agents. However, this 
is still a very active area of research, numerous factors need to be taken into consideration, and a 
number of challenges still exist that need to be overcome. A number of factors such as the size, 
surface charge, and shape affect the ability of magnetic particles to reach a diseased area. 
Moreover, their toxicity, biocompatibility, bio-distribution, and clearance time from the body 
also need to be taken into consideration among a host of other factors [4]. Passive or active 
targeting mechanisms can be utilized to accumulate the particles at a desired location. One 
example of passive targeting is the enhanced permeability and retention (EPR) effect, where due 
to the leaky vasculature of the tumor, the MNPs would preferentially accumulate at the tumor 
site. Active targeting by functionalizing the particles to target disease specific biomarkers might 
be preferable; however, identifying relevant biomarkers by itself is very challenging. The 
discussion about targeting and functionalizing magnetic particles and the associated challenges 
is, however, beyond the scope of this thesis. 
Contrast enhancement using magnetomotion explicitly relies on the controlled movement 
of the magnetic particles. These movements in some cases can be directly measured; however, 
generally these movements would alter some measured physical property of the underlying 
imaging system. To date, numerous imaging modalities have demonstrated the use of 
magnetomotion for contrast enhancement. Magnetomotive contrast in ultrasound was generated 
by measuring the Doppler frequency shift in response to an applied time-varying magnetic field 
using nanoparticle-labelled macrophages [15] and pulsed magnetic fields [29].  In addition, 
frequency and phase-sensitive detection methods in ultrasound have been used for the detection 
of superparamagnetic iron oxide (SPIO) particles [15, 30, 31].  A related technique termed as 
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magnetoacoustic imaging uses microsecond pulsed magnetic stimulations to the SPIO 
nanoparticles. The magnetic force acting on these particles induces acoustic signals which are 
then detected by an ultrasound scanner [32]. MNP-gold-coupled particles were demonstrated as 
contrast agents in photoacoustic imaging by moving these particles by a pulsed magnetic field 
and applying a motion filter to detect the moving regions [33]. Magnetomotive photoacoustic 
imaging was also used for identifying circulating tumor cells [34]. Contrast enhancement in laser 
speckle imaging using magnetomotion has also been demonstrated [35]. Contrast enhancement 
in optical coherence tomography (OCT) using the magnetomotion has been shown previously in 
both nanoparticle-labelled cells and tissues [14, 27, 36]. Hemoglobin in blood has also been 
utilized to enhance contrast using the magnetomotive principle [3, 37]. Similarly, magnetomotive 
contrast has been shown in a liquid-like-medium having a weak elastic restoring 
force [3, 37, 38]. 
1.3.2 Elastography   
Elastography is the image-based mapping of tissue mechanical properties, which is important in 
many areas of medicine and biology. Changes in mechanical properties have been shown to be 
associated with disease progression in several tissues such as in the liver, breast, and 
thyroid [39]. In elastography, the sample is mechanically perturbed and imaging modalities are 
used to detect the induced displacements, which can subsequently be used to infer the material 
mechanical properties under certain simplifying assumptions. Elastography techniques differ in 
the way the sample is mechanically perturbed, how the induced changes are detected, and how 
the data is processed to assess the material mechanical properties [40]. Ultrasound-based 
elastography (UE) and magnetic resonance elastography (MRE) are well established modalities 
undergoing varying stages of commercialization and clinical trials. Elastography based on optical 
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methods such as optical coherence elastography (OCE) has attracted widespread attention in 
recent years as it can offer much higher spatial resolution and mechanical sensitivity compared to 
UE and MRE, however, with the well-known tradeoff of a shallow imaging depth (~ 1–2 mm) in 
highly scattering tissues. OCE has been demonstrated in a number of tissue sites such as the skin, 
cornea, arteries, etc. [41-45]. In addition, OCE has been demonstrated using needle-based 
configurations that can access deeper underlying structures [46]. 
Numerous methods for mechanical stimulation have been employed in elastography with 
each having different spatial (internal or external) and temporal (static or dynamic) 
characteristics. Methods based on static (or quasi-static) excitation subject the sample to static or 
low frequency loads, and the resulting displacements or strains are measured. Under the 
assumption that the sample is at mechanical equilibrium during measurements, and the stress is 
uniform throughout the sample, the measured displacement/strain rate can be used as a substitute 
for the elastic modulus providing relative mechanical contrast [47]. Techniques using dynamic 
excitation methods have also been widely utilized. Excitation methods such as rods [48] or 
needles [49, 50] attached to mechanical/electromechanical actuators, piezo-vibrators, acoustic 
drivers, etc., or some form of internal excitation such as acoustic radiation force (ARF) [51], 
have been used for dynamic excitation. In OCE, mechanical actuators on the surface of the 
sample [43, 52-54], incident acoustic radiation force [55-58], acoustomotive forces [59], 
air-puffs [60], and laser-induced surface waves [61], among others, have been utilized to 
mechanically and dynamically stimulate the sample. 
Elastography using the magnetomotive principle termed as magnetomotive optical 
coherence elastography (MM-OCE) requires the addition of MNPs, which act as force 
transducers. MM-OCE can therefore be categorized as a dynamic elastography technique with 
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MNPs acting as internal excitation sources. In contrast to other elastography techniques, the total 
force acting on the sample is not only dependent on the applied force but also on the 
concentration of the magnetic particles within the sample. As the distribution of the MNPs would 
not be precisely known, the temporal dynamics of the magnetomotion rather than the absolute 
displacement scale has generally been used. Traditional compressional elastography 
techniques [62, 63] that use the strain/strain rate as a substitute for elastic modulus (under the 
assumption of uniform stress throughout the sample) are not directly applicable in MM-OCE as 
the estimation of the stress distribution within the sample is non-trivial [63] and would require a 
priori knowledge of the locations and concentration of MNPs within the sample. In MM-OCE, 
relatively high concentrations of MNPs are needed in a localized region to induce measureable 
displacement. Unlike compressional elastography, where relatively large scale displacements can 
easily be induced, in MM-OCE the displacement scales are relatively small, which limits the 
dynamic range of elastic moduli that can be interrogated with MM-OCE. Apart from these 
difficulties, MM-OCE has several advantages compared to the other elastography techniques. Its 
non-contact nature and small localized displacements make it an excellent technique for 
measuring the elastic properties of soft materials and alleviate modeling and inertia problems 
associated with contact-based methods that use external force transducers.   
1.4 Thesis outline 
In this thesis OCT is used as the imaging modality for detecting magnetomotion. The term 
magnetomotive dynamics in this thesis refers to the spatial and temporal characteristics of the 
magnetomotion in response to an applied force. Although promising results and applications of 
magnetomotion for contrast enhancement and elastography have been 
demonstrated [27, 28, 64, 65], key parameters such as the sensitivity of the technique, dynamic 
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range of measurements, and spatial resolution need to be thoroughly understood and 
characterized to identify the limitations, operating constraints, and applications [63, 66]. The 
main scientific contribution of this thesis will be to use a combination of simulations and 
experimental studies to understand the magnetomotive dynamics and their implications on 
contrast enhancement and elastography through magnetomotive measurements. In this thesis, 
two types of magnetic agents are utilized: magnetic nanoparticles (MNPs) for elastography 
applications and micron-sized protein-shell microspheres (MSs) for contrast enhancement. 
MNPs have widely been used as contrast agents for magnetomotive optical coherence 
tomography (MM-OCT) applications; however their small size and negligible weight make them 
attractive for tissue elastography applications. The MSs have a large core that can incorporate a 
variety of imaging agents and drugs, and hence are attractive for enhancing the imaging contrast. 
The outline for the remainder of this thesis is as shown in Figure 1.2. In Chapter 2, 
background on OCT and MM-OCT is provided. The chapter describes the MM-OCT 
experimental setup, various scanning schemes utilized for magnetomotion measurements, and 
the signal processing steps involved in extracting the magnetomotive signal from OCT data. In 
Chapter 3, the magnetomotive contrast generating mechanism of protein-shell microspheres is 
discussed and a rabbit atherosclerosis model is utilized to demonstrate contrast enhancement 
using functionalized microspheres. 
The constraints imposed by the scanning schemes employed and the tissue viscoelastic 
properties have limited the speed at which conventional MM-OCT data can be acquired. 
Therefore 3-D volumes of MM-OCT data have not been previously shown as they are 
prohibitively slow to acquire. In Chapter 4, a modified scanning scheme is shown that improves 
the imaging speed by over two orders-of-magnitude (~ 250 times) and allows the acquisition of 
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volumetric MM-OCT data within a matter of seconds. This modified scan scheme is also 
combined with full-range OCT, enabling the acquisition of MM-OCT over a larger depth range 
using a spectral domain OCT system. 
 
 
Figure 1.2: Outline of the thesis. MM-OCT (magnetomotive optical coherence tomography), 
FEM (Finite element method), MM-OCE (magnetomotive optical coherence elastography). 
 
Chapters 5, 6 and 7 focus on tissue elastography utilizing magnetomotion through a 
combination of experimental and simulation studies. In Chapter 5, finite element method (FEM) 
has been used to simulate the magnetomotive response in static and time-varying scenarios and 
under various excitation types. In Chapter 6, the feasibility of generating elastograms by 
measuring the magnetomotive signal at different excitation frequencies is investigated. The 
measured natural frequency coming from the bulk response of the samples requires additional 
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information such as the boundary conditions, sample size and shape, and the magnetic force 
characteristics to obtain quantitative numbers about the mechanical properties. In Chapter 7, a 
more quantitative technique is demonstrated by using an inclusion of MNPs as a shear wave 
source, and by measuring the propagation speed, the shear modulus and viscosity values of the 
sample are obtained. Finally, a summary and some future work recommendations are discussed 
in the final chapter.  
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2 BACKGROUND AND SIGNAL PROCESSING 
In this chapter, a brief background on OCT and MM-OCT is given, and the typical signal 
processing steps are outlined for extracting the magnetomotive response from OCT data. The 
MM-OCT data processing steps [16] are similar in nature to other phase-resolved techniques 
used in OCT such as optical Doppler tomography [67] and dynamic optical coherence 
elastography [68]. Some characteristics and common artifacts appearing in MM-OCT images are 
also discussed in this chapter, and speed constraints for MM-OCT data acquisition are identified 
which will provide the framework for the subsequent chapters in the thesis.  
2.1 Optical coherence tomography 
A block diagram of a typical spectral-domain OCT system is shown in Figure 2.1. Light from a 
broadband light source is split by a beam splitter and directed to two arms, i.e. a sample arm and 
a reference arm. Interference patterns formed from the backscattered light from the internal 
tissue microstructures and from the reference arm are spectrally decomposed by a diffraction 
grating and focused onto a line scan camera for detection. The Fourier transform of the spectrally 
decomposed interference pattern gives the depth information, which constitutes a single A-scan 
in an OCT image. Two- or three-dimensional OCT images are formed by scanning the laser 
beam over the sample and appending the acquired A-scans in synchronization with the position 
of the beam. In OCT, a broadband source in the near-infrared (700-1400 nm) regime is used in 
the so-called 'biological window' where scattering dominates the light-tissue interaction. Light of 
wavelengths below 700 nm will be absorbed by melanin and hemoglobin, while wavelengths 
longer than 1400 nm will be strongly absorbed by the water within the tissues. In general, within 
this window, the longer the wavelength used, the greater the penetration depth due to the reduced 
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scattering of light within the tissue [69]. 
 
Figure 2.1: Schematic of a spectral-domain optical coherence tomography 
(SD-OCT) system. 
 
In OCT, the axial and the transverse resolution are independent of each other where the 
axial resolution is inversely dependent on the bandwidth of the light source while the transverse 
resolution depends on the numerical aperture of the focusing lens. For a source with a Gaussian 
spectral distribution, the axial resolution is given by 
2
02ln(2)z

 
 
   
 
,                       (2.1) 
where λo is the center wavelength and Δλ the bandwidth of the light source. Therefore, a source 
with a larger bandwidth and shorter center wavelength will give a higher axial resolution in 
OCT. The transverse resolution in OCT depends on the spot size of the OCT beam at the focus, 
given by  
 00
4
2
f
D



 , (2.2) 
where ωo is the radius of the beam at focus, f is the focal length of the lens and D is the spot size 
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diameter of the beam at the objective lens. Using a higher numerical aperture lens could enhance 
the transverse resolution but would decrease the depth-of-focus of the OCT beam. The typical 
axial and transverse resolution in OCT is around 1-10 μm and 10-20 μm, respectively. The 
penetration depth in OCT is typically around 1-3 mm in highly scattering tissues, and is limited 
by both multiple scattering and the absorption of light within biological tissues. In a 
spectral-domain system the maximum depth that can be imaged using a CCD-based spectrometer 
is given as 
 
2
0
max
4
z N
n




, (2.3)                      
where N is the number of pixels in a line scan CCD, and n is the average refractive index within 
the medium [70, 71]. 
2.2 Magnetomotive optical coherence tomography (MM-OCT)  
OCT relies on the intrinsic variations in the backscattering properties of various tissue 
microstructures to generate contrast. However, any physical property that can change the 
amplitude, phase, or polarization of the incident beam can be used for image formation [69]. 
Various extrinsic contrast agents have been used to generate molecular specific contrast in OCT 
images, which can potentially increase the range of possible applications for OCT [14, 72]. One 
functional extension of OCT is magnetomotive optical coherence tomography (MM-OCT) which 
utilizes magnetic particles to enhance the contrast or probe the viscoelastic properties of the 
material [16]. Magnetic particles can be embedded in the sample, injected inside the organ of 
interest, or functionalized to target a diseased location.  
2.2.1 Experimental setup 
In MM-OCT, the sample arm of a standard OCT system is modified by incorporating an 
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electromagnetic coil as shown in Figure 2.2. A magnetic field is generated by passing a current 
through a coil of known geometry. A variety of coil configurations can be used, but a simple 
solenoid configuration with a certain number of turns and layers can generally provide sufficient 
magnetic field strength. The optimum choice of the magnetic field strength depends on the 
magnetic properties of the particles used, and it is desirable to operate below their saturation 
magnetization levels.  
 
Figure 2.2: Sample arm for magnetomotive OCT. The magnetic particles can 
undergo axial, transverse displacements or rotational motions under the influence 
of magnetomotive force. Adapted from [1]. 
 
On activating the coil, the magnetic particles can undergo displacements in the direction of the 
magnetic field gradient. In addition, if the particles have remnant magnetization or shape 
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anisotropy they may undergo rotational motion to align themselves to the magnetic field 
direction. Magnetic particles, especially the MNPs, might not have sufficient backscattering to 
be directly observable in OCT images. However, their movements under the influence of the 
magnetic field can alter the speckle pattern in the surrounding regions, and indeed, speckle 
tracking methods using cross-correlations were employed in earlier MM-OCT 
demonstrations [14].  If the movements are large enough, then simply subtracting the magnetic 
field ON images with the magnetic field OFF images can also be used to generate 
magnetomotive contrast [73]. The advent of spectral-domain and swept-source OCT systems 
enabled the rapid acquisition of OCT data which made the phase of the interferogram a very 
sensitive metric for displacement measurements, and phase-resolved methods became widely 
used with great success in many modalities such as in optical Doppler tomography and optical 
coherence elastography.  Phase-resolved methods have been employed for MM-OCT and 
MM-OCE, and the typical processing steps required are outlined in the next section (section 2.3). 
It may be noted that the phase-resolved processing is only sensitive to the axial component of the 
displacements; hence the magnetic field should be oriented so that the particles undergo 
displacements predominantly in the axial direction.  
A desired excitation waveform generated by the data acquisition (DAQ) card from the 
computer is used to drive the electromagnetic coil through a power supply. A wide variety of 
excitation waveforms can be used in practice. A simple excitation scheme is to acquire 
sequential B-mode images or A-scans, one with the magnetic field off and the other with the 
magnetic field on [36, 73]. In addition, pulsed waveforms have also been used where a high 
intensity magnetic field is generated, which can help minimize heat generation in the coil, and 
the high magnetic field strength can increase the operating range [74]. However, dynamic 
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modulation in the form of harmonic excitation of the magnetic particle displacements is 
potentially more powerful in providing magnetomotive imaging contrast [16]. The a priori 
knowledge of the excitation frequency allows band pass filtering of the measured magnetomotive 
response at the modulation frequency, which can significantly reduce the noise 
contributions [75, 76]. The experiments and studies described in the thesis use dynamic 
excitation of the magnetic field, unless otherwise stated.  
2.2.2 Magnetomotive force 
The applied external magnetic field exerts a force on the particles, and under the influence of this 
magnetomotive force, the magnetic particles will undergo displacement. The characteristics and 
the scale of displacements are dependent on the tissue viscoelastic properties and the excitation 
magnetic field. The magnetic force acting on a magnetic dipole, m, in an applied magnetic field, 
B, is given by  
 ( )F m B  .  (2.4) 
If the magnetic moment is uniform throughout the volume V of the particle, i.e. m = MV, then  
 ( ) ( )F MV B V M B    . (2.5) 
And for a more general case where the magnetic particle has an initial (or remnant) 
magnetization Mr, the total magnetization is given by 
p
r
o
M M B


  where p is the magnetic 
susceptibility and o is the permeability in free space. The total magnetic force is then given by  
 (( ) )
p
r
o
F V M B B


   . (2.6) 
Assuming that the magnetic field only acts on the axial direction and the magnetization vector is 
completely aligned with the magnetic field vector, then  
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where the first part in Eq. (2.7) is due to any remnant magnetization (or some value of initial 
magnetization) of the magnetic particles. In the work shown in this thesis, superparamagnetic 
particles are used which have negligible rM , hence only the second term in Eq. (2.7) is used, and 
Eq. (2.7) reduces to  
 
p
o
V B
F B
z





. (2.8) 
Using Eq. (2.8), the force experienced by the magnetic particle can be calculated by knowing the 
values of the magnetic field strength and gradient, and the excitation waveform generating the 
time varying B(t). Equation (2.8) shows that a magnetic field gradient is required for the 
magnetic particles to undergo translational motion, hence the sample for magnetomotive 
measurements is typically placed outside the coil as shown in Figure 2.2 (the uniform magnetic 
field inside the bore of the coil would result in no magnetic field gradient). Another important 
point to note is that the magnetomotive force is always unidirectional due to the squaring 
i.e. 
B
B
z


of the magnetic field. The magnetomotive force calculated using Equation (2.8) under a 
bipolar sinusoidal excitation is shown in Figure 2.3(b), where the magnetomotive response is at 
twice the applied modulation frequency. If a unipolar sinusoidal excitation is used, the response 
will be at the modulation frequency, as shown in Figure 2.3(c). A square root sinusoidal 
waveform can be applied to get a pure sinusoidal response at exactly the modulation frequency. 
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Figure 2.3: (a) Magnetic field gradient imparting a translational motion. 
(b) Magnetomotive force under a bipolar sinusoidal excitation waveform. Note 
that the magnetomotive force on the particles is at twice the modulation 
frequency. (c) Magnetomotive force under a unipolar sinusoidal excitation. 
  
Another factor that needs to be taken into consideration is the magnetic properties of the sample 
itself. Biological samples, due to their water content, are known to be weakly diamagnetic, 
whereas the magnetic particles have a paramagnetic response. These two responses oppose each 
other as shown in the M-H curves in Figure 2.4. Using Eq. (2.5) the magnetomotive force on a 
single particle having a volume mnpV and magnetization mnpM is given by   
 mnp mnp mnp
B
F V M
z



. (2.9) 
If pN  is the number of magnetic particles within the excitation volume tissV of tissue, then the 
total force is ( )p p mnpF N F  and the magnetomotive force acting on the tissue within tissV and 
magnetization tissM is  
 tiss tiss tiss
B
F V M
z

 

. (2.10) 
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To have an overall paramagnetic response, the magnitude of the magnetomotive force on the 
particles should be larger than the diamagnetic response from the tissues, i.e. mnps tissF F , which 
gives  
 
( )( )
( )( )
tiss tiss
p
mnp mnp
M V
N
M V

 . (2.11) 
This suggests that a certain Np is needed for the magnetomotive response to be predominately 
paramagnetic. Although tissM  is small compared to mnpM , the large tissue excitation volume 
would make this effect non-negligible. Equation (2.11) also suggests that there is an optimal 
magnetic field strength depending on the magnetic saturation value of the magnetic particles 
employed. As both ,tiss mnpM M are dependent on the magnetic field strength (B), if the applied 
field is such that mnpM approaches magnetic saturation, then any further increase in B would 
increase the required Np , which is undesirable [16].  
 
Figure 2.4: Biological tissues, due to their water content, can have a small 
diamagnetic response. The concentration of the magnetic particles should be such 
that the force on the MNPs is able to overcome the tissue diamagnetic response.  
 
2.2.3 Scanning schemes 
A number of valid scanning schemes can be used for magnetomotive imaging under harmonic 
excitation.  The driving waveform for the coil should be synchronized with the data acquisition 
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and beam scanning to make quantitative and repeatable measurements. The simplest and the 
more intuitive scan scheme is taking M-mode (A-scans collected as a function of time) 
measurements at several spatial locations, as shown in Figure 2.5(a). In this scheme, several 
modulation cycles are acquired with the beam held fixed at one spatial location by operating the 
scanning galvo in a step-wise fashion. This scan scheme has several advantages, such as high 
temporal oversampling (as fast as the line-scan rate of the camera in the SD-OCT system 
allows), high spatial oversampling (as the same location is probed as a function of time), and 
minimum phase noise (due to both high spatial and temporal oversampling). However, 
depending on the number of modulation cycles in each M-mode, this scheme substantially 
increases the imaging time, results in a large amount of acquired data, and requires continuous 
sinusoidal modulation which will heat up the coil. Moreover, the transients arising due to the 
settling time of the galvanometers limit the speed at which data can be acquired. This scan 
scheme was used for performing shear wave elastography shown in Chapter 7. 
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Figure 2.5: Scanning schemes used in MM-OCT. (a) M-mode scan scheme. 
(b) B-mode scan scheme. 
 
One alternate scheme, as shown in Figure 2.5(b), is performed by modulating the 
magnetic field along time (t) with frequency Bf while continuously scanning along the transverse 
dimension (x) with a lateral scan velocity ( xv ) given by fovx sv f x N , where fovx  is the lateral 
field-of-view,  fs is the sampling rate, and N is the number of A-scans within a cross-sectional 
image [16]. Ideally, the scanning distance of the optical beam during one modulation cycle 
( 1B Bt f ) should be less than the transverse resolution ( x ) of the OCT system i.e. x Bv t x  . 
In addition, a high degree of spatial oversampling (transverse displacement of the beam between 
successive A-lines is kept small compared to the beam size) is required so that successive 
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A-lines are highly correlated and there is no phase-decorrelation due to sample structure. On the 
other hand, high temporal sampling ensures sufficient sampling of the modulation frequency and 
prevents phase wrapping problems. These requirements impose constraints on the sampling 
rate fs, modulation frequency fB, lateral field-of-view ( fovx ), and the imaging time ( proportional 
to the number of modulation cycles Nc), and can be expressed as
B s Bmf f cf   where m is the 
temporal oversampling factor (number of A-lines per modulation cycle, m=2 for Nyquist criteria) 
and c is defined as the spatial oversampling factor (number of A-scans per transverse resolution 
element) given by fovc xN x  [16]. The MM-OCT results shown in Chapter 3 and the 
processing steps described in the next section are based on the scan scheme in Figure 2.5(b). 
2.3 Processing steps for phase-resolved MM-OCT 
OCT uses interferometry to obtain depth-resolved measurements within the sample. The light 
reflected from different internal structures within the sample combines with the light reflected 
from a stationary reference mirror, forming an interference pattern. The measured interferogram 
(after conversion from the wavelength (λ) to the wavenumber (k) domain) can be expressed as  
 ( ) ( )( 2 cos(2 ))i i l r l r i l
l l
I k S k R R R R k nz    , (2.12) 
where I(k) is the intensity detected by the i
th
  pixel of the camera with wavenumber ki, S(ki) is the 
spectral density of the light source at ki, n is the refractive index of the sample, Rl is the 
reflectivity of the light from the layer l in the sample at depth lz , and Rr is the reflectivity from 
the reference arm mirror [67]. After removing the DC term ( )i rS k R  by background subtraction 
and neglecting the autocorrelation terms l
l
R which are generally very weak, the signal can be 
represented as   
 26 
 
 
 ( ) 2 ( ) cos(2 ))i i l r i l
l
I k S k R R k nz  . (2.13) 
If the scatterer at layer l undergoes a displacement z , then Eq. (2.13) can be written as  
 ( , ) 2 ( ) ( , ) cos(2 ( ))i i r l i l
l
I k t S k R R z t k n z z  , (2.14) 
and under a sinusoidal displacement sin(2 )mz D f t   where   is the mechanical phase lag 
between the response of the sample and driving waveform, then  
 ( , ) 2 ( ) ( , ) cos(2 ( sin(2 ))i i r l i l m
l
I k t S k R R z t k n z D f t   . (2.15) 
It is to be noted that in the B-mode scan scheme shown in Figure 2.5(c), the transverse 
dimension (x) and time (t) are coupled with one another i.e. ( , ; )iI k x t , however, for simplicity of 
notation, ( , )iI k t would be used with the inherent coupling implied. A number of processing 
methods can be used to extract the displacements from z  from Eq.  (2.14). The typical 
processing steps employed in the phase-resolved MM-OCT are shown in Figure 2.6.  
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Figure 2.6: Processing steps for phase-resolved MM-OCT. 
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The complex signal obtained after taking the FFT along wavenumber (k) can be expressed as   
 ( , ) [ ( , )] ( , )exp( ( , ))I z t FFT I k t A z t j z t  . (2.16) 
The magnitude ( , )A z t  is used to generate OCT structural images. Generally, the phases are 
random for biological samples; however, useful information can be extracted by measuring the 
relative changes in phase. Under the assumption that ∆z is much less than the coherence length 
of the source, the displacement ∆z predominately affects the phase term and the complex OCT 
signal can be represented as  
 ( , ) ( , )exp( ( , )exp( 2 ( , )))I z t A z t j z t j nk z z t  . (2.17) 
In general, if the sample undergoes an axial displacement ∆z during the time interval between 
two A-lines, the measured phase of the reflected light would change by Δφ = 2<k>n∆z, where n 
is the refractive index of the sample and <k> is the average wavenumber of the OCT 
source (k=2π/λ). It is to be noted that phase-resolved OCT is only sensitive to the vector 
component of the motion that is in the direction of the imaging beam. 
In the next step, the phase difference between every p
th
 A-scan is computed by 
multiplying the complex analytical signal by its conjugate and taking the 
angle, i.e. 
*
arg[ . ]. /
i p
I I p . Usually the phase differences will be computed between consecutive 
A-scans (i.e. p=1); however, if the data is highly oversampled, then the differences between 
consecutive A-scans might be close to the phase-noise of the system. In those scenarios it might 
be useful to compute the phase difference between every p
th
 A-scan and divide the result by p. 
However, as with any other phase difference computation, it should be ensured that 
every p
th 
A-scan is still within the lateral resolution of the system so that there is no decorrelation 
due to sample structure. Prior to computing the angle, median filtering can also be performed on 
the complex data, which has shown to improve the dynamic range of measurements [67].   
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The nature of the displacement z depends on the type of magnetic excitation employed. If the 
coil is driven by a square root of a sinusoidal waveform, the magnetic particles will undergo 
sinusoidal displacements with certain displacement amplitude ( , ; )D z x t  and mechanical phase 
lag ( , ; )z x t . The computation of the phase differences is a differentiation process and can be 
expressed as   
 
*
arg[ . ]. / {2 ( , ; )sin(2 ( , ; )) ( , ; )}
( , ; )
4 ( , ; ) cos(2 ( , ; ))
i p m
m m
I I p kD z x t f t z x t z x t
t
z x t
f kD z x t f t z x t
t
 

 


  


  

. (2.18) 
An FFT is then taken along the transverse direction (x;t) to extract out the magnetomotive signal, 
and a typical Fourier spectrum ( , )S z f with the magnetic modulation is shown in Figure 2.6(d). 
Assuming that the structural term (2
nd
 term) is well separated from the magnetomotion 
term (1
st
 term) 
  ( , ) 4  { ( , ; )cos(2 ( , ; ))}m mS z f f k D z x t f t z x t    ,   (2.19) 
where {} is the FFT operation. It may be noted that the amplitude of displacement ( , ; )D z x t and 
the phase lag ( , ; )z x t  are spatially varying. Using the Fourier transform 
property  { ( ) ( )} ( )* ( )f t g t F G   , Eq. (2.19) can be shown to be  
 ( , )( , ) 4 [ { ( , ; )}*{ ( ) ( )} ]j z xm m mS z f f k D z x t f f f f e  
      . (2.20) 
Subsequently, a band-pass filter is applied to filter out the signal corresponding to the magnetic 
modulation as shown in the shaded region in the plot in Figure 2.6(d). The choice of the filter 
bandwidth is dependent on the desired spatial resolution and ideally should be chosen to preserve 
the spatial structures associated with { ( , ; )}D z x t . The well-known tradeoff between a narrower 
band-pass filter in the frequency domain (minimizes noise contributions from regions outside the 
modulation frequency) and broader spatial/time domain response (degradation in spatial 
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resolution) also needs to be considered. For a given desired resolution 
desiredR  in the spatial 
domain, the corresponding band-pass filter bandwidth 
BWf in the frequency domain should be 
chosen to be s
desired
BW
v
R
f
 where sv is the scanning velocity given by 
. s
s
d f
v
N
  and d is the 
scanning distance. Some other options include fixing the bandwidth BWf  (however, this will 
result in different resolutions for different modulation frequencies) or choosing a fractional 
bandwidth, i.e. higher modulation frequency and a broader bandwidth [77]. 
With the appropriate choice of the band-pass filter bandwidth, the signal can be 
represented as    
 ( , ; )4 [ { ( , ; )}* ( )]j z x tm mf ke D z x t f f 
    . (2.21) 
A complex analytical signal ( , ; )M z x t is obtained by performing an inverse Fourier transform to 
transform the signal back to the spatial/time domain 
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   


 (2.22) 
The magnitude of the band-pass filtered response (complex analytical signal) gives the envelope 
of the magnetomotive signal while the mechanical phase lag can be computed by measuring the 
instantaneous phase by the computation of the argument of the one-sided band-pass filtered 
magnetomotive response 
 
{ ( , ; )} ( , ; )
arg{ ( , ; )} 2 .m
abs M z x t C z x t
M z x t f t

 
 (2.23) 
The phase will be wrapped after every modulation cycle. The values of mechanical phase lag 
 can be estimated by finding the argument of the complex analytical signal at the beginning of 
each modulation cycle (this method requires an integer N number of A-scans per modulation 
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cycles while the resolution of the estimation is π/N). Alternatively, the mechanical phase lag can 
be estimated by multiplying the complex conjugate of the analytical form of the magnetomotive 
response with the Hilbert transform of the driving waveform and computing the angle (the signal 
should have zero mean before computing the Hilbert transform).  
Biological tissues might have a small diamagnetic response which can be filtered out by 
utilizing the mechanical phase lag information, and recognizing that the diamagnetic response 
would be in the opposite direction (π phase lag) from the applied magnetic field [16]. However, 
the mechanical phase lag filter should be applied with caution since the phase lag will also 
depend on the viscosity of the sample and the mechanical resonance frequencies. 
2.4 Magnetomotive imaging requirements  
Processing steps and the constraints imposed by the scan schemes were discussed in the previous 
sections. In this section, these requirements and their implications on magnetomotive imaging 
are discussed in more detail.  
2.4.1 Spatial oversampling 
One of the most critical requirements is the degree of spatial and temporal oversampling required 
for magnetomotive imaging, as was described in section 2.2. The acquired data must be 
sufficiently spatially oversampled such that the phase differences measured between consecutive 
A-scans are from the same spatial location. Under certain simplifying assumptions [78], the 
interferometric signal can be written as  
 ( , ; ) cos( ( , ; ) ( , ; ) )s m oI k x t A z x t z x t     , (2.24) 
where A is the amplitude, ( , ; )s z x t is the phase term due to properties of the sample, 
( , ; )m z x t is the phase term due to the magnetic modulation, and o is an arbitrary initial phase. 
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The phase term due to sample structure ( , ; )s z x t should be separated from the phase changes 
due to magnetic modulation ( , ; )m z x t . One way to evaluate the required amount of spatial 
oversampling is to take the transverse FFT of the measured spectra I(k,x;t). The bandwidth of 
( , ; )s z x t depends on the degree of spatial oversampling and how correlated the sample 
structures are as the beam is scanned over the sample. The higher the spatial oversampling, the 
narrower the bandwidth of ( , ; )s z x t , and for perfectly correlated sample structures, the 
bandwidth would approximate to a delta function. 
Figure 2.7 shows the lateral Fourier spectra I(k,f) of the data I(k,x;t) acquired with 
different amounts of spatial oversampling. The data shown in the top row was obtained with the 
magnetic field turned off and shows the dependency of the structural bandwidth with the amount 
of spatial oversampling. As expected, the structural bandwidth becomes narrower and finally 
approaches a delta function with an increase in spatial oversampling. The Fourier spectrum after 
applying a magnetic modulation frequency of 100 Hz is shown in the bottom row in Figure 2.7 
where the frequency components corresponding to the modulation frequency can be clearly seen. 
If the spatial oversampling is low, the magnetic modulation overlaps with the structural 
bandwidth while they are well separated at higher spatial oversampling. Higher harmonics can 
also be seen in the spectra which start appearing at large displacement amplitudes. These plots 
suggest that the modulation frequency and spatial oversampling should be chosen so that the 
structural and magnetic modulated parts of the spectra do not overlap, and the sampling rate 
should be high enough so that all higher harmonic frequencies are sufficiently sampled.    
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Figure 2.7: Spatial oversampling and modulation frequency. Data shown in the 
top row (a, b & c) corresponds to the magnetic field off, while a modulation 
frequency of 100 Hz is applied for the results shown in the bottom row (d, e & f). 
As the spatial oversampling increases, the bandwidth of the spatial structure 
decreases and becomes well separated from the magnetic modulation. 
 
In Figure 2.8(a), the effect of scan speed and the number of modulation cycles per transverse 
resolution element on the MM-OCT signal is shown. B-mode data over a lateral scan range of 
1.5 mm was acquired and the number of modulation cycles (Nc) within the imaging time window 
was varied by changing the number of A-scans (over a fixed lateral scan range) while keeping 
the sampling rate constant (Fs). This will increase both the spatial oversampling factor (c) and 
the number of modulation cycles (Nc) within the image. As mentioned previously, at least one 
modulation cycle per resolution element is highly desirable; however, as the plot suggests, 
increasing the number of modulation cycles per transverse resolution element increases the 
magnetomotive (MM) signal’s SNR as averaging over spatial locations having uniform motion 
can enhance the sensitivity [76]. It is also noted that at higher sampling rates (Fs), the MM-OCT 
signal level improves, which is possibly due to a reduction in the phase noise of the system at 
higher scan rates. 
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Figure 2.8: Effect of the scanning parameters on MM-signal levels. 
(a) MM-signal as a function of the increase in the temporal oversampling factor as 
the number of cycles increase. M-mode measurements were taken at a single 
spatial location. (b) MM-signal as the number of modulation cycles per resolution 
element is increased. B-mode images acquired with a lateral field-of-view 
of 1.5 mm. 
2.4.2 Temporal oversampling 
The dependency of the magnetomotive response on data acquired with different temporal 
oversampling factors (m) and number of modulation cycles (Nc) is shown in Figure 2.8(b). As 
expected, the MM-signal improves by increasing Nc while an increase in m improves the MM 
response up to the point where it is sufficiently sampled to prevent any phase wrapping 
problems. The choice of m should at the minimum satisfy the Nyquist criteria while m > 6 is 
desirable for optimal results [76]. However, a higher temporal oversampling factor may be 
needed if the displacements are large to prevent any phase wrapping problems, and for more 
accurate phase lag estimates.  
Phase wrapping occurs when the displacement amplitude due to magnetomotion is large 
enough such that the phase change   between successive samples is greater than π. Phase 
wrapping can be prevented if 2
z
k
t t t
  
 
  
which can be satisfied if the sampling rate is 
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chosen such that 
4
 s
z
f
t



, where  1sf t  . If the magnetic particles undergo sinusoidal 
displacement, i.e. sin(2 )mz D f t  , then the above criterion leads to  
8
 cos(2 )s m mf D f f t 

  
and the sampling rate should be 
8
 s mf D f

 . Phase wrapping manifests itself as distortion of 
the measured waveform resulting in the redistribution of energy to higher harmonics of the 
modulation frequencies, as shown in Figure 2.9. However, if excessive phase wrapping occurs, 
the Nyquist criterion will no longer be satisfied due to the higher order harmonics. Aliased 
frequencies would occur at the frequencies  ( ) | |a in sf N f Nf  , where N is the closest integer 
multiple of the ratio of the input signal (  inf ) to the sampling rate (  sf ), i.e.  /  in sf f .  
The data shown in Figure 2.9 was acquired with a modulating frequency of 100 Hz at a 
line scan rate of 995 A-lines per second. The MM-OCT image in the first column was acquired 
with a magnetic field strength of 200 Gauss. Its Fourier transform shows a strong component at 
the modulating frequency (i.e. 100 Hz) with signal strength of 10.7 dB. However, on increasing 
the magnetic field strength to 400 Gauss, excessive phase wrapping causes a decrease in the 
MM-OCT signal to 8.7 dB at the modulation frequency due to the redistribution of energy to the 
higher frequency bands. Furthermore, aliased frequency components can be seen in the 
zoomed-in region of the spectrum in Figure 2.9. If these components are within the band-pass 
filter region, a beating artifact will appear in the images as shown in the MM-OCT image for the 
phase-wrapped data in the second column. Phase wrapping problems can be avoided by 
acquiring data at a higher line scan rate, decreasing the magnetic field strength, or applying 
phase unwrapping algorithms [79].  
 36 
 
 
 
Figure 2.9: Phase wrapping artifacts seen in MM-OCT images. (a) Data without 
any phase wrapping and (b) with phase wrapping. (c) The zoomed-in region from 
Fourier transform plot in (b) showing peaks appearing due to frequency aliasing. 
These peaks can cause beating artifacts if they lie within the bandpass filter.       
 
Artifacts can also be caused by synchronization errors (between image acquisition and magnetic 
field modulation), an example of which is shown in Figure 2.10. An accurate estimation of the 
phase lag between the modulating waveform and the tissue response is required for the 
mechanical phase lag filter as previously mentioned. However, sometimes synchronization errors 
can cause a small mismatch between the generated and response frequency, resulting in the 
amplitude modulation of the magnetomotive signal by a beating signal (frequency equivalent to 
the frequency mismatch). However, this artifact can be easily corrected in post-processing. 
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Figure 2.10: Beating artifacts due to incorrect estimation of the phase lag. 
2.4.3 Choice of modulation frequency 
The mechanical properties of the sample and the OCT imaging parameters govern the operating 
frequency regime and the optimum number of modulation cycles required during MM-OCT 
imaging. The choice of the modulation frequency fB is dependent upon the tissue geometry and 
viscoelastic properties, and it is preferable to operate near the mechanical resonance frequency of 
the sample to attain the maximum sensitivity of the MM response. The biological soft tissues of 
interest have low Young’s moduli (E = 0.1–1000 kPa) and generally have mechanical resonant 
frequencies less than 1 kHz [28, 80]. On the other hand, alternating magnetic fields of higher 
frequencies (> 10 kHz) should be avoided for imaging purposes as they can induce hyperthermia 
due to heating of the magnetic particles [81]. The choice of frequency will also impact the data 
acquisition speed as more time would be required to acquire a certain number of modulation 
cycles within an image. Moreover, higher frequencies attenuate much faster than lower 
frequencies, and hence might be less susceptible to artifacts due to reflections coming from the 
boundaries. 
2.4.4 Dynamic range  
The dynamic range of the measured MM-signal in phase-resolved methods depends on the 
minimum and maximum phase changes that can be reliably measured. The minimum value 
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depends on the phase noise of the system while the maximum value depends on the 
phase-wrapping as described in the previous section.  
The minimum detectable phase difference is fundamentally limited by the SNR of the 
measurements. The variance of the phase ϕ is given by 2
1
2( )SNR
  . However, as the phase 
differences (i.e. requiring two phase measurements) are measured, the standard deviation of the 
phase difference is given by 2
1
2
SNR
     . The above phase sensitivity would be in the 
case of no lateral scanning (i.e. M-mode scanning).  However, when the beam is scanned over 
the sample there would be additional phase scanning due to the change in sample structure which 
is given by 2
4
(1 exp( 2 )))
3
x c

     where c is the spatial oversampling factor (number of   
A-lines per resolution element). The overall phase noise can be written as  
2 2
phase x      [82].  
2.4.5 Spatial resolution  
If the mechanical considerations (i.e. mechanical coupling, sample viscoelastic properties etc.) 
are neglected, then the lateral resolution in MM-OCT depends upon a number of factors such 
as (a) OCT imaging system resolution, (b) scanning distance during one modulation cycle, 
and (c) band-pass filter characteristics. The scanning distance of the optical beam during one 
modulation cycle also determines the transverse resolution [16, 68]. This can be expressed 
as . smm
B
f d
R m dx
f N
  where m is the temporal oversampling and dx is the scanning distance for a 
single A-scan given by d/N, where d is the total lateral scan range and N is the number of 
A-scans covering a lateral distance d. 
 39 
 
 
2.4.6 Influence of viscoelastic properties   
Magnetic particles in tissues/phantoms are known to provide a stiffness-dependent 
magnetomotive response that depends upon the elastic restoring force provided by the 
surrounding tissue. In samples that have low elasticity (such as fluids), this elastic restoring force 
will be either weak or non-existent, and hence the magnetomotive response will be relatively 
weak. On the other hand, if the material is very stiff, the displacements will be less than the 
displacement sensitivity of the system (< 10 nm) resulting in a low magnetomotive signal [83]. 
This implies that quantifying the concentration of magnetic particles based on the 
magnetomotion would require a priori knowledge of the tissue mechanical properties.  
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3 MAGNETOMOTIVE CONTRAST USING MICROSPHERES  
In magnetomotive optical coherence tomography (MM-OCT), dynamic contrast is generated by 
utilizing the nanoscale displacements of magnetic nano/micro particles induced by an external 
magnetic field. By modifying these magnetic agents to target specific molecules and cellular 
receptors, molecular-specific contrast can be generated in OCT. In this chapter, an example of 
molecularly-sensitive contrast using targeted multifunctional magnetic microspheres is shown by 
encapsulating MNPs and Nile red inside the core of oil-filled microspheres. These microspheres 
were functionalized with an RGD-peptide sequence to target the αvβ3 integrin receptor for the 
localization of atherosclerotic lesions. The work described in this chapter uses the scanning 
schemes and signal processing methods described in Chapter 2. Some of the contents of this 
chapter have been taken from already published work [64, 84] and the help from all the 
co-authors is gratefully acknowledged. 
3.1 Protein-shell microspheres 
A single MNP would not induce measureable displacements due to its small size; however, the 
combined effect of closely spaced MNPs can induce large tissue displacements. The minimum 
concentration of MNPs needed would depend on the magnetic field characteristics of the coil, 
magnetic properties of the MNPs, the displacement sensitivity of the measurement system and 
the mechanical and magnetic properties of the surrounding MNP-laden area. The magnetomotive 
force on the magnetic particles can be increased by increasing the size of the particles. However, 
larger sized particles might not retain their superparamagnetic properties. An alternative to using 
micron size beads is packing together a number of MNPs inside larger sized carriers. An 
example of this is protein-shell microspheres (MSs) where large concentrations of MNPs are 
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incorporated within the core, as shown in Figure 3.1  [64, 85, 86]. These MSs are relatively 
larger in size (~1 - 5 µm), and hence are blood pool agents which tend to remain in the 
vasculature. A significant advantage of MSs is that their large core size allows the incorporation 
of a variety of imaging agents and drugs, and these are more easily influenced by magnetic fields 
due to a large concentration of MNPs within the core [64, 85, 86]. 
 
Figure 3.1: Microsphere (MS) with a core-shell structure where the core consists 
of suspension of MNPs in vegetable oil. Representative scanning electron 
microscopy (SEM) and transmission electron microscopy (TEM) images of the 
microspheres and MNPs are shown. 
 
The preparation protocol of these MSs has been described previously in several 
publications [85, 86]. Briefly, these protein-shell MSs are made through the use of 
high-frequency ultrasound. The vegetable oil solution consisting of an oil-dye-hydrophobic MNP 
suspension and the BSA protein is put inside a glass vile and the tip of the titanium horn is 
placed at the oil / protein interface. After the application of high intensity ultrasound through a 
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titanium horn, emulsification and protein aggregation occur at the oil/water interface, which 
cross-links the proteins to form a shell around the vegetable oil solution, forming microspheres.  
3.2 Magnetomotive signals from MSs 
The addition of MSs inside the sample would increase the scattering in the OCT signal as these 
have a vegetable oil core with a refractive index ~ 1.47. However as the background scattering of 
the sample increases, it becomes increasingly difficult to distinguish the MSs from the baseline 
scattering and additional contrast generation using magnetomotion can be valuable. Figure 3.2 
shows results using a tissue mimicking phantom prepared with 0.5 % agarose gel having TiO2 as 
the scattering particles. In Figure 3.2(a), a sample with low concentration (0.25 mg/ml) of TiO2 
is shown and when MSs are added in the solution, the increase in optical scattering is clearly 
visible in the OCT structural image. However, if the concentration of TiO2 is 
increased (4 mg/ml), then the change in optical contrast with the addition of MS is not 
immediately apparent and additional contrast using magnetomotion can be used to distinguish 
between the sample that contains MS and the one without as shown in Figure 3.2(b) and 
Figure 3.2(c).  In Figure 3.2(c) the solution was heated and sonicated so that the TiO2 scatterers 
are more thoroughly dissolved in the agar solution while a lower concentration (20 l/ml) of MS 
was used to make the sample with and without MSs have similar optical scattering properties. In 
the MM-OCT results in Figure 3.2(c) the contrast enhancement (> 1dB) using magnetomotion 
can be clearly seen even at these low MS concentrations.  
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Figure 3.2: Contrast enhancement with microspheres. OCT structural and 
MM-OCT images of samples with and without the addition of microspheres and 
having  (a) low background scattering, (b) high background scattering, and 
(c) high background scattering with low concentration of MSs. The solution was 
vigorously sonicated and heated to more thoroughly dissolve the TiO2.The data 
was taken with a 1300 nm OCT system. 
 
In these protein-shell MSs magnetic nanoparticles can be encapsulated within the 
vegetable oil core. MM-OCT using MNP filled MSs can generate contrast either by the 
movement of the MNPs within the core of the MSs, and/or the bulk movement of the MSs 
themselves. Experiments with tissue mimicking agarose phantoms were performed to explore the 
MM contrast generating mechanisms using these MSs. The concentration of the MSs in the 
phantoms was kept constant while the stiffness of the surrounding gel was changed by varying 
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the concentration of agarose in distilled water. The range of stiffness varied between 4 kPa 
and 52 kPa, as measured by a spherical indentation measurement device (model TA.XT Plus 
Texture Analyzer, Texture Technologies Corp., Algonquin, IL). MM-OCT imaging was 
performed at 100 Hz with a scan rate of 1000 A-scans/sec and a magnetic field strength of 
approximately 400 Gauss. Figure 3.3 shows the response of these MSs in different media of 
differing stiffness. The stiffness-dependent change in the MM-OCT signal seen suggests that an 
elastic restoring force from the sample is required for higher MM contrast. Furthermore, the 
decrease of MM-signal at higher stiffness indicates that the bulk movement of the MSs is 
necessary for a strong MM response. The small MM-signal (relative to the control) in the stiffer 
samples suggests that the movement of the MNPs inside the core (without moving the MS) by 
itself is not sufficient enough to generate MM contrast.  In order to further validate this 
hypothesis, MNPs were mixed in vegetable oil and it was seen that the response was weak, 
indicating that the weak elastic restoring force provided by the oil and the low scattering 
generated by the MNP is not sufficient to generate a strong MM response. These results support 
the hypothesis that the main contribution of the magnetomotive signal is from the bulk 
movement of the MSs rather than the small fluctuations from the MNPs within the core. These 
results also suggest that when using MSs, it is not possible to estimate the concentration without 
a priori knowledge of the tissue mechanical properties. Some further observations can be made 
from the data shown in Figure 3.3. The mechanical coupling and viscoelastic properties of the 
samples have a strong influence on the resolution and penetration depth seen in the MMOCT 
images. In the stiffer samples, a more localized response can be seen, while in the softer samples, 
the movement of the MSs displaces the surrounding tissue, decreasing the mechanical resolution 
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of the MM response. In the subsequent chapters, the role of mechanical environment on the MM 
dynamics will be further explored for elastography purposes. 
 
Figure 3.3: The change in MM-OCT signal as the stiffness of the surrounding 
material changes. (a) Structural OCT images and the (b) corresponding MM-OCT 
images. (c) The zoomed-regions showing individual/cluster of MSs extracted 
from the structural OCT images. (d) FFT of the phase differences computed from 
the zoomed-regions indicating the strength of the MM-signal at the applied 
modulation frequency of 100 Hz. The shaded region shows the band-pass filtered 
region corresponding to the modulation frequency. (e) The MM-OCT signal 
levels as the stiffness of the medium changes. The star refers to the MM-signal 
from a sample prepared by embedding MSs in epoxy.  
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3.3 Magnetomotive contrast for the assessment of atherosclerotic lesions 
Atherosclerosis is caused due to the narrowing and hardening of the arteries due to plaque 
buildup [87]. In its early stages it is characterized by the formation of fatty streaks, which are 
formed due to the accumulation of cholesterol-filled macrophages called foam cells. In its more 
advanced stages, there is the formation of lipid cores and a fibrous cap due to the accumulation 
of smooth muscle cells. These atherosclerotic lesions are known to overexpress integrin 
receptors such as αvβ3, which are transmembrane proteins [88]. 
The protein microspheres were functionalized with RGD to target the αvβ3 integrin 
overexpressed in atherosclerotic lesions. These microspheres were loaded with MNPs and a 
fluorescence dye, enabling multimodal imaging using MM-OCT and fluorescence imaging. The 
schematic of the MSs and the size distribution measured with a Coulter counter are shown in 
Figure 3.4 where the size of the MSs ranged from 1-5 m.  
 
Figure 3.4: (a) Schematic of the RGD functionalized microspheres. (b) Coulter 
counter measurements of the concentration and size distribution of the 
microspheres. 
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An atherosclerotic rabbit model was used to demonstrate targeting of functionalized 
microspheres by perfusing ex vivo aortas in a custom designed flow chamber at physiologically 
relevant pulsatile flow rates. New Zealand white rabbits were fed a high-cholesterol diet for a 
period of 6-8 weeks. In the representative image of an extracted aorta segment in Figure 3.5, the 
branch openings and the fatty streaks that have been developed over the lumen of the aorta can 
be seen. The presence of the fatty streaks was confirmed with Oil Red O staining which stains 
the fat-containing regions.   
 
Figure 3.5: Rabbit aorta segment where the branch openings and the fatty streaks 
can be seen. Oil Red O staining in the histology images confirms the presence of 
fatty streaks containing a lipid core. 
 
After sacrificing the rabbits, the aortas were dissected out, and each aorta was divided 
into three segments. One segment was perfused with the RGD-functionalized microspheres, the 
second segment was used for the non-targeted microspheres, and the third segment was used as a 
control by only perfusing with PBS. To mimic in vivo flow conditions, a custom-designed and 
constructed flow chamber was developed (Figure 3.6). The flow chamber consisted of a 
Plexiglas water bath containing extra luminal fluid. Each aorta segment was mounted between 
the plastic inlet and outlet tubes inside the chamber, while a pulsatile high-pressure blood pump 
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designed to replicate the in vivo conditions in a rabbit was connected to circulate the 
microspheres through the aorta segment. The temperature and pressure were continuously 
monitored while perfusing the microspheres. Approximately 10
9
 microspheres mixed in 250 ml 
of PBS (corresponding to the rabbit blood volume) were perfused and circulated at a rate 
of 150 beats/min using the pulsatile pump. The systolic and diastolic pressures were maintained 
at 150 mmHg and 70 mmHg, respectively, and the temperatures of the luminal and extra-luminal 
fluid were maintained at 37 
o
C. Manganese (2 mM) was also added in the circulating solution to 
activate the integrin binding sites on the early fatty streaks and atherosclerotic plaques. 
 
Figure 3.6: Custom designed flow chamber. 
 
Based on the visual appearance of the early-stage fatty streaks, several different imaging sites on 
each aorta were chosen for imaging. MM-OCT images were taken using an 800 nm 
spectral-domain OCT system. A line scan rate of 1k A-lines/sec at a modulation frequency 
of 100 Hz was used to acquire the data. The results in Figure 3.7 show that there was a strong 
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MM-OCT signal localized over the fatty streaks from the aorta segment perfused with targeted 
microspheres, compared to the fatty streaks imaged in the non-targeted and control aortas. 
However, a weak MM-OCT signal was seen over the fatty streaks when using the non-targeted 
microspheres, which is likely due to the presence of non-specific binding of the microspheres. 
However, this MM-OCT signal was significantly weaker than when using targeted microspheres. 
 
Figure 3.7: MM-OCT images for the targeted, non-targeted and control cases. 
Structural OCT image is shown in the red channel while MM-OCT signal is 
shown in green channel. MM-OCT images were taken from the colored regions 
shown in the top row images. 
 
The statistics in Figure 3.8 show that there was a significantly stronger MM-OCT 
signal (3.30 ± 1.73 dB) localized over the early-stage fatty streaks from the aorta segment 
perfused with targeted MSs, compared with the early-stage fatty streaks and plaques imaged in 
the non-targeted MSs (1.18 ± 0.94 dB) and control (0.78 ± 0.41 dB) aortas. The MM-OCT signal 
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in the targeted MSs group was statistically significant and higher (p < 0.001) than the MM-OCT 
signal in the non-targeted and control groups. 
 
Figure 3.8: Statistical analysis of the MM-OCT signal. 
3.4 Discussion 
In this chapter, successful targeting of the MSs to the plaques and the ability of MM-OCT to 
detect the presence of MSs at the diseased site has been demonstrated. The challenges associated 
with the toxicity, bio-distribution, and non-specific binding of these MSs are still open questions. 
However, from an engineering/processing perspective, several issues were evident from this 
study. For instance, Figure 3.9(a) shows rabbit aorta specimens perfused with MSs that were 
targeted to the plaques on the tissue surface [64]. These MSs are large in size, and hence should 
not be able to penetrate/diffuse through the tissue surface.  However, the magnetomotive signal 
appears throughout the imaged depth (structural OCT image shown in the red channel while 
MM-OCT signal is shown in green channel). It is hypothesized that these artifacts are due to 
mechanical coupling and the movement of the MSs, which potentially induces surface 
displacements that can corrupt the phase throughout the depth.  
The spatial extent of magnetomotion has important implications for both contrast 
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enhancement and magnetomotive elastography measurements. A number of artifacts can 
influence this ‘spatial extent’, as will be discussed in this section. The magnetomotive signal is 
obtained by measuring the magnetomotive induced displacements of the specimen of interest by 
phase-resolved processing of the acquired OCT signal. Essentially anything (tissue structure, 
system and environmental noise, MNPs) moving at the modulating frequency is detected as a 
valid signal, which can give rise to artifacts and false signals in the images. These artifacts can 
originate from (a) optical path length changes induced by surface variations, (b) mechanical 
coupling between the magnetic particle containing regions and the surrounding medium, (c) 
inherent tissue/sample diamagnetism, and (d) signal processing artifacts, to name a few.  
 
 
Figure 3.9:  (a) Structural OCT (left) and MM-OCT (right) images of rabbit aorta 
perfused with targeted MSs. (b-d) Sample with a top phantom made from 
silicone-PDMS containing MNPs on a cover slip and a control phantom (No 
MNPs) placed underneath, with an air gap between. (b) OCT structural image. 
(c) MM-OCT with small induced displacements. A control phantom (data not 
shown) shows no magnetomotive signal. (d) MM-OCT with large displacements. 
These large displacements induce surface variations that are causing a 
magnetomotive signal to appear in the control phantom (even though they are not 
mechanically coupled with one another). 
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To understand these artifacts in more detail, experiments were performed to study how the phase 
detected by the deeper layers within the sample is impacted by the optical path length changes 
induced by surface variations and upper layers. For this purpose, a thin layer of silicon 
containing TiO2 and MNPs was fabricated on top of a cover slip as shown in Figure 3.9(b). 
Another control phantom with no MNPs was placed beneath the cover slip with an air gap in 
between so that there was no physical contact with the sample containing MNPs. This ensured 
that the results were not influenced by mechanical coupling between the MNP and the control 
(without MNPs) sample. In Figure 3.9(c) an MM-OCT image was acquired by applying a 
modulating frequency of 100 Hz. Ideally, only the phantom containing the MNPs should give a 
magnetomotive signal (MM-OCT signal shown in green channel). However, a magnetomotive 
signal is also seen from the coverslip (cover slip and phantom are mechanically coupled) while 
the scattering medium under the air gap shows no magnetomotive signal (no mechanical 
coupling between the top and bottom phantom). When large displacements were induced in the 
MNP containing phantom by embedding a steel rod (~200 micron diameter; not shown in the 
image) within the upper phantom, a magnetomotive signal was detected from the bottom control 
phantom as shown in Figure 3.9(d). In this case, the large displacement induces surface 
variations in the top phantom. Since the phase measured in MM-OCT at a given depth is based 
on the cumulative optical path length difference between the reference arm and the given depth 
within the specimen, these variations can influence the displacements measurements at the 
deeper layers as shown by the high magnetomotive signal in the control phantom in 
Figure 3.9(d). Optical path length changes of a similar nature can also be caused by non-uniform 
surfaces and sample tilt, which can influence the phase changes at underlying depths, giving rise 
to false signals [54]. 
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Another consideration using MS filled with MNPs is the influence the magnetic 
interactions of MNPs have on the magnetic properties of the MS. At low MNP concentrations, 
when the interactions between MNPs are very weak, nanoparticle assemblies exhibit 
superparamagnetic behavior. However, as the MNP concentration increases the inter-particle 
interactions become more relevant and the superparamagnetic behavior of the MNP assemblies is 
modified. Several excellent reviews have discussed these physical mechanisms [89-91]. Several 
groups have shown that MNPs tend to form chains in an external magnetic field especially in an 
environment in which they are free to move such as in a liquid [92]. In most cases, however, the 
particles would be randomly distributed and based on the strength of the interactions several 
phase states have been identified by researchers. At sufficiently low concentration when the 
interactions can be negligible the MNP assemblies exhibit superparamagnetic behavior. As the 
interaction strength increases the MNPs show properties similar to a spin-glass phase (the 
magnetic moments are not aligned in a regular pattern) and at even higher interaction state they 
form a superferromagnetic state [93-95]. The concentrations at which these transitions occur is 
dependent on several factors such as the size, shape, surface coating and magnetic properties of 
the MNPs and further experiments need to be performed using these MS to establish at what 
extent the interactions of the MNPs inside the core influence the magnetic properties of the MS. 
Another limitation in this study was the MM-OCT image acquisition time, where each 
cross-sectional image MM-OCT required ~ 8 seconds to acquire (4 sec with magnetic field on 
and 4 sec with the magnetic field turned off), and to prevent heating of the electromagnetic coil, 
waiting times of a few seconds were given between consecutive data acquisitions. Hence, to 
minimize drying of the ex vivo aorta samples, only a few cross-sectional MM-OCT scans were 
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performed at any given location. To resolve this limitation, a faster way to acquire 3-D 
MM-OCT volumes was developed and is described in the next chapter (Chapter 4) of this thesis.  
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4 TOWARDS FASTER 3-D MM-OCT ACQUISITION  
In this chapter, an order-of-magnitude improvement in the acquisition of a 3-D MM-OCT dataset 
is demonstrated using a modified scanning scheme. This is achieved by acquiring a volumetric 
scan at the maximum camera line-scan rate while applying the magnetic modulation cycles along 
the slow-scanning axis. Furthermore, this volumetric scan scheme can be combined with other 
phase modulation techniques, such as full-range OCT, by applying a linear-phase modulation 
along the orthogonal-scan axis, which allows the decoupling of the fast-axis modulation from the 
slow-axis modulation. 
4.1 Introduction 
The availability of fast OCT systems has allowed 3-D datasets to be routinely acquired, which is 
especially beneficial for in vivo measurements or in clinical environments where rapid scanning 
over large tissue volumes can have numerous benefits. However, in techniques such as dynamic 
optical coherence elastography (OCE) [68, 77, 96] and MM-OCT [15, 16] where dynamic 
excitation in the form of sinusoidal waveforms is utilized, the acquisition time is limited by the 
number of modulation cycles within the B-mode (cross-sectional) image. Acquiring several 
B-mode images for constructing a 3-D dataset therefore results in a prohibitively large 
acquisition time. For example, in a previous study, 5 minutes were required to acquire a 3-D 
elastogram of in vivo human skin [96].  This is more problematic in MM-OCT, which typically 
uses an electromagnetic coil to perturb the magnetic particles within the specimen. The 
continuous operation of the coil requires several seconds of waiting time (coil turned off to 
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prevent heating of the coil) before acquisition of subsequent frames, which further increases the 
acquisition time.  
4.2 Image acquisition time  
Constructing a magnetomotive image using dynamic modulation requires a careful choice of 
parameters such as the required spatial and temporal oversampling factors and modulation 
frequency as mentioned in Chapter 2. These factors will govern the magnetomotive image 
quality and transverse spatial resolution (neglecting other forms of degradations due to 
mechanical coupling, processing artifacts, etc.). For harmonic modulation, the theoretical lateral 
resolution depends on the number of cycles of the modulating frequency that can be incorporated 
within a given scan range. Ideally, the time period for the modulation cycle must be less than the 
imaging time of the transverse resolution element of OCT system (∆x). In addition, a high degree 
of spatial oversampling is required to ensure the separation of the structural image from the 
magnetomotive signal while high temporal sampling ensures sufficient sampling of the 
modulation frequency and prevents phase wrapping problems. These requirements impose 
constraints on the camera line scan rate (fs), modulation frequency (fB), field-of-view (x), and the 
imaging time, and can be expressed as B s Bmf f cf   where m is the temporal oversampling 
factor (m = 2 for Nyquist criteria) and c is defined as the spatial oversampling factor given 
by 
xN
c
x

 with N being the number of A-scans within a cross-sectional image [16]. One 
potential solution to this limitation is to acquire multiple B-mode frames within one modulation 
cycle and perform inter-frame magnetomotive processing, which will be the focus of this 
chapter.  
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The upper constraint given by s Bf cf prevents the use of high sampling rates (which is 
equivalent to the line-scan rate in the scheme shown in Figure 4.1(a)). The choice of the 
magnetic modulation frequency fB is dependent upon the tissue viscoelastic properties and is 
generally less than 1 kHz for biological tissues of interest [83]. As fB is generally fixed for a 
given sample, higher line-scan rates can only be used by either excessive spatial oversampling, 
reducing the field-of-view
fovx , or decreasing the number of modulation cycles within the 
imaging time window. For a typical modulation frequency of 100 Hz, 
fovx = 2.5 mm, ∆x = 16 m 
and N = 4000, the corresponding line-scan rate fs has the limits 200 2560sf   Hz which is 
much less than the capabilities of current OCT systems which can have line-scan rates of up to 
several hundred thousand A-scans per second [97].  
 
Figure 4.1: Scanning scheme used in (a) Conventional B-mode MM-OCT, where 
Nc is the number of modulation cycles that are acquired per fast axis frame. 
Before the acquisition of the next frame a certain wait time (highlighted in blue) is 
given for cooling of the coil. During this wait time a fast axis frame with the 
magnetic field off can also be acquired. (b) Volumetric MM-OCT, where a 
number of fast axis frames are acquired per modulation cycle, resulting in an 
order-of-magnitude increase in MM-OCT data acquisition.  
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4.3 Methods 
A more optimal scanning scheme with substantially reduced imaging time can be devised as 
shown in Figure 4.1(b), which leverages the fast line-scan rates possible by current generation 
OCT systems. This scan scheme requires the electromagnetic coil to have sufficient magnetic 
field strength to cover the entire imaged tissue volume. In this scheme, the harmonic modulation 
is applied along the slow-time axis while a number of fast-axis frames are acquired per 
modulation cycle, resulting in an order-of-magnitude decrease in MM-OCT data acquisition 
time. The data processing for the volumetric MM-OCT is similar to that described in Chapter 2 
with the main difference being that the phase differences are now computed between successive 
fast-axis frames rather than successive A-scans. 
Figure 4.2 shows the setup for volumetric MM-OCT.  A 1310 nm spectral-domain OCT 
system with a superluminescent diode (LS2000B, Thorlabs) having a bandwidth of 170 nm was 
used as the light source. The measured axial and transverse resolutions (full width at half max) of 
the system were 6 m and 16 m, respectively. A 1024-pixel InGaAs line-scan camera 
(SU-LDH2, Goodrich) operating at a line scan rate of 92 kHz was used in the spectrometer with 
an optical imaging depth of 2.2 mm. The phase noise of the system measured with a static 
sample placed in the sample arm was ~180 milli-radians along the slow axis 
and ~ 20 milli-radians along the fast axis. A solenoid coil was placed in the sample arm for 
magnetic modulation. The magnetic field strength generated by the coil was measured to be 
approximately 150 Gauss at a distance of ~ 1 cm away from the coil. A mirror mounted 
galvanometer was placed in the reference arm for the full-range modulation while the waveforms 
shown in Figure 4.2(b) were used for driving the system.  
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In order to show the merits of the proposed technique, samples were prepared with the 
magnetic particles present in a localized region within a 3-D field-of-view imaged using OCT. 
Tissue mimicking phantoms were prepared by mixing PDMS fluid with the curing agent RTVA 
and cross linker RTVB (with the ratios 100:10:1, PDMS:RTVA:RTVB). Titanium dioxide 
scattering particles (size < 5 m, 0.5 mg/ml) were added to the mixture to increase the optical 
scattering and the solution was sonicated for 1 hour. A small amount of microspheres (25 L/ml) 
that contained magnetic nanoparticles (Fe3O4, size 50-100 nm) [64] were then added, and 
subsequently, the mixture was left in the oven for 8 hours at 80 
o
C for curing.  
 
Figure 4.2: Spectral-domain full-range volumetric MM-OCT. (a) Experimental 
setup. The beam is incident on the mirror at an offset from the galvo pivot in the 
reference arm, providing the phase modulation along the fast axis for full-range 
imaging. The electromagnetic coil in the sample arm is driven by a sinusoidal 
signal to provide the magnetic modulation. (b) The driving waveforms for 
full-range volumetric MM-OCT operation. 
4.4 Volumetric MM-OCT 
Volumetric MM-OCT datasets using tissue-mimicking phantoms and human adipose tissue are 
shown in Figure 4.3. These datasets were acquired using a maximum camera line-scan rate 
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of 92 kHz at 300 frames per second (fps) using the modified scan scheme shown in 
Figure 4.1(b). The magnetic modulation frequency of 50 Hz was applied, giving a temporal 
oversampling factor of 6. The lateral pixel dimensions were 256 and 2048 along the fast and 
slow axes, respectively, with a total volume acquisition time of ~7 sec, which corresponds to 340 
modulation cycles. The same dataset, if acquired with the traditional MM-OCT scan scheme 
(Figure 4.1(a)), would have required ~30 minutes (excluding the time it would require for the 
coil to cool down during imaging). Hence, our results demonstrate a significant 
reduction (~250 times) in the acquisition time. Figure 4.3(a) and (b) show volume-rendered 
datasets of a PDMS-based phantom acquired over a transverse field-of-view 
of 3.2 mm x 3.2 mm. Standard OCT processing was performed to obtain the dataset shown in 
Figure 4.3(a), where a corner cut through the volume shows the microsphere inclusion within the 
sample. The presence of the magnetic microsphere inclusion is clearly revealed after MM-OCT 
processing in Figure 4.3(b), where only the region that corresponds to the presence of 
microspheres gives a strong MM-OCT signal within the PDMS phantom. The MM-OCT volume 
in Figure 4.3(b) was obtained by further processing the OCT dataset by calculating phase 
differences between adjacent A-scans along the slow axis frames and filtering the signal 
corresponding to the magnetic modulation frequency of 50 Hz. Subsequently, a 2-D median 
filtering operation was done on each frame to remove any residual noise.  
In Figure 4.3(c) and (d) an ex vivo human adipose tissue dataset containing an artificially 
embedded inclusion mimicking the presence of a tumor within the normal tissue is shown. The 
inclusion was cut from a PDMS-based phantom containing a relatively high concentration of 
magnetic nanoparticles (2 mg/ml) and having a stiffness of ~10 kPa. Figure 4.3(c) shows the 
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OCT processed volume rendered dataset while Figure 4.3(d) shows the MM-OCT processed 
dataset that clearly shows that only the tumor mimicking region gives an MM-OCT signal. 
 
Figure 4.3: Volumetric MM-OCT results. (a) Volume-rendered OCT processed 
dataset of a PDMS-based phantom. The dimensions of the volume are 
3.2 mm x 3.2 mm x 2.2 mm. (b) Volume rendered MM-OCT processed dataset 
showing the presence of magnetic microspheres. (c) Volume-rendered OCT 
processed dataset (2 mm x 2 mm x 2.2 mm) of human adipose tissue with an 
embedded tumor mimicking PDMS-based inclusion. (d) Volume-rendered 
MM-OCT dataset with the inclusion giving the MM-OCT signal.   
4.5 Volumetric MM-OCT combined with full-range OCT 
Next, the volumetric MM-OCT is combined with full-range OCT by modulating a galvanometer 
mounted mirror in the reference arm. The full-range OCT operation removes the conjugate 
image in spectral domain OCT systems, enabling the utilization of the full imaging depth 
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allowed by the spectrometer. Higher sensitivity can also be achieved by placing the sample near 
the zero optical path length (OPL). The axial motion of the particles due to magnetic modulation 
can degrade the full-range reconstruction [98].  
 
Figure 4.4: Full-range volumetric OCT. (a) Processing steps. (b) Lateral Fourier 
transform of the fast axis frame showing the shift in frequency due to the 
linear-phase modulation along the fast axis. The highlighted region corresponds to 
the band-pass filter bandwidth. (c) Lateral Fourier transform of the phase 
differences along the slow axis showing the peak corresponding to the magnetic 
modulation frequency. The highlighted region corresponds to the band-pass filter 
bandwidth. 
 
In these experiments, the sinusoidal modulation was applied along the slow-axis for the 
magnetomotive signal and linear-phase modulation along the fast-axis for the full-range 
operation [78, 99].  As only a fraction of the magnetic modulation cycle is completed during 
each fast-axis frame acquisition, the two modulations do not significantly influence one another. 
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The flow chart for this processing is shown in Figure 4.4(a). After background subtraction and 
resampling of the raw spectrum, the full-range processing steps of the lateral Fourier transform 
(FFT), band-pass filtering, and inverse FFT are each performed for the fast-axis frames followed 
by a FFT along wavenumber (k) for reconstructing full-range OCT. Subsequently, the 
magnetomotive processing is applied to all the slow-axis frames as outlined in Figure 4.4(a). 
Figure 4.4(b) shows the typical spectrum obtained after a lateral FFT is applied along the 
fast-axis (x-direction) in full-range processing, while the plot in Figure 4.4(c) shows the 
magnetomotive response by taking the FFT of the phase differences of adjacent A-scans along 
the slow-axis. The dashed lines highlight the regions that are band-pass filtered. 
Figure 4.5 shows the results of volumetric MM-OCT data acquisition combined with the 
full-range OCT, which enables a total optical imaging depth of 4.4 mm (in practice the imaging 
depth range is limited by the scattering properties of the sample). In Figure 4.5(a), a 
cross-sectional plane of a PDMS phantom containing an inclusion of magnetic microspheres is 
shown. In spectral domain OCT systems the roll-off of the spectrometer decreases the sensitivity 
away from the zero OPL. Hence, the inclusion containing microspheres can be only faintly seen 
at an optical distance of approximately 1.8 mm beneath the top surface. If the phantom is placed 
close to zero optical path length (OPL) the conjugate image overlaps with the original image as 
shown in Figure 4.5(b). After applying the full-range operation the conjugate image is removed, 
and the microsphere inclusion can now be clearly seen in Figure 4.5. The lateral pixel 
dimensions in this dataset were 512 and 2048 along the fast and slow axis, respectively, over a 
of 2 mm x 2 mm field-of-view. This dataset was acquired with an effective frame rate of 150 fps 
with an acquisition time of ~13.5 sec. Figure 4.5(d) shows the full-range volumetric MM-OCT 
where, as expected, only the magnetic microspheres generate a signal. The banding artifact seen 
 64 
 
 
in this cross-sectional image is most likely due to aliasing caused by the low temporal sampling. 
Figure 4.5(e) shows a volume rendered dataset which clearly shows the presence of the 
microsphere inclusions within the OCT volume.  
 
Figure 4.5: Full-range volumetric results of a PDMS-based phantom with 
magnetic microspheres. (a) Cross-sectional image of a standard OCT scan without 
the phase modulation for full-range OCT. (b) Cross-sectional image of the data 
acquired with the phantom placed near the zero OPL without the full-range 
processing. (c) Full-range processed OCT dataset where the conjugate image has 
been removed. (d) Full-range processed MM-OCT dataset. (e) Volume-rendered 
full-range MM-OCT dataset. The artifact due to the DC values at zero OPL was 
cropped for better visualization in the MM-OCT datasets.  
4.6 Discussion  
In this chapter, an improvement of greater than two orders-of-magnitude in the data acquisition 
speed for 3-D MM-OCT is demonstrated and then combined with full-range OCT enabled the 
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measurements over a large imaging depth. This volumetric scan scheme relies on the 
electromagnetic coil to provide sufficient magnetic field strength over the entire tissue volume 
scanned with OCT. For better spatial localization it might be desirable to use a focused magnetic 
field that can excite tissue regions smaller than the OCT imaging volume. However, designing 
highly spatially focused magnetic fields with sufficient strength is challenging, especially given 
the typically small OCT fields-of-view.  
In volumetric MM-OCT, the temporal sampling rate along the slow-axis is dependent on 
the frame rate of the system. Hence, a tradeoff exists between spatial sampling along the fast axis 
and the achievable system frame rate. The relatively low temporal sampling rate would make this 
technique more susceptible to phase-wrapping problems, limiting the dynamic range of the 
MM-OCT measurements. However, phase wrapping can be avoided by decreasing the voltage on 
the coil, increasing the distance between the coil and the sample, or by employing 
phase-unwrapping algorithms [79]. This technique would substantially benefit from higher 
A-scan rates, which would allow the acquisition of large fields-of-view with both high spatial 
and temporal sampling along both the fast- and slow axes, which may increase the 
sensitivity [76] and dynamic range of MM measurements. 
In the full-range dataset some degradation in the image quality can be seen, which is due 
to a number of factors including fringe washout, band-pass filtering, low spatial oversampling, 
and the small amount of OPL changes due to the limitations in the galvanometer-mounted mirror 
in the reference arm. Many of these problems can be avoided by using higher line-scan rates and 
a better system design.  
The processing steps for both full-range and MM-OCT are primarily based on the FFTs 
and band-pass filtering that can be implemented in the graphics processing units (GPUs) for 
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processing and displaying the volumetric MM-OCT in real-time. In the future, the MM-OCT 
volumetric scan scheme can be combined with other phase modulation schemes along the 
fast-axis such as optical micro-angiography [100]. This volumetric scheme might also be 
extended to catheter-based MM-OCT configurations, where due to the pullback and fast rotation 
of the catheter, the standard B-mode MM-OCT scan scheme cannot be easily implemented. 
Moreover, it can be used in other dynamic excitation methods that use sinusoidal excitation, such 
as dynamic OCE [68, 77, 96].  
 
 
 
 
 
 
 
 
 
 
 67 
 
 
 
5  SIMULATIONS OF THE MAGNETOMOTIVE RESPONSE 
While the emphasis in the previous chapters was more on the detection of magnetic particles, 
additional useful information can be extracted by studying the temporal characteristics of the 
magnetomotive response. The magnetomotive response is a complex interplay of several factors 
such as viscoelastic properties, mechanical coupling, sample geometry, and boundary conditions. 
In this chapter, finite element method (FEM) simulation tools are employed to study these 
mechanical aspects and their impact on the magnetomotive response. Although the FEM 
simulations will be performed by taking into account the spatial resolution and temporal 
sampling characteristics of OCT, other imaging system parameters such as imaging system 
noise, displacement sensitivity, and signal processing requirements will not be taken into 
consideration. FEM tools have been widely used in elastography applications due to their ability 
to model complex geometries, and the availability of a variety of commercial software 
packages [63, 101]. In this thesis, FEM simulations were performed using the structural 
mechanics module available within COMSOL Multiphysics, Inc. 
5.1 Finite element methods 
In FEM techniques, the domain (sample geometry) is divided into finite-sized elements 
(sub-domains) and the governing equations are solved over these sub-domains before combining 
them together to form the final solution. FEM methods allow the analysis of complex 
geometries, different material parameters, internal and external boundary conditions, and the 
impact of various simplifying assumptions. 
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5.2 Simulation parameters 
5.2.1 Magnetomotive force 
Magnetomotive force on a single spherical magnetic particle was computed using             
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where p  is the magnetic susceptibility of the magnetic particle and bgnd is that of the 
background, pV is the volume of the particle, .B

 is the magnetic field gradient, and B

the 
magnetic field strength [17]. The magnetomotive force acting on the particle is assumed to only 
displace the particle along the z-direction (axial depth). However, the tissue (surrounding 
medium) deformation can be in any of the three spatial dimensions. The results are shown with 
only the displacements on the axial dimensions, since phase-resolved OCT measurements are 
much more sensitive to the axial displacements. Moreover, as p bgnd  the sample magnetic 
properties are neglected (tissues, however, are known to be weakly diamagnetic). Moreover, the 
effect of the spatial variations in the magnetic field gradients has not been taken into account in 
these simulations. The magnetic particles (when used) have been modeled as solid rigid spheres 
with finite radius (as opposed to point loads) and the magnetomotive force acting on these 
particles is modeled as a body force (i.e. force acts on the whole volume and not merely on the 
surface). 
In simulations where a uniform concentration of particles is assumed, a body force is 
applied to a cylindrical region under the assumption that the magnetomotive force acting on the 
sample can be approximated to have a cylindrical profile. It is to be noted that the excitation 
region in MM-OCE is dependent on the magnetic coil properties. 
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5.2.2 Material properties 
The strains caused by the magnetomotive force were constrained to be small enough so that the 
linear theory of elasticity can be applied. In addition, the medium is assumed to be elastically 
isotropic and the particles are well coupled to the tissue so that their displacement moves the 
surrounding tissue. Tissues, however, exhibit a time-dependent behavior when subjected to a 
load, hence they are viscoelastic (shear (G) and Young’s modulus (E) will be complex quantities 
in viscoelastic materials) by nature. Numerous models have been used to describe the 
viscoelastic properties of materials. For these simulations, the viscoelastic properties of the 
sample were modeled as a Kelvin-Voigt model, which consists of a spring and dashpot 
connected in parallel to each other.  
5.2.3 Displacement field 
On the application of a magnetomotive force, the particles would move and also displace the 
surrounding medium (assuming they are tightly bound to the surrounding structures). The 
well-known Navier’s equation relating the displacement u to the magnetomotive force pF   and 
material properties is given by     
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where is the mass density of the material and v is Poisson's ratio [102]. Further simplification 
can be done by assuming that the tissue is incompressible (i.e. . 0u  ), a reasonable assumption 
if the samples are much larger than the resolution of the imaging system, and hence, 
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. Two types of simulations were performed, i.e. static simulations on the 
application of constant magnetic field, and time-varying simulations by applying a step or 
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sinusoidal excitation. Based on the obtained displacement maps, the magnetomotion 
characteristics were evaluated. Triangular (2-D) or tetrahedral (3-D) element types (mesh) were 
used in these simulations. The mesh size and the time resolution were changed based on the 
desired spatial (~ 10 – 200 µm) and temporal sampling (~ 0.1 ms). 
5.3 Static simulations 
The amount of force experienced (Eq.(5.1)) by a single magnetic particle is strongly dependent 
on its size while the induced displacement is dependent on the material mechanical properties 
through Eq. (5.2). In Figure 5.1, the influence of the size of the magnetic particle on the induced 
displacements in media of different stiffness is shown. As expected, as the medium becomes 
stiff, a larger force (hence larger sized particles) is required to induce displacements greater than 
the displacement sensitivity of the imaging system.    
 
Figure 5.1: Displacement field (left) from a magnetic particle subjected to a static 
force in the axial direction. Plot (right) showing the amount of displacement 
induced by a magnetic field (B = 800 Gauss, . 15B   T/m2) on a particle with 
magnetic susceptibility 2.9  with an increase in the radius. A magnetomotive 
signal would be detected when the displacement is above the sensitivity of the 
system (horizontal dashed line). 
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When a magnetic force is applied on a particle it will displace the surrounding medium. 
The spatial resolution in MM-OCT will depend on the spatial extent of the deformation 
(i.e. defined in terms of the magnetic excitation volume). Magnetic excitation volume can be 
defined as the area/volume over the tissue/sample at which the magnetic field gradients produce 
measureable axial displacements (> z ) of magnetic particles (or surrounding medium). The 
spatial extent of deformation would depend on the stiffness of the material; i.e., the softer the 
material, the larger the spatial scale of deformation, as shown in Figure 5.2. This spatial extent of 
deformation and the overall sample dimensions would have an influence on the magnetomotive 
response.  
 
Figure 5.2: The impact of stiffness and size on the magnetic excitation volume. 
The regions with displacements greater than 1 m are shown in red (highlighting 
the spatial extent of deformation). As the material gets softer, the magnetic 
excitation volume increases. If the magnetic excitation volume approaches the 
sample volume a bulk, rather than a localized, response is observed.  
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Figure 5.2 shows the displacement field where localized (excitation volume < sample 
volume) and bulk deformation (excitation volume ~ sample volume) can be seen. A localized 
deformation can result in propagating mechanical waves away from the excitation region and 
would be less sensitive to boundary effects, while in a bulk deformation the whole sample will 
respond in bulk, and hence the boundary and sample geometry effects will influence the 
magnetomotive response. It is hypothesized that to get a localized magnetomotive response 
(either for spatial localization or elastography), the spatial extent of deformation from two nearby 
regions should not overlap. Figure 5.3 shows two inclusions with non-overlapping 
(Figure 5.3(a)) and overlapping Figure 5.3(b) deformation. In the case of overlapping 
deformation regions, the magnetomotive response would influence one another, and it would be 
non-trivial to separate these out. 
 
Figure 5.3: Spatial extent of deformation from two magnetic 
inclusions (black circles). (a) Non-overlapping. (b) Overlapping deformations. 
 
In dynamic modulation, this deformation can propagate away from the excitation source 
(magnetic particle clusters) and hence can be used to probe the surrounding viscoelastic property 
of the sample. It may be noted that the scale of deformation and the propagation length will be 
much shorter with magnetic particles compared to acoustic radiation force imaging due to the 
small size of the particles. However, a sample containing magnetic particles would contain 
several excitation sources, which would potentially interfere with each other if they are at a 
sufficient distance apart (if they are close to each other they would influence one another and 
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have more of a “co-operative effect”).  Hence, one way of defining the resolution would be in 
terms of the propagation length (magnetic excitation volume), i.e. the minimum distance by 
which two excitation sources need to be separated from one another such that their magnetic 
excitation volumes do not interact with one another. This would depend on a number of 
parameters. For instance, higher frequency modulations attenuate faster, and hence can 
potentially give higher resolution. Higher concentrations and higher magnetic field strengths can 
degrade the resolution, while stiffer samples might give better resolution. 
Figure 5.4 shows stationary simulations under steady state conditions. The aim here is to 
characterize the ability to resolve two distinct MNP-containing inclusions. The geometry 
consisted of two spherical inclusions placed in an elastic medium, as shown in the inset of 
Figure 5.4(a). Using Eq. (5.1), the force was calculated and was applied as a body force to each 
of the inclusions and the displacement field was measured at steady state. In MM-OCT, a 
minimum concentration of magnetic particles within the region influenced by magnetic fields is 
required to measure a detectable magnetomotive (MM) signal [16]. This minimum concentration 
would depend not only on the magnetic susceptibility of the particles but also on the mechanical 
coupling and viscoelastic properties of the surrounding medium. In experiments, the ability to 
distinguish between two inclusions depends on the displacement sensitivity z  of the 
measurement system. The displacement sensitivity depends on a number of factors such as the 
system noise, processing method, and imaging time. In phase-resolved methods and using 
lock-in-detection, sub-nanometer displacement sensitivities have been reported [75]. 
Figure 5.4(a) shows the plot of the displacement for media of different elastic properties from the 
dashed line passing through the two inclusions, as shown in the inset of Figure 5.4(a). As 
expected, the displacement scale depends on the stiffness of the material and the distance of the 
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inclusion from the boundary. In softer materials, the displacement scales for both the inclusion 
and the surrounding material are above the displacement sensitivity of the system, making these 
regions difficult to distinguish from the surrounding medium. Figure 5.4(b) and (c) show the 
displacements as the separation between the inclusions and their sizes are changed, respectively. 
As expected, these plots suggest that the separation should be at least comparable to the size of 
the inclusions for these to be resolved. Figure 5.4(d) shows the case in which high concentration 
(multiple inclusions) exists within the magnetic excitation volume, suggesting a degradation in 
the ability to resolve the inclusions if multiple inclusions are present.  
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Figure 5.4: Static simulations. The inset in (a) shows the geometry of the model used for 
simulation. Displacement plot from the dashed line shown in the geometry showing variations 
with (a) elasticity of the medium, (b) separation between inclusions, (c) size of inclusion, and 
(d) number of inclusions. 
5.4 Time-varying simulations 
In this section, the magnetomotive response under time-varying excitation is simulated and the 
results are shown to be in qualitative agreement with published experimental work. 
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5.4.1 Step response 
Step response was applied by multiplying the magnitude computed using Eq. (5.1) with a unit 
step function. In order to remove the numerical instabilities that might result from the sudden 
onset (Off-On, On-Off transitions) of the step function, the applied step function was smoothed 
by ensuring that the function is twice differentiable at the point of discontinuity. As most of these 
measurements were point measurements (i.e. a spatial point in the material measured as a 
function of time) a higher time resolution (< 1 ms) at the expense of a coarser mesh size was 
employed. The simulations were performed in 3-D by utilizing the 2-D axis-symmetric 
geometry. Higher mesh density was used at and around the excitation source, compared to the 
surrounding. 
The step response of the samples with different Young’s moduli and viscosities are 
shown in Figure 5.5. As the Young’s modulus of the medium is changed, a change in the 
resonance frequency nf  is observed, consistent with the expected nf E  relationship. 
Similarly, by changing the viscosity of the medium, the response goes from being under-damped 
(exponentially decaying oscillations) to over-damped (no oscillations). It can also be seen that as 
the medium gets stiffer (increase in E) the frequency of oscillation increases while the 
displacement amplitude decreases. The maximum stiffness that can be detected, therefore, would 
ultimately be limited by the displacement sensitivity of the measurement system and the line 
scan rate employed (which would determine the maximum sampling frequency). The lower 
range of elasticity would depend on the lowest frequency that can be detected (depends on the 
imaging duration). Also, at lower stiffness, the sample would not have any restoring force and 
hence may not have any oscillations (over-damped response). These results are in agreement 
with previously published work [28, 65].  
 77 
 
 
 
Figure 5.5: Time varying simulations. (a) 2-D-axisymmetric model showing the 
cylindrical excitation region. For simplification it was assumed that the magnetic 
field was exciting a cylindrical region at the top surface of the sample. (b) Step 
excitation showing the effect of the step response on changing elasticity and 
(c) viscosity of the medium.  
 
5.4.2 Single-coil vs dual-coil 
Figure 5.6 shows time-varying simulations with sinusoidal driving functions. For a single-coil 
setup (force only in one direction), the samples show an elastic restoring force-dependent 
response which is more prominent in the softer sample. The particles keep moving in the 
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direction of the force due to insufficient elastic restoring force as shown in Figure 5.6(a). In the 
dual-coil setup (bi-directional force), a response centered around zero offset can be seen because 
of the bi-directional force on the sample  [38]. Figure 5.6(b) shows the effect of change in 
viscosity of the medium on the magnetomotive response. As the viscosity is increased, the 
response time of the sample increases (i.e. proportional to E ), hence the samples with higher 
viscosity (having same E) have lower displacement amplitudes. Moreover a change in the phase 
lag can be seen as the viscosity of the medium is increased. 
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Figure 5.6: Time varying simulations with a sinusoidal excitation showing the 
response with a single- and dual-coil configuration. (a) Magnetomotive response 
with a change in elasticity of the medium. Note that for a single coil setup, due to 
the absence of an elastic restoring force at lower values of E, there is a net 
displacement in the direction of force until steady state is reached. 
(b) Magnetomotive response with a change in viscosity of the medium. 
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5.4.3 Shear wave generation  
COMSOL simulations were performed to simulate the propagating shear waves by applying a 
localized sinusoidal force at the center of the sample. Figure 5.7 shows the propagating shear 
waves in media of different stiffness at various modulation frequencies with a localized 
excitation source within the sample. The experimental results of shear wave propagation and the 
extraction of the mechanical properties will be shown in more detail in Chapter 7. 
 
Figure 5.7: COMSOL simulations showing the propagating shear waves with 
different excitation frequencies and in media with different shear moduli. 
 81 
 
 
 
6 MECHANICAL CONTRAST IN SPECTROSCOPIC MM-OCE  
The spatial mapping of mechanical properties can be termed as elastography. Previous 
demonstrations of elastography using MM-OCE point measurements were performed at a single 
spatial location in homogenous tissues and phantoms [28, 65, 80]. In this chapter, the feasibility 
of performing “MM-OCE imaging” will be explored. To this end, the magnetomotive response 
in elastically heterogeneous samples made in a layer-by-layer and a side-by-side configuration is 
investigated.  
6.1 Introduction 
The elastic modulus for a purely elastic material is given by E


  where   is the applied 
stress and  is the measured strain. If the applied stress is uniform across the entire sample then 
the measured displacement/strain rate can be used as a substitute for the elastic modulus, 
providing relative mechanical contrast. The determination of the applied stress by the 
magnetomotive force on the tissue is non-trivial, as it would require precise measurements of the 
magnetic field characteristics of the coil, and estimation of the concentration, distribution, and 
the magnetic properties of the magnetic particles. Although these can potentially be determined 
by simulations and careful calibration, their precise determination in scenarios of different 
geometries and boundary conditions would be extremely challenging. Moreover, MNPs, when 
targeted to a desired location, might not necessarily be uniformly distributed throughout the 
volume, making precise quantification of the force extremely challenging. Therefore, previous 
MM-OCE studies have relied more on the temporal dynamics of the magnetomotive response 
rather than on the absolute scale of displacements or strain rates. 
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Previous work using MM-OCE in measuring the viscoelastic properties has typically 
excited the sample with a broad range of frequencies (either a chirped or step excitation) and 
measured their response using point measurements in homogenous tissues and phantoms [28, 65, 
80]. An important parameter evaluated from these measurements is the dominant or natural 
frequency of the magnetomotive response under a step and chirped excitation. Figure 6.1 shows 
the response of samples with different elastic moduli showing an increase in the dominant 
frequency as the sample becomes stiffer. The frequency was evaluated by simply taking the 
Fourier transform of the magnetomotive response, and both the chirp and step excitation types 
show a similar frequency response, although the chirped response has a higher SNR.  
A few characteristics can be noted by comparing the chirped with the step response in 
Figure 6.1. The frequency spectrum computed from the chirp response has a higher SNR. This is 
because the chirped signal is applied for a large time duration (hence more signal collection) and 
each frequency of the applied chirp signal has a constant amplitude. In comparison, when the 
sample is excited by a step function, only certain frequencies (odd harmonics) are applied to the 
sample and the higher order harmonics have a much smaller amplitude. This can be understood 
by considering that the Fourier transform of a square wave contains odd harmonics of the 
fundamental frequency with the amplitudes of the harmonics following a sinc pattern. In 
MM-OCT, due to the small physical dimensions of the samples that are typically used and the 
long duration of the applied excitation, the sample size and boundaries have a significant 
influence on the measured magnetomotive signal. In order to calculate quantitative 
measurements of the material mechanical properties, tissue mechanical models have to be 
employed and the sample boundary conditions and geometries need to be known. Indeed, the 
similarity in the frequency spectra of the step and chirp magnetomotive response indicates that 
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the bulk properties of the samples are being measured (for a typical elastic modulus of 10 kPa 
the shear wave speed is ~ 3.16 mm/sec). These effects can be partially ameliorated by using 
higher driving frequencies or applying pulsed magnetic fields (several microseconds) with high 
magnetic field strengths (close to a Tesla) to get appreciable SNR in the magnetomotive 
response. Applying higher frequencies or high intensity pulses, however, has some practical 
difficulties such as heating of the MNPs at high frequencies. 
 
 
Figure 6.1:  Step response and chirp response of homogeneous tissue equivalent 
phantoms. As the stiffness of the sample increases the measured dominant 
frequency increases. 
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Dynamic modulation of MNPs by sinusoidal excitation has been widely used to obtain a 
magnetomotive response in MM-OCT imaging. The choice of modulation frequency is 
dependent on the mechanical resonance of the sample, since the samples will undergo a much 
larger magnetomotive displacement if the modulation is close to the mechanical resonance(s). 
These mechanical resonance frequencies will depend on the geometry of the sample, the 
viscoelastic properties, and internal and external boundary conditions. Considering the physical 
dimensions of the samples used and the range of elastic moduli of soft tissues, the samples 
typically exhibit mechanical resonances at frequencies less than 1 kHz. 
The feasibility of MM-OCE to image the local mechanical properties in elastically 
heterogeneous tissues has not been previously investigated, and therefore is the focus of this 
chapter. It is well known that many diseases alter the local viscoelastic properties at the diseased 
locations. The analysis of elastically heterogeneous tissues is complex due to intricate and 
inherent mechanical coupling and the fact that these mechanically different regions will have 
various geometries and be subjected to different boundary conditions.  It is hypothesized that 
elastically distinct regions in the tissue based on differences in geometry, boundary conditions, 
and viscoelastic properties will have distinct mechanical resonance frequencies. By measuring 
the magnetomotive response at different frequencies, mechanically distinct regions in a 
heterogeneous sample can potentially be mapped out, providing viscoelastic contrast. 
6.2 Methods 
In the experimental results shown in this chapter, cross-sectional magnetomotive images were 
acquired using the scan scheme described in Figure 2.5(b), i.e. the optical beam was 
continuously scanned along the transverse dimension while simultaneously applying a magnetic 
modulation frequency over time. A 1300 nm SD-OCT system was used in these experiments and 
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modulation frequencies ranging from 20 – 500 Hz were applied. Within this frequency range the 
magnetic field strength variation was found to be ± 5 % and the magnetic field strength at the 
surface of the sample was ~ 400 Gauss.  
The data was processed as described in Chapter 2. Briefly, after the standard OCT 
processing (i.e. background subtraction, resampling, and dispersion compensation) the phase 
differences were computed between the adjacent A-scans and a lateral FFT was taken to 
bandpass filter the response at the driving frequency. After one-sided bandpass filtering, the 
envelope of the complex analytical signal was computed and scaled to obtain the displacement 
amplitudes. One image was acquired with the magnetic field on and another with the field off, 
and the displacement amplitudes from the two images were subtracted and the median values 
from user selected regions are displayed in the plots shown in this chapter.   
Theoretically, the resonance frequency modes in viscoelastic rods with uniform elastic 
properties can be found by the expression for the Pochhamer frequency for viscoelastic rods, 
 2 2 2 2 2 21 1 0 1 1 0
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where R is the radius of the cylinder, and J0(z) and J1(z) are the Bessel functions of the first kind 
of zero and first order, respectively [103]. The constants p and q are given by the expressions 
below 
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where Lc  is the complex compressional wave velocity, Tc  is the complex shear wave velocity,  
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is the frequency (in radians), ,    are the Lame constants, E is the elastic modulus and   is the 
Poisson’s ratio.  
However, more complex mechanical models are required for samples containing elastic 
heterogeneities or elastic boundaries.  For experiments performed on bilayer phantoms, a model 
consisting of two springs connected in series was used, as shown in Figure 6.2.  
 
Figure 6.2: The bilayer model consisting of two springs connected in series.  
 
The above model can be described by  
 
 1 1 1 1 2 2 1 1( )m u k u k u u F      (6.5) 
           2 2 2 2 1 2( )m u k u u F    , (6.6) 
where F is the applied force, k is the spring constant and m is the mass of each layer. The above 
equations can be written in the frequency domain as  
 
2
1 1 2 1 2 2 1
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2 1 2 2 2 2
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( ) ,
m k k U k U F
k U k m U F


     
    
 (6.7) 
and solved for displacement amplitudes U1 and U2 at each frequency component. The spring 
constant k is given by EA/L where E is the elastic modulus, A the cross-sectional area, and L the 
length of the layer.  
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6.3 Results 
6.3.1 Elastically homogeneous samples  
The capability of B-mode MM-OCT to measure distinct resonant frequencies was investigated 
by preparing elastically homogenous polydimethylsiloxane (PDMS)-based phantoms of different 
stiffness and loaded with uniform concentrations of MNPs. Cross-sectional magnetomotive 
images were acquired by sweeping the frequency over a range from 20 Hz to 500 Hz. The 
relative displacements at different frequencies are shown in Figure 6.3(a). Distinct resonant 
frequencies can be seen for all the tissue phantoms, and as would be expected, the stiffer samples 
have a higher mechanical resonance frequency, and they follow the relationship nf E  as 
shown in Figure 6.3(b). 
 
Figure 6.3: Mechanical resonance frequency in homogeneous phantoms. 
(a) Homogeneous tissue mimicking phantoms. (b) The measured natural 
frequency is proportional to the square root of the elastic modulus as expected 
from theory. 
  
Similar experiments were done with biological tissues. The MNPs were allowed to diffuse into 
the tissues by soaking them in a MNP solution with a concentration of 10 mg∕ml for a period of 
4 hours (#637106, average diameter 25 nm, Sigma-Aldrich, Inc., St. Louis, Missouri). 
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Mechanical resonance frequencies observed in the rat liver, muscle and lung tissues are shown in 
Figure 6.4. These values are similar to those obtained using a step magnetomotive excitation in 
rabbit tissues where values of 99.6 ± 8.9 Hz were reported for muscle tissues and 57.5 ± 4.7 Hz 
in the lung [65]. Similarly, a resonance frequency of 59 ± 2.6 Hz was reported for a rat liver 
using a chirp excitation [80] which is in agreement with these measurements. 
   
 
Figure 6.4: Mechanical resonance frequencies in rat tissue samples. (a) Liver. 
(b) Muscle. (c) Lung. The red boxes indicate the spatial regions from which the 
displacement amplitudes showed in the plots were calculated.  
 
6.3.2 Elastically heterogeneous phantoms 
The magnetomotive response is expected to be more interesting in elastically heterogeneous 
phantoms. In the next study, elastically heterogeneous phantoms in two configurations were 
prepared by making phantoms with two different elastic moduli and placed in a (a) side-by-side 
and (b) layered manner. In these configurations, the two materials having different mechanical 
properties are mechanically coupled with one another across a linear interface. The ability of 
MM-OCE to distinguish these mechanically coupled regions was evaluated.  
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The results for the side-by-side configuration are shown in Figure 6.5 where the OCT 
structural image shows the two media and the interface. The ability to spectrally separate regions 
of different stiffness is demonstrated, where at distinct frequencies different mechanical regions 
within the sample give a different response. When mechanically excited by magnetomotive 
forces, the soft part of the sample responds more strongly at a lower frequency range while the 
stiff part gives a stronger magnetomotive signal at higher frequencies. In the side-by-side 
phantom, distinct resonance frequencies corresponding to the stiff (~ 200 Hz; left) and 
soft (~ 40 Hz; right) regions were seen. It is also noted that the frequency response of the stiff 
material has shifted towards lower frequencies (from ~ 265 Hz to ~ 200 Hz) when placed next to 
the soft material. This is expected as the softer boundary next to the stiff material tends to make 
the effective modulus ‘softer’.  However, a similar trend for the soft material (i.e. the peak 
shifting towards higher frequency) is not seen. This is likely due to the fact that the vibration 
amplitude of the stiff material at lower frequencies is negligible and therefore has minimal effect 
on the resonance peak of the soft material, especially at regions away from the interface.  
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Figure 6.5: Resonant frequency in a heterogeneous side-by-side configuration 
phantom. (a) Spectroscopic MM-OCE. (b) Homogeneous phantoms. 
(c) MM-OCT response at different excitation frequencies. At lower frequencies 
(30 Hz) the soft region within the simple gives a higher magnetomotive response 
while at higher frequencies (315 Hz) the stiff region gives a higher 
magnetomotive signal. 
 
To evaluate how the mechanical spectrum changes away from the material interface, the 
spectra in localized rectangular regions at and away from the interface were calculated as shown 
in Figure 6.6(b, d & f). The differences in the scale of displacement between the stiff and soft 
regions can be seen in these plots. As the displacement in any localized region will depend on the 
concentration of the MNPs in that particular region, the relative ratios between the peaks 
corresponding to the two materials were used for quantification. It is seen that as one moves 
away from the interface, the ratio of the peaks of the two resonance frequencies decreases 
(Figure 6.6(a & c)), indicating that at a certain distance away from the interface (~ 300 microns 
in this case), distinct mechanical regions can be seen.  
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Figure 6.6: Spectroscopic magnetomotive data at different frequencies (5 Hz 
increments). (b), (d) and (f) show the signal levels at the boxed regions in the 
PDMS phantom. Note the differences in vertical scales, which were chosen to 
emphasize the differences in peak heights and relative ratios of the two resonant 
frequencies. (a) and (c) show that as one moves away from the interface marked 
by the dotted line in (e), the ratio of the resonant peaks increases, indicating 
diminishing boundary effects.  
 
 
In the next set of experiments, bilayer tissue phantoms were prepared by allowing the 
first layer to cure in the oven before pouring the second layer over it. Experiments were 
performed by changing the relative thicknesses of the stiff and soft layers while keeping the 
overall height constant at 5 mm. Figure 6.7 shows results with bilayer phantoms (layers on top of 
each other) where the soft layer is on the bottom and the stiff layer is at the top. Data was taken 
by sweeping through a frequency range of 20-300 Hz and the relative displacement amplitudes 
are plotted in Figure 6.7(b).    
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Figure 6.7: Bilayer phantoms with a soft bottom layer and a stiff top layer. Both 
the layers have uniform distribution of MNPs. (a) The geometry of the samples 
used. The heights of the stiff and soft layers were varied from 0 to 5 mm while 
keeping the overall height constant at 5 mm. (b) Experimental results obtained by 
sweeping through a frequency range of 20-300 Hz. (c) FEM simulations with the 
same geometry as in experiments. As the relative thicknesses of the layers change, 
the resonance frequency shifts from low frequencies (corresponding to the soft 
layer) to high frequencies (corresponding to the stiff layer).   
 
These plots show a single resonance frequency (rather than two frequencies 
corresponding to the soft and stiff part of the material). This suggests that the bulk mechanical 
response across the axial dimension (depth) of the sample is being measured. As both these 
layers have a uniform distribution of MNPs and the thickness of the sample is such that the 
magnetomotive force will be acting on both the layers, the entire sample will respond in bulk 
with a resonance frequency dependent on the relative thickness of the two layers. It can be 
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clearly seen that the resonance peak shifts from low frequencies to high frequencies as the 
relative thicknesses of the soft layers change. The same effect can be predicted from Eq. (6.7). 
Furthermore, COMSOL simulations were performed assuming that the MNPs were distributed 
uniformly throughout the sample/tissues, and that they have negligible inertia and apply a 
distributed body force throughout the tissue volume. FEM simulation results shown in 
Figure 6.7(c) are in good agreement with the experimental results. 
These experiments were then repeated with the soft layer now placed on the top and the 
stiff layer at the bottom. The results shown in Figure 6.8 with this configuration show a similar 
trend where the resonance frequency corresponds to the layer with the largest thickness while the 
displacement amplitude depends on the relative stiffness of the material; i.e., the softer the 
material, the higher the displacement values. However, when the layer thicknesses of the two 
materials are almost equivalent, two resonance peaks are seen corresponding to the stiff and soft 
parts of the sample. Moreover, as one moves close to the soft-stiff boundary, the peak 
corresponding to the stiff material starts to dominate, as shown in Figure 6.8(d), a trend similar 
to what was seen in the side-by-side configuration. 
It is hypothesized that the reason distinct resonance peaks can be seen in the 
soft (top) - stiff (bottom) configuration and not vice versa has to do with the mechanical wave 
coupling between the two materials. In the configuration shown in Figure 6.8, it is relatively easy 
for the bottom stiff layer to transfer its movement to the soft layer at the top (due to the limited 
penetration depth of OCT, all the measurements are taken from the top 2 mm of the sample). 
Moreover, the soft layer also acts as an excitation source for the bottom stiff layer. However, if 
the stiff layer is placed at the top, the vibrations from the soft bottom layer are not easily coupled 
to the stiff layer at the top. Further experiments are underway to confirm the hypothesis.   
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Figure 6.8: Bilayer phantoms with a stiff bottom layer and a soft top layer. Both 
the layers have uniform distribution of MNPs. (a) The resonance frequency when 
the stiff bottom layer dominates. (b) Two resonance peaks are seen when the layer 
thicknesses are almost equivalent. (c) The resonance frequency when the soft top 
layer dominates. (d) In the soft (top 2mm)-stiff (bottom 3mm) configurations two 
resonance peaks are seen. The displacement amplitude corresponding to the red 
box in the OCT image shows the peak due to the soft part of the sample 
dominating. As one moves towards the stiff region (blue box) the peak 
corresponding to the stiff region starts to dominate.  
6.4 Discussion 
Mechanical contrast based on the resonant frequency has been demonstrated in some previous 
studies [77, 104]. However, in this chapter, tissue mimicking phantoms with known 
heterogeneous configurations were used, and attempts were made to verify the experimental 
results with simulations and mechanical models. Moreover, the use of MNPs as non-contact 
local force transducers makes this a valuable technique for measuring the elastic properties of 
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very soft materials and alleviates modeling and inertia problems associated with contact-based 
methods that use external force transducers.  
The ability to distinguish elastically distinct regions with MM-OCE, as shown in 
Figure 6.5, is dependent on a number of factors. The magnetomotive response depends on the 
excitation frequency relative to the mechanical resonance frequency, and is proportional to the 
concentration of magnetic particles and inversely proportional to the elastic modulus at each of 
these elastically distinct regions. Although changes in the frequency response can be seen with 
sample heterogeneities, computing the viscoelastic parameters and interpreting the results require 
much more intricate modeling and a priori knowledge about several parameters. An alternate 
technique is to perform a localized excitation of a short duration and measure the local properties 
of the propagating waves to probe the local mechanical properties of the material (rather than a 
bulk response). An example of the measurement of local viscoelastic properties using a localized 
magnetomotive excitation is shown in the next chapter. 
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7 MAGNETOMOTIVE ELASTOGRAPHY USING 
MECHANICAL WAVES 
In Chapter 6, relative mechanical contrast was investigated in heterogeneous samples uniformly 
loaded with MNPs by mechanically exciting with different frequencies. The resonance or natural 
frequencies that were measured were not intrinsic properties of the material, but were most likely 
a bulk response dependent not only on the sample viscoelastic properties but also on the shape 
and geometry, which makes quantitative estimation of the elastic modulus extremely 
challenging. The extent to which two distinct elastic regions can be differentiated was dependent 
on the mechanical coupling between the regions. In this chapter, it is shown that a localized 
magnetomotive excitation can infer the local mechanical properties around the excitation region 
and quantitative estimates of elastic modulus and viscosity can be obtained. Some of the results 
described in this chapter are part of a published paper [105]. 
7.1 Introduction 
Elastography techniques utilizing some form of dynamic mechanical stimulus have received 
considerable attention in recent years, which compared to the static excitation methods, are more 
quantitative and less dependent on the boundary conditions outside the region of interest [106]. 
The applied dynamic excitation can be in the form of a short duration (transient) pulse or can be 
harmonically oscillating at high frequency. Elastography methods that are based on dynamic 
excitation can be formulated in terms of wave propagation phenomena. The perturbation of a 
region within the sample results in deformation of the surrounding medium, which can propagate 
in the form of elastic waves within the sample and be measured using imaging methods such as 
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ultrasound, optical imaging, or MRE [40, 107]. As the characteristics of mechanical wave 
propagation are dependent on the sample mechanical properties, they can be used to assess the 
viscoelastic properties.  
In this chapter, MNPs are utilized as shear wave excitation sources. The inclusion 
containing MNPs, when mechanically excited, displaces the surrounding medium, resulting in 
the generation of mechanical waves. Shear waves are transverse waves (displacement of the 
medium is perpendicular to the direction of propagation of the wave) that occur in an elastic 
medium when subjected to periodic shear. In contrast to previous MM-OCE demonstrations, the 
measurements are taken at radial distances away from the excitation region to visualize these 
propagating mechanical waves using phase-resolved OCT. The measurement of the shear wave 
speed under magnetomotive excitation is shown in tissue mimicking elastic and viscoelastic 
phantoms and in biological tissues. Furthermore, by measuring the shear wave speed at different 
frequencies and fitting data to a Kelvin-Voigt tissue model, the complex shear modulus of the 
material can be calculated.  
7.2 Mechanical model 
In a viscoelastic medium, the shear modulus is complex and can be quantified by measuring the 
dispersion of the shear wave speed. The dispersion curves are obtained by measuring the shear 
wave speed at several different frequencies, and by fitting the dispersion curve to tissue 
rheological models, the complex modulus of the medium can be estimated [108-110]. One 
widely used tissue model is a Kelvin-Voigt model which consists of a spring and dashpot 
connected in parallel, as shown in Figure 7.1(a).  
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Figure 7.1: Kelvin-Voigt model (a) consists of a spring and dashpot element 
connected in parallel. (b) Plot of dispersion curves using the Kelvin-Voigt model 
for different viscoelastic parameters. The slope of the curve is indicative of the 
viscosity of the medium.   
 
The stress   and strain  for this model are related by the relationship 
d
G
dt

    and can be 
written as ( )G i     under harmonic motion. The complex modulus   is defined as the 
ratio of stress over strain 
 G i

 

   , (7.1) 
where the real part G  is the shear storage modulus characterizing the elasticity of the material 
(represents the energy stored under deformation) and the imaginary part   is the shear loss 
modulus (energy lost under deformation) where   is the viscosity of the medium. The lateral 
displacement of the shear waves in a viscoelastic medium is given by 
( )
( , ) i r
k x i t k x
ou x t u e e
   
with initial displacement amplitude ou and complex wavenumber r ik k ik  . The imaginary part 
of the wavenumber determines the amount of attenuation (discarding the attenuation due to 
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geometric spreading) of the shear waves while the speed is related to the real part of the complex 
wave number. The shear wave speed 
sc can be determined by taking the time derivative of 
0rt k x     
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dt k
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 (7.2) 
 Comparing the Naviers equation (neglecting the longitudinal component) 
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 with the 
standard wave equation, the wave speed sc can be related to the complex modulus of the medium 
by the relationship  
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where   is the mass density of the material. Comparing Eq. (7.3) and Eq. (7.2), the real part of 
the wavenumber is expressed as  
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The complex shear modulus and wavenumber are hence related by the relationship  
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The real part of Eq. (7.5) can be shown to be 
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relationship ( )s rc k  the shear wave speed for the Kelvin-Voigt model is given by    
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Figure 7.1(b) shows Eq. (7.6) plotted for different values of G and   over a frequency range 
from 50-750 Hz. In general, the higher the viscosity of the medium, the greater the slope. If a 
medium is purely elastic, i.e. 0  , or if the shear modulus is dominant in comparison to the 
viscosity G  , Eq. (7.6) simplifies to 2sG c  which relates the shear wave speed to the 
shear modulus for a linear isotropic elastic material [111]. The Young’s modulus of a material, 
defined as the longitudinal deformation (fractional change in length) in response to longitudinal 
stress (force per unit area), is related to the shear modulus by the relationship 
2 (1 )E G   where   is the Poisson ratio. As the soft tissues are quasi-incompressible (v ~ 0.5), 
this equation leads to a linear relationship between the Young’s modulus and shear modulus, 
i.e. 3E G . 
7.3 Methods 
7.3.1 Experimental setup 
A 1310 nm spectral domain OCT system was used for the shear wave measurements. The light 
source was a superluminescent diode (LS2000B, Thorlabs) with 170 nm bandwidth, and the 
measured axial and transverse resolutions (full width at half max) of the system were 6 m 
and 16 m, respectively. A 1024-pixel InGaAs line-scan camera (SU-LDH2, Goodrich) was 
used in the spectrometer with an optical imaging depth of 2.6 mm. The phase noise of the system 
was ~ 20 milli-radians, measured at a line-scan rate of 46 kHz with a static sample (IR card) 
placed in the sample arm. The jitter in the scanning galvanometers was the main contribution to 
the phase noise, which reduces to ~ 5 milli-radians when the galvanometer scanners are turned 
off. The coil for generating the magnetic field was placed underneath the sample while the 
imaging was performed from the top, allowing the coverage of a large field-of-view. The 
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magnetic field strength generated by the coil was measured to be approximately 150 Gauss at the 
sample surface (~ 1 cm away from the coil). 
The OCT data is acquired by taking multiple M-mode (A-lines measured as a function of 
time) measurements at different radial positions away from the MNPs as shown in Figure 7.2(a). 
Typically, very high frame rates are needed to image the propagating shear waves. However, 
these waves can be visualized by a stroboscopic acquisition scheme [57, 112]. A trigger signal is 
used to synchronize the camera data acquisition with the electromagnetic coil activation and 
scanning galvanometer (M-B mode scan, i.e. M-mode data acquired at different spatial 
locations), as shown in Figure 7.2(b). At the beginning of each M-mode data acquisition, the 
electromagnetic coil is activated to generate a square root sinusoidal waveform of 10-20 cycles at 
a given frequency f. At each radial position (a single M-mode), 2000 A-lines at a scan rate 
of ~ 46 kHz were acquired (unless stated otherwise), and a brief waiting time  (~ 1 sec) was 
given before subsequent M-mode acquisitions to prevent any heating of the coil. The lateral pixel 
size was ~ 8 m (corresponding to 500 radial locations over a scan range of 4 mm) for shear 
wave visualization, while a lateral pixel size of ~ 40 m (100 radial locations) was chosen for the 
shear wave spectroscopy measurements to minimize the amount of data collected and to reduce 
the data acquisition time.  
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Figure 7.2: Data acquisition. (a) M-mode scans are taken radially away from the 
magnetic inclusion. (b) The timing diagram for the scanning protocol 
7.3.2 Data processing 
Figure 7.3(a) shows representative data where MNPs, acting as the shear wave generating 
source, can be seen in the structural OCT image. The shear wave excitation source comprising an 
inclusion of MNPs is approximately cylindrical in shape, and hence can be considered as 
generating cylindrical waves. The displacement of the cylindrical shear wave produced by 
harmonic force with angular frequency 2 f   acting along the z-axis is given by  
 (1)0( , ) ( )exp( )
4
z
i
u r t H kr i t  , (7.7) 
where zu  is the displacement along the z-axis, 
(1)
0H is the zeroth order Hankel function of the 
first kind, r is the radial distance and k is the shear wave number given by 2 /k   with λ being 
the shear wavelength. If the measurements are made at a sufficient distance away from the 
excitation source ( 1kr  ), then it can be shown that the phase of the cylindrical shear wave varies 
linearly with the radial distance [110] 
 )( , ) 2 / ( exp( ( 4))
4
z
i
u r t i kr tkr     . (7.8) 
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 This linear change in phase can be used to calculate the shear wave speed [108].  
 
Figure 7.3: Processing steps. (a) Structural OCT image (z, r) showing the 
location of the MNP inclusion. (b) Depth-averaged space-time (t, r) map showing 
the sinusoidal response at different radial distances. (c) The linear change in phase 
as the distance from the excitation source increases. 
 
The M-mode OCT data acquired at different radial positions away from the MNPs was 
processed by using standard phase-resolved OCT processing (i.e. resampling, Fourier transform 
and phase extraction) and subsequently the phase values (across time) were bandpass-filtered 
around the excitation frequency to remove any noise from other frequency bands [16]. These 
phase values can then be displayed in the form of a space-time map for any given depth as shown 
in Figure 7.3(b). As expected, there is a phase lag between the measured displacements at 
different radial positions away from the MNP excitation source. This phase lag for each radial 
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(lateral) location as shown in Figure 7.3(c) was computed using a Kalman filter [113], where it 
can be seen that the phase changes linearly with propagation distance. Although the use of a 
Kalman filter is not necessary when the shear waves displacement amplitude has sufficiently 
high signal-to-noise ratio (SNR), in scenarios where the displacements are small (such as when 
using high excitation frequencies or in stiffer samples), the use of Kalman filter might provide 
more robust phase and amplitude estimation as has been shown in the ultrasound literature [113]. 
The phase gradient /k r    was then estimated by performing a linear fit on the radial phase 
profile and was used to calculate the shear wave speed /sc r     at a particular excitation 
frequency [108]. The first two excitation cycles in each M-mode were excluded from 
quantitative analysis as these contained a superimposed transient response possibly coming from 
the settling time of the galvanometer scanners or due to the switching on of the electromagnetic 
coil. The propagating shear waves can be visualized in the form of a movie by playing the phase 
values in the cross-sectional planes (z, r) across time. In the movies, a binary mask was applied 
to remove the random phase values in the regions above and below the sample surface. The 
binary mask was computed by smoothing and thresholding the structural OCT image where the 
pixels within the sample region were given values of 1 and those outside were assigned a value 
of 0.    
7.3.3 Tissue mimicking phantom preparation 
To demonstrate that a localized inclusion of magnetic particles can generate shear waves, tissue 
mimicking phantoms using agar gel were prepared. Phantoms with different stiffness were 
prepared by varying the dry-weight concentration (0.3, 0.5, 0.7 and 1.0 %) of agarose gel in 
distilled water, and the solution was subsequently boiled until it became optically clear. The 
solution was then allowed to cool at room temperature and titanium dioxide particles 
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(size < 5 m, 2 mg/ml) were added to increase the optical scattering. Subsequently, the solution 
was poured into cylindrical containers (height 5-10 mm and diameter 35-90 mm) and allowed to 
congeal at room temperature. A cylindrical mold (~ 2.5 mm in diameter) was placed in the 
cylindrical container during the agarose congealing process so that an inclusion containing 
MNPs (Fe3O4, size 50-100 nm) could be placed at that location. The MNPs inclusions were 
prepared by mixing MNPs (50 mg/ml) in either the same concentration of agarose gel or with 
PDMS gel. The final concentration is likely to be less than 50 mg/ml due to the inefficient 
mixing of MNPs as these were stirred by hand in the gel. The MNP-gel solution can be sonicated 
for more efficient mixing at the expense of increased sample preparation time. The MNP-gel 
solution was then poured into the center of the cured cylindrical samples. The samples were 
subsequently allowed to cure at room temperature for 4-6 hours. Although the inclusions did not 
seem to bond permanently with the surrounding medium, the mechanical coupling between the 
MNP inclusion and the surrounding medium was sufficient for the generation of shear waves in 
the medium.  
Agar phantoms are known to have an almost purely elastic response [114]. Therefore, to 
validate this method in viscoelastic samples, oil-in-gelatin phantoms were prepared that have 
been shown in the literature to exhibit significant viscosity by adding oil in gelatin [115]. A 
sample of 8% gelatin (Type B: 225 Bloom) was prepared by dissolving it in de-ionized water and 
heating the solution at 65
o
C for approximately one hour until the solution became clear. 
Titanium dioxide scattering particles (size < 5 m, 1 mg/ml) were added as scattering particles. 
To increase the viscosity of the sample, Castor oil was added to the gelatin and the solution was 
vigorously stirred using a blender after the addition of a surfactant to help in the 
emulsification [116]. The cylindrical inclusions consisted of MNPs (50 mg/ml) mixed 
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with 8% gelatin. The samples were allowed to cure at room temperature for one hour and then 
left in the refrigerator for 6 hours before imaging. 
7.4 Results  
7.4.1 Homogeneous tissue phantoms 
In Figure 7.4, representative examples of shear wave propagation in homogenous tissue 
phantoms are shown. An excitation frequency of 500 Hz was used, and the elastic modulus was 
estimated using a linear elastic model as agarose gel is largely non-dispersive. The changes in 
shear wave wavenumber can be clearly seen where the soft sample (0.3% agarose) exhibits a 
higher wavenumber (hence steeper phase gradient and lower shear modulus) compared to the 
stiffer samples (0.5% and 0.7% agarose).  
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Figure 7.4: Shear waves in elastically homogeneous phantoms. The MNP 
inclusions (not shown) are on the right side of the images. (a) Visualization of 
shear waves with phantoms of different agarose concentrations. A line-scan rate 
of ~ 92 kHz and 4000 A-lines per M-mode was collected. A sinusoidal excitation 
at 500 Hz consisting of 20 cycles was used. An increase in the shear wavelength 
and speed can be seen as the gel stiffness increases. (b) Estimated Young’s 
moduli at different agarose concentrations. A line-scan rate of ~ 46 kHz, 2000 
A-lines per M-mode and 10 cycles at a excitation frequency of 500 Hz was used 
for these measurements. The error bars correspond to the standard deviation of the 
measured values at 3 different spatial locations within the same sample (N=3). 
The error bars for 0.3% and 0.5% are too small to see, and the values correspond 
to 4.14 ± 0.25 kPa and 15 ± 1.47 kPa, respectively. 
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Figure 7.4(b) shows the measured Young’s modulus (E) for different concentrations of 
agarose gel, which is related to the shear modulus by the relationship 2 (1 )E G   , where the 
Poisson ratio   is approximately 0.49 for soft tissues. A different batch of samples with larger 
dimensions (h = 10 mm and diameter = 90 mm) were prepared for the results shown in 
Figure 7.4(b) to minimize the impact of any boundary reflections. The experimentally 
determined Young’s moduli exhibit a power law relationship and can be fitted to E C

 , 
where C is the concentration of agar gel (mg/mL) and  and  are the fitting parameters. The 
fitting parameters of  = 357 Pa/(mg/mL) and  = 2.3 are in agreement with several previous 
studies using agarose gel samples [80, 114]. In the samples used in these experiments, the shear 
wavelengths varied from 2 – 9 mm.  Hence, the shear wave speed was estimated by selecting 
regions that were at least r > 1 mm away from the excitation source to satisfy the linear phase 
requirement, i.e. 1kr  for cylindrical waves [110].  
7.4.2 Heterogeneous phantoms 
Figure 7.5 shows the shear wave propagation in a heterogeneous agarose gel phantom prepared 
in a side-by-side configuration with the two sides having different stiffness values. The 
embedded MNP inclusion can be seen near the middle of the OCT structural image in 
Figure 7.5(a). A relatively high concentration of MNPs was used (250 mg/ml); therefore, only 
the top part of the inclusion appears in the OCT structural image. A large field-of-view was 
acquired by translating the sample between acquisitions and stitching three overlapping 
cross-sectional datasets in post-processing. The phantom was prepared in two steps. In the first 
step, 0.7% agarose was prepared with the magnetic inclusion and allowed to congeal at room 
temperature.  Subsequently, the 0.3% agarose (representing the soft part) was poured in and 
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allowed to cure. The yellow dashed line shows the boundary between the two different 
concentrations. In Figure 7.5(b), the two different media can be qualitatively identified. In the 
softer region, the wavelength can be clearly seen to be shorter, and the shear wave propagation 
speed to be slower, compared to the stiff portions of the sample. 
In Figure 7.5(c), a representative space-time map is shown, after averaging along the 
depth. As expected, in the region containing the MNP inclusion, no significant phase lag is 
observed as these regions move in phase with the excitation waveform. However, for the 
measurements taken at locations away from the location of the MNP inclusion, the phase lags 
become apparent, and clear differences in shear wave speeds (slope dr/dt in Figure 7.5(c)) can be 
seen between the stiff and the soft regions. 
 
Figure 7.5: Shear waves in a heterogeneous medium. (a) Structural OCT image. 
The solid lines delineate the shear wave source boundaries while the dashed line 
indicates the interface between the stiff and soft regions of the sample. 
(b) Propagating shear waves. (c) Depth-averaged space-time map. (d) Young’s 
modulus map estimated from the localized measurement of the shear wave speed. 
The black regions correspond to the MNP source location or where the linear fit 
R
2
 values were less than the threshold. A line-scan rate ~ 92 kHz with an 
excitation frequency of 500 Hz was used for these measurements. 
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Space-time maps similar to the one shown in Figure 7.5(c) were extracted for each depth 
and were used to estimate the elastic modulus map shown in Figure 7.5(d). A Kalman filter was 
used to estimate the phase lag at each depth (z) and lateral location (r) within the sample. The 
estimated phase profile was smoothed by low-pass and median filtering to remove any random 
fluctuations of the phase within the sample due to low OCT signal. The local shear wave speeds 
were calculated by performing a linear fit on the smoothed phase profile over a lateral distance 
of ~ 300 m on a pixel-by-pixel basis, and the linear fits that were below a certain R2 threshold 
were discarded. The Young’s moduli were estimated using the relationship 2( , ) 3 ( , )sE r z c r z  
where ( , )sc r z is the local speed calculated at each lateral position and depth. In the softer regions 
of the sample that correspond to 0.3% agarose gel concentration, the mean value of the estimated 
Young’s modulus values was ~ 4.3 kPa, which is in good agreement with the measurements 
shown in Figure 7.4(b). In the stiff regions (0.7% agarose concentration), it is noted that the 
mean Young’s modulus in the regions away (> 1 mm) from the location of the MNPs 
was ~ 30.2 kPa, which also corresponds well to the previously measured values shown in 
Figure 7.4(b). However, in the regions close to the MNPs, the Young’s modulus values were 
significantly higher (mean value ~ 80 kPa) than the values measured in Figure 7.4(b). This bias 
is expected due to the diffraction/near-field effects of the presence of compressional waves, 
mode coupling, and the breakdown of the assumption of a linear phase gradient [57, 117, 118]. 
Moreover, these results can also be biased due to the reflections from the internal elastic 
boundaries. Despite these limitations, differences in elastic contrast between the soft and the stiff 
regions within the sample can be seen. 
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7.4.3 Biological tissues 
Rat liver (35 x 20 x 4 mm) and chicken muscle (40 x 20 x 6 mm) tissues were used to 
demonstrate the technique in biological samples. The tissue samples were prepared by making 
a 3 mm punch biopsy hole where the MNP-gel solution was added to the tissue. The location of 
the MNPs can be seen in the rat liver OCT image shown in Figure 7.6(a).  In the frames 
extracted from the shear wave propagating movie for the liver, the influence of the geometry of 
the excitation source (in this case MNPs) can be clearly seen where the wavefronts initially 
follow the geometric profile of the source and then gradually become planar as they propagate 
away from the source. In the liver, the shear wave speed was measured to be 1.35 ± 0.05 m/s. In 
Figure 7.6(b), the results in a chicken muscle sample are shown, where the propagating waves 
can be seen travelling faster than in the liver sample, with a measured shear wave speed 
of 4.62 ± 0.15 m/s. It is known that muscles exhibit anisotropic mechanical properties where the 
shear wave speed would be different at different muscle fiber orientation [119].  As biological 
tissues are known to exhibit viscoelastic behavior, a Kelvin-Voigt tissue model was used to 
extract the viscoelastic properties (for the liver tissue) as demonstrated in the next section.  
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Figure 7.6: Shear waves in biological tissues. (a) Rat liver tissue. (b) Chicken 
muscle. OCT structural images (depth range ~ 1.5 mm) are shown in the first row 
while the subsequent rows show single frames extracted at different time points 
from the corresponding propagating shear waves videos of rat liver tissue and 
chicken muscle. The magnetic particle inclusions are on the left side of these 
images. A line-scan rate of 46 kHz was used with an excitation frequency of 
500 Hz consisting of 10 cycles. 
 
7.4.4 Dispersion curves 
The frequency-dependent shear wave speed (termed as shear wave dispersion curve) can reveal 
the viscoelastic properties of the material. The slope of the dispersion curve is indicative of the 
viscosity of the material where a steeper slope implies a higher viscosity. A purely elastic 
material is characterized by a non-dispersive (no change in shear wave speed with frequency) 
response. Figure 7.7(a) shows the dispersion curves of phantoms prepared using agarose and 
gelatin gels which are known to have a predominately elastic response [110]. The shear wave 
speeds were measured using an excitation frequency ranging from 300 to 750 Hz. Localized 
shear wave speed was estimated using a sliding window of length ∆r = 800 m over a 4 mm scan 
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range. The mean values of these estimates were fitted to the Kelvin-Voigt model given by 
Eq. (7.6) while the error bars correspond to the standard deviation of the measurements from the 
mean shear wave speed at that frequency. The 0.3% agarose phantom gave a shear modulus of 
G = 1.56 kPa (corresponding to a Young’s modulus of 4.68 kPa) and a viscosity of  = 0.12 Pa∙s, 
which shows that the response from the agarose sample is largely non-dispersive, hence 
validating the linear elastic model that has been used in the results shown in the previous 
sections. The measured shear modulus for the 8% gelatin phantom without oil (Figure 7.7(a)) 
was G = 2.7 kPa and the viscosity was   = 0.51 Pa∙s. However, with the addition of 20% oil (by 
weight) in the gelatin phantoms (Figure 7.7(b)), the shear modulus decreased to G = 2.4 kPa 
while the viscosity increased to   = 0.85 Pa∙s, which is consistent with the trend reported in the 
literature where the addition of oil increases the viscosity in gelatin phantoms [115]. Similar 
measurements were performed in a rat liver tissue shown in Figure 7.7(c) where the estimated 
values of G = 1.7 kPa and   = 0.83 Pa∙s are consistent with the values reported in previous 
studies [109]. However, in biological tissues, it is widely acknowledged that the inherent 
biological variability and the tissue preparation and storage methods can have a significant 
influence on the measured viscoelastic properties [120].  
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Figure 7.7: Dispersion curves for agarose, gelatin phantoms and tissue. 
(a) Gelatin with no oil and 0.3% agarose gel. (b) Gelatin with 20% oil. (c) Rat 
liver sample. The solid line in each of the plots corresponds to the best fit to the 
Kelvin-Voigt model while the estimated parameters are given in the legend. 
 
7.5 Discussion 
Numerous factors such as boundary effects [121] and shear wave patterns [117], diffraction, and 
other near-field effects need to be taken into consideration for accurate estimation of the shear 
modulus [118]. Measurements need to be performed in the far-field and sufficiently away from 
the boundaries to minimize the bias caused by the contribution of compression waves and wave 
coupling at the boundaries. The dimensions of the sample to minimize the impact of external 
boundary reflections depend on a number of factors such as the duration of excitation waveform, 
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the shear wave speed in the medium, and the amount of attenuation of the shear waves. In 
experiments with phantoms having large dimensions, the rapid attenuation of the shear waves 
away from the excitation source resulted in minimal boundary effects. However, this will not be 
the case in heterogeneous tissues which will have local internal boundaries. To ameliorate this 
effect, directional filters [122] and transient excitation in the form of short pulses can be used to 
minimize the impact of the reflected waves from the boundaries [123].  
In principle, estimating the shear wave attenuation (amplitude decay) can provide 
additional information and can be utilized to extract the viscoelastic properties. However, 
estimating the attenuation is often unreliable and challenging as the amplitude of shear waves is 
more susceptible to noise, especially if the sample is inhomogeneous. Moreover, attenuation due 
to geometric spreading and diffraction effects also needs to be taken into consideration. 
Considering these difficulties, only the shear wave speed was utilized to estimate the mechanical 
properties.   
The frequency range used in these experiments was limited to 300-750 Hz. At lower 
excitation frequencies, the shear wavelengths would be large, making the measurements more 
susceptible to near-field and boundary effects [118] while also increasing the imaging time. On 
the other hand, at higher excitation frequencies the rapid attenuation of the shear waves and 
relatively low magnetic field strength from the coil would substantially decrease the SNR of the 
obtained measurements. The dynamic range of the measured G is dependent on the minimum and 
maximum values of the phase gradient, i.e. /k r   , that can be reliably measured, while the 
spatial resolution depends on the length scale r  over which the local shear wave speed is 
estimated. The choice of the length scale r  will be influenced by a number of factors such as 
the SNR, the displacement amplitudes, excitation frequency, and tissue mechanical 
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properties [108, 124]. The accuracy of the phase gradient estimation is fundamentally limited by 
the SNR of the measurements. The minimum amount of phase shift that can be measured (given 
sufficient SNR) depends on the number of sampling points per excitation cycle and is given by 
min 2 / ( / )sF f   where Fs is the sampling rate (equivalent to the line-scan rate of the camera 
in these experiments). Hence, the phase shift   induced (which depends on   and the material 
properties) by the propagating shear waves over a length scale ∆r should be greater than 
min and the sampling rate should satisfy sF    . 
The shape and characteristics of the propagating wave are influenced by the geometry of 
the mechanical excitation source [117]. In these experiments, surface (Rayleigh) waves might 
also be generated as our excitation source (comprising MNPs) extends to the surface of the 
sample. However, the shear and surface waves are almost identical in speed and hence would not 
significantly impact the measured values. In these measurements, the propagating shear waves 
were assumed to be cylindrical in shape. However, this assumption may not always be valid, 
especially in tissues where controlling the geometry of the localized MNP inclusions may not be 
possible. If the sample is uniformly loaded with MNPs, then a focused magnetic field can be 
used to generate a predictable shear wave shape where the excitation region would be dependent 
on the magnetic field characteristics of the coil. Another way to have an excitation source (with 
controlled geometry) that can generate a well-defined wave pattern is by using needle-based 
magnetic actuation or inserting a metallic rod within the specimen [125]. Due to the high 
magnetic susceptibility of the metallic (e.g. carbon steel) rod, relatively large localized 
displacements can be induced in the sample. These large displacements can not only increase the 
propagation range of the shear waves, but can also potentially be used to measure the non-linear 
elastic parameters [126] and the elastic properties in an anisotropic medium by placing the rod at 
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different orientations [119]. Some examples of generating shear waves with an embedded steel 
rod (diameter 200 m) are shown in Figure 7.8. In the top row, agarose based phantoms were 
used, and it can be seen that the soft sample exhibits a steeper phase gradient (hence lower shear 
modulus) compared to the stiff sample. The measured shear wave velocities were 2.5 m/s for the 
soft sample and 7 m/s for the stiff sample, corresponding to shear modulus of 6.2 kPa 
and 49 kPa, respectively. These values deviate from previous measurements most likely due to 
the orientation of the steel rod. Similar measurements were performed in a rat liver tissue shown 
in the bottom panel of Figure 7.8, where values of G = 1 kPa and ɳ = 0.6 Pa.s were estimated 
from the shear wave dispersion curve by using a Kelvin-Voigt model. 
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Figure 7.8: Shear wave generation examples with a carbon steel rod. The top row 
shows an example with an agarose gel phantom while the bottom panel shows 
propagating shear waves in rat liver, and the corresponding Kelvin-Voigt model 
fit to estimate the viscoelastic parameters. 
 
Another consideration when using magnetic excitation is the magnetic properties of the 
tissue itself. Tissues are known to exhibit a weakly diamagnetic response characterized by an 
out-of-phase response with the applied excitation [16]. However, tissue diamagnetism will not 
affect our measurements as this response is very weak and the tissue diamagnetic properties are 
unlikely to change over the phase gradient measurement range. 
The generation of shear waves by magnetic particles can potentially explain some of the 
artifacts seen in MM-OCT and magnetomotive ultrasound [31]. From an imaging perspective, 
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the goal of magnetomotive imaging is to spatially localize magnetic particles within the sample. 
The propagation of elastic waves induced by the magnetic particles can make this spatial 
localization challenging. However, due to the relatively low scan rates and small displacement 
amplitudes used in magnetomotive imaging, shear wave propagation is not directly visualized. 
These artifacts, if present, can be minimized by phase gating [31] or filtering the signals that are 
out of phase with the excitation [16]. 
Fundamentally, this proposed method is similar to other internal dynamic excitation 
elastography methods such as acoustic radiation force (ARF) elastography. However, ARF-based 
techniques usually require appropriate acoustic impedance matching between the ultrasound 
transducer and the sample, have an excitation region that is typically large, and utilize high 
intensity ultrasound that can potentially damage the areas within the focal regions, making the 
amplitude of the generated shear waves limited by the local heating effect. Although the 
proposed method using MNPs is invasive in the sense that it requires the sample to be loaded 
with magnetic particles, there are current clinical scenarios where these MNPs are already loaded 
in tissues to serve the purpose of contrast enhancement in MRI or in magnetic hyperthermia 
applications [127]. Under these scenarios, this requirement might not impose a significant 
limitation. In the future, the influence of stiffness, size, and geometry of the MNP source on the 
shear wave measurements, and any bias introduced by these factors, should be investigated. 
Future studies should validate the estimated viscoelastic parameters with standard rheometry 
measurements. However, the low frequency range used in rheometry 
measurements (< 250 Hz) [128] might limit a direct comparison with the current technique. 
 Another unique aspect of this study was measuring the viscosity property of samples. 
However, the lack of controlled phantoms with known viscosity values makes it difficult to 
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validate the obtained results. The role that viscosity plays in elastography measurements is still a 
relatively unexplored area. Numerous studies have measured the elastic or shear modulus but 
relatively few have measured the viscosity in biological tissues. Biological tissues exhibit 
characteristics of viscoelastic materials, hence both the elastic moduli and the viscosity are 
needed to completely characterize their mechanical behavior. The most widely used methods in 
biomedical imaging to measure the viscosity have utilized the dispersion characteristics of the 
shear waves and this has been demonstrated in a number of studies using ultrasound 
elastography [129-131], magnetic resonance elastography [132-134], and more recently in 
optical coherence elastography [105, 135]. Although some elastography techniques based on the 
step or chirp response of the sample can measure the damping factor but extracting viscosity 
from the damping factor is complicated because of its dependency on the size and shape of the 
source and sample [136-138]. 
 Invariably, estimating the viscosity relies on making assumptions about the underlying 
tissue model. A number of models such as Kelvin-Voigt, Zener, Maxwell, and fractional 
derivative, to name a few, have been used and there is no clear superiority of one model over 
another. Indeed, for the same dataset, different models can give very different estimates about 
the tissue mechanical parameters. Liver, brain, and breast have been the most widely studied 
organs in terms of their viscosity parameter. However, the clinical significance of tissue viscosity 
remains an open question and requires further investigation. In the liver, for example, it is argued 
that increasing collagen content is responsible for increasing stiffness (and hence higher elastic 
modulus) while the viscosity depends on the amount of fat content. Hence, viscosity was found 
to be a useful parameter for detecting early stage steatosis because of the increase in fat content 
in the liver [139] and also to differentiate between liver fibrosis and liver steatosis [140]. Another 
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study that measured the elasticity and viscosity of liver by fitting ultrasound shear wave 
measurements to a Voigt model reported that elastic and viscous components are highly 
correlated with one another and hence viscosity did not add any significant diagnostic value in 
staging liver fibrosis [141]. Similarly, in a study measuring the viscosity in breast tissue, no 
clinical significance of the viscosity parameter was found [133]. It should be emphasized that the 
elastic modulus values have usually been estimated by assuming a linear elastic tissue model 
(hence neglecting the viscous component). However, disregarding the viscosity can cause bias in 
the elastic modulus estimates for materials that are known to exhibit viscoelastic characteristics 
(such as biological tissues). Hence, it can be argued that both the elastic and viscous components 
should be measured regardless of whether tissue viscosity has any clinical relevance. 
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8 CONCLUSIONS AND FUTURE WORK 
8.1 Summary 
In this thesis, the controlled movement of magnetic particles termed as “magnetomotion” has 
been used for contrast enhancement and for assessing the mechanical properties of samples. A 
combination of simulations and experimental studies were conducted to study the spatial and 
temporal characteristics of magnetomotion, identify commonly encountered artifacts, and 
investigate speed constraints in magnetomotive imaging. A modified scanning scheme for 
magnetomotive imaging was introduced that improved the imaging speed by over two orders of 
magnitude (~ 250 times), and in combination with full-range OCT, allowed the acquisition of 
3-D MM-OCT datasets over a larger depth range within a matter of seconds.  
Simulation tools were used to gain a better understanding of the large parameter space 
that governs this coupled mechanical-optical-electromagnetic system. FEM was used to study the 
spatial extent of the magnetomotive response. The spatial extent was shown to be influenced by 
the interplay between magnetic excitation, concentration and distribution of magnetic particles, 
sample geometry, and sample viscoelastic properties. The temporal characteristics and dynamics 
of the magnetomotive response were used for probing the mechanical properties of the sample. 
Previous work in MM-OCE was extended by demonstrating “MM-OCE imaging” of the 
mechanical properties rather than point measurements. To this end, relative mechanical contrast 
was generated using the frequency response of the sample under dynamic excitation and the 
impact of boundary and sample heterogeneities on the measured natural frequency was 
investigated. In addition, another MM-OCE method was introduced that utilized a localized 
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inclusion of MNPs to generate shear waves within the sample, and quantitative estimates of the 
complex shear modulus (i.e. elastic modulus and viscosity) were calculated by measuring the 
shear wave speed at different excitation frequencies and fitting the data to a Kelvin-Voigt tissue 
model. 
8.2 Future work 
A number of challenges, however, remain. Several future directions can be taken with this work, 
some of which are described below. 
8.2.1 Magnetomotive OCT 
The goals of magnetomotive imaging are the spatial mapping of the magnetic particles and 
correlating their concentration with the MM-signal. As magnetic particles are indirectly detected 
by their displacements, the MM-signal is inherently dependent on the viscoelastic properties of 
the surrounding material and boundary conditions. The linear dependency of the increase in 
concentration of the magnetic particles with the MM-signal is only possible if other sample 
parameters such as the size, shape, and viscoelastic properties are kept constant. One solution for 
better spatial localization of magnetic particles is to excite a small tissue region using a highly 
focused magnetic field, and moving the “magnetic focus” in synchrony with the optical beam 
scanning. However, from an experimental point of view, this would be a much more complicated 
setup compared to the existing one where the entire imaging field-of-view is mechanically 
excited simultaneously. 
 In the future, methods can be devised for better spatial localization that combine the 
magnetomotive response with other ways of directly observing the magnetic particles, either by 
measuring their magnetization with a relaxometer or modifying the magnetic particles so that 
they may be detected using other imaging modalities. An alternative way might be to use the 
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displacement field measured with OCT to iteratively estimate the distribution of the magnetic 
particles within the sample given some a priori knowledge of the elastic properties, shape, and 
size of the sample under investigation.  
Some other possible physical mechanisms can also be explored to generate images based 
on magnetomotion. One variant is the generation of Lorentz forces given by (   B)F q E    . 
In one technique utilizing Lorentz force called magneto-acoustic tomography with magnetic 
induction, both a static and a dynamic magnetic field are applied to the sample [142]. The time 
varying magnetic field induces Eddy currents in the sample (provided the sample is conductive) 
and the combination of Eddy current and static magnetic field results in the generation of a 
Lorentz force. Acoustic signals emitted by the Lorentz force are then detected at the surface of 
the sample using ultrasound, and subsequently, image reconstruction algorithms are used to 
perform tomography. The displacements induced by the Lorentz force are very small in 
magnitude, and it would be interesting to see if phase-resolved OCT can be used to detect these 
small-scale displacements [143, 144]. Similar methods of generating a Lorentz force can be 
envisioned for use with MRI where the static magnetic field from the MRI and an external time 
varying magnetic field can be used to potentially impart magnetomotion. 
8.2.2 Magnetomotive OCE 
While the goal of MM-OCT is the detection of magnetic particles, MM-OCE goes a step further 
and attempts to quantify the magnetomotive response to extract useful information about the 
surrounding microenvironment. Simulation tools are likely to be extremely valuable for 
understanding the roles that boundary conditions, sample heterogeneities, and mechanical 
properties play in the magnetomotive response. FEM simulations described in this thesis 
qualitatively agree with previously known and published results. This was important to validate 
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the models and the simulation parameters. However, achieving a more quantitative agreement 
between simulations and experiments is difficult partly because simulating exact experimental 
conditions is non-trivial and due to the prohibitively long simulation time required for simulating 
time-varying scenarios at high spatial and temporal resolutions. In future studies, a multi-physics 
simulation approach would be highly desirable where accurate modeling of the spatial variations 
in the magnetic fields and gradients and the noise attributes of the displacement estimates can be 
coupled with the structural mechanics simulations. All should subsequently be combined into the 
same simulation framework to potentially provide more realistic results. 
A Kelvin-Voigt tissue model was employed for many of the elastography studies 
conducted in this thesis. However, an appropriate choice of the rheological model is still an open 
question and would depend on a number of factors including the frequency range used for 
excitation and the mechanical properties of the material. Rheological model-free methods have 
been proposed that estimate the complex shear modulus and wavenumber in a viscoelastic 
medium without making any assumptions about the underlying mechanical model, and could be 
an interesting area for further exploration [145]. Current elastography and MM-OCE techniques 
make many simplifying assumptions about the tissue/sample mechanical properties, such as the 
tissue being linear and isotropic with homogeneous elastic properties, while in reality, biological 
tissues can be anisotropic, mechanically heterogeneous, and exhibit non-linear behavior. 
MM-OCE can be further explored for evaluating additional tissue properties such as the 
non-linear behavior, poro-elasticity, and anisotropy. Several studies in MRE and ultrasound 
elastography have computed the local Landau coefficient to characterize the shear nonlinearity of 
soft tissues [146] and the same should be feasible with OCE. However, large-scale displacements 
need to be induced for obtaining a non-linear response, and it is to be seen whether 
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displacements of this scale can be induced using MNPs. The initial proof-of-concept studies can 
be done with phantoms having a more pronounced non-linear response [147]. If using 
magnetomotive forces, large-scale displacements can easily be induced using magnetic steel 
rods/spheres; however, care should be taken when using phase-resolved methods as large scale 
displacements can result in phase wrapping problems.  
MM-OCE using a spatially focused magnetic field might be more appropriate in certain 
scenarios and can be further explored, especially for generating shear waves in tissue samples 
uniformly loaded with MNPs. A highly focused magnetic field applied at/near the surface can be 
used to generate surface waves, and techniques similar to what have been applied in seismology 
and geological surveying can be used to obtain depth-resolved elastography measurements in a 
layered medium [148, 149]. Similar methods have been demonstrated using other optical 
imaging methods for samples having relatively thick layers (several millimeters) [150, 151]. To 
resolve thin layers, much higher frequencies (several kHz) are needed, which could be a limiting 
factor using magnetic fields. 
 Although the emphasis in this thesis has been on measuring the viscoelastic properties at 
the tissue level, using MM-OCE to study cellular biomechanics would be another promising area 
for further exploration [11, 152]. Techniques such as magnetic twisting cytometry or magnetic 
tweezers already use magnetic particles as localized force transducers. However, the 
phase-resolved capability of MM-OCE can potentially measure much smaller scale 
displacements and the high scan rate capability can allow the use of higher modulation 
frequencies and temporal sampling. Relatively large forces on the order of nano-Newtons are 
generally required to measure viscoelastic modulus in cytoplasm [22]. For cellular studies either 
large micron-sized beads are needed to generate sufficient magnetomotive forces or 
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electromagnets having highly focused field gradients are required to move individual magnetic 
nanoparticles [153]. This is in contrast to tissues where a high concentration of magnetic 
particles is used and the small-sized particles, if sufficiently close to one another, have a 
“co-operative effect”, hence generating significant measurable displacements. Valuable insights 
on data processing can be obtained by some relevant methods such as traction force microscopy 
where the displacement of fluorescent beads is measured using imaging techniques, and given 
the knowledge of the mechanical properties of the substrate, traction forces can be determined 
[154].  Another possibility is generating shear waves using magnetic particles and measuring 
their propagation across the cell membrane to infer the mechanical properties; however, given 
the small size of cells and the small-scale of induced displacements, this might be extremely 
challenging.  
8.2.3 Other application domains 
In this thesis, low frequency magnetic fields (<1 kHz) have been utilized where the predominant 
energy transfer is mechanical in nature and the resulting physical movement of the magnetic 
particles is utilized for various applications. However, under an alternating magnetic field of 
sufficiently high frequency (> 10 kHz), the magnetic particles will heat up and this rise in 
temperature can be used to impart thermal injury to the surrounding cells/tissues. This localized 
heating by utilizing magnetic particles is called hyperthermia, which is being widely investigated 
as a potential strategy for cancer treatment [81, 155]. The heating mechanism in magnetic 
particles is dependent on their magnetic properties, size, and functionalization. Ferromagnetic 
particles induce heating primarily by hysteresis losses where under a time-varying magnetic 
field, the broad hysteresis loop results in more absorption of energy, and hence heating. 
However, superparamagnetic nanoparticles are especially attractive for hyperthermia 
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applications. The magnetization (M) of a superparamagnetic particle lags behind the applied 
magnetic field (H), resulting in the magnetic susceptibility to be a complex quantity, 
i.e. ' ''i    where ' is the in-phase component given by '
2
( )
1 ( )
o 



, '' is the out of 
phase or loss component expressed as ''
2
( )
1 ( )
o  



, o is the magnetic susceptibility at DC, 
and  is the relaxation time of the MNPs. The heating in superparamagnetic particles is due to 
Brownian rotation (relaxation time B ) which refers to the physical rotation of the particle and 
Neel relaxation (relaxation time N ) arising from the rotation of the magnetic moment within 
each particle. The total power dissipated (assuming that the MNPs are of the same size) is given 
by 2 ''oP H f   and can be increased by maximizing the imaginary part of the susceptibility 
by choosing a frequency 1  where is the total relaxation time of the MNPs given 
by N B
B N
 

 


.   
One promising application would be using MM-OCE in conjunction with hyperthermia. 
It is known that heating of the diseased region or thermal injury can cause changes in the local 
mechanical properties. The same magnetic particles that can induce thermal damage at high 
magnetic field frequencies can also be used to measure the mechanical properties of the 
surrounding medium at low frequencies. Hence, MM-OCE can be used to assess and quantify 
tissue damage during hyperthermia treatment. This capability can be potentially used in 
dosimetry applications for determining the amount and duration of hyperthermia treatment, and 
evaluating its efficacy. In addition to hyperthermia applications, the heating effect of MNPs has 
been used to remotely activate and control temperature sensitive ion channels in cells [156].  
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In conclusion, the temporal and spatial characteristics of magnetomotion have been 
demonstrated for enhancing imaging contrast and probing the viscoelastic properties in tissues. 
Magnetomotive contrast in optical imaging was shown using functionalized protein-shell 
microspheres and further improvement in MM-OCT imaging speed was demonstrated allowing 
the rapid acquisition of 3-D MM-OCT datasets over a larger depth range. The temporal 
dynamics of the magnetomotive response were investigated for probing the mechanical 
properties of both homogeneous and heterogeneous samples. In addition to contrast enhancement 
and elastography measurements¸ magnetomotion can be applied to several other application 
domains in the future such as to study cellular processes [157, 158], to induce apoptosis [26], or 
even control cellular function [159]. 
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