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Résumé
Un réseau écologique désigne l’ensemble des interactions entre les espèces vivantes d’un écosystème
donné. En connaître la structure est un défi important dans le domaine de l’écologie. Cela peut
se faire par des méthodes d’inférence, c’est à dire le fait d’utiliser des données d’observation
écologique (l’abondance des espèce, leur présence/absence. . . ) afin de reconstruire par des méthodes
mathématiques les interactions en captant leur influence sur ces observations. Dans cette thèse,
nous nous plaçons dans le cadre où les données écologiques dont on dispose sont des données de
présence/absence d’espèces mesurées à différents pas de temps. Le but est de développer une méthode
exploitant la dynamique de ces données pour apprendre les interactions entre les espèces. La difficulté
réside dans le fait que des données binaires sont peu informatives. Des connaissances expertes sur le
système étudié pourront aider à l’apprentissage.
Un cadre naturel pour apprendre une structure de réseau à partir de données binaires et
dynamiques est celui des réseaux bayésiens dynamiques : les données de présence/absence temporelles
sont modélisées comme des réalisations d’une série de variables aléatoires dynamiques dont les
dépendances sont indiquées par un graphe orienté. Dans le cas où l’on n’a que peu de données,
grâce à de la connaissance experte supplémentaire, il est possible de simplifier ce modèle. Cette
thèse décrit un modèle particulier de réseau bayésien dynamique dit « étiqueté ». Ce modèle utilise
un graphe dans lequel il existe un petit nombre de types d’interactions différentes, représentées
par un petit nombre d’étiquettes attribuées à chaque arc. Ce modèle permet de décrire plusieurs
phénomènes renseignant d’une information ou d’une perturbation pouvant se propager par contact
(rumeur, maladie, feu de forêt...). Les probabilités de chaque variable sont calculées par une fonction
dépendante du nombre d’interactions de chaque étiquette que cette variable subit. Ce modèle
permet de décrire toutes les probabilités conditionnelles à l’aide d’un petit nombre de paramètres,
indépendant de la structure du réseau. Ce cadre est utilisable pour modéliser la dynamique dans un
réseau écologique : l’information diffusée est la présence ou l’absence d’une espèce, dépendant des
interactions entre les espèces du réseau.
Nous décrivons ensuite une méthode permettant d’apprendre la structure d’un réseau bayésien
dynamique étiqueté à l’aide d’observations de présence/absence d’espèces au cours du temps.
Cet algorithme dit d’ "estimation-restauration" alterne deux phases : une phase d’estimation de
paramètres à structure fixée et une phase d’apprentissage de structure à paramètres fixés. Cette
deuxième phase peut être complexe, et est résolue comme un problème de programmation linéaire
en nombres entiers. Cela permet, en plus de l’utilisation d’outils efficaces pour la résolution de tels
problèmes, d’ajouter de la connaissance experte sous forme de contraintes.
Ce procédé a été appliqué à un cas d’étude en particulier : l’observation d’espèces d’arthropodes
piégés dans des champs expérimentaux au Royaume-Uni. Afin de constater les différences entre les
cultures des parcelles, des réseaux différents ont été appris. Enfin, nous comparons ces réseaux à
ceux obtenus par d’autres méthodes d’inférence de réseaux qui avaient été appliquées sur ces mêmes
données.
Abstract
An ecological network represents the interactions between living species within an ecosystem. The
knowledge of the structure of such a network is an important challenge in the field of ecology. This
task can be realized by inference methods : a set of methods that uses ecological observations
data (species abundance, presence or absence of species. . . ) in order to learn the interactions
mathematically, by the exploitation of the effect of these interactions on the observed data. This
thesis describes a case where the ecological data we dispose of are only data of presence/absence
of species observed at different moments. Le goal is to develop a method that exploits those kind
of data in order to learn the interaction between these species. The main difficulty is that binary
variables carry little information. Expert knowledge on the system is used to help learning the
network’s structure.
We use the framework of dynamic Bayesian network : temporal presence/absence data are
modeled as the realization of a set of dynamic random variables whose dependencies are described
by an oriented graph. Such a model can be simplified using expert knowledge. This thesis describes
a particular model of “labelled” dynamic Bayesian network. In this model, the graph is defined
by a small number of different types of interactions that constitute a set of labels attributed to
the edges of the graph. This model can describe several phenomena where an information or a
perturbation can be propagated by contact (rumour, disease, forest fire....) This model describes the
presence or absence probabilities of each species as a function of the number of interactions of each
label this species is subject to. This model allows to describe every presence/absence probability of
species using a small number of parameters independent from the network’s structure. This is the
framework used for the modeling of species dynamics within an ecological network : the information
propagated is the presence or the absence of a species, knowing the interaction between the species
of the network.
Then, we describe the processes we use for learning the structure of a labelled dynamic Bayesian
network using time series of binary variables. This ’Estimation-Restoration’ algorithm alternates
two steps : a phase of parameter estimation knowing the structure, and a phase of structure learning
knowing the parameters. This last step can be complex. It is done by solving a integer linear
programming problem. This allows to use efficient existing tools for solving those kind of problems.
Moreover, we can easily add expert knowledge by the form of linear constraints.
This process has been used on a particular case study :the observation of arthropods species
trapped in experimental fields in the united kingdom. In order to highlight the differences between
the different crops, different networks have been learnt. Finally, we compare the learnt network with
others, learnt with different learning methods on the same data.
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L’écologie est un domaine d’étude très vaste, dont le but est la compréhension du milieu naturel,
du monde vivant et des interactions entre eux. Toute cohabitation entre plusieurs êtres vivants,
quelles que soient leurs espèces, ayant un minimum d’interaction peut donc faire l’objet d’une étude
écologique, d’une forêt tropicale grouillante de biodiversité à un désert semblant hostile à presque
toute forme de vie. Un champ d’étude aussi vaste est bien entendu divisé en plusieurs spécialités que
l’on peut différencier par le niveau de détail du domaine d’étude [Schneider, 2001]. L’écologie peut
s’étudier à l’échelle d’un individu, afin de comprendre l’impact de l’environnement sur un organisme ;
d’une population, afin d’étudier les interactions dans un petit groupe d’individus d’une même espèce ;
d’une communauté de plusieurs espèces ; et enfin à l’échelle du paysage. Les limites entre ces échelles
sont floues et leurs définitions peuvent varier. Par exemple, entre l’échelle de la communauté et
l’échelle du paysage, on peut définir l’échelle de l’écosystème, qui étudie les interactions entre toutes
les espèces partageant un milieu relativement homogène.
Les interactions étudiées par l’écologie peuvent également être de plusieurs types. Une interaction
essentielle pour le monde vivant est l’échange d’énergie et de nutriments à toutes les échelles
écologiques. En effet, ce sont ces interactions, dites trophiques, qui permettent à la plupart des
êtres vivants de survivre. L’étude de ces interactions se fait dans le cadre de l’écologie trophique
[Garvey and Whiles, 2016]. Un outil important de cette discipline est le réseau trophique. Un réseau
trophique décrit schématiquement l’ensemble des échanges d’énergie entre espèces. Autrement dit,
c’est l’ensemble des relations proies/prédateurs entre des espèces vivantes au sein d’un écosystème.
En pratique, l’exhaustivité est impossible, voire peu souhaitable : il existe énormément d’interactions
trophiques possibles, et certaines se font dans des cas très particuliers. Un carnivore consommant de
l’herbe pour se purger constitue-elle une interaction trophique ? Le fait qu’un prédateur consomme
en période de disette une proie qu’il ne consomme pas habituellement constitue-t-il une relation
trophique utile à étudier dans des conditions normales ? Un réseau trophique désigne donc davantage
un outil utile dans le cadre de l’écologie trophique qu’un ensemble exhaustif de toutes les interactions
trophiques.
La connaissance d’un réseau trophique est très utile dans de nombreux domaines de l’écologie
[Palmer et al., 2016]. En effet, les réseaux trophiques permettent de mettre en évidence l’impact
que peut avoir chaque espèce sur son écosystème, le moindre changement de population ou de
régime d’une espèce se répercutant sur tout le réseau. L’étude des réseaux trophiques a permis
par exemple d’identifier des espèces, notamment les prédateurs, considérées comme clé de voûte
dans certains écosystèmes, c’est à dire que leur présence est garante de l’ensemble de la biodiversité
[Pace et al., 1999, Soulé and Terborgh, 1999]. De telles espèces régulent les populations d’herbivores,
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donc contribuent à maintenir un couvert végétal suffisant pour l’intégralité de l’écosystème. Connaître
des réseaux trophiques peut ainsi aider à la gestion et à la régulation des écosystèmes, en guidant
l’effort de conservation sur certaines espèces [Silliman and Bertness, 2002]. Les réseaux trophiques
permettent également de mieux comprendre l’impact d’espèces introduites ou invasives sur un
écosystème afin d’en réguler artificiellement la population [Knapp et al., 2001].
Bien que très utile, l’utilisation des réseaux trophiques a ses limites. Ses premières limitations
viennent, comme pour tout le domaine de l’écologie, du manque de clarté du concept d’espèce : à
partir de quel moment peut-on dire que deux individus sont d’une espèce différente ? La définition
du concept d’écosystème n’est pas claire non plus : où commencent et ou finissent deux écosystèmes
considérés comme différents ?
Et au delà de ces questions purement scientifiques se pose un problème pratique : comment
peut-on réellement connaître la structure d’un réseau trophique ? Heureusement, il est possible
d’identifier des réseaux trophiques plus ou moins fiables, à l’aide de méthodes plus ou moins coûteuses.
Cependant, les interactions trophiques sont un type d’interaction précis que ces méthodes ne peuvent
pas toujours identifier formellement. Dans ce cas, il peut être plus efficace de prendre en compte
les relations biologiques autres que trophiques, comme les relations de symbiose, de parasitisme,
de compétition... Un réseau d’interactions regroupant les interactions trophiques et d’autres types
d’interactions biologiques est désigné comme un réseau écologique.
Les méthodes permettant de connaître ces interactions écologiques peuvent demander un grand
nombre de données écologiques et nécessitent l’intervention de disciplines mathématiques, statistiques
et informatiques. Les interactions entre les espèces ont en effet un impact sur divers indicateurs
mesurables, comme l’abondance, la présence ou l’absence de diverses espèces d’un écosystème. À
partir de l’observation de ces indicateurs, des méthodes statistiques, mathématiques ou informatiques
cherchent à trouver la part de ces indicateurs expliquée par les interactions entre espèces. L’inférence
de réseau désigne le fait de chercher les interactions les plus plausibles à partir de données écologiques.
Le principe des méthodes d’inférence consiste généralement à construire un modèle théorique décrivant
comment obtenir des indicateurs biologiques à partir des interactions écologiques. L’idée est de
trouver une structure de graphe permettant d’expliquer au mieux les indicateurs biologiques observés
d’après le modèle. Le principe d’inférence de réseau se base sur le fait que les interactions écologiques
ont un impact suffisamment fort sur les indicateurs biologiques pour qu’elles soient captées par le
modèle. Cette hypothèse semble crédible [Polis et al., 2000].
Cependant, la récolte de ces données écologiques a un certain coût, surtout lorsque l’on souhaite
obtenir des données précises et détaillées. Lorsqu’un écosystème est très mal connu ou difficile à
observer, ces données peuvent être peu informatives. Le but de cette thèse est de proposer une
méthode permettant d’inférer un réseau écologique à partir de données peu informatives. Les données
que l’on cherchera à exploiter sont des données de présence/absence d’espèces au cours du temps. Le
principe est de construire un modèle théorique faisant intervenir les interactions entre espèces. Ce
modèle permet d’approcher la manière dont les données temporelles de présence/absence peuvent
être théoriquement obtenues, et d’utiliser des observations réelles afin d’évaluer ce modèle. En
résumé, l’objectif de cette thèse est de développer une méthode permettant d’inférer un
réseau écologique à partir de données temporelles de présence/absence d’espèces.
Méthodologie et contributions
La méthode développée dans cette thèse se base sur un modèle particulier, dit de réseau
bayésien dynamique étiqueté développé pour cette thèse. C’est un cas particulier de réseau bayésien
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[Pearl, 1986]. Un réseau bayésien est un modèle regroupant un ensemble de variables aléatoires dont
les dépendances sont représentées sous la forme d’un graphe orienté sans circuit. Cette structure
permet de faciliter l’expression de la loi de probabilité jointe de l’ensemble des variables en exploitant
les indépendances conditionnelles. Les réseaux bayésiens dynamiques sont un cas particulier de
réseaux bayésiens dont les variables aléatoires suivent une dynamique temporelle. Si l’on considère
la présence ou l’absence d’une espèce à un moment donné comme le résultat d’une variable aléatoire
dont la probabilité dépend des interactions écologiques avec les autres espèces, la dynamique des
espèces d’un réseau écologique peut être modélisée par un réseau bayésien dynamique.
Les réseaux bayésiens sont souvent utilisés pour calculer la probabilité d’une ou de plusieurs
variables aléatoires sachant d’autres, ou pour déterminer une structure de graphe méconnue. La
procédure pour déterminer ou apprendre cette structure est souvent désignée comme l’inférence
ou l’apprentissage de réseau bayésien. Deux familles de méthodes existent afin d’apprendre cette
structure à partir d’un ensemble de données constituant les observations des variables aléatoires du
réseau bayésien [Margaritis, 2003]. Une première famille de méthodes consiste à tester empiriquement
les indépendances des variables conditionnellement aux autres afin d’obtenir une structure de graphe
cohérente par rapport à un ensemble d’observations. Une autre famille de méthodes consiste à établir
un score caractérisant la pertinence d’un graphe pour modéliser les données observées par un réseau
bayésien. Ces méthodes utilisent des procédures permettant de trouver la structure maximisant
ce score d’après les données observées. Cependant, pour un graphe donné, un grand nombre de
probabilités conditionnelles différentes doivent être calculées. Le nombre de paramètres augmente
avec le nombre d’arcs dans le graphe et leur estimation est difficile lorsque l’on a peu de données.
Nous souhaiterions utiliser des connaissances expertes afin de diminuer ce nombre de paramètres.
Un réseau bayésien étiqueté [Auclair et al., 2017] est un réseau bayésien dans lequel les arcs du
graphe associé portent une information qualitative appelée étiquette. L’étiquette d’un arc entre
deux variables permet de caractériser la nature de l’interaction qu’elle représente, c’est à dire le
type d’impact qu’une variable a sur l’autre et la force de cette interaction. Dans un réseau bayésien
étiqueté, le nombre d’étiquettes est fixé à priori et les probabilités conditionnelles de chaque variable
ne sont déterminées que par le nombre de ses parents et par les étiquettes des arcs correspondantes.
Cela permet de rendre le modèle plus compact en réduisant le nombre de paramètres de ce modèle.
En effet, le nombre de paramètres est dépendant du nombre d’étiquettes fixées au départ et pas de
la structure du graphe. Ainsi, en connaissant le nombre d’étiquettes d’un réseau bayésien étiqueté,
le nombre de paramètre est fixe, et indépendant du nombre de variables et d’arcs. Une version
dynamique de ce modèle est aussi décrite dans cette thèse.
Ce cadre est pertinent avec l’objectif d’apprentissage de réseaux écologiques, car des connaissances
expertes existent sur ce type de réseau. Il est possible, avec l’aide d’experts, de définir par avance les
types d’interactions écologiques que l’on s’attend à trouver dans l’écosystème étudié, et de se limiter
à ces types d’interactions dans le modèle théorique afin de simplifier le problème. Typiquement,
il s’agit soit d’interactions qui favorisent la présence d’une espèce, soit qui la défavorisent. Un tel
modèle n’est d’ailleurs pas spécifique aux réseaux écologiques et peut être utile dans de nombreuses
applications.
Si un réseau bayésien étiqueté réduit le nombre de paramètres du modèle, cela se fait au prix d’une
expression de la vraisemblance plus difficile à dériver que dans le cas classique. De ce fait, les méthodes
d’apprentissage doivent être ajustées dans le cadre des réseaux bayésiens étiquetés. Cette thèse
présente une méthode permettant d’apprendre la structure d’un réseau bayésien dynamique étiqueté.
Cet apprentissage se fait par un algorithme en deux étapes successives : une étape d’estimation des
paramètres à structure de graphe fixée et une étape d’apprentissage à valeurs de paramètres fixées.
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L’étape d’apprentissage de structure se fait par la résolution d’un problème de programmation
linéaire en nombres entiers. La résolution de ce problème par programme linéaire permet d’utiliser
des outils déjà existants et d’ajouter de la connaissance experte sous forme de contraintes linéaires.
Parmi ces connaissances expertes, on peut intégrer par exemple la connaissance de certains
arcs, ou des niveaux trophiques des différentes espèces lorsque l’on cherche à apprendre un réseau
écologique. La connaissance de ces niveaux trophiques permettra alors de prioriser certains arcs,
afin d’éviter par exemple qu’une espèce basale soit interprétée comme une espèce prédatrice.
Plan du manuscrit
Ce manuscrit commence par décrire les concepts de réseau trophique et de réseau écologique
et par présenter un ensemble de méthodes permettant d’apprendre la structure de ces réseaux
dans le chapitre 1. Ce chapitre décrit plus précisément les méthodes d’inférence, utilisant des outils
mathématiques, statistiques et informatiques qui ont déjà été utilisés afin d’estimer les interactions
écologiques à partir de données écologiques.
Le chapitre 2 décrit en particulier une famille de méthodes permettant l’inférence d’un réseau
qui reposent sur le cadre des réseaux bayésiens. Il existe plusieurs méthodes d’apprentissage utilisant
l’intelligence artificielle ou la statistique afin de trouver la structure de réseaux bayésiens la plus
plausible. Ces méthodes sont présentées dans ce chapitre.
Le chapitre 3 propose un nouveau modèle pour la représentation de connaissances incertaines
appelé réseau bayésien étiqueté. Ce chapitre montre également la généricité de ce cadre, notamment
par des exemples de phénomènes modélisables par réseau bayésien étiqueté. Il est notamment possible
de modéliser un réseau écologique, car au sein d’un écosystème, la présence d’une espèce peut avoir
sur une autre un impact positif ou négatif. Par exemple, une proie sert de nourriture à son prédateur.
Il s’agit d’un impact positif pour le prédateur, et négatif pour sa proie.
Le chapitre 4 décrit une procédure permettant d’apprendre la structure d’un réseau dans le cadre
des réseaux bayésiens étiquetés dynamiques, cas particulier du modèle décrit précédemment utile
pour représenter tout phénomène évoluant dans le temps. Cet apprentissage se fait en résolvant un
programme linéaire en nombres entiers décrit dans ce chapitre. Il présente également une étude de
performance de cette procédure sur des données simulées, puis sur un jeu de données réelles.
Le chapitre 5 présente un cas d’étude sur des données réelles. Ces données sont issues d’une
étude sur des champs expérimentaux où des arthropodes ont été piégés. Nous chercherons alors à
apprendre les interactions entre ces arthropodes. Nous souhaitons également étudier les différences
entre les réseaux appris pour différentes cultures. L’objectif est également de comparer ces résultats
avec ceux issus d’une précédente étude sur ces données.
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Chapitre 1
Apprentissage de structure de réseau
écologique
Il existe un si grand nombre d’interactions possibles entre les espèces vivantes qu’en avoir la
connaissance exhaustive est très difficile. Plusieurs méthodes, que nous développerons dans ce
chapitre, sont utilisées pour apprendre la structure d’un réseau écologique. Ces méthodes peuvent
être coûteuses en matériel ou en temps. De ce fait, le réseau trophique de certains écosystèmes très
bien étudiés peut être bien mieux connu que ceux d’autres écosystèmes. Existe-t-il cependant une
méthode qui ne soit pas limitée à un écosystème particulier, donc qui puisse reconstruire un réseau
trophique, y compris pour un écosystème pour lequel nous disposons de peu d’informations ? Il
serait utile d’avoir une méthode permettant d’exploiter des informations pouvant être assez peu
informatives, mais simples à obtenir, comme la présence ou l’absence d’espèces vivantes dans un
écosystème. Les données binaires fournissent peu d’informations par elles-même, mais il est possible
de les combiner avec d’autres types d’informations assez simples à obtenir. Une information de
dynamique temporelle permettrait de jouer ce rôle. En effet, l’étude d’un écosystème se faisant
généralement sur plusieurs périodes temporelles, nous souhaitons pouvoir exploiter la dynamique
des espèces peuplant cet écosystème à l’aide de l’information sur leur présence ou leur absence au
cours du temps. Il n’y a également aucune raison d’occulter les connaissances que peuvent déjà
avoir les experts sur l’écosystème étudié et les espèces le peuplant. Pouvoir exploiter des données
peu informatives combinées à des connaissances expertes peut être une approche intéressante pour
obtenir des réseaux écologiques exploitables dans un contexte où peu de données sont disponibles.
Passons en revue les principales méthodes de construction de réseau écologique dans le but de
trouver une méthode de construction de réseau écologique permettant d’exploiter :
— Des données de présence/absence d’espèces
— Des données dynamiques
— Des connaissances expertes
Après avoir donné une définition plus détaillée du concept de réseau écologique, nous allons passer
rapidement en revue un ensemble de méthodes d’observations directe d’interactions pour construire
un réseau trophique. Nous présenterons ensuite un ensemble de méthodes permettant de reconstruire




Un réseau trophique [Dunne, 2009] constitue un ensemble de relations proie/prédateur entre
des espèces. La figure 1.1 est une illustration d’un réseau trophique entre un ensemble d’espèces
vivantes, une flèche d’une espèce vers une autre représente une relation proie→prédateur.
Un réseau trophique est donc un ensemble de chaînes alimentaires, qui peuvent s’entrecroi-
ser et former un réseau ayant une structure pouvant être complexe. Généralement, on définit un
réseau trophique pour un groupe d’espèces au sein d’un écosystème. La forme de ces réseaux
trophiques peut énormément varier selon les écosystèmes[Pimm et al., 1991], ou lors d’un change-
ment dans un écosystème [Schmidt et al., 2009] même lorsque les mêmes espèces sont considérées.
De ce fait, un réseau trophique ne peut jamais être exhaustif. Il est possible d’ajouter des in-
formations supplémentaires à ces réseaux, comme des descriptions quantitatives ou qualitatives
[Bersier et al., 2002, Banašek-Richter et al., 2004] sur les espèces ou les interactions. Bien que les
interactions trophiques (les relations proie/prédateur) soient les plus étudiées, il existe d’autres
types d’interactions [van Veen et al., 2009] qui peuvent avoir une importance capitale sur les espèces
[Kéfi et al., 2012]. Il ne faut effectivement pas nier l’importance d’interactions comme les relations
de facilitation entre espèce (symbioses, plantes ou algue servant d’habitat à une espèce vivante), les
relations de compétition pour une ressource, ou les relations de parasitisme. Ce type d’information
peut être ajouté au réseau trophique, afin d’obtenir un réseau d’interaction plus étendu. Un réseau
renseignant n’importe quel type d’interaction écologique est désigné comme réseau écologique
[Ings et al., 2009]. Un réseau trophique est donc un cas particulier de réseau écologique. La structure
d’un réseau écologique fait qu’il est facilement manipulable mathématiquement, à l’aide d’une
branche des mathématique appelée théorie des graphes dont nous allons présenter ici quelques
principes élémentaires.
1.1.2 Notions de théorie des graphes
Définition
Un graphe est un objet mathématique utilisé pour représenter des entités homogènes liées par
des relations binaires. Cette représentation permet de gérer efficacement tout type de réseau (routier,
social, trophique...).
Un graphe G est constitué d’un ensemble de nœuds V représentant les entités que l’on souhaite
étudier. Deux nœuds peuvent être liés ensemble par une relation r que l’on cherche à étudier.
L’ensemble des relations r entre les nœuds V constitue un ensemble d’arcs E. On note G(V, E) un
graphe constitué des nœuds V et des arcs E.
Si la relation r que décrit le graphe est symétrique, c’est à dire que V1rV2 ⇔ V2rV1, le graphe
est dit non-orienté 1. Le vocabulaire et les exemples présentés dans cette section correspondent au
cas orienté, où G décrit des relations non symétriques.
La figure 1.2 représente un graphe orienté G(V, E) où V= {1, 2, 3, 4, 5} et E= {(1→ 3), (2→
3), (2→ 4), (3→ 5), (4→ 5), (5→ 1)}
1. Le vocabulaire change légèrement lorsque l’on traite un graphe non-orienté. Dans le cas non-orienté, on désigne
souvent les entités comme des sommets et les relations comme des arêtes. En pratique, ces termes sont interchangeables
et il est fréquent d’entendre parler d’arête dans le cas orienté, de nœud dans le cas non-orienté etc.
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Figure 1.1 – Exemple simple de réseau trophique. Une flèche d’une espèce i vers une espèce j décrit le fait
que i est une proie de j.
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Éléments de vocabulaire
Un nœud V1 est dit parent d’un nœud V2 si il existe un arc E(V1, V2) de V1 vers V2. L’ensemble
des parents d’un nœud V est noté piV . Sur le graphe G(V, E) de la figure 1.2, les parents du nœud
3 constituent l’ensemble pi3 = {1, 2}.
Un chemin est une succession d’arcs distincts reliant une série de nœuds de façon continue. On
peut par exemple définir dans le graphe Gde la figure 1.2 le chemin 2→ 4→ 5→ 1 reliant le nœuds
2 au nœud 1.
Un circuit est un chemin reliant un nœud à lui-même. Dans le graphe G de la figure 1.2, le chemin
1→ 3→ 5→ 1 est un circuit.
Un graphe peut porter des informations supplémentaires. Les informations les plus courantes que
l’on peut trouver dans des graphes sont des valeurs quantitatives ou qualitatives sur les nœuds ou
les arcs. Un réseau routier, par exemple, peut se modéliser comme un graphe dont les nœuds sont
des villes, les arcs des routes entre ces villes, chaque arc étant porteur d’une valeur correspondant à
la longueur de la route. Un graphe portant un poids sur chaque arc est dit valué. La théorie des
graphes est un ensemble de méthodes mathématiques et algorithmiques permettant de manipuler les
graphes. Il existe un très grand nombre d’algorithmes pour un très grand nombre d’applications. On
peut citer, parmi les plus courants, des algorithmes permettant de trouver le plus court chemin entre
deux nœuds, de la détection de circuits dans un graphe, ou encore différentes manières d’étiqueter
les nœuds selon leurs liens. Plusieurs de ces méthodes se basent sur la matrice d’adjacence d’un
graphe. La matrice d’adjacence est une manière de représenter mathématiquement un graphe, à
l’aide d’une matrice de taille n ∗ n, n étant le nombre de nœuds. Un élément Ai,j ∈ {0, 1} de cette
matrice d’adjacence situé sur la ligne i et la colonne j décrit la présence ou l’absence d’un arc
d’un nœud i vers un nœud j. La matrice d’adjacence d’un graphe non-orienté est symétrique. Un
élément de la matrice d’adjacence d’un graphe valué peut prendre pour valeur le poids de l’arc qu’il
représente au lieu de la simple information de sa présence, un arc inexistant ayant un poids de 0.
1.1.3 Réseau écologique et théorie des graphes
La théorie des graphes peut s’appliquer à tout type de problème assimilable à un réseau. Ainsi,
un réseau écologique est simple à adapter dans ce cadre. On désigne alors un réseau écologique
comme un graphe orienté dont les nœuds sont les espèces et les arcs sont les relations trophiques.
Une relation écologique n’étant pas symétrique (dans le cas d’une relation trophique, il est rare
qu’une proie soit également prédateur de son prédateur), un réseau écologique peut être représenté
par un graphe orienté. La figure 1.3 représente le réseau trophique représenté dans la figure 1.1 sous










Figure 1.3 – Réseau trophique similaire à celui de la figure 1.1 modélisé sous forme de graphe orienté.
Ainsi, le problème de construction de réseau écologique peut se voir mathématiquement comme
celui de trouver les arcs d’un graphe orienté dont les nœuds sont les espèces. La prochaine section
va un peu plus loin dans la caractérisation d’un réseau écologique. Nous nous concentrerons sur les
réseaux trophiques, en listant différentes formes qu’ils peuvent prendre.
1.2 Structure d’un réseau trophique
Si il est possible de définir des réseaux écologiques pour différents écosystèmes, différents milieux
et différentes espèces, donc potentiellement très différents, il existe tout de même des régularités
dans les structures de réseau écologique. Ces structures "type" de réseau écologique fournissent de
l’information experte supplémentaire, que l’on peut intégrer à l’apprentissage de ces réseaux. Il est
donc intéressant de caractériser la manière dont s’organise un réseau écologique. Cependant, les
structures les plus étudiées sont celles des réseaux trophiques, c’est à dires des réseaux écologiques
renseignant uniquement des interactions proie/prédateur. Il existe différentes manières de modéliser
un réseau trophique [Allesina, 2008] et il est intéressant de connaître les règles qu’utilisent ces modèles
afin de comprendre les mécanismes de ces réseaux. Ces modèles ont été établis par comparaison
entre des réseaux simulés à l’aide de différents modèles et des réseaux connus. Le modèle de réseau
trophique le plus simple est un graphe aléatoire, où tout lien entre espèce est équiprobable. Cependant,
les relations trophiques sont plus complexes qu’une règle aléatoire aussi simple. Voyons donc quelques
modèles plus complexes permettant de modéliser un réseau trophique.
1.2.1 Modèle de cascade
Le modèle de cascade [Pimm et al., 1991] permet de générer un profil de réseau trophique se
basant sur un ordre hiérarchique entre toutes les espèces. À chaque espèce i(i ∈ 1, ..., n) est attribuée
une valeur vi unique permettant d’établir un ordre hiérarchique entre les espèces permettant d’établir
les règles suivantes :
— Une espèce i peut se nourrir sur des espèces dont la valeur est plus faible : Si vj < vi , alors i






Figure 1.4 – Illustration du fonctionnement du modèle de niche. Chaque triangle représente une espèce
positionnée sur un axe selon leur valeur de niche entre 0 et 1. Le triangle noir représente une
espèce i de valeur de niche vi ayant un intervalle de niche de centre ci et de taille ri. Toutes
les espèces dans cet intervalle (en gris) sont ses proies.
— Une espèce i ne peut pas se nourrir sur des espèces de valeur aussi forte ou plus forte : Si
vk >= vi, alors i ne peut pas se nourrir sur l’espèce k.
— Un lien trophique entre une espèce i et une espèce j a une probabilité d/n d’exister, d étant
un paramètre à fixer ou à apprendre.
Le paramètre d est indépendant du nombre d’espèces n et ne varie pas avec i. La probabilité de
présence d’une interaction trophique est donc équiprobable pour chaque espèce tant que les règles
ci-dessus sont respectées. Excepté pour les espèces numérotées 1 et n, respectivement espèce basale
et grand prédateur, ce modèle ne fixe pas les niveaux trophiques à priori : une espèce ayant une
numérotation forte n’a pas nécessairement un niveau trophique plus élevé qu’une espèce avec une
numérotation faible. Cependant, par construction, dans ce modèle, le nombre de proies probables
augmente avec la numérotation des espèces. Si cela imite des comportement observés dans la
nature, ce modèle occulte cependant plusieurs comportements trophiques. Il interdit notamment le
cannibalisme ou tout cycle dans le réseau. Or, ce cas de figure n’est pas impossible dans la réalité
[Polis, 1991]. En effet, plusieurs espèces peuvent pratiquer le cannibalisme ou consommer des espèces
habituellement prédatrices.
1.2.2 Modèle de niche
Le modèle de niche [Williams and Martinez, 2000] propose un profil de réseaux trophiques plus
affiné par rapport au modèle de cascade. Comme pour le modèle de cascade, à toute espèce i est
attribuée une valeur. Cette "valeur de niche" vi est unique et suit une loi uniforme. À toute espèce i
est également attribué un intervalle de centre ci < vi et de longueur ri. L’espèce i a pour proie toute
espèce j ayant sa valeur vj dans cet intervalle, soit toute espèce j telle que ci− ri/2 ≥ vj ≥ ci + ri/2.
Le fonctionnement du modèle de niche est illustré par la figure 1.4.
Cette règle autorise les boucles et le cannibalisme, car la borne supérieure ci + ri/2 peut dépasser
la valeur vi.
1.2.3 Modèle de hiérarchie imbriquée
Le modèle de niche impose aux espèces des régimes alimentaires "continus" selon les valeurs
de niche. C’est à dire qu’une espèce ayant pour proie deux espèces de valeur de niche vj et vk
aura toujours pour proie toutes les espèces ayant une valeur de niche comprise entre vj et vk.
Cette contrainte n’est pas toujours observée dans la réalité. Le modèle de hiérarchie imbriquée
[Cattin et al., 2004] (Plus souvent trouvé sous le nom de nested hierarchy dans la littérature) se
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base également sur des valeurs de niches vi permettant d’ordonner les espèces.À chaque espèce est
attribué un ensemble de proies, dans l’ordre croissant des valeurs de niches par la procédure suivante :
Pour chaque espèce i, dans l’ordre des valeurs de niche vi :
— Appliquer la procédure du modèle de niche [Williams and Martinez, 2000] afin de déterminer
un nombre de proies pi.
— Une proie j est choisie aléatoirement parmi les espèces de valeur inférieure (vj < vi).
— Une fois que la proie j de i a été choisie, deux cas de figures sont possibles :
(1) j n’a pas de prédateurs. Dans ce cas, i est désigné comme prédateur de j et la prochaine
proie de i est choisie aléatoirement parmi les espèces de valeur inférieure (vj < vi). Retour
à l’étape précédente.
(2) j a au moins un prédateur. Dans ce cas, i rejoint l’ensemble des prédateurs de j Prj .
Le reste des prochaines proies de i est choisi aléatoirement parmi l’ensemble des proies
connues de Prj .
— L’espèce i ne peut pas choisir deux fois la même proie. Si, lors de l’étape (2), aucune proie
n’est disponible, car l’ensemble des proies de Prj est trop petit, alors le reste de ses proies
est choisi aléatoirement parmi les espèces n’ayant pas encore de prédateur et d’une valeur
inférieure à vi.
— Si i doit encore trouver des proies et qu’aucune proie ne respectant ces règles ne peut lui être
attribuée, alors le reste de ses proies sont choisies aléatoirement. Ces proies peuvent avoir
n’importe quelle valeur, y compris une valeur supérieure à vi.
Ce modèle permet d’intégrer un comportement existant dans la nature qui n’était pas inclus dans
les modèles précédents : le fait que des prédateurs partagent un même groupe de proies, ce qui est
fréquent dans la nature.
Ces modèles permettent de modéliser n’importe quel réseau trophique, sans avoir besoin de
connaissances particulières sur les espèces étudiées. Cependant, lorsque ces connaissances sont
disponibles, il est possible de modéliser d’autres types de réseaux trophiques, plus précis car tenant
compte des spécificités connus du milieu et des espèces étudiées.
1.2.4 Modèle à blocs latents
La classification croisée est une méthode de classification non-supervisée consistant à partition-
ner un ensemble de variables et d’individus en classes homogènes. Un bloc est un regroupement
d’ensembles conjoints d’individus et de variables ayant un comportement similaire [Brault, 2014].
Un modèle à blocs latents se construit à la manière d’une classification croisée où les partitions
de lignes et de colonnes à regrouper en classes sont considérées comme des variables latentes. À
chaque individu est associée une probabilité d’appartenance à chaque classe d’individu, et à chaque
variable est associée une probabilité d’appartenance à chaque classe de variable. Le croisement d’une
classe de variable et d’une classe d’individu constitue une classe associée à l’observation. Chacune
de ces probabilités est considérée comme indépendante. On considère également que la valeur d’une
variable pour un individu est indépendante de toutes les autres conditionnellement à l’appartenance
de cet individu à une classe. Un tel modèle peut être utilisé pour construire un réseau trophique
particulier où l’on peut distinguer deux groupes d’espèces distinctes dont on souhaite connaître les
interactions, sous forme de réseau trophique bipartide. On peut par exemple distinguer n0 espèces
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Figure 1.5 – Graphe organisé sous forme de modèle stochastique à bloc. Chaque bloc est représenté par un
rectangle. La probabilité de présence d’un arc entre deux nœuds est dépendante des blocs
auxquels appartiennent ces nœuds.
de plantes et n1 espèces animales. Les observations des paires plante-animal sont alors une variable
aléatoire binaire de co-occurence Xij telle que Xij = 1 si l’espèce animale j consomme la plante i,
Xij = 0 sinon. Construire un tel réseau trophique, sous forme de réseau bipartide par modèle à bloc
latent [Donnet et al., ] consiste à affecter de manière indépendante chaque plante à une classe Z0 et
chaque animal à une classe Z1 selon une distribution de probabilité donnée. Une fois chaque paire
plante-animal affectée à une classe, sa valeur de co-occurence est modélisée conditionnellement à sa
classe par une loi donnée.
1.2.5 Modèle stochastique à blocs
Les modèles stochastiques à blocs [Holland et al., 1983] fournissent un cadre pour modéliser
des graphes dont les nœuds sont regroupés en communautés, et dont le comportement dépend de
ces communautés. Un modèle stochastique à blocs contient n nœuds et r communautés. Chaque
nœud appartient à une et une seule communauté. Ainsi, on peut définir un vecteur C de taille n
contenant des valeurs entières comprises dans [1, r] renseignant la communauté à laquelle appartient
chaque nœud. Ainsi, Ci indique la communauté du nœud i. Un modèle à bloc stochastique contient
également une matrice W de taille r × r contenant les probabilités de connectivité entre chaque
communauté. Ainsi, W kl ∈ [0, 1] désigne la probabilité qu’un nœud issu de la communauté k ait un
arc vers un nœud issu de la communauté l. La probabilité qu’un arc Eij d’un nœud i vers un nœud
j existe est définie par l’équation 1.1.




La figure 1.5 représente un graphe organisé en communautés représentées par des rectangles
pointillés. Chaque arc a une probabilité de présence dépendant de ces communautés. Un exemple de
modèle stochastique à bloc pour ce graphe serait de définir une probabilité de présence d’une arête
entre i et j égale à P1 si i et j sont issus de la même communauté (arcs en bleu) et à P2 si ils sont
issus de communautés différentes (arcs en rouge).
Ce modèle est souvent utilisé pour détecter des communautés au sein d’un graphe [Abbe, 2017].
Il permet également de générer un réseau trophique lorsqu’on a connaissance de groupes fonctionnels
d’espèces et de leur comportement trophique [Allesina and Pascual, 2009]. De plus, ce modèle permet
d’intégrer d’autres informations, comme des interactions non trophiques ou des groupes d’espèces
au comportement en partie connu.
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1.2.6 Modèles de réseaux trophiques et apprentissage
Nous avons vu dans cette section plusieurs manières de modéliser un réseau trophique. Lorsque
l’on n’a aucune indication sur les espèces dont on veut établir le réseau d’interaction, il semble que
les modèles de niche et de hiérarchie imbriquée ressemblent à un comportement réaliste. Lorsque
l’on a des informations sur les espèces, et que l’on peut les regrouper en communautés ou en groupes
fonctionnels, un modèle de type bloc stochastique semble être efficace. Ce dernier n’est d’ailleurs
pas incompatible avec les autres modèles de réseau trophique. Les modèles que nous avons vus ici
décrivent des manières de concevoir des réseaux trophiques fictifs. Cependant, nous cherchons à
apprendre des réseaux trophiques réels, à partir d’observations sur le terrain. Les réseaux générés
par ces méthodes constituent une base de réseaux "cohérents", ainsi qu’une connaissance générale
sur la forme de n’importe quel réseau trophique possible. Ces connaissances pourront être exploitées
de diverses manières dans les méthodes d’apprentissage de réseau que nous allons voir dans la suite
de ce chapitre. Il est par exemple possible d’utiliser les connaissances afin de vérifier la validité d’un
réseau appris, ou même en intégrant la modélisation d’un tel réseau dans le processus d’apprentissage
comme un apriori. Même lorsque le réseau que l’on cherche à apprendre est un réseau écologique,
contenant également des interactions autres que trophiques, ces structures théoriques gardent leur
intérêt, les interactions trophiques étant importantes parmi l’ensemble des relations biologiques
entre espèces.
1.3 Apprentissage de réseau écologique par observation di-
recte des interactions
Il existe plusieurs méthodes permettant de détecter directement des interactions écologiques
entre des espèces. Basiquement, cela peut se faire par observation directe des espèces dans la nature
ou dans des environnements contrôlés. Les technologies modernes facilitent ces observations, par
l’utilisation de matériel optique de plus en plus performant comme des drones, des stations vidéos
sous-marines ou des caméras cachées à haute définition [Linchant et al., 2015]. Une autre approche
est l’observation de contenus d’estomacs ou de fèces de manière macroscopique [Hyslop, 1980] ou
microscopique [King et al., 2008] afin d’y trouver des éléments et des traces d’ADN d’espèces proies,
ou des marqueurs trophiques.
Un marqueur trophique est un élément propre à une espèce vivante et qui ne peut se trans-
mettre à une autre espèce que par sa consommation. C’est à dire que la présence d’un marqueur
trophique propre à une espèce i retrouvé chez une espèce j indique que j est prédateur de i, car ce
traceur n’a pu être acquis que par ingestion. Il existe des parasites servant de marqueur trophique
[Marcogliese, 2004]. Par exemple, certains parasites ont pour stratégie la contamination d’un hôte
primaire intermédiaire facile d’accès (crustacé, insecte...) qui sert de proie pour son hôte final (pois-
son, oiseau...). Une espèce identifiée comme hôte primaire d’un parasite peut alors être considérée
comme proie de toute espèce dans lesquelles ce parasite a été trouvé. D’autres types de marqueurs
trophiques sont les traceurs de biomasse [Gannes et al., 1997]. Un traceur de biomasse est
un élément chimique propre à un organisme. Ces traceurs de biomasse peuvent prendre la forme
d’isotopes stables de carbone ou d’azote [Fry, 2006], d’acides gras [Hebert et al., 2009], d’acides ami-
nés [McClelland and Montoya, 2002] ou de contaminants [Ramos and González-Solís, 2012] propres
à une espèce. La présence d’un traceur dans une autre espèce indique la consommation de cette
espèce. Au delà de cette information qualitative, les traceurs de biomasse apportent des informations
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quantitatives, permettant d’informer de la contribution de chaque élément à la biomasse d’une
espèce.
Cependant, ces méthodes demandent des échantillons d’organismes, ce qui peut poser des
problèmes pratiques : cela peut nécessiter du matériel coûteux, du personnel qualifié, des études à
long terme et une logistique conséquente. Obtenir des échantillons d’organismes peut aussi poser
des problèmes techniques (possibilité de contamination, problèmes d’identification d’espèces, faux
positifs...) ou éthiques (dissections, prélèvements d’espèces...). De plus, le nombre d’interactions
possibles entre les espèces est souvent trop grand pour les tester toutes. Toutes ces méthodes
exploitent des données bien plus complexes à obtenir que des données de présence/absence d’espèces.
Elles ne semblent donc pas pouvoir répondre à nos attentes. C’est cependant ce genre de méthodes qui
permettent d’obtenir des connaissances fiables sur certaines interactions. Ces connaissances acquises
par des méthodes d’observation directe peuvent être utilisées comme connaissance supplémentaire
pour vérifier la pertinence de réseaux trophiques simulées ou estimés par d’autres méthodes.
1.4 Apprentissage de réseau écologique par inférence
Reconstruire des réseaux écologiques complets par observation directe des interactions semble
illusoire, surtout pour des écosystèmes mal connus ou difficiles à observer. Lorsque l’on veut
établir un réseau écologique complet sans tester toutes les combinaisons d’espèces possibles, il est
possible d’inférer les interactions à partir de données écologiques plus simples à obtenir, centrées
sur les populations d’espèces plutôt que sur les interactions. Ces données peuvent être obtenues
par observation directe des espèces dans leur milieu, ou par des méthodes indirectes, à l’aide de
traces spécifiques laissées par les espèces ou divers signes de présence. Ces données renseignent
directement ou indirectement sur l’abondance ou l’occurrence des espèces étudiées. Cependant, elles
ne renseignent pas directement sur les interactions entre les espèces. Il est tout de même raisonnable
de penser que ces interactions ont une influence sur l’abondance ou l’occurrence des espèces. L’idée
est donc d’extraire cette influence à partir de ces données, et d’en déduire les interactions entre
espèces. Ce type de raisonnement, cherchant à déduire des informations à partir d’informations
partielles est désignée comme étant de l’inférence. Cette inférence peut être guidée par d’autres
types de connaissances. L’inférence de réseau écologique est donc le fait de combiner les données
d’abondance, d’occurence ou de séquences de gènes des espèces et diverses connaissances expertes,




La programmation logique [Muggleton, 1999] consiste à établir l’ensemble des faits déductible à
partir d’un ensemble de faits observés et de règles logiques. En programmation logique, un fait
est une observation combinant un ou plusieurs individus et une ou plusieurs valeurs. Une règle
logique est une série d’affirmations permettant de déduire un ou plusieurs faits à partir d’autres.
Une règle logique prend la forme d’une série de faits permettant de déduire d’autres faits. Par






Ce cadre permet de déduire un ensemble des faits à partir de faits observés et de règles définies.
Cependant, cette logique, dite déductive, reste limitée. En effet, cette forme de programmation
logique impose que les déductions découlent toujours uniquement des règles décrites à priori. Ce
processus peut être très limité lorsqu’on ne peut pas déterminer précisément les règles logiques d’un
problème. L’induction est le fait d’utiliser des faits observés afin d’établir automatiquement des
règles. Par exemple, il est possible de générer une règle de cette forme :
SI tous les A observés sont B;
ALORS tous les A sont B.
Cette forme de programmation logique se rapproche de l’inférence statistique. Il s’agit donc d’utiliser
les faits observés, de capter des corrélations ou des relations logiques entre ces faits et d’apprendre
de nouvelles règles logiques probables à partir de ces informations. Cette méthode permet donc
d’établir de nouvelles règles, mais les faits restent totalement inféodés aux règles décrites à priori ou
apprises par induction.
L’abduction permet d’inférer des faits probables à partir des faits observés, même s’ils ne suivent
pas strictement les règles de la logique. On établi alors des règles abductives pouvant prendre cette
forme :
Tous les A sont B;
OR X est B;
ALORS X est probablement A.
Apprentissage de réseaux écologiques par programmation logique
Il est possible d’apprendre une structure de réseau écologique à l’aide de méthodes de program-
mation logique [Bohan et al., 2011]. Dans ce cas, les faits observés peuvent être des abondances
d’espèces, des comportements trophiques ou des tailles moyennes d’espèces et des règles combinant
ces informations afin de déduire des faits concernant les interactions entre les espèces. Un exemple
de règles pour un système contenant un site d’observation S et deux espèces X et Y est le suivant :
X a une abondance élevée SI
X est un predateur ET
Il y a co-occurence de X et de Y ET
X est plus grand que Y ET
Y a une abondance élevée ET
X mange Y
De ces règles et de ces observations peuvent être déduits les faits XmangeY dont l’ensemble forme
un réseau trophique. [Tamaddoni-Nezhad et al., 2013] ont utilisé cette méthode pour reconstruire
des réseaux trophiques pour des espèces d’arthropodes dans des champs expérimentaux. Les relations
trouvées par programmation logique ont été comparées à des interactions connues de la littérature.
Les réseaux trophiques appris par méthode logique semblent convaincants, beaucoup de liens
appris correspondant à des interactions déjà étudiées. Les données nécessaires aux méthodes de
programmation logique peuvent être très variables. En effet, à partir du moment où les règles
régissant chaque fait sont correctement décrites, elles peuvent utiliser des données continues, discrètes,
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qualitatives ou quantitatives. De la même façon, il est possible de décrire des règles régissant le
comportement de données dynamiques si besoin. Cependant, la simple information sur l’abondance
ou la présence des espèces ne permet pas d’établir facilement des règles précises. Cette méthode
demande donc un certain nombre de données complémentaires afin de faciliter la définition des
règles logiques.
1.4.2 Apprentissage par régression linéaire
Principe
La régression statistique consiste à étudier le comportement d’une variable dite endogène Y
par rapport à une série de p variables dites exogènes X = X1, ..., Xp. Pour cela, on modélise cette
variable endogène comme une fonction de l’ensemble des variables exogènes, comme dans l’équation
1.2.
Y = f(X) + ε (1.2)
f est alors une fonction pouvant prendre plusieurs formes et qui sert à approcher et à généraliser
Y et ε est un ensemble d’erreurs empiriques traduisant la différence entre le modèle théorique et la
réalité. La régression linéaire est un exemple classique de régression qui consiste à modéliser une
variable Y inconnue à partir de variables X par une fonction f(X) linéaire. On estime alors que Y
se comporte comme une droite dans le plan formé par l’ensemble des variables de X. La régression
linéaire consiste à trouver une droite approximant le mieux le comportement de Y à l’aide d’une
formule de forme similaire à l’équation 1.3.
Y = aX +B + ε (1.3)
Cette droite est définie par la valeur a qui exprime sa pente et un vecteur B = {b1, ..., bp} son
ordonnée à l’origine pour chacun des n axes du plan.
Une méthode simple pour trouver ces valeurs est la méthode dite des moindres carrés. Elle
consiste à trouver, à partir d’un vecteur Yˆ = yˆ1, ..., yˆn de n valeurs observées, la fonction Y = aX+B
(Y = y1, ..., yn étant un ensemble de valeurs théoriques) minimisant la quantité
∑n
i=1 (yi − yˆi)2.
Cependant, la méthode des moindres carrés peut avoir tendance à faire du sur-apprentissage :
toutes les variables exogènes ayant la moindre importance, des variables exogènes normalement
très peu liées à Y peuvent avoir une influence sur la fonction f qui fausse l’estimation de Y . Pour
remédier à cela, deux approches existent :
— Réduire le nombre de variables exogènes en cherchant les variables les moins utiles pour la
régression
— Pénaliser la fonction d’erreur à minimiser afin de limiter le phénomène de sur-apprentissage.
La pénalisation de la fonction d’erreur a l’avantage de ne pas nécessiter d’étape supplémentaire.
Cette pénalisation se fait le plus souvent sur les paramètres B associés aux variables exogènes. La
régression ridge [Hoerl and Kennard, 1970] propose par exemple de pénaliser les moindres carrés en









Cependant, le paramètre de pénalisation de ridge est difficile à interpréter. Un autre paramètre
de pénalisation est la pénalisation lasso, très proche de ridge [Tibshirani, 1996]. Il s’agit de chercher
la fonction minimisant la quantité exprimée dans l’équation 1.5
n∑
i=1




Ce paramètre de pénalisation est plus simple à interpréter, et lorsque le paramètre λ est bien
choisi, certains paramètres B peuvent être égaux à 0, ce qui permet de faire très facilement de la
sélection de variable, en enlevant du modèle les variables exogènes associées aux paramètres nuls.
Les deux méthodes permettant de corriger le phénomène de surapprentissage sont donc combinées
par l’utilisation de ce paramètre.
Si la régression linéaire est souvent utilisée sur des données continues, cette méthode est adaptable
à des données discrètes. La régression logistique [Hosmer Jr et al., 2013] est un cas particulier de
régression linéaire où la variable endogène Y est une variable qualitative.
Apprentissage de réseaux écologiques par régression linéaire
Il est possible d’utiliser un tel modèle afin d’apprendre des réseaux écologiques. L’ensemble des
variables aléatoires X du modèle est constitué des abondance d’un ensemble d’espèces. Pour une
espèce cible i d’abondance observée yˆi, il est possible d’utiliser la régression linéaire afin de chercher
un ensemble d’espèces régulatrices r, dont les abondances constituent un ensemble de variables
exogènes Xr prédisant bien l’abondance de i. On peut alors modéliser l’abondance de i par la formule





Les paramètres Bir correspondent alors à la force de l’interaction entre l’espèce cible i et les
espèces régulatrices r. L’utilisation d’un paramètre de type lasso permet de sélectionner facilement
les espèces dont l’interaction est significative. En appliquant cette régression et en sélectionnant les
espèces en interaction les unes avec les autres, il est alors possible de définir un réseau écologique.
[Faisal et al., 2010] ont cherché à dresser un réseau d’interactions entre des espèces d’oiseaux à
partir de données de présence/absence d’espèces d’oiseaux d’habitats différents. Ils ont pour cela
utilisé la régression lasso, et ont réussi à retrouver quelques interactions significatives entre ces
espèces déjà connues de la littérature.
Apprentissage de réseaux écologiques par régression linéaire inverse
Une autre approche utilisant la régression linéaire consiste à considérer les relations écologiques
comme un flux de biomasse circulant entre chaque espèce : une espèce basale apporte à son prédateur
herbivore un flux direct correspondant à la quantité de matière ou d’énergie que peut apporter sa
consommation. Ce flux inconnu peut être quantifié par modélisation inverse à partir de données d’ob-
servation. La modélisation inverse [Penland and Matrosova, 1998] consiste à estimer les composantes
de la fonction f à partir de l’estimation du modèle Y qui est connu. Dans le cadre du modèle linéaire,
cela revient à chercher l’ensemble des variables explicatives X inconnues à partir d’un ensemble de
variables Y observées. Le modèle linéaire inverse est un modèle utilisable pour l’apprentissage de
réseaux écologiques. Le flux de matière constitue l’ensemble des informations inconnues à apprendre
21
à l’aide d’observations biologiques. Ces observations biologiques sont modélisées comme une fonction
linéaire des flux de matière à caractériser par modélisation linéaire inverse. C’est par ce biais que
[van Oevelen et al., 2010] ont cherché à reconstruire un réseau trophique d’espèces présentes dans
des prairies d’herbes basses à l’aide de divers indices d’abondance de ces espèces trouvés dans la
littérature. Une approche par modèle linéaire inverse consistant à chercher l’ensemble de flux de
matière par vraisemblance a été relativement efficace pour dresser un réseau trophique acceptable
sur ces espèces.
Cependant la régression linéaire ou à la régression linéaire inverse sont difficilement adaptables
au cas des données dynamiques.
1.4.3 Modèle graphique gaussien
Principe
Une variable aléatoire Z est dite gaussienne ou normale si elle suit une loi normale Z ∼N(µ, σ2)













Un vecteur gaussien est un vecteur X = {X1, ..., Xp} tel que toute combinaison linéaire de ses com-
posants est une variable aléatoire gaussienne. On associe un vecteur gaussien à son vecteur moyenne
défini par E(X) = {E(X1, ..., E(Xp)}, soit l’espérance de chacun de ses éléments. On y associe
également sa matrice de variance-covariance définie par V ar(X) = E
(
(X − E(X))T (X − E(X))
)
.
La matrice de variance-covariance d’un vecteur gaussien est une matrice symétrique dont la diago-
nale comporte les variances de chaque élément de X et le reste les covariances entre chaque paire
d’éléments de X.
Soit Z un vecteur gaussien et G= (V, E) un graphe où V = {1, ...p} désigne l’ensemble de ses
nœuds et E l’ensemble de ses arcs.
On dit que Z respecte la propriété de Markov locale par rapport à un graphe orienté G si pour
tout nœud i, Zi est indépendant de l’ensemble des nœuds ZNp conditionnellement à ZP où Np est
l’ensemble des nœuds non reliés à i et P est l’ensemble nœuds reliés à i.
Dans le cas d’un graphe orienté ~G, on distinguera, pour un nœud i l’ensemble de ses parents
ZP , c’est à dire l’ensemble de tout nœud j tel qu’il existe un arc de j vers i, de l’ensemble de ses
descendants ZD, c’est à dire l’ensemble de tout nœud k tel qu’il existe un chemin orienté allant de i
vers k. Un vecteur gaussien Z respecte la propriété de Markov locale orientée par rapport à ~G si
pour tout nœud i, Zi est indépendant de l’ensemble des nœuds ZNd conditionnellement à ZP où
Nd est l’ensemble des nœuds n’étant pas des descendants de i.
Un vecteur gaussien respectant la propriété de Markov locale par rapport à G est un modèle
graphique gaussien par rapport à G. Un vecteur gaussien respectant la propriété de Markov locale
orientée par rapport à ~G est un modèle graphique gaussien orienté par rapport à ~G. Un vecteur
gaussien peut être un modèle graphique gaussien de plusieurs graphes. Par exemple, un vecteur
gaussien de taille p est toujours un modèle graphique gaussien d’un graphe complet contenant p
nœuds. Il existe cependant un graphe minimal Gmin minimisant le nombre d’arcs tel que Z est
un modèle graphique gaussien de Gmin [Verzelen, 2008, Lauritzen, 1996]. Ce graphe minimal est
déductible de la matrice de variance-covariance : il découle des 0 de la matrice inverse de V ar(X).
L’inférence de réseaux dans les modèles graphiques gaussiens correspond à la recherche de graphe
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minimal, ce qui peut se faire par l’estimation de la matrice de variance-covariance du vecteur gaussien
associé.
Une première méthode consiste à estimer la matrice de covariance à partir de la matrice de
corrélation empirique. Cette matrice est complétée par le calcul des coefficients de corrélation ρij
partiels décrivant les corrélations entre deux nœuds i et j conditionnellement à tous les autres
nœuds. Ce coefficient de corrélation est calculable à partir de la matrice des covariances inverse.
Un coefficient de corrélation partiel faible traduit une corrélation indirecte que l’on peut écarter
de la matrice de corrélation pour établir le graphe minimum du modèle graphique gaussien. Pour
estimer de manière plus précautionneuse la matrice de variance-covariance à partir d’une matrice
de corrélation empirique, une bonne méthode est d’utiliser les méthodes de minimisation d’erreur
utilisées en régression. Une régression de type lasso permet notamment d’estimer une matrice
de variance-covariance en écartant efficacement des corrélations faibles par sélection de variable
[Friedman et al., 2008].
L’apprentissage par contraction [Schäfer and Strimmer, 2005] consiste à proposer deux modèles
d’estimation de la matrice de variance-covariance : un modèle complet cherchant à estimer une
matrice de variance-covariance avec beaucoup de paramètres U+ (correspondant à un graphe complet
par exemple), et un modèle contraint cherchant à estimer une matrice de variance-covariance avec
peu de paramètres U− (correspondant à un graphe vide par exemple). La contraction consiste à
chercher un modèle U∗ correspondant au meilleur compromis entre ces deux modèles à l’aide d’un
paramètre λ ∈ [0, 1] d’intensité de contraction estimable par minimisation de l’erreur quadratique
moyenne à l’aide de la formule décrite dans l’équation 1.8.
U∗ = λU− + (1− λ)U+ (1.8)
Apprentissage de réseaux écologiques par modèle graphique gaussien
Diverses données biologiques (abondance d’espèces, marqueurs trophiques...) peuvent être consi-
dérées comme une approximation de vecteur gaussien, le graphe minimal associé peut alors être
considéré comme un réseau écologique. Plusieurs méthodes permettent l’inférence des interactions
écologiques par modèles graphiques gaussiens. [Faisal et al., 2010] estiment la matrice de variance-
covariance d’un modèle gaussien issu de données d’abondances d’espèces à partir de la matrice
de covariance empirique. Les valeurs de covariance significativement faibles correspondent alors à
des 0 dans cette matrice. Les covariances significativement supérieures à 0 permettent de recons-
truire le réseau écologique correspondant. [Kurtz et al., 2015] utilisent des données d’abondances
microbiennes afin d’inférer leurs interactions par modèle graphique gaussien. Ils sélectionnent les
covariances empiriques suffisamment importantes pour être considérées comme des interactions
entre espèces à l’aide d’un estimateur lasso. Ils comparent leurs résultats avec un réseau microbien
connu [McDonald et al., 2018]. Ils parviennent à retrouver très convenablement des liens connus, en
évitant même d’apprendre des liens indirects.
Cependant, l’apprentissage par modèle graphique gaussien s’applique sur des données prenant la
forme de variables aléatoires gaussiennes. Si cette contrainte convient à des données d’abondance
d’espèces, elle n’est plus tenable lorsque l’on utilise des données binaires. De plus, ce modèle est




Un réseau bayésien [Pearl, 1985] modélise la loi jointe d’un ensemble de variables aléatoires
X1, ..., Xn à l’aide d’un graphe orienté sans circuit G(V, E). L’ensemble des nœuds V du graphe
représente les variables aléatoires X1, .., Xn et les arcs E sont déterminés par les indépendances
conditionnelles entre ces variables. Une absence d’arc entre les nœuds représentés par deux variables
aléatoires Xi et Xj indique qu’elles sont indépendantes conditionnellement aux autres variables
aléatoires 2. Cette structure en graphe permet de réduire la taille de la table de probabilité condi-
tionnelle d’une variable i sachant toutes les autres. En effet, cette table ne dépend que de l’état des
parents de i dans G. L’ensemble des éléments de toutes ces tables de probabilités conditionnelles
constituent les paramètres du modèle. Le principe de l’apprentissage de structure de réseau bayésien
consiste à trouver la structure de graphe la plus probable à partir d’un ensemble d’observations
des variables aléatoires du modèle. Plusieurs approches dont nous parlerons dans un chapitre dédié
permettent cet apprentissage.
Apprentissage de réseaux écologiques par réseau bayésien
L’apprentissage de réseau écologique par réseau bayésien consiste à chercher, à partir de données
biologiques sur les espèces, la structure de graphe la plus probable. Ces données permettent en effet
de calculer ou d’estimer des relations entre les espèces, représentables par un réseau bayésien. La
structure de réseau bayésien la plus probable sachant les données écologiques peut être considérée
comme un réseau écologique, sous l’hypothèse que les relations causales entre les différentes espèces
soient en grande partie expliquées par leurs interactions écologiques. Cette méthode a été utilisée
par [Faisal et al., 2010], sur les même données que celles utilisées pour la méthode d’apprentissage
par régression lasso, afin de chercher des interactions entre diverses espèces d’oiseaux. Ces deux
méthodes ont des performances à peu près similaires pour reconstruire des interactions connues de
la littérature.
Le paradigme des réseaux bayésiens convient très bien à des données binaires, les tables de
probabilités conditionnelles entre des variables discrètes étant simples à manipuler. De plus, il existe
une forme de réseau bayésien dit "dynamique", adaptée à des données évoluant de façon dynamique.
Nous en parlerons dans le prochain chapitre. Ces méthodes d’apprentissage de réseaux semblent
donc bien adaptées à notre problème.
1.5 Bilan
Pour rappel, notre objectif est d’apprendre la structure d’un réseau écologique en utilisant
des données simples et peu coûteuses à obtenir. Nous souhaitons donc utiliser des données de
présence/absence d’espèces au sein d’un écosystème sur plusieurs périodes de temps. Cela nous
permet de nous baser sur la dynamique des espèces pour faciliter l’apprentissage du réseau. Cela
exclut donc toute méthode de construction de réseau écologique par observation directe d’interactions
écologiques. Il existe cependant plusieurs méthodes permettant d’inférer la structure de réseaux
écologiques à partir de données indirectes traduisant souvent l’abondance ou la présence des espèces.
Ces méthodes se basent principalement sur des modèles mathématiques permettant de prédire les
2. Nous reviendrons sur ces notions plus en détail dans le chapitre suivant
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Méthode Données nécessaires Adaptable au cas dynamique
Programmation logique Données discrètes ou conti-
nues
Oui, en définissant les bonnes
règles
Régression linéaire Données discrètes ou conti-
nues
Non
Modèle graphique gaussien Données continues unique-
ment
Non
Réseaux bayésiens Données discrètes Oui : réseau bayésien dyna-
mique
Table 1.1 – Comparaison de différentes méthodes d’inférence de réseaux écologiques selon leur compatibilité
à des données binaires (discrètes) et dynamiques.
interactions à partir de ces données indirectes. Pour notre problème, l’idéal serait donc une méthode
permettant d’exploiter des données discrètes et dynamiques. Le tableau 1.1 donne la compatibilité
des méthodes vues précédemment à ces deux critères.
La programmation logique comme l’inférence de réseaux bayésiens sont des méthodes facilement
adaptables à notre problème. Cependant, avec uniquement des données de présence/absence, la
programmation logique est compliquée à mettre en place. En effet, elle demande d’établir des règles
précises. Ces règles sont plus simples à établir et plus précises lorsqu’elles s’appuient également sur
des données supplémentaires (le groupe fonctionnel des espèces, leur taille, leur régime alimentaire le
plus courant...). Pour utiliser uniquement des données de présence/absence dynamique, l’inférence
de réseaux bayésiens semble donc être la méthode la plus indiquée.
Un autre critère dont nous n’avons pas encore parlé avait été énoncé au début de ce chapitre. Il
s’agit de la possibilité d’intégrer des connaissances expertes dans le modèle. En effet, nous pouvons
avoir un certain nombre d’informations sur la structure générale d’un réseau écologique, et ces
connaissances peuvent être encore plus importantes si les espèces dont on cherche à apprendre les
interactions sont bien connues. Puisque les méthodes d’inférence de réseau écologique consistent
toutes à chercher des interactions sous forme d’arcs d’un graphe, il est facile d’intégrer des règles ou
des tendances sur ces interactions dans n’importe quelle méthode d’interaction.
Dans le cadre de la programmation logique, cela se fait sous forme de règles déjà connues.
Dans le cadre de la régression linéaire, il est possible d’ajouter des contraintes aux paramètres
que l’on souhaite apprendre, ou d’intégrer des connaissances sur les interactions dans une phase
de sélection de variable. Dans le cadre des modèles graphiques gaussiens, il est possible d’ajouter
des connaissances ou des priors sur la matrice de variance/covariance à estimer. Dans le cadre des
réseaux bayésiens, les connaissances expertes peuvent s’ajouter sous forme de contraintes sur les
tables de probabilités conditionnelles ou sur la structure du graphe.
Les différentes manières de modéliser un réseau écologique convainquant peuvent constituer cette
base de connaissances expertes et être utilisées afin de guider l’apprentissage. En effet, il est possible
de contraindre les réseaux appris afin qu’ils ressemblent à un réseau généré par l’un des modèles de
réseaux trophiques décrits en début de chapitre. L’une des approches possibles est donc de tenir
compte de l’un ou de plusieurs de ces modèles afin d’établir des contraintes ou un prior sur les arcs
du graphe que l’on cherche à inférer, et à l’intégrer dans le processus d’apprentissage.
Les méthodes basées sur l’apprentissage de réseaux bayésiens semblent les mieux adaptées à
notre problème. Il existe plusieurs méthodes différentes pour apprendre la structure de cette famille
de modèles. Le chapitre suivant détaille donc le concept de réseau bayésien, et passe en revue des
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méthodes courantes d’apprentissage de structure de réseaux bayésiens.
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Chapitre 2
Apprentissage de la structure d’un
réseau bayésien
Ce chapitre traite des méthodes d’apprentissage de structure de réseaux bayésiens. Si nous avons
déjà parlé de la notion de réseau bayésien dans le chapitre 1, cela s’est fait de manière très succincte,
et avec du vocabulaire spécifique pouvant être peu explicite. Nous allons ici expliquer plus en détail
le concept de réseau bayésien. Pour cela, nous allons commencer par introduire des notions de
probabilité, utiles pour définir explicitement les réseaux bayésiens.
2.1 Notions de probabilité
2.1.1 Variable aléatoire
Une variable aléatoire X est une fonction qui associe à une observation i une valeur parmi un
ensemble possible d’événements aléatoires (domaine) selon une distribution de probabilité P . La
réalisation x d’une variable aléatoire X désigne une observation de cette variable aléatoire.
Exemple. Lancer un dé à 6 faces bien équilibré revient à observer la réalisation x d’une variable
aléatoire X. Le domaine de cette variable est {1, 2, 3, 4, 5, 6} (ensemble des valeurs possibles), et sa
distribution est décrite dans le tableau suivant :
x 1 2 3 4 5 6











2.1.2 Probabilités jointes et marginales
Si on considère deux variables aléatoires X et Y , s’intéresser à la probabilité jointe de ces deux
variables P (X ∩ Y ) consiste à considérer la probabilité des états simultanés de ces deux variables.
Dans un contexte multivarié, les distributions de probabilité P (X) et P (Y ) sont désignées comme
les distributions marginales. Il est possible de calculer les distributions marginales à partir de la
distribution jointe :
P (X = x) =
∑
y∈DY
P (X = x ∩ Y = y)
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Il est à noter que, si on peut calculer les probabilités marginales à partir des probabilités jointes, on
ne peut pas calculer la distribution de probabilité jointe à partir des distributions marginales.
2.1.3 Probabilités conditionnelles
Soient deux variables aléatoires X et Y . La probabilité conditionnelle de X sachant Y , notée
P (X|Y ) décrit la distribution de la probabilité de X lorsque l’état de Y est connu. Il se calcule de
la manière suivante :
P (X|Y ) = P (X ∩ Y )
P (Y )
Pour des variables aléatoires X et Y , le théorème de Bayes dresse une formule permettant de calculer
une probabilité conditionnelle inverse :
P (X|Y ) = P (Y |X) · P (X)
P (Y )
Par extension, il est possible passer des probabilités conditionnelles aux probabilités jointes :
P (X ∩ Y ) = P (X|Y ) · P (Y ) = P (Y |X) · P (X)
2.1.4 Indépendance
Deux variables aléatoires X et Y sont dites indépendantes si la connaissance de l’une n’influe
pas sur la distribution de l’autre. Cette indépendance se note X ⊥ Y et se vérifie par la condition
suivante :
X ⊥ Y ⇔ P (X|Y ) = P (X)
2.1.5 Probabilité jointe multivariée
Lorsqu’il y a plus de 2 variables aléatoires, on peut étendre la définition de la probabilité
conditionnelle. Pour 3 variables X, Y et Z, P (X|Y,Z) désigne la distribution de probabilité de X
lorsque les valeurs de Y et de Z sont connues. La formule exprimant les probabilités conditionnelles
permet, à l’aide du théorème de Bayes, de calculer une probabilité jointe à partir des probabilités
conditionnelles et marginales. Cette formule peut s’étendre pour calculer la probabilité jointe sur 3
variables aléatoires :
P (X ∩ Y ∩ Z) = P (X|Y,Z) · P (Y ∩ Z) = P (X|Y,Z) · P (Y |Z) · P (Z)
Il est d’ailleurs possible d’étendre cette formule pour un ensemble de n variables aléatoires par la
règle de probabilité en chaîne (chain rule) :
P (X1 ∩X2 ∩ ... ∩Xn) =
n∏
i=1
P (Xi|X1, ..., Xi−1)
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2.1.6 Indépendance conditionnelle
Deux variables X et Y sont dites indépendantes conditionnellement à une troisième variable Z
si X ⊥ Y lorsque la valeur de Z est connue. L’indépendance conditionnelle se note X ⊥ Y |Z et se
vérifie par la condition suivante :
X ⊥ Y |Z ⇒ P (X|Y,Z) = P (X|Z)
La connaissance d’indépendances conditionnelles permet de simplifier la formule de la règle de
probabilité en chaîne. Notons X\Y avec Y ∈ X l’ensemble des éléments de X ne faisant pas partie
de Y. En considérant un ensemble X de n variables aléatoires X = {X1, X2, ..., Xn}, l’ensemble
d’indépendances conditionnelles C(Xi) ⊂ X associé à Xi est défini par Xi ⊥ {X\C(Xi)}|C(Xi)},
c’est à dire que Xi est indépendant des autres variables aléatoires sachant l’ensemble C(Xi). Dans
ce cas, la règle de probabilité en chaîne peut s’écrire :




2.2 Modèle graphique probabiliste
Construire un modèle graphique probabiliste [Murphy, 2001] consiste à représenter les indé-
pendances conditionnelles entre des variables aléatoires à l’aide d’un graphe. Un nœud du graphe
représente une variable aléatoire, et un arc entre deux nœuds représente une dépendance condition-
nelle entre ces deux variables. Il existe différents types de modèles graphiques probabilistes, selon le
type de graphe représentant les indépendances conditionnelles.
— Les Champs de Markov Aléatoires [Rue and Held, 2005] sont des modèles graphiques
non-orientés.
— Les Réseaux Bayesiens (parfois désigné par RB, Bayesian Network ou BN) [Pearl, 1985]
sont des modèles graphiques orientés.
Nous ne nous intéresserons ici qu’aux réseaux bayésiens.
2.2.1 Réseau bayésien
Un réseau bayésien B représente un ensemble X de n variables aléatoires (X = {X1, X2, ..., Xn})
sous la forme d’un graphe G(V, E) orienté sans circuit ou DAG (Directed Acyclic Graph) où les
nœuds V décrivent les variables aléatoires de X et les arcs E représentent des liens entre les variables
aléatoires. La structure globale de ce graphe représente les indépendances conditionnelles entre les
variables aléatoires.À chaque nœud est associé une table de probabilité conditionnelle P (Xi|Πi)). La
probabilité jointe de toutes les variables aléatoires d’un réseau bayésien peut donc être formulée
d’après la règle de probabilité en chaîne :




Chaque élément d’une table de probabilité conditionnelle d’un nœud constitue un paramètre du
réseau bayésien. La dimension dim(B) d’un réseau bayésien B est son nombre de paramètres au
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total, soit la taille d’un ensemble θ regroupant tous les paramètres de B. Cette dimension augmente
donc avec le nombre d’arcs qui composent le graphe G associé et avec le nombre d’états possibles
de chaque variable aléatoire Xi. La figure 2.1 représente la structure G d’un réseau bayésien B à 3
variables, et des tables de probabilités conditionnelles à valeurs fictives pour ces variables. Le nombre
d’éléments dans ces tables correspond à la structure G. La dimension de ce réseau est dim(B) = 7,
car il y a 14 éléments dans les tables de probabilités conditionnelles, la moitié pouvant être déduite





P (X1 = 0) P (X1 = 1)
0.5 0.5
P (X2|X1) P (X2 = 0) P (X2 = 1)
X1 = 0 0.7 0.3
X1 = 1 0.1 0.9
P (X3|X1, X2) P (X3 = 0) P (X3 = 1)
X1 = 0 X2 = 0 0.6 0.4
X1 = 0 X2 = 1 0.2 0.8
X1 = 1 X2 = 0 0.9 0.1
X1 = 1 X2 = 1 0.3 0.7
Figure 2.1 – Représentation d’un réseau bayésien B avec 3 variables et des tables de probabilités condi-
tionnelles à valeurs illustratives.
Les réseaux bayésiens sont utilisés dans de nombreux domaines comme la bioinformatique
[Yu et al., 2004] ,les sciences sociales [Liben-Nowell and Kleinberg, 2007], la médecine [Su et al., 2013]
ou l’écologie [Milns et al., 2010] et de nombreuses extensions ont été développées pour répondre à
des problèmes plus particuliers. Une extension qui nous intéressera particulièrement est celle des
réseaux bayésiens dynamiques, qui permet de modéliser des variables aléatoires qui évoluent de
façon dynamique (par exemple, dans le temps). Avant de parler des réseaux bayésiens dynamiques,
voyons un exemple de modèle graphique dynamique plus simple qui nous permettra d’introduire des
éléments de vocabulaire importants.
2.2.2 Chaîne de Markov
Une Chaîne de Markov est une suite de T variables aléatoires X = {X0, X1, X2, ..., XT }
qui représentent la dynamique d’un événement. Xt représente l’état de l’événement à un instant
t ∈ 0, 1, ..., T . Une chaîne de Markov a pour propriété d’être un processus stationnaire 1 vérifiant la
propriété de Markov.
1. La stationnarité n’est pas forcément vraie, il existe des modèles de chaînes de Markov non stationnaires
[Mallak, 1996]
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X0 X1 X2 X3
Figure 2.2 – Structure d’un graphe associé à une chaîne de Markov
Un processus vérifie la propriété de Markov lorsque sa probabilité à un instant t ne dé-
pend que de son état à l’instant t − 1, autrement dit, la variable aléatoire Xt est indépen-
dante de tous les autres états antérieurs du processus conditionnellement à Xt−1, c’est à dire
∀t ∈ {1, , ..., T}, P (Xt|X0, ..., Xt−1) = P (Xt|Xt−1). Un processus de Markov est un processus
vérifiant la propriété de Markov.
Un processus stationnaire est un processus dont la loi de transition est indépendante des instants.
Les probabilités de transition de chaque variable aléatoire du processus sont les mêmes quel que soit
l’instant t.
Ainsi, dans une chaîne de Markov décrivant la suite de variables aléatoires X, à chaque instant t
du processus, on a :
∀t ∈ {1, ..., T}, P (Xt|X0, ..., Xt−1) = P (Xt|Xt−1) = P (X1|X0)
La probabilité P (Xt|Xt−1) est appelée probabilité de transition. Une chaîne de Markov peut
être vue comme un réseau bayésien B dont la structure G est similaire à celle représentée en figure
2.2.
2.2.3 Réseau bayésien dynamique
Un réseau bayésien dynamique [Dean and Kanazawa, 1989] décrit le comportement d’un ensemble
de variables qui évolue de façon dynamique. C’est une extension aux chaînes de Markov qui permet
de prendre en compte plusieurs phénomènes dynamiques en interaction. Classiquement, un réseau
bayésien dynamique décrit les états successifs d’un réseau bayésien dont les variables évoluent
dynamiquement, de façon stationnaire en vérifiant la propriété de Markov. Il est possible de
considérer des réseaux bayésiens dynamiques ne respectant pas la stationnarité [Gonzales et al., 2015],
mais nous n’allons pas étudier ce cas dans cette thèse.
Un réseau bayésien dynamique permet donc de représenter un ensemble X évoluant sur T pas
de temps, que l’on peut diviser en T sous ensembles X1, ...,XT de n variables aléatoires chacun.
Pour un pas de temps t donné Xt est un ensemble de n variables aléatoires Xt = {Xt1, ..., Xtn}, où
Xti représente l’état d’un phénomène i à l’instant t. On divise généralement un réseau bayésien
dynamique en deux composantes B0 et B→ . La composante B0 décrit la structure G0 et les tables
de probabilités jointes des variables aléatoires à l’état initial constituant un ensemble de paramètres
θ0. La composante B→ décrit la structure dynamique G→ du réseau et les probabilités de transition
constituant un ensemble de paramètres θ→ qui se répète à chaque transition. L’état des variables
Xt de B→ ne dépend que de l’état des variables Xt et Xt−1. La figure 2.3 donne une représentation
de la structure d’un réseau bayésien dynamique avec 3 groupes de variables dynamiques. Ce réseau
bayésien dynamique a une structure sans arcs synchrones (d’un nœud i à un instant t à un nœud
j à t). Dans ce cas particulier de réseau bayésien dynamique, la structure G→ est la même pour
toute transition entre t et t+ 1, une telle structure peut être vue comme une version dynamique
d’un graphe "statique". Par exemple, si dans un graphe "statique", il existe un arc d’un nœud Vi















Figure 2.3 – Représentation de la structure d’un réseau bayésien dynamique composé d’un réseau initial
B0 et d’un réseau de transition B→. La structure initiale G0 à gauche est différente de la
structure de transition G→ à droite. Dans cet exemple, G→ est similaire à la structure du




Figure 2.4 – Exemple de trois structures représentant la même indépendance conditionnelle X1 ⊥ X2|Y
V t+1j pour tout pas de temps t. Ainsi, la structure G→ de la figure 2.3 est une version dynamique
du graphe représenté en figure 2.1, à laquelle on a ajouté des arcs entre chaque variable Xti et
Xt+1i . Ces arcs ajoutés servent à représenter les dépendances de la mesure d’un phénomène à la
mesure du même phénomène au pas de temps précédent, à la manière d’une chaîne de Markov.
Cette "auto-dépendance" est très courante en pratique lorsque l’on modélise un réseau bayésien
dynamique.
2.2.4 Équivalence au sens de Markov
L’ensemble des indépendances conditionnelles entre un ensemble de variables peut être représenté
par un graphe. Cependant, plusieurs graphes peuvent correspondre au même ensemble d’indépen-
dances conditionnelles, et donc, à la même loi jointe. Deux graphes sont dits équivalents au sens de
Markov s’ils représentent la même loi jointe entre un ensemble de variables [Flesch and Lucas, 2007].
Les structures représentées en figure 2.4 sont équivalentes au sens de Markov. En effet, elles re-
présentent la même distribution P (X,Y, Z) = P (X)P (Z|X)P (Y |Z) = P (X|Z)P (Z)P (Y |Z) =
P (X|Z)P (Z|Y )P (Y ). Cependant, la structure X → Y ← Z n’est pas équivalente aux trois autres
structures présentées dans cette figure. Ce type de structure est appelé V-structure. Deux graphes
sont équivalents au sens de Markov s’ils ont le même squelette, c’est à dire la même structure
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non-orientée, et les mêmes V-structures [François, 2006].
2.2.5 Apprentissage de structure de réseaux bayésiens
L’avantage de modéliser une distribution de probabilité par un réseau bayésien est qu’il existe un
grand nombre de méthodes permettant de manipuler ces réseaux [Cowell et al., 2006]. L’utilisation
des réseaux bayésiens se fait souvent dans le cas où l’on cherche à retrouver des informations
manquantes dans le modèle. La plupart du temps, ces données manquantes sont les paramètres θ
du réseau, c’est à dire les tables de probabilités conditionnelles, ou l’information sur la structure
G du réseau. Ces techniques utilisent souvent une série de données observées. Ces données sont
en fait des réalisations des variables aléatoires du modèle. Un jeu de données contenant plusieurs
observations indépendantes de n phénomènes différents permet notamment d’estimer les tables
de probabilités conditionnelles de chacune des variables aléatoires dont ils sont la réalisation. Par
exemple, pour le problème d’apprentissage de structure d’un réseau trophique à partir d’observations
de présence/absence d’espèces, ces observations constituent des réalisations de variables aléatoires.
Pour modéliser un réseau trophique par un réseau bayésien, nous considérons l’observation de
présence ou d’absence d’une espèce i comme une variable aléatoire Xi. Xi = 0 si l’espèce est absente
et Xi = 1 si elle est présente. Le problème est alors d’apprendre la structure de ce réseau bayésien,
cette structure représentant les dépendances entre chaque espèce, elle peut être interprétée comme
un réseau d’interaction écologique. Concentrons nous alors sur des méthodes permettant d’apprendre
la structure du graphe, soit les dépendances entre les variables aléatoires du réseau [Liu, 2015]. Cette
tâche est complexe. En effet, le nombre de graphes possibles augmente de manière exponentielle
en fonction du nombre de variables [Robinson, 1977] et [Chickering et al., 2004] ont montré que ce
problème était NP-difficile 2. Il existe majoritairement deux types de méthode permettant d’apprendre
la structure d’un réseau bayésien à partir d’observations :
— Des méthodes cherchant les indépendances conditionnelles entre chaque paire de variables à
l’aide de tests statistiques.
— Des méthodes utilisant une fonction de score décomposable afin de rechercher la structure
optimale.
Passons en revue les différents outils de ces deux familles de méthodes. Nous verrons en fin de
chapitre comment traiter spécifiquement le cas dynamique.
2.3 Algorithmes basés sur des tests d’indépendance condition-
nelle
Un test d’indépendance entre deux variables couramment utilisé est le test du χ2 d’indépendance.
Un test du χ2 consiste à comparer un vecteur Xˆ contenant des valeurs empiriques à un vecteur X
de même taille contenant des valeurs "attendues" ou théoriques du phénomène mesuré. Ces valeurs
théoriques peuvent être obtenues de différentes manières : dans le cas d’un test dit d’adéquation
à une loi l donnée, le vecteur X est généré de telle sorte que X  l. Dans le cadre d’un test
d’indépendance, le vecteur empirique Xˆ est constitué des valeurs conjointes de deux variables X1
2. Un problème NP-Difficile peut être ramené à un problème de type NP-complet en un temps raisonnable
(polynomial). Un problème NP-complet est un problème dont la solution peut être vérifiée facilement (en temps
polynomial), mais dont la résolution peut être complexe. Tout problème NP-complet peut être ramené à un autre
problème NP-complet en temps polynomial.
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et X2 observées et le vecteur théorique X est constitué des valeurs de la distribution conjointe
entre ces deux variables si celles ci sont indépendantes. Un test de χ2 d’indépendance conditionnelle
fonctionne de la même manière, mais en comparant la table de contingence de chaque variable deux
à deux conditionnellement à toutes les autres à leur distribution attendue en cas d’indépendance
conditionnelle.
2.3.1 Algorithmes basés sur la recherche de V-structures
Algorithme SGS
L’algorithme SGS [Spirtes et al., 2000] permet d’apprendre une structure de réseau bayésien.
Pour cela, il considère un graphe non-orienté complet qu’il s’agit d’élaguer puis d’orienter. L’élagage
consiste à tester l’intégralité des indépendances conditionnelles entre les nœuds du graphe, puis à
supprimer les arcs entre tous les nœuds testés comme indépendants conditionnellement aux autres.
Une fois cette première phase achevée, le graphe obtenu est un graphe élagué non orienté. Pour
orienter le graphe, l’algorithme repère les "V-structures". Une V-structure est un triplé de nœuds
{i, j, k} pour lesquels il existe des arcs de la forme i → j ← k, c’est à dire qu’il n’existe entre les
nœuds de ce triplé que 2 arcs : un arc de i vers j et un arc que k vers j. Pour repérer ces V-structures,
l’idée est de chercher tous les triplés de nœuds {i, j, k} contenant deux arcs (i, j) et (j, k) dans le
graphe non-orienté [Chickering, 2002]. Dans une telle configuration, Xi et Xk sont indépendants,
mais, en connaissant la valeur de Xj , ils ne le sont plus. Xi et Xk ne sont donc pas indépendants
conditionnellement à Xj . Une fois les V-structures trouvées, les autres arcs peuvent être orientés.
L’orientation des arcs restants peut se faire dans n’importe quel sens, mais doit respecter une règle :
les orientations de ces arcs ne doivent pas générer de V-structures supplémentaires, non détectés
par les tests d’indépendances conditionnelles. Plusieurs structures différentes peuvent donc être
obtenues par cette méthode, mais toutes sont équivalentes au sens de Markov. Cet algorithme
nécessite cependant un très grand nombre de tests d’indépendances conditionnelles.
Algorithme PC
Afin d’accélérer la phase d’élagage du graphe non orienté, l’algorithme PC [Spirtes et al., 2000]
exploite la propriété suivante : si deux nœuds i et j sont indépendants conditionnellement à un
ensemble de nœuds M , alors i est indépendant de j conditionnellement au voisinage de i, ainsi que
conditionnellement au voisinage de j.
Une indépendance entre deux variables Xi et Xj est dite indépendance conditionnelle d’ordre 0.
Si deux variables Xi et Xj sont indépendantes conditionnellement à une seule variable Xk, il s’agit
d’une indépendance conditionnelle d’ordre 1. Une indépendance conditionnelle d’ordre 2 est donc
une indépendance entre deux variables conditionnellement à deux autres variables, et ainsi de suite.
L’algorithme PC fonctionne comme l’algorithme SGS, mais sa phase d’élagage change : elle consiste
à tester les indépendances d’ordre 0 entre chaque paire de variables afin de supprimer une partie des
arcs. L’élagage continue en testant les indépendances conditionnelles d’ordre o entre chaque paire de
variables conditionnellement à chaque ensemble de variables de taille o, en incrémentant o à chaque
étape. Lorsque deux variables Xi et Xj ont déjà été testées comme indépendantes conditionnellement
à un ensemble de taille o, les tests d’indépendance entre Xi et Xj conditionnellement à un ensemble
de taille o+ 1 sont inutiles.
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Figure 2.5 – Illustration de la couverture de markov. Dans ce graphe, la couverture de markov du nœud
rouge est composée de ses nœuds parents (en bleu), enfants (en vert) et parents de ses enfants
(en jaune).
2.3.2 Algorithmes basés sur la couverture de Markov
Principe
La couverture de Markov d’un nœud i est l’ensemble des nœuds suivants :
— Les nœuds parents de i, c’est à dire l’ensemble des nœuds k pour lesquels il existe un arc de k
vers i
— Les nœuds enfants de i, c’est à dire l’ensemble des nœuds j pour lesquels il existe un arc de i
vers j
— Les nœuds constituant les parents de l’ensemble des enfants de i. C’est à dire, pour chaque
enfant j de i, l’ensemble des nœuds l tels qu’il existe un arc de l vers j.
Par exemple, dans la figure 2.5, la couverture de markov du nœud en rouge est constituée de tous
les nœuds colorés.
La couverture de Markov d’un nœud permet de connaître une partie des arcs du graphe G, et
la connaissance de l’ensemble des couvertures de Markov de chaque nœud indique l’ensemble des
arcs du graphe. Le principe des algorithmes basés sur la couverture de Markov est de trouver la
couverture de Markov de toutes les variables [Yu et al., 2013].
Algorithme grow-shrink
Pour trouver les nœuds appartenant à la couverture de MarkovMB d’un nœud i, en partant d’un
ensemble MB(i) vide, on peut utiliser un algorithme grow-shrink [Margaritis, 2003]. Cet algorithme
applique à chaque nœud, 2 étapes permettant d’apprendre sa couverture de Markov.
Initialisation : La couverture de Markov de i est vide : MB(i) = ∅
Étape 1 - Croissance (Grow) : Ajout récursif à MB(i) de tous les nœuds non indépendants
de i conditionnellement à MB(i).
Étape 2 - Contraction (Shrink) : Enlèvement récursif de MB(i) de tous les nœuds indépen-
dants de i conditionnellement à MB(i).
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La connaissance de la couverture de Markov de chaque nœud ne suffit pas à apprendre la structure
complète du graphe. Afin d’apprendre la structure d’un graphe, cet algorithme doit être intégré à la
procédure suivante :
1. Utiliser l’algorithme Grow-Shrink afin de trouver la couverture de Markov MB(i) pour tout
nœud i
2. Trouver un ensemble de voisins potentiels N(i) à tout nœud i. Soit, ∀j ∈MB(i), l’ensemble
T défini comme le plus petit ensemble entre MB(i)\{j} et MB(j)\{i}, j ∈ N(i) si ∀S ⊆ T ,
Xi ⊥ Xj |S.
3. Orienter j → i pour tout nœud i et tout nœud j ∈ N(i) si il existe un nœud k ∈ N(i)\N(j)\{j}
tel que Xi 6⊥ Xk|S ∪ {i} pour tout S ⊆ T où T est le plus petit ensemble entre MBj\{i, k} et
MBk\{i, j}.
4. Tant qu’il existe encore des cycles dans le graphe, enlever itérativement l’arc faisant partie du
plus de cycles et l’intégrer à une file R.
5. Insérer les arcs présents dans la file R en inversant leur orientation, dans l’ordre dans lequel ils
ont été placé das R.
6. Pour tout nœud i et tout nœud j ∈ N(i) sans arc orienté, orienter i→ j de manière à ne pas
former de cycle.
Cet algorithme permet d’apprendre efficacement la structure d’un réseau bayésien, au prix d’un
grand nombre de calculs destinés à tester des indépendances conditionnelles, et des orientations
d’arcs pouvant être assez arbitraires.
Afin de réduire ce nombre de calculs, l’algorithme IAMB [Tsamardinos et al., 2003] et ses
variantes [Yaramakala and Margaritis, 2005] propose d’évaluer en avance si l’ensemble de nœuds
trouvé lors de la phase de croissance a des chances d’être effectivement une couverture de Markov.
Cette évaluation se fait par une fonction heuristique (par exemple, l’heuristique proposée par
[Koller and Sahami, 1996]), et permet de réduire le nombre de tests d’indépendances conditionnelles
en n’explorant pas les ensembles de nœuds étant, au sens de la fonction heuristique, mauvais
candidats à être la couverture de Markov MV (i) d’un nœud i.
2.4 Algorithmes basés sur un score
Il s’agit de définir une fonction de score que l’on cherche à optimiser afin de trouver les parents
les plus vraisemblables de chaque variable.
2.4.1 Fonction de score
Une fonction de score S(X|G) associée à un ensemble de n variables X = {X1, ..., Xn} d’un
réseau bayésien B= (G, θ) est bien plus simple à manipuler si elle est décomposable, c’est à dire si
elle peut s’écrire comme une somme de scores locaux dépendant uniquement d’une variable Xi et de





Un score simple et utilisé dans de nombreux modèles est la vraisemblance. La vraisemblance est
la probabilité globale que les données observées x = {x1, ..., xn} soient générées à partir d’un
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modèle donné. On utilise plus fréquemment le logarithme de cette vraisemblance (log-vraisemblance).
En effet, dans le cas des réseaux bayésiens, la transformation par logarithme permet de calculer
cette probabilité par une somme de log-vraisemblance locale par variable. Il s’agit donc d’un score
décomposable, plus simple à manipuler. La log-vraisemblance des données empiriques x pour une
structure et un ensemble de paramètres de réseau bayésien Gd’après la règle de probabilité en chaîne
est la somme des probabilités de chaque variable conditionnellement à ses parents à la manière de
l’équation 2.2.




Cependant, la log-vraisemblance possède un inconvénient majeur : la quantité log(P (Xi|Πi)) dépend
du nombre d’éléments dans la table de probabilités conditionnelles de i sachant ses parents. L’ajout
d’un arc, donc d’un parent, augmente nécessairement cette probabilité. Ainsi, plus cette table compte
d’éléments, plus cette quantité est grande. De ce fait, plus la structure d’un graphe est complexe et
possède d’arcs, plus la vraisemblance est élevée. Un graphe complet, possédant un arc entre chaque
nœud, sera donc le plus probable. C’est pourquoi, en pratique, il est souvent plus efficace de chercher
une fonction plus parcimonieuse que la vraisemblance par la pénalisation de la complexité de la
structure du réseau. Il existe de nombreux scores permettant cela [Naïm et al., 2011].
Les critères AIC [Akaike, 1970] et BIC [Schwarz et al., 1978] ajoutent à la vraisemblance un
terme de pénalisation en fonction de la dimension du réseau bayésien B. Le score AIC pour un
réseau bayésien B est présenté dans l’équation 2.3 et le score BIC dans l’équation 2.4. Une structure
de réseau bayésien optimale est une structure minimisant ces scores.
AIC(x|G, θ) = logP (x|G, θ)− dim(B) (2.3)
BIC(x|G, θ) = logP (x|G, θ)− log n B
2
(2.4)
Un autre score très couramment utilisé est le score de Dirichlet bayésien (score BD) [Cooper and Herskovits, 1992].
Il s’agit d’attribuer une loi à priori aux structures possibles d’un réseau bayésien B. Le score BD
associé à une structure G est la probabilité à posteriori de cette structure sachant les observations x
des variables aléatoires X du réseau. En choisissant comme loi à priori une distribution de Dirichlet
sur les paramètres du réseau, le score BD s’exprime facilement [Chickering and Heckerman, 1996].
L’équation 2.5 montre l’expression d’un score BD d’un réseau bayésien B où ri est l’ensemble des
états possibles de la variable aléatoire Xi et qi le nombre de configurations possibles de combinaisons
d’états des variables aléatoires Πi associées aux parents pii de i. Nijk représente le nombre de fois
où Xi a été observée à l’état k et ses parents à la combinaison d’états j. Chaque paramètre α de la
fonction gamme Γ est exprimé par la loi de Dirichlet à priori sur la structure G.












Ce score dépend des distributions α sur les paramètres qui peuvent être difficiles à estimer. Le
score de Dirichlet bayésien équivalent (score BDe) [Heckerman et al., 1995] donne une distribution
sur ces paramètres exprimée dans l’équation où N ′ exprime une taille d’échantillon équivalent, c’est à
dire un nombre d’états d’une variables et de ses parents estimé par l’utilisateur, servant de prior sur
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cette distribution. Gc représente une structure de graphe complet, où tous les nœuds sont connectés
à tous les autres.
αijk = N
′ × P (Xi = k, pii = j\Gc) (2.6)
D’autres distributions sont basées sur le même principe, comme le score BDeu définissant les




Tous ces scores pénalisés peuvent être décrits comme une somme de 2 termes : une mesure
d’entropie désignant la capacité des données observées à expliquer le modèle (souvent mesuré par
la vraisemblance ou son logarithme) et un terme de pénalisation, faisant baisser l’entropie avec la
complexité du modèle.
2.4.2 Algorithme de recherche exhaustive
Un premier algorithme simple d’apprentissage de structure de réseau bayésien dynamique basé
sur un score est l’algorithme de recherche exhaustive [Cooper and Herskovits, 1992]. Il s’agit de
chercher, pour chaque variable, le meilleur ensemble de parents possibles par maximisation de son
score local, en explorant l’intégralité des ensembles de parents possibles. La recherche exhaustive
peut être décrite, pour toute variable Xi, par l’algorithme 1. En général, on utilise comme liste de
parents de départ pi1 = ∅.
Procédure RechExh(pi1)→ pi∗1 , P1
Entrées : pi1 : Liste de parents
Output : pi∗1 : Liste de parents appris, P1 : score local de Xi pour pi∗1
Calculer le score P1 de Xi pour pi1;
pi∗1 ← pi1;
si pi′1 = ∅ alors
j ← 1 ;
sinon
j ← Dernier élément ajouté à pi∗1 ;
fin
pour chaque nœud q tel que j + 1 ≤ q ≤ n faire
pi2 ← pi′1 ∪ q;
pi∗2 , P2 ←RechExh(pi2);
si P2 < P1 alors





Algorithme 1 : Algorithme de recherche exhaustive
Cependant, cet algorithme demande de chercher dans tout l’espace des graphes possibles, ce qui
peut prendre très longtemps lorsque le nombre de variables est élevé.
2.4.3 Algorithme Branch and Bound
L’algorithme Branch and Bound [Suzuki, 1996] améliore l’algorithme de recherche exhaustive
en exploitant le critère de pénalisation de vraisemblance. En effet, un score local S(i) peut se
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voir comme une formule en deux parties : S(i) = H(i)− d(i) où H(i) est une mesure permettant
d’expliquer les données par un réseau donné (par exemple, la vraisemblance), souvent désignée
comme entropie et d(i) est un paramètre de pénalisation de la complexité du réseau. C’est le cas du
score de longueur de description minimal MDL (minimal description length), dont le score BIC est
une approximation souvent utilisée. La pénalisation par ce type de critère a une propriété utile pour
l’apprentissage de réseau bayésien. Lorsqu’un arc de j vers i est ajouté au réseau, le paramètre de
complexité d(i) est facilement calculable, car il ne dépend que des valeurs possibles de la variable
aléatoire Xj associée au nœud j. Cette valeur peut alors constituer une borne inférieure pour H(i)
permettant d’éliminer la solution : d(i)|J ∈ Pa(i) > H(i), c’est que l’ajout d’un arc de j vers i
augmente davantage la pénalisation de la complexité que le pouvoir explicatif du réseau, alors on
peut éliminer cet arc des solutions possibles. L’algorithme 2, applicable à un nœud i donné, prend
en compte ce résultat afin de simplifier la recherche en ajoutant une étape d’élagage [Suzuki, 1999].
Généralement, cet algorithme prend en entrée une liste de parents de départ pi1 = ∅, la pénalisation
p1 étant calculable à partir de cet ensemble de parents.
Procédure BnB(pi1, d1)→ pi∗1 , S1
Entrées : pi1 : Liste de parents
Output : pi∗1 : Liste de parents appris, P1 : score local avec Π1
Calculer l’entropie H1 par rapport à pi1;
S1 = H1 + p1;
pi′1 ← pi1;
si pi∗1 = ∅ alors
i← 0 ;
sinon
i← Dernier élément ajouté à pi′1 ;
fin
pour chaque nœud q tel que i+ 1 ≤ q ≤ n faire
pi2 ← pi1 ∪ q;
Calculer la pénalisation d2 par rapport à pi2;
/* Étape d’élagage */
si d2 < H1 alors
pi∗2 , S2 ←BnB(pi2, d2);
si S2 < S1 alors






Algorithme 2 : Algorithme Branch and Bound
Cet algorithme permet donc d’écarter des solutions qui feraient baisser le score global du
réseau avant d’avoir besoin de calculer ce score, ce qui accélère la procédure. Certaines approches
[Yuan and Malone, 2012, Fan et al., 2014] cherchent à affiner davantage cette phase d’élagage. Cet
algorithme peut être encore plus performant lorsque l’on possède des connaissances à priori sur le
réseau. L’espace des solutions à rechercher peut déjà être nettement réduit lorsque l’on connaît un
ordre sur les variables aléatoires constituant le réseau bayésien. Si à toute variable i est associé un
ordre vi tel que :
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si vi > vj alors il ne peut pas exister d’arc de j vers i. Dans ce cas, lorsque l’on applique les
algorithmes 1 et 2 à un nœud j, chaque nœud q que l’on cherche à ajouter à l’ensemble des parents
de j peut être sélectionné tel que vi+1 ≤ vq ≤ vj−1. Si l’on a déjà des aprioris sur les arcs du graphe
dont on cherche la structure, en connaissant le nombre de parents de certains nœuds, voire l’existence
ou l’inexistante de certains arcs, il est possible d’ajouter à l’étape d’élagage de cet algorithme une
condition prenant en compte cette connaissance [De Campos et al., 2009]. Cela permet d’éviter de
calculer les scores correspondant à des structures de graphe connues comme étant impossibles.
Cependant, ces algorithmes de recherche ne garantissent pas l’acyclicité du graphe appris. Lorsque
l’on ne connaît pas d’ordre sur les variables aléatoires du réseau bayésien, ces algorithmes nécessitent
une étape de vérification d’acyclicité, par exemple en ajoutant des contraintes supplémentaires
interdisant l’ajout de nœud induisant un cycle lors de l’étape d’élagage [Campos and Ji, 2011].
2.4.4 Algorithmes d’ordonnancement de variables
Principe
Puisqu’un réseau bayésien B se base sur un graphe orienté sans circuit G(V, E), il contient au
moins une feuille, c’est à dire un nœud qui n’est parent d’aucun nœud. Pour trouver la meilleure
structure d’un réseau bayésien, une approche est de commencer par chercher ses feuilles, puis
le meilleur choix de parents pour cette feuille afin d’obtenir un sous-graphe optimal. La notion
d’"optimal" ou de "meilleur choix" de parent ou de feuille s’évalue à l’aide de score : on cherche
le graphe maximisant un score global, somme de scores locaux associés à chaque variable. Un
sous-graphe optimal associé à un nœud i est donc un sous graphe maximisant le score local associé
à cette variable maxpii⊆V{Score(i|pii)}. Un feuille optimale est un nœud maximisant le score global
du réseau lorsqu’il constitue une feuille avec un ensemble de parents optimal. Pour un ensemble
de nœuds V, un score étant décomposable localement, maximiser le score global S(V) sachant un
nœud i revient à maximiser le score global du reste du réseau S(V\{i}). On cherche donc le score
calculé par l’équation 2.7.
S(V) = maxi∈V{V\{i}+maxpii⊆V{S(i|pii)}} (2.7)
Trouver une feuille optimale i demande de trouver la structure de graphe optimale pour un sous
graphe contenant les variables V\{i}. Cela peut de nouveau se faire par recherche de feuille optimale.
Ce problème revient donc à ordonner chaque nœud et à chercher son ensemble de parents optimal
dans cet ordre.
Algorithme des puits optimaux
L’algorithme des puits optimaux [Silander and Myllymaki, 2012] fonctionne sur le principe de
recherche de feuille optimale et de son ensemble de parents optimal par ordonnancement. L’algorithme
des puits optimaux cherche à trouver les variables les plus susceptible d’être des feuilles (aussi
désignées comme puits, d’où le nom de l’algorithme), et à trouver récursivement les meilleurs parents
des puits, de leur parents, puis des nouveaux parents jusqu’à avoir parcouru tous les nœuds du
graphe. Cet algorithme fonctionne en 5 étapes :
1. Calcul des scores locaux pour chacun des n2n−1 choix possibles d’une variable et de son
ensemble de parents.
2. À l’aide des scores locaux, trouver l’ensemble de parents optimal pour chaque variable.
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∅{1} {2} {3} {4}
{1, 2} {1, 3} {1, 4} {2, 3} {2, 4} {3, 4}
{1, 2, 3} {1, 2, 4} {1, 3, 4} {2, 3, 4}
{1, 2, 3, 4}
Figure 2.6 – Illustration d’un graphe d’ordonnancement pour un réseau bayésien à 4 nœuds.
3. Trouver la meilleure feuille possible maxpii⊆V{Score(i|pii)} sur tout le graphe.
4. À l’aide du résultat de l’étape 3, trouver le meilleur ordre possible pour les variables en évaluant
récursivement les feuilles optimales sur le sous graphe contenant les variables V\{i}, i étant le
puits optimal du graphe.
5. Trouver le meilleur réseau possible en attribuant les parents optimaux trouvés dans l’étape 2
respectant l’ordonnancement trouvé dans l’étape 4.
Cependant, cet algorithme demande de calculer un très grand nombre de scores locaux pour trouver
les ensembles de parents optimaux pour chaque variable. En effet, pour n variables, il y a n · 2n−1
ensembles variable-parents. Cependant, il existe des méthodes permettant d’éviter de calculer tous
ces scores.
Plus court chemin dans un graphe d’ordonnancement
Un graphe d’ordonnancement est un graphe orienté listant tous les sous ensembles de variables
possibles d’un ensemble vide (constituant la racine) à un ensemble complet (constituant une feuille
unique), 2 ensembles étant reliés par un arc si l’un contient l’autre. La figure 2.6 représente un graphe
d’ordonnancement listant chaque ensemble possible de 4 variables. Dans ce graphe, un chemin depuis
la racine vers la feuille constitue un ordonnancement de variables. Par exemple, pour un graphe
d’ordonnancement à 4 variables comme dans la figure 2.6, le chemin ∅, {1}, {1, 2}, {1, 2, 3}, {1, 2, 3, 4}
correspond à l’ordre 1, 2, 3, 4.
Dans le cadre de l’apprentissage de structure de réseau bayésien par ordonnancement, un nœud
de ce graphe correspond à un sous-ensemble de variables de V pour lequel on peut proposer un
sous-graphe et en mesurer le score. Si l’on connaît un sous-ensemble U ⊂ V dont la structure
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optimale constitue un sous-graphe de la structure globale du réseau complet, trouver un ensemble
de parents optimal pour une nouvelle variable i ordonnée de manière cohérente est alors plus simple,
car cet ensemble est inclus dans ce sous ensemble : pii ⊂ U. En évaluant la structure d’un réseau
par un score à minimiser, la meilleure structure G(V), E possible pour un réseau bayésien étant
celle minimisant la quantité
∑
i∈VScore(i|pii), on peut définir le coût c(S1, S2) d’un arc entre deux
ensembles de variables S1 et S2 voisines dans le graphe d’ordonnancement par l’équation 2.8. De par
la construction d’un graphe d’ordonnancement, l’ensemble S2\S1 contient bien un élément i unique.
c(S1, S2) = minpii⊆S1Score(i|pii), où i = S2\S1 (2.8)
Le plus court chemin entre l’ensemble vide et l’ensemble complet dans ce graphe d’ordonnancement
pondéré est par construction équivalent au graphe optimal. Il est alors possible d’utiliser n’importe
quel algorithme de recherche du plus court chemin (ex : [Dijkstra, 1959, Floyd, 1962]) afin de trouver
ce graphe. Un graphe d’ordonnancement a une structure particulière : chaque nœud correspond
à un sous-ensemble de taille m et est relié à tout sous-ensemble de taille m+ 1.Cette disposition
hiérarchique peut être exploitée pour faciliter la recherche du plus court chemin en évitant de calculer
les coûts de chaque arc. C’est ce qu’exploite l’algorithme A* [Yuan et al., 2011]. Cet algorithme
fonctionne à l’aide d’une file de priorité appelée liste ouverte, contenant les nœuds de l’espace
de recherche, initialisé avec le nœud racine i0, correspondant à l’ensemble vide dans le graphe
d’ordonnancement. À chaque itération, on calcule le coût total de chaque nœud i depuis la racine.
Une fois ce coût total calculé, l’algorithme sélectionne le nœud i de la liste ouverte dont le coût total
est minimal. Les nœuds suivants de i, c’est à dire tous les nœuds k pour lesquels il existe un arc de i
vers k rejoignent alors la liste ouverte et i est ajouté à une file de nœuds appelée liste fermée. Si un
nœud ajouté à la liste ouverte y est déjà présent, on ne conserve que le doublon dont le coût total
est le plus faible en retenant le parent associé à ce coût. Si un nouveau nœud ajouté à la liste fermée
existe déjà, ce nouveau nœud n’est pas retenu. Une fois le nœud final atteint, on peut extraire le plus
court chemin à l’aide des nœuds contenus dans la liste fermée et de leur coûts totaux. Ce chemin
contient alors un ordonnancement de variables permettant de trouver rapidement la structure de
réseau bayésien optimale par optimisation locale d’ensembles de parents pour chaque nœud pris
dans l’ordre.
L’ordonnancement des nœuds d’un réseau bayésien permet de s’assurer de l’acyclicité du graphe
appris, ce qui évite une étape de recherche d’acyclicité pouvant être coûteuse.
2.4.5 Algorithmes basés sur la programmation linéaire en nombre entiers
Principe
La programmation linéaire consiste à optimiser une fonction linéaire d’un ensemble de variables
liées entre elles par des relations linéaires. Pour une série de variables X = {X1, .., Xn}, la fonction
objectif à maximiser ou à minimiser prend pour forme f(X) = a1X1 + a2X2 + ... + a2Xn, où
a1, ..., an ∈ R correspondent aux coefficients associés à chaque variable. Une relation linéaire ou
contrainte entre deux variables X1 et X2 prend pour forme α1X1 + α2X2 + ... + αnXn ≤ β où
α1, ..., αn ∈ R correspondent aux coefficients associés à chaque variable pour une contrainte et β ∈ R
à la valeur d’inégalité associée à cette contrainte.
Soit C un vecteur de taille n contenant les valeurs des coefficients a1, ..., an de la fonction objectif
associés à chaque variable. Soit A une matrice de taille n ∗ p, où p est le nombre de contraintes du
problème, qui contient les valeurs des coefficients α1, ..., αn de chaque contrainte, et B un vecteur
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de taille p contenant les valeurs d’inégalité β de chaque contrainte. Résoudre un problème de
programmation linéaire revient à résoudre l’équation 2.9 en accord avec les contrainte en 2.10 où x
représente le vecteur des valeurs observées de chaque variable de X.
min(CTx) (2.9)
Ax ≤ B (2.10)
Un programme linéaire en nombres entiers fonctionne sur le même principe, mais une contrainte
est ajoutée : Les valeurs possibles des Xi sont des nombres entiers. La fonction objectif, elle, peut
toujours prendre des valeurs réelles.
Application aux réseaux bayésiens
Ce paradigme peut être utilisé afin d’apprendre la structure d’un réseau bayésien en maximisant
le score associé à la structure d’un réseau bayésien sachant l’ensemble des observations des variables
aléatoires qu’il contient [Bartlett and Cussens, 2013, Cussens, 2014]. Cependant, cette fonction doit
pouvoir être exprimée comme une fonction linéaire d’un ensemble de variables décrivant la structure
de réseau bayésien recherchée.
On peut définir pour chaque nœud un ensemble de 2n−1 variables de famille. Une variable de
famille W (i, U) est associée à i et à un sous-ensemble U⊆ Vde nœuds.W (i, U) = 1 si U= pii, c’est
à dire si l’ensemble des parents de i est U,W (i, U) = 0 sinon. À chaque nœud i est associé une unique
variable de famille W (i, U) non-nulle. L’ensemble des variables d’un problème de programmation
linéaire d’apprentissage de structure de réseau bayésien est donc l’ensemble des n · 2n−1 variables
de famille, et les contraintes linéaires sur ces variables permettent d’imposer le fait que seule une
de ces variables de famille associée à un nœud i soit non-nulle. Cela peut se faire par une série de
contraintes sur le modèle de l’équation 2.11.
∀i ∈ V :
∑
U⊆V\{i}
W (i, U) = 1 (2.11)
Un autre groupe de contraintes permet de s’assurer que le graphe appris n’ait pas de circuit. Cela
peut se faire à l’aide de contraintes [Jaakkola et al., 2010] comme décrit dans l’équation 2.12. Ces
contraintes permettent de s’assurer que pour chaque sous ensemble C de V, il existe au moins un






W (i, U) ≥ 1 (2.12)
Une fois ces variables de famille et leurs contraintes associées définies, la résolution de ce problème
donne directement l’ensemble de parents optimal pour chaque nœud i, constituant le graphe
maximisant le score. Les variables de famille étant binaires, le problème est décrit dans le cadre de
la programmation linéaire en nombres entiers.
La résolution d’un problème de programmation linéaire est un problème très bien décrit, dont
il existe de nombreuses méthodes de résolution [Wolsey, 2000], et plusieurs outils comme cplex
permettent de résoudre de tels problèmes. L’un des algorithmes les plus courants est l’algorithme
du simplexe [Dantzig, 1990]. Il s’agit d’une résolution géométrique du problème : les contraintes
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linéaires du problème décrivent un polyèdre convexe dans un espace à dimension dim(x). La solution
optimale est alors un des sommets de ce polyèdre. L’algorithme du simplexe consiste donc à partir
d’un sommet de départ, à trouver à chaque itération en suivant une arête du polyèdre un sommet
représentant une solution faisant décroître la fonction objectif. La contrainte supplémentaire induite
par la programmation linéaire en nombres entiers complexifie cet algorithme. C’est pourquoi, dans
ce cas, il est souvent réalisé de la relaxation linéaire, où la contrainte de valeurs entières de x est
levée. Le résultat de ce problème constitue alors une borne supérieure de la fonction objectif, et son
approximation peut être une solution acceptable, même si son optimalité n’est pas garantie. Il reste
possible d’obtenir une solution binaire par arrondi.
2.5 Apprentissage de réseaux bayésiens dynamiques
Principe général
Pour rappel, un réseau bayésien dynamique décrit un ensemble de variables aléatoires X mo-
délisant plusieurs phénomènes en interaction qui évoluent selon une dynamique stationnaire. Xti
décrit une variable aléatoire Xi à un pas de temps t, i ∈ {1, .., n}, t ∈ {1, ..., T}. Cette dynamique
ne change pas au cours du temps, et l’état d’une variable à un pas de temps t ne peut dépendre que
de variables aléatoires au temps précédent. On décrit alors un réseau bayésien dynamique par deux
composantes :
— B0 qui décrit un réseau bayésien "classique" statique modélisant l’ensemble des variables
aléatoires X, c’est à dire à t = 0.
— B→ qui décrit la composante dynamique du réseau. Cette structure décrit les indépendances
de l’ensemble des variables à un temps t+ 1 conditionnellement à l’ensemble des variables au
temps t.
C’est en fait un réseau bayésien classique, mais dont la structure répond aux contraintes liées au
caractère uniforme et markovien du phénomène étudié. De ce fait, apprendre la structure d’un
réseau bayésien dynamique peut se faire par les mêmes méthodes que pour l’apprentissage d’un
réseau bayésien classique [Murphy, 2001]. Il s’agit d’apprendre de manière indépendante la structure
du graphe à l’état initial, puis la structure du graphe de transition. Cette structure se répétant
au cours du temps, l’apprentissage de ceux deux parties est suffisant et n’importe quelle méthode
d’apprentissage décrite dans ce chapitre peut convenir.
Exploitation de l’acyclicité d’un réseau bayésien dynamique
Malgré l’apparente complexité d’un réseau bayésien dynamique, notamment dû au fait qu’il
contient souvent plus de variables qu’un réseau bayésien classique, sa régularité peut être exploitée
afin d’optimiser l’apprentissage et même de proposer des méthodes mieux optimisées que dans le cas
"statique". En effet, la structure d’un réseau bayésien prend la forme d’un graphe orienté acyclique.
Cette contrainte oblige à vérifier l’acyclicité d’une structure apprise, par contraintes sur la structure
ou par ordonnancement des nœuds. Cependant, il existe des cas particuliers de réseaux bayésiens
dynamiques ne possédant aucun arc synchrone, c’est à dire que pour tout nœud i et j, il n’existe
pas de lien direct entre Xti et Xtj . Dans ce cas, la structure de la partie dynamique B→ d’un réseau
bayésien est naturellement acyclique. En effet, un nœud i à un temps t ne peut avoir pour parent
que des nœuds provenant du pas de temps t− 1. Lorsque l’apprentissage de la structure initiale B0
n’est pas critique ou n’est pas nécessaire, l’apprentissage de la partie dynamique peut être facilitée
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en ignorant l’étape de vérification d’acyclicité. [Dojer, 2006] propose un algorithme fonctionnant
à la manière d’un algorithme de recherche exhaustive, permettant d’apprendre un graphe dont
l’acyclicité n’a pas besoin d’être vérifiée. Cet algorithme est basé sur un score S(x|G) ayant les
propriétés suivantes :
1. Additivité : le score S(X|G) peut être décomposé en scores locaux pour chaque nœud. S(x|G) =∑n
i=1 s(xipii)
2. Décomposabilité : le score s(xipii) peut être divisé en deux termes : un terme d’entropie
H(xi|pii) et un terme de pénalisation d(xi|pii) pénalisant le nombre de parents |pii|. s(xipii) =
H(xi|pii) + d(xi|pii) avec pi′i ⊆ pii ⇒ d(xi|pii) ≤ d′(xi|pii)
3. Uniformité : Le terme de pénalisation d(xi|pii) ne dépend que du nombre de parents |pii|. Ce
terme est donc similaire pour deux sous-ensembles de parents pii de même taille. |pii| = |pi′i| ⇒
d(xi|pii) = d(xi|pi′i)
Si les propriétés 1. et 2. sont respectées, alors l’apprentissage de structure d’un réseau acyclique
peut se faire par l’algorithme 3.
Entrées : xi : Observation d’une variable aléatoire Xi, Q : Ensemble de parents potentiels
de i
Output : pi1 : Liste de parents appris
pi1 ← ∅;
pour chaque pi2 ⊆ Q choisis dans l’ordre croissant de d(i|pi2) faire
si s(xi, pi2) < s(xi, pi1) alors pi1 ← pi2;





Algorithme 3 : Algorithme de Dojer pour un score ayant les propriétés d’additivité et de
décomposabilité
Cependant, la recherche des sous ensembles pi2 ⊆ Q peut s’avérer peu optimale, car il peut arriver
de calculer des quantités d(xi|pii) déjà calculées pour un autre ensemble d(xi|pi′i). Si les propriétés 1.,
2. et 3. sont respectées, alors une autre version, décrite par l’algorithme 4 permet encore d’optimiser
la recherche en utilisant la quantité dˆ(xi|q) = d(xi|pii) avec |pii| = q.
Entrées : xi : Observation d’une variable aléatoire Xi, Q : Ensemble de parents potentiels
de i
Output : pi1 : Liste de parents appris
pi1 ← ∅;
pour q = {1, ..., n} faire




pi2 ← argmin{Q′⊆Q:|Q′|=q}s(xi, Q);
si s(xi, pi2) < s(xi, pi1) alors pi1 ← pi2;
fin
Algorithme 4 : Algorithme de Dojer pour un score ayant les propriétés d’additivité, de
décomposabilité et d’uniformité
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Ces algorithmes permettent donc d’apprendre un réseau bayésien dynamique avec une complexité
moins importante que les algorithmes d’apprentissage de structure de réseaux bayésiens classiques.
2.6 Bilan
Nous avons vu dans le chapitre 1 que pour apprendre la structure d’un réseau trophique à
l’aide de données dynamiques d’observation de présence/absence d’espèces, la méthode d’appren-
tissage par réseau bayésien dynamique semble bien adaptée. En effet, de nombreuses méthodes
permettent d’apprendre la structure d’un réseau bayésien, et aucune n’est incompatible avec
des données binaires. Ce cadre est d’autant plus adapté qu’il existe une classe de réseaux bayé-
siens dits dynamiques convenant très bien aux données que l’on souhaite utiliser. Nous avons vu
dans ce chapitre quelques unes des principales méthodes d’apprentissage de réseau bayésien (il
en existe d’autres[Larrañaga et al., 1996, Tsamardinos et al., 2006, O’Gorman et al., 2015]). Toutes
demandent beaucoup de calcul et peuvent demander beaucoup de temps, de données ou de mémoire
si la structure que l’on cherche à apprendre est complexe [Chickering, 1996]. Cependant, cette
complexité peut être réduite dans certains cas.
Pour modéliser un réseau trophique par un réseau bayésien dynamique, nous considérons l’ob-
servation de présence ou d’absence d’une espèce i à un temps t comme une variable aléatoire Xti ,
et les indépendances conditionnelles avec les variables représentant la présence ou l’absence des
autres espèces à t− 1 permet de constituer un graphe interprétable comme un réseau trophique. La
dynamique des espèces au sein d’un écosystème n’est pas un phénomène dont on peut réellement
établir un début. Ainsi, même lors de la première observation de cet écosystème, la dynamique
entre les espèces de cet écosystème existait déjà avant. Ainsi, la composante initiale B0 du réseau
bayésien dynamique associé ne peut pas être vraiment établie, et n’a pas vraiment d’utilité dans
le problème d’apprentissage de structure du réseau trophique. Nous sommes alors tout à fait dans
le cas décrit dans la section 2.5, et les algorithmes associés semblent donc applicables. Il s’agit
d’algorithmes fonctionnant à base de score, ce qui présente un autre avantage par rapport aux
méthodes d’apprentissage de réseau basé sur des tests d’indépendances conditionnelles : la structure
du graphe est évaluable par ce score, et cette évaluation peut être utilisée lorsque l’on souhaite
utiliser le réseau appris pour gérer l’écosystème correspondant [McDonald-Madden et al., 2016]
comme mesure de la confiance que l’on peut attribuer aux relations trophiques correspondantes. Un
autre avantage de cette modélisation par réseau bayésien est le fait qu’il est assez simple d’ajouter
des connaissances expertes au processus d’apprentissage. En effet, les connaissances que l’on peut
avoir sur le graphe peuvent être définies comme contraintes lors de l’apprentissage des parents de
chaque nœud [De Campos et al., 2009, Bartlett and Cussens, 2017]. Le cadre des réseaux bayésiens
permet également d’inclure des contraintes sur les paramètres, c’est à dire sur l’ensemble des tables
de probabilités conditionnelles [Niculescu et al., 2006]. Ces contraintes peuvent refléter par exemple
des valeurs connues de probabilités conditionnelles, ou encore des égalités connues entre plusieurs
éléments de ces tables. Il s’agit là d’exemples de contraintes dont nous aurons besoin pour modéliser
efficacement un problème d’apprentissage de réseau trophique par réseau bayésien dynamique, car
les données de présence/absence dont nous disposons sont peu informatives par elles-même. Le
prochain chapitre détaille donc la manière dont nous modéliserons un réseau bayésien dynamique




Modélisation d’un multi-processus de
contact par réseau bayésien étiqueté
Introduction
Pour rappel, nous souhaitons apprendre la structure d’un réseau trophique à partir de données
temporelles de présence/absence d’espèces. Pour cela, nous nous plaçons dans le cadre méthodologique
des réseaux bayésiens dynamiques, dans lequel le problème d’apprentissage de structure d’un réseau
est bien défini. Cependant, on trouve dans ces modèles un grand nombre de paramètres sous la
forme de tables de probabilités conditionnelles. Or, c’est le nombre de ces paramètres qui détermine
la complexité d’un algorithme d’apprentissage de structure de réseaux bayésiens. Réduire ce nombre
de paramètres permettrait de réduire cette complexité. Il est possible d’utiliser des aprioris que
l’on peut avoir sur les tables de probabilités conditionnelles dans la modélisation d’un réseau
bayésien, sous forme de contraintes sur les paramètres par exemple [Niculescu et al., 2006]. Or, dans
la modélisation même du comportement des espèces d’un réseau trophique, nous avons une idée de
leur comportement global et nous souhaitons intégrer ces connaissances afin de simplifier le problème
en fixant à l’avance un nombre de paramètres indépendant de la structure. Dans ce chapitre, nous
allons :
— Décrire comment modéliser la dynamique d’espèces dans un réseau écologique à l’aide d’un
modèle de réseau bayésien dynamique avec un nombre de paramètres réduit.
— Proposer le cadre général des réseaux bayésiens étiquetés, ainsi que sa version dynamique qui
inclut le modèle de réseau écologique décrit avant.
— Passer en revue des exemples de modèles connus modélisables par un réseau bayésien dynamique
étiqueté.
3.1 Dynamique d’espèces dans un réseau écologique
Nous avons vu dans le premier chapitre plusieurs manières de modéliser des indicateurs d’état
d’espèces d’un réseau trophique. Nous souhaiterons aller plus loin en exploitant l’évolution temporelle
de ces espèces et en intégrant des effets des interactions écologiques par des lois simple, mais valables
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pour toute espèce de n’importe quel écosystème. Nous allons ici définir un modèle permettant de
décrire le comportement de la dynamique de présence/absence de n’importe quelle espèce sachant ses
interactions écologiques. Puisque notre méthode a vocation à décrire le réseau trophique de n’importe
quel écosystème, nous ne souhaitons pas attribuer une grande importance à la nature des espèces
en interaction. Nous souhaitons aussi proposer un modèle simple, afin qu’il soit applicable à tout
écosystème et compréhensible par tous. Nous faisons alors quelques hypothèses sur le comportement
de la dynamique des espèces sachant leurs interactions écologiques. Pour plus de clarté, exposons
ces hypothèses dans le cas où nous n’avons que des relations proie/prédateur.
1. La dynamique d’une espèce est définie par le nombre de ses proies et le nombre de ses prédateurs.
L’identification ou la nature de ses proies ou de ses prédateurs n’a pas d’importance. Pour
n’importe quelle espèce, une proie est indistinguable d’un autre. Il en est de même pour les
prédateurs.
2. Une espèce absente d’un écosystème peut le recoloniser à tout instant. Les interactions avec
les autres espèces ne jouent aucun rôle dans cette recolonisation.
3. Si une espèce n’a aucune proie à sa disposition, elle s’éteindra (soit par mort des individus de
cette espèce, soit parce que les individus de cette espèce quittent l’écosystème en question).
4. Si une espèce exerce une pression de prédation trop forte sur une proie, cette proie s’éteindra
(soit par mort des individus de cette espèce, soit parce que les individus de cette espèce quittent
l’écosystème en question).
Soit un écosystème dans lequel on a observé n espèces pendant T instants, Xti ∈ {0, 1} est une
variable aléatoire renseignant sur la présence (Xti = 1) ou l’absence (Xti = 0) d’une espèce i à un
instant t. Le fait de "n’avoir aucune proie à disposition" décrit dans l’hypothèse 3, ainsi que le fait
d’"exercer une forte pression de prédation" n’est pas forcément bien défini. Certains prédateurs
peuvent se nourrir sur des espèces, de manière suffisamment parcimonieuse pour que cette prédation
n’ait pas un impact très fort. Certaines espèces de proies peuvent être présentes dans l’écosystème,
mais avec trop peu d’individus ou trop difficiles à attraper pour pouvoir véritablement constituer
une proie disponible. Puisque nous n’avons pas d’indication sur l’abondance de ces espèces, le fait
de réussir à se nourrir sur une proie disponible ou d’exercer une forte pression de prédation doit
se traduire par des probabilités. Soit ρ la probabilité pour une proie présente de réussir à nourrir
un prédateur définie comme "Réussite d’approvisionnement". Soit τ la probabilité d’exercer une
pression de prédation suffisante pour éteindre localement une proie définie comme "Réussite de
prédation". Définissons également ε comme la probabilité de recolonisation de l’écosystème par une
espèce. Un modèle de réseau bayésien dynamique se définit par des probabilités de transitions pour
une variable Xti conditionnellement à un ensemble de variables de l’instant précédent Xt−1. La
probabilité de présence d’une espèce i à un instant t est posée dans notre modèle comme égale à :
— La probabilité de recolonisation de l’écosystème si i est absente à t− 1
— La probabilité d’au moins une réussite d’approvisionnement de ses proies présentes à t− 1
et de l’échec de toutes les prédations qu’elle subit par ses prédateurs présents à t− 1 si i est
présente à t− 1.
La probabilité de présence d’une espèce à un instant t− 1 sachant l’ensemble des variables aléatoires
du temps t est définie par l’équation 3.1. Dans cette équation, le terme Nproies désigne le nombre
de proies de i présentes à t et Npredateurs le nombre de prédateurs de i présents à t.










Les probabilités ρ, τ et ε sont les mêmes pour toutes les espèces. Ainsi, en connaissant le graphe,
un état initial de chaque espèce et la valeur de ces trois probabilités, l’ensemble des probabilités
conditionnelles de chaque variable aléatoire peut être déduites. De ce fait, il n’y a que 3 paramètres
inconnus dans ce modèle. Une relation trophique est assez contrainte. En effet, elle décrit forcément
une double influence entre la proie et la prédateur : une influence positive de la proie sur le prédateur
et une influence négative du prédateur vers la proie. Ces deux relations sont indissociables, ce qui
peut poser des problèmes pour un modèle aussi simple car certains comportements peuvent ne
pas transparaître ou être identifiés comme des relations trophiques à tort. Nous voudrions pouvoir
distinguer d’autres types d’influences afin de moins contraindre le modèle. Cela permettrait en
outre de modéliser d’autres relations écologiques. L’idée est donc de distinguer deux différents
types d’interactions : les interactions positives, de probabilité de réussite ρ et les interactions
négatives, de probabilité de réussite τ . Ainsi, il est possible de modéliser des relations de facilitation
(une interaction positive d’une espèce vers une autre, sans relation négative dans l’autre sens),
de symbioses (deux interactions positives mutuelles entre deux espèces) ou de compétition (deux
interactions négatives mutuelles entre deux espèces). Nous sortons alors légèrement du cadre strict
des réseaux trophiques mais traiterons le cas de la modélisation et de l’apprentissage de réseaux
écologiques.
Cependant, ces caractérisations d’arêtes, ainsi que ce nombre de paramètres réduit et indépendant
du nombre d’arcs dans le réseau ne semble plus couvert par le cadre classique des réseaux bayésiens.
Lorsque l’on veut apprendre les paramètres ou la structure d’un réseau bayésien dont les probabilités
conditionnelles sont décrites par un tel modèle, il n’est pas nécessaire d’apprendre les tables de
probabilité de chaque variable comme des paramètres distincts. Nous introduisons dans la section
suivante le concept de Réseau Bayésien étiqueté [Auclair et al., 2017], permettant de représenter
des variables binaires par un réseau bayésien dans lequel les dépendances conditionnelles entre les
variables ont toutes un effet similaire. Le but du réseau bayésien étiqueté est de limiter le nombre de
paramètres du réseau dont le nombre dépend d’informations qualitatives sur les arcs du graphe.
3.2 Réseau bayésien étiqueté
Nous allons dans cette section présenter le modèle de réseau bayésien étiqueté (RBE) étape par
étape, en généralisant de plus en plus. Nous commencerons par le modèle de base non dynamique
issu des réseaux bayésiens pas à pas, avant de décrire le modèle de réseau bayésien dynamique
étiqueté permettant la modélisation d’un réseau écologique et qui conviendrait pour la modélisation
d’autres phénomènes.
3.2.1 Modèle de base
Un réseau bayésien étiqueté cherche à décrire l’état de n processus stochastiques, chacun décrit
par une variable aléatoire binaire X1, X2, ..., Xn. La valeur d’une variable Xi est binaire et peut
être interprétée comme une présence (Xi = 1) ou une absence (Xi = 0) de la variable. Cette valeur
dépend d’une composante fixe, mais aussi des liens orientés avec les autres variables dont l’ensemble
permet d’établir les indépendances conditionnelles entre ces variables. Dans un modèle de réseau
bayésien étiqueté, chaque lien est associé à une étiquette et chaque lien d’une étiquette donnée a le
même impact sur la probabilité de présence de la variable vers laquelle le lien est dirigé. L’ensemble
des n processus stochastiques considérés constituent alors les nœuds d’un graphe orienté dont les
arcs représentent les liens entre les variables décrivant ces processus. Nous distinguons les liens
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d’impulsion, qui améliorent les chances de présence de la variable, des liens d’inhibition qui baissent
les chances de présence. Les arêtes du graphe correspondant au réseau bayésien sont alors étiquetées
pour distinguer les liens d’impulsion des liens d’inhibition. Définissons alors :
— i j désigne une relation quelconque de i vers j. i q j désigne une relation d’impulsion de i
vers j et i r j désigne une relation d’inhibition de i vers j.
— pii désigne l’ensemble de tous les nœuds j ∈ 1, ..., n; j 6= i tels que j  i. pii est désigné comme
l’ensemble des parents de i, et tout nœud j tel que j ∈ pii est désigné comme parent de i. Πi
désigne l’ensemble des variables aléatoires Xj telles que j ∈ pii.
—
q
pii désigne l’ensemble des parents de i tels que ∀j ∈ pii, j q i. Tout nœud j tel que Xj ∈ qpii
est désigné comme impulseur de i.
q




pii désigne l’ensemble des parents de i tels que ∀j ∈ pii, j r i. Toute variable j telle que
Xj ∈ rpii est désignée comme inhibiteur de i.
r
Πi désigne l’ensemble des variables aléatoires Xj
telles que j ∈ rpii.
Les arêtes E du graphe G possèdent donc une information qualitative appelée étiquette l ∈ {q, r}.
Tout lien i j est actif si Xi = 1 mais n’a pas d’impact si Xi = 0. Un lien d’impulsion i
q j actif
augmente la probabilité de présence de Xj et un lien d’inhibition i
r j actif baisse les chances de
présence de Xj . Dans un modèle de réseau bayésien étiqueté, les liens d’un même type ont tous le
même impact : la probabilité de présence ou d’absence dépend uniquement du nombre de voisins de
chaque type présents. Cette probabilité ne dépend que d’un nombre de paramètres limité :
— ε représentant la partie indépendante des liens, c’est à dire la probabilité de présence inhérente
à Xi
— ρ est interprétable comme la probabilité de réussite d’un lien d’impulsion
— τ est interprétable comme la probabilité de réussite d’un lien d’inhibition
Les probabilités de toute variable Xi peuvent être exprimées conditionnellement à l’ensemble des





Πi. La probabilité de présence d’une variable Xi correspond à la probabilité de présence
(réussite inhérente ou d’au moins un lien d’impulsion) et de l’échec de tous les liens d’inhibition.






Ni (la somme des valeurs de la variable aléatoires Xj pour tout
processus j tel que j est parent de i). La formule de cette probabilité est pour tout i dans l’équation
(3.2).
P (Xi = 1|Πi) =
(










3.2.2 Gestion de l’affaiblissement des probabilités par covariable
Afin de contrôler la diffusion du processus modélisé, nous introduisons la possibilité d’associer à
chaque variable un élément permettant de freiner ou d’accélérer sa diffusion. Cet élément peut être
contrôlé et donné à priori ou être déterminé par un ensemble de règles. Une covariable ai est une
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variable binaire, liée à une variable Xi. Cette covariable peut donc être active ou inactive sur Xi à
chaque moment considéré. La covariable n’a pas de composante aléatoire : sa valeur n’est pas décrite
par des liens étiquetés du graphe associé au réseau bayésien, et n’est déterminée par aucun paramètre
θ. Dans le cas général, la covariable associée à une variable Xi est décrite comme un affaiblissement,
baissant la probabilité que la variable Xi soit présente lorsque la covariable associée est active. ai
décrit la covariable associée à Xi. Sa valeur décrit le fait que la covariable est active (ai = 1) ou non
(ai = 0) sur la variable Xi. Lorsque ai = 1, la variable Xi a une probabilité de présence réduite. Le
calcul de la vraisemblance utilisera, en plus de ceux définis dans la section précédente, le paramètre
µA (0 < µA <= 1) correspondant à la probabilité d’échec de l’affaiblissement provoqué par le
phénomène A sur la présence de la variable (sa réussite empêchant cette présence). Ce paramètre
n’est exprimé que si la covariable est active sur Xi. Lorsque la covariable n’est pas active sur Xi cela
n’impacte pas la survie ou l’apparition de Xi.La probabilité de présence de la variable Xi sachant
son voisinage et l’éventuelle covariable P (Xi = 1|Πi, ai) est développée dans l’équation 3.3.
P (xi = 1|Πi, ai) = µai
·
(










Une covariable peut correspondre à tout phénomène indépendant des relations entre individus
diminuant les probabilités d’apparition et de survie sous certaines conditions. On peut, avec ce
concept, modéliser un affaiblissement, mais aussi un renforcement en définissant ai = 0 comme le
fait qu’une covariable de renforcement est appliquée à la variable Xi et ai = 1 comme le fait qu’elle
n’est pas appliquée. Ce paramètre est alors interprétable comme une pénalisation des probabilités
associée au fait de ne pas renforcer la variable Xi.
3.2.3 Intégration d’étiquettes de force différente
Le modèle décrit ci-dessus correspond à un cas où le réseau est décrit par des variables aléatoires
binaires, une covariable et un graphe avec 2 étiquettes distinctes. On veut étendre ce modèle à
des cas où la transmission peut se faire à l’aide de liens de même nature, mais pouvant compter
plusieurs types d’impulseurs ou d’inhibiteurs ayant des forces différentes.Dans ce cas, un paramètre
sera associé à chacun de ces différent types de lien d’une étiquette donnée, et un autre sera associé à
la réussite de chaque phénomène d’affaiblissement distinct.On définit alors :
— q = {q1, q2, ..., qmax} les différentes types d’impulseurs ; ρq leur probabilités de réussite.
— r = {r1, r2, ..., rmax} les différentes types d’inhibiteurs ; τr leur probabilités de réussite.
La probabilité de présence d’une variable aléatoire Xi sachant son voisinage et les éventuelles
covariables PXi=0(Xi = 1|Ei, ai) est développée dans l’équation 3.4.
P (Xi = 1|Πi, ai) =
µ ·
(
ε+ (1− ε) ·
(
1−∏qmaxq=q1 (1− ρq) qNi))
· ∏rmaxr=r1 (1− τr) rNi
(3.4)
Cette extension permet de décrire de nombreux exemples de réseaux bayésiens. Cependant, de la
même manière que pour les étiquettes, il semble utile de donner la possibilité au modèle d’ingérer
plusieurs forces différentes sur les covariables et sur les types de comportements inhérents.
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3.2.4 Intégration de plusieurs forces de probabilités indépendantes et
d’affaiblissement par covariables
En plus de permettre de considérer des étiquettes de plusieurs forces, il est possible de considérer
plus d’une seule probabilité indépendantes des voisins, et plusieurs types de covariables d’affai-
blissements. Ainsi, à chaque nœud i du graphe est associée une classe de nœud ui permettent de
renseigner sur son comportement inhérent, et donc sa probabilité de présence indépendante de ses
voisins. De plus, nous considérons que la covariable ai associée au nœud i ne prend pas forcément
des valeurs binaires. On définit alors :
— ai =∈ {1, ...,maxa } la covariable associée à i pouvant prendre plusieurs valeurs ; µca la probabilité
de réussite de l’affaiblissement d’une covariable dont la valeur est
c
a.
— ui =∈ {1, ...,maxu } le comportements inhérent à i ; εcu la probabilité de présence spontanée
d’une variable associée au comportement
c
u.
Ainsi, la probabilité de présence d’une variable aléatoire Xi sachant son voisinage et les éventuelles
covariables PXi=0(Xi = 1|Ei, ai) est développé dans l’équation 3.5.
P (Xi = 1|Πi, ai, ui) =
µai ·
(
εui + (1− εui) ·
(
1−∏qmaxq=q1 (1− ρq) qNi))
· ∏rmaxr=r1 (1− τr) rNi
(3.5)
Cette extension permet alors de décrire de nombreux exemples de réseaux bayésiens. La modélisation
de modèles complexes peut faire intervenir des contraintes sur la structure et sur tous les types
d’étiquettes du graphe associé au réseau bayésien dynamique considéré ainsi que sur différentes
covariables et types de comportements inhérents. La section suivante détaille le cas du réseau
bayésien dynamique étiqueté.
3.3 Réseau bayésien dynamique étiqueté
Dans le cadre des réseaux bayésiens classiques, un modèle de réseau bayésien dynamique permet
de décrire un modèle dont chaque variable Xi est décrite par sa dynamique au cours de T moments.
On note alors Xti , t = 1, ...T l’état d’une variable renseignant de l’état d’un phénomène i à un instant
t. Dans un réseau bayésien dynamique, l’état des variables au premier pas de temps (t = 0) se décrit
par un réseau bayésien classique. Sur les autres pas de temps, l’état d’une variable Xti (t > 0) ne
dépend que de l’état de l’ensemble des variables au pas de temps précédent Xt−1j , j = 1, ...n,. Nous
montrons ici comment modéliser la partie "dynamique" d’un réseau bayésien dynamique (t > 0) sous
forme de réseau bayésien étiqueté. Dans un modèle de réseau bayésien dynamique étiqueté (RBDE),
l’ensemble pii correspond aux parents du nœud i au pas de temps t désigné par la variable Xti . Cet
ensemble de parents est le même pour tout t. Πti désigne l’ensemble des variables aléatoires Xtj telles
que j ∈ pii et des étiquettes l ∈ {q1, ..., qmax, r1, ..., rmax} des arcs renseignant des interactions entre
ces variables. Pour décrire un tel modèle, nous différencions les dynamiques d’apparition (Xti = 0
et Xt+1i = 1) et de survie (X
t
i = 1 et X
t+1
i = 1). Chaque lien (d’impulsion comme d’inhibition)
a 2 effets différents : on distingue son impact sur la survie de celui sur l’apparition. L’impact de
chacun de ces liens se traduit donc par deux paramètres : ρapp décrit la probabilité réussite d’un
lien d’impulsion pour l’apparition et ρsur décrit la probabilité de réussite d’un lien d’impulsion pour
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la survie. De la même façon, on distinguera les probabilités de réussite des liens d’inhibition sur
l’apparition τapp et sur la survie τsur. En pratique, dans plusieurs modèles de RBD-E, ces liens
n’auront d’impact que sur une seule dynamique -l’apparition ou la survie-, le paramètre associé à
l’autre type de dynamique étant nul. Le nombre de voisins ayant un lien d’une certaine étiquette l





N ti (la somme des valeurs de la variable
aléatoire Xtj pour tout processus j tel que Xj appartient au voisinage de Xi, le graphe ne changeant
pas au cours du temps).
De même, la probabilité inhérente à chaque variable Xti est interprétable comme une probabilité
de dynamique spontanée, c’est à dire indépendante des interactions. On distinguera la probabilité




i = 0, de la probabilité




i = 1. L’impact d’une
covariable se fait également de manière dynamique : une covariable Ati n’a d’effet que sur la
probabilité de présence de la variable Xt+1i . Si une covariable a un effet différent sur la survie
et sur l’apparition, on peut la modéliser par des covariables différentes selon la valeur de Xti .
Dans un tel modèle, l’information de la valeur d’une variable Xti a une influence sur X
t+1
i : cette
information décrit l’activation ou non des impulseurs, inhibiteurs et dynamiques spontanées de
survie ou d’apparition. Cette influence n’est pas directement interprétable comme un impulseur
ou un inhibiteur dans ce modèle, car aucun paramètre n’y est associé, mais il est tout de même
intégré implicitement et représenté par un lien entre Xti et X
t+1
i dans le modèle de réseau bayésien
dynamique étiqueté comme "dynamique inter-variable".
La figure 3.1 représente un graphe décrivant un phénomène modélisable par réseau bayésien
étiqueté. Un tel graphe est la version statique d’un phénomène dont on peut modéliser une dynamique
par un réseau bayésien dynamique étiqueté représenté en figure 3.2. En effet, entre chaque pas de
temps de la figure 3.2, on trouve des arcs entre les mêmes variables que sur la figure 3.1. Par exemple,
on trouve un impulseur entre du nœud 1 vers 2 dans la figure 3.1 que l’on retrouve entre chaque
pas de temps sur la figure 3.2. L’équation 3.6 décrit les probabilités de survie et d’apparition de
variables dans un modèle de réseau bayésien dynamique étiqueté avec un impulseur, un inhibiteur,
un type de survie et d’apparition spontanée, et une covariable.
P
(







εappui + (1− εappui ) ·
(
1−∏qmaxq=q1 (1− ρappq ) qNti))
· ∏rmaxr=r1 (1− τappr ) rNti
P
(






εsur + (1− εsur) ·
(
1−∏qmaxq=q1 (1− ρsurq ) qNti))
· ∏rmaxr=r1 (1− τsurr ) rNti
(3.6)
3.4 Comparaison à des modèles connus
Les réseaux bayésiens étiquetés peuvent modéliser plusieurs phénomènes différents, et il est







Figure 3.1 – Représentation étiquetée d’un graphe avec 2 types d’impulseurs et 2 types d’inhibiteurs
pouvant modéliser un réseau bayésien étiqueté
— Impulseur
— Inhibiteur





























Figure 3.2 – Représentation des trois premiers pas de temps d’un phénomène modélisé par un réseau
bayésien étiqueté avec 4 nœuds et une covariable par individu. Dans une telle représentation,
on distingue des liens concernant la survie de ceux concernant l’apparition.
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de faciliter la modélisation de certains phénomènes, ou s’il ne s’agit que d’une autre manière de
concevoir les réseaux bayésiens, mais qu’ils permettent de modéliser n’importe quel phénomène de
manière différente. En effet, un réseau bayésien étiqueté où chaque arc du graphe a une étiquette
différente (le nombre d’étiquettes est alors égal au nombre d’arcs dans le graphe) est-il équivalent à
un réseau bayésien "classique" ? Il est assez simple de se convaincre que ce n’est pas le cas lorsque l’on
considère le nombre de paramètres d’un réseau bayésien "classique" et d’un réseau bayésien étiqueté.
En effet, le nombre de paramètres d’un réseau bayésien étiqueté n’est pas dépendant de sa structure
mais du nombre d’étiquettes. Prenons par exemple une variable binaire Xi dont la probabilité dépend
d’une série d’autres variables X1, ..., Xp. Cela se traduirait dans un réseau bayésien comme un nœud
vers lequel pointent p arcs. La table de probabilité conditionnelle représentant les probabilités
P (Xi|X1, ..., Xp) comporterait, dans le cas classique, 2p paramètres si chaque variable X1, .., Xp
est binaire. Dans le cas étiqueté où chaque arc comporte une étiquette différente, cette probabilité
peut ne s’exprimer qu’à partir de p + 2 paramètres : 1 paramètre µi d’impact d’une éventuelle
covariable associée à Xi, un paramètre εi de probabilité inhérente à i et p paramètres ρ et/ou τ
associés aux étiquettes des p arcs pointant vers i. Dans ce cas, à partir de p > 2, 2p > p+ 2. Cela se
traduit par le fait que tous les éléments de la table de probabilité de P (Xi|X1, ..., Xp) d’un réseau
bayésien quelconque ne peuvent pas toujours s’exprimer de manière indépendante comme dans
le cas étiqueté. Un modèle de réseau bayésien étiqueté est donc un cadre particulier des réseaux
bayésiens permettant de modéliser des dépendances entre certains éléments des tables de probabilités
conditionnelles associées à chaque variable. Un modèle particulier de réseau bayésien appelé modèle
Noisy-OR, et ses extensions, notamment le modèle Noisy-AND permettent une réduction du nombre
de paramètre dans un cas particulier [Oniśko et al., 2001]. Il existe également un modèle appelé
réseau bayésien qualitatif. Il s’agit d’un modèle de réseau bayésien dans lequel tout arc de i vers j
porte une valeur qualitative renseignant sur une interaction augmentant ou diminuant les probabilités
de j conditionnellement à j. Nous allons ici décrire ces deux modèles et expliquer les liens et les
différences entre ces modèles et le réseau bayésien étiqueté.
3.4.1 Modèles Noisy-OR et Noisy-AND
Une porte Noisy-OR dans un réseau bayésien [Pearl, 1986] est une modélisation particulière de
réseau bayésien où la distribution de probabilité d’une variable Xi dépend de l’état de ses voisins Πi
mais pas de leurs états conjoints. Dans le cas de variables binaires, si l’on considère une variable
aléatoire Xi et son voisinage Πi = {Y1, ..., Ym}, où chacune de ces variables a pour valeur 0 ou 1,
considérons un modèle décrivant l’état de Xi sachant Πi tel que Xi = 1 si
∑m
j=1 Yj > 0, c’est à
dire qu’au moins un de ses parents a pour valeur 1, Xi = 0 sinon. Une porte Noisy-OR suit une
logique similaire, mais de manière moins contrainte, et considère que chaque parent Yj de Xi tel
que Yj = 1 a une probabilité pj de faire en sorte que Xi = 1. Pour modéliser cela, un ensemble
de m variables binaires intermédiaires Z1, ..., Zm est crée. Ces variables constituent les parents de
Xi. ∀j ∈ {1, ...,m}, Yj est l’unique parent de Zj . La distribution de probabilité de chaque variable
Zj peut d’écrire : P (Zj = 1|Yj) = Yj ∗ pj . L’état de Xi est alors déterminé par rapport aux états
de Zj comme précédemment : Xi = 1 si il existe j ∈ pii tel que Zj = 1. Il est possible d’affiner ce
modèle en intégrant une autre variable auxiliaire Z0 avec P (Z0) = p0 parent de Xi afin d’ajouter
une probabilité indépendante des variables Yj pour modéliser l’état de Xi. La figure 3.3 illustre
une porte Noisy-OR pour une variable Xi avec m parents. Un modèle Noisy-OR est un réseau
bayésien dans lequel les probabilités conditionnelles de chaque variable Xi sont définies par des





Figure 3.3 – Illustration d’une porte Noisy-OR pour une variable Xi.
où certaines variables Yj ont un effet négatif sur Xi ou encore au cas où les probabilités pi sont mal
définies [Antonucci, 2011]. Une porte Noisy-AND est similaire à une Noisy-OR, mais la variable Xi
vaudra 1 si toutes les variables Zj valent 1, soit Xi =
∏m
j=1 Zj . Un modèle Noisy-AND est un réseau
bayésien dans lequel les probabilités conditionnelles de chaque variable Xi sont définies par des
portes Noisy-AND. Voyons les ressemblances entre un tel modèle et un modèle de réseau bayésien
étiqueté.
3.4.2 Lien entre modèle RBE et modèles Noisy-OR et Noisy-AND
Modélisation d’un RBE par Noisy-OR et Noisy-AND
La modélisation de la présence d’une espèce dans un réseau écologique est une probabilité
modélisée par le couplage d’une porte Noisy-OR sur les proies et une porte Noisy-AND sur les
prédateurs. Dans cet exemple, les probabilités pj sont les mêmes pour toute proie j et toute
probabilité pk est la même pour tout prédateur k. Si les modèles Noisy-OR et Noisy-AND possèdent
moins de paramètres qu’un modèle de réseau bayésien classique (les paramètres de ce modèle étant
l’ensemble des probabilités pj), il est encore possible d’en diminuer le nombre en considérant un
nombre restreint de probabilités associés aux parents de chaque variable selon la nature de leurs
interactions.
Ainsi, un réseau bayésien étiqueté est équivalent à un modèle mélangeant des portes Noisy-
OR et Noisy-AND. Considérons une porte Noisy-OR pour modéliser une variable binaire Z+ à
partir d’un ensemble de variables Y1, Y2, ..., Ym1 où p1, ..., pm1 sont les probabilités associées aux
variables auxiliaires Z1, ..., Zm1 de cette porte et Z0 est une autre variable auxiliaire de probabilité
P (X0 = 1) = p0 indépendante des variables Yj . Considérons aussi une porte Noisy-AND pour décrire




m2 sont les probabilités associées aux
variables auxiliaires Z ′1, ..., Z ′m2 de cette porte. Un modèle associant par une opération logique "ET"
les variables Z+ et Z− générées par ces deux portes pour chaque variable Xi est équivalent à un
modèle de réseau bayésien dynamique étiqueté où chaque lien possède une étiquette unique différente.
En effet, on retrouve des paramètres équivalents :
— εui = p0
— ρq1 = p1, ..., ρqmax = pm1




























Figure 3.4 – Illustration d’un modèle de réseau bayésien dynamique étiqueté sous forme de portes Noisy-OR
et Noisy-AND pour une variable Xi à 6 parents de 4 étiquettes différentes. Les nœuds colorés
représentent les influences positives (en bleu) et négatives (en rouge) de i dont les étiquettes
sont représentées par l’intensité des couleurs.
Cela correspond alors à un modèle de réseau bayésien étiqueté comportant m1 impulseurs et m2
inhibiteurs. Il est possible de modéliser tout modèle de réseau bayésien étiqueté avec un nombre
quelconque d’impulseurs et d’inhibiteurs par un modèle comportant pour chaque variable Xi :
— Une variable Z+ générée par un cas particulier de porte Noisy-OR où l’on connaît en avance des
égalités entre les probabilités pj pour tout nœud j impulseur, c’est à dire ayant une influence
positive sur i.
— Une variable Z− générée par un cas particulier de porte Noisy-AND où l’on connaît en avance
des égalités entre les probabilités pk pour tout nœud k inhibiteur, c’est à dire ayant une
influence négative sur i.
— Une combinaison logique "ET" des variables Z+ et Z−
Un exemple de modélisation de réseau bayésien étiqueté sous forme de porte Noisy-OR et Noisy-AND
est représenté en figure 3.4.
Dans un tel modèle, pour un nœud i, chaque variable auxiliaire Zq, q ∈ {q1, ..., qmax} est générée
par une porte Noisy-OR pour chaque variable Yj , j ∈ qpii avec une même probabilité pj = ρq. De
même, chaque variable auxiliaire Z ′r, r ∈ {r1, ..., rmax} est générée par une porte Noisy-AND pour
chaque variable Y ′j , j ∈
r
pii avec une même probabilité pj = 1 − τ r. Chaque variable Z ′r décrit
alors l’échec de toutes les interactions d’inhibition d’étiquette r. La valeur de la variable auxiliaire
Z0 est décrite par une probabilité ε inhérente à Xi. La valeur de la variable auxiliaire Z+ est
déterminée par l’ensemble des variables Zq, q ∈ {q1, ..., qmax} avec Z+ = 1 si ∃q tel que Zq = 1,
Z+ = 0 sinon. La valeur de la variable auxiliaire Z− est alors déterminée par l’ensemble des variables
Z ′r, r ∈ {r1, ..., rmax} avec Z− = 1 si ∀r, Z ′r = 1. Z− = 0 sinon. La variable Z+ décrit donc la réussite
d’au moins une interaction d’impulsion sur i et la variable Z− la réussite de toutes les interactions
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d’impulsion. La valeur de Xi est déterminée par une opération logique "ET" entre Z+ et Z−avec
Xi = 1 si ∀q, r, Z+ = 1 et Z− = 1, Xi = 0 sinon. Ainsi, on a Xi = 1 si au moins une interaction
d’impulsion ou la probabilité inhérente réussit et toutes les interactions d’inhibition échouent, ce qui
correspond bien au modèle de réseau bayésien étiqueté.
Modélisation de Noisy-OR et Noisy-AND par RBE
Un modèle Noisy-OR ou Noisy-AND peut également être modélisé par réseau bayésien étiqueté 1.
Commençons par le cas Noisy-OR en considérant un modèle de réseau bayésien étiqueté où :
— Tous les arcs du graphe correspondent à des relations d’impulsion (il n’y a pas d’inhibiteurs).
— Chaque arc du graphe a une étiquette différente.
— Chaque nœud appartient à une classe différente et a une probabilité inhérente différente.
Ainsi, pour tout nœud i, la probabilité de présence de Xi dépend de sa probabilité inhérente ε et des
probabilités de réussite de chacun de ses parents ρj∀j ∈ pii, tous des impulseurs de force différente 2.
Cette probabilité est exprimée par l’équation 3.7.





Or, dans un modèle Noisy-OR, l’état de la variable aléatoire associée à chaque nœud i est exprimée
par une porte Noisy-OR. C’est à dire une combinaison logique "ou" de variables binaires Zj∀j ∈ pii
auxiliaires ainsi que d’une variable binaire auxiliaire Z0. Sa probabilité peut donc être exprimée en
fonction de la probabilité de chaque variable Zj , qui s’exprime par une probabilité pj si une variable
aléatoire associée Yj = 1, la variable auxiliaire Z0 ayant une probabilité indépendante de toute autre
variable. La probabilité de présence d’une variable Xi issue d’un modèle Noisy-OR est exprimée par
l’équation 3.8.




Ce modèle est strictement équivalent au modèle de réseau bayésien dynamique étiqueté dont les
probabilités sont exprimées par l’équation 3.7 si pj = ρj et P (Z0) = ε, comme le montre l’équation
3.9.






= ε+ 1− ∏
j∈pii tqXj=1












(1− ρj) · (1− ε)
(3.9)
De même, dans un modèle Noisy-AND, l’état d’une variable aléatoire Xi est exprimé par une
porte Noisy-AND, c’est à dire une combinaison logique "et" de variables binaires Zj∀j ∈ pii et Z0
1. Ce n’est le cas que pour des modèles Noisy-OR et Noisy-AND "classiques" où chaque variable est binaire et
où une variable auxiliaire Zj vaut 0 si la variable aléatoire Yj associée vaut 0. Il existe par exemple des modèles
Noisy-OR et Noisy-AND multivalués qui ne sont pas modélisables par réseau bayésien étiqueté.
2. Chaque nœud i a des valeurs différentes pour ε et ρj . En toute rigueur, il faudrait indicer ces quantités par i en
désignant εi et ρj→i, mais cela alourdirait la lecture.
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auxiliaires générées de la même façon que dans le modèle Noisy-AND par des probabilités pj lorsque
les variables aléatoires Yj associées valent 1. La probabilité de présence d’une variable Xi issue d’un
modèle Noisy-AND est exprimée par l’équation 3.10.




Un tel modèle est strictement équivalent à un modèle de réseau bayésien étiqueté ne contenant
aucun impulseur et où chaque inhibiteur est étiqueté différemment. Pour tout nœud i, la probabilité
de présence de Xi dépend de sa probabilité inhérente ε et des probabilités de réussite de chacun de
ses parents τj∀j ∈ pii, tous des inhibiteurs d’étiquettes différentes. Cette probabilité, exprimée par
l’équation 3.11 est équivalente à l’équation 3.10 avec pj = 1− τj et P (Z0) = ε.




Nous avons donc vu qu’un modèle Noisy-OR ou noisy-AND peut être modélisé directement dans
le cadre des réseaux bayésiens étiquetés. Pour modéliser un réseau bayésien étiqueté par Noisy-OR
et Noisy-AND, il faut forcer des égalités entre probabilités en fonction des étiquettes des arcs du
graphe, ce qui n’est pas prévu par les modèles classique de réseaux bayésiens. Il existe cependant un
cas particulier de réseau bayésien dans lequel les arcs du graphe portent une information qualitative.
3.4.3 Réseau bayésien qualitatif
Un réseau bayésien qualitatif [Wellman, 1990] est un modèle de réseau bayésien à variables
binaires dans lequel plusieurs arcs du graphe associé représentent des influences qualitatives. Une
influence qualitative exprime le fait qu’une variable puisse affecter la distribution de probabilité de
présence d’une autre variable positivement ou négativement. Soient deux variables X et Y pour
lesquelles il existe un arc de X vers Y . Une influence qualitative positive décrit le fait que X
augmente la probabilité de Y comme décrit dans l’équation 3.12. Une influence qualitative négative
décrit le fait que X baisse la probabilité de présence Y comme décrit dans l’équation 3.13.
P (Y = 1|X = 1) ≥ P (Y = 1|X = 0) (3.12)
P (Y = 1|X = 1) ≤ P (Y = 1|X = 0) (3.13)
Il existe des méthodes permettant d’apprendre les paramètres d’un réseau bayésien qualitatif en
respectant les influences qualitatives [Feelders and van der Gaag, 2006]. Dans un modèle de réseau
bayésien étiqueté, la nature positive ou négative des arcs étiquetés respecte cette définition. En
effet, si X est un impulseur de Y et que toutes les interactions et les valeurs des autres variables
sont connues, si X = 1, alors la quantité N dans l’expression (avec des notations simplifiées)(
1− (1− ρ)N) augmentera de 1, ce qui augmentera la probabilité générale. De même, si X est un
inhibiteur de Y et que toutes les interactions et les valeurs des autres variables sont connues, si
X = 1, alors la quantité N dans l’expression (avec des notations simplifiées) (1− τ)N augmentera
de 1, ce qui diminuera la probabilité générale. Cependant, un modèle de réseau bayésien étiqueté
reste différent d’un modèle de réseau bayésien qualitatif. En effet, ce dernier ajoute juste un prior
sur les probabilités conditionnelles à partir des caractérisations qualitatives des arêtes. Un réseau
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Valeur par défaut




µ = 1∗ ε = 0∗ ρ = 0∗ τ = 0∗
Table 3.1 – Valeurs par défaut de chaque type de paramètre
bayésien dynamique étiqueté modifie la manière dont sont générées ces probabilités en caractérisant
les étiquettes des arcs par des paramètres associés. Cependant, le paradigme des réseaux bayésiens
qualitatifs peut être un lien possible entre un réseau bayésien "classique" et un réseau bayésien
étiqueté, car la structure qualitative du réseau est proche de la structure étiquetée décrite dans ce
chapitre.
3.5 Exemples de processus modélisables par réseau bayésien
dynamique étiqueté
Ce modèle peut être utile dans d’autres cadres que la modélisation d’un réseau écologique. Il
s’applique notamment très bien au cas des processus de contact [Harris, 1974]. En effet, on considère
qu’une variable aléatoire décrit l’état d’un individu i lorsqu’une information (une infection par
exemple) contagieuse est présente dans le système. La propagation d’épidémies ou de rumeurs dans
des réseaux sociaux en sont des exemples [Keeling and Eames, 2005]. Dans la section suivante, nous
allons décrire quelques exemples de phénomènes de la littérature modélisables par réseau bayésien
dynamique étiqueté. La plupart de ces modèles sont bien moins complexes que le modèle général,
car ils n’impliquent pas tous les paramètres du modèle général, ou fixent une valeur pour certains
paramètres. Lorsqu’une relation, une dynamique spontanée ou l’effet d’une covariable n’est pas
impliquée dans la dynamique d’un processus, nous attribuons au paramètre associé une valeur par
défaut, qui n’influe pas sur les probabilités de dynamique. Une valeur par défaut est indiquée par
une astérisque, et la valeur par défaut de chaque paramètre est indiquée dans la table 3.1.
3.5.1 Processus de contact ou modèle SIS sur graphe
Un processus de contact classique[Harris, 1974, Franc, 2004] dit modèle SIS (sain-infecté-sain)
en épidémiologie est un modèle qui permet d’étudier la propagation d’un agent infectieux dans une
population regroupée au sein d’un réseau décrivant les individus amenés à être en contact, facilitant
la propagation. Chaque individu est donc en contact avec un certain nombre de voisins. Les individus
peuvent être dans un état infecté (I) ou sain (S), et on observe l’évolution de l’état des individus au
cours d’un temps discret. L’évolution de l’état des individus d’un instant t à un instant t+ 1 se fait
de la façon suivante 3 :
— Un individu infecté peut redevenir sain avec une probabilité ε
— Un individu sain peut être infecté par ses voisins. Chacun de ses voisins infectés piInfectes a une
probabilité ρ de lui transmettre l’infection. La probabilité d’infection d’un individu est donc
3. Les notations utilisés dans ce paragraphe ne correspondent pas forcément aux notations utilisés dans la
présentation du modèle de RBD étiqueté.
60





Spontanée 0* Pas d’apparition spontanée
Impulsée ρapp 1 type d’impulseur : contact entre 2 indivi-
dus permettant la transmission
Inhibée 0* Aucun inhibiteur
Effet de la covariable 1* Aucune covariable dans ce modèle
Survie
Spontanée εsur Disparition spontanée possible (guérison)
Impulsée 0* Aucun effet des liens d’impulsion sur la
survie
Inhibée 0* Aucun inhibiteur
Effet de la covariable 1* Aucune covariable dans ce modèle
Table 3.2 – Valeur des paramètres d’un RBDE modélisant un processus de contact en épidémiologie SIS
*Paramètre non utilisé : utilisation de la valeur par défaut
la probabilité qu’au moins l’un de ses voisins infectés réussisse à lui transmettre l’infection :
P (I|S, piInfectes) = 1− (1− ρ)#piInfectes (#piInfectes désigne le nombre de parents infectés).
Il est assez simple de modéliser un modèle SIS par un réseau bayésien dynamique étiqueté. En
reprenant les notations des sections précédentes pour un individu :
— Si εsur, 1 − εsur désigne une probabilité de guérison indépendante des contacts, on a alors
P (S|I) = 1− εsur
— ρapp peut désigner la probabilité de réussite d’infection d’un voisin infecté. Dans ce cas, la
probabilité qu’au moins l’un des voisins infectés réussisse à transmettre l’infection à l’individu
peut s’écrire P (I|S, piInfectes) = 1 − (1 − ρapp)#piInfectes (#piInfectes désigne le nombre de
parents infectés).
Un modèle de type SIS n’utilise pas de covariables et le réseau considéré ne contient qu’une seule
sorte d’impulseur. Si l’apparition de l’infection est due uniquement au voisinage des individus,
sa disparition ne peut être que spontanée. Les liens d’impulsion n’ont donc pas d’effet sur la
disparition. Dans ce cadre, un modèle SIS simple n’utilise donc que les paramètres εsur (disparition
spontanée) et ρapp (réussite d’un lien d’impulsion sur l’apparition) du modèle général. Les autres
paramètres prennent les valeurs par défaut. Les valeurs des paramètres sont données dans la table
3.2. L’expression simplifiée des probabilités de transitions d’un modèle SIS à partir du modèle de
RBD-E multicontact est donnée dans l’équation (3.14).
P
(
Xt+1i = 1|Xti = 0,Πti
)









3.5.2 Processus d’épidémiologie SIR
Un processus épidémiologique SIR [Salathé and Jones, 2010] est un processus de contact dont
la dynamique est similaire à un modèle SIS, mais où les individus peuvent avoir, en plus de l’état
sain (S) et infecté (I), un état résistant (R). Le principe est qu’un individu infecté ne peut plus
redevenir sain. L’infection peut toujours disparaître spontanément, mais dans ce cas, l’individu passe
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de l’état infecté à l’état résistant (correspondant à une immunité à l’infection ou à la mort). Un
individu résistant ne peut plus être infecté. L’évolution de l’état des individus se fait alors de la
façon suivante 4 :
— Comme dans le modèle SIS, un individu sain peut être infecté par ses voisins. Chacun de ses
voisins E infectés a une probabilité ρ de lui transmettre l’infection. La probabilité d’infection
est donc la probabilité qu’au moins l’un de ses voisins infectés réussisse à lui transmettre
l’infection : P (I|S, {E}) = 1− (1− ρ)#piinfectes
— Un individu infecté peut devenir résistant avec une probabilité ε de guérison (indépendante
des contacts) : P (R|I) = ε
— Un individu infecté ne peut plus redevenir sain (P (S|I) = 0) et un individu résistant ne peut
plus être infecté (P (I|R) = 0)
Un modèle RBDE ne compte que des variables binaires, ce qui pose un problème pour un modèle
SIR, où 3 états sont possibles chez un individu. En revanche, il est possible d’ajouter à un RBDE
des covariables associées à des individus afin de modifier leurs probabilités de survie et d’apparition.
L’état résistant d’un individu i peut donc être défini par une telle covariable. Définissons une quantité




i . Cette quantité
se construit de la façon suivante pour chaque individu i et chaque instant t :
— Au départ, aucun individu n’est résistant : a0i = 0.
— Un individu infecté voit sa covariable ai prendre la valeur 1 au pas de temps suivant : Si
Xti = 1, alors a
t+1
i = 1.
— Un individu résistant restera résistant au pas de temps suivant : Si ati = 1, alors a
t+1
i = 1.
Cette quantité peut être interprétée de la même manière qu’une covariable dans le modèle général
car sa valeur ne dépend d’aucun paramètre et n’est pas aléatoire sachant l’ensemble des valeurs de
Xti . La combinaison des variables Xti et ati peut décrire l’état des variables :
— Si Xti = 0 et ati = 0, alors l’individu i est sain (S).
— Si Xti = 1 alors l’individu est infecté (I), peu importe la valeur de ati.
— Si Xti = 0 et ati = 1, alors l’individu i est résistant (R).
Lorsque ati = 1, alors l’individu i est résistant (à l’instant t). L’individu désigné comme résistant
dans ce modèle pourra rester infecté jusqu’à guérison ou mort (ati n’a pas d’impact sur la probabilité
de présence Xt+1i si X
t
i = 1), mais un individu résistant non infecté ne pourra plus être infecté. Cette
covariable n’a donc aucun effet sur la survie de l’infection et la probabilité d’apparition de l’infection
chez un individu résistant est nulle. Il est possible de modéliser un modèle SIR par réseau bayésien
dynamique étiqueté, en considérant un modèle similaire au SIS, auquel on ajoute les contraintes
suivantes :
— µapp1 = 0 : Lorsque l’individu est résistant, l’infection ne peut plus apparaître. La résistance de
l’individu n’a en revanche pas d’effet sur la survie de l’infection.
L’expression des probabilités de chaque dynamique est exprimée en (3.15).
P
(
















4. Les notations utilisées dans ce paragraphe ne correspondent pas forcément aux notations utilisées dans la
présentation du modèle de RBD étiqueté.
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— Impulseur
- - Effet de la covariable
— Dynamique de l’individu




























Figure 3.5 – Représentation des trois premiers pas de temps d’un processus de contact SIR modélisé par
un réseau bayésien étiqueté
Toutes les contraintes sur les paramètres de ce modèle, que l’on peut représenter sous forme graphique
par la figure 3.5 sont décrites dans la table 3.3.
3.5.3 Gestion de réseaux écologiques spatiaux avec des actions simulta-
nées
Le cadre des réseaux bayésiens étiquetés multi-contacts peut décrire des modèles plus complexes,
utilisés dans la gestion de réseaux écologiques spatiaux [Nicol et al., 2017]. Dans ce problème, la
variable aléatoire correspond à la présence d’une espèce dans une mare. Afin d’éviter la prolifération
de l’espèce invasive, une action d’éradication peut être appliquée à une mare peuplée par cette
espèce pour donner la possibilité à l’espèce endémique de repeupler la mare. La zone dans laquelle
se trouvent ces mares est régulièrement inondée. Lors de cette inondation, les espèces peuvent aller
coloniser de nouvelles mares. La présence de l’espèce invasive dans une mare diminue les chances de
voir l’espèce endémique survivre ou recoloniser cette mare. Chaque mare a donc un ensemble de
mares voisines, reliées lors de l’inondation. On peut décrire ce modèle de la manière suivante :
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Spontanée 0* Pas d’apparition spontanée
Impulsée ρapp 1 type d’impulseur : contact entre 2 indivi-
dus permettant la transmission
Inhibée 0* Aucun inhibiteur
Effet de la covariable µapp1 = 0 Si a
t
i = 1 alors la probabilité d’apparition
est nulle pour l’individu i au temps t+ 1
Survie
Spontanée εsur Disparition spontanée possible (guérison)
Impulsée 0* Aucun effet des liens d’impulsion sur la
survie
Inhibée 0* Aucun inhibiteur
Effet de la covariable 1* La covariable n’influe pas sur la survie
Table 3.3 – Résumé des paramètres utilisés dans le modèle de contact en épidémiologie SIR
*Paramètre non utilisé : utilisation de la valeur par défaut
— Chaque mare i peut contenir des espèces endémiques, dont la présence est décrite par une
variable aléatoire Xi ; et des espèces invasives, dont la présence est décrite par une variable
aléatoire Yi. Toute mare i est reliée à un ensemble de mares pii
— Chaque mare peut recevoir des individus de l’espèce endémique de ses mares voisines en
contenant. La probabilité de transmission d’une espèce endémique d’une mare à l’autre est
décrite par ρend. La probabilité pour qu’une mare acquière des espèces endémiques est donc
de 1 − (1 − ρend)#piend (#piend désigne le nombre de mares voisines contenant des espèces
endémiques)
— Chaque mare peut recevoir des individus d’espèces invasives de ses mares voisines en contenant.
La probabilité de transmission d’une espèce invasive d’une mare à l’autre est décrite par ρinv.
La probabilité pour qu’une mare acquière des espèces invasives est donc de 1− (1− ρinv)#piinv
(#piinv désigne le nombre de mares voisines contenant des espèces invasives)
— La présence d’une espèce invasive dans une mare i lors d’une année t baisse les chances de
présence de l’espèce endémique dans cette mare lors de l’année t+ 1. La présence de l’espèce
invasive à t a une probabilité τext de provoquer l’extinction et une probabilité τ col d’empêcher
la colonisation de l’espèce endémique à t+ 1 dans la mare i.
— Toute mare peut être empoisonnée afin d’éradiquer l’espèce invasive. Cet empoisonnement
affecte également l’espèce endémique. Une mare empoisonnée a une probabilité µ de provoquer
l’extinction de l’espèce endémique et/ou de l’espèce invasive.
La modélisation du fait que deux espèces se trouvent dans une même mare se fait par une connaissance
à priori d’une partie du réseau associé à ce processus. En effet, on sait qu’une interaction entre deux
mares correspond à une interaction entre chacune des deux espèces de chacune de ces deux mares.
En outre, on connaît les interactions entre les espèces d’une même mare : l’espèce invasive dans
une mare limite l’apparition et la survie de l’espèce invasive dans la même mare. Les interactions
et la dynamique de ces espèces sont décrites par un même réseau bayésien dynamique étiqueté
multicontact. Décrivons pas à pas un tel modèle.
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Modélisation de la dynamique des espèces par inondation des mares
Décrivons tout d’abord la dynamique commune aux deux espèces, qui décrit la colonisation des
mares reliées entre elles lors des inondations. La présence d’une espèce dans une mare i permet la
colonisation dans les mares en relation décrites dans le cadre des RBD-E multicontact comme des
impulseurs. Il y en a de deux types différents : les impulseurs de l’espèce endémique qend et ceux de
l’espèce invasive qinv. ρ
app
inv correspond à la probabilité de colonisation d’une espèce invasive et ρ
app
end
correspond à la probabilité de colonisation d’une espèce endémique. L’espèce invasive a également
la possibilité de coloniser spontanément une mare avec une probabilité εapp
uinvi
où uinvi renseigne si
l’espèce i est invasive, l’inondation ouvrant le système de mares à l’extérieur. L’espèce endémique




cette quantité n’apparaît pas dans les calculs de probabilités). Chaque individu du modèle ne pouvant
correspondre qu’à un seul type d’espèce (endémique ou invasive), il ne peut recevoir des impulseurs
d’apparition que d’un type unique. En revanche, les relations entre les mares n’ont aucun effet sur
la survie des espèces les peuplant. Les liens d’impulsions n’ont donc pas d’effet sur la survie. Chaque
espèce peut s’éteindre spontanément avec une probabilité 1− εsur
uendi
si cette espèce est endémique
et 1− εsurinv si cette espèce est invasive. Chaque individu du modèle ne pouvant correspondre qu’à
un seul type d’espèce (endémique ou invasive), il ne peut être sujet qu’à un seul type d’apparition
spontanée. Les différentes probabilités de dynamique sont décrites dans les équations en (3.16). Ces
quantités sont bien des probabilités, car nous rappelons qu’un individu correspond soit à une espèce





= 0 et #
q
piinv = 0 ; et lorsque i est une espèce invasive, εsuruendi = 0 et #
q
piend = 0. Par souci de
clarté, le nombre de voisins d’une étiquette l d’une espèce endémique est noté
l
N ti end et le nombre





























Modélisation de l’impact de l’espèce invasive sur la dynamique de l’espèce endémique
La présence de l’espèce invasive dans une mare réduit les chances de survie et de colonisation de
l’espèce endémique dans cette mare. Dans le modèle décrit par [Nicol et al., 2017], cela se traduit par
des probabilités de colonisation ρend|inv et de survie εuend|uinv plus faibles lorsque Y
t
i = 1. Dans le
cadre des RBDE , on veut éviter que la valeur d’un paramètre change selon l’état des individus. Il est
préférable de modéliser l’impact de l’espèce invasive sur l’espèce endémique comme des inhibiteurs
ayant à la fois un effet sur l’apparition et sur la survie. Cette inhibition se fait au sein d’une même
mare. On a donc pour tout moment t et tous individus i et j, tel que j correspond à l’espèce invasive
de la même mare que i, un inhibiteur r de Xtj vers X
t+1
i dont les probabilités de réussite sont de τapp
pour l’apparition et de τsur pour la survie. Avec cette modélisation les probabilités d’apparition et
de survie des espèces sont décrites dans les équations en 3.17. Ces quantités restent des probabilités
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car lorsque i est une espèce invasive, #
r
Eti inv = 0.
P
(


































Covariables sur les mares
Afin d’éviter la prolifération de l’espèce invasive, on peut tenter d’éradiquer les espèces présentes
dans une mare en l’empoisonnant. Ceci se traduit dans un modèle de RBD-E multicontact par
l’application d’une covariable A associé à un individu i. Cette action s’applique de la même manière
sur deux individus d’une même mare : pour deux espèces i et j issues d’une même mare, ati = atj .
On admettra que l’effet de la covariable est le même sur la colonisation et sur la survie. Un unique
paramètre µ décrit alors la probabilité de réussite de la covariable (action d’éradication). Les
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La définition de ce modèle par réseau bayésien dynamique étiqueté est illustrée en figure 3.6 et la
valeur des paramètres utilisés est listée dans la table 3.4 pour l’espèce invasive et dans les tables 3.5
et 3.6 pour l’espèce endémique.
3.5.4 Modèle de diffusion et de propagation d’influence interne et ex-
terne
Dans un modèle de diffusion d’information au sein d’un réseau (comme un réseau social), la
diffusion se fait majoritairement entre les individus liés directement entre eux au sein du réseau,
à la manière d’un processus de contact classique. Néanmoins, il arrive que l’on veuille modéliser
également l’influence externe des individus non liés au sein du réseau, qui ont une faible chance de
transmettre l’information. Une modélisation de cette influence extérieure au sein d’un réseau social
a été proposée [Gomez Rodriguez et al., 2010]. Dans un tel réseau social, les individus peuvent être
liés entre eux classiquement, et peuvent se transmettre une information avec une certaine probabilité.
Pour modéliser l’influence extérieure, on relie les nœuds qui ne sont pas reliés au sein de ce réseau
par un lien d’une nature différente, dont la probabilité de transmission d’information est plus faible.
Un tel réseau correspond donc à une clique dans laquelle deux types d’arêtes cohabitent : des arêtes
"du graphe" correspondant au réseau social classique, et des arêtes "extérieures" ajoutées entre
chaque nœud non relié par une arête du graphe. L’intérêt de ces approches est d’étudier la diffusion
de l’information. Sa disparition ou son apparition spontanée n’est généralement pas étudiée dans ce
cadre. Sous forme d’un RBD-E multicontact, cela se traduit sous la forme d’un réseau contenant
deux types d’impulseurs : un type q1 correspondant aux arêtes du graphe, avec une probabilité ρq1
de transmettre l’information, et un type q2 correspondant aux arêtes extérieures, avec une faible
probabilité ρq2 de transmettre l’information. Ces impulseurs n’ont d’effet que sur l’apparition, donc
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Spontanée εappinv Apparition spontanée possible : colonisa-
tion extérieure
Impulsée ρappinv 1 type d’impulseur pour l’espèce invasive :
colonisation à partir d’une mare
Inhibée 0* Aucun inhibiteur
Effet de la covariable µ La covariable correspond à une action





Spontanée εsurinv Disparition spontanée possible : extinc-
tion de l’espèce dans la mare
Impulsée 0* Aucun effet de l’impulseur sur la survie
Inhibée 0* Aucun inhibiteur
Effet de la covariable µ La covariable correspond à une action
d’affaiblissement : éradication des espèces
dans une mare. L’effet est similaire sur
l’apparition et sur la survie
Table 3.4 – Résumé des paramètres utilisés pour la dynamique de l’espèce invasive dans le modèle de
gestion de réseaux écologiques spatiaux
*Paramètre non utilisé : utilisation de la valeur par défaut







Spontanée 0* Pas d’apparition spontanée de l’espèce
endémique
Impulsée ρappend 1 type d’impulseur pour l’espèce endé-
mique : colonisation à partir d’une mare
Inhibée τappend 1 type d’inhibiteur pour l’espèce endé-
mique : compétition de l’espèce invasive
sur la survie et l’apparition. Au maxi-
mum 1 type de ce lien est actif, celui de
l’espèce invasive lorsqu’elle est présente
dans la même mare
Effet de la covariable µ La covariable correspond à une action
d’affaiblissement : éradication des espèces
dans une mare.
Table 3.5 – Résumé des paramètres utilisés pour la dynamique d’apparition de l’espèce éndémique dans le
modèle de gestion de réseaux écologiques spatiaux
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Figure 3.6 – Représentation des premiers pas de temps d’un modèle de gestion d’espèces invasives dans un
réseau spatial à 2 mares. Pour une meilleure visibilité du phénomène, les espèces d’une même
mare sont encadrées ensemble et une seule covariable est représentée pour les deux espèces
de chaque mare. Les nœuds 1 et 3 désignent les espèces endémiques et les nœuds 2 et 4 les
espèces invasives.
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Spontanée εsurend Disparition spontanée possible : extinc-
tion de l’espèce dans la mare
Impulsée 0* Aucun effet de l’impulseur sur la survie
Inhibée τsurend 1 type d’inhibiteur pour l’espèce endé-
mique sur la survie et l’apparition : com-
pétition de l’espèce invasive. Au maxi-
mum 1 type de ce lien est actif, celui de
l’espèce invasive lorsqu’elle est présente
dans la même mare
Effet de la covariable µ La covariable correspond à une action
d’affaiblissement : éradication des espèces
dans une mare. L’effet est similaire sur
l’apparition et sur la survie
Table 3.6 – Résumé des paramètres utilisés pour la dynamique de survie de l’espèce endémique dans le
modèle de gestion de réseaux écologiques spatiaux
*Paramètre non utilisé : utilisation de la valeur par défaut




xt+1i = 1|xti = 0,Πti
)
= 1− (1− ρappq1 )
q1
Nti end · (1− ρappq2 )
q2
Nti end (3.19)
Les différents paramètres utilisés dans un tel modèle sont résumés dans la table 3.7.
3.5.5 Dynamique d’espèces dans un réseau écologique
Un réseau écologique traduit les relations écologiques entre les espèces vivantes au sein d’un
écosystème. Un réseau bayésien dynamique paramétré permet de modéliser la dynamique de ces
espèces, c’est à dire leur présence ou leur absence au cours du temps, cette dynamique étant décrite
par les différentes relations écologiques. La relation écologique la plus étudiée est la relation trophique
entre deux espèces (relation proie/prédateur). Une telle relation est à double sens : une relation de
type "proie" aidera au maintien de la présence de ses prédateurs, et une relation de type "prédateur"
limite la possibilité de maintien de la présence de ses proies. La recolonisation de l’écosystème
observé est décrite dans ce modèle comme indépendante du réseau, et l’écosystème considéré peut
être, au cours du temps, transformé en une zone protégée, ce qui améliorera les chances de survie et
de recolonisation des espèces. L’évolution de l’état des espèces se fait de la façon suivante :
— Une espèce absente de l’écosystème peut le recoloniser avec une probabilité ε
— Une espèce j peut avoir une influence positive (proie/facilitateur...) sur une espèce j. Chacune
de ces influences a une probabilité ρ de réussir à influencer positivement la survie i.
— Une espèce j peut avoir une influence négative (prédateur/parasite/compétiteur...) sur une
espèce j. Chacune de ces influences a une probabilité τ de réussir à influencer positivement la
survie i.
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Spontanée 0* L’apparition spontanée n’est pas modélisée
Impulsée ρq1 2 types d’impulseurs . Les arêtes q1 dé-crivent les arêtes du graphe permettant de
transmettre classiquement l’information.
ρq2 Les arêtes q2 décrivent les arêtes depuis
les nœuds non reliés dans le graphe, qui
transmettent une information moindre.
Inhibée 0* Aucun inhibiteur
Effet de la covariable 1* Pas de covariable
Survie
Spontanée 1* Pas de disparition spontanée
Impulsée 0* Aucun effet des impulseurs sur la survie
Inhibée 0* Aucun inhibiteur
Effet de la covariable 1* Pas de covariable
Table 3.7 – Résumé des paramètres utilisés dans le modèle de réseau d’interactions écologiques
*Paramètre non utilisé : utilisation de la valeur par défaut
— La survie d’une espèce présente dans l’écosystème correspond à la probabilité de réus-
site d’au moins une influence positive et d’échec de toutes les influences négatives, soit
P (survie(i)|positif(i), negatif(i)) = (1− (1− ρ)#{positif(i)})·(1−τ)#{negatif(i)} ou #{psitif(i)}
et #{negatif(i)} renseignent respectivement sur le nombre d’influences positives et négatives
subies par i.
— Une espèce basale est une espèce n’ayant aucune influence positive. Cela peut être le cas pour
des espèces en bas de la chaîne alimentaire comme les plantes, qui n’ont pas besoin de proies
pour survivre. Une espèce basale ne s’éteindra que si au moins une de ses influences positives
réussit, et survivra dans le cas contraire.
— Toutes ces probabilités sont multipliées par µ, paramètre diminuant les probabilités, lorsque la
zone considérée n’est pas protégée. L’influence de la protection est la même sur l’apparition et
sur la survie.
Un tel problème peut se modéliser dans le cadre des réseaux bayésiens dynamiques étiquetés. Pour
cela, nous avons besoin d’un réseau contenant un type de lien d’impulsion et un type de lien
d’inhibition. Chacun de ces liens n’a qu’un effet sur la survie. Les paramètres d’un tel modèle sont
les probabilités de réussite de ces deux types de liens, un paramètre de probabilité d’apparition
spontanée, et un paramètre pénalisant l’absence de protection, la protection ne pouvant être appliquée
qu’à toutes les espèces en même temps à un pas de temps donné. Cette protection peut se modéliser
par une covariable, qui s’interprétera en fait comme l’absence de protection de la zone. Lorsque
la covariable est active, la zone n’est pas protégée et les chances de survie et de colonisation sont
diminuées. On pourra également distinguer deux types de comportements inhérents différents : pour
une espèce i, ui = 0 si i est basale et ui = 1 si i n’est pas basale. Les contraintes et les valeurs
de paramètres sont résumées dans la table 3.8. Les probabilités de transition d’un individu i sont
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Spontanée εapp Apparition spontanée possible
Impulsée 0* Aucun effet des impulseurs sur l’appa-
rition
Inhibée 0* Aucun effet des inhibiteurs sur l’appa-
rition
Effet de la covariable µ Si At = 1 (la zone n’est pas protégée)
alors les probabilités d’apparition et
de survie sont réduites pour tous les
individus
Survie
Spontanée (espèce basale) εsur1 = 0* Pas de disparition spontanée
Spontanée (espèce basale) εsur0 = 1 La survie ne dépend pas des impul-
seurs d’une espèce basale
Impulsée ρsur 1 type d’impulseur : les facilitateurs
ou les proies permettent la survie
Inhibée τsur 1 type d’inhibiteur : les compétiteurs
ou les prédateurs inhibent la survie
Effet de la covariable µ La covariable Ati a le même effet sur
l’apparition et sur la survie de i
Table 3.8 – Résumé des paramètres utilisés dans le modèle de réseau d’interactions écologiques
*Paramètre non utilisé : utilisation de la valeur par défaut
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décrites par les équations (3.20).
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Nous avons défini dans ce chapitre un modèle de réseau bayésien dynamique permettant de
modéliser des phénomènes dans lesquels l’impact et la nature des interactions possibles entre
les variables sont connus à l’avance. Ce modèle, appelé réseau bayésien étiqueté, considère des
interactions pouvant être soit positives soit négatives. Chacun de ces types d’interaction peut avoir
des forces différentes, le nombre de ces forces étant connu à l’avance. Chaque interaction est alors
étiquetée selon sa nature et sa force. Un tel modèle contraint la forme des probabilités conditionnelles
de chaque variable, ce qui permet de diminuer le nombre de paramètres, qui est alors indépendant de
la structure du graphe associé à ce modèle. Cette classe de modèles est n’est adaptée qu’à certains
problèmes, mais est applicable à de nombreux domaines. Son principal intérêt est la diminution du
nombre de paramètres, ce qui facilite grandement l’estimation de leur valeur.
Cette classe de modèles de réseau bayésien à pour ambition de pouvoir utiliser les différents
algorithmes déjà utilisés dans le cadre des réseaux bayésiens classiques, tant pour l’estimation
des paramètres que pour l’apprentissage de la structure. La principale motivation pour définir ce
modèle est qu’il définit un cadre théorique pour l’apprentissage de la structure de réseaux dans
des phénomènes modélisables par RBD-E. C’est notamment le cas de la dynamique d’espèces
dans un réseau écologique, dont la modélisation par RBD-E permet de développer une méthode
d’apprentissage de la structure du réseau écologique en alternant des phases d’estimation des
paramètres à structure fixée et d’apprentissage de structure à paramètres fixés. Dans la section




Apprentissage de la structure d’un
réseau bayésien étiqueté
Nous avons vu dans le chapitre 2 les deux familles de méthodes les plus courantes pour apprendre
la structure d’un réseau bayésien : l’apprentissage par tests de probabilités conditionnelles ou par
optimisation d’un score. Ces algorithmes sont-ils compatibles avec le modèle de réseau bayésien
étiqueté présenté dans le chapitre 3 ? Pour rappel, les différences entre un réseau bayésien étiqueté
et un réseau bayésien classique sont les suivantes :
— Les arcs du graphe associé au réseau bayésien portent une étiquette, renseignant sur le type
d’interaction (positive ou négative) et sa force.
— La probabilité associée à une variable ne dépend que des étiquettes des arcs que la variable
reçoit et du nombre de ses parents présents.
— Les probabilités associées à chaque variable sont fonction d’un petit nombre de paramètres (ce
nombre dépend du nombre d’étiquettes dans le graphe) partagés par l’ensemble du réseau.
Quelles méthodes peut-on utiliser si l’on veut apprendre la structure d’un tel réseau ? La modélisation
d’un réseau bayésien dynamique change la manière dont les probabilités de chaque variable aléatoire
sont calculées, mais les indépendances conditionnelles entre les variables ne sont pas affectées en
elles-même. Les algorithmes d’apprentissage de structure par tests d’indépendances conditionnelles
pourraient être utilisés. Cependant, la structure étiquetée du réseau ne peut pas être apprise par
cette méthode, et il serait alors nécessaire d’ajouter une étape supplémentaire d’étiquetage du
graphe. Cela complexifiait alors cette méthode. Les méthodes par score pourraient alors convenir,
car les probabilités de chaque variable aléatoire constituant un score tiennent compte des étiquettes
des parents de chaque nœud. Cependant, si dans un modèle de réseau bayésien classique, la
vraisemblance d’un réseau a une formule explicite et son optimisation est facile, en est-il de même
pour un réseau bayésien étiqueté ? La motivation principale cette thèse concerne l’apprentissage de
réseau écologique à partir de données dynamiques, nous ne nous intéresserons dans ce chapitre qu’au
cas dynamique. Nous nous intéresserons ici à la manière d’apprendre la structure d’un réseau bayésien
dynamique étiqueté. Nous verrons dans un premier temps comment exprimer la vraisemblance d’un
tel modèle afin d’établir un score efficace. Dans un deuxième temps, nous proposerons un algorithme
permettant d’apprendre une structure de graphe maximisant cette vraisemblance, en décrivant
plus particulièrement une étape de cet algorithme consistant à résoudre un programme linéaire en
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nombres entiers. Nous nous intéresserons ensuite à une manière d’inclure de la connaissance experte
dans le processus d’apprentissage en ajoutant des aprioris sur certains arcs. Nous illustrons cela
par un exemple écologique de connaissances expertes : la connaissance des niveaux trophiques des
espèces du réseau. Nous évaluerons ensuite cette méthode en l’appliquant à des données simulées,
puis à des données réelles.
4.1 Vraisemblance d’un RBDE
Voici pour rappel les formules des probabilités de transition d’une variable Xti vers X
t+1
i sachant
les variables aléatoires Πti associées aux parents pii de i de chaque étiquette, l’action ati sur le
phénomène i au temps t, et le comportement ui inhérent à i pour l’apparition et la survie spontanée.
Notons
l
N ti la quantité
∑
j∈ lpii




et µsurati sont les impacts de l’action a
t
i sur les probabilités d’apparition et de survie de la
variable Xti .
— εappui et ε
sur
ui sont les probabilités d’apparition et de survie spontanée associées à X
t
i .
— ρappq et ρsurq sont les probabilités de réussite d’une action d’impulsion d’étiquette q pour
l’apparition et pour la survie
— τappr et τsurr sont les probabilités de réussite d’une action d’inhibition d’étiquette r pour
l’apparition et pour la survie
Les probabilités d’apparition et de survie d’une variable Xti sont indiquées dans l’équation 4.1.
P
(






εappui + (1− εappui ) ·
(
1−∏qmaxq=q1 (1− ρappq ) qNti
))
·∏rmaxr=r1 (1− τapp) rNti
P
(






εsurui + (1− εsurui ) ·
(
1−∏qmaxq=q1 (1− ρsurq ) qNti
))
·∏rmaxr=r1 (1− τsurs ) rNti
(4.1)
Pour un jeu de données représentant n phénomènes binaires observés sur T pas de temps, la
vraisemblance de ces données pour un modèle de réseau bayésien étiqueté donné est la probabilité
que ces observations soient générées par ce modèle de réseau bayésien dynamique étiqueté. C’est à
dire que ces observations constituent la réalisation d’un ensemble de variables aléatoires Xti générées
à partir des probabilités indiquées en équation 4.1. Dans un tel modèle, le nombre de paramètres
dans θ ne dépend pas directement de la structure du graphe G, mais du nombre d’étiquettes,
de classes d’individus et de valeurs possibles pour les covariables associées aux individus. Ainsi,
contrairement à un modèle de réseau bayésien classique, l’ajout d’un arc dans le graphe n’ajoute pas
de paramètre, et n’augmente pas nécessairement la vraisemblance. Ainsi, maximiser la vraisemblance
seule est un score valide dans le cadre des réseaux bayésiens étiquetés. Il est possible d’exprimer cette
vraisemblance de plusieurs manières, mais il est intéressant de pouvoir exprimer cette vraisemblance
de manière indépendante pour chaque individu, afin de conserver les propriétés intéressantes d’un
score. Ainsi, le logarithme de cette vraisemblance, plus simple à exprimer et à manipuler que la
vraisemblance, prendrait la forme de l’équation 4.2. Dans ce cas, la quantité score(Xi|pii, ai, ui)
avec Xi = {X1i , ..., XTi } et ai = {a1i , ..., aTi } est un score local de contribution non pénalisée à la
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vraisemblance d’un individu i.
logP
(











score(xt+1i |Πti, xti, ati, ui) (4.2)
Voyons comment il est possible d’exprimer cette quantité. Afin d’avoir une expression lisible de cette
vraisemblance, introduisons quelques notations. Notons tout d’abord le logarithme de la probabilité
d’apparition d’une espèce i à un temps t+ 1 présenté en équation 3.6 de la façon suivante :
Lapp(Xt+1i ) = logP
(
Xt+1i = 1|Xti = 0,Πti, ati, ui
)
et, de la même manière, notons la probabilité de survie comme suit :
Lsur(Xt+1i ) = logP
(
Xt+1i = 1|Xti = 1,Πti, ui
)
.
Notons également les quantités suivantes :
— Dimp = (dq1 , dq2 , ..., dqmax ∈ {0, 1, ..., n}) un vecteur de nombres entiers où dq désigne un
nombre d’impulseurs d’étiquette q présents.
— Dinh = (dr1 , dr2 , ..., drmax ∈ {0, 1, ..., n}) un ensemble de nombres entiers où dr désigne un





= 1 si, pour un individu i, son comportement inhérent sur sa présence spontanée
ui = u, et au temps t, i a exactement : dq1 impulseurs d’étiquette 1 présents , dq2 impulseurs
d’étiquette 2 présents,...,dr1 inhibiteurs d’étiquette 1 présents, dr2 inhibiteurs d’étiquette 2
présents... (
q1
N ti = dq1 ,
q2
N ti = dq2 ,...,
r1
N ti = dr1 ,
r2

























Ce score s’écrit donc comme une somme sur tous les pas de temps de toutes les probabilités des
combinaisons d’ensembles possibles de nombre de voisins présents de chaque étiquette. Une seule de




valant 1 uniquement si le nombre de parents présents de chaque étiquette correspondent
à Dimp et Dinh. Seuls les ensembles Dimp et Dinh tels que dq1 + ... + dqmax + dr1 , ..., drmax < n
sont pris en compte, car tout individu ne peut avoir plus de n autres individus pour parents. Si
l’on connaît ou que l’on impose le nombre maximal k de parents par individu, l’expression de la
vraisemblance peut être simplifiée en ne prenant pas en compte les ensembles Dimp et Dinh dont la
somme des éléments dépassent ce nombre k.
4.2 Apprentissage dans un RBDE
Apprendre un réseau bayésien dynamique étiqueté consiste à apprendre à la fois sa structure
G→ et ses paramètres θ→ à partir de données D correspondant à un ensemble de trajectoires,
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D = {(Xti )}∀i = 1, . . . , n; t = 1, . . . , T et à partir des valeurs des covariables ati et des comportements
ui inhérents à chaque phénomène i. Il est à noter que la structure G→ est, dans ce cadre, étiquetée,
c’est à dire que les arcs de ce graphe comportent une étiquette renseignant sur leur nature (inhibition
ou impulsion) et leur force. Contrairement à des méthodes d’apprentissage de réseaux bayésiens
classiques, le score local d’un individu n’est pas compliqué à calculer en connaissant la structure
du graphe associé, mais lorsque cette structure n’est pas intégralement connue, tout ajout d’arc
demande de recalculer entièrement ce score. En effet, l’ajout d’un arc dans un réseau bayésien
étiqueté modifie la valeur d’un exposant dans une probabilité. Les algorithmes d’apprentissage de
réseaux bayésiens classiques n’ont pas cette difficulté. Nous présentons ici une procédure dite de
Restauration-Estimation permettant d’apprendre à la fois les paramètres et la structure du modèle,
afin de trouver un modèle maximisant sa vraisemblance.
Le problème d’apprentissage revient à trouver Gˆ→ et θˆ→ qui maximisent conjointement log (PG→,θ→(D)).
4.2.1 Algorithme d’apprentissage de RBDE
Considérons une procédure itérative générale définie par l’algorithme 5 pour obtenir un maximum
local de log (PG→,θ→(D)).
s← 0;
Choisir un graphe G(0)→ arbitraire ;
répéter


















s← s+ 1 ;
jusqu’à Convergence;
Algorithme 5 : Procédure d’apprentissage par restauration-estimation de la structure d’un
graphe par fonction de score
Cet algorithme est très général. Les deux étapes doivent être spécifiées pour un problème
d’apprentissage de RBD étiqueté donné pour pouvoir implémenter cet algorithme. Toutefois, pour
n’importe quelle implémentation de cet algorithme, la proposition suivante est vérifiée :
Proposition 1. La procédure d’apprentissage d’un RBD étiqueté converge vers un maximum local
de log (PG→,θ→(D)).
Preuve :
— Les étapes E et R augmentent conjointement la log-vraisemblance :
























































— Si il existe un k tel que G(s+1)→ = G(s)→ , alors θ(s+1)→ = θ(s)→ . Dans ce cas, l’algorithme a convergé.
— Si G(s+1)→ 6= G(s)→ , G(s)→ ne peut pas à nouveau être une solution d’une itération suivant





L’étape E consiste à estimer la valeur des paramètres à partir d’une structure de graphe connue.
Contrairement au cas classique, le nombre de paramètres à estimer est connu à l’avance. Soit, pour
un réseau bayésien dynamique étiqueté, amax le nombre d’états possibles de la covariable, umax le
nombre de comportements inhérents possibles, qmax le nombre d’étiquettes d’impulseurs et rmax le
nombre d’étiquettes d’inhibiteurs, ce réseau bayésien étiqueté a au plus amax + umax + qmax + rmax
paramètres inconnus, ou 2∗ (amax + umax + qmax + rmax) s’il s’agit d’un réseau bayésien dynamique
étiqueté (chacun ayant un effet différent sur la survie et sur l’apparition). De ce fait, l’étape
d’estimation se fait en recherchant les valeurs des paramètres maximisant la vraisemblance du réseau.
Les méthodes classiques de maximum de vraisemblance peuvent s’utiliser facilement, car il y a un
nombre restreint de paramètres. Dans le reste de ce manuscrit, nous utilisons la méthode des points
intérieurs dans le cadre de la programmation non linéaire [Byrd et al., 1999] pour cette étape.
4.2.3 Étape de restauration
L’étape R consiste à trouver la meilleure structure de réseau à partir d’un ensemble de paramètres
connus. La vraisemblance ne possédant pas de composante limitant le nombre de paramètres, cela
limite les possibilités d’algorithmes (l’algorithme Branch and Bound, par exemple, exploite une
composante de pénalité). Une difficulté lors de l’apprentissage d’un réseau bayésien étiqueté par
un algorithme basé sur un score vient du fait que l’espace des graphes à explorer est plus vaste :
en plus des arêtes, il faut apprendre leur étiquette. On devra donc apprendre, pour chaque nœud,
un ensemble de parents ainsi que leurs étiquettes. Dans le cadre des réseaux bayésiens dynamiques
étiquetés tels qu’ils ont été décrits, tout arc est dirigé d’un pas de temps t vers un pas de temps t+ 1.
Il n’y a donc pas d’arc synchrone, ce qui permet d’ignorer les étapes de recherche de boucles, comme
décrit dans l’algorithme de [Dojer, 2006]. Cependant, cet algorithme ne peut pas être utilisé en tant
que tel car toutes les conditions de cet algorithme ne sont pas respectées dans le cadre des réseaux
bayésiens dynamiques étiquetés. En effet, si la vraisemblance peut être considérée comme additive
(décomposable en scores locaux pour chaque nœud), il n’y a pas de paramètres de pénalisation
permettant la décomposabilité de ce score. La vraisemblance, présentée en section 4.1, peut prendre
la forme d’une somme de variables binaires, exprimée à partir d’autres variables binaires. Une telle
configuration est idéale pour utiliser des méthodes de programmation linéaire en nombre entiers, car
toute variable binaire peut être exprimée dans ce cadre par des contraintes linéaires en fonction
d’autres variables binaires [Williams et al., 2009]. Il est possible de décomposer cette vraisemblance
en n problèmes indépendants, chacun cherchant à maximiser le score d’un phénomène i présenté
dans l’équation 4.3. Les variables R de cette équation sont des variables binaires définies par des
nombres de parents présents à un pas de temps t, c’est à dire par une série de présence ou d’absence
d’arcs dans la structure graphique G. Elles peuvent donc être exprimées par des contraintes linéaires
sur ces variables. Un algorithme d’apprentissage utilisant la programmation linéaire en nombres
entiers est faisable dans le cadre des réseaux bayésiens dynamiques étiquetés. Voyons de quelle
manière il est possible d’exprimer ce problème.
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4.3 Expression de l’étape de restauration comme un programme
linéaire en nombres entiers
Apprendre une structure de graphe à paramètres connus consiste à trouver la structure de graphe
maximisant la vraisemblance. Cela équivaut à chercher pour chaque phénomène i l’ensemble pii de
ses parents maximisant le score local de i exprimé dans l’équation 4.3. Dans cette expression, les
variables R peuvent être définies à partir des arêtes du graphe G à l’aide de contraintes linéaires.
Pour cela, il faut ajouter un ensemble de variables binaires intermédiaires. Ce problème revient
donc à chercher les valeurs de ces variables binaires, définie par contrainte à partir de variables
renseignant des parents d’un nœud i maximisant la vraisemblance. La résolution d’un programme
linéaire en nombre entiers (PLNE) 0/1 permet cette maximisation. Cette section décrit les variables
et les contraintes linéaires permettant de résoudre ce programme linéaire.
4.3.1 Définition du PLNE
Pour définir un programme linéaire cohérent, définissons des variables intermédiaires définies par
des contraintes linéaires. Pour établir un tel problème, nous connaissons l’ensemble des observations
Xti . Chaque interaction gli,j d’une variable i vers une variable j d’une étiquette l parmi l’ensemble de
toutes les étiquettes d’impulsion comme d’inhibition possibles constitue une variable de ce problème
de programmation linéaire. Chaque variable Xi est associée à un type de comportement inhérent
ui ∈ {u1, ..., umax}. Dans le cadre de la programmation linéaire en nombre entiers, nous considérons
ici un nombre umax de variables binaires définies comme Ui = 1 si le comportement inhérent à i
a pour valeur ui, Ui = 0 sinon. Afin de faciliter l’expression de ces variables, nous définissons à
l’avance un nombre k indiquant le nombre de parents maximal que peut avoir un nœud du graphe.
Par défaut, il est possible d’établir k = n, mais une telle valeur pour k peut mener à un problème de
programmation linéaire très complexe. Les variables supplémentaires du problème de programmation
linéaire pour une variable Xi donnée se décrivent de la façon suivante :
Borne inférieure du nombre de parents présents d’une étiquette l donnée : L’ensemble des
variables M ti
d,l
est défini pour toute étiquette l, d’impulsion comme d’inhibition, ainsi que pour
t = {1..T}, d = {0..k}, l ∈ {q1, .., qmax, r1, ..., rmax}, où k est le nombre de parents maximum,




N ti ≥ d. M ti
d,l
vérifie si l’espèce i a au moins d parents étiquetés de
type l présents au temps t.
Ces variables binaires sont définies par les contraintes linéaires définies en (4.4).
Borne supérieure du nombre de parents présents d’une étiquette l donnée : De la même
façon, l’ensemble de variables binaires νti
d,l
se définit pour toute étiquette l, d’implusion comme





N ti ≤ d. νti
d,l
vérifie si l’espèce i a au plus d parents étiquetés de type l présents
au temps t. Ces variables binaires sont définies par les contraintes linéaires définies en (4.5).
Test du nombre de parents présents d’une étiquette l donnée : L’ensemble des variables
binaires 0-1 Λti
d,l
se définit pour toute étiquette l, d’implusion comme d’inhibition, ainsi que






N ti = d. Λti
d,l
vérifie si l’espèce i a exactement d parents étiquetés de type l au temps
t. Ces variables binaires sont définies par les contraintes linéaires définies en (4.6)





= 1 ssi au temps t, l’ individu i a exactement : dq1 impulseurs
d’étiquette q1 présents, dq2 impulseurs d’étiquette q2 présents,...,dr1 inhibiteurs d’étiquette




= 1 ssi : Λti
dq1 ,q1




= 1, ..., Λti
drmax,rmax
= 1, ui = u En-
fin, ces variables sont définies pour tout t ∈ {1, .., T} dimp1,...,max , dinh1,...,max ∈ {0, .., k} où
dq1 + ...+ dqmax + dr1 + ...+ drmax <= k par l’ensemble des contraintes linéaires dans (4.7).
Mti
d,l
· (d+ 1)−∑nj=1 (glji · xtj) ≤ 1
Mti
d,l
· (k + 1− d)−∑nj=1 (glji · xtj) > −d (4.4)
νti
d,l
· (k + 1− d) +∑nj=1 (glji · xtj) ≤ k + 1
νti
d,l

























































+ Ui − impmax − inhmax
(4.7)
Ce problème de programmation linéaire en nombres entiers peut être utilisé pour trouver les voisins
Gji d’un individu i qui maximise le score de i. Maximiser ce score consiste à maximiser une fonction
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objectif, définie comme n vecteurs de coefficients sur l’ensemble des variables binaires du programme




, ∀t ∈ {1, .., T} dimp1,...,max , dinh1,...,max ∈





sont directement utiles pour le calcul de la fonction objectif. Les autres variables




par des contraintes linéaires, le




· (1−Xti ) · µappati ·
(
εappu + (1− εappu ) ·
(
1−∏qmaxq=q1 (1− ρappq )dimpq )) ·∏rmaxr=r1 (1− τapp)dinhr
+ Xti · µsurati ·
(
εsuru + (1− εsuru ) ·
(
1−∏qmaxq=q1 (1− ρsurq )dimpq )) ·∏rmaxr=r1 (1− τsurs )dinhr
(4.8)
Ainsi, si l’on note x le vecteur définissant la valeur de ces variables binaires, A une matrice
définissant les contraintes linéaires indiquées dans cette section sous forme de coefficient sur l’ensemble
des variables binaires, B un vecteur contenant les termes fixes des inégalités définissant ces contraintes
et C le vecteur contenant les coefficients sur l’ensemble des variables du programme définissant la
fonction objectif, l’étape de restauration revient à résoudre l’équation :
min(CTx)
en respectant la contrainte :
Ax ≤ B
4.3.2 Nombre de variables et de contraintes
Pour connaître la complexité de l’étape de restauration de l’algorithme, le facteur déterminant
est le nombre de variables et de contraintes dans le problème de programmation linéaire en nombres
entiers. Soit un réseau bayésien dynamique étiqueté avec n variables, T pas de temps, qmax impulseurs,
rmax inhibiteurs et chaque nœud a k parents au maximum. Définissons la quantité L = qmax + rmax.
Donnons le nombre de variables type par type :
— Une variable glij vaut 1 ssi il existe un arc d’étiquette l de i vers j. Il y en a une par étiquette
et par paire d’individus, soit n× n× L.
— Une variable Uui vaut 1 ssi i a un comportement inhérent de type ui. Si ui ∈ {u1, ..., umax}, il
y a umax variables de ce type pour chaque individu i, soit n× umax au total.
— Une variable M ti
d,l
vaut 1 ssi i a au plus d parents d’étiquette l au temps t. Il y en a une par
individu, par pas de temps, par nombre de parents et par étiquette, soit n× T × L× k.
— Une variable νti
d,l
vaut 1 ssi i a au moins d parents d’étiquette l au temps t. Il y en a une par
individu, par pas de temps, par nombre de parents et par étiquette, soit n× T × L× k.
— Une variable Λti
d,l
vaut 1 ssi i a exactement d parents d’étiquette l au temps t. Il y en a une par






, où Dimp = {dq1 , ..., dqmax} et Dinh = {dr1 , ..., drmax} vaut 1 ssi i a, au
temps t, exactement dq1 impulseurs d’étiquette q1,..., dqmax impulseurs d’étiquette qmax, dr1
inhibiteurs d’étiquette r1,..., drmax inhibiteurs d’étiquette rmax. Il y en a une par variable,
par pas de temps, et pour chaque vecteur Dimp et Dinh tel que la somme de leurs éléments
ne dépasse pas k. Ce nombre est un peu plus complexe à calculer et fait intervenir du calcul
combinatoire.
Voyons de quelle manière nous pouvons calculer le nombre décrit ci-dessus, c’est à dire le nombre
de vecteurs possibles Dimp et Dinh tels que la somme des éléments de ces deux vecteurs ne dépasse
pas k. Soit le vecteur D défini comme suit : D = Dimp∪Dinh, c’est à dire le vecteur d’un nombre pour
chaque étiquette différente, impulseurs comme inhibiteurs. Nous cherchons le nombre de vecteurs D
possibles tels que la somme de tous les éléments de D est inférieure à k. Notons ce nombre ΩD.
Définition. Pour cette définition, nous allons utiliser des notations courantes du domaine de la
combinatoire. Ainsi, les quantités n et k présentées ici ne correspondent pas nécessairement aux
notations n et k utilisée dans le reste de ce manuscrit.
Une combinaison avec répétition est le résultat d’un tirage de k objets parmi n objets discernables,
dont chacun peut être sélectionné plusieurs fois. L’ordre de ce groupement n’a pas d’importance.
Par exemple, si l’on s’intéresse au nombre de "pile" et de "face" obtenus après dix lancers d’une
pièce équilibrée, son résultat est une combinaison avec répétition de 10 objets parmi 2. Le nombre de





. Cette quantité est égale à une


















(n+ k − 1)!
k!(n− 1)!
Dans le programme linéaire en nombres entiers, chaque vecteur D est le résultat d’un tirage de 0
à k parents, chacun de ces éléments ayant une étiquette possible parmi qmax + rmax. Le nombre
de vecteurs D possibles tels que la somme des éléments de D vaut exactement k est équivalent à
une combinaison avec remise de k éléments parmi L. Ce nombre n’est pas équivalent au nombre de
vecteurs D possibles, car tous les vecteurs D tels que la somme de ses éléments est inférieure à k ne






Ce problème de programmation linéaire en nombres entiers peut être décomposé en n problèmes
contenant chacun n ·L+umax+T
(





variables. Ce nombre augmente donc de manière
factorielle avec le nombre d’étiquettes et le nombre maximal k de parents.
4.4 Modèle stochastique à blocs pour l’apprentissage de RBDE
4.4.1 Intégration dans un RBDE
L’algorithme d’apprentissage actuel considère que la présence ou l’absence de chaque arc est
équiprobable. Seul l’état des variables au pas de temps précédent permet d’apprendre ces arcs. Nous
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souhaitons ajouter la possibilité de prioriser certains arcs en fonction de connaissances expertes.
Jusqu’à présent, seul l’état des variables était considéré comme issu d’un modèle particulier. Afin
d’ajouter des informations expertes sur la structure du graphe, nous ajoutons l’hypothèse que
le graphe d’interaction associé à un modèle de réseau bayésien étiqueté suit un modèle à blocs
stochastiques [Holland et al., 1983] (désigné par l’acronyme SBM pour Sochastic Block Model)
adapté à un graphe d’interaction étiqueté. Ce modèle a déjà été présenté dans la section 1.2.5.
Pour l’apprentissage de structure de RBDE, nous faisons l’hypothèse que chaque nœud du graphe
appartient à un et un seul bloc parmi B. Le bloc d’un nœud i est noté f(i) ∈ {1, ..., B}. Ces blocs
sont représentés par des rectangles en pointillés dans la figure 4.1. Soit Glij ∈ {0, 1} la présence ou
l’absence d’un arc orienté de i vers j et d’étiquette l. Le modèle SBM fait les hypothèses suivantes :
— La présence d’un arc Glij d’étiquette l d’un nœud i vers un nœud j est indépendant de la
présence d’un arc de même étiquette Gluv d’un nœud u vers un nœud v.
— La distribution de probabilité de Glij ne dépend que de l, de f(i) et de f(j). Par exemple, dans
le cas d’un modèle de réseau à 2 étiquettes (L = 2), la distribution jointe de Gli,j est entièrement
déterminée par les probabilités P (G1i,j |f(i), f(j)) et P (G2i,j |f(i), f(j))∀i, j, f(i), f(j), l.
Nous supposons que les distributions de probabilités associées aux arcs du réseau sont déterminées
par un jeu de paramètres ψ. Si les SBM sont généralement utilisés dans le but de détecter des blocs
au sein d’un graphe connu, nous l’utilisons ici au contraire afin d’aider l’apprentissage d’un graphe
inconnu en exploitant la connaissance à priori des blocs.
4.4.2 Exemple : niveaux trophiques dans un réseau écologique
Pour appliquer ce modèle à l’apprentissage de réseau écologique, nous considérons que les
blocs connus sont les niveaux trophiques des espèces. Le niveau trophique d’une espèce indique
sa place dans la chaîne alimentaire. Les organismes autotrophes comme les plantes ou les algues
sont considérés comme des espèces basales, de niveau trophique 1. Les espèces ne consommant que
des espèces basales ont un niveau trophique de niveau 2, et une espèce de niveau trophique k peut
consommer des espèces de niveau trophique compris entre 1 et k− 1. La figure 4.2 montre un réseau
écologique organisé en réseau trophique (les niveaux trophiques sont encadrés en pointillés). Nous
faisons également l’hypothèse qu’une espèce d’un niveau trophique k consomme plus fréquemment
des espèces du niveau trophique k − 1 que des espèces d’un niveau trophique inférieur. Une relation
trophique est représentée par une relation positive dans un sens, et une relation négative dans
l’autre. Modélisons un réseau écologique par un réseau bayésien dynamique étiqueté dans lequel on
trouve deux étiquettes : une étiquette d’impulsion notée + et une étiquette d’inhibition notée −.
Nous considérons que ces étiquettes n’ont pas d’effet sur l’apparition (seulement sur la survie). Nous
Figure 4.1 – Communautés dans un graphe orienté
82
choisissons d’appliquer ces hypothèses de manière stricte sur les interactions positives, tandis que les
probabilités de présence des interactions négatives suivra une version relâchée de ces hypothèses. Dans
un tel réseau, les impulsions ne décrivent que des interactions trophiques "positives" (l’impact d’une
proie sur son prédateur) et les inhibitions peuvent décrire n’importe quelle interaction écologique
négative (l’impact d’un prédateur sur sa proie, d’un parasite sur son hôte, la compétition entre
deux espèces...). Nous intégrons également un bloc indépendant, qui comporte des espèces dont le
niveau trophique n’est pas connu à priori. On ne peut donc appliquer aucune priorité sur les arcs






Figure 4.2 – Représentation d’un réseau écologique séparé en trois niveaux trophiques et deux espèces de
bloc indéterminé
.
Nous modélisons ce comportement par un SBM. Le bloc f(i) d’une espèce i correspond à son
niveau trophique. f(i) = 0 si i appartient au bloc indéterminé, f(i) = 1 si i décrit une espèce basale,
tandis que les grands prédateurs ont le niveau trophique le plus élevé.
Dans le cas où aucune des espèces i ou j n’appartient au bloc indéterminé (f(i)× f(j) > 0) ,






= 0 si f(i) ≥ f(j) et e
α∆ij
1 + eα∆ij
si f(i) < f(j).
où ∆ij = f(i)− f(j) et α > 0.
Les influences négatives représentent différents phénomènes (influence négative du prédateur sur
sa proie, mais aussi parasitisme, compétition....). La distribution de probabilité de ce modèle pour
les arcs représentant les influences positives ne prennent en compte que les positions relatives des
niveaux trophiques lorsqu’aucune des deux espèces en relation n’appartient au bloc indéterminé.
Ces probabilités sont les suivantes :
— Si f(i) < f(j), P
(





















avec β1 > β2. Cela représente le fait que les relations proie/prédateurs sont les influences négatives
les plus fréquentes.
Lorsqu’une espèce appartient au bloc indéterminé, il est impossible de définir une priorité sur
les interactions qu’elle a avec les autres espèces quels que soit les sens ou les étiquettes de ces
relations. Ainsi, lorsque f(i)× f(j) = 0 (c’est à dire que i et/ou j appartient au bloc indéterminé),
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α0 et β0 ont une valeur indépendant de α, β1 et β2. Le vecteur ψ = (α0, β0, α, β1, β2) définit les
priorités sur LG→.
En pratique, l’estimation des paramètres β1 et β2 a une solution analytique, qui ne s’exprime







































L’étape E d’estimation des paramètres à graphe connu aura, dans ce cas, 5 nouveaux paramètres
θSBM = {α0, β0, α, β1, β2} à estimer à l’aide de la structure G du graphe et des fonctions f(i)
renseignant sur les niveaux trophiques de chaque espèce.
L’étape R d’apprentissage de structure à paramètre connu ajoutera au vecteur C décrivant la
fonction objectif un coefficient à chaque variable glij . Les coefficients associés aux influences positives
sont indiqués dans l’équation 4.11 et ceux associés aux influences négatives dans l’équation 4.12.
log(α0) si f(i)× f(j) = 0
α∆ij − log(1 + expα∆ij ) si f(i)× f(j) > 0et ∆ij < 0
0 si f(i)× f(j) > 0et ∆ij >= 0
(4.11)
log(β0) si f(i)× f(j) = 0
log(β1) si f(i)× f(j) > 0 et ∆ij > 0
log(β2) si f(i)× f(j) > 0 et ∆ij <= 0
(4.12)
4.5 Évaluation de l’étape d’estimation des paramètres
Testons d’abord les performances de l’étape E, c’est à dire l’estimation des paramètres à graphe
connu. Le modèle de RBDE utilisé pour les expériences est le suivant : L’apparition des variables est
régie par un seul type de comportement inhérent qui n’a aucun impact sur la survie (donc un unique
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cfg. ε ρ τ µ cgf. ε ρ+ ρ− µ
1 0.2 0.2 0.2 0.2 9 0.8 0.2 0.2 0.2
2 0.2 0.2 0.2 0.8 10 0.8 0.2 0.2 0.8
3 0.2 0.2 0.8 0.2 11 0.8 0.2 0.8 0.2
4 0.2 0.2 0.8 0.8 12 0.8 0.2 0.8 0.8
5 0.2 0.8 0.2 0.2 13 0.8 0.8 0.2 0.2
6 0.2 0.8 0.2 0.8 14 0.8 0.8 0.2 0.8
7 0.2 0.8 0.8 0.2 15 0.8 0.8 0.8 0.2
8 0.2 0.8 0.8 0.8 16 0.8 0.8 0.8 0.8
Table 4.1 – Description des différentes configurations de paramètres
paramètre ε, uniquement pour l’apparition). Ce modèle comporte une seule étiquette d’impulsion,
une seule étiquette d’inhibition. L’impact de ces interactions ne se fait que sur la survie et pas sur
l’apparition (nous avons donc un seul paramètre ρ et un seul paramètre τ). À chaque variable Xti
est associée une covariable binaire ati ∈ {0, 1} n’ayant aucun impact si ati = 0 et pénalisant d’une
quantité µ ∈ {0, 1} les probabilités de survie et d’apparition de Xti .
L’estimation des paramètres est testée sur des données simulées à partir d’un modèle de réseau
bayésien dynamique étiqueté à n = 18 variables et T = 30 pas de temps. Différentes configurations
sont testées pour θ = {ε, ρ, τ, µ} : chaque paramètre prend la valeur 0,2 (influence faible) ou 0,8
(influence forte) pour un total de 24 configurations possibles. Chaque configuration de (ε, ρ+, ρ−, µ)
est indexée comme dans le tableau 4.1.
Pour chacune des 16 configurations de paramètres, nous réalisons 150 simulations de dynamique
d’espèces et les paramètres sont estimés par maximisation de la vraisemblance sachant le graphe
utilisé pour la génération des données à l’aide de la fonction fmincon de Matlab. Des indicateurs de
performance (moyenne et écart-type des estimateurs) sur les 150 simulations de chaque configuration
de paramètres sont représentés en Figure 4.3. En moyenne, la différence (en valeur absolue) entre la
valeur des paramètres estimés et celle des paramètres réels est faible.
4.6 Évaluation de l’étape d’apprentissage de structure d’un
RBDE
Étudions maintenant les performances de l’étape R, soit l’apprentissage de structure de graphe
à paramètres connus avec le même modèle 4.5. Le réseau utilisé pour la simulation des données
est un petit graphe de 4 nœuds. Les paramètres utilisés pour générer ces données sont les mêmes
que dans la section précédente. Pour chacune des 16 configurations de paramètres décrites dans la
section précédente, nous avons lancé 150 simulations de variables dynamiques. L’optimisation de la
structure du graphe par programmation linéaire 0-1 est résolue à l’aide du logiciel cplex. Pour une
configuration donnée de θ→, nous utilisons différents indicateurs de performance. Nous relevons la
précision et le rappel moyen pour chaque étiquette d’arc. Ces indicateurs sont calculés à partir d’une
matrice de confusion entre le graphe appris Gˆ et le graphe "réel" utilisé pour simuler les données.


































Figure 4.3 – Diagramme des valeurs moyennes des paramètres estimés pour 150 observations simulées pour
les 16 configurations de paramètres. Les cercles représentent la valeur réelle des paramètres,
et l’intervalle tracé entre deux croix représente la différence entre la valeur moyenne des
paramètres estimés et leur écart-type.
Graphe G
Gˆ
Étiquette ∅ q r
∅ Arcs absents des deux
graphes
Arcs absents dans Gˆ
mais d’étiquette q
dans G
Arcs absents dans Gˆ
mais d’étiquette r
dans G




dans les deux graphes
Arcs d’étiquette q
dans Gˆ mais
d’étiquette r dans G





d’étiquette q dans G
Arcs d’étiquette r
dans les deux graphes
Table 4.2 – Définition d’une matrice de confusion entre deux graphes G et Gˆ avec deux étiquettes. Dans
chaque cellule se trouve le nombre d’arcs correspondant à la description du tableau.
des deux graphes les arêtes similaires et différentes en matière de présence et d’étiquette. Le tableau
4.2 montre comment se présente une matrice de confusion entre deux graphes, pour deux étiquettes
différentes. Pour qu’une matrice de confusion soit valide, les deux graphes doivent avoir le même
nombre de nœuds et chaque nœud doit représenter la même chose pour les deux graphes. La précision
pour une étiquette d’arc (un type d’interaction, + ou -) correspond à la quantité arcs correctement apprisarcs appris .
Le rappel pour une étiquette d’arête correspond à la quantité arcs correctement apprisarcs présents dans le graphe original . Pour
un graphe de cette taille, il faut environ 35.6 secondes pour apprendre la structure d’un graphe à
paramètres θ→ fixé. La précision et le rappel sont représentés en Figure 4.4.
Pour ce problème de petite taille, les résultats dépendent de la configuration des paramètres.
La qualité de l’apprentissage, mesurée par la précision ou le rappel, est bien meilleure lorsque les



























Figure 4.4 – Précision et rappel moyen (à partir de 150 données simulées) pour un graphe à 4 espèces pour
l’étape d’apprentissage de structure pour chaque configuration de paramètres.
4.7 Évaluation de l’algorithme d’apprentissage
Pour l’apprentissage de la structure du graphe conjointement à l’estimation des paramètres,
nous considérons un graphe avec 45 variables avec le modèle de RBDE et avec les caractéristiques
de paramètres similaires aux sections précédentes. Le nombre de parents maximum pour chaque
nœud est fixé à k = 4 et les paramètres prennent la valeur de la configuration 16 du tableau 4.1. 40
simulations de variables dynamiques sont réalisées avec ce graphe, et pour chacune de ces simulations,
l’algorithme d’apprentissage par restauration-estimation est appliqué. L’algorithme itère en moyenne
6,4 fois. La précision moyenne est de moins de 20 % pour les deux étiquettes d’arcs, et le rappel
moyen est inférieur à 30%, ce qui n’est pas un résultat satisfaisant. Toutefois, si l’on considère un
graphe "consensus" composé des x arcs les plus souvent appris parmi les 40 graphes appris, et que
l’on compare ce graphe avec l’original (utilisé pour la simulation des données), il est possible de
contrôler un niveau de précision et de rappel en sélectionnant une valeur raisonnable pour x. La
figure 4.5 illustre la manière de construire ces graphes consensus.
x = 2 x = 3 x = 5
Graphes appris
Graphes consensus avec x arcs
Figure 4.5 – Illustration de la construction d’un graphe consensus. En haut sont représentés 4 graphes
appris avec 4 différents jeux de données. En bas sont représentés les graphes consensus des x
arcs les plus souvent appris. La largeur de chaque arc est proportionnelle au nombre de fois
où il a été appris.
Le rappel augmente nécessairement avec x alors que la précision peut baisser avec x, comme
représenté en Figure 4.6. Par exemple, si l’on considère le graphe des 100 arcs les plus souvent
représentés, la précision est de 65,67% pour les arcs étiquetés + et de 93,94% pour les arcs étiquetés
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−, tandis que le rappel moyen est de 83,02% pour les arcs étiquetés + et de 59,62% pour les arêtes
étiquetées −. Peu importe la valeur de x, le rappel et la précision sont bien meilleurs sur un graphe
consensus appris avec notre méthode d’apprentissage que sur un graphe généré aléatoirement arête
par arête (voir Figure 4.6). Sans ajouter de connaissances expertes, l’apprentissage est donc difficile
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Figure 4.6 – Évolution de la précision et du rappel pour l’algorithme d’apprentissage complet de la structure
d’un P-DBN pour un graphe à 42 espèces. L’axe x représente le nombre d’arêtes dans le
graphe consensus construit à partir de 40 jeux de données.
et nécessite beaucoup de données pour être efficace. Heureusement, de telles connaissances sont
souvent disponibles.
4.8 Performance de l’algorithme d’apprentissage avec ajout
de connaissances
Nous souhaitons comparer les performances de l’algorithme d’apprentissage lorsque l’on connaît
plus ou moins d’information à priori. Ces données sont générées à l’aide d’un réseau bayésien étiqueté
ayant les mêmes caractéristiques que précédemment (1 type d’impulseur, 1 type d’inhibiteur, 2 types
de comportements inhérents, 2 valeurs de covariables possibles, les seuls paramètres inconnus étant
l’impact de l’impulseur sur la survie, celui de l’inhibiteur sur la survie, celui d’un des comportement
sur l’apparition, et l’impact d’une des valeurs de la covariable similaire sur la survie et sur l’apparition).
Nous avons alors réalisé, à partir des mêmes données, 4 apprentissages différents :
— Un apprentissage de réseau bayésien dynamique étiqueté "classique" sans aucune information
— Un apprentissage de réseau bayésien dynamique étiqueté dans lequel 20% des variables Gli,j ,
c’est à dire des arcs du graphe sont connus (Parmi l’ensemble des arcs possibles entre deux
nœuds, on connaît, pour 20% leur absence ou leur présence, leur étiquette et leur sens.)
— Un apprentissage de réseau bayésien dynamique étiqueté dans lequel on connaît les niveaux
trophiques et dont on utilise le prior décrit dans la section 4.4.2.
— Un apprentissage de réseau bayésien dynamique non étiqueté appris par l’algorithme de
[Dojer, 2006] optimisant un score de test d’information mutuel (MIT) [Vinh et al., 2011]. Le
graphe appris n’étant pas étiqueté, il est étiqueté à posteriori, à l’aide des formules définissant
un réseau bayésien qualitatif [Wellman, 1990] décrites en 3.4.3 en utilisant les fréquences
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Figure 4.7 – Précision et rappel pour les impulseurs ’+’ (à gauche) et les inhibiteurs ’−’ (à droite) pour
l’apprentissage de réseau bayésien étiqueté sans information (L-DBN-0K), avec 20% des arcs
connus (DBN-20K) et avec un prior mis sur les nœuds par modèle stochastique à blocs
(L-DBN-SBM). Les lignes continues relient les points décrivant la moyenne des indicateurs de
précision et de rappel. Les points isolés représentent les meilleurs et les pires cas de graphes
consensus sur les 10 jeux de données générés par un graphe synthétique.
associées aux données comme probabilités. Puisqu’il n’y a qu’un seul type d’inhibiteur et
d’impulseur, cet étiquetage en intéractions "positives" et "négatives" convient.
Ces essais ont tout d’abord été effectués à partir de données simulées à partir de 10 graphes
synthétiques de 20 nœuds générés à l’aide d’un modèle stochastique à blocs tel que décrit en 4.4.2
avec α = 1/
√
20, β1 = α/2, β2 = β1/2. 10 jeux de données ont été générés pour chacun de ces
graphes. Un jeu de données correspond à des trajectoires de présence/absence simulées sur 30 pas
de temps, où ati = 0 pour t ∈ {1, ..., 12} et ati = 1 pour t ∈ {13, ..., 30} (dans ce modèle, µati=1 = 1
pour l’apparition comme pour la survie, on a donc un unique µ inconnu pour ati = 0 ayant le
même effet sur l’apparition et la survie). Les paramètres θ = {ε, µ, ρ, τ} ont chacun une valeur
de 0.8. L’algorithme de restauration-estimation a été appliqué à chacun de ces jeux de données,
donnant 10 graphes appris pour chaque graphe synthétique. Les arcs appris sont ordonnés par ordre
décroissant d’occurrence (de nombre de fois où l’arc a été appris) pour les 10 graphes appris afin
de définir un graphe consensus agrégé contenant les x premières arêtes de cet ordre. La figure 4.7
montre l’évolution de la précision et du rappel des impulseurs (’+’) et des inhibiteurs (’−’) lorsque
le nombre de fois où ils ont été appris dans le graphe consensus change. Ainsi, chaque point dans ce
graphique représente un graphe agrégé des x arcs les plus souvent appris. L’apprentissage de réseau
bayésien classique par MIT apprend des graphes dont la précision et le rappel sont négligeables.
Cette méthode n’a donc pas été représentée dans cette figure.
Moins d’arcs sont appris lorsqu’un prior SBM est utilisé pour guider l’apprentissage. L’utilisation
de ce prior améliore la précision et le rappel pour les arcs d’impulseurs par rapport aux autres
méthodes d’apprentissage, y compris l’apprentissage lorsque des arêtes sont déjà connues (le calcul
du rappel et de la précision se faisant dans ce cas uniquement sur les arcs inconnus). En revanche,
l’utilisation du prior SBM est moins efficace que les autres méthodes pour les inhibiteurs. Cela peut
s’expliquer par le fait que ce prior contraint bien plus les impulseurs que les inhibiteurs.
Ces méthodes d’apprentissage ont également été testées sur des données simulées à partir
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Figure 4.8 – Réseau "Alaskan food web" connu. Gauche : réseau réel (uniquement des influences positives).
Milieu : Graphe appris par restauration-estimation sans aucune connaissance à priori. Droite :
Graphe appris par restauration-estimation avec un prior SBM. Les arcs représentés en bleu
représentent des influences positives (impulseurs) et les arcs représentés en rouge représentent
les arcs ayant été appris parfois comme impulseurs et parfois comme inhibiteurs sur les
différents jeux de données simulés.
d’un graphe réel correspondant à la structure d’un réseau écologique connu : "Alaskan food web"
[Estes et al., 2009]. La méthode d’apprentissage avec certaines arêtes déjà connues n’a pas été testée,
son intérêt par rapport aux autres méthodes semblant moindre. Il y a 13 nœuds dans ce graphe,
chaque nœud correspondant à une espèce. Chaque espèce peut être associée à un niveau trophique
parmi 5 différents, permettant d’utiliser un prior SBM. Ce graphe ne contient aucun inhibiteur
en pratique (voir la figure 4.8). Cependant, l’apprentissage de réseau sur les données simulées à
partir de ce graphe se fait sur un modèle pouvant contenir un inhibiteur. 10 jeux de données ont été
simulés avec les mêmes caractéristiques que pour les essais sur graphes synthétiques. Ces 10 jeux de
données permettent de construire un graphe consensus. La précision et le rappel maximal atteints
pour les impulseurs (’+’) pour un graphe consensus sur ces données sont les suivants :
— Une précision 0,47 et un rappel de 0,33 pour la méthode d’apprentissage par MIT
— Une précision 0,26 et un rappel de 0,86 pour la méthode d’apprentissage de RBDE sans aucune
connaissance
— Une précision 0,49 et un rappel de 0,81 pour la méthode d’apprentissage de RBE avec un prior
sur les niveaux trophiques
Si toutes ces méthodes apprennent très peu d’arêtes d’inhibiteurs, la prior SBM permet d’apprendre
des graphes plus parcimonieux, avec moins d’arêtes (35 arêtes apprises avec un prior SBM contre 85
sans prior). Les figures 4.8 au milieu et à droite illustrent l’apport du prior SBM sur la qualité de
l’apprentissage. Par exemple, sans ce prior, l’information selon laquelle une espèce ne se nourrit pas
sur des espèces d’un même niveau trophique (comme c’est le cas pour le graphe réel) ne peut pas
être déduite uniquement des données.
4.9 Choisir un nombre d’arcs dans le graphe consensus
Dans la pratique, nous ne connaissons pas le réseau réel. Il est difficile d’évaluer directement la
qualité du graphe appris, et donc d’en définir un nombre d’arcs à retenir dans le graphe consensus.
Pour obtenir un graphe unique après une série d’apprentissages sur plusieurs jeux de données,
plusieurs solutions sont possibles. Une première est de considérer directement un graphe dans
lequel chaque arc est pondéré par le nombre de fois où il a été appris sur l’ensemble des jeux de
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données considérés. La valeur appliquée à chaque arc peut être interprétée comme la probabilité
que l’interaction associée fasse partie du réseau écologique. Si l’on préfère considérer un réseau
écologique dans lequel les arcs ne sont pas pondérés, on peut établir un seuil tel que les arcs retenus
dans le graphe consensus soient appris dans au moins x% des jeux de données considérés. La figure
(4.9) ordonne chaque arc selon le pourcentage de fois où il a été appris sur les 40 simulations de la
section 4.7. Cette figure peut aider à choisir un nombre d’arcs x en cherchant un décrochage dans
l’histogramme. Cette figure peut être mise en relation avec la figure (4.6), l’abscisse représentant un
arc supplémentaire dans les deux cas. Si, à partir de la figure (4.9), on choisit 50 arcs, on peut lire
la précision et le rappel sur la figure (4.6) à la même abscisse. Il est à noter que dans la pratique,
la précision et le rappel ne sont pas disponibles, mais à la lecture de cet histogramme comme des
probabilités de présence, on peut s’en servir pour choisir un seuil.







































Figure 4.9 – Diagramme représentant le pourcentage de fois où chaque arc a été appris sur les 40 jeux de
données utilisés dans l’expérimentation de la section 5.3.
4.10 Apprentissage sur des données réelles : espèces marines
dans des forêts de kelp
Le programme PISCO (Partnership for Interdisciplinarity Studies of Coastal Oceans) mène des
recherches sur les écosystèmes marins au large de la Californie afin de mieux comprendre et gérer ces
écosystèmes [Caselle and Lowe, 2010, Hamilton et al., 2010]. Parmi ces écosystèmes se trouvent les
forêts de kelp. Le kelp est une algue géante formant des forêts sous-marines abritant une biodiversité
importante. La durabilité et la survie de ces forêts étant très dépendantes de leurs interactions
écologiques, notamment avec les loutres de mer, cet écosystème est très étudié dans le domaine
de l’écologie trophique [Graham, 2004, Estes and Duggins, 1995]. Le programme PISCO conduit
régulièrement des observations d’espèces d’algues et d’animaux marins des forêts de kelp au large
de la californie [Syms and Caselle, 2003]. Nous avons utilisé les données issues de cette étude afin
d’apprendre les interactions écologiques entre les espèces de ce milieu. Ces données contiennent
des mesures d’abondances d’un grand nombre d’espèces de poissons, d’invertébrés et d’algues. Ces
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données proviennent de différents sites dont certains peuvent avoir le statut de réserve marine et
sont donc protégés de la pêche et de l’exploitation humaine. Il est possible, en utilisant un ou
plusieurs seuils sur les abondances de ces données, d’obtenir des jeux de données renseignent sur
l’absence (Xti = 0) ou sur la présence (Xti = 1) de chaque espèce i à chaque année t ∀i ∈ {1, . . . , n}
et t ∈ {1, . . . , T}. Il est également possible de renseigner pour chaque site son statut de protection
chaque année : Pour un site donné, at = 1 si le site est protégé à l’année t et at = 0 si ce site n’est
pas protégé.
Nous modélisons ces données par un réseau bayésien dynamique étiqueté prenant en compte les
informations de protection. Ce modèle est le même que celui présenté dans la section 3.5.5. Pour
rappel, pour un site donné, la probabilité de recolonisation d’une espèce i est décrite dans l’équation
4.13 et la probabilité de survie d’une espèce i est décrite dans l’équation 4.14. Le paramètre ε
décrit la probabilité d’apparition ou de survie spontanée, ρ décrit la probabilité de réussite d’une
interaction positive, τ la probabilité de réussite d’une interaction négative et µat décrit l’impact
de la protection décrite par at sur ces probabilités. pii =
q
pii ∪ rpii décrit l’ensemble des parents de i,
c’est à dire l’ensemble des espèces ayant une influence positive q ou négative r sur i. Piti Désigne





N ti décrit le nombre de parents à influence respectivement positive et négative sur
i présents à t. ui différencie les espèces basales des espèces non basales : si i est basale, c’est à dire
qu’elle n’a pas de parents à influence positive, soit
q
pii = ∅, alors ui = 0 ; sinon, ui = 1. Ce modèle
établit la quantité εsur0 = 1 et εsur1 = 0 afin de gérer le fait qu’une espèce basale n’a pas besoin
d’influences positives pour survivre. Le modèle établit également que lorsqu’un site est protégé ou
non, cela a le même impact sur toutes les espèces (at = at1 = ... = atn). De plus, la protection d’un
site n’a aucun impact sur les probabilités de survie et de recolonisation (µapp1 = µ
sur
1 = µ1 = 1) alors


























Le but est d’utiliser cette modélisation ainsi que l’algorithme d’apprentissage de réseau bayésien
dynamique étiqueté afin d’apprendre les interactions entre les espèces de ces jeux de données. Il
existe une base de données regroupant un ensemble d’interactions entre ces espèces connues des
écologues. Cette base de données peut servir de vérification des interactions apprises par réseau
bayésien dynamique étiqueté. Cependant, l’apprentissage des interactions sur ces données ne permet
d’apprendre que très peu d’interactions connues des écologues. Ces interactions connues ne semblent
même pas correspondre aux corrélations des abondances entre ces espèces.
Cette étude pose question sur l’utilisation possible de la méthode d’apprentissage de structure
de réseau par réseau bayésien dynamique étiqueté. Comme nous l’avons vu précédemment, cette
méthode marche mieux lorsque l’on a plusieurs jeux de données différents. Or, les différents jeux de
données utilisés ne sont obtenus que par seuillage d’un même jeu de données, et ne constituent donc
pas des données provenant de différentes observations.
Il est possible que les données de cette étude ne soient pas adaptées à notre méthode d’apprentis-
sage. Ces données proviennent effectivement d’un milieu ouvert, peu contrôlé, dont la dynamique
des espèces est sans doute surtout expliquée par d’autres facteurs que les interactions entre ces
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espèces (la météo, la date de relevé, la méthode d’échantillonnage, la profondeur...). En l’absence de
connaissances sur ces facteurs, il est possible qu’ils aient bien plus d’influence sur la dynamique des
espèces que les interactions écologiques.
Peut-être obtiendrons-nous de meilleurs résultats sur des données issues de milieux plus contrôlés,
et où il est possible d’obtenir plusieurs jeux de données indépendants mais représentant les mêmes
phénomènes. Ce genre de données peut se trouver dans des études d’espèces microbiennes dans des
milieux similaires, mais séparés, ou dans des études sur des écosystèmes locaux comme des champs
expérimentaux que nous décrirons dans un chapitre dédié.
4.11 Bilan
Nous avons décrit dans cette section un algorithme permettant d’apprendre la structure d’un
réseau bayésien dynamique étiqueté. Il fonctionne en deux étapes répétées, une étape d’estimation
des paramètres et une étape de restauration, apprenant la structure du graphe. Cette dernière étape
peut se faire à l’aide de la résolution d’un problème de programmation linéaire en nombres entiers,
dont la taille peut s’avérer très importante, grandissant de manière factorielle par rapport au nombre
d’étiquettes et de parents maximum par nœud. Il a été testé sur plusieurs jeux de données simulées
et réelles, en laissant la possibilité d’intégrer un prior sur l’apprentissage des arcs à l’aide d’un
modèle de type SBM. Ces différents essais montrent que l’apprentissage d’une structure conforme
à celle d’un réseau connu, est difficile lorsque l’on dispose de peu de jeux de données. Il semble
nécessaire d’utiliser plusieurs jeux de données et d’agréger les structures apprises indépendamment
par ces jeux de données. Une méthode d’agrégation de graphes appris par "graphe consensus" a été
proposée, et semble donner des résultats satisfaisants sur des données simulées. Cependant, cette
méthode n’est guère naturelle, et une meilleure méthode si l’on dispose d’une série de plusieurs jeux
de données indépendants serait d’apprendre directement une seule structure pour l’ensemble des
données, qui maximiserait globalement la vraisemblance sur tous ces jeux de données. Des essais
supplémentaires avec cette méthode d’apprentissage sur des données simulées sont prévus, mais ils
n’apparaîtront pas dans ce manuscrit. La section suivante détaillera l’application de cette méthode
d’apprentissage de réseau sur un autre problème réel d’apprentissage de réseau écologique dans
lequel on dispose de plusieurs jeux de données indépendants.
Afin d’alléger l’algorithme d’apprentissage, il est possible d’utiliser des méthodes de relaxation
continue de programme linéaire [Agmon, 1954]. Il s’agit de ne pas contraindre les variables du
problème à prendre des valeurs entières afin de réduire les contraintes. Si l’apprentissage est facilité,
chaque paire de nœuds aura un poids, interprétable comme la probabilité de présence d’un arc. Cela
demandera donc une étape supplémentaire de discrétisation des valeurs d’arête, ou l’interprétation
d’un autre type de graphe dans lequel les arcs ne sont pas certains, mais associés à un poids.
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Chapitre 5
Cas d’étude : réseau d’espèces
d’arthropodes dans des cultures
Un apprentissage de réseau écologique à partir de données d’espèces marines a déjà été effectué.
Cependant, les interactions apprises par réseau bayésien dynamique étiqueté ne correspondaient pas
à des interactions connues par les écologues étudiant ce système. Il est possible que l’apprentissage
par réseau bayésien dynamique étiqueté soit difficile sur des données en environnement ouvert et
peu contrôlé dont les observations peuvent être en majeure partie dépendantes de facteurs extérieurs
aux interactions écologiques des espèces.
L’étude UK Farm Scale Evaluations [Bohan et al., 2005] a été effectuée sur des champs expéri-
mentaux au royaume-uni dans lesquels ont été installé des pièges aspirant les invertébrés fréquentant
ces champs. Ce dispositif a été installé sur plusieurs parcelles différentes et 2 relevés ont été effectués
à deux périodes différentes. Ces données sont de plus grande taille que les données PISCO, car
elles contiennent plusieurs jeux de données indépendants (un par parcelle), mais une dynamique
moins importante (uniquement deux dates de relevés). Des méthodes d’apprentissage de réseau
trophique ont déjà été appliquées sur ces données [Tamaddoni-Nezhad et al., 2012], mais ne pre-
naient pas en compte l’information de la dynamique temporelle des espèces induite par les deux
dates d’observations différentes pour chaque parcelle. Il semble possible d’utiliser ces données afin
d’apprendre la structure du réseau écologique renseignant sur les interactions écologiques entre les
espèces d’arthropodes piégés.
5.1 Description des données
Cette étude a été menée sur des champs expérimentaux de différentes cultures. Dans ces champs
ont été placés des pièges aspirant les arthropodes passant dans le champ. Ces pièges permettent de
recueillir des données d’abondance de chaque espèce d’arthropodes piégés. Cette étude porte sur 257
parcelles dont :
— 66 parcelles de betterave (B)
— 59 parcelles de maïs (M)
— 67 parcelles de colza d’été (SR)
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— 65 parcelles de colza d’hiver (WR)
Chaque parcelle est séparée en deux, correspondant à deux traitements différents : une partie contient
des plantes « traditionnelles » et une partie contient des plantes génétiquement modifiées, résistantes
à l’herbicide. Chaque parcelle contient 3 points d’échantillonnage (pièges) par traitement : Un en
bordure du champ (0m), un proche de la bordure (2m) et un plus éloigné (32m). Dans chaque
point d’échantillonnage de chaque traitement de chaque parcelle sont relevés les nombres de chaque
arthropode piégé. Les relevés ont lieu à deux dates distinctes (différentes selon le type de culture) ,
choisies d’après le cycle de vie des arthropodes et la pose d’herbicide : E (early) et L (late). Nous
disposons en outre d’une base de données contenant la description de 5095 espèces d’arthropodes.
L’apprentissage du réseau écologique représentant les interactions entre les espèces d’arthropodes
présents dans ces champs a déjà été effectué. Une méthode de programmation logique sur ces données
a permit d’apprendre une structure de réseau trophique à partir des données d’abondance des
espèces. L’utilisation d’apprentissage automatique de fouille de texte sur la littérature scientifique
a permis de repérer des interactions connues entre les espèces d’arthropodes en question. Ces
interactions apprises par fouille de texte servent de vérification de la cohérence des interactions
apprises par programmation logique. Cependant, dans ces études, la question de la dynamique
n’a pas été abordée. Or, cette dynamique a été observée en partie, car deux relevés d’abondances
ont eu lieu à deux pas de temps différents (avant et après récolte). Nous souhaitons contribuer à
cette étude en exploitant cette information dynamique à l’aide de notre méthode d’apprentissage
de réseau bayésien dynamique étiqueté. Notre méthode utilise des données binaires. Ainsi, pour
pouvoir l’utiliser, nous devrons nous passer de l’information de l’abondance des espèces et n’en
retenir que l’information de présence/absence. Le but est d’apprendre à partir de ces données le
réseau trophique correspondant aux arthropodes relevés dans ces champs à l’aide d’un modèle de
réseau bayésien dynamique étiqueté (RBDE). Puisque des études visant à apprendre la structure
d’un réseau trophique ont déjà été effectuées, il est intéressant de comparer les résultats déjà obtenus
avec ceux obtenus par apprentissage de structure de RBDE. Cela nous permettra de vérifier si la
perte d’une information (abondance des espèces) et l’ajout d’une information inédite (dynamique)
permet de retrouver des liens similaires. La nature des données, séparées en différentes cultures
nous permet par ailleurs de pousser l’analyse. En effet, il peut être intéressant d’apprendre plusieurs
réseaux écologiques différents : un par culture. Cela nous permettra de vérifier si notre méthode
apprend des interactions similaires entre les différentes cultures, ou si, au contraire, chaque culture a
son propre réseau écologique. Cette étude a donc 3 objectifs :
— Apprendre les interactions entre les espèces observées dans cette étude par notre méthode
d’apprentissage de réseau bayésien dynamique étiqueté.
— Comparer les interactions apprises par apprentissage de réseau bayésien dynamique étiqueté
aux interactions apprises par d’autres méthodes.
— Observer les différences entre les réseaux trophiques appris dans des cultures différentes.
5.2 Analyse des données
5.2.1 Étude de corrélations
Avant d’apprendre le réseau bayésien, étudions le comportement des espèces d’arthropodes relevés
dans les champs. En effet, l’apprentissage du réseau par réseau bayésien dynamique étiqueté a un
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Figure 5.1 – Distribution des coefficients de corrélation entre les abondances avant récolte et après récolte
pour chaque espèce
sens si les indicateurs de présence ou d’absence d’espèces sont corrélées entre elles. Le coefficient de




où cov(X,Y ) désigne la covariance des variables X et Y , σX et σY leurs écarts-types respectifs.
Ce coefficient r est une quantité comprise entre -1 et 1, les valeurs négatives correspondant à des
corrélations négatives (la valeur de X baisse lorsque celle de Y augmente et inversement) et les
valeurs positives à des corrélations positives (la valeur de X augmente lorsque celle de Y augmente
et inversement). les valeurs r = −1 et r = 1 correspondent à des corrélations parfaites négatives ou
positives (par exemple entre une variable X et −X ou entre X et elle-même respectivement), et r = 0
indique qu’il n’existe aucune corrélation. Observons tout d’abord les corrélations des abondances de
chaque espèce entre les deux dates d’observation, dont la distribution est représentée en figure 5.1.
Peu d’espèces sont corrélées entre elles. Les différences entre les deux dates d’observation ne peut
donc pas expliquer le comportement de chaque espèce indépendamment. Cette différence pourrait en
revanche s’expliquer par les autres espèces. La heatmap en figure 5.2 représente les corrélations entre
les abondances de chaque espèce lors de la première date d’observation (lignes) et de la dernière
(colonnes). La couleur rouge représente une corrélation faible, la couleur jaune une corrélation forte,
le noir un manque de données.
Ce résultat semble encourageant : les fortes corrélations sont assez éparses, et dispersées entre
beaucoup d’espèces. Ceci est la forme attendue d’un réseau d’interactions écologiques que l’on
cherche à apprendre : un réseau dans lequel chaque espèce n’est liée qu’à un nombre restreint
d’espèces.
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Figure 5.2 – Distribution des coefficients de corrélations entre les abondances de chaque espèce avant





Table 5.1 – Abondances moyennes de chaque piège pour chaque pas de temps
5.2.2 Abondances par pièges
Dans chaque parcelle sont relevés 3 pièges : un à l’extérieur de la parcelle (0m), un en bordure
(2m) et un à l’intérieur (32m). Ces 3 pièges sont difficilement interprétables comme des observations
indépendantes, et il est tentant de sommer les abondances de chaque espèce afin d’avoir une mesure
par pas de temps, par espèce et par parcelle. Étudions la corrélation des abondances des espèces
entre chacun de ces pièges pour savoir dans quel cas cette agrégation est pertinente. Le tableau 5.1
donne les moyennes des abondances des espèces pour chaque piège et chaque pas de temps.
Il semble que les pièges situés à 2m et à 32m représentent des abondances similaires, tandis que
le piège situé à 0m semble à part. Une représentation de ces corrélations est donnée en figure 5.3.
Les coordonnées en ligne et en colonne représentent un piège (la première ligne/colonne représente
le piège 0m, la seconde 2m et la troisième 23m), le triangle supérieur représente la première date
d’observation, le triangle inférieur la seconde. Il semble que la distribution des abondances des





Figure 5.3 – Distribution des corrélations des abondances des espèces par piège. La corrélation se calcule
pour chaque espèce entre les abondances avant récolte et les abondances après récolte.
proches. On peut penser qu’il est raisonnable de réunir les abondances des espèces observées dans
ces deux pièges. Ce n’est cependant pas le cas pour les espèces recueillies dans le piège 0m. Ces
différences peuvent s’expliquer par le fait que ce piège est à l’extérieur de la parcelle, contrairement
aux pièges de 2m et de 32m. Les données concernant ce piège ne seront pas forcément utiles pour
l’apprentissage du réseau car il peut avoir piégé des espèces ne peuplant pas réellement les champs.
Nous ne considérerons donc pas ces données.
5.2.3 Distribution des abondances et seuil de présence
La méthode d’apprentissage demande des données de présence/absence des espèces et non
d’abondance. Pour transformer les données d’abondance disponibles en données de présence/absence,
une solution possible est de considérer une espèce comme présente dès que son abondance est
supérieure à 0 lors d’une observation dans une parcelle donnée. Il est également possible de monter
le seuil, afin de considérer comme absente une espèce dont l’abondance est très faible à un moment
d’observation dans une parcelle donnée alors que son abondance est très importante d’habitude.
Une représentation des abondances de chaque espèce aiderait à définir une méthode. Le diagramme
représenté en figure 5.4 est un histogramme des comptages individuels (sans distinction d’espèce, de
champs ou de piège, à l’aide d’un vecteur contenant l’ensemble de ces données) supérieurs à 0. La
distribution des abondances semble classique pour des données de ce type : il y a plus d’abondances
faibles que d’abondances élevées. Il semble y avoir assez peu d’abondances très élevées. Choisir
un seuil supérieur à 0 pour changer les données d’abondance en données de présence/absence
risque de conduire à beaucoup d’absences, et pourrait ne pas être très pertinent. Le problème des
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Figure 5.4 – Distribution des abondances supérieures à 0, sans distinction d’espèce, de champ ou de piège.
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données homogènes se pose moins que dans les données PISCO. En effet, les nombreux jeux de
données différents (un par parcelle) atténuent les risques d’homogénéité des données. Les données de
présence/absence des espèces d’arthropodes sont donc converties de la façon suivante : si au moins




Xti = 0 sinon.
5.2.4 Données de présence/absence utilisées pour l’apprentissage
Les données que nous utiliserons pour apprendre la structure du réseau écologique associé à ces
données sont donc les données de présence/absence obtenues à partir des sommes des abondances des
pièges situés à 2m et à 32m pour chaque espèce et chaque parcelle. Dans ces données se trouvaient
également des informations sur des espèces d’oiseaux (et non d’arthropodes). Ces données concernant
les oiseaux sont en fait des données construites à partir des autres données d’abondance d’arthropodes
et non pas des données observées. Les données concernant les oiseaux ont donc été écartées.
Les autres espèces ne sont pas non plus toutes observées partout. Afin d’avoir des données
cohérentes, nous souhaitons éviter d’inclure les espèces qui n’ont jamais été observés. Nous faisons le
choix de considérer un jeu de données par type de culture, et de n’inclure dans ces jeux de données
que les espèces ayant été observées au moins une fois dans au moins une parcelle de cette culture.
Cela donne 4 différents jeux de données, tous ayant 2 pas de temps observés, mais chacun ayant un
nombre d’espèces différents :
— 41 espèces différentes sont observées dans les cultures de betterave.
— 29 espèces différentes sont observées dans les cultures de maïs.
— 40 espèces différentes sont observées dans les cultures de colza d’été.
— 29 espèces différentes sont observées dans les cultures de colza d’hiver.
Décrivons alors la procédure d’apprentissage des réseaux trophiques associés à ces données.
5.3 Apprentissage de réseau
5.3.1 Modélisation
L’apprentissage des réseaux écologiques associés aux arthropodes observés se fait par un modèle
de réseau bayésien dynamique étiqueté, la dynamique est mesurée sur deux pas de temps : early
(t = 0) et late (t = 1). La mesure de la présence ou de l’absence d’une espèce i à un instant t sur
une parcelle s est considérée comme la réalisation d’une variable aléatoire
s
Xti dont la probabilité
découle d’un modèle de réseau bayésien dynamique étiqueté où ε décrit la probabilité d’apparition
ou de survie spontanée, ρ décrit la probabilité de réussite d’une interaction positive (impulsion), τ
la probabilité de réussite d’une interaction négative (inhibition). pii =
q
pii ∪ rpii décrit l’ensemble des
parents de i, c’est à dire l’ensemble des espèces ayant une influence positive q ou négative r sur i.
Ces parents sont les mêmes pour toutes les parcelles. Πti désigne l’ensemble des variables aléatoires




N ti décrivent le nombre de parents dont l’influence est respectivement
positive et négative sur i présents à t. ui différencie les espèces basales des espèces non basales : si
i est basale, c’est à dire qu’elle n’a pas de parents à influence positive, soit
q
pii = ∅, alors ui = 0 ;
sinon, ui = 1. Ce modèle fixe la quantité εsur0 = 1 et εsur1 = 0 afin de gérer le fait qu’une espèce
basale n’a pas besoin d’influences positives pour survivre. La probabilité d’apparition d’une espèce
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L’apprentissage de la structure de ce réseau bayésien dynamique étiqueté consiste à trouver
pour chaque espèce son ensemble de parents le plus vraisemblable sachant les observations de sa
présence/absence sur les deux pas de temps, à l’aide de la procédure décrite dans le chapitre 4.
5.3.2 Apprentissage par graphe consensus
Un graphe dans lequel chaque espèce a 12 parents au maximum est appris par parcelle, et
l’agrégation des graphes de toutes les parcelles d’une certaine culture donne un graphe consensus
relatif à cette culture. Ces graphes sont représentés dans la figure 5.5 sous forme de heatmap, chaque
lien étant coloré selon le nombre de parcelles dans lequel il a été appris. On remarque que certaines
espèces ont des interactions avec beaucoup d’autres espèces. Le tableau 5.2 identifie les espèces dont
le plus d’arcs ont été reconstitués. Par exemple, en moyenne, 19,13 interactions négatives de Diptera
adults vers une autre espèce dans les cultures de betterave ont été apprises. Cette espèce a donc été
identifiée comme prédatrice ou compétitrice de 19,13 espèces en moyenne pour cette culture, et elle
a été identifiée comme proie ou facilitatrice de 26,15 espèces en moyenne pour cette culture.
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Figure 5.5 – Représentation par heatmap des graphes consensus appris pour chaque culture
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Espèce
Moyenne du nombre d’arcs partant de l’espèce nommée reconstituées
B M SR WR Total
négative positive négative positive négative positive négative positive
Diptera adults 19,13 26,15 18,11 24,89 25,67 25,03 16,50 32,93 23,61
Parasitica 33,68 20,38 23,57 13,43 26,92 22,72 28,82 13,43 23,40
Other Coleoptera 18,55 6,18 18,71 8,93 21,62 27,31 22,71 18,04 17,82
Aphidoidea 14,00 20,50 13,54 10,39 18,90 19,77 19,32 8,36 16,05
Sminthuridae 19,45 15,45 14,75 12,56 25,31 8,49 24,25 6,07 16,04
Entomobryidae 25,30 3,05 21,64 8,43 21,77 11,63 17,57 14,93 15,62
Staphylinidae adult 9,05 9,08 14,93 8,86 23,26 15,13 23,93 14,89 14,72
Araneae 16,15 14,95 16,57 10,54 17,87 10,10 10,82 6,64 13,27
Auchenorhyncha 16,43 9,18 10,64 7,46 17,77 8,33 10,18 1,26 10,66
Linyphiidae 12,73 8,68 11,61 3,29 8,33 11,28 13,04 5,89 9,51
Curculionidae 7,03 8,65 2,04 1,00 9,00 8,72 10,43 7,59 7,66
Isotomidae 6,10 7,07 11,23 1,00 2,54 1,00 6,75
Coleoptera 9,05 8,53 2,34 1,00 6,62
Cimicidae nymphs 8,30 2,33 5,46 1,32 6,38 6,51 5,24
Heteroptera 5,03 1,20 4,60
Diptera 9,05 4,38 2,21 1,41 4,40
Table 5.2 – Tableau renseignant le nombre moyen d’arcs dans les graphes appris dans chaque parcelle en excluant les espèces
d’oiseaux.
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5.3.3 Intégration des tailles des individus comme niveau trophique et
apprentissage par vraisemblance généralisée
Afin d’affiner l’apprentissage, nous souhaitons utiliser les informations sur la taille des espèces.
Les mesures de longueur et de poids moyen de plusieurs espèces permettent d’établir une « classe
» de taille de ces espèces, c’est à dire de regrouper les espèces ayant des tailles similaires (petites,
grandes etc.). Nous considérons 4 classes de taille différentes, de 1 (petites) à 4 (grandes). Plusieurs
espèces n’ont pas de taille bien identifiée. L’apprentissage de structure de réseau par réseau Bayésien
étiqueté permet d’intégrer des connaissances sur une structure du graphe en communautés distinctes.
La connaissance de la structure des communautés permet de prioriser certains arcs par rapport à
d’autres. Dans le cas d’un réseau trophique, ces communautés peuvent s’appliquer à la taille des
individus, que l’on peut interpréter sous la forme de niveau trophique. On peut alors changer les
probabilités P (Gij|ci, cj) de présence de certains arcs de la façon suivante :
— Aucune espèce ne peut avoir d’influence positive sur une espèce de classe de taille inférieure,
afin d’éviter qu’une espèce puisse être la proie d’une espèce plus petite : P (G+ij |ci > cj) = 0.
— Une espèce a plus de chances d’avoir une influence positive vers une espèce d’une classe
de taille proche de la sienne. L’intérêt est de voir apparaître des niveaux trophiques dans
la structure du graphe, et une espèce aura plus souvent pour proie des espèces du niveau
trophique directement inférieur. Par exemple, une espèce de classe 1 aura plus de chance
d’avoir une influence positive pour une espèce de classe 2 que pour une espèce de classe 3, et
de classe 4 : P (G+ij |cj − ci = 1) > P (G+ij |cj − ci = 2) > P (G+ij |cj − ci = 3). . .
— Une espèce a plus de chance d’avoir une influence négative sur une espèce d’une classe de
taille directement inférieure à la sienne. Cela priorise les relations trophiques vers des niveaux
trophiques proches. Une espèce peut avoir une influence négative sur n’importe quelle autre
espèce, mais avec une probabilité moindre : P (Gij + |ci − cj = 1) > P (Gij + |cj − ci 6= 1).
5.3.4 Apprentissage par vraisemblance généralisée et connaissance des
niveaux trophiques
L’agrégation de plusieurs graphes pose problème. Il est en effet difficile de construire un seul
graphe à partir d’une agrégation de plusieurs graphes. De plus, cette méthode d’agrégation n’est
pas très solide d’un point de vue théorique. L’apprentissage de la structure du réseau en prenant
en compte les tailles des espèces se fait donc en intégrant les données d’observation d’espèces de
tous les champs d’une même culture. Un seul graphe est appris : celui qui maximise la somme
des vraisemblances de tous les champs. La forme des graphes peut être visualisée dans la figure
5.6, où chaque point représente une espèce, placé au même endroit pour toutes les cultures. Les
espèces absentes d’un type de culture ont un numéro coloré en rouge dans la représentation du
graphe correspondant à cette culture. Les réseaux obtenus semblent très différents pour les 4 cultures
différentes, bien que certains arcs soient communs à plusieurs cultures.
5.4 Différences entre cultures
Puisque nous avions des données séparées par culture, nous avons décidé d’apprendre un réseau
par culture. Il est intéressant de comparer les réseaux appris pour les différentes cultures afin de








































































































































































Figure 5.6 – Représentation des graphes appris par la méthode d’apprentissage de réseau bayésien dyna-
mique étiqueté pour chaque culture. Les arcs en rouge représentent des influences positives et
les arcs en bleus des influences négatives. Le numéro associé à chaque nœud correspond aux
numéros associés aux espèces du Tableau 3. Les nœuds colorés en rouge correspondent aux
espèces n’ayant été observées dans aucune parcelle de la culture associée au graphe.
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Graph B M SR WR Global
B 79 (0) 10 (14) 12 (8) 7 (13) 52 (0)
M 10 (14) 46 (0) 8 (3) 10 (7) 12 (24)
SR 12 (8) 8 (3) 29 (0) 9 (1) 13 (10)
WR 7 (13) 10 (7) 9 (1) 55 (0) 9 (21)
Global 52 (0) 12 (24) 13 (10) 9 (21) 83 (0)
Table 5.3 – Nombre d’arcs similaires entre les réseau appris pour chaque culture. Les chiffres en noir
indiquent le nombre d’arcs présents entre une même paires d’espèces, de même orientation et de
même étiquette entre les graphes appris pour deux cultures. Les chiffres en rouge indiquent le
nombre d’arcs présents entre une même paires d’espèces, de même orientation mais d’étiquette
différente entre les graphes appris pour deux cultures.
universelles. Pour répondre à cette question, un graphe appris à partir de toutes les parcelles sans
distinction de culture est intéressant à apprendre car ce graphe global correspond à un graphe moyen
dans le cas où les interactions étaient communes à toutes les cultures. À l’œil, sur la figure 5.6, les
réseaux semblent différents. Ces différences sont confirmées par le tableau 5.3, où les chiffres en noir
indiquent le nombre d’arcs similaires (entre une même paire d’espèces et de même orientation) et
de même étiquette entre les graphes de deux cultures, et les chiffres en rouge indiquent le nombre
d’arcs similaires mais d’étiquette différente. Dans ce tableau, la culture "Global" indique les données
correspondantes à l’ensemble des parcelles sans distinction de culture et au graphe appris à l’aide
de ces données. La diagonale de ce tableau compare chaque graphe avec lui-même, et indique donc
le nombre d’arcs dans ce graphe. On remarque que les graphes associés à chaque culture sont très
différents en terme d’arcs, car entre deux cultures différentes, on ne trouve jamais plus de 15 arcs
similaires de même étiquette, et souvent un nombre équivalent d’arcs similaires d’étiquette différente.
Par exemple, on trouve 24 arcs entre les mêmes paires d’espèces et de même orientation entre les
graphes appris pour la betterave et le maïs, mais seuls 10 ont la même étiquette, les 14 autres ont
une étiquette différente. Il y a tout de même une exception : le graphe correspondant à la culture
de betterave compte 52 arcs entre les mêmes paires d’espèces, de même orientation et de même
étiquette que le graphe correspondant à toutes les cultures. Il est possible que la culture de betterave
contienne des espèces d’arthropodes dont les interactions peuvent se retrouver dans n’importe quelle
autre culture, mais que dans chacune des autres cultures, il existe des interactions ou des espèces très
spécifiques. Une autre interprétation possible est le fait que les interactions entre les espèces dans les
parcelles de betteraves soient plus "fortes", plus déterminantes sur les dynamiques temporelles des
espèces et plus stables que pour les autres cultures. De ce fait, ces interactions sont les mieux captées
dans le graphe global. Ces différences sont-elles dues à de vraies différences d’interactions entre les
cultures ou au fait que chacun de ces graphes est suffisamment générique pour pouvoir expliquer les
données observées pour n’importe quelle culture ? Pour cela, nous avons calculé la vraisemblance des
données correspondant à chaque culture par rapport à un modèle de réseau bayésien étiqueté dont
la structure du graphe correspond au graphe appris pour une autre culture. Par exemple, pour une
culture C1, un graphe G1 et des paramètres θ1 ont été appris. Nous calculons la vraisemblance des
données issues de C1 sachant les paramètres θ1 et un graphe G2 correspondant à un autre culture
C2. Le tableau 5.4 indique les résultats de ces calculs de vraisemblance pour les données de chaque
culture (en ligne) par rapport aux graphes de chaque culture (en colonne). Il est attendu que les
valeurs de vraisemblance situées sur la diagonale de ce tableau soient les plus élevées, car elles
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Graphe
Data B M SR WR Global
B -2526.23 -2555.66 -3476.53 -3858.50 -2706.41
M -2177.56 -1063.42 -2184.20 -1983.35 -1898.98
SR -2168.26 -2228.02 -1659.00 -2415.70 -2196.71
WR -2099.49 -1421.53 -1680.65 -768.55 -1701.80
Global -5170.31 -5148.71 -5622.41 -5807.81 -4890.77
Table 5.4 – Log-vraisemblance des données d’une culture (en ligne) sachant le graphe appris pour une autre
culture (en colonne). En gras : vraisemblances les plus élevées pour chaque ligne.
correspondent aux vraisemblances d’une culture par rapport au graphe appris pour la même culture.
C’est ce que l’on constate. Cependant, la vraisemblance des données correspondant aux parcelles de
betterave par rapport au graphe appris sur ces données est assez proche de celle calculée par rapport
au graphe appris avec les données correspondant aux parcelles de maïs. Cela pourrait s’expliquer
par la possible généricité des interactions présentes dans les cultures de betterave.
5.5 Comparaison avec les précédents travaux
[Tamaddoni-Nezhad et al., 2013] ont utilisé les abondances renseignées dans ce jeu de données,
ainsi que d’autres informations sur les espèces d’arthropodes afin d’apprendre les interactions entre
ces espèces à l’aide d’une méthode basée sur la programmation logique (voir section 1.4.1). Le
but est de chercher les faits de type "L’espèce i mange l’espèce j" à partir des informations de
l’abondance de i et de j pour une parcelle donnée, les tailles relatives de i et de j, et l’information sur
le régime alimentaire de i (ex : détritivore, herbivore, carnivore...) à l’aide des règles exposées dans
la section 1.4.1. L’apprentissage de ces faits par abduction se fait par validation croisée à l’aide de
programmation linéaire en nombres entiers, et l’évaluation de la qualité d’une interaction apprise de la
sorte est faite par une Estimation de fréquence d’hypothèse (HFE) [Tamaddoni-Nezhad et al., 2012].
La validation croisée divise les données écologiques en deux parties : des données d’apprentissage
servant à définir les règles, et des données de tests, sur lesquelles on applique ces règles 1. La fréquence
HFE d’une interaction est basée sur le nombre de fois où cette interaction a été apprise sur plusieurs
essais d’apprentissage où des permutations ont eu lieu sur les données d’apprentissage. Afin de
vérifier la cohérence des interactions apprises entre ces espèces, une vérification par fouille de texte
(text mining) sur la littérature scientifique a été réalisée. Le principe est de rechercher dans la
littérature scientifique issue de bases de données locales ou de moteurs de recherches (ex : google
scholar) des indices de présence de chaque interaction apprise par méthode logique. Un indice de la
présence d’une interaction trophique d’une espèce i sur une espèce j dans une publication scientifique
est l’existence, au sein de cette publication de :
— La mention de l’espèce i
— La mention de l’espèce j
— L’existence de termes issu du lexique des interactions trophiques ("manger", "se nourrir",
"proie", "consommer"...)
1. Plus précisément, la validation croisée consiste à effectuer plusieurs apprentissages, en changeant à chaque essai
les données d’apprentissage et de test.
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Le nombre de publications vérifiant ces critères (désigné comme Litterature hit ou LH ) pour une
interaction apprise entre deux espèces donne un score indiquant le degré de confiance que l’on peut
accorder à l’existence de ce lien. Ce score LH reste peu précis, et il est plus efficace de mesurer le
degré de confiance par un autre score dit ratio de fouille de texte TMR (Text mining ratio) calculé
comme le score LH divisé par la somme des mentions de toute autre espèce dans les sources utilisées.
Plus le score TMR est proche de 1, plus ces espèces semblent être spécifiquement décrites dans
la littérature comme ayant une interaction trophique. Ces méthodes apprennent des interactions
trophiques uniquement. Cependant, il est possible de comparer avec nos résultats, si on considère
qu’une interaction trophique correspond à une influence positive de la proie vers le prédateur et
une influence négative du prédateur vers la proie. Cette comparaison se fait sur les graphes appris
pour chaque culture par réseau bayésien étiqueté. En réalité, assez peu d’interactions "doubles"
entre deux espèces i et j ont été apprises par réseau bayésien dynamique étiqueté, c’est à dire des
interactions représentées par un arc de i vers j et un autre arc de j vers i. Pour comparer le graphe
appris par réseau bayésien dynamique étiqueté et celui appris par programmation logique, il est
donc possible de repérer les interactions trophiques apprises entre une proie i et un prédateur j par
programmation logique et les interactions positives de i vers j et/ou négatives de j vers i apprises
par réseau bayésien dynamique étiqueté. Il y a cependant assez peu d’interactions similaires apprises
par les deux méthodes. Les interactions apprises par les deux méthodes sont les suivantes :
— Aphidoidea est désigné comme proie de Bembidion guttula et de Araneae dans le graphe
appris par programmation logique, avec dans les deux cas un score HFE faible (<10%). Des
influences négatives de Bembidion guttula et Araneae vers Aphidoidea ont été apprises par
réseau bayésien étiqueté.
— Entombryidae est désigné comme proie de Coccinelid larvae (HFE = 100%, LH = 2, TMR <
10−3) et de Bembidion guttula (HFE ' 70%, LH = 2, TMR < 10−3) dans le graphe appris
par programmation logique. Une influence positive de Entombryidae vers Bembidion guttula
et une influence positive de Entombryidae vers Coccinelid larvae ont été apprises par réseau
bayésien étiqueté.
— Sminthuridae est désigné comme proie de Bembidion guttula (HFE = 100%, LH = 1, TMR <
10−3) et de Notiophilus biguttatus (HFE = 100%, LH = 7, TMR < 10−2) dans le graphe
appris par programmation logique. Des influences positives de Sminthuridae vers Bembidion
guttula et Notiophilus biguttatus ainsi qu’une influence négative de Bembidion guttula vers
Sminthuridae ont été apprises par réseau bayésien étiqueté.
Dans le réseau appris, on remarque par ailleurs que quelques espèces (Araneae, Bembidion guttula,
Diptera adults, Entomobryidae, Isotomidae) ont énormément d’influences négatives (plus de 7) vers
d’autres espèces, alors que la plupart des autres n’ont que peu d’influences. Ce sont d’ailleurs des
interactions issues de ces espèces qui sont apprises par les deux méthodes (méthode logique et
RBDE). Ce phénomène n’apparaît pas dans le réseau appris par méthode logique. Vu les différences
que l’on peut trouver entre les interactions apprises par réseau bayésien étiqueté et celles apprises
par méthode logique ou par text-mining, la question de la qualité de l’apprentissage par réseau
bayésien dynamique étiqueté se pose. Cette méthode d’apprentissage est-elle peu efficace, ou est-ce
que ces deux réseaux ne sont pas simplement incomparables car ils n’apprennent pas la même chose ?
La section suivante présente un bilan de ces résultats, et un début d’interprétation biologique.
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5.6 Bilan et interprétation biologique
Il est possible d’apprendre des réseaux écologiques à partir de données de présence/absence
d’espèces en exploitant la dynamique temporelle des espèces. Si cela permet de repérer d’importantes
différences entre les espèces de chaque culture et leurs interactions probables, les réseaux appris
sont très différents de ceux obtenus par d’autres méthodes issues des mêmes données. Cependant,
même si le jeu de données est le même au départ, on trouve une différence importante entre celles
utilisées pour la programmation logique et pour le réseau bayésien dynamique étiqueté. En effet, la
programmation logique utilise des données d’abondances d’espèces combinées au régime alimentaire
et aux tailles de chaque espèce et ne tient compte ni des différentes cultures ni des différentes dates
d’observation. L’apprentissage par réseau bayésien dynamique étiqueté n’utilise que l’information de
présence ou d’absence des espèces, leur taille et l’information de dynamique entre les deux dates
d’observations. Le fait que l’on utilise si peu d’information peut faire que l’on n’apprend pas vraiment
directement la structure d’un réseau écologique, mais qu’il faut plutôt interpréter le réseau appris
comme un "réseau probable", montrant des interactions écologiques soupçonnées.
Un tel réseau pourrait être utile si l’on étudie un écosystème peu connu, pour lequel on a peu de
données. Ce réseau probable faciliterait alors le travail des écologues trophiques qui souhaiteraient
connaître les interactions entre les espèces de cet écosystème. Ils pourraient en effet dans un premier
temps se concentrer sur les interactions probables apprises par réseau bayésien étiqueté, et en vérifier
la validité.
Si il est possible d’intégrer des connaissances expertes à priori, pendant l’apprentissage du réseau,
il peut également être utile d’en intégrer d’autres à posteriori, une fois le réseau probable appris.
Ces connaissances pourraient servir à classer les arcs selon la confiance que l’on peut accorder à
l’existence des interactions qu’ils représentent. Cela est déjà possible à l’aide des données dont on
dispose pour cette étude sur les arthropodes. En effet, si nous n’avions pas inclus les informations
d’abondance des espèces pour l’apprentissage du réseau, il est possible de les utiliser à posteriori afin
de trouver les arcs correspondant aux interactions entre les espèces les plus abondantes. L’hypothèse
étant que les espèces les plus abondantes sont celles qui influent le plus sur la dynamique des
autres espèces de l’écosystème. Ainsi, il est probable que les arcs entre deux espèces très abondantes
représentent bien leurs interactions, alors que les interactions entre des espèces moins abondantes
pourraient être perturbées par les espèces très abondantes. Il est donc moins probable que les arcs
incluant des espèces peu abondantes correspondent à des interactions réalistes.
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Conclusion
Cette thèse présente des travaux dans le domaine de l’intelligence artificielle motivés par une
application en écologie trophique. L’objectif est d’apprendre la structure d’un réseau écologique,
c’est à dire un ensemble d’interactions entre les espèces vivantes d’un écosystème donné, en utilisant
des données temporelles de présence/absence d’espèces et quelques connaissances expertes.
Bilan
Notre approche pour inférer un réseau écologique à partir de données temporelles de pré-
sence/absence d’espèces a été de définir un nouveau cadre méthodologique : les réseaux bayésiens
étiquetés. Ce modèle est un cas particulier de réseau bayésien dans lequel les arcs du graphe portent
une information qualitative appelée étiquette. Dans un tel modèle, le nombre de paramètres est
nettement réduit, chaque probabilité étant fonction d’un petit nombre de paramètres partagés
entre les variables. La probabilité associée à une variable dépend uniquement de son nombre de
parents présents et des étiquettes des arcs provenant de ces parents. Il est possible de caractériser un
réseau bayésien étiqueté comme un modèle utilisant des portes Noisy-OR [Diez, 1993] et Noisy-AND
contraintes. Un réseau bayésien étiqueté est utile pour modéliser tout phénomène interprétable
comme un processus de contact, comme la transmission d’une information, d’une maladie ou d’une
perturbation au sein d’un réseau. L’intérêt principal d’un tel modèle est qu’il ne compte qu’un
nombre restreint de paramètres, et que ce nombre de paramètres est indépendant de la structure du
graphe lorsque l’on connaît son nombre d’étiquettes. Un autre intérêt de ce modèle est la possibilité
d’intégrer facilement de la connaissance experte en fixant des valeurs de paramètres ou d’autres
éléments de ce modèle afin de réduire encore le nombre de paramètres inconnus. Cependant, cette
baisse du nombre de paramètres se fait au détriment d’une formule de la vraisemblance facilement
dérivable.
Nous avons également défini une méthode permettant d’apprendre la structure étiquetée du
graphe associé à un tel modèle. Il s’agit d’un algorithme glouton alternant deux étapes jusqu’à
convergence. L’étape dite d’estimation estime la valeur des paramètres à structure de graphe fixée
par maximisation de vraisemblance. Le nombre restreint de paramètres rend cette étape très peu
coûteuse. L’étape dite de restauration apprend la structure de graphe la plus vraisemblable à
paramètres fixés. Cette étape se fait par la résolution d’un programme linéaire en nombres entiers.
La structure est complexe à apprendre, ce programme linéaire pouvant être de grande taille. Les
avantages de résoudre cette étape par programmation linéaire sont principalement la possibilité
d’utiliser des d’outils de résolution existants [Schrijver, 1998], et la possibilité d’exprimer de la
connaissance experte sous forme de contraintes linéaires. Un type de connaissance que nous avons
intégré à ce problème de programmation linéaire se fait sous forme de priors sur les arcs du graphe à
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l’aide d’un modèle stochastique à blocs afin de distinguer, dans le cadre de l’apprentissage de réseaux
écologiques, les niveaux trophiques des espèces. Les résultats sur des données simulées montrent
que l’apprentissage de cette structure est plus efficace lorsque l’on dispose de plusieurs jeux de
données indépendants. Intégrer des connaissances expertes dans le processus d’apprentissage améliore
nettement sa qualité. En revanche, sans jeux de données indépendants ni connaissances expertes, il
est rare que les données de présence/absence temporelle contiennent suffisamment d’information
pour apprendre un réseau écologique cohérent.
Cette méthode a été testée pour apprendre la structure de réseaux écologiques à partir de données
réelles de présence/absence d’espèces d’arthropodes dans des champs expérimentaux. Cette méthode
permet de retrouver des interactions semblant cohérentes pour les écologues, et de constater des
différences entre les réseaux écologiques de différentes cultures. Cependant, plusieurs interactions
connues ne sont pas apprises, et certaines interactions apprises ne semblent pas correspondre à
des interactions réelles. L’utilisation de données binaires est sans doute un facteur limitant, les
informations que l’on peut extraire de ces données étant limitées. Il est probable que cette méthode
capte davantage des corrélations entre espèces que des causalités, rendant difficile de distinguer des
dynamiques d’espèces dues à des interactions directes de celles dues à des interactions indirectes
ou à des facteurs externes aux interactions entre espèces. Un réseau appris par cette méthode à
partir de données binaires serait alors un réseau d’interactions probables. Ce réseau permettrait aux
écologues d’avoir une idée globale, bien qu’imprécise, des espèces semblant évoluer conjointement.
Cela pourrait servir de base pour guider une étude plus approfondie des interactions écologiques, en
indiquant des espèces pouvant avoir un impact sur l’écosystème. Ce travail de facilitation pourrait
être utile en cas d’étude d’un écosystème mal connu, dans lequel les observations précises sont
difficiles ou coûteuses.
Perspectives
Si le cadre méthodologique des réseaux bayésiens étiqueté a été posé, il y a encore eu assez peu
d’essais sur l’efficacité de la méthode d’apprentissage. Une première étape sera donc d’effectuer
des essais sur données simulées pour d’autres modèles de réseaux bayésiens étiquetés que celui
des réseaux écologiques. À court terme, un package Matlab sera proposé afin de diffuser cette
méthode et de permettre à d’autres chercheurs de s’en emparer sur d’autres applications. Il serait
notamment intéressant d’utiliser ce type de modèles dans des cadres différents de l’apprentissage de
réseaux écologiques. Par exemple, un réseau bayésien étiqueté pourrait convenir pour modéliser la
diffusion d’une information ou d’une rumeur au sein d’un réseau social [Nekovee et al., 2007]. Dans
ce cas, le cadre des réseaux bayésiens étiquetés pourrait aider à comprendre le mode de diffusion de
l’information, ou à apprendre un réseau social mal connu à partir de la connaissance des individus
ayant reçu l’information.
Le cadre des réseaux bayésiens étiqueté pourrait également à moyen terme être davantage
généralisé. En effet, ce cadre n’est défini pour l’instant qu’avec des variables binaires et dans sa
définition actuelle pour une variable i, un parent j de i (Xj = 0) est absent, l’arc correspondant
n’est pas actif, et n’a pas d’impact sur Xi. Il serait intéressant d’intégrer la possibilité de modéliser
l’impact d’un arc correspondant à un parent absent. Plus généralement, cela pourrait revenir à
considérer le cas où les variables du modèle ne sont pas binaires, mais peuvent prendre plusieurs
valeurs. Dans un réseau bayésien étiqueté multivarié, l’étiquette d’un arc de j vers i aurait un impact
différent pour chaque valeur possible de Xj . Dans le cadre d’un réseau bayésien dynamique étiqueté
multivarié, l’étiquette d’un arc de j vers i aurait un impact différent sur Xt+1i pour chaque valeur
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différente de Xtj et de Xti .
Par ailleurs, la méthode d’apprentissage par programmation linéaire en nombres entiers n’est
peut-être pas la plus optimale. D’autres méthodes d’apprentissage pourraient voir le jour sur ce
type de réseau bayésien. Le premier ajustement possible pour l’apprentissage de réseau serait
d’utiliser la relaxation du programme linéaire en nombres entiers [Jaakkola et al., 2010], c’est à
dire autoriser les variables constituant le programme linéaire à prendre des valeurs réelles. De
plus, si les scores pénalisant la vraisemblance par le nombre de paramètres sont inutiles dans le
cadre des réseaux bayésiens étiquetés (car le nombre de paramètres est fixe et indépendant de la
structure), la vraisemblance n’est pas nécessairement le score le plus approprié car il ne privilégie
pas nécessairement une structure de graphe simple. Établir un score permettant de pénaliser la
complexité du graphe sans se baser sur le nombre de paramètres pourrait être utile. En effet, la
vraisemblance non pénalisée pour l’apprentissage de structure de réseau bayésien étiqueté n’a pas
toutes les propriétés d’un score classique, notamment le fait d’avoir un paramètre de pénalisation sur
lequel se base l’algorithme branch and bound [Suzuki, 1996] ou l’algorithme de [Dojer, 2006]. Parmi
les autres contraintes induites par la méthode d’apprentissage présentée ici, il y a le fait que l’on
considère des données complètes. Il serait utile d’adapter au cas étiqueté des méthodes classiques
adaptées au cas de données incomplètes ou de variables non observables, comme l’algorithme E-M
[Dempster et al., 1977]. D’autres types de connaissances expertes pourraient être ajoutées dans le
processus d’apprentissage. Une approche possible serait de rendre l’algorithme d’apprentissage plus
interactif [Cano et al., 2011], en ajoutant la connaissance de certains arcs pendant le processus
d’apprentissage [Masegosa and Moral, 2013]. Ainsi, à chaque graphe proposé, un expert pourra en
évaluer la pertinence et éventuellement relancer la procédure d’apprentissage en tenant compte de
cette analyse en fixant l’absence ou la présence de certains arcs.
L’utilisation des réseaux bayésiens étiquetés pour l’inférence de réseaux écologiques gagnerait à
être encore discutée et testée. Le réseau obtenu semble pouvoir être un réseau d’interactions probables
entre espèces. Il serait intéressant de vérifier si, dans un écosystème mal connu, les interactions
apprises par apprentissage de réseau bayésien étiqueté aident à l’établissement d’un réseau écologique
cohérent. De plus, les interactions actuellement apprises semblent surtout être des mesures de
corrélation, plus que de causalité. Pour l’instant, cette méthode ne permet pas d’identifier clairement
la nature des interactions apprises. Des informations écologiques ou des données supplémentaires
pourraient aider à mieux identifier la nature des arcs appris. Selon la nature des interactions apprises,
il serait intéressant de discuter sur l’utilisation que l’on peut faire des réseaux écologiques obtenus.
Une idée d’utilisation de l’apprentissage de réseau écologique par réseau bayésien dynamique
étiqueté est son utilisation dans le cadre de la gestion adaptative [Williams and Brown, 2016]. La
gestion adaptative consiste à trouver un moyen optimal de gérer des ressources à l’aide d’informations
initialement mal connues, que l’on cherche à apprendre conjointement avec la gestion. La gestion
de ressources naturelles comme la biodiversité peut se faire à l’aide de la connaissance des réseaux
écologiques [Kitchell, 2012]. Cependant, puisque le réseau écologique est souvent mal connu, une
idée serait d’utiliser les techniques de gestion adaptative afin de conjointement gérer les ressources
naturelles tout en apprenant la structure de réseau la plus plausible. Le but est de rechercher
une stratégie permettant de distribuer les ressources alloués aux différentes actions de gestion et
d’apprentissage afin d’avoir un compromis entre le bon apprentissage, la gestion de la biodiversité, et
un coût raisonnable. Dans ce cas, l’apprentissage par renforcement [Sutton et al., 1998] dans le cadre
des processus décisionnels de Markov [Puterman, 2014], dont le but est d’étudier les conséquences
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