The main focus in this paper is exact linesearch methods for minimizing a quadratic function whose Hessian is positive definite. We give two classes of limited-memory quasi-Newton Hessian approximations that generate search directions parallel to those of the method of preconditioned conjugate gradients, and hence give finite termination on quadratic optimization problems. The Hessian approximations are described by a novel compact representation which provides a dynamical framework. We also discuss possible extensions of these classes and show their behavior on randomly generated quadratic optimization problems. The methods behave numerically similar to L-BFGS. Inclusion of information from the first iteration in the limited-memory Hessian approximation and L-BFGS significantly reduces the effects of round-off errors on the considered problems.
Introduction
In this work we mainly study the behavior of limited-memory quasi-Newton methods on unconstrained quadratic optimization problems on the form min x∈R n 1 2
where H = H T and H ≻ 0. (Throughout, we use "≻" to denote positive definite.) In particular, exact linesearch limited-memory quasi-Newton methods that generate search directions parallel to those of the method of preconditioned conjugate gradients (PCG) are considered. Under exact linesearch parallel search directions imply identical iterates. Limited-memory quasi-Newton methods have previously been studied by various authors, e.g., as memory-less quasi-Newton methods by Shanno [19] , limited-memory BFGS (L-BFGS) by Nocedal [16] and more recently as limited-memory reduced-Hessian methods by Gill and Leonard [12] . In contrast, we specialize to exact linesearch methods for problems on the form (QP). The model method is PCG, which is interpreted as a particular quasi-Newton method as is done by e.g., Shanno [19] and Forsgren and Odland [10] . We start from a result by Forsgren and Odland [10] , which provides necessary and sufficient conditions on the Hessian approximation for exact linesearch methods on (QP) to generate search directions that are parallel to those of PCG. The focus is henceforth directly on Hessian approximations with this property. The approximations are described by a novel compact representation which contains explicit matrices together with gradients and search directions as vector components. The framework for the compact representation is first given for the full Broyden class where we consider unconstrained optimization problems on the form min x∈R n f (x), (1.1) where the function f : R n → R is assumed to be smooth. Compact representations of quasi-Newton matrices have previously been used by various authors but were first introduced by Byrd, Nocedal and Schnabel [1] . They were thereafter extended to the convex Broyden class by Erway and Marcia [5, 6] , and to the full Broyden class by DeGuchy, Erway and Marcia [3] . In contrast, we give an alternative compact representation of the Hessian approximations in the full Broyden class which only contains explicit matrices and gradients as vector components. In addition we discuss how exact linesearch is reflected in this representation.
Compact representations of limited-memory Hessian approximations in the Broyden class are also discussed by Byrd, Nocedal and Schnabel [1] and Erway and Marcia [6] . In contrast, our discussion is on limited-memory representations of Hessian approximations intended for exact linesearch methods for problems on the form (QP), and the approximations are not restricted to the Broyden class. In addition, our alternative representation provides a dynamical framework for the construction of limited-memory approximations for the mentioned purpose.
The motivation for this work originates from interior-point methods, which constitute some of the most widely used methods in numerical optimization. As the problems become larger the arising systems of linear equations typically become increasingly computationally expensive to solve and iterative methods may be considered. In exact arithmetic, our model method is the method of preconditioned conjugate gradients, but this method may be too inaccurate in finite precision. Quasi-Newton methods may be expected to be significantly more accurate, but the computational cost is typically too high. In consequence, we aim for less computationally expensive limited-memory versions of quasi-Newton methods that are more accurate than the method of preconditioned conjugate gradients. The goal is to provide better understanding of whether it is viable and/or efficient to use such methods to approximately solve the systems of linear equations that arise as interior-point methods converge.
In Section 2 we provide a brief background to quasi-Newton methods, unconstrained quadratic optimization problems (QP) and to the groundwork that provides the basis for this study. Section 3 contains the alternative compact representation for the full Broyden class. In Section 4 we present results which include two limitedmemory Hessian approximation classes together with a discussion of how to solve the systems of linear equations that arise using reduced-Hessian methods. Section 5 contains numerical results on randomly generated quadratic optimization problems. Finally in Section 6 we give some concluding remarks.
Background
In this section we give a short introduction to quasi-Newton methods for unconstrained optimization problems on the form (1.1). Thereafter, we give a background to unconstrained quadratic optimization problems (QP) and to the groundwork that provides the basis for this study.
Background on quasi-Newton methods
Quasi-Newton methods were first introduced as variable metric methods by Davidon [2] and later formalized by Fletcher and Powell [9] . For a thorough introduction to quasi-Newton methods see, e.g., [7, Chapter 3] and [17, Chapter 6] . In quasiNewton methods the search direction, p k , at iteration k is generated by
where B k is an approximation of the true Hessian ∇ 2 f (x k ) and g k is the gradient ∇f (x k ). It is throughout this work assumed that B k is symmetric, i.e. B k = B T k . However, there are classes that consider asymmetric Hessian approximations, e.g. the three-parameter Huang class [15] . The symmetric part of the Huang class is a two-parameter class that satisfy the scaled secant condition
where
and σ k is one of the free parameters. The most well-known quasi-Newton class is obtained if σ k = 1 in (2.2), namely the one-parameter Broyden class. The Hessian approximations of the Broyden class can be written as
with φ k−1 as the free parameter [8] . The Broyden-Fletcher-Goldfarb-Shanno (BFGS) update scheme is obtained if φ k−1 = 0 and Davidon-Fletcher-Powell (DFP) if φ k−1 = 1. In this work we study Hessian approximations described by compact representations with gradients and search directions as vector components. We will therefore throughout this work explicitly use the quantities g, p and the steplength α in all equations. In this notation, the Broyden class Hessian approximations in (2.3) may be written as
In (2.4) it may be observed that the previous Hessian approximation is in general updated by a rank-two matrix with range equal to the space spanned by the current and the previous gradient. Furthermore, it is well known that under exact linesearch all Broyden class updates generates identical iterates, as shown by Dixon [4] .
The case φ k−1 = 0 in (2.4), i.e., the BFGS update, will have a particular role in part of our analysis. We will refer to quantities B k , p k and α k corresponding to this case as
Background on quadratic problems
Solving (QP) is equivalent to solving the linear system
which has a unique solution if H ≻ 0. The quadratic optimization problem in (QP), and hence the linear system (2.5), is in this work considered to be solved by an exact linesearch method on the following form. The steplength, iterate and gradient at iteration k is updated as
which together with a specific formula for p k constitute the particular exact linesearch method. The model exact linesearch method is summarized in the algorithm below.
Algorithm 2.1 An exact linesearch method for solving (QP).
The search direction in Algorithm 2.1 may be calculated using PCG with a symmetric positive definite preconditioner M . The corresponding algorithm for solving (2.5) may be formulated using the Cholesky factor L defined by M = LL T . This is equivalent to the application of the methods of conjugate gradients (CG) to the preconditioned linear system
withx = L T x, see, e.g., Saad [18, Chapter 9.2] . If all quantities generated by CG on (2.6) are denoted by "ˆ", then these quantities will relate to those from CG on (2.5) as,ĝ = L −1 g andp = L T p. The iteration space when M = I or when M is an arbitrary symmetric positive definite matrix will thus be related through a linear transformation. In this work the following PCG update is considered,
If no preconditioner is used, i.e. M = I, then (2.7) is the update referred to as Fletcher-Reeves, which together with the exact linesearch method of Algorithm 2.1 is equivalent to the method of conjugate gradients by Hestenes and Stiefel [14] . If the search direction (2.7) is used in Algorithm 2.1, the method terminates when g r = 0 for some r where r ≤ n and x r solves (QP). The search directions generated by the method are mutually conjugate with respect to H and satisfy p i ∈ span {M −1 g 0 , . . . , M −1 g i } , i = 0, . . . , r. In addition, it holds that the generated gradients are mutually conjugate with respect to M −1 , i.e. g T i M −1 g j = 0, i = j. By expanding (2.7), the search direction of PCG may be expressed as
The discussion in this work is mainly on Hessian approximations B k that generate p k that are parallel to p P CG k . We will therefore hereinafter only consider the preconditioner M = B 0 where B 0 is symmetric positive definite. Forsgren and Odland have provided necessary and sufficient conditions on B k for an exact linesearch method to generate p k that are parallel to p P CG k [10] . This result provides the basis of this work and for completeness it is reviewed below. , i = 0, . . . , k − 1, are the search directions of the method of preconditioned conjugate gradients using a positive definite symmetric preconditioning matrix B 0 , as stated in (2.7). Let C k be defined as
Then,
and it holds that B 0 C k p P CG k = −g k . In addition, if p k is given by B k p k = −g k with B k nonsingular, then, for any nonzero scalar δ k , it holds that p k = δ k p P CG k if and only if
or equivalently if and only if
Finally, it holds that B k ≻ 0 if and only if W k ≻ 0.
Proof. See [10, Proposition 4] .
With the exact linesearch method of Algorithm 2.1 for solving the unconstrained quadratic optimization problem (QP), parallel search directions imply identical iterates, and therefore search directions parallel to those of PCG imply finite termination. Huang has shown that the quasi-Newton Huang class, the Broyden class and PCG generate parallel search directions [15] .
Finally we review a result which is related to the conjugacy of the search directions. The result will have a central part the analysis to come. Lemma 2.1. Consider iteration k, 1 ≤ k < r, of the exact linesearch method of Algorithm 2.1 for solving the unconstrained quadratic optimization problem (QP ). Let B 0 be a symmetric positive definite n×n matrix.
Proof. Note that by the assumptions, g i , i = 0, . . . , k, are identical to those generated by PCG. We first show the only-if direction. Premultiplication of p P CG k of (2.8) by g T i while taking into account the conjugacy of the g j 's with respect to B
To show the other direction, let
Premultiplication of (2.10) by g T i while taking into account the conjugacy of the g j 's with respect to B
Insertion of (2.11) into (2.10) gives p k = δ k p P CG k , with p P CG k given by (2.8).
A compact representation of the Broyden class Hessian approximations
In this section we consider unconstrained optimization problems on the form (1.1) and give a compact representation of the Hessian approximations in the full Broyden class. The representation contains only explicit matrices and gradients as vector components. Thereafter we also show how exact linesearch is reflected in the representation.
Lemma 3.1. Consider iteration k of solving the unconstrained optimization problem (1.1) by a quasi-Newton method where, for a given B 0 , at each iteration i, i = 0, . . . , k − 1, the search direction p i has been given by B i p i = −g i , where B i is any nonsingular Broyden class Hessian approximation of the form (2.4). Any Hessian approximation in the Broyden class can then be written as
or equivalently
and T k ∈ R (k+1)×(k+1) is a symmetric tridiagonal matrix on the form
Proof. The result follows directly from telescoping (2.4) and writing it on outer product form.
The compact representation in Lemma 3.1 requires storage of (k+1) gradient vectors and an explicit component matrix, T k , of size (k+1)×(k+1). In comparison to compact representations given in [1] , [5] and [6] that require storage of 2k vector-pairs (B 0 s i , y i ), i = 0, . . . , k − 1, and an implicit 2k×2k component matrix. However when considering the inverse Hessian approximation, although the amount of storage is preserved in the suggested representation, it does not provide an explicit component matrix. For a discussion on the corresponding representation of the inverse Hessian approximation, see Appendix C.
One of the most commonly used quasi-Newton update schemes is the BFGS update, i.e., the update where B k takes the form (2.4) for φ k−1 = 0. We will put a particular focus on this update in the remainder of this section and refer to quantities B k , p k and α k corresponding to this case as B BF GS 
, where
and
is a symmetric tridiagonal matrix with elements given in (3.2a)-(3.2d).
Proof. The BFGS updates are obtained by setting φ i = 0 for i = 0, . . . , k − 1 in (2.4). The result then follow directly from Lemma 3.1 by setting
Exact linesearch
In this section we consider the case when the linesearch steplength is chosen such that
is chosen as the steplength to a stationary point along p k−1 . Under exact linesearch the rank-one matrix
Consequently, the choice of Broyden member is only reflected in the diagonal of T k in Lemma 3.1. This can be observed directly in (3.2e) -(3.2h) by making use of the exact linesearch condition
become zero and the diagonal terms may be simplified to
Any Hessian approximation in the Broyden class may in fact be written as
thus B k is independent of φ i for i = 0, . . . , k − 2 and the choice of Broyden member only affects the scaling of the search direction. This result is not new, however an addition to this and an alternative proof using the proposed compact representation is given in Lemma 3.2. The result is given to emphasize the properties that follow solely from exact linesearch. In comparison to the properties that stem from exact linesearch on quadratic optimization problems (QP), which are discussed in Section 4. 
and the search direction satisfies
Proof. Recall that all the Broyden class updates generate identical iterates under exact linesearch, hence the generated gradients are independent of the member. The proof will be by induction. As base step, consider k = 1. B 0 is independent of φ and thus
Note that B BF GS
= 0 then the requirements of Lemma A.1 are satisfied. It then follows that
For the induction step, assume that the result holds for k = 0, . . . , r − 1 and consider k = r. Any Broyden class Hessian approximation can by Lemma 3.1 and (3.3) be written as
To simplify the notation the quantity φ −1 /g T −1 p −1 is used and set to zero. By the assumptions α i p i = α BF GS i p BF GS i for i = 0, . . . , r − 1 and hence the second term in the sum is independent of the Broyden member. Furthermore, by the induction hypothesis it holds that
Insertion of (3.6) into (3.5) and using Corollary 3.1 gives
It holds that B BF GS 
This completes the induction.
The result of Lemma 3.2 directly shows that all members of the Broyden class generate parallel search directions under exact linesearch, and explicitly how the choice of member affects the scaling.
Quadratic problems
In this section we consider quadratic problems on the form (QP) and start from the requirement that p k generated by the exact linesearch method of Algorithm 2.1 shall be parallel to p P CG k . Motivated by the performance of the Broyden class, we start by considering Hessian approximations B k = B k−1 + U k where U k is a symmetric rank-two matrix with R(U k ) = span ({g k−1 , g k }) and thereafter look at generalizations. A characterization of all such update matrices U k is provided as well as a multi-parameter Hessian approximation that generates p k = δ k p P CG k for scalar a δ k . Thereafter, we consider limited-memory Hessian approximations with this property, discuss potential extensions and how to solve the arising systems with a reduced-Hessian method. 
where ρ k−1 is a free parameter.
Proof. The assumptions in the proposition together with Proposition 2.1 and B k = B k−1 + U k give the following necessary and sufficient condition on U k such that
for a scalar δ k = 0.
Any symmetric rank-two matrix, U k , with R(U k ) = span {g k−1 , g k } can be written as
which is independent of ρ k−1 . Identification of terms gives
The result in Proposition 4.1 provides a two-parameter update matrix, U k . If the conditions of Proposition 4.1 apply then it follows directly from U k that the iterates satisfy the scaled secant condition (2.2). This can be seen by considering
Consequently the characterization in Proposition 4.1 provides a class which under exact linesearch on quadratic optimization problems (QP) is equivalent to the symmetric Huang class. The scaling in the secant condition does neither affect the search direction nor the scaling of it. Utilizing the secant condition sets the parameter
that together with the change of variable
gives the exact linesearch form of the Broyden class matrices in (2.4). Hence, as expected, utilizing the secant condition fixates one of the parameters and gives the Broyden class. It can also be observed in the update matrix U k of Proposition 4.1 why the Broyden symmetric rank-one update breaks down for the unit steplength.
component to become zero and hence δ k , or φ k−1 if preferred, can not be chosen such that U k reduces to a rank-one matrix. Moreover, if U k of Proposition 4.1 is required to be a symmetric rank-one matrix, ρ k−1 may be eliminated from the update formula to give the one-parameter class suggested by Forsgren and Odland [10] . The result of Proposition 4.1 motivates further study of the structure in the corresponding Hessian approximations.
Lemma 4.1. Consider iteration k, 1 ≤ k < r, of the exact linesearch method of Algorithm 2.1 for solving the unconstrained quadratic optimization problem (QP ). Assume that B i p i = −g i , i = 0, . . . , k − 1, where B 0 is a symmetric positive definite n × n matrix and
3)
for i = 1, . . . , k with ρ i−1 and ϕ i chosen such that B i is nonsingular. Then B k takes the form
Proof. With the assumptions in the proposition, the update of (4.3) satisfies the requirements of Proposition 4.1 and hence for each i, i = 0, . . . , k − 1, it follows that
Inverting (4.5) and taking into account that
By telescoping (4.3) at iteration k we obtain
Insertion of (4.6) into (4.7) gives (4.4).
Lemma
. . , k − 1, and ϕ k chosen such that B k is nonsingular. Then,
In particular, if
Proof. From Proposition 4.1 and Lemma 4.1 it follows that B k given by (4.4)
0 g k and hence satisfies 
The result in Proposition 4.2 together with exact linesearch method of Algorithm 2.1 provide a multiple-parameter class that generates parallel search directions to those of PCG. In the framework of updates on the form B k = B k−1 + U k this class allows update matrices with R(U k ) = span ({g 0 , . . . , g k }) and reduces to the symmetric Huang class if R(U k ) = span ({g k−1 , g k }) is required. In (4.8) of Proposition 4.2 it can be observed that the direction is determined by the components in the first term of the sum, compare with (2.8). The parameter ϕ k only scales the direction and it is independent of ρ (k) i , i = 0, . . . , k − 1. Certain choices of these parameters merely guarantee nonsingularity of the Hessian approximation and may provide numerical stability. We will therefore refer to the terms corresponding to the parameters ρ 
Limited-memory Hessian approximations
In this section we extend the above discussion to limited-memory Hessian approximations. Note that the approximation given in (4.4) can be written on outer product form, similarly as in Lemma 3.1, using gradients as vector components. This gives a form, B k = B 0 +M k where R(M k ) = span({g 0 , . . . , g k }. From (2.8) it directly follows that p P CG k ∈ span({B 
7). Let
A k = {j 1 , . . . , j m k } ⊆ {0, . . . , k} with j 1 < j 2 < · · · < j m k such that k ∈ A k and let I k = {0, . . . k} \ A k . Furthermore, let p k satisfy B k p k = −N k g k where B k = B 0 + m k −1 i=1 1 g T j i p j i + ϕ j i g j i g T j i + ρ (k) j i (g j i+1 − g j i )(g j i+1 − g j i ) T + ϕ k g k g T k ,(4.
11a)
Proof. The assumptions in the theorem satisfy the requirements of Proposition 4.2 and Lemma 4.1. Consider B k given by (4.8) of Proposition 4.2, the search direction generated by B k p k = −g k then satisfies (4.9). The corresponding matrix B k can by Lemma 4.1 equivalently be written as the telescoped form of (4.3)
where ϕ 0 = 0. Identifying terms in (4.12) and (4.8) of Proposition 4.2 gives
Insertion of (4.12) into the quasi-Newton equation (2.1) gives
The direction satisfies (4.9) and hence it follows from Lemma 2.1 that p T k g i = c k , i = 0, . . . , k. Premultiplication of (4.9) by g T k gives
Consider (4.14), multiplication of p k with the terms in the sum corresponding to indices in I k , application of Lemma 2.1 and insertion of (4.15) gives
which gives (4.11a). Insertion of (4.13) into the matrix of (4.16) gives Note that the if part of Proposition 4.1 may be extended to updates on the form
where k j=0 m (k) j = 0. Lemma 4.1, Proposition 4.2 and hence also Theorem 4.1 may then with Lemma A.8 similarly be extended to hold for updates on this form. However, in our opinion this would not provide a significant increase in understanding but instead make the analysis more tedious and difficult to follow. We therefore chose to give the result in Proposition 4.1 for rank-two update matrices with R(U k ) = span ({g k−1 , g k }). Moreover, the update in Theorem 4.1 relies heavily on the result in Lemma 2.1 which is exact on quadratic problems. For non-quadratic problems other more accurate approximations and modifications may be considered to improve the method.
The discussion has so far been on Hessian approximations on the form B k = B 0 + M k where M k has gradients as basis components. The discussion will now be extended to also consider M k that in addition includes information from the search directions in the basis. By (2.7) it is sufficient to have
A Hessian approximation that fulfills this and gives p k = p P CG k is given in Proposition 2.1 as
The idea is to combine this approximation with the stabilizers of Proposition 4.2 and allow for scaling. The resulting Hessian approximation together with some of its properties is given in the theorem below. , i = 0, . . . , k − 1, are the search directions of the method of preconditioned conjugate gradients using a positive definite symmetric preconditioning matrix B 0 , as stated in (2.7). Let A k ⊆ {0, . . . , k − 1} and let p k satisfy B k p k = −g k with
i , i ∈ A k , and ϕ k chosen such that B k is nonsingular. Then
Proof. Consider the case ϕ k = 0. The equation C T k B 0 C k p k = −g k has by Proposition 2.1 the the unique solution p k = p P CG k . If the matrix remains nonsingular adding terms orthogonal to p k have no affect on the direction. By Lemma 2.1
Let u ∈ R n be a nonzero vector, pre-and postmultiplication of (4.18) with ϕ k = 0 by u T respectively u gives
It follows that B k is positive definite if
The positive definiteness of B 0 and the existence of C 
The results in Theorem 4.1 and Theorem 4.2 provide multi-parameter limitedmemory Hessian approximations where the memory usage can be changed between the iterations. The information in the Hessian approximation may be chosen as the method progresses and there is no restriction to only include information from the m k -latest iterations. All information may also be expressed in terms of search directions and the current gradient g k . This provides the ability to reduce the amount of storage when the arising systems are solved by reduced-Hessian methods, described in Section 4.2, with search directions in the basis.
Note that the result in Theorem 4.2 can be generalized by instead introducing stabilizers on the form
where A k ⊆ {0, . . . , k − 1} and k j=0 m (k) ij = 0 for all i ∈ A k . Or alternatively to Hessian approximations on the form B k = C T k B 0 C k + F k as long as B k remains nonsingular and F k p k = 0. However, for the same reasons as above and due to the numerical properties, shown in the Section 5, we chose to give the result for the formulation in Theorem 4.2.
Solving the systems
In this section we discuss solving systems of linear equations using reduced-Hessian methods. These methods provide an alternative procedure for solving systems arising in quasi-Newton methods. We follow Gill and Leonard [11, 12] and refer to their work for a thorough introduction.
Assume that the Hessian approximation given by (4.18) of Theorem 4.2 is used together with the exact linesearch method of Algorithm 2.1 for solving the unconstrained quadratic optimization problem (QP ). The search direction at iteration k then satisfies p k = δ k p P CG k for a scalar δ k and hence by (2.7)
0 g k } and let S k be a subspace such that S m k ⊆ S k . Furthermore let S k be a matrix whose columns span S k and Z k be the matrix defined by the QR-factorization S k = Z k R k where R k is a nonsingular upper triangular matrix. It then follows that the search direction can be written as p k = Z k u k for some vector u k . Premultiplication of the quasi-Newton equation
which has a unique solution if B k is positive definite. Hence p k = Z k u k where u k satisfies (4.22). Note that the analogous procedure is also applicable for the result of Theorem 4.1 where the Hessian approximation is given by (4.11a) and p k is generated by
The minimal space required is S k = S m k but other feasible choices are for example
. . , B −1 0 g k } where 0 < t < k.
Numerical results
In this section we give numerical results for solving randomly generated quadratic optimization problems on the form (QP). Our framework is a MATLAB implementation where the arising systems of linear equations were solved by MATLAB's built in solver. We refer to Gill and Leonard [11, 12] for a more detailed update and solve of the reduced systems. The Hessians were symmetric positive definite and the condition number corresponding to the problems with n = 40, 200-300 and 1000 variables were in the order of 10 2 -10 3 respectively 10 4 and 10 5 . All figures correspond to representative results from approximately 100 simulations. Convergence for a member in the proposed class of quasi-Newton methods (4.8) in Proposition 4.2, here denoted by MuP, is shown in Figure 1 . The figure also contains the convergence of the BFGS method and PCG in both finite and exact arithmetic, all with B 0 = I. In this study we consider exact arithmetic PCG as the original but with 512 digits precision. The parameters of (4.8) were chosen as follows, ϕ k = 0 for all k and All the methods compared in Figure 1 are with the exact linesearch method of Algorithm 2.1 equivalent in exact arithmetic on unconstrained quadratic optimization problems (QP). However, in finite arithmetic this is not the case. As can be seen in the figure, PCG suffers from round-off errors while BFGS behaves like the exact arithmetic PCG. The maximum error from all simulations between the iterates of BFGS and exact PCG was 5.1 · 10 −14 , i.e.
Consequently, the BFGS method does not suffer from round-off errors on these quadratic optimization problems. By the result of Proposition 4.2 it is not required to fix the parameters ρ (k)
i , i = 0, . . . , k − 1, and as Figure 1 shows there is an interval where this result also holds in finite arithmetic. The secant condition is expected to provide an appropriate scaling of the quantities since it gives the true Hessian in n iterations. Our results indicate that there is no particular benefit for the quadratic case to choose the values given by the secant condition. This freedom may be useful, since values of ρ The convergence of LC in Figure 2 is similar to L-BFGS and lies between the convergence of BFGS and PCG. The figure verifies the theoretical result for which the method behaves more similar to BFGS the more information that is included in the limited-memory Hessian approximation. When information is discarded both LC and L-BFGS loose the exact arithmetic behavior and convergence is slowed down. Figure 3 shows that these characteristics are preserved as the dimension of the system increases. The figures also show that the methods are able to maintain the exact arithmetic behavior for an increased number of iterations, and hence reduce round-off error effects and the total number of iterations, by including information from the first iteration in the Hessian approximations. In this case L-BFGS slightly outperforms LC but one should bare in mind the difference in information. Partly information from search directions but also that L-BFGS-0 includes y 0 that also contains information from g 1 which LC-0 does not have any information from. In addition, both LC-0 and L-BFGS-0 are less sensitive to changes in m compared to their respective standard version.
Next we show the convergence for the quasi-Newton method that uses the Hessian approximation (4.18) of Theorem 4.2, here denoted by symPCGs, with ρ The convergence of symPCGs in Figure 4 is comparable with the convergence of L-BFGS-0. Note that the gradient information in the corresponding limited-memory Hessian approximations are identical whereas the L-BFGS-0 approximation consist of information from additional search directions. The performance of LC-0 is improved in Figure 4 compared to in Figure 2 and 3 due to better numerical properties of the reduced solve. Furthermore, the right part of Figure 4 shows that the roundoff error effects can be significantly reduced by including information from the first iteration.
Conclusion
In this work we have given one multi-parameter and two limited-memory quasiNewton Hessian approximation classes which on quadratic optimization problems (QP) with the exact linesearch method of Algorithm 2.1 generate p k parallel to p P CG k . In addition, we characterized all symmetric rank-two update matrices, U k with R(U k ) = span {g k−1 , g k } which has this property. The Hessian approximations were described by a novel compact representation which framework was first presented in Section 3 for the full Broyden class on unconstrained optimization problems (1.1). The representation of the full Broyden class consist only of explicit matrices and gradients as vector components.
We emphasize that our way of stating the equivalence to PCG together with our alternative representation illustrate the freedom that exists and provide a dynamical framework for the construction of limited-memory Hessian approximations.
Numerical simulations on randomly generated unconstrained quadratic optimization problems have shown that for these problems the multi-parameter class, with parameters within a certain range, is equivalent to the BFGS method in finite arithmetic. It was also shown that finite arithmetic BFGS behaves as exact PCG on the considered problems. The characteristics of the convergence of the proposed limited-memory methods were evaluated and it was shown that they are numerically comparable with L-BFGS. It was also shown that on these problems, including in-formation from the first iteration in the Hessian approximation significantly reduces round-off error effects.
The results of this work are meant to contribute to the theoretical and numerical understanding of limited-memory quasi-Newton methods for minimizing a quadratic function. We hope that they can lead to further research on limited-memory methods for unconstrained optimization problems. In particular, limited-memory methods for minimizing a near-quadratic function and for systems arising as interior-point methods converge.
A. Appendix
Lemma A.1. If Ax = b, with A nonsingular then
Proof. Assume that Ax = b where A is nonsingular. Premultiplication of A + γbb T y = b by A −1 gives
Insertion of x = A −1 b into (A.2) and rearranging gives
Insertion of y = αx into (A.3) and solving for α yields
The result in (A.1) follows by premultiplication of y = 1 1+γb T x x by b T and rearranging. For the final result, note that b T x = x T Ax > 0 since A ≻ 0 and that
which is a congruent transformation and hence I + γA −1/2 bb T A −1/2 ≻ 0 if and only if A + γbb T ≻ 0. Then consider the similarity transformation
where the only eigenvalue not equal to unity is 1 + γb T x, which is positive only if
Lemma A.2. Let B 0 be a symmetric positive definite n × n matrix and let g i , i = 0, . . . , k, be nonzero vectors that are conjugate with respect to B −1 0 . Define B k as
Proof. Any vector p in R n can be written as
For the remainder of the proof, let ρ i > 0, i = 0, . . . , k − 1. It follows from (A.6) that B k is positive semidefinite with p T B k p = 0 only if
From the positive definiteness of B 0 , (A.7a) gives α k = 0, which in combination with (A.7c) gives α i = 0, i = 0, . . . , k. In addition, (A.7b) gives u = 0. Therefore, p T B k p = 0 only if p = 0, proving that B k is positive definite.
Lemma A.3. Let B 0 be a symmetric positive definite n × n matrix and let g i , i = 0, . . . , k, be nonzero vectors that are conjugate with respect to B −1 0 . Define B k as 
B. An alternative compact representation of BFGS
The Hessian approximations corresponding to the BFGS method can with the same technique as in Section 3 be described by a compact representation where the component matrix is diagonal. and D k ∈ R 2k×2k is a diagonal matrix on the form
Proof. The BFGS updates are obtained by setting φ k−1 = 0 in (2.4). The result follows directly by telescoping and rewriting on outer-product form.
The general Broyden class has, with the representation in Lemma B.1, also a tridiagonal component matrix. The BFGS Hessian hessian approximation can thus be seen as a special case when the component matrix reduces to a diagonal matrix. This is at the expense of a component matrix D k of size (2k) 2 /(k + 1) 2 times the size compared to T BF GS k of Corollary 3.1 which is tridiagonal. If the current gradient is not orthogonal to the previous search direction, i.e., the linesearch is not exact, then the tridiagonal matrix T k of Lemma 3.1 can also be reduced to a diagonal matrix with a particular choice of φ k−1 for each k.
The transformation G k E k = Υ k provides a relation between the two compact representations in Corollary 3.1 and Lemma B.1. The transformation matrix E k is given by
At every iteration k the matrix expands by one row and two columns where the lower right corner is the (2×2)-block 1 −1 1 .
Limited-memory Hessian approximations similar to those in Section 4 can be derived for the compact representation in Lemma B.1 using the same techniques.
C. Inverses
The inverse of the compact representation in Lemma 3.1 and Lemma B.1 can be computed with the Sherman-Morrison-Woodbury formula [13] . Assume that the component matrix T k of Lemma 3.1 is nonsingular. The inverse corresponding to the representation in Lemma 3.1 is then given by
The representation of the BFGS scheme in Lemma B.1 allows for a more explicit expression for the inverse. Namely 
