Combining multiple responses in sample surveys by Huang, Her Tzai
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1972
Combining multiple responses in sample surveys
Her Tzai Huang
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Huang, Her Tzai, "Combining multiple responses in sample surveys " (1972). Retrospective Theses and Dissertations. 4742.
https://lib.dr.iastate.edu/rtd/4742
INFORMATION TO USERS 
This dissertation was produced from a microfilm copy of the original document. 
While the most advanced technological means to photograph and reproduce this 
document have been used, the quality is heavily dependent upon the quality of 
the original submitted. 
The following explanation of techniques is provided to help you understand 
markings or patterns which may appear on this reproduction. 
1. The sign or "target" for pages apparently lacking from the document 
photographed is "Missing Page(s)". If it was possible to obtain the 
missing page(s) or section, they are spliced into the film along with 
adjacent pages. This may have necessitated cutting thru an image and 
duplicating adjacent pages to insure you complete continuity. 
2. When an image on the film is obliterated with a large round black 
mark, it is an indication that the photographer suspected that the 
copy may have moved during exposure and thus cause a blurred 
image. You will find a good image of the page in the adjacent frame. 
3. When a map, drawing or chart, etc., was part of the material being 
photographed the photographer followed a definite method in 
"sectioning" the material. It is customary to begin photoing at the 
upper left hand corner of a large sheet and to continue photoing from 
left to right in equal sections with a small overlap. If necessary, 
sectioning is continued again — beginning below the first row and 
continuing on until complete. 
4. The majority of users indicate that the textual content is of greatest 
value, however, a somewhat higher quality reproduction could be 
made from "photographs" if essential to the understanding of the 
dissertation. Silver prints of "photographs" may be ordered at 
additional charge by writing the Order Department, giving the catalog 
number, title, author and specific pages you wish reproduced. 
University Microfilms 
300 North Zeeb Road 
Ann Arbor, Michigan 48106 
A Xerox Education Company 
I 
I 
73-9449 
HUANG, Her Tzai, 1938-
CGMBINING MULTIPLE RESPONSES IN SAMPLE SURVEYS . 
Iowa State University, Ph.D., 1972 
Statistics . 
University Microfilms, A XEROX Company, Ann Arbor. Michigan 
Combining multiple responses in 
sanç)le surveys 
by 
Her Tzai Huang 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major: Statistics 
Approved: 
In Charge of Major Infork 
For the Major Department 
For the Graduate College 
Iowa Ctate University 
Ames, Iowa 
19Y2 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
PLEASE NOTE: 
Some pages may have 
indistinct print. 
Filmed as received. 
University Microfilms, A Xerox Education Company 
ii 
TABLE OF CONTENTS 
Page 
I. INTRODUCTION 1 
II. REVIEW On' THE LITERATURE 3 
III. SOME LARGE SAMPLE THEORY 17 
IV. NON-ZERO-ONE VARIABLES WITH IDENTICAL RESPONSE 23 
ERROR VARIANCES 
A. Estimation of Population Mean Without 29 
Replicated Determinations 
B. Estimation of Population Mean With 46 
Replicated Determinations 
V. GENERAL MODELS FOR NON-ZERO-ONE RESPONSE VARIABLES 63 
A. Unequal Response Error Variances 63 
B. Proportional Response Error Covariance Matrices 77 
1. Estimation of the population mean 78 
2. Estimation of individual true value 90 
VI. ZERO-ONE RESPONSE VARIABLES 9^  
A. Estimation of Population Proportion 97 
B. Classification of Individual True Value With a IO3 
Third Zero-One Variable Available 
C. Estimation of Parameters II8 
D. Numerical Exazigle 13L) 
VII. SUI#ARY 
VIII. BIBLIOGRAPHY 11^ 9 
ÏX. ACKNOWLEDGMENTS 1^ 3 
X. APPENDIX l64 
1 
I- INTRODUCTION 
The errors associated with a sample survey may he divided into two 
categories, sampling error and non-sampling error. The first is the 
difference between the estimate computed from a particular sample and 
the result that would be obtained from a complete census if the charac­
teristic value on each unit is reported without measurement error. How­
ever, even in a complete census, there might be a serious discrepancy 
between the census result and the "true value." This discrepancy is 
termed the non-sampling error. By "true value," we mean the unic[ue 
characteristic value which is independent of the survey conditions. 
The sampling error is determined by the sampling design and the 
estimation procedure. In the literature of the statistical theory of 
sample surveys, most of the research has been devoted to samplijag error. 
The classical problem has been the search for a design and estimation 
method by which sampling error is minimized subject to budget constraints. 
The problem of non-sampling error received much less attention until 
recently, even though it was recognized as a major source of error in 
most sample surveys. The non-sampling errors are introduced into a sur­
vey by errors in response to the questionnaire, by errors in coverage 
and by errors of processing. We use the term "response errors" in a 
restricted sense to designate the errors in response to the question­
naire. 
When two questions, such as "When were you born?" and "How old are 
you?" are placed in one questionnaire, it is not unusual to receive 
inconsistent answers from an individual. In this kind of design, we are 
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interested in obtaining an estimate for the true value within a frame­
work in which a super-population of responses exists for each individual-
We say that different "determinations" for a variable may arise from 
alternative ways of collecting the same information in a questionnaire. 
In Chapters IV and V several models for non-zero-one variables are con­
structed and consistent estimators of the population mean and their esti­
mated variances are investigated. In Chapter VI; the zero-one variables 
are considered. A classification rule for individuals is developed. 
Consistent estimators of the population mean and their estimated vari­
ances are also obtained. 
If the mean of each determination is an unbiased estimator of the 
population mean, then the weighted average of the two determination means 
is an unbiased estimator of the population mean. If two determinations 
are independent, it is well-known that the best estimator of the popula­
tion mean is the weighted mean with weights inversely proportional to the 
variances of the determination means. When the variances are not known^  
a consistent estimator is obtained by replacing the variances in the best 
estimator by their unbiased estimators- Our major concern is with the 
case where the two determinations are correlated, but the approach is 
completely analogous to the independent case. 
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II. REVIEW OF THE LITERATURE 
• The problem of response errors did not receive much attention in the 
statistical literature until the late 19^ 0's. Mahalanobis (19^ 6) 
developed several important techniques, such as the interpenetrating 
sampling design, for measuring response errors- Mahalanobis concentrated 
on response errors associated with the interviewer. Hansen, et al. 
gave an explicit formulation of a mathematical model for response errors. 
They assumed: 
(a) A population of N individuals and a population of M inter­
viewers . 
(b) A true value associated with each individual. 
(c) A set of essential survey conditions which determine for a 
particular individual and interviewer the expected value of 
the random variate. 
(d) Zero correlation between the random component of responses 
for two different individuals with two different inter­
viewers • 
In many surveys, interviewers are available to interview only cer­
tain classes of the population and only in certain geographic areas. 
Hansen et al. divide interviewers into L groups indexed by h = 1,2,...,L. 
The interviewers in the h-th group are available to interview the 
individuals in population h and can be used to interview no other 
group. The procedure is as follows: 
(a) n of the W individuals in the population are selected at 
random. 
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M interviewers are selected at random from the h-th inter­
viewer group to interview those sample individuals selected 
L 
from the h-th population. Let m = Z m. be the total number 
h=l 
of interviewers selected. 
(c) The same number, n , of individuals is assigned to each of 
the m interviewers. The n individuals assigned to any 
interviewer are a random subsample of all the sample indivi­
duals available for interview by this interviewer group. 
Denote the true value of the j-th individual by p , and the true 
•3 
1 ^ population mean by n = — 2 |j, . • Then the Hansen estimator of popula-
 ^ "J 
tion mean, n , is 
, L % n 
where denotes the value obtained for the j-th sample individual 
by the i-th sample interviewer in the h-th group. The mean square error 
of y is 
where 
E {(y - \i)^ ] = + af (2.2) 
y 
By = E {y} - H 
and with % —*• 0 and M —œ , is equal to 
N — y 
5 
"î • f - ^ • (^-3) 
y 
Here cr^  represents the "total variance" of individual responses around 
the mean of all individual responses in the population; and is the 
covariance between responses obtained from different individuals by the 
same interviewer. 
Unbiased estimators of and cr^  are as follows. 
"h 
yi m 
L "h n 
: : : 
n(n-l) 
(2.4a) 
L % n 
2 
h 
n-l 
n-m 
n-l 
il 
m 
(2.4b) 
where 
V - J Ç Thij 
_ 1 -h . 
~ I h^i 
Thus, an unbiased estimator of a_ is given by 
y 
6 
+ (n-m) 
(n^  m (2.5) 
where the first term is the ordinary estimator of the variance of y 
ignoring the interviewer's effect and the second term is the effect of 
interviewer error upon the variance of a sample mean- It can be seen 
that the ordinary estimator of the variance of y usually underestimates 
the total variance. 
Sukhatme (1953) presents explicit models for survey responses in 
which non-sampling errors are considered. The response obtained by 
interviewer i on unit j is defined as Y..= M . + a. + e.. , ij "J 
where e^  ^ is assumed to be randomly distributed with mean zero and 
variance for all i and j and e.. and e.., are uncorrelated. 
e ij ij 
The quantity a. is the effect associated with interviewer i . For 
N and M infinitely large, Sukhatme shows that 
v(y) . i (s= . sp . i S2 (2.6) 
n 
S2 
n-m g 
n m 
(2.6a) 
where 
N 
z (p i - n)^  
3=1 
7 
y |i a e 
y, n, m, N and M are the same as defined in Hansen's model (1951)-
The significance of this model is that the sample mean does not give 
an unbiased estimate of p unless the individual interviewer effects, 
, average to zero over the population of M interviewers. The V(y) 
is composed of three components, sampling variance, the variance of 
interviewer effects and the variance of individual response deviations. 
We also note that (2.6a) is similar to (2.3)' 
A comprehensive study of the response errors in a binomial popula­
tion was conducted by Hansen et al.(l96l). They pointed out that if the 
response deviations are uneorrelated in a survey then the combined effect 
of response and sampling variance in simple random sampling is equal to 
Pg(l-Pg)/n for with-replacement sampling and less than Pg^ (l-Pg)/n , 
by the finite sampling factor for without-replacement sampling where P^  
is the expected value of the sample mean under the general survey con­
ditions G . However, if the sample size is large, the impact of even a 
very small intraclass correlation among the response deviations is sub­
stantial. A continuation of this work by Hansen et al. (196)1 ) suggests 
an index of inconsistency of classification, namely, 
a|(^ /[P^ (l-PG)] , where is the response variance under the general 
survey conditions G • To estimate this index, they consider "repetition" 
(t') of a survey (t), designed to estimate the same true population 
8 
proportion P • The conditions of the "repetition" (G') may or may not 
be the same as those of the survey (G)- The "gross-difference rate" 
1 g = - 2 (y^ ^^  - is used to estimate 2a|^  . 
j-]-
Many papers have been devoted to the effects of misclassification 
in the binomial population, for example, Bryson (I965), Mote and Anderson 
(1965), Assakul and Proctor (1967), Giesbrecht (I967) and Koch (1968; 
1969). 
The problem of classification arises when an investigator makes a 
number of measurements on an individual and wishes to classify the indi­
vidual into one of several categories on the basis of these measurements. 
The traditional way of dealing with this problem was initiated by Fisher 
(1936). 
Let Y' = (y^ , Yg, ..Yp) be an observation from either population 
TT^  or population and let Pj^ (y) and PgCy) be the densities of 
population and TTg respectively. Then the rule which minimizes the 
probability of misclassification is: classify Y as from tt^  if 
Pj_(y)/P2(y^  2: ^  classify Y as from otherwise, where k is a 
constant. 
We now consider the case of two multivariate normal populations with 
equal covariance matrices, namely, S) and S) , where 
is the vector of means of the i-th population 
(i = 1, 2) and S is the matrix of variances and covariances of each 
population. It has been shown that the best rule (in the sense of mini­
mizing the probability of misclassification) of classification is : 
classify Y as from tt^  if U > C and classify Y as from 
9 
otherwise, where C is a constant and 
U = Y' _ 1 (P(L)+ 2-1(^ (1). ^ (2)) 
The first term of the right-hand side is called Fisher's linear discrim­
inant function. When the parameters of the two populations are unknown, 
traditionally we assume that we have a sample Y^ \^ —, Y^ ^^  from 
n^  
Z) and a sample Y^ ^^ , .., Y^ ^^  from Z) . Then, in 
U we replace "by y^ ^^  = Z Y^ ^^ /n^  , by y^ ^^  = Z 
a=l a=l^  
and Z by S , where 
[^ -0- [2 
ni+n^ -S 'a •' ''a 
Z (Y(2)_y(2))(Y(2)_y(2))'] , 
+ ' —a 
and obtain 
W = Y' 8"L(Y(^ -^Y(2)) -I -
W is then the classification statistic. It has been shown that the 
limiting distribution of W is the distribution of U . A more complete 
treatment of the subject is presented in Anderson (1958)- This problem, 
including that of non-normal populations, has been treated intensively 
in the literature. 
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In this thesis, we consider a case which is different from the 
traditional classification model. We have a population in which each 
individual has a true value, |i  ^, 0 or 1. From this population a 
sample of n individuals is drawn. On each sample individual we obtain 
two observations, and y^  ^(with value of 0 or l) estimating the 
individual true value and a third observation x_. correlated with ii . • 
We assume that y^  ^ and are subject to response errors. Using 
these three variables we predict the true value of each individual. 
Since we don't have a sample with true values from the true population, 
the approaches in the literature are not applicable. We develop a rule 
for this particular classification model. 
Suppose that we have a number of estimates y^  (i =1, 2, —, k) 
normally and independently distributed about the same mean, p , with 
different variances . If the values of the are known, the mini­
mum variance unbiased estimator of i_i is the weighted mean, 
_ k 
y = Z W y /W (2.7) 
i=l 
where W. = , W = 2W. • 
 ^ a?  ^
X 
If the a? are not known, but we have unbiased estimators , s? , 
based on n^ -1 degrees of freedom respectively, analogy suggests the 
use of a weighted mean with weights inversely proportional to the 
estimated variances-
_ k A A 
YA = Z W y /w , (2.8) 
w i=i  ^^  
12. 
A - A 
where W. = — , W = 2W. • 
' sf 
This estimator was first investigated "by Cochran (1937) for the case 
of a large number of estimates, constant nu = n (n > S), and CT? 
bounded above and below. It was shown that in this case 
and that an approximately unbiased estimator of this variance is given by 
VCYa ) = • (2.10) 
W (n-5)W 
 ^ 1 For any k and unequal n. , with errors of order 2 — , Meier 
 ^ _ i=l 
(1953) gave an approximation for V(y^ ) as fo2J.ows 
W 
"Jva) = S j%W (¥-W )+0(S i)] . (2.11) 
 ^W " i=l °i  ^  ^ i=l n? 
An approximately unbiased estimator of V(y^ ) was given by 
W 
= y -"A 
w w w  1 = 1  1  
In a study independent of Meier's, Cochran and Carroll (1953) gave 
the variance of y^  for large k and unequal n. , 
W 
12 
w 
i=l (ni-3)(n.-^ ) 
k (n.-l) W 2 
- V " 
(2.13) 
They conducted a sampling investigation of the behavior of formula (2.9) 
for values of k and n^  (assumed equal, n^  = n) between 2 and 20, and 
provided a partial check on Meier's formulas. They concluded that if 
k < 5 and n > 7 , formula (2.11) is satisfactory; and for n > 13 , 
both (2.11) and (2.12) are satisfactory for any value of k . A modifi­
cation of formula (2.12) was suggested "by replacing n^  by nj = 
- 4(k-2)/(k-l) . They also gave an empirical formula for estimating 
v(y^ J when k is small , 
W 
V (y.) = (n-1) [k(n-3) + 8] (2.ll^ ) 
¥ W(n-3) [k(n-5) + 12] 
•where n-1 is the average number of degrees of freedom in the k esti­
mators . 
When k = 2, the variance of the weighted mean, V(y^ ) , is not 
W 
always less than V(y^ ) and v(yg) . Thus, y^  or y^  alone may some­
times be the preferred estimators for |i . In considering this problem, 
Graybill and Deal (1959) gave the following theorem: A necessary and 
sufficient condition that the quantity V(y^ ) is less than or equal to 
W . 
the minimum of V(y^ ) and ^^ (yg) for all values of cr^  and Cg is 
13 
that the degrees of freedom and (n^ -l) are both larger than, 
nine- Seshadri (I963) also proved that if b = s^ /(s^  + s|) is inde-
A 
pendent of y-, and y„ then V(y^ ) < V(y, ) if V(h) < [E(b)] , and 
A 
V(y^ ) < V(yp) if V(l-b) < [E(l-b)]^  . Zacks (19Ô6) generalized these 
W 
ideas for the case of n^  = n^  . He employed a preliminary test and 
constructed two classes of randomized unbiased estimators. Define 
p = Zacks defines two classes of randomized unbiased estimators. 
For both classes of estinators, if s|/s^  falls in the interval 
(l/p*, p*) , where p* is a parameter 1 < p* < œ , the estimator for 
p. is y = ^  (y^  4- y^ ) . Otherwise, for the first class the estimator 
is y^  and for the second class the estimator is y, if s^ /s? > p* 
W , 
or y„ if sf/sf < — • The variances and the efficiency functions of 
c- -L p* 
these estimators were studied. 
Neyman and Scott (19^ 8) studied the maximum likelihood estimator of 
p. for the case of large k ^  without the requirement of equality of the 
A 
n^  . The maximum likelihood estimator, , was obtained from the 
equation (also given in Yates and Cochran, 1938), 
Z . 0 (2.15) 
i=i (n.-i)s? + 
and the asymptotic variance of was given by 
l4 
k n. 
C 2 W f 
i=l 
It was shown that the maximum likelihood estimator, (j^  ; is not effi-
& 
cient for unequal • A modified maximum likelihood estimator, , 
was obtained from the equation 
A 
: = 0 (..17) 
i=l (n^ -l)s^  + (y. - Mj^ ) 
with asymptotic variance 
A 
A 
t-
A 
A A 
Clearly, is more efficient than for unequal n^  • Both 
A 
and must be obtained by iterative methods. 
Recently, Levy (1970) gave an empirical sampling study to compare 
A 
the performances of yx and for the case of large k • He con-
^ A 
eluded that the maximum likelihood estimator, , generally showed 
higher precision than the weighted mean, y^  • Levy confined himself to 
W 
the cases of equal af^ s -
A more general model in the problem of the weighted estimation is 
15 
rx 4 fix. I- e. . 
1 IJ i 1 j y k 
j 1, •• • J  
(2.19) 
where the x. are known constants and the e.. are normally and inde-
1 10 
pendently distributed with mean 0 and variance af • This model has been 
studied by Williams (1967), Jacquez et al. (I968), Hartley et al. (19^ 9), 
Chew (1970)i Rao (1970) and Rao and Subrahmaniam (l97l)- Rao (1970) 
introduces a new principle called Minimum Norm Quadratic Unbiased Esti­
mation (MIIî^ UE) for estimating all the different variances- Rao and 
Subrahmaniam (1971) conducted an empirical study of the relative effi­
ciency of MIKQUE for the weights in (2-7) over the previous estimators. 
On the basis of a Monte Carlo study, Rao and Subrahmaniam found that in 
most of the cases studied, the MINQUE estimator is more efficient than 
the weighted mean, y^  , and more efficient than the maximum likelihood 
W 
estimator, . . 
A more general model permits e..'s to be correlated. That is, we 
have a multivariate structure with covariance matrix Z . Williams (1967) 
gave some results for the case of equal n^ 's . He considered a design 
consisting of k variates, each replicated independently n times. His 
model is 
where y is a (kxl) vector with each element being the mean of n inde­
pendent observations, X is a known (kxp) matrix with rank of p ( p< k), 
& is a (pxl) unknoT-m vector and (kxk) is positive definite with finite 
y = Xp + e e ~ N(0, ^ ;!) (2.20) 
l6 
elements. Let S (kxk) denote an unbiased estimator of  ^. When  ^is 
unknown;, the weighted least squares estimator of p is replaced by 
= (X' S"^  X)"^  X' S"^  y . (2.21) 
W 
A 
Williams gave the exact variance of Pa a.s follows. 
W 
v(PA) = r (X' x)'^  (2.22) 
w n[n-(k-p)-2j 
where n > k-p4-2 . 
In the case that  ^ and S are diagonal, there is no closed form 
 ^ 1 for the variance of 3^  , and an approximation to order — was given. 
W  ^
This thesis is concerned with the model (2.20) under the case that 
p = 1, k = 2, and normality is not assumed for the distribution of errors. 
IT 
III. SOME LARGE SAMPLE THEORY 
The concepts of relative magnitude or order of; magnitude are useful 
in investigating limiting behavior of random variables. This concept was 
introduced by Mann and Wald (19^ 3), and generalized by Chernoff (195^ ) and 
Pratt 
We follow the notation and presentation of Puller (1972) in stating 
the definitions and theorems used in this thesis. 
Let {a^ } be a sequence of real numbers and a sequence of 
positive real numbers. 
Definition 3.1: We say a^  is of smaller order than and write 
^ 
if 
a 
lim — 0 . 
n —»- m 
Definition '-^.2: We ::ay is at most of order and write 
\ = °(8n' 
if for a real number M > 0 , and all n 
Note: In the application, we only assume that is bounded for n 
greater than some finite n^  . 
18 
From Definitions 3-1 and 3.2, it is easy to see that if 
and = O(g^ ) then 
Vn = °(^ nSn) 
\ \ 8%]) • 
If = o(fJ and = o(g^ ) then 
%*\ ' V) 
Furthermore, if a^  = o(f^ ) and b^  = O(g^ ) then 
The definition of convergence in probability is needed in defining 
the concept of order for random variables. 
Definition 3.3; The sequence of random variables converges in 
probability to the random variable X and we -write 
plim X = X 
 ^ n 
or 
19 
if for every e > 0 and 6 > 0 there exists an U such that for n > H 
P [\X^  - Xl > e] <6 . 
We now define the order in probability. 
Definition 3.^ -: Let {x^ } be a sequence of random variables and {g^ } 
a sequence of positive real numbers. We say that is of probability 
order C^ (g^ ) and write 
if for every e > 0 there exists a positive real number , and an 
such that 
for all n > N . 
e 
We say that X^  is of probability order o^ (g^ ) and write 
if 
X 
plim ( — ) - 0 
®n 
Theorem 3-1: (Chebyshev's inequality) If X is a random variable with 
finite variance then for every e > 0 and finite A 
20 
P {|x - A| > e} < 
er 
Corollary 3.1: Let {X^ } be a sequence of random variables -with mean 
zero or mean of lower order than its standard error, and let [o^ } be the 
sequence of variances of , then 
n^ " • 
The following theorem and its corollary about the limiting distribu­
tion of a random variable are from Tucker (1967): 
Theorem 3.2: If the sequence of random variables [X^ } converges in 
probability to the random variable^  X , then the limiting distribution 
of X^  is the distribution of X . 
Corollary 3.2: If g(X) is a function continuous except on a set D 
where P(X e D) = 0 and 
plim X^  = X 
then 
plim g(Xj^ ) = g(X) 
and the distribution of g(X^ ) converges to the distribution of g(X). 
The following theorem is due to Pratt and stated by Chernoff (1956). 
Theorem 3.3: Let {X^ 3 be a sequence of k dimensional random variables 
with element X^ ^^  , j = 1, 2, k and g^ (X^ ) be a sequence of 
measurable functions. Let {s^ } and k^+1 sequences of 
positive numbers. If 
21 
4^  ^ = j 1, 2, t 
and if for any non-random sequence {a } such that 
n" 
•whenever 
g^ (a^ ) = O(s^ ) 
Jj) ^ 0(r^^)) j = 1, 2, ..., t 
ap^  = o(r^ )^) j = t+1, ..., k 
then 
h.'-V ' °p'=n' 
Furthermore, if we replace g^ (a^ ) = O(s^ ) "by g^ (a^ ) = o(s^ ) , then the 
conclusion is g^ (X^ ) = o^ (s^ ) . 
Corollary 3.3; If {X^ } is a sequence of scalar random variables and 
 ^= » + O (r^ ) 
where r^  —*• 0 and if g(x) is a function with a continuous derivative 
at X = a. , then 
f(X^) = g(a) + g(^)(a)(X^-a) +...+ .^_^g(^-:L)(a)(X^_a)^-^+(^(r^) 
22 
where is the s-th derivative of g(x) evaluated at x = a . 
The following theorem is due to Hansen, et al. (1953)-
Theorem 3.4; [x^ , x^ ,^ .. ., x^ } be a vector sequence of means of 
random variables selected from a distribution function with mean vector 
zero and all moments finite. Let bp b^ , .. ., b^  be non-negative 
m 
integers and B = F. b. . Then 
i -1 ^  
B+1 
:= 0(n ) if B is odd . 
In s angling from a finite population, we assume a sequence of popu­
lations indexed by n , n = 1, 2, . We also need two additional 
assumptions to make the theorems stated in this chapter applicable (see 
Hansen, et al., 1%3) : 
(i) An the ci/e of r^ample n increases, the size of population 
N will also increase, and for all n and N we will have 
n < fïï , where 0 < f < 1 . 
(ii) As the size of population increases, the parameters of 
interest remain constant. 
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IV. KON-ZERO-OIŒ VARIABLES WITH IDENTICAL 
RESPONSE ERROR VARIANCES 
As pointed out in the first two chapters, response errors often con­
stitute a large portion of the errors associated with a sample survey, 
and some ingenious designs have been formulated to detect and reduce the 
response errors. In this thesis, our concern is restricted to the estima­
tion of true valuec. We consider the questionnaire design which contains 
two questions for an item of interest. Obviously, if there is no response 
error then the responses to the two questions will be the same. It is 
assumed that a super-population of responses on each individual exists 
under the same survey conditions. To identify different responses we 
index them by j and call them responses, at "time" j . The alternative 
ways of collecting the same information in a questionnaire at a particular 
time are called determinations. Thus Y . . is the m-th determination on 
individual i at time j . 
As an initial model, we assume that each determination is an unbiased 
estimator for the true value of the i-th individual and all individuals 
have the same response error variances. We write the model as 
= ".1. + (4.1) 
".i. -  ^
2k 
0^  if i 
m 3 
m = r 
Cmr if i i% j = j', m ^  r 
.= 0 if i / i' or j ^  j' 
where E denotes the expectation over times for a given individual. 
j 
We further sicglify the problem by considering two deternanations per 
individual. Define 
N = nimber of elements in the finite population , 
N 
n - nuiTiber of elements in a single random sangle 
selected from N , 
1  ^
m^. 0 ~ n m^ij 
It follows from model (4.1) that 
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n 
N-n _2 
m è ; ji n m m = 1, 2 (4.3) 
and 
Cov(y. 
l.D' ^2.j) = lâr 8= + 5 *12 (4.4) 
We restrict ourselves to linear unbiased estimators and consider 
" = "1=^1.0 + V2.j (4-5) 
where 
Wi + Wg = 1 
Ifow 
V(u) . wf Cay(y^_y * if V(?g .) . 
A straightforward minimization of V(n) with respect to + Wg = 1 
gives for the optimal weights 
1^ V(y^ ) - 2 Cmr(y^ , .) + ) 
(4.5a) 
oj - 20-^ + of 
26-28 
and 
' 0"^ g 
Wp = (4.5b) 
of - 2cri2 t c| 
where we assume cr^ - 2cr^ + of > 0 . 
As one might expect^ the weights in (4.^a) and (4.^b) are functions 
of the response variances and covariance. When = 0 , (4.^a) and 
C+.^b) reduce to the weights in It is clear that one of the 
weights could be negative if there exists a large positive response co-
variance and the response variance for one of the estimators is small. 
Therefore, if the characteristic under study takes on only non-negative 
values, one might choose to restrict the range of and Wg to the 
interval [O, l] . 
Substituting (4.5a) and (4.5b) into (4.5) we obtain an optimal 
weighted estimator of p, , 
opt 0^ - 2ct^ + of 0^ - 2cr^ + of 
if CT^ - 20-^ -I- of > 0 (4.5c) 
= j = y^ j otherwise 
One can show that this estimator is a minimum variance unbiased linear 
estimator of n . 
Substituting and of (4.5a) and (4.5b) into V((j,) gives 
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^ * 5 , if of - 20-^2 + c| > 0 
of - 217^2 + o| 
S^ + — of otherwise 
Nn (I n 1 
(4.6) 
In the following discussion we are interested only in the case of 
- 2o-^ + a| > 0 . 
In most sample surveys, the response error variances are not known 
and the optimal weights must be estimated. To investigate this problem 
we first consider the situation of one interview. 
A. Estimation of Population Mean Without 
Replicated Determinations 
Since the weights are in ratio form^ we attençt to find consistent 
estimators. We first define the sample mean of true values and s angle 
response error variances and covariance, 
— 1 ^ 
1=-L 
^m.3 = éï ' m = 1, 2 , (^^.7) 
^12.j = iïlï " ^l.j)(^2ij "^2.0^ • 
From model (4.1), we have 
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n 
E { —-^ [ ^ 4 - |: )^ '• 2 7'. (FI - (1 ) (E - G . ; )  
n—.1 
n n 
i 1 . 1 .  i -1 . 1. — mi.j m. J 
' ^"mij • 
1-1 
m -• 1, 2. , (4.7a) 
where 
;Jiiiiilar].y 
1 " = :
— 1 ^ 
®m.j ~ n 
^ ^ ^12. "12 
Therefore, under the model (4.1) a consistent estimator of the optimal 
weight is 
3a <.j - 2=12.0 ^  
"l.j - ^2.j 
(4.8) 
= i otherwise . 
It follows that 
«2 Ï2.3 (t.9) 
is a consistent estiiaator of n . 
We note that although it is ing^ossiole to estimate the response 
error variances, without replicated observations at more than 
one time, it ic possible to estimate the optimal weight, . This is 
so because is a function only of differences such as cr^ - . 
The importance of this result is clear. We now investigate the properties 
A 
of (I in three cases. 
Case 1: We assume the Y_! Y^-^) are independently normally 
-LI J 
distributed. 
®lij ^ 
®2ij / 
MD 
4 <^12 \ 
'12 y 
^\i. independent of e^^ , and 
, 1 \ 
- iO' (^ .10) 
It follows that 
E 
mij 0^ m m 1, 2 
and 
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E, {(ïiij - ^ *)(Ï2i3 - ">5 = "î ^  "^02 
1,J 
Hence 
Let 
^2ij 
~ N 
/ 
\ 
0^ + of fff + cr._\ 
<+ ''iz 
u "12 
V i (4.11) 
and 
^l.j 
^2.j 
N n 
'< + i + "-12 
(4.11a) 
Z = 
+ a? 
P 1 
\ ="12 
cr^ + cr. 12 
(4.lib) 
'l.j 
12.j 
'12.j 
2.j 
(4.11c) 
where gS gS . and s . are defined in (4.7) Clearly l.j^  2. J 1^  • J 
E {s} = Z 
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And 
(n-l)S = S 
i=l 
n / ^1.j 
^2 . j  "  ^ 2 . j  '  \  "2 i j  ' 2 . j  Y,... -
has Wishart distribution, W(n-1; S) • 
Theorem k.l: Under the assumptions of Case 1, if s? . - 2s,^ . + s| , 
X-J 
> 0 , then 
: = '^-.1 ' y, . 
• ^^12.j ®2.j " ^^12.j ^  ^ 2.j 
is unbiased with the variance 
o!o! - a? 
°I - 2']2 + "^ 2 
and an unbiased estimator of is given by 
A A T s? . s^ . - s^ 
= iiài Ti ' 
" ^ ^12.j Sg.j 
provided n > 3 • 
Proof: The unbiasedness follows directly from the independence of S 
Yl 4 
and ( ) . Since (n-l)S has a Wishart distribution, W(n-1; S) , 
^2.j 
3h 
one; can follow the approach used by Williams (196?) to show (4.12) and 
(4.13). (The detailed proof of this theorem is given in the Appendix.) 
For the degenerate case, when s? . - 2s,_ . + s* . = 0 , we set 
^ i (?ï.j * yg.j) -
1 
= 1^ • 
A 
We now continue to consider the properties of n of (4.$) without 
the normality assumption for the observations in the following two cases-
A 
We investigate the limiting behavior of |i under general conditions. 
We rewrite the population mean as 
1 " 
h, = i .^".1. 
1=1 
and assume 
l'rïï = § /^.i. - ' as ÏÏ—>0= (4.lU) 
1=1 
for r <k- , where is a constant for each r . 
Case 2: We assume a sample is drawn without replacement from a finite 
population. We rewrite (4-9) 
" ' + "2 ''e.j 
where W^ is given by (4.8). Now 
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. - M^) + ^2^^2.j ~ 
+ (^1 - ^ i)(yi.j - h,) ^  (^2 - ^ 2)(y2.j - V 
By (^*3) and Theorem 3*^, we know that (y^ ^  - |i^), m = 1, 2 , are 
O ( —^ ) • It follows that, if terms whose order in probability is 
^  - I  
smaller than n are ignored, the variance of n is 
A ^ 
V(n) = V(|i) 
g2 + 1 _±2lfl2__ _ 
It does not appear possible to obtain an unbiased estimator of the 
A 
variance of jj. without replication of observations at different times-
If the finite population correction (fpc) term can be ignored, a consis­
tent estimator can be constructed. Defining 
A A 
° ^lij * ''ay 
'.j - "a ^ 1-3 ^  ^2 ^ a.j 
we consider 
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n A 
n-1 n-1 _j - ^i.j) "• ^2^^2iô " ^2.j' 
( f  s i -  ' )2,2 
"l.j "^"I2.j ' "I.J ^î.ô"^^12.j '" ^2.j 
+ 2 " si2.j)(si..1 " ^ 12.j^ s 
(^1.1 " 2822.1 SgLj) 
12.j 
.^.1 - ^ L..i 
^l-o " ^ ^12.j ^  =2.0 
Now 
pii^  i^-.i i^-.-i " '^ -.i (sZg « °|)(sg„ + °|) - (s;„ t "12)^  
^ =î.3 - 2=12.J ^ =1.0 (S^N 'V - '• "12> + (%:% " "P 
where 
of ^p - <^12 
^ #14- ' 
1 N 
^p,TI - in ^^.i. " 
1-1 
The proof of the convergence in probability will be given after the proof 
of Theorem ^ -2. It follows that if sanqpling is from infinite population 
î(w) , i "l.j "i-,1 ' °12-j (',.15a) 
" i.j - ==12.3 ^ =1-3 
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A 
is a consistent estimator of V(p). 
Our discussion has not been rigorous in that the expectation and 
A 
the variance of |i may not exist. For further study we consider Case 3* 
Case 3• We add to the assumptions of Case 2 the assumption that 
E {(s? . - 2ST^ . H s^ -) ^ } exists for p < 8 . Now we have 
^ l.J 12.J 2.J ^ -
Theorem h.2: Given a simple random sample of size n being drawn from a 
finite population of size N , and s? . - 2s._ . + s§ . > 0 , assume 
^ 1. J .i^ -o J 
^^rN " i ^ ""rO ' N , where 
1-1 
is a constant for each r < 4 , 
(ii) E {(e ..)^} is a constant for all i and each k , k < 4 , 
j 
(iii) E f (sf . - 2s H- s? exists for p < 8 , 
1-J C-" J 
then the estimator of the population mean , 
' 2=12.j i^.j ~ ^ ^12.j ®2.J 
(4.17) 
has bias of order — and variance 
n 
A _ of On - cf? 
 ^ w  ^  ^TTiT^  
1 12 2 
1 ^ 
' iFÏ .Z- • 
1-1 
Proof: Define 
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and 
° - 2°i2 + °l • 
Clearly 
Let 
and 
- s|.j, S12.J. ^ y^ -y^ ' ^ l.j' ^ 2.]) 
^ ^l.j' ®i2.3' ^i-yj' ^1-3' ''2-3' 
® - ^ "i' * "i' * °i2' "y^ -yj' ''''' 
=1 ' :!.i - + °l' 
=2 ' Sg.j - (S;% + "P 
®3 ° =12-3 • (S;K + "12' 
6) = S^ - 0^  
4 y^-Yg 
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®5 ~ 
^6 = ^2.0 - h, ' 
Clearly 
and 
E fe.] =0 ¥ i (4.20) 
Now 
n 
n 
(n-1)' 
^ cfyi.j -
- 2 Cot C"-^) 
Since 
and 
11 n 
E [ Z I sample units] = 2 (p + n 
4-0 
n n 
V [ S (Y - n I sample units} = k Z (p -
110 W I i=l ^ 
hence we have 
n n 
V f Z (Y . - u )^} V {E [ Z (Y - (ij^l sample units]] 
i=l ^ i j i 1 J 
n 
+ E {V [ Z (Y,. . - n I sample units]} 
i j i=l ^ 
" fif - V' + *"> " V(eîij) 
A 
where and are the second and fourth central moments of (a ^ 
defined in (^.l4). Clearly 
V - (4.21b) 
And after some tedious algebraic operations, we find 
^ CO. f n(7,,. - ym- 4 ^  ^ 0( i ). 
(4.21c) 
Substituting (4.21a), (4.21b) and (4.21c) into (4.21) and letting f - ^ , 
we have 
1^1 
E fe|} = ^ ^ > 
Similarly we find 
(4.22) 
E fe|} - ^ - s'k) - i ^tn '• ; v(=2ij) ) 
(4.22a) 
E {a|} . ^   ^S^ (^a| . 0| + 2c^ ) + ^  ''(^ ly^ sy) 
+ 0( — ) (4.22b) 
n2 
E {ef} = ; [V(efy) + V{e|.j) + ''VCe^ye^y) + 2 Cov(eJ^j, e|.^) 
- *• ' "iif2ij ) - '' 
(4.22c) 
and from (4.3) we have 
^ [=#) ' ¥ ^ 
^ f-li " ¥ 
E Ufi) 
Therefore, by Corollary 3.1, 
h2 
e. = O ( — ) i 1, 2, 6. (4.23) 
Also, it is ea.-ily seen that f(x) is a function with continuous deriva­
tives for all orders at X - 9 . Hence, the direct application of 
Corollary 3-3 gives us 
. °2 *12 , °1 " *12 1 1 _ . 
, =• M + — 
^i"^2 ^i"^2 y^-yg 
1 1 *2 " *12 *1 ~ *12 . 
' ~ - — =3=5 - -J 
^i"^2 y^-yg yi-y2 yi'^a 
_ 3 
+ Qp(n ) - (4.24 ) 
By Holder's inequality, the assumption that E f(s? 2s^^ 
X.J -L<-'J 
+ Sg j) exists for p < 8 assures the existence of the expectation 
of the remainder terms and E {(|i - for p < 2 • Therefore, ve 
A 
can find the approximating expectation and variance of by the term 
by term integration of (4.24). 
Following through the same procedure as employed in obtaining 
E {e^} we find 
E {e.e ] - 0( ^  ) i,j 1, 2, 6 (4.25) 
E {e?e.} 0( — ) i,J - 1, 2, ..., 6 (4.26) 
^ n^ 
3^ 
and 
E [efe?} = 0( — ) i,j = 1, 2, 6 . (4.2?) 
1 r ^2 
Hence, from { k - . 2 h ) ,  { k . 2 0 ) ,  (4.25), (4.26) and (4.27) we obtain 
E [ti] = li + 0( ^  ) (4.28) 
and 
A of - af -
V(|i) = V{^ —e^+— — e.} + 0( — ) 
5 n^ y -^y  ^
IÎOW by (4.22d), (4.22e) and (4.22f) we have (4.l8). Q 
Remark : From (4.25) we know 
^m.j ^ ^ i ^ 
s,^ . —> + a. 
12.j lilî 12 
And if s^_. - >0 , 
*1 
^l.j " 2^12.j + 32.j 
and 
gS gS _ g2 
1..1 2.,i ^12..1 
^l.j " ^ ^12.j Sg.j 
kh 
are continuous functions of s? . , sf . and s,_ . • Hence, by 
!• J ^-3 
Corollary 3*2, we have 
-i  ~ P 2-,i 12.,1 ^ ^ 2 12 
'l.j " ^ 1^2.j Sg.j '^ l ~ ^ •°12 ^  ^ 2 
and 
'U 'U - ^ L..i ,2 °!°i - is 
' ^®12.3 * Sg.j "f - 20^2 t o| 
These justify the consistency of (4.8) and (4.l6)-
A 
To find an estimator of V(p) we have 
Theorem 4.3: Under the assumptions of Theorem 4.2, if we use replacement 
sampling or if we have an infinite population, then 
2 2 2 
^(2) •• 'l-f2.j - =12.j (4.29) 
" ^ ^12.j Sg.j) 
^ 1 is an estimator of V(n) with bias of order — 
n^ 
Proof : Let 
' '•'ly 'ly '^ -y 
K ^ * i' K * °12' 
5^ 
P 2 2 
A A Sf .  -  Sf 
f^(X^) V(p) -  (4.30) 
n 
/i-yg 
and e^, e^, e. and the same as defined in (4.19a). Clearly 
% 
Again, by Corollary 3-3; we have 
v.,. 1 . flllia. IIJ . Siii . li:-e3 
y^-Yg ^i~^2 ^i"^2 
(S^ + + crl) - (S= + ^ 
3 "4 + ;;— "1^ 2 
^1-^2 ^1-^2 
S^ + a? S^ + qf S^ + CT 
- ^1% - -V ®2% " - ®3 ^  ^  ^4 ®3®4 
a a a a 
^i"^2 ^i~^2 y^-yg ^r^2 
. (.31) 
a ^ 
y^-yg 
And the assumption that E {(s? . - 2s,„ . + .) ] exists for p < 8 
J--J -Li-- J c-J 
A A 
again assures the existence of E {v(ia)] and the expectation of remainder 
terms. Hence by (4-31), (4.20), (4.25), (4.26) and (4.27) we obtain 
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A A of jZ _ pS 
0 
^ 1 
Therefore, without normality, the bias of p. is order — • Com-
1 ^ paring (4.l8) with (4.6) we know, to order — , the variance of p. with­
out normality is the same as variance of minimum variance unbiased esti­
mator. And it is also interesting to note that ignoring the finite 
A 
population correction term, the variances of p with and without 
normality are the same to order — • Hence, if the sample size n is 
A 
fairly large, |i is a consistent estimator of p with high efficiency. 
B. Estimation of Population Mean 
With Replicated Determinations 
As mentioned in section A, without replicated observations of each 
determination it is impossible to estimate the response error variances 
, m -- 1, 2. In this section we shall study the estimation of CT^, a|, 
a^, and given duplicated determinations. 
We shall investigate the estimation of the population , and 
estimators of the response error variances will be obtained as an inte­
gral part of the procedure. Two estimators of u are considered. 
The first estimator of |i is 
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A 
A 
M = d2 dl2 y dl 
- s dl2 
^dl - 2s dl2 
+ s 
! . .  
d2 "dl - 2s dl2 
+ s 
d2 
^dl ~ ^ ^dl2 ^d2 ^  ° 
(4-33) 
1 _ — , 2 (y^,. "^^2.. otherwise 
where 
2 n 
1 2 n 
dl2 " 2(n-l) 
1 2_ 
^m.. = 2 .Ym.j ' 
Theorem 4.4 : Given a simple random sample of size n from a finite 
population of size N , and given duplicated determinations for each 
sample unit and - 2s^^ + s^^ > 0 ; assume 
1 N ^ 
= if .Z,(^.i. - ^ ^rO N , where 
1=1 
u - is a constant for each r < 4 , 
rO — 
(ii) for each k , E {(e ..)^} is a constant for all i, k < 4, 
j 
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(iii) E {(sj^ - exists for p < 8 , 
then 
^ " ^ à22 z , " ^ dl2 ^ 
^dl " ^^dl2 ®d2 ®dl " ^ ^dl2 ^d2 
is an estimator of n with bias 0( ^  ) and variance 
Proof: Defining %i ^ and e^ . as sample mean of n ^ 
then by Model (4.1), we have 
and 
® ® ^ 2lèîy (^mil - Vl^^^ 
n 
+ Z < 
i=l .1. 
n 
.1. 
n 
Z ^ X ^®mil " ®m.l^^ 
] + E [ i=l 
n-1 
n 
- ^ ]) 
m = 1, 2 
and 
k9 
^ ^12 
^ J = m= 1, 2 
Also define 
, = s?, - t sf 
'I'-'E' 
^d(y,-y^) - "dl ~ "'d]2 " "d2 
^y^-yg " - 2tr^ + of . 
Clearly 
Nov let 
A 
A 
M- - ^ai2' ^dCy^-y^)' ^1. / ^2. J 
^1 - ^^dl' ^d2' ®dl2' ^dCy^-yg)^ ^1. / J 
Pi = (s^ + 4/ s^+ + 
ajid 
(4.37) 
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S i  =  i l  - +  ° î '  
% ' 4 - 4'> 
- ®dl2 ' * "12' 
(4.38) 
% ^dCy^-yg) " 2 - (f 
®5 ~ ^1.. ^ 
Gg = 92.. - ' 
Obviously 
E {e^} = 0 , V i (4.39) 
• 
By the similar algebraic operation as in obtaining (4.22), we have 
E {e|} = ^  S^ v + 5E°1 
^ (4.40b) 
2 (yt) = lET 
E {e^e^} = 0( I ) i,j = 1, 2, ..., 6 (4.4od) 
E {efe.} = 0( — ) i,j = 1, 2, ..., 6 (4.4la) 
1 J q2 
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and 
E {e?e^; = 0( — ) i, j = 1, 2, 6 . (^.Ij-lb) 
1 C ^2 
It follows from (4.39) azid. Corollary 3-1 that 
e. = O ( ) i = 1, 2, 6 . (4.42) 
Obviously h(Y^) is a function with continuous derivatives for all orders 
at • Therefore, by Corollary 3.3, we have 
A a? - cr,„ cr? - a. 2 "12 "1 "12 1 1 
"  '  " " ' 1 : — — % % r -  " 1 %  -  —  
^r^2 ^l'^2 ^l"^2 ^l"^2 
1 1 'i ' "12 
' 2 = 5 - ^  ' 3 % - 7  ' t ' ?  '  ' ' • s  
^l~^2 ^1~^2 ^1~^2 ^1~^2 
_ 3 
+ C)^n 2) . (4.43) 
A 
A 
To investigate the approximating expectation of i_i we use the 
assumption that E {(s^ - 2s^^ + ®d2^~^^ exists for p < 8 . By 
A 
Holder's inequality, E {(j. - n)^} exists for p < 2 . And the expecta-
tion and variance of n can be found by the term by term integration of 
(4.43). By doing this and applying (4.40a) through (4.4lb) we obtain. 
A 
E {ji} = + 0( ^  ) (4.44) 
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and 
V(^) N-n Nn 
o2 
plJ 2n 
- is 0( - ) 
12 I 0, 
When "d2 " ° " 2 ^ ^1.. ^2..^ ' 
E (Si = E { I (?,_ + ^ 2..)^ 
N 
(4.45) 
This is a trivial case, we don't treat here. 
The second estimator of the population mean, |i^ , is 
S? - S 
2 ^ ^ y. 
n •'P A A A • A A A ^ 
S| - 2Sj^ t S| Si- 2Sj2 + s| 
A A 
if - 2S^ 1- S| 
(4.M) 
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= ^ (y^ + yg ) otherwise 
where 
= ÏÏ j,-V mo - '  1' 2 
1=-L J=-L 
^12 ~ n (^lij " yïi.)(^2ij " ^ 21.^ 1=JL J=X 
^mi. = i ' n = 1, 2 . 
J—X 
A A A  
2 _ oc _!_ o2 Theorem 4.5: Under the same setup as Theorem 4.4 with - 2S^ + Sg 
> 0 and replacing the ssumption (iii) "by the assumption that 
e{(S^ - 2S^ + S|)'^} exists for p < 8 , then 
A A A A 
Z S2 -8%, _ s; _Si2 _ 
y-. + 1 : — Yc 
A A A 1. .  A A A 2..  
Sj - 2Sj2 + S| SJ - 2S^ + S| 
estimates with bias 0( ^  ) and variance 
Proof: From model (4.1) and defining e . = Z e ../2 , we get TTn * . m Tnn j J=1 
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® ^ t H I, .V'-i- * "Mj -
1-1 0=1 
• ^ t 5 .", >- (Vj - V. 
1 - J. ,J -X 
- 0 ^  m 1, 2 (4.48a) 
and 
A 
E {S,p} = cr-,p - (4.48b) 
-12 J - "12 
A A 
Hence and S,_ axe unbiased estimators of the response errors 
m 12 
variances and covariance respectively. 
A A A  
Now by the assumption that E {(S^ - 28^ + S|)'^} exists for 
A 
p < 8 , and following through the same procedure as we employed for p, , 
we find 
E Q = u + 0( ^  ) (4.49) 
n 
and 
Q 
From (4.44) and (4.4$), we know that when the denominators of the 
^ Z 
weights are not zero both ii and ji are estimators of n with bias 
of order — , while (4.35) and (4.47) tell us that to order — they both 
A rv 
have the same variance. Therefore )j. and iT axe equally recommended. 
A ^  
A ^ 
As one might expect, the variances of p. and p are less than the 
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variance of which is the estimator of population mean n without aigr 
replicated observations. But as one might also note from (4.l8), (^.35) 
and (4.47) that increasing the replications of observations at different 
times can only decrease the second part of the variance of an estimator 
1 ~ *^ 12 
of |j, . In other words, only — decreases as we increase 
- 20Ï2 + °2 
the replications for each sangling unit. 
A A 
Next we find a consistent estimator for V(^) . 
Define 
^d2 " ^ dl2 ®dl" ^dl2 
""ij ~ 32 g2 ^2ij 
^(y^^-yg) d(y^-yg) 
u . 
^d2 " ^dl2 - ®dl " ^ dl2 -
_ + _ii± ±i£ f (4.50) j ~ .2 1-5 .2 2.j 
^(y^-yg) ^(y^-yg) 
- ^d2 " ^ dl2 - , ^dl " ^ dl2 -
2 -L. - -2 -
<i(y^-y2) (^(y^-yg) 
It is easily seen from the definition in (4.34) that 
1 
2(n-lj 
2 
Z 
n 
Z 
j=l i=l 
- =tl2 
°d(y^-y2) 
Now following through the same procedures as in obtaining (4.32), we 
have 
$6 
2 n 
- U 
• J 
= - + -
1 - i: 
° ' " -î-'-12 
+ 0( — ) . 
n 
ïïow let 
(*••51) 
J--L 
m = 1, 2 
(4.52) 
nl2  ^(^ l.j 1^. .^ 2^.j " ^ 2..) 3=1 
Clearly 
E (s^ 3 = — , m = 1, 2 (4.53%) 
E Cs^ } > 3 • 
Consider 
Z (-a . - u 
j=l 
( = 1 2 ,  
? n^l 
d^(y^ -y^ ) 
®dl2^ ' 
'^ (y^ -yg) 
n2 
+ 2 
(s& d^l2^ ^^ d2 ®dl2^  
nl2 
'^ (yi-yg) 
and define 
 ^ - T 
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- 4 
-9 = =nl2 - ^  
Then along with (4-38), it is easy to show that 
E {e,ej = 0( -L ) , i = 7, 8, 9; j = 1, 2, 9 (4.54) 
and 
1 0 
e, = O ( — ) , i = 1, 2, 6 
P 
= ^ ) , i = 7, 8, 9 . 
Let 
(4.55) 
Y - (sJi, d^l2' d^(y^ -yg)' ®nl' 4' ®nl2^  
(T^  
p = (8= + 8= + og, gz + 0^ 2, ) 
r^\ • ®dl2^  ^ 2 ' ^dl2)^  _2  ^(S&L-Sa^ g)(8^ -3^ 12) 
g(Y) = + H + 2 H n^l2" 
^^ (yj^ -yg) (^^ (yi-yg) a^ty^ -Yg) 
Since g(Y) is a function with continuous derivatives at Y = 3 for 
all order , and along with (4,55) we are entitled to apply Corollary 3.3 
and obtain 
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a? - cr^  
g(Y) = gO) + [2 
0" % %-y2 
r_ °2 - °12 °2 . „ ~ °'l2 2^2 
+ L2 — + 2 -J 
Yl-Yg. y^ -yg 
of - ai2 of - 0^ 2 og 
[-2 -5 — + 2 —Ç — 
Yl-yg y^ -yg 
.2(:W& 
Yi-yg l^"^ 2 
. [2 '°l ' ^12'^  !l H. 2 '°î ' "12'^  i 
n 
yi-yg y^ -yg 
n 
+ k 
(*! - *12)(°2 
y^ -yg 
:^i2^  °'i2 -, 
ÎT ] % 
(of - cr^ )^  (of - 0-^ )2 (°l- (^ 12) (°2 -^ 12) 
+ Zi: 67 + Ç eg + 2 jj 
y^ -yg i^"^ 2 i^"^ 2 
+ C) (n . (4.56) 
Now the assumption that E {(s^  - 2s^  ^+ s^ ) exists for p < 8 
assures the existence of E {g(Y)} . Hence, we obtain 
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2 
E { 2 
0=1 
(û 
• J 
- u )^} = 1^2)' 4 (of - 5 
n 
y^ -y^  yi-yj 
 ^^  (cf - a^ )(i -  ^
V^ a 
 ^°2 " °12 1 
+ 0( — ) . (4.57) 
2^ n(cF^  - 2CT  ^+ o|) 
Combining (4.51) and. (4.57), we have 
" (si&iT J, - i 
Hence we have 
Theorem 4.6: Under the assm^ tion of Theorem 4.4, and if the sangle is 
drawn by replacement sampling or we have an infinite population, then 
A A 2 n ,2 
= 2n(ll) - è ^  (^ -58) 
J —± 1—X J—-L 
A 
nA. 1 — — u) to order — , where u. ., u . and u n ^  .J 
are defined in (4,51). 
6o 
Now an estimator of variance of |i can be found in a similar way. 
Define 
and 
A A A  
<-.2 QQ I cS 
i^. 
-.2 
2^ 12 
y^ -yg 
2^ " ^ 12 
A 
S 
y^ -yg 
l^ij A 
A A 
1^ " ^ 12 
2^ij 
1^"^ 2 
A A 
s; - Si2 _ 
l^i. " 
o2 
l^"^ 2 
21. 
(4.59) 
A A 
2^ " ^ 12 
A 
s2 
y^ -yg 
A A 
H~^ 2 
rm 
n 
1-1 
n 
m - 1, 2 
rl2 - n-1 ~ ^ 1. .)(^ 2i. " ^ 2. J 
(4.6o) 
Clearly 
- ^ ? ' 
s [s:*] = m = 1, 2 (4.60a) 
A Cr.p 
E {S^ }^ = ijN 
(i|.6ob) 
61-52 
Now 
n 
n(n-l) V 
A A 
c*2 Q 
1 r/ *^ 2 " ^ 12 -
n ( A  ^
1^-^ 2 
rl H- ( 
S! - Si2 
Yi-yg 
f s;^  
r2 
A A A A 
1^~^ 2 i2 
Following through the same procedure as in obtaining (4,32)^  we get 
Therefore, we have 
.Theorem 4.7; Under the assumption of Theorem 4.5, and if the population 
is infinite, then 
(^5 = ET& 
1 — _ 
estimates V(|%) with bias of order — , where and v are 
nZ 
defined in (4.59). 
63 
V, GEÏŒRAL lODELS FOE JfON-ZERO-OUE RESPONSE VARIABLES 
In model (4.1), we restricted ourselves to the case where every indi­
vidual hac thr: came rezpohr.e error variance. We relax this restriction, 
and consider more general model::. 
A. Unequal Response Error Variances 
We first consider the model: . 
m^ij " '\i. ^  ®inij ' m _ 1, 2; i = 1, ..., n , (5.1) 
Let 
2 (Tmij) = 'J\i. ' V * ' 
2 (?mij - 'i.i.)= = °:i ' 
® (^ lij ~ ^ \i.)(^ 2ij ~ '\i. ^ ' '^ 12i ' 
E (Y^ .j - Ii i.)(%2i'j' - i'° ' if i / i* or .j / j' , 
E • 
ÏÏ 2 
= E Z &. b,. Y,. (5.2) 
1=1 nt=l 
where ô. is 1 if i-th population unit appears in the sample and is 0 
W 
'i 
otherwise, be a linear estimator of [j. . Then 
N 2 
E {,i] = E {E L Z Z Gi t-i 
i j i:=l m=l  ^
6k 
N 
T: E { Z 
11 J:i  ^
' I "mi) ^ 1. 
1-1 m-1 
~ ]_ N 
If n is to "be an unbiased estimator for — Z ji . , we must have 
i=l 
2 1 
2 b , = i for all i . (5-3) 
ifcl  ^ " 
Now 
1-1 m-1 
» ^ tE[ " I 6; balG'.i. ' 
i J 1=1 nt=l 
K 2 
' : '•. «1 Vfi'.i. ' 
i .j i 1 m. 1 
= Y ( % Si ^ mi^ i\iJ '*• f •'• 2^1°2i ^  ^ l^i^ 2i"l2i 
1 1=1 ni=l 1 1=1 
N 
T Sp» » # + ztiitsifizi] ().4) 
To obtain the minimum variance unbiased, estimator^   ^, we choose b^  
to minimize (^ A) subject to (^ .3)- Consider the Lagrangean 
0 
* . 2:# s2 
5 
Un "jiN ^  s  ^ "li *"21 °12i^  
• # .^ /i'\i *"21 - n ) ' 
1--1 
where 
riiit 
ab li 
2^ li ^ li °Ï2i " V i 
ab 21 °^li ^ 12i •'" ^^ 2i ^ 2i ~ 
¥ i 
Setting these 2N equations equal zero and applying the restriction 
(5-3)J we have 
!li_lll2i (5.4a) 
 ^ nCa^ i - 2a^ 2i + °2i^  
h^ .. = - (5-^ b) 
 ^ n(a^  ^- 2a^  ^+ a|^ ) 
Substituting (5.4a) and (5.4b) for b^  ^ in (5-2), we obtain the minimum 
variance unbiased estimator of p. , 
|j = ^ 2 [W,.Y,. . + W_ Y ] (5-5) 
n '^li'lij 2i 2ij' 
where 
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and 
«li * *21 ' ^ 
(5.5a) 
-- ^ Otherwise • 
We note that = 0 implies V j and 
= cTg. . This is a trivial special case. Hence we will consider only 
the case - 2a> 0 ¥ i . It follows from (5-^ a), ($.4%) 
and (5-^ ) that if > 0 for all i , 
li 12i 2i 
where 
ÏÏ-1 
At least two replications for each individual are req.uired in order 
to estimate and . Hcwever, replication is expensive. 
Therefore we consider estimation for this model in the absence of repli­
cation. 
Given that all the parameters in (5-5) are unknown, we consider the 
estimator of defined in (^ .9) 
A 
P "1 'l.j + "2 ^2.3 (5-7) 
6Y-68 
•where 
J. if _ Ce + s? 
1 : ,2 'Lj - '']2.j + j > 
l^.j " 2Si2.j " Sg.j 
1 
2 
(5-7a) 
otherwise 
_ 1 n 
•^3 = 
1 
S 12.3 - f^ aij -^ 2.3^  • '5-7<i) 
Since - Zcr^  ^+ >0 V i , implies Prob.fs^  ^  j 2s, 
2 + Sg . = 0} —> 0 as n —*- œ ^  we consider only the case s^  . - 28._ . 
 ^» Q -L» J • J 
+ Sp . > 0 . To guarantee the existence of the moments of ji , we make 
the following assumptions: 
1 N r 
(i) i^ rN " i  ^ i - ly) —" CO , where is 
i-1 
a constant for each r < 4 , 
T N k 
(ii)  ^Z  ^^ rk ^   ^^  ^ ' ^ere is a 
i=l 0 
constant for each r < 4 ^ k < 2 , 
(iii) E {(s^  j - 2s^  j + s| ^)'^ } exists for p < 8 . 
Now from model (5.1), we have 
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1 1. 1 
'  ' ^ • ® '  
and 
where 
T  ^
= i Z a2. 
mW N . T mi 1=1 
1 % 
1^2N ~ N .^ /l2i 1=1 
Let 
5i " sî.j - (s=M + *;%) 
h 2^-0 " 
3^ " 1^2-0 ~ *" ''l2N^  
y^2.-^ 2 ~ ^(yi-yg)^ 
' 1^-j ' 
(5.9) 
(^ .10) 
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% ~ 2^.j " 
where 
y^ -yg 
" =!.j 
" 2=12.3 2^.; i 
" I^N • " 2^ 12% ^  ^ 2W 
We have 
E {6^ } = 0 i = 1, 2, • • • 6 
E {alp N-n Rn % n *1N 
(5.11a) 
E {6|} U-n Nn n *2N (5.11b) 
E {656g} 
N-n 
Rn  ^n ^ 12N ' 
(5.11c) 
Now 
E {6=] = V(s2 j) 
1 
(n-l)2 
Y [ : (%iij -
1 
(n-l)2 
n _ 
2 Cov[ 
+ V [n(y2.j - 1^ )^ ]] ; (5.12a) 
after some algebraic manipulation 
71 
V [ z = V 
n n 
+ 2 Cov [ E (il . - I of . ] 
i=l 1=1 
+ ta E ((PL ^  - cfj^ } 
1 
+ 4n E {([I ^ - Hjj) E(e^  | sample)} 
i j 
+ n E {V(e^ . . I sançjle)] , (5.12b) 
i j 
n 
Cov [ Z (Y^ j - n(?^  j -
i=l 
= i V [ Z (il - II )=] + I Cov[ Z (p. i - Z 0^  ] 
 ^i i=l -i-  ^ ° i i=l i=l 
+ E 4 E - ,%)= 02^ } 
X 1=1 1 
+ E {v(e^ .. 1 sample)} 
i j J 
+ 4 E {(^  ^  - 11^ ) E(e^ _l sample)} + 0(1) , (5.12c) 
and 
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 ^[.Z (^ .i. - = (5.12d) 
i i=l 
I ii: ' - T f ['il -
n n 
Gov 
i 
[ >• (|i il] 
N-n 
N 
fJov 
i 
L(p 
.1. - I'l,)' il] 
= n [E l(|i_j 
and 
1 1 
E - iijj) E sample) }< {e(|i^ _^ - {E[E(eJ^ .^ jsample) 
i 0 i  ^J 
(5.12g) 
E {V(e^ . .1 sample)} = E {e^  ] - E {[E(e^  Isample)^ ]^ } , (5.121i) 
i j i j 
where the inequalities follow from the Schwarz inequality. Now, substi­
tuting (5.12d) through (f).12h) into (i;.12b) and applying assumption (i) 
and (ii), we have 
. - - J î°îi" 
1 1 
-./f CE^f-B{{.,_-v=5fiin, 
(5-12f) 
I [ ÏÏ3 i ) 
n2 
Y3 
Similarly we can show that the last two terms of ($.12) are 0( -^  ) 
Hence 
E {6^ } = O(^ ) -
By the same approach, we obtain 
E [Giôj} = 0( ^  ) V i,j (5.121) 
and 
E {ôfô^ } = 0( -Y ) i = 1, 2, 6; j = 1, 2, 6, k = 1, 2. 
(5-13) 
1 y n2 
Define 
 ^ 'Ê-r =12.3' 2^-o' 
 ^ - (sî.j- 'Ir 'I2.r 'y^ -y^ ' 2^.3' 
"•1 - * °211' * °12N' "(y^ -y^ )"' "N' 
From (5-12i) we know that 
X = T1 + O ( -^  ) 
/n 
Since f(x) is a function with continuous derivatives of all order at 
X = 7] , "by Corollary 3-3 we have 
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cr?„ - cj,^ „ a?„ - a. 
'3^ 5 
(yi-y2)iî (yi-yg)^ ' (yi-Yg)# (y^ -yg)]* 
cr?„ - ff 2N 12N , , , 1 , . 1 
Ï 4^ S * 3 'l'6 - 3 '3's 
(yi-yg)^  (y3_-y.,)K (y^ -Vg)^  
+. OpCn" 2) , (,^ 15) 
f^y^ -yg)# 
Now Holder's inequality, the continuity of the derivatives, and the 
existence of E [(s? . - 2s,_ . + .) ^} for p < 8 guarantee that 
-L-J -1^ -0 A A 
the expectation of the remainder term exists. Hence E {p.} and V(|i) 
exist. By term by term integration we obtain for the estimator defined 
in (5-7) under model (5-1) 
E fn] - + 0( ^  ) (5-16) 
and 
IN ~ 12N 2N 
where a^ , and are defined in (5-9) • We note that -
^^ 12N  ^^ ' since we are in the case of  ^- 2s^  . + . > 0 . 
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From (5.6) and ($.17) we see that when s^  . - 2s,_ . + s^  . > 0 , 
X. J Xd. .J  ^• J 
A yv 
the leading terms of V(|x) and V(|i) are not equal. 
When . - 2s _ .. i- > 0 , we consider 
• J JJ— * ^   ^• f'J 
v(|i) . ^ . (5.17a) 
i.j - + i.j 
Let 
= (s' 
l.j' 2.j' "12.y^ -Yg' 
% ~  ^ ' in ^ ^ 12F °ty^ -y2)N^  
f^ (X^ ) = v(|i) = l^.j ^ 2.j " ^ 12.j 
- 2=12.j + sl.j) 
and 6^ , 6g; 6_ and 62^  are the same as defined in (5.10). Again, 
by Corollary 3.3, we have 
Y'; 
A A • 
V(n) 12IÎ 
(^yi-yg)^  
-2 e2 
2IÎ . V 
— + IN 
(^y^ -yg)^  ''(yj^ -y2)N 
+ or )(s^  ^+ (zL) - (s 
IN'" MN 2N' 
"TT 
|iN + a 12N^  
1^^ 2 
(y^ -yg)!^  
sfL + *2 
-f 
2N •N IN 
ôgS^  -
(yi-yg)^  (y^ -yg)# (y]_-yg)^  
+ 2 12N 
(^y^ -yg)# 
6364 
+ a' 
IN )(:3 pN 
6^  
 ^^12N^ ' 
°Xyi-yg)K 
+ O (n )^ - (5.17b) 
The assumption that E {(s? . - 2s^  ^. + s5 .) ^] exists for p < 8 j- • J z-' J 
assures the existence of the expectation of the remainder terms and 
A A 
E {V(tx)] . Hence, by (5-12i), (i^ .l3) and (5.17b), we obtain 
Therefore, if s angling is from infinite population or if sampling is by 
A A 
replacement from a finite population, V(ii) of (5.1Ta) is an estimator 
A 1 
of Y ill) in (5.17) "With bias of order — . 
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We shall consider a special case of model ($.1). 
B. Proportional Besponse Error Covariance Matrices 
Often, it is reasonable to assume that the response error variances 
are proportional to the individual mean or some other parameter value 
associated with each individual, and the model can be written as 
\iO •= " "mij ' (5-18) 
J ' ".i. Œ » 1, 2 , 
E {(Y - li f 1 = a a m = 1, 2 , (5-l8a) 
j mlj • X • in X 
: ' % ' (5.18b) 
where a^  > 0 is a parameter value associated with individual i -
Let be the response error covariance matrix of the i-th indi­
vidual, and let 
/ °i °12 
t = ( 
\ 
then the condition (5.18a) and (5.18b) can be written as 
- a^  ^  
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This model is a special case of model (5-l) but it is general enough 
to he applicable in practice. 
1. Estimation of the population mean 
We first look at the estimation of the population mean when all the 
parameters in model (5-18) are assumed to be knovm. As in (5-2), we let 
' ' i»i 
be a linear estimator of • Now, substituting (5.18a) and (5.18b) 
into (5.^ a) and (5-^ b), we obtain the coefficients which minimize the 
variance of |I subject to the unbiased condition E {11} = , 
li n(o^  - 2(x^  + a^ ) 
2i n(a^  - + a^ ) 
for all i . Hence, after substitution, we find that 
n - "i y]_ 1 • «2 \ i ' ^"12 '' "2^° (b-19) 
where 
"2 " °12 
+ Wg = 1 and ^1 " 0  ^ - 2a  ^ + «2 
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is the minimum variance unbiased estimator of p. under model ($.18). 
Here we note that - 2q^  + = 0 and E  ^ for m = 
1, 2., inçîly  ^ for all i . This is a trivial special case. 
Hence, we consider only the case - 2fj:^  i- 0 . The minimum 
variance is then obtained as 
' # Sfa '• 5 - 20^  ^ > 0 (5. 
A 
are not known, we consider the estimator jj. 
N 
where a» = Z a./N . 
i=l ^  
When «2 and 
defined in (5*7) , 
A 
'2-.i 12..1 
- s. 
l^.j " ^ 1^2.j + s 2.j 
l^.j + 
1-j 12'j 
l.j - 2s + s' 
'2.j 
12.j 2.j 
if l.j - 2s + S 12.j 2.j > 0 
I if l.j - 2s + s: 12.j 2.j 
= 0 
We now show that the weights of this estimator, when  ^- 2s^ p 
i.j > ° 
8o 
and 
- s. 1-j 12.j 
l.j - 2s + s. 12.j 2.j 
are consistent estimators of and of (5-19)^  respectively. We 
note that 
E {s^  jlsajnple) = E { 2^  - y^ ,.)=|sample} 
J J 1-1 
n 
1 n _ 
E { —rr S (la - I sample] 
j i=l 
and 
-i 1—X 
. n (% n 
1=1 1=1 
s^  + a a (5'2l) 
11 m -
E {s^  ^.1 sample] = s^  + CL a (5.21a) 
j J  ^
•where 
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1 : a = — Sa. 
^ i=l ^ 
Hence 
® ' "i. % ' m ' 1' 2 ' (5-22) 
and 
Since s^  . , . are statistics of mean type, we have 
m. J J-^ -0 
Ijemma_5^ : Under model (5-18), if the first and second moments of 
E {(e^  j)^ } , r < 4 , converge to some constants as N increases, and 
1 N  ^
'^ rN I ~  ^"^ rO 
as ÏÏ —» V. , where m q^ is a constant for each r < U , then 
2^..i " =12.1 P ^   ^" °i2 
l^.J " ^ =12.j ^  ^ 2.j °1 ~ ^ °22 ^  ^ 2 
and (5-23) 
l^.,i " ^ 12..j P ^  ' "l2 
" ^ 1^2.j ^  ^ 2-0  ^
when - 2si2_j + s|,. > 0 
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Proof: We show first that sf ^   ^ a^  . Since 
+ V [n(y^ - (5.23a) 
A few steps of algebra^  we have 
V [ 2 (Y,. - - K.)^ ] = V [ Z (,x - u )2] + eg V( Z a ) 
i=l  ^ i i=l "1" i i=l ^  
n 
+ 2Q  ^COV{ Z A^]} 
i i=l 
+ 4no^  E 
+ 4n E i([i - Pg.) E (ej..I sample)} 
i j 
4- n E fv(e^ . .) sample)} • 
i j J 
(5.23b) 
NOW 
1 1=1 
N~n / \ 
 ^N ~ 
(5.23c) 
n 
V ( Z a ) 
i i-1 
n(N-n) _2 
N aW 
(5.23d) 
where 
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a^N " Fî ^  ' 
and 
n 
Cav{ Z [(p a^ ]} 
i 
. a.] 
= SI^ [E - >^ )\) - {E(, .. - ^ )=} {B(a.)}] 
< [E(af)f 
i i 
- {E(ii - |i )^ } {E(a.)}] (5-23e) 
i •^ ' i  ^
1 1 
E E(e^ _ I sample)} < E[E(e^ ^^ . [ sample)]2}^  
i J  ^  ^J 
(5-23f) 
• -where the last two inequalities follow from the Schwarz inequality. And 
EfV(e?. . I sample)} -Efe!!". .} - Ef[E(e^  |sample)]^ } - (5*23g) 
i j i j 
Substituting (5.23c) through (5'23g) into (5.23b), we obtain 
m 
 ^t J, f^ lio - "H" = ' • (5'23h) 
Similarly, we can show that the last two terms of (5.23a) are 0( -^  ) • 
Therefore, we have 
V(s2 ) = 0( ^  ) . (5.231) 
J-* J 
Similarly, it follows that 
V(s2.j) = C< ^  ) (5.23j) 
and 
- 0( i ) . (5-23k) 
From (5.22), (5.22a), (5.231), (5'23j) and (5.23k) and by Corollary 3-1, 
we have 
m.j - + G* a») = ^ (5-234) 
=12.3- = °p( ^  ) • (5-23m) 
This implies that sf s? . and . converge to their expected values. 
1'J J 
Now, let 
- sî.j - 2=12.3 + 
*1 " 1^2.j' ^ y^ -ya' 
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®i = (Sp=iV t  ^ "12V 
and 
f (X,) = . 
s= , 
1^~^ 2 
Since we are studying the case that s^  >0, hence ~ >0. 
1^~^ 2 
Obviously:, is a continuous function of at . Hence, 
by Corollary 3-2, we have 
fi(Xi) • 
Therefore 
- s. 
2'J 12",1 
l^.j " ^ 1^2.j s§.j 
-T»-
% ^  
°1 " ^ °12 °2 
if s? . - 2s,^  . + s^  . > 0 . Similarly we can show that 
I'O J J 
l-.T 12..i 
®l.j " ^ 1^2.j ^  =2-0 
°1 " °12 
oi - 2012 + Qg 
if :!.j - 2=12.j + sg.j > 0 -
Hence, under model (5-18), when s^  . - 2s__ . + s^  . > 0 , the 
J-'J J c-'J 
A 
weights of n in (5-7) converge in probability to the optimal weights of 
which is the minimum variance unbiased estimator of |i . Further 
study of p of (5.7) gives us the following theorem-
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Theorem 5.I: Under the model ($.18) when sf . - 25^  ^. + sf _. > 0 and 
J c:'J 
assuming 
1 N r 
= N - V r^O ' N , where 
1=1 
is a constant for each r < ^ , 
-1 N k 
(ii) - E CE(e^  ^) ] —, as N—>» , where is a 
i=l j 
constant for each r < 4 , k < 2 , 
(iii) E [(s^ j^ - 2Sj_2,j + exists for p < 8 , 
then 
: . '"-'1 " y,., +  ^  ^
Sl.j " ^ 1^2.j ^  sg.j Sl.j - ^ 1^2.j ^  Gg.j 
estimates |i^  with bias of order — and variance 1 
n 
N-n .2 . 1 
A 
where the leading terms of V(ii) are the same as the minimum variance 
of (5-20). 
Proof : Let 
•^ 1 = î^.j - * %) 
•^ 2 - 4.J -
87 
S ^12.j " 
d). = - a . a. 
^ y^-yg yi~^2 ^  (5-25) 
where 
S ~ 
'^ 6 2^.j " '^ ïï 
=y,-y, = .^J - ^ 1^2.3 " €3 
\-^ 2 ' *1 ' 2°12 * °2 • 
Clearly 
E {d_] = 0 i = 1, 2, ..., 6 . (5-26) 
Now by the same algebraic operation as in (5«23i)j we obtain 
^ fVs' ° lâr S;n + n "12^ (5-27) 
E fdjcl } = 0( i ) 1,0 = 1, Z, ..., 6 
and 
E {dfd^} = 0( — ) i,j = 1, 2, ..., 6; k = 1, 2 . 
^ n^ 
Define 
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= '12.j' H.i' ra.j) 
and 
0 = 
f(X) = 'sLj ~ =12.j - ^ =1.1 - ^12.,1 -
,2 1" j c2 _ Oo + «,2 2. j 
l^.j " ^ 1^2.j •" *2.j " 2Si2.j •" 2^.j 
Since f(x)  has continuous derivatives for all order at X = 0 and 
from (5.27), 
X = 0 + O ( — ) • 
P /T 
Hence, by Corollary 3'3, we can expand f(x) as 
 ^ Op - Q22 ' °12 1 1 
% - °12 
V5 + 5 Vg a 
oup " i 
*4*6 + Op(a ) (5.28) 
By Holder's inequality^ the continuity of the derivatives and the exis­
tence of E {(s? . - 2ST_ . + sf .)~^} for p < 8 ; the expectation of 
-L-J -L^ 'J '^3 
the remainder terms exists- Therefore, by evaluating the leading terms 
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in (5-28) we obtain (5-2^) and 
E [li] = n + 0( ^  ) . (5-29) 
Q 
a 
As an estimator of V(i-i) , we have 
Theorem 5-2: With the assumption of Theorem $.1 and if the population 
is infinite 
E { - 'I } = V(li) + C< —) - (5-30) 
' + =1.3 
Proof : Define 
= Kr €y =12.j' 
and 
gS gS _ gZ 
f ()r ) = =1',1 =2'j =12-,1 
^ 1 n s2 
y^-Yg 
Then, following through the proof of Theorem $.1, we obtain 
where - 2(X,p + > 0 follows from the assumption that ^ 
2=12.3 ' 4.3 > ° • " 
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Since cc^ - 2cx^ + > 0 implies Prob.{s^ ^  - 2s^ ^  n- s| ^. = O] 
—> 0 as n —^ , we don't treat the case sf . - 2s^^ . + s| = 0 
here. 
2. Estimation of individual true value 
We now wish to predict the true value of each individual with the 
observations of two determinations. When f/ip and. are known^ 
the best estimator for n ^  is 
11 . 
. 1. o.. 
2^ - _ 1^ " °12 
i-,... ^ o^. . ; 
<1 - 2ol^  + 0^ 'lij - 2aj2 + 2ij 
(5.31) 
if - 2a^ + 0^ > 0 
- if (i^ - + ^2 - 0 • 
91 
Obviously, |j. . is an unbiased estimator of |i . • And, since we use 
a 
the optimal weights, p. ^ is the minimum variance unbiased estimator of 
^.i. 
When and are not known and s^ ^  - Zs^^ j + Sg ^  = 0, 
it is trivial to note that s? . . • Therefore, a natural weight is 
i • Hence, we use ^ (Y^ . . i- Y^..) as a predictor of individual true 
c 11.] • 
value . . We shall look into the case that s? . - 2s-,^ . ' s% . >0. 
• 1- l-J J 
We construct an estimator for the individual true value p. . which has 
bias converging to zero as n increases-
Theorem 5-3: Given a sample of size n , and s? . - Ss^^ . + s^ . > 0 , 
l.J J '^ '3 
assume that E fCs? . - 2s,_ . + s| .) sample} exists for p < 8 , 
1 ^ r 
the conditional moments of e . . exist for all n , and — Z p . and 
mij n .1. 
— Z [Efe . .)^] converge to some constants as n increases for r < 4, 
n j mij 
k < 2 , then under model ($.18) 
2 _ '2..1 ~ ^ 12.,1 , =l.j " ^ 12.j Y 
i.j -  ^4.] " 4.j 
{5-32) 
estimates ii . with bias 0(n and conditional variance 
' 1-
A (f/_OL - o?p)a. -, 
I sample) . ^ - 0( J ) (5-33) 
where s^ s,_ -, o: , o,^ and a. are defined in Section Bl-
m.j 12.J m' n.2 i 
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Proof : Let 
- (S; + *lâ.) 
^ - (Sp + Cgâ.) 
'^ 3 - =12.0 - ''S * °i2^  ' 
'^ 5 l^ij " ^.i-
where 
% ' ^2ij - ^ .i. 
Vy^ " «1 - 2°:2 + °2 
1=1 
1 S 
"... = n .^ /.i. 
1=1 
1 S a = — 1. a. 
" i=l ^ 
From ($.21) and the model assumption, we have 
E {A. 1 sample] =0 i - 1, 2, ..., 6 
j 
and 
(5-3^) 
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E fA?l sample] = V(s^ .|sample) 
j j 
1 ^ 
= ^ (5: - (*...) + (^lij - sample} 
3 1--L 
O, n _ n n , 
S (n , - n )2 a. + — Z V(e?,,) + 0( — ). 
(n-l)2 i=l ^ (n-l)2 i=l j 
Similarly, we can show 
and 
E {a^Isample] = E [e^ ] 
0 j 
= 0^ a. 
Hence 
E [A?I sample] = 0(  ^  ) i = 1, 2, 3, 4 (5-35) 
(5.36) 
E {Agi sample] = a^ (5-37) 
j 
E (A^Ag!sample] = Oj^ a^ • (5-38) 
= O ( ) i = 1, 2, 3, 4 (5-39) 
/ïT 
^ C^/1) i 5, 6 . 
We note that 
9k 
E I sample} Gov ) | sample} 
n 
= À f^.i. - ^ ...) + (*2ij -
J 1=1 
+ e^_)j sample} 
T n _ n _ 
—y Gov f( Z (|i - |i + 2 Z (n - p. ) 
n-1 . • .!• ... .1. 
•^ .i. 
" À - ^  .. ^ ^ (*2^0 *lij 
= o( è ) • 
n 
Similarly, we can show that 
E fA?A.I sample} < 0( i ) i = 1,2,...,6; j = 1,2,3,4; k = 1,2. (5-40) 
. 1 J n 
J 
Now define 
' ' ^2-3' ^ i2.j' ^2y' 
- + V.' =P * ".i.'-
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a 
Since jj . is a function with continuous derivatives at Y = ë , along 
• !• 
with (5-39)5 we can apply Corollary 3*3 and obtain 
; : 
71-^ 2 • 
A.Ac -
^ a 
Yi-yg . 
- -^1% 
a a 
y^-Yg . 
- OL - 2 
A.Ar — A), A. + 0„(n ) . 
a 
l^"^ 2 
_ 
y^-yg . 
(5.41) 
Now by the assumption that E {(s? . - 28^. . + s? .) sample] exists 
^ X.J -L^'J <^ -2 
for p < 8 ; we know E {p ^  - p ^ )^|sample] exists for p < 2 . Then 
term by term integration of (5-^1) gives us 
^ 1 
E fn ^Jsample] ^ ^ + 0( ) (5-^2) 
j 
and 
A (c^o^ - ogg) a. 
V (p . I sample) - 5 ' 
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VI. ZERO-ONE RESPONSE VARIABLES 
In the previous two chapters, general response variables were stud­
ied- We now consider qualitiative variables. We classify all individuals 
in a finite universe of size N into one of two classes, "1" or "0." 
Assume that P is the proportion of individuals in class 1, and Q is 
the proportion of individuals in class 0, where P + Q = 1 . A simple 
random sample of size n is drawn from this universe, and each individual 
responds 0 or 1 to two questions on the same item. Due to the response 
errors, these two responses are not always the same. We consider the 
estimation of the population proportion P and the classification of 
sample individuals into one of the two classes. 
Before presenting our model for response, we define eight probabili­
ties- Let 
denote the probability that an individual who belongs 
to class 1 answers 1 to the first question; 
Pg^ denote the probability that an individual who belongs 
to class 1 answers 1 to the second question; 
denote the probability that an individual who belongs 
to class 1 answers 0 to the first question; 
denote the probability that an individual who belongs 
to class 1 answers 0 to the second question; 
p^_^ denote the probability that an individual who belongs 
to class 0 answers 1 to the first question; 
Pg^ denote the probability that an individual who belongs 
to class 0 answers 1 to the second question; 
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denote the probability that an individual who belongs 
to class 0 answers 0 to the first question; and 
denote the probability that an individual who belongs 
to class 0 answer:: 0 to the second question. 
In our response model the response to the m-th question by sample 
individual i at trial j , , is written 
" ^mi ^mij * ' 2; i ^  1, 2, n , (6-1) 
where 
E[Y . .} = T3 . - p if individual i belongs to class 1 (6.2) / mij *mi mu 
= p^^ if individual i belongs to class 0 , (6-3) 
10 1 
- PiiïCYgi'j " = 0 for all i and i' - (6-6) 
The expression in (6-6) means that the response errors on questions one 
and two are uncorrelated for each individual as well as for different 
individuals. 
A. Estimation of Population Proportion 
As in (5-2) we consider first a linear estimator of P , 
P j + "s yg.j (G'7) 
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where 
and and Wg are fixed constants such that = 1 • 
Now 
w _ _ _ _ 
V(P) = V(y^ ) +W| Vfyg j) + 2W^Wg Cov(y^_^, • (6.8) 
w 
Minimizing V(P) with respect to gives the following optimal 
weights. 
'N' (6.8a) 
v(yi.j) - 2 ^2.3) + ^ (yg j) 
— . (5.8,) 
V(y^_.) - 2 yg.j) + V(y2.j) 
Now 
V(yi.j) - 2 5'2.O' + V(y2.j) " - I's.j) ^  ° ' 
and V(yj_ - .) = 0 implies y^ , = y^ , • If V(y^ - y^ ) = 0 
•J 
we use 
w 
P = YI I = YP I • (6.7A) 
-L-J '^ •0 
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Therefore in our study we concentrate on the case where V(yL .) -
-"-'J 
2 yg j) 4- V(y2,j) >0 . 
Define 
P». 7, ». 1, 2 , (6.9) 
J 1 
Vj I m 1,2 . (6.9a) 
By model (6-1) 
= ^<V * Vj) 
V{E [(p .+ e ) Isample]} + E{V [(p + e )| sample]] 
^ j m* Hi"J ^ j xu." 
* S[V( ; £ E |sai.ple)3 
1 1 J 1=1 
V» 
1 in 1=1 
5^ + QPÎv - » i f ] 
b ^ f p|u - « PL' ' * ' 2 
(6.10) 
(6.10a) 
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From (6 .10)  we have 
lim V(y .) =^PQ, m = l, 2 . (6.11) 
I-.0 -
Similarly 
Cov(yi^j, Yg j) = Cov(p^_* «l.j. «2.j) 
Cov(p^ , =2.j) 
J 
From (6.6) we know Covfe. .) = 0 . Hence 
J-O c.J 
Cov(.y^ _^ , 72.J' = 
' 2^1 ) 
n(H-l) ®2i' " 
Plu ^ I'lv Pav -
N-n W-n 
= _,, fs + zriëiT (fpiufzu * spivpzv - f) 
n(N-l) 
ÏÏ ^  n%-l) ^"'"n^ N-l) ^^luW^lv^2v^-
It follows from (6.8a), (6.10a) and (6.12a) that 
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 ^ F - #:! (F Pgu + G pgy) - Piu^ 2u "" ^  Plv^ 2v^  
2P - Sçl LP(p=u + p|u) + Q(p^y ' pgy)] - 2 §:% (p + Q, p^yp^y) 
(6.13) 
Obviously 
lim W = ^ . (6.13a) 
When the parameters are not known, the estimator of W^ introduced 
in previous sections 'is 
Sn . - s 
W ^ (6.14) 
where 
^l.j " 2=12.j =2.j 
Sm.j = ;:! - ym.j)= ' * = 1' = 
=12.0 n-1 .^^^^lij " ^l.j)(^2ij " ygi.j) 
From model (6.1) 
^ ® t 5^ .y^mi " Pm. " 'mij " 
' ? t À .\(&i - P«. à 
1 1-1 1,J 1=1 
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0:1 Pmu + s * P V- - v' ^ « v' ^ - p«-) 
0:1 f s * 0:1 (f 9:u " s - f) (6.15) 
and 
® f=12..il ' iè Wsu + « Pl^ 2v -
It is easily seen that 
/\ 2 
plim = 2 / , (6.17) 
I fixed 
n 
under our present model- Therefore, if the sampling fraction — is not 
a 
small, is not a consistent estimator of the optimal weight • The 
a 
use of will result in some loss in efficiency relative to the use of 
the optimal weight • Without replication of observations or addi­
tional information, there appears to be no way to find a consistent esti­
mator for • 
In the next section we introduce a third zero-one variable ^^ij 
which is correlated with the individual true value |i . • It is shown 
• 1 • 
that this additional information enables us to estimate the parameters 
in the model. 
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B. Classification of Individual True Value with a 
Third Zero-One Variable Available 
In this section we consider the classification of each individual 
into class 0 or 1 in such a way that the average mean square error of 
classification is minimized- We consider the problem assuming the pres­
ence of a third zero-one variable • The observed is assumed 
to be correlated with the individual true value ii . - We also assume 
• 1» 
that the response errors in y are independent of the observed X_.. 
for each individual. 
Since no replication is being considered, we simplify our notation 
by dropping the subscript j from all variables in our model (6.1). We 
still assume that a super-population of responses exists on each indi­
vidual. We redefine our notation as follows: 
[x ^ = i-th individual true value. 
Y . = Response value of i-th individual on determination m, 
mi 
m = 1, 2. 
X^^ = Observed value of characteristic X for individual i . 
A 
|j. . = Estimator of  ^. . 
• i •! 
Each individual has three responses and each response has two 
possible values, 0 or 1. Hence, all individuals fall into one of eight 
cases: 
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Case 1: Y,. - 0, Y_. ' 0, X,. - 0 
Il 2i 3i 
Case 2: • 1, Yg. 0, X 0 
Case 3* = 0, "^2.1. ~ ^3i ~ ^  
Case 4 : ~ ^2i ~ ^3i ~ ^  
Case 5: Y^^ = 0, Y^^ = 0, X^. = 1 
Case 6: Y^^^ = 1, Y^^ = 0, X^^ = 1 
Case 7• - G, ^2i ~ ^3i ~ ^  
Case 8: Y^^ = 1, Yg. =1, X^^ = 1 • 
This suggests that by looking at the frequency of each case and the con­
ditional probability of a specific true individual value given each case 
we might use these probabilities to classify each individual on the basis 
of sample data. We let 
R denote the probability that X^^ equals 1; 
a. denote the probability that p . equals 1 given that X_. is 1; 
• 1 
3 denote the probability that \i . equals 1 given that X_. is 0; 
• 1 
P. denote the probability that n . equals 1 given case j, 
j = 1; 2, , 8; and 
denote the j-th probability in the ordered arrangement of the P^'s. 
P(l) 5 2(2) - ' - ^(8)' j ^  .... 8 . 
Further, we use the notation 
" ^ (^ li " -^ 1' ^ 2i 2^' ^ 3i " j])' ^ 1 " 2^ " 0,1; jg - 0,1; 
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and 
F/.s = P. . . where the F,are ordered by the magnitude of P , 
IJ / 
j =lj 2j J 8 • 
It is easily seen that 
p(l - R) + oR = P . (6.18) 
Consider now 
0^00 ' ^(^ 11 = ' 0' =<31 ' = °|X3i " (^^ 3i ' °) 
+ P(Y^ . = 0, Yg. = 0|p . = 1, X^ . = 0) P(n_ . = l|x^ . = 0)P(X^ . =0). 
Recalling our assumption that the response error in variable Y is inde­
pendent of J we have 
P(Y^ i =  ^^ 3' ^ 3i " 
= ^2i ^ ^ ^ 3' ^ 3i ^  
P(Yj^ i Y^  ^ jgl^ .i 3^^  
y ~ ^2 ~ - 0) ^  } (6.1$) 
and it follows that 
io6 
0^00 " 
By a similar approach we find 
\00 = - P)(l - «) ^  
0^10 = * W2u 
1^10 ' - B) + Vsu 
0^01 =  ^
1^01 ' Piviav'i - PluV ^ 
0^11 = «ivï'av'^  - + Wzu" ® 
' Piv^ 'sv'^  - + îiuï'âu" ^  • 
Now, by the definition of P^ , we have 
Pi = P(^_, = llY^. = 0, Ï2, - 0, Xj. = 0) 
P(,_.  1, Yi, . 0, Yg, . 0, X,. :• 0) 
P'Yji = 0, Yg^ . 0, X3. = 0) 
Applying equation (6-19) and by the definitions^ 
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P(,,i . 1, . 0, Y,. = 0, X3.  0) 
' P{ïli = 0, Y^ .  0|, . = 1, X3. = 0) 
• = llXg. 0) P(X^. = 0) 
= P(Y^. = 0, Yg. = 0|p_. = 1) P(n^. = ijXj. = 0) P(X^. = 0) 
= ^ lu'^ u 
and from (a) 
P{Yli . 0, Yg. = a. X3.  0) = - B)(1 - E) + 3(1 - «) 
Therefore, we have 
_ l^u'^ u ^  /jl) 
: ' P • ^ 
Similarly 
2 ' - e) + Plu«2u P 
'^ lu^ 2u ^  
3 '^ lv^ 2v^  ^- 3) + %iuP2u ^  
^ + PluP2u ^  
(k) 
(i) 
io8 
(n) 
P, = - "s . • - „ (°) 
flAu " 
'^ lu^ 2u 
SlvPgytl - G) + 
PluP2u 
® ' Var(^ - «) + %uP2u a 
(p) 
We wish to assign to each individual either n . = 0 or p . = 1 
so that the probability of a correct classification is maximized. We 
1 ^ 
add the restriction that the expected value of — Z |j ^ be P . That 
iS; we minimize the average mean square error 
n A 
E { i 2 (ii , - u ,)2] (6.20) 
subject to 
I,J G i=l 
^ n A 
E [ i s  |i .} = P ,  ( 6 .21) 
I,J K i=l 
where E denotes the expectation over all cases and all individuals 
I,J 
in the population. Obviously 
8 
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We now propose the following rule: 
Rule 1: Order the P^'s such that 
F(8) - F(7) -  ^P(l) 
Define c to be the index such that 
8 8 
Z  F , <  P  a n d  Z  
j=c+l j=c 
Then 
a 
R '= 1 , j = c+1, c+2, ..., 8 
^ = 1 , with probability A 
= 0 , with probability 1 - A 
a 
(J. ~ ^ } j - c-1 
^ n A A 
where A is chosen such that E [ — Z p .1 = P and p. ./ .> is the 
I,J " i=l 
value assigned to members of the j-th case, j = 1, 2, . 8 • 
Theorem 6.1: Rule 1 minimizes 
n A 
f 5 (^1 -
X—1 
subject to 
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, n A 
Proof: The proof is by induction- We first show that a randomized rule 
applied to any additional case will result in a larger mean square error 
than Rule 1-
Suppose we randomize case c and case c+k ,• where k = -(c-l), 
•••, (8-c) , as follows 
Rule 2: Order and define c as in Rule 1, then assign 
p i(j) ~ 1 for j = c+1, c+2j ..• ,85 j ^  c+k 
p. = 1 ; with probability 
= 0 ; with probability 1 -
a 
^ = 1 ; with probability 
= 0 , with probability 1 - Ag 
^ - 0 , j-lj2, •••^c-l; if c+k 
How, for Rule 2, the mean square error is 
n A 
E { ^ Z (p - p )^ } 
I,J i--l 
E {E [(|i . - |i .)^ I case j]] 
J I 
Ill 
" - F(8))+ + F(c+k)(l - F(c+k))Ai + ^ (c+k)^ (c+k)(^ -4^  
F(c+k-l)(l - ^ (c+k-1)) •" ••• ^  F(c+l)(l - P(c+1)) 
F(c)(l - P(c))42 + F(c)P(c)(l - Ag) + F(c_l)P(c-l) 
+ ... + ^ ^2_)^(l) (^*23) 
where 
E denotes the expectation over individuals in the population, 
I 
E denotes the expectation over cases, 
J 
and are chosen to satisfy condition (6.21) . 
We show that the which minimizes (6-23) will reduce Rule 2 to 
Rule 1- Under Rule 2, the condition (6.21) can be written as 
I J ^  ° iîl ^ ^(8) + + ^ (c+k+1) F(c+k)Al + F(c+k-l) 
+ + ^ (c+1) ^  ^ (c)^ = ^ 
Solving this equation for , 
 ^ [F - F(8) " ~ ^ (c+k+1) " ^ (c+k)^  - F(c+k-l) F(c+1)]' 
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and substituting into (6-22) we have 
n A 
t n '"-i -
IjjJ 1—1 
Let 
= F(8)[l - P(8)] + ••• + F(c+k)[^  - ^ (c+k)]4 
^(c+k)^(c+k)^^ - -Al) + F(c+k-l)^^ ~ ^ (c+k-l)^ 
+ + F(c+l)[l - ^ (c+1)] 
+ (1-P^^))[P-F(8)-.--- F(^+k+l)-^(c+kA 
- ^ (c+k-1) - ••• - F(c+i)] 
+ Z%c)[F(8) + + F(c+k+l) + F(c+k)Al + F(c+k-l) 
••• ^ ^(c+1) F(c) -
F(c-l)F(c-l) + + ^(1)^(1) 
f(A ) E { i £ (n - p .)^} 
^ I,J ° i=l 
n A 
= ^  + F(c+k)[l - ^ (c+k)]^  ^  F(c+k)F(c+k)(l - ^ l) - [^ -^ (c)]^ (c+kA 
113 
+ F(c)f(e+k)Al (6.25) 
where K is a constant independent of . Define AA^ to be a small 
increment of then 
f(â^  + AAl) . K + F(c+%)[1 - + &A^ ] + P(c+k)P(c+k)[l-(Ai + AAi)] 
- [1 - f(c)]f(c+k)[Al * * ^(c)^ (c+k)['''l * 
(6.26) 
It follows from (6.2$), (6.26) and the definition of the P^^^'s that 
f(A, + &L) - f(A.) 
- 2f(c+k)[f(c) - ^ (c+kP ^ ° ° 
>0 if k < 0 . 
Therefore, when k > 0 , f(A^) in (6-25) is a non-increasing function 
, n A 
in A,. So, to minimize E [ — Z ((i . - (j. . )^} in Rule 2 we choose 
I,J ^ i=l 
A^ = 1 which reduces Rule 2 to Rule 1- When k < 0 , f(A^) is a non-
1 n A A 
decreasing function in A, . To minimize E { — 2 (n . - n .) } in 
^ I,J i.-^l 
Rule 2 we choose A^ - 0 which again is the same as Rule 1. 
Next, we assume Rule 1 is better than randomizing any r cases and 
show that it is also better than randomizing any (r+l) cases. The 
randomization of any (r+l) cases can be set up as follows: 
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Rule 3- Order 's and choose c as in Rule 1. Let , k^ 
be integers such that -(c-l) < k^ < (8-c) , m = 1 ,  2 ,  —, r. Assign 
^.i(c+f) " ^ ^ >0 , 4 ^  kg' 
A 
p 1 with probability 
= 0 with probability 1 - Aq 
A 
H i(c+k) ~ ^ With probability A^ , k = k^;, k^, • • •, k^ 
= 0 with probability 1 - A^ 
^.i(c+s) " ° ' s<0, 8 ^  k^, kg, kp . 
Using the procedure of (6-23), we obtain the meaja square error for Rule 3 
as follows : 
2^ n A 
E { J Ï (,_i -
I,J 1=1 
=  ^+ F(c)[l " F(c)F(c)(l • 
r 
+ E 
m: 
(6.27) 
where K_ is a constant independent of A„ and the A. *s , m = 1,—,r. 
m 
Also, from condition (6.21), we have 
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n A 8-c 
•Solving (6-28) for AQ and substituting it into (6.27), we obtain 
• • • '  
' / {?-V'-i " I;J 1=1 
" % ^ ^ (=) A - %)] 
r 
+ 2 
m: 
(6.29) 
and 
--= K, 
r 
+ 
m: 
r 
+ 
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where is a constant independent of 's , m = 1, • • •, r . It 
m 
follows that 
t AA%^, t AAk^) -
^(c+k^)[^(c) " ^ (c+k^)^ 
^(c+kg)^^(c) " ^ (c+kg)^ 
+ ZAAk P(c+% )[P(c) - P(c+t )] . (6.30) 
r r 
From (6.30) and the definition of P^^.^'s , j = 1, ..., 8 , we know that 
f(A^ , , ..., ) is a non-decreasing function in A^ ¥ k^ < 0 
is a non-increasing function in A^ V k^ > 0. 
(6.31) 
m 
Therefore to find the minimum value of f(A , K , —, A, ) or 
^1 ^2 r 
, n A 
E { — 2 (11 . - la . )^} we choose 
I,J i=l 
A ,  = 0  i f  k  <  0  m  -  1 ,  2 ,  — ,  r  
m ® (6.32) 
= 1 if k^ > 0 m = 1, 2; ..., r . 
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Now substituting (6.32) into Rule 3 we find that Rule 3 is reduced to 
Rule 1. This completes the proof. 0 
Therefore, Rule 1 is the best rule for classifying the individual 
true value- By observing and , every individual can be 
classified by Rule 1 provided A is given- We choose A by the unbiased-
ness condition (6.21), 
A = ^  [P - P(8) - F(Y) - - F(c+i)]' (G'33) 
The minimum mean square error of classification is given by 
, n A , n A 
Min E { — S (n . - p. . )^} = E [ — Z(|j. -ii )^} of Rule 1 
1,J i=l " i=l 
= F(8)[l " 2(8)] F(c+l)[l - ^(c+1)] 
+ - F(c)]A + F(c)F(c)[l " *] 
(^c-l)Vl) (^1)^ (1) • 
(6-34) 
Substituting (6.33) into (6.3^); we have 
^ f è .Z (P.i - • F(8)[l - f(8)] ' ••• F(c+l)[l " ^ (c+1)^ 
1-1 
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+ [1-2P(,)][P-F(3) - ... - Vi)]- (S-35) 
In most sample surveys, the parameters in Rule 1 are not known and 
we have to estimate them before we can apply Rule 1. We construct esti­
mators of these parameters and the parameters in model (6.1) in the next 
section. 
C- Estimation of Parameters 
We consider the estimation problem under the assumptions of Section 
B- That is, replication is not assumed, but a third zero-one variable is 
available. Clearly, the eight frequencies are estimated by the sample 
frequencies for each case. We denote these estimated frequencies by 
^000' ^ 100' ^ 010" ^110' ^ 001' ^ 101' ^ 011' ^ 111 • (^-36) 
We recall the following constraints. 
P + Q 
1 - p. 
mu Snu 
"^v 'mv 
p(l - B) + OR = P 
- 1 
m -• 1, 2 
m •--- 1, 2 
m - 1, 2 
(6.37) 
We note that there are only five independent parameters, say, p^^, Pg^, 
P, a, R to be estimated. By (6.36), (a) through (h), and these 
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constraints, we can write 
^000 = - I:? (1 - ^lu)] - l:p [1 - R - P + OR] 
+ (1 - Piu)(l - - 0®) + (a') 
^100 = l!p (1 - Fiu)[]- - ï:p (1 - - R - P + ofi) 
+ Plu^l ~ P2u)(P - OR) + Gg (f) 
^010 = - ï:p (1 - Î& - R - P + Q®) 
+ (1 - Piu)P2u(^ - Q®) + e^ (C) 
^110 = ( Ï:? - Plu)(l - P2u)(l - R - P + Q®) + PiuPguff " Q®) + 
( a ' )  
^001 = - î:p (1 - Plu)] [1 - Î:p (1 - P2u)] - o)R 
+ (1 - Piu)(l - P2u)GB ®5 (e') 
^101 " I:p (1 - ^ lu^ [1 - l:p (1 - ^21%)] + Plufl -
(f) 
^011 -" [1 - î:p (1 - PlJ] Î& - 92%)^ - - Plu)P2u^ -'• e? 
(g') 
120 
]\LL1 = ( î:p + PluPai^R + =8 ' ( h ' )  
Define 
y = 
000 
100 
010 
"110 
001 
•101 
•lu 
-2u 
a 
\ R I 
e = (6.38) 
•Oily 
and 
y = f(8) + e , (6.39) 
where f(G) = (fi(G), fgfG), f^Os), ^^(G), ^^(G), fg(8), f^,(G))' , and 
/ \ 1 ^ 
y = yg; Vy yl^.! y^> yg; y^J - Note here that we dropped P.,.,-, in 
vector y . Since the sum of the eight sangle frequencies is 1, there 
are only seven independent observations. Clearly, the covariance matrix 
of e is V where 
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K-n 
- n(N-l) ^ 
^000^^"^000^ "^000^100 "^000^010 "^000^110 "^000^001 "^000^101 "^000^011' 
^100 (^"^100) "^100^010 "^100^110 "^100^001 "^100^101 "\oo^oii 
^010^^'^010^ "^010^110 "^010^001 "^010^101 "^010^011 
.^110^^"^110) '^110^001 "^110^101 "^110^011 
^001^^"^001^ "^001^101 "^001^011 
^101 ^^ "^101^ "^lOl^OU 
Poii(i-foii) 
(6.40) 
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A 
V is estimated by V which is obtained by replacing P. . . in 
A J1J2J3 
Equation (6A0) by P. , where J 0, 1; 0, 1; j_ - 0, 1. 
^1 2 i 
It is easily s<=-cn that f\(6) is a non-linear function of 0 • Hence, 
we have a non-linear regression problem. That is, we want to find a 0 
for which the sum of squares 
S(e) = Z (y, - f,(9))2 (6.41) 
i=l ^ ^ 
is minimized-
A few methods dealing with non-linear regression are available in 
the literature- We use the Gauss-Newton procedure (see Fuller, 1969)-
A  A  A  A A A  
We first choose an initial estimate of 0 , say 0' = (p^^, P; 0., R)-
From (c), (d), (g) and (h) we have 
^ ^010 ^011 ^  ^110 ^111 
and from (b), (d), (f) and (h) we get 
^ ^100 ^101 ^110 ^111 
Hence, we construct a preliminary unbiased estimator of P 
^ -  Lo + fill + & (Lo + W + ^ 100 " ^101' • 
And by definition, an unbiased estimator of R is 
A  A  A  A  A  
* - fool + ^ 101 " foil + fill • (6.^3) 
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Now we assume 
Plu = P2u = a 
and define 
P-[-) - ^(^2 ~ ^2 ~ 
Then we have 
Pll = F(?li = 1' ?2i = = 1) Ff^.i = 1) + F(%Li = 1' ?2i = =0) 
P(H , = 0) 
. 1 
a P + p2^(l - P) 
,2^ . P^d-a)' 
1-P 
= a^P + , 
where the last equality follows from (6-h). By some algebraic manipula­
tion we obtain 
a = P + Ypz - P"^ [p2 _ (1 _ P)p^] . 
A  A  
Hence, we choose p^^ = p^^ = a as the initial estimator of p^^ and 
P2u *here 
A  A  / \  A  / A A ^ A  A  A  
Ply : Pgu - a P i/pz - P 1 [P2 - (1 - P)Pii (6.44) 
^11 " ^110 •*" ^111 * 
12k 
By the same assumption that two determinations have the same precision 
we obtain a conditional consistent estimator for a 
A  
A a* - p 
a 
Iv 
A  
where 
a* = 
Pi 
^lu ^Iv 
I (^101 + 
Ll + ^101 * ^011 + ^ 111 
p ' , 
(1 - P.J • Iv lu 
where 
Bi(e) = -
1 5 5 
A  
9 is between 0 and 0 • 
(6.45) 
Now, for each i , we expand f\(G) about 9 
f (0) = f (©) + I [ ^f (0)] ^ (0 - 0 ) + R (0) (6.46) 
^ ^ j=l 1 0=0 J J ^ 
Let 
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- fi(8) i = 1, 7 
"j "" j - 1, 5 
>(j) f-' ^«%(«) A  
G^G 
and write 
W = Fô + R (6.47) 
where P is the 7x5 matrix of first partial derivatives 
ff}y = ' (6.47a) 
Ô is 5x1 unknown vector, ¥ is 7^1 observable vector and 
-• R(G) H- e . 
From {6'k-j) we obtain the generalized "One-Step Gauss-Newton Estimator," 
1 -1 1 
6 - (F' V F) F' V W . 
a 
Since V is unknown, we replace V by V and obtain the estimated 
generalized "One-Step Gauss-Newton Estimator," 
6 - (F' V"^ F) F' V"^ W . (6.48) 
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Now the estimator of 6 becomes 
0  =  0 + 6  •  ( 6 - ^ 9 )  
A  
Since 0 is not a consistent estimator of Q, we need a few more 
iterations. We repeat the procedure at 0 and so on, until the additional 
(5 is less than some preassigned value. It is also known that Gauss-
ïïewton procedure converges in most cases- When the procedure does not 
converge we apply the modified Gauss-Newton procedure suggested by 
Hartley (1961) to make it convergent. We give a brief description of 
Hartley's modified Gauss-Newton iteration. In each iteration, after 0 
is obtained, we consider the function 
A  ^  
Q(X) = Q(G + X 6) , for 0 < X < 1 , 
where Q(0) is defined in (S-hl), and determine the value of \ such 
that Q(x) is a minimum on the interval 0 < À < 1 , denoted by X '  >  
Defining the vector 
0 = 9 + \'6 (6.49a) 
we have obviously 
~  A  
< Q(9) . (6.50) 
The procedure is then repeated at 0 and so on- Clearly, (6 .5O) ensures 
A 
that this procedure converges- And the modified Gauss-Newton estimator. 
G , converges to the true parameter 0 - Hence, we obtain for 0 a 
A. 
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consistent estimator, G or 0 , with components as follows 
t "t A. 
(Pl^. Pgu' G; • (é-51) 
Now replacing p^^, P, a and R for their parameters in (6.37) we 
obtain the following consistent estimators. 
Q = 1 - P , 
^mv = (1 - 9%%) ' m = 1, 2 
1-P 
q = 1 - p , m = l, 2 (6.51a) 
mu 
= 1 - , m = 1, 2 
"T P - a R 
1 - R 
Obviously, P is more efficient than the initial value of P , 
A  A  
P of (6.^2). It is interesting to note that P is equivalent to the 
estimator defined in (6-7) with 
*1 = *2 = 2 
'l.j 
A  A  
+ PL,, + P, + P, 
no 111 100 101 
'2.j 
A  
+ P, + P + P 110 ' "111 010 oil 
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It was shewn that for ^ > 0 , the estimator with weights ^2 ~ ^ 2 ~ É 
is less efficient than the estimator with optimal weights defined in 
(6.8a) and (6.8b). 
By (6.51), a more efficient estimator than P can be obtained. We 
substitute (6.51) into the optimal weights in (6.8a) and (6.8b) and 
obtain a consistent estimator for the optimal weights 
~ ^ " N-1 ^2u " M-1 ^lu^2u 
(6.52) 
Hence, another consistent estimator of P is 
P = + Wg Jg.j - (6-53) 
For n largeJ this estimator is expected to be superior to those estima-
^ 1 tors using of (6.IU) or = 2 the weight. It is also superior 
to P obtained directly from Gauss-Newton procedure. 
It appears very difficult to give an exact expression for the vari­
ance of P . We present an approximation only. Note that 
? - p = - p) 4. - P) 
= - P) + l'2(?2.3 - P) 
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+ (w^ - ^ 2)(y2 - fO + (^2 ~ ^2^ ^^2-3 ~ (^'5^) 
where W. and W. are defined in (6.8a) and (6.8b). Since y, . and 1  ^ J.' 0 
y . are unbiased estimators of P , by Corollary (3'l), the last two 
'^ •3 • 
terms are of smaller order than —^ • It follows that ignoring terms 
- k 
whose order in probability is smaller than n we have 
V(yj_ ) - 2COV (y^ .) + vCy^ ) 
where 
v(yi,j)v(y2_j) - [Ct»f(y^_j, 
m [2P - PCpf^ + 4^) - «(pf, + p|,)] 
' - ""'in - - «^1.' 
£5: f^iuPau ^ 
V(y^_j) - 2 Cov(y^_^., Yg.j) + VCyg .) 
° ? - ITMT +«(pf^+p|v)l' 
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A consistent estimator of V(P) can be easily obtained by substitut­
ing estimators for the parameters in 7(P) of Equation (6.55).  
We now treat the estimation of Rule 1 for classification of individ­
ual true values- We estimate P^.'s first- By (6-51), (6.51a) and (i) 
through (p), we have consistent estimators of P^'s 
~ (S.56a) 1 
2 
"^iv"^^^ - 3) + liu'^au ^  
; = — 
/s/ 
^Iv'^v^^ - p) + Plu'^u ^  
? = (6.56c) 
J r-^   ^ xxy /«ta* 
"^iv^av^^ - p) + ^ lu^au ^  
p . !îai^u£ (g.^a) 
4  ^ XV /"v fv 
* Wa. e 
(6.5g») 
«1,92^(1 - «) * «luV ° 
Pg , Ei!!_!gu.f (6,56f) 
- «' + Pineau a 
7 
* Wau « 
Pg = flujauj . (6.56h) 
-  « )  +  ^ lA a 
Ordering P^. , j = 1, 2, ..., 8 we get P^^^ • Then arranging 
P^ . . 's of (6.36) in the order of P/.\ , we obtain F/.\'s • 
^1^2^3 \0/ \0/ 
It then follows from (6.33), (6.36) and (6A2) that a consistent 
estimator of A is 
A  - ,  A  
— [P - - ... - F(2+1)] • (6-57) 
F(c) 
Now replacing the parameters in Rule 1 by their estimators given in 
(6.h2), (6.56a) through (6.56h) and (6.57) we are able to apply Rule 1 to 
classify each individual into class 0 or 1. Furthermore, after the classi­
fication of each individual, an unbiased estimator of P is ready to be 
obtained 
P* = Z p*. (6.58) 
" i--l 
AX 
where p . is the estimated individual true value determined by Rule 1 
• 1 
A  
with Pj's . F^j^'s , P and A replaced by P^'s , F^^^'s , P and 
A  
A respectively. We note that 
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G [[ E I = î(8) + f(T) +---+ ^ (c+1) " F(c) A 
. P (6-59) 
and the conditional mean square error for the given sample is 
E {[ E sample) = F(8)[l ' P(8)] + + ^ (c+l)^^ " ^(c+l)^ 
+ F(c)F(c) + F(c-l)F(c-l)+'''+ F(1)P(1) 
^ - 2?(c)][F - F(8) F(c+i)] • 
(6.60) 
A f»/ 
Since P , and F^^^'s are consistent estimators of their param­
eters , the conditional mean square error converges to minimum mean square 
error of (6-35) as n increases. From (6.59), we also have 
E fP*} P . (6.61) 
I,J 
A 
We note that P is almost identical to P • The only difference is that 
in P we make a randomization in case c - We assign the value 1 for 
A 
the individual falling in case c with probability A . In practice 
we can arrange those individuals falling in case c in some order and 
A 
then assign the first A proportion of individuals equal to 1. Since we 
A 
can not always make an exact proportion of A , so rounding error is 
possible. Hence, we have 
A  
p + e (6.62) 
where 
1 , .1 
- — < e < — 
n n 
By the remark following (6.51a),  we know P = ^  y^ • è - • Hence, 
<- -L« J '-'Z 
from (6.10) and (6.12),  ignoring the terms whose order in probability is 
smaller than ^ , we have . 
Y(f') - è ^ ^ - p(pj^ 4. - «(p|^ * p|^)] 
* Piu^au ^  ^  • (G.63) 
W 
This converges to the mi niTtnim variance of the weighted estimator P of 
A* 
(6.7) only if ^—> 0 as n —> <= . A consistent estimator of V(P ) 
can be obtained by replacing the parameters in (6.63) by their consistent 
estimators given in (6.51) and (6.51a).  
A more efficient estimator for Rule 1 is constructed by replacing 
P by P of (6.51) and A by 
A = 1 
F(c) 
[P - F(g) - - ... - F(2+1)] • (6-^) 
~ A 
This rule may not be unbiased but since P is more efficient than P , 
A  
it is more efficient than the estimated rule using P • Again, after the 
classification of each individual, we have another consistent estimator 
of P , 
13^  
^ V 1 ^ 
P = ^ z p (6.65) 
^ i=l 
where jj ^ is ohe estimated true value for individual i by this rule. 
Wow we have 
yC n •= f{8) * F(7)+'''+ f(c+l) * f(c) ^ 
= P ( 6 - 6 6 )  
and the conditional mean square error for the given sample is 
E f[ J 2 (M*. - (I )^]j sample} 
J i=l 
- F(g)[l - P(g)] + ••• + F(c+i)[l - P(c+1)] 
+ F(c)F(c) + F(c.l)F(c_l) + + F(1)F(1) 
+ [1 - 2P(c)][P - F(8) F(c+i)] . (6.67) 
This quantity converges to the minimum mean square error of (6-35) as 
1 ^ _ 
n increases. It appears very difficult to compare E { — Z (|i .-p .) } 
I,,J i=l 
with E { - 2 (|j. . - p .)^} . Hence no relative efficiency of P 
I,J " i.l "1 
A *  
against P in terms of mean square error of misclassification is given 
here- However, the variance of P is expected less than V{P ) when 
n is large. To see this, we follow the same argument in (6.62) and obtain 
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where 
p" P I e (6.68) 
- - < e < -
n n 
Hence, by (6.48), (6.5I) and (6.68), the variance of P can he approxi­
mated by 
V(P*) = (F' V"^ F)"^ (6.69) 
3 ^ j 
and estimated by 
V(P*) = (,F' V ~ \ F )  (6.70) 
^ ^ 3,3 
where ^F is the matrix of first derivatives defined in (6.47a) evaluated 
at 0 = ^9 , the t-th step Gauss-Newton estimator of 9 . When n in-
.W" 
creases, V(P ) is expected to converge to the minimum variance V(P) . 
Another estimated Rule 1 can be found "by using P of (6.53) as the 
estimator of P in Rule 1- This estimator should be slightly superior 
a /v 
to those using P and P , but its properties are about the same as the 
one using P . 
D- Numerical Example 
We illustrate our estimating procedure by a numerical example. 
In 1970, the Statistical Laboratory of Iowa State University con­
ducted a survey in which interviewer effects and response errors were 
investigated (see Battese, et al., 1972). An area sample of farm 
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operators was selected within each of throe geographic areas in Iowa. 
Each eligible farm operator wa:: inbrrvicwcd in September 19Y0 and re-
interviewed again by a different interviewer one month later. Completed 
interviews were obtained from 262 farm operators in both trials of the 
survey. We consider the responses of these 262 farm operators as a 
sicrole random sample. Since the number of 262 farm operators is rela­
tively small compared with the total number of farm operators in Iowa 
we ignore the finite population correction term. In our illustration 
we assume that there is no interviewer effect and treat the two trials 
as two determinations as defined in this thesis. We study the response 
errors for the item "What was the most iinportant agricultural product 
sold from this farm in I969?," and we assign 
y . = 1 if the most important product is hogs for 
mi 
m-th determination of i-th farm operator, 
= 0 otherwise. 
"Number of breeding hogs at first interview" is chosen as the correlated 
variable • Since we are working with 0 and 1 variables, we set 
=1 if the number of breeding hogs is equal or 
greater than 30 for the i-th farm operator, 
= 0 otherwise. 
Now the sample frequencies for eight cases of == ^2i ^2' 
X = j,) , jp, = 0, 1 , are shown in Table 6.1. 
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Table 6-1 
^^ li'^ 2i'^ 3i^  
(000) (100) (010) (110) (001) (101) (oil) (111) Total 
Frequency 116 8 13 32 28 3 8 5^  262 
Hence; the estimated population frequencies are 
TOOO - 0-4^28 PlOo - 0.0305 ^010 • Puo = 0-1221 
P^ oi . 0.1069 1^01 ' O'Oii; 
Hence, we have 
0.2467 -0.0135 -0.0220 
l'on = 0-0305 = 0.2061. 
(6.71) 
symm. 
-0.0541 -0.(&73 -0.0051 -0.0135 
-0.0037 -0.0033 -0.0004 -0.0009 
-0.0061 -0.0053 -0.0006 -0.0015 
0.1072 -0.0131 -0.0014 -0.0037 
0.0955 -0.0012 -0.0033 
0.0114 -0.0004 
0.0296 
(6.72) 
for the estimated covariance matrix of the first seven estimated propor­
tions. 
A  A  A  A  A  
The initial values, p^^, p^^, P, a and R are computed as follows. 
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F = ZllO + fill + i (PoiO + Zbll + ZÏOO + flOl) 
= 0.3893 , 
A  
R 
A  A  
^001 
A  A  
j. p 4- P 
101 ^011 111 
= 0.3550 , 
11 
A  A  
^110 ^111 
0.3282 , 
•lu 2u 
A  
= P + I: P-^ [P2 A  A  (1 - P)p^] 
and 
= 0.9157 , 
A  
P 
Iv 1.» 
= 0.0537 , 
a-
" I (^101 + ^ 011) 
A  A  
+ p 
101 on 
A  
+ P 
111 
= 0.6397 , 
hence 
or» - Pi^ 
a ^ 
A  A  
^lu " ^ Iv 
= 0.6798 
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As an illustration, we exhibit the first order Taylor expansion of 
A 
lu' ^ 2u' 
A  A   A A A  
f(0) at 0 - (p, , P_ , P, a, R)' 
f/e) = 
000 
A A A p "p A A A AA 
= fT(®) + { —- [1 A - K - p + QE) 
1-P 1-P 
A A AA A p P , A . 
(1 - P2^)(P - aR)}(p^^ - Plu) + ( --Â [1 - -IT 
±-Jr j.-T 
A A AA 
(1 - R - P + QE) - (1 - Pi^)(P - QR)](P2u -
A ^ A A A AA 
+ { (1 - P^^)[l — (1 - - R - P + QE) 
(l-P)2 1-P 
A A A A AA 
- —^ [1 - ^  (1 - p^^)](l - P2^)(l - R - P + OR) 
(1-P)2 1-P 
A A ^ 
- [1 - ^  (1 - P]_^)][l - ^  (1 - Pgu)] ^  " ^ lu) 
1-P 1-P 
A ^ ^ A A 
(1 - P2u)^(^ - P) + {[1 - (1 -
1-P 1-P 
A ^ 
- (1 - Piu)(l - P2u)^}(« - cd + [- [1 - (1 - PiJ] 
1-P 
[1 - -Z- (I-Pg^)] (1-3) - +Ri(e) 
1_P (6.73&) 
fgC©) ^100 
A C, C, A A A AA 
= f2(9) + { ^ [1 ^ (l - P2^)](l - R - P + CCR) 
1-P 1-P 
ihO 
A  A  A A  A  ^  A  
+ (1 - P2u)(P - - Piu^ " [ r~ 
(1-P)2 
A  A  A A  A  A  A A  A  
u - R - p '• fzR) - Pj^(P - a^R)](p^,^ - Pg^) 
A  
A  A  A  A  A A  
+ { —4— (1 - P^^)[l - ^  (1 - P2^)](l - R - P + OR) 
A  
(1-P)2 1-P 
A  A  A  A  A A  
(1 - p,, )(1 - p_ )(1 - R - P + QE) 
A _ ^lu/\ ^2u 
(1-P)3 
- (1 - Pi^)[l - (1 - Pgu)] " Piu^^ - P2u)](P - F) 
1-P 1-P 
A A A  A  A  
+ { — (1 - Pj^)[l - — (1 - P2^)]E - - P2j,)R}(a:-a) ^ - -
1-P 1-P 
P _ P P ^ P A , , A, 
+ (1 - p^^)[l - — (1 - P2^)](l - a) 
1-P 1-P 
- Pi^(l - Pg^MCR - R) + RgCe) (6.73b) 
fgfe) = p. 010 
A  
P2 A  A  A A  A  A  A A  
= (1 - P2^)(l - R - p + OR) - P2^(P - aR)}(p^^- Pi^) 
(1-20= 
A  
P 
M ~  [1 
A  
1-P 
A  
P 
A  
1-P 
A  A  A  A A  
(1 - P^^)](l - R - P + OR) 
A  A A  
+ (1 - Plu)(P - ^ )}(Po,. - Pon) + { 2u — (1-Pl^)(l-P2„) 
(1-p)-
I 
I < 
I < 
PM 
I 
H 
< A 
H 
CVl 
<? 
+ 
< AH 
I 
< p:; 
I 
H 
I 
4-
< P4 
I 
< Pc; 
< 
PM 
FL, 
0 
< o 
I 
6 
:5 
< ^  
1 
iH 
<A 
0 
< 
< o 
I 
iH 
< ^ 
I 
H 
< 4 - 3  
I 
H 
<PH < fV 
o 
P 
vô 
< P4 
I 
r-i 
<4'3 
I i—-» 
< O) 
cn 
K 
+ 
< «" 
M 
<'F 
< P5? 
§ 
PM 
II 
CD 
P? f 
I 
h 
< FM 
< M 
I 
< 
I 
H 
< 
< 
< %  
w 
<'k 
i-i 
I 
PM 
pV 
H-
< 
< 
+ 
PM 
« 
I 
P? 
I 
H 
<% 
+ 
m 
« 
I 
I 
rH 
PM 
I <fM 
m 
<'p 
< PM 
I 
fM 
S Î 
I 
r4 
I 
g 
I 
r* 
I 
iH 
OJ 
<% 
CM 
< P T 
Ih2 
A  
+ f- (1 - Pi^)(l - " G:) 
(1-P)= 
- PiuP2u °=} (R - R) + \iQ) (6.73d) 
= ^001 
A  A  
A  ^  ^  A  A  A  A A A A  
= f^(9) + { — [1 (1 - Pg^)] (1 - 0:)R - (1 -
1-P 1-P 
r >  •  •  •  '  A  A  A  A A  A  
+ { — [1 (1 - Plu)] (1 - «)R - (1 - Piu)°^)(P2u"^2u) 
1-P 1-P 
A  
+ { ^— (1 - P^^) [1 % (1 - P2^)](l - G)R 
(1-P)2 1-P 
A  A A A  
^— [1 - (1 - Piu)](l ~ P2u)(l " <^)R}(P - P) 
(1-P)2 1-P 
A  A  
+ {- [1 - ^  (1 - Piu)3Ci - ^  (1 - p2^)]R 
1-P 1-P 
A  A  A  A  
^6(9) PlOl 
+ (1 - Piu^(l - P2u)B] (a - a) 
+ {[1 - (1 - P^^)] [1 - ~ (1 - P2u)](l -
1-P 1-P 
- Piu)(l - P^u)%} (R - H) + iy(G) (6.73e) 
A  A  
A  p  p  ^  A A A A A A  
fg(©) { [1 (1 - P2u)](^ - o)R ^(l-P2u)oRl(Piu-Piu) 
1-P 1-P 
I'l-j 
^  A  A  A  A  A A  A  
{ —^ (1 - - a)K - 0R](P2u - Pj^) 
(1-P)2 
A  ^  
{ —j;— (1 - Pi^)[l - (1 - P2u^^ 
(1-P)2 1-P 
^  A  A  A A A  
—^ (1 - Piu)(l - P2u)(l - o)E](P - P) 
(1-I03 
p ^ P ^ 
(- -2; (1 - - -IT (1 -
1-P 1-P 
A  A  A  A  
Pl^fl - Pg^MCo: - a) 
{ ^  (1 - Pj_^) [1 - -^ (1 - P2u)](l - °=) 
1-P 1-P 
+ Pj^fl - Pg^^ojfE - R) + RgfG) (6'73f) 
^  A  A  A  A  A A  A  
C  — ( 1  -  2 2 u ) ( l  -  -  % u  ' « î f l ' l u  -  P l u )  
(1-P)2 
^  ^  A  A  A  A  A A  A  
[- -2; [1 - --; (1 - Piu)](l - a)R + (1 - Piu)dR)(P2u-P2u) 
1-P 1-P 
{- --"7-- (1 - Piu)(i - P2u)(i - *)R 
(1-P)3 
A  A  
+ -4— [1 - ^  (1 - - PoJd - o)R](f -: P) 
(l-P): 
A  
1-P 
A  
•2n' 
+ [1 _ (1 _ p^^)](l - p^jR 
1-P 1-P 
A  A  
+ (1 - Piu)P2u «](« - a) + { [1 - (1 - p^^)] 
1-P 1-P 
A A A  
(1 - Pgy^fl - a) + (1 - Pi^jPgu G}(a - R) + S^fG) (6.73g) 
By substituting the initial value 
Plu = = 0.9157 , P = 0.3893 ; a = 0.6798 , R = 0.3550 (6.7^) 
A  A  A  A  A  A  
into f(9) and subtracting f(©) from y = (Pqqq^ ^lOO' ^ 010' ^ 110' 
A A A  
Pgoi; Pjoi' ^ 011)' Given in (6.7I) we have 
,W 
-0.0033 
0.0062 
0.0129 
0.0034 
0.0034 
-0.0129 
0.0061 
(5.75) 
And the matrix of the first derivatives at G (0-9157. 0.9157; 0.3893, 
0.6798^ 0.3550)' is computed from (6.71a) through (6.71g) • 
1^ 5 
,F = 
0.2873 
0.2873 
0.1185 
0.1185 
0.0482 
0.0482 
0.2171 
0.2873 
-0.1185 
-0.2873 
0.1185 
0.0482 
-0.2171 
-0.0482 
-1.1009 
0.1266 
0.1266 
0.8!+77 
-0.0486 
0.0229 
0.0229 
0.3153 
-0.0094 
-0.0094 
-0.2966 
-0.3153 
0.0094 
0.0094 
-0.2915 
-0.0688 
-0.0688 
-0.5709 
0.2915 
0.0688 
0.0688 
. (6.76) 
Substituting (6.72), (6.75) and (6.76) into (6.48) we obtain our first 
step Gauss-Newton estimator 
-0.0173 \ 
0.0352 
,0 = -0.0020 
-0.0046 
^ -0.0008 I 
And the estimator of 0 becomes 
, 0  0 + ^ 6  
0.8984 ^  
0.9509 
0.3873 
0.6752 
, 0.3542 I 
146 
Now we let ^0 serve as 9 and repeat the whole process again. 
By doing this, we obtain our second step Gauss-Newton estimator 
and 
,6 = 
'0.0003 \ 
0.0011 
0.0001 
2® = iG + 2^ = 
•0.0005 / 
\ 0.0007 / 
0.8987 
0.9520 
0.3874 
0.6747 
\ 0.3549-
We note that each component of is smaller than that of ^6 • And 
A /-V/ 
the third step estimator is obtained by replacing G by ^ and repeat­
ing the whole procedure again. Now 
,6 
! 0.0002 
-0.0001 
-0.0000 
-0.0000 ' 
\ 0.0001 / 
(6.77) 
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Since every component of is close to zero we stop here. Hence, 
our final estimator of 0 is 
3® = 2® ^ 3® = 
0.8989 
0.9519 
0.3874 
0.6747 
-lu 
?2u 
P 
a 
R ; 
(6.78) 
with approximate estimated variance as 
vC^e) = 
•0.1673 0.0431 0.0800 0.0060 
0.2640 0.0210 -0.0317 0.0332 
0.2070 0.1962 0.0889 
0.6566 -0.0152 
0.2274 
Substituting (6.78) into (6.51a) we obtain 
Q, = 1 - P = 0.6126 
(6.78a) 
•Iv 
•2v 
^lu 
- ^lu) " (o.ion) 
i-p 
- Pgu) " ÈëÈ (0-0^81) 
1-p 
1 - Plu = 0.1011 
= 0.0639 
0.0304 
(6.78b) 
l48 
%2u = 1 - 92U = O'CkGl 
= 1 - = 0.9361 
qgv = 1 - Pgv = 0-9696 
and 
P 
P - oR 
1 - R 
0.387'+ - (0-67^ 7)(0-3530) 
0.6450 0.2293 
We now check the validity of this procedure. We note that there are 
seven degrees of freedom and five parameters in the model. Hence, two 
degrees of freedom are left to the residual. We also note that if the 
'^-1 p 
model is correct, V is asymptotically distributed as % with 
2 degrees of freedom, where is the W statistic obtained for the 
third iteration. That is 
-,W = 
-0.0091 
0.0068 
0.0212 
0.0054 
0.0010 
0.0060 
0.0041 
Now along with V in (6.72), we find 
l'i9 
, •^-1 
3W V 3.8 , (6.79) 
while X2 5^ significant level is 5-99- Hence, we have no reason to 
reject the model-
One interesting question that can be asked at this stage is: Does 
= 0.8989, Pg^ = 0.9519 imply that the second determination has 
higher precision than the first? Since n is large, and p^^ and Pg^ 
are the statistics of mean type, by the central limit theorem, 
Plu^ 
•2u 
/ 
has approximately a .bivariate normal distribution, that is 
^lu ^lu 
^2u " ^ 2u 
N 
I 0.2927 -0.1673 
\ 
\ 0 / \ -0.1673 0.2614-0 / 
. (6.80) 
Now under the null hypothesis that p^^ = p^^ we have 
fPlu -
/ 
distributed as standard normal. Substituting the computed and p^^ 
into z we have 
\/262 (0.8989 - 0.9519) 
/O.2927 + 0.2640 + 2(0.1673} 
-0.91 (6.81) 
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which is not significant at 5^ significant level- Hence ; there is little 
evidence that the second determination is more precise than the first-
a — 
We now compare the estimated efficiency of P of (6-42) and P of 
(6.51)- The variance of P can he computed from (6.8), (6.10) and (6-12) 
with ^ Wg = ^  , that is 
v(p) ' Ç + V(y2.j) * 2 
= r t2 J IQ + 2 i • («-82) 
(Note : we have ignored the finite population correction term, ^  •) 
Using the initial values for the estimators of the parameters, we have 
a 
estimated V(P) , 
V(P) = ^ [(0-3893)(0.6I07) + (0.3893)(0.9157)^ + (0.6107)(0.053?)^ 
(0-3893)2] 
' i (0.2072) - (6-82a) 
From (6.78a) we know 
v(p) = i  (0.2070) 
Hence, two estimated variances are about the same- This implies that 
the iteration doesn't improve the estimation of P - However, the result 
doesn't shock us because (6.13a) tells us that when ^ can be ignored. 
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- ^ 2 ~ ^  optimal weight. Hence, in this particular example, 
A 2 ~ 
P , which uses ^ s-s its weight, should have the same efficiency of P 
^ 1 
of (6.51). We also note from (6.52) that in this example, ^ . 
A 
Hence P of (6-53) is the same as P -
Next, we estimate Rule 1- From (6.78), (6-78b) and (6.56a) through 
(6.56h) we have 
1 ' _ -
+ lluV P 
(0.101l)(0.0k8l)(0.2293) 
(0.93613(0.9696)(0.7707) + (0.1011)(0.C48lj(0.2293) 
= 0.0016 , (6.83a) 
~ 9lu%2u ^  
^2 " 
PlySzvfl - + Plu«2u " 
(0.8989)(0-Ch8l)( 0 - 2 2 9 3 )  
(0.0639)(0.9696)(0.7707) + (0.8989) (0.0^^81) (0.2293) 
- 0.1717 , (6.83b) 
~ ^lu^2u ^  
P3 = 
Wau P 
(0.1011)(0.9519)(0-2293) 
(0.936l)(0.0304)(0.7707) ( O - l O U ){0.9^19) ( 0 . 2 2 9 3 )  
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= 0.5019 , (6.83c) 
p ^ PiuPeu ^  
^lv^2v^^ - P) + PiuP2u ^  
(0.8989)(0.9519)(0-2293) 
(0.0639)(0.0304)(O.7707) + (0.8989)(0.9519)(0.2293) 
0.9924 , (6.83d) 
% ^lu4u ^  
P5 = fv />-/ rs.f 
- =) 1lu°-2u ° 
(O.IOII)(O.O48I) (0.67^7) 
(0.936l)(0.9696)00.3253) + (O.1011)(0.O481)(O.6747) 
= 0.0110 , (6.83e) 
% ^lu^gu 
a 
^ Piu^au a 
(0.8989)(0.0k8l)(0.67k7) 
(0.0639)(0.9696)(0.3253) + (0.8989)(0.048l)(0.6747) 
= 0.5917 , (6.83f) 
; V2U ^ 
7 
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(0.1011)(0.9519)(0-6T47) 
(0.9361)(0.030J+)(0.3253) + (0.10ll)(0.9519)(0.67i^7) 
= 0.8752 , (6.83g) 
and 
^8 " 
PlvP2v(l - a) + PiuBpu a 
(0.8989)(0.9519)(0-67^7) 
(0.0639)(0.0304)(0.3253j + (0.8989)(0.9519)(0.6747j 
0.9989 . (6.83b) 
Therefore, we obtain 
f(8) = Pg = 0.9989 , 
^(7) = = 0-9924 , 
= 0.8752 , 
P(5) = Pg = 0.5917 , 
(6.8k) 
P(4) - f] = 0.5019 , 
P(3) - \ 0.1717 • 
and 
P(2) ^5 - 0.0110 
P(l) ' ^1 0.0016 
Uow, according to the order of F, .s , ve arrange P. . . 's in (6.71 ) 
\ d / 12 3 
and obtain 
F(8) - ^111 " 0-2061 
F(7) = PllO - 0-1221 
F(6) = foil = 0-0305 
(6.85) 
F(5) = PlOl = 0.0115 
2\4) = PolO = 0.0496 
F(3) = FlOO = 0.0305 
'(2) = Pool = 0-1069 
F(l) = Pooo " 0.4428 
We then compute A of (6.57)- Since P = 0.3093 , (c) = (4) and 
we have to randomize the case of (Y^.; = (0, 1; O). The 
estimated probability for randomization is 
A - - F(8) - F(7) - F(6) - F(5)] 
V) 
° 0.(*9D - 0.2061 - 0.1221 - 0.0305 - 0.0115] 
. 0.3851 . 
A 
The frequency of the case of (Y^^, Yg^, = (O, 1, 0) times A 
is 13 X 0.3851 = 5 , (with rounding error = O.OO63). Therefore, in 
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the classification of individuals, we assign the estimated individual 
true value as follows : 
p, ^ = 1 if individual i belongs to any case of 
(Yi-, Yg^, Xg.) = (1, 1, 1), (1, 1, 0), 
(0, 1, 1) or (1, 0, 1) , 
-• 1 any 5 of 13 individuals who belong to the 
case of = (0, 1, 0) , 
- 0 the rest of 8 individuals who belong to the 
case of (Y^^, Y^., = (0, 1, O) , 
=0 if individual i belongs to any case of 
2^1' %3i) = 0' 0), (0, 0, 1) or 
(0, 0, 0) . (6.87) 
Hence 
1 ^ 
 ^ = n 
1^1 
 ^ (5k + 32 + 8 + 3 + 5) 
102 
0.3893 , 
A 
which is the same as P to the fourth decimal digit-
Since the rounding error to get 5 of 13 individuals to be assigned 
as 1 is small, from (6.60), the conditional mean square error given the 
sample under this rule is 
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n 
E {[ - Z (M . - p J^ll sample] 
J i=l 
= - F(8)] + F(7)[l " ^^7)] + FgCl - P(6)] + F(5)[l- P(5)] 
^ " ^(3)^(3) F(2)F(2) ^(1)^(1) 
•" - 2f(c)] - F(8) - ••• - ^(5)3 
= (0.2061)(0.0011) + (0.1221)(0.0076) + (0.0305)(0.12k8) 
+ (0.0115)(0.4083) + (0.C496)(0.5019) + (0.0305)(0.1717) 
+ (0.1069)(0.0110) + (0.4428)(0.00l6) 
+ [1 - 2(0.5019)] [0.0191] 
= O.Cbl6 . (6.88) 
If we apply P of (6.78) in Rule 1, we obtain A of (6.64 ) as 
A [p - F(3) - F(7) - F(S) - ?(;)] 
^(1.) 
Q [0.3874 - 0.2061 - 0.1221 - 0.0305 - 0.0115] 
0.3468 . 
Since 13 x 0.3468 = 4-5084 = 5, we thus assign the estimated 
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individual true value, [x . ; the same way as we did in assigning p. . 
Hence, we have 
1 " 
1=1 
^ (5^+32 + 8 + 3 + 5) 
0.3893 . 
The difference between P and P of (6.78) is less than . The 
approximate conditional mean square error of P , by (6.67), is 
1 n ~ ~ ~ ~ 
2 sample] = F(g)[l - P(g)] + ... + - P(=^] 
+ + F(l)f(l) 
+ [1 - 2P(^)][P - F(8) - ... - F(2)] 
- 0.0416 . (6.89) 
^ x- ~ X 
Again the conditional mean square of P and P are about the same for 
this particular sample. 
A 
As we mentioned above, for this sample, P is about the same as P 
~ V  ~  A  A *  A  A  
and P is about the same as P - Therefore, V(P ) -- V(P) of (6.82a) 
A A ~ A ~ 
and V(P ) V(P) of (6.78a). Since ^ = 0 , P and P have the 
same efficiency and P = P since W, - O.5 from (6.52). 
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VII. SUMMARY 
In seeking a better estimâtor^ some techniques for combining the 
information are essential- In this thesis, the weighting method has been 
used in the estimation problem in response error models-
Under the assumption that a super-population of responses on each 
individual exists, we considered the questionnaire design which contains 
two questions for an item of interest. Therefore, on each sample individ­
ual we obtained two observations called determinations to estimate the 
individual true value. Due to the response errors, the responses for the 
two determinations are not always the same. We then combined the infor­
mation from two determinations to estimate the individual as well as the 
population mean true value. The best estimators of the population mean 
under different models were given. When the response variances and co-
variances are not known, the consistent estimators were studied and the 
variances of each estimator and the estimated variances were obtained. 
When the response variables are of zero-one type, a classification 
rule which minimizes the probability of misclassification was developed 
by introducing a third zero-one variable. 
It is hoped that research in the application of this scheme will be 
continued- A similar prediction rule for zero-one response variables 
with a continuous third variable and for all variables being continuous 
will be studied-
1L)9 
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X. APPENDIX 
Proof of Theorem 4.1: The proof of (4.12) is given by Williams (1967) 
and the proof of (4.13) is a simulation of Williams* approach- Hence, 
the notation used by Williams will be used here. And we will present 
the proof for the general case given by Williams then condense the re­
sult for our special case. 
Given a linear model 
y = Xp + 6 , Ô ~ N(0, i Z) , (Al) 
where y , kxl vector is the mean of n independent responses, Y. , 
i  =  1 ,  2 ,  . . . ,  n ,  X  i s  a  k x p  k n o w n  v e c t o r  v i t h  r a n k  p  ( p < k )  ,  f  
is a pxl vector of unknown constants, Z , covariance matrix of , 
is a kxk positive definite matrix with finite but unknown elements, 
also given a matrix S (kxk) such that 
S - E (Y - y)(Y - y)' . 
n-1 1 
Then clearly S is an unbiased estimator of Z and the estimated 
generalized least square estimators of g is 
^ -] -1 1 
p - (X' s"-^ X) X' s y . (A2) 
By the normality assumption, y is independent of S , hence 
16$ 
E [p] = E [E [(X' S"^ X) S'^ yjS]} 
= 3 • 
A 
The conditional variance of /IT P given S is 
(X'  S"^ X) X'  S"^ Z S"^ X(X'  S~^ X) ^  - (A3) 
The unconditional variance of \frï p is simply the expectation of (A3) 
over S • We note that (n-l)S has Wishart distribution, W(n-1. Z). 
It is known that any member C (pxk) of a non-singular transpose 
matrix product, C'C , can be written as the product 0dJ where 
0'C'C0 = diag(ch C'C) = 
(A4) 
J = D'V'C 
JJ ' 
and ch C'C denotes the characteristic roots of C'C . To the row-
orthonormal matrix •' we can add k-p orthonormal rows r(rr' = I^_p) 
and relate J and F through J'J -= - FT by letting (J': T') 
be an orthogonal matrix-
Wow in (A3), express S in terms of the Wishart matrix 
W (n-l) S which has n-1 degrees of freedom and by (A^) denote 
X' Z' ^  by 0Df . Hence (A3) becomes 
l66 
Since 
0D-^ (J W'^ J' )' J W'^  J'(J Î2f' . 
(p: r'}(. ^ we replace W  ^  ^ by W  ^(J'J + rT)W"  ^  , 
and write last expression in two terms; 
0D"^0' + 0D"^ (J W~^J') W"VT W~^ J' (J W"^ J') ^ D"V* • (A5) 
The matrix products J W ^  J'' and J W ^  F' in (A5) have simple distri­
butional forms which can be derived directly from that of the Wishart 
matrix 
( |. ) W (r': f) 
and its triangular factorization 
T T' = 
Til (k-p X k-p) 0 (k-p X p) 
Tgl (P X k-p) T^^ (p X p) 22 
. \ mt m 
•^11 ^21 
/  \ °  /  
The inverse of this matrix is 
I n^ ~V' 
(W"V' 
rw-^J- \ 
-ir. 
F J 
/ ~ -1 ~ -1~ ~ -1 i / ~-l / T* -T' T* T . / T 11 
\ 0 
11 21 22 
22 
11 
-,_1~ ~_i 
j r^ 2^ 2i'^ ii 
0 
s 
(A6) 
Hence 
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(J W"^J')'VVT J W-^p) ^ %1 • (AT) 
From Roy (1957), we know the elements of T are independent, those of 
being N(0, l) and those in order i on the diagonal of being the 
positive square roots of chi-sq.uare variables with n-i degrees of free­
dom- Thus 
"<^21 Tsi) = :p 
-1 
= [tr E(Tii Tu) ] Ip 
-1 
[tr E(T^ T^) ] IP . (A8) 
ii)'" 
n > k - p + 2 . Thus the unconditional variance of p is 
Each diagonal element of (t^ T^^) has expectation l/(n - k + p - 2), 
V(ê) |{0D-20. f ^ . 2 0D-20'} 
n - 2 
n [n - (k-p) - 2] 
n - 2 
n [n - (k-p) - 2] 
n - 2 
n[n - (k-p) - 2] 
(0D j [' D'0') 
~ 1 ~ 1 (X' 2' Z X) 
1 -1 
(X' z" X) . (A9) 
a 
To find an unbiased estimator of V(^), we follow the same approach 
l68 
and -write 
-1 ~ 1 1 ~ 1 
(n-l)(X' S ^ X) = (X' 2' ¥ Z"-^ x) 
1 -1 
= (0D J tf" J' D0') 
= 0d"^ ( J ¥"^  J')~^  • (AlO) 
-1 •. We note that the only random part in (AlO) is (J W J') • Now, follows 
from (A6), 
J J' = ^2 • 
Hence 
(rw-^j')^= Tgg Tjg . (AU) 
Now given the assumptions on the elements of T and that is 
defined by 
^22 
^k-p+l,k-p+l 
^k-p+2,k-p+1 ^k-p+2,k-p+2 
\,k-p+l k-p+2 ' ' ' \,k 
we obtain 
I69 
k-p+l,k-p+l)^ 0 
^^\-p+2,k-p+2^ 
= (n-k+p-l) I 
•pxp (A12) 
Therefore, by (AlO). (All) and (A12) we have 
E{(X' S"^ X) } = 0 D~^ 0' 
= K-k+p-1 (X' X) 
n-J-
-1 
(A13) 
Wow from (A9) and (AI3) we obtain 
-1 
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n-2 
n[n-(k-p)-2] 
(X 'S  hi) -1 
= V(3) . (Al4) 
In the model defined in Case 1 of Chapter IV we have k - 2. p -  1  
and y , Z and S being defined in (4.11a), (4.11b) and (4.11c) 
respectively, and of course X ( ^ ) . Therefore from (A2) we obtain 
170 
p = (X' S~^ X) X' s'^ y 
- s. 2-,i 12. j 
l.j 2s I- s' 12.j 2.j 
- s. 
'I'j 
'1-0 
l.j 12..1 
- 2Sl2.j + '2.j 
(A15) 
•which is the same as the estimator given in Theorem 4.1. And since 
(X' X) 
-1 
= a" -n - 'L 
- 2cr 12 + cr; 
(X' S"^ X) 
-1 
•Ai. 
- s 12. j 
l.j - 2s . + s; 12.j 2.j 
A 
we obtain from (A9) and (Al4) the variance of |a 
V(ii) = n-2 
n(n-3) 
12 
"i - ^"12 
+ ot 
A 
and the unbiased estimator of V(p) 
O g O 
A A , Sf .S^ . - S 
V(li) n-l l.j 2..1 12.,1 
•where 
