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1. Introduction
For N  3, 1 q < 2< p < 2∗ = 2N/(N − 2), we consider the semilinear elliptic equations{
−u + u = a(z)up−1 + λh(z)uq−1 in RN ;
u ∈ H1(RN), (1)
where λ > 0. (We may write λ = exp(−δn) for n ∈ N and 2− q < δ < p − q.) Let a and h satisfy the following conditions:
(a1) a is a positive continuous function in RN and lim|z|→∞ a(z) = 1.
(a2) There exist c0 > 0 and 2− q < δ < p − q such that
1− c0 exp
(−(2+ δ)|z|) a(z)  1 for all z ∈ RN .
(h1) h ∈ L pp−q (RN )∩ L∞(RN ), h  0.
(h2) There is a positive number ρ0 such that
h(z) ρ0 on some open and bounded set E ⊂ RN .
Associated with Eq. (1), we consider the C1-functional Jλ , for u ∈ H1(RN ),
Jλ(u) = 1
2
‖u‖2H −
1
p
∫
RN
a(z)up+ dz −
λ
q
∫
RN
h(z)uq+ dz,
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∫
RN
(|∇u|2 + |u|2)dz)1/2 is the norm in H1(RN ) and u+ = max{u,0}  0. We know that the nonnegative
weak solutions of Eq. (1) are equivalent to the critical points of Jλ .
For λ = 0 and a(z) ≡ 1 for all z ∈ RN , we consider the semilinear elliptic equation⎧⎪⎨
⎪⎩
−u + u = up−1 in RN ;
u > 0 in RN ;
u ∈ H1(RN),
(2)
and the energy functional J∞0 (u) = 12‖u‖2H − 1p ‖u+‖pLp .
Semilinear elliptic problems involving concave–convex nonlinearities in a bounded domain{
−u = λ f (z)|u|q−2u + |u|p−2u inΩ;
u ∈ H10(Ω),
(Eλ)
have been studied by Ambrosetti, Brézis and Cerami [1] ( f ≡ 1, and 1 < q < 2 < p  2∗ = 2N/(N − 2)) and Wu [27]
( f ∈ C(Ω) and changes sign, 1< q < 2< p < 2∗). They proved that this equation has at least two positive solutions for suf-
ﬁciently small λ > 0. More general results of Eq. (Eλ) were done by Ambrosetti, Garcia and Peral [3], Brown and Zhang [11],
Brown and Wu [10] and de Figueiredo, Gossez and Ubilla [13].
In this article, we consider the existence and multiplicity of positive solutions of Eq. (1) in RN . In the case q = λ = 1
and a(z) ≡ 1 for all z ∈ RN , suppose that h is nonnegative, small and exponential decay, Zhu [28] and Hsu and Wang [16]
showed that Eq. (1) admits at least two positive solutions in RN , an exterior strip domain Ar\D , respectively. Without
the condition of exponential decay, Cao and Zhou [12] and Hirano [15] showed that Eq. (1) admits at least two positive
solutions in RN . For the case q = λ = 1, Adachi and Tanaka [5] prove that Eq. (1) admits at least four positive solutions
in RN . About the existence of two positive solutions, Jeanjean [17] and Adachi and Tanaka [6] studied a more general
equation −u + u = g(z,u)+ h(z) in RN under some assumptions.
This article is organized as follows. In Section 2, we use the argument of Tarantello [25] to divide the Nehari manifold
Mλ into the two parts M
+
λ and M
−
λ for λ ∈ (0,Λ). In Section 3, we prove that the existence of a positive ground state
solution u0 ∈ M+λ of Eq. (1). In Section 4, we study the idea of category to get that the existence of the other two positive
solutions in M−λ of Eq. (1). In Section 5, applying Bahri–Li’s minimax argument [8] to obtain the existence of the fourth
positive solution in M−λ of Eq. (1).
Let
S = sup
u∈H1(RN )
‖u‖H=1
‖u‖Lp ,
then
‖u‖Lp  S‖u‖H for any u ∈ H1
(
RN
)\{0}. (3)
Some results are as follows.
(I) Under some assumptions (a1), (a2) and (h1), if 0< λ<Λ, where
Λ = (p − 2)(2− q) 2−qp−2 [(p − q)S2] q−pp−2 ‖h‖−1# ,
and ‖h‖# is the norm in L
p
p−q (RN ), then Eq. (1) admits at least a positive ground state solution. (See Theorem 14.)
(II) Under some assumptions (a1)–(a2) and (h1)–(h2), if λ is suﬃciently small, then Eq. (1) admits at least four positive
solutions. (See Theorems 26 and 31.)
2. The Nehari manifold
We deﬁne the Palais–Smale (denoted by (PS)) sequences, (PS)-values, and (PS)-conditions in H1(RN ) for Jλ as follows.
Deﬁnition 1.
(i) For β ∈ R, a sequence {un} is a (PS)β -sequence in H1(RN ) for Jλ if Jλ(un) = β + o(1) and J ′λ(un) = o(1) strongly in
H−1(RN ) as n → ∞, where H−1(RN ) is the dual space of H1(RN );
(ii) β ∈ R is a (PS)-value in H1(RN ) for Jλ if there is a (PS)β -sequence in H1(RN ) for Jλ;
(iii) Jλ satisﬁes the (PS)β -condition in H1(RN ) if every (PS)β -sequence in H1(RN ) for Jλ contains a convergent subse-
quence.
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{un} be a (PS)β -sequence in H1(RN ) for J0 . Then there are a subsequence {un}, a nonnegative integer m, sequences {zin}∞n=1 in RN ,
a critical point u ∈ H1(RN ) of J0 such that∣∣zin∣∣→ ∞ for 1 i m;
un = u +
m∑
i=1
w
(· − zin)+ on(1) strongly in H1(RN);
J0(un) = J0(u)+
m∑
i=1
J∞0 (w)+ on(1),
where w is the unique positive solution of −w + w = wp−1 in RN .
Proof. See Lions [21], Benci and Cerami [7], and Lien, Tzeng and Wang [19]. 
Since Jλ is not bounded below on H1(RN ), we consider the Nehari manifold
Mλ =
{
u ∈ H1(RN)\{0} ∣∣ u+ ≡ 0 and 〈 J ′λ(u),u〉= 0}, (4)
where〈
J ′λ(u),u
〉= ‖u‖2H −
∫
RN
a(z)up+ dz − λ
∫
RN
h(z)uq+ dz.
Note that Mλ contains all nonnegative solutions of Eq. (1). Moreover, we have that Jλ is bounded below on Mλ .
Lemma 3. The energy functional Jλ is coercive and bounded below on Mλ .
Proof. For u ∈Mλ , by (4), the Hölder inequality (p1 = pp−q , p2 = pq ) and the Sobolev embedding theorem (3), we get
Jλ(u) =
(
1
2
− 1
p
)
‖u‖2H −
(
1
q
− 1
p
)∫
RN
λh(z)uq+ dz

(
p − 2
2p
)
‖u‖2H − λ
(
p − q
qp
)
‖h‖#Sq‖u‖qH .
Hence, we have that Jλ is coercive and bounded below on Mλ . 
Deﬁne
ψλ(u) =
〈
J ′λ(u),u
〉
.
Then for u ∈Mλ , we get〈
ψ ′λ(u),u
〉= 2‖u‖2H − p
∫
RN
a(z)up+ dz − λq
∫
RN
h(z)uq+ dz
= (p − q)λ
∫
RN
h(z)uq+ dz − (p − 2)‖u‖2H (5)
= (2− q)‖u‖2H − (p − q)
∫
RN
a(z)up+ dz. (6)
We apply the method of Tarantello [25], let
M+λ =
{
u ∈Mλ
∣∣ 〈ψ ′λ(u),u〉> 0};
M0λ =
{
u ∈Mλ
∣∣ 〈ψ ′λ(u),u〉= 0};
M−λ =
{
u ∈Mλ
∣∣ 〈ψ ′λ(u),u〉< 0}.
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Proof. See Brown and Zhang [11, Theorem 2.3]. 
Lemma 5. Under some assumptions (a1), (a2) and (h1), if 0< λ<Λ, thenM0λ = ∅.
Proof. Assuming the contrary, there is λ0 ∈ R and 0< λ0 <Λ such that M0λ0 = ∅. Then for u ∈M0λ0 , by (5) and (6), we have
‖u‖2H =
p − q
p − 2λ0
∫
RN
h(z)uq+ dz =
p − q
2− q
∫
RN
a(z)up+ dz.
By the Hölder inequality and the Sobolev embedding theorem, we get
‖u‖H 
(
2− q
p − q S
−p
)1/(p−2)
and
‖u‖H 
(
p − q
p − 2λ0‖h‖#S
q
)1/(2−q)
.
Thus,
λ0  (p − 2)(2− q)
2−q
p−2
[
(p − q)S2] q−pp−2 ‖h‖−1# = Λ,
which is a contradiction. 
Lemma 6 can be proved by using the equality (5).
Lemma 6.
∫
RN
λh(z)uq+ dz > 0 for each u ∈M+λ .
For u ∈ H1(RN )\{0} and u+ ≡ 0, let
tmax = tmax(u) =
[
(2− q)‖u‖2H
(p − q) ∫
RN
a(z)up+ dz
]1/(p−2)
> 0.
Lemma 7. For each u ∈ H1(RN )\{0} and u+ ≡ 0, we have that
(i) if
∫
RN
λh(z)uq+ dz = 0, then there exists a unique positive number t− = t−(u) > tmax such that t−u ∈ M−λ and Jλ(t−u) =
supt0 Jλ(tu);
(ii) if 0 < λ < Λ and
∫
RN
λh(z)uq+ dz > 0, then there exist unique positive numbers t+ = t+(u) < tmax < t− = t−(u) such that
t+u ∈M+λ , t−u ∈M−λ , and
Jλ
(
t+u
)= inf
0ttmax
Jλ(tu), Jλ
(
t−u
)= sup
ttmax
Jλ(tu).
Proof. For each u ∈ H1(RN )\{0} and u+ ≡ 0, deﬁne
k(t) = ku(t) = t2−q‖u‖2H − t p−q
∫
RN
a(z)up+ dz for t  0.
Clearly, we get that k(0) = 0 and k(t) → −∞ as t → ∞. Since
k′(t) = 1
tq+1
[
(2− q)‖tu‖2H − (p − q)
∫
RN
a(z)(tu+)p dz
]
for t > 0,
then k′(tmax) = 0, k′(t) > 0 for 0< t < tmax, and k′(t) < 0 for t > tmax. Thus, k(t) achieves its maximum at tmax. Moreover,
by the Sobolev embedding theorem, we have that
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[
(2− q)‖u‖2H
(p − q) ∫
RN
a(z)up+ dz
](2−q)/(p−2)
‖u‖2H −
[
(2− q)‖u‖2H
(p − q) ∫
RN
a(z)up+ dz
](p−q)/(p−2)( ∫
RN
a(z)up+ dz
)
 (p − 2)(2− q) 2−qp−2 (p − q) q−pp−2 S p(q−2)p−2 ‖u‖qH . (7)
(i)
∫
RN
λh(z)uq+ dz = 0, there exists a unique positive number t− = t−(u) > tmax such that k(t−) =
∫
RN
λh(z)uq+ dz = 0 and
k′(t−) < 0. Then
d
dt
Jλ(tu)
∣∣∣∣
t=t−
=
[
1
t
(
‖tu‖2H −
∫
RN
a(z)(tu+)p dz −
∫
RN
λh(z)(tu+)q dz
)]∣∣∣∣
t=t−
= 0,
d2
dt2
Jλ(tu)
∣∣∣∣
t=t−
= 1
t2
[
‖tu‖2H − (p − 1)
∫
RN
a(z)(tu+)p dz − (q − 1)
∫
RN
λh(z)(tu+)q dz
]∣∣∣∣
t=t−
< 0,
and Jλ(tu) → −∞ as t → ∞. Moreover, it is easy to check that t−u ∈M−λ and Jλ(t−u) = supt0 Jλ(tu).
(ii) Since 0< λ<Λ and
∫
RN
λh(z)uq+ dz > 0, by (7), then
k(0) = 0< λ
∫
RN
h(z)uq+ dz λ‖h‖#Sq‖u‖qH
< (p − 2)(2− q) 2−qp−2 (p − q) q−pp−2 S p(q−2)p−2 ‖u‖qH  k(tmax).
It follows that there exist unique positive numbers t+ = t+(u) and t− = t−(u) such that t+ < tmax < t− , k(t+) =∫
RN
λh(z)uq+ dz = k(t−) and k′(t−) < 0 < k′(t+). Similarly, we have that t+u ∈ M+λ , t−u ∈ M−λ , Jλ(t+u)  Jλ(tu)  Jλ(t−u)
for each t ∈ [t+, t−], and Jλ(t+u) Jλ(tu) for each t ∈ [0, tmax]. Hence,
Jλ
(
t+u
)= inf
0ttmax
Jλ(tu), Jλ
(
t−u
)= sup
ttmax
Jλ(tu). 
Applying Lemma 5 (M0λ = ∅ for 0< λ<Λ), we write Mλ =M+λ ∪M−λ , where
M+λ =
{
u ∈Mλ
∣∣∣ (2− q)‖u‖2H − (p − q)
∫
RN
a(z)up+ dz> 0
}
,
M−λ =
{
u ∈Mλ
∣∣∣ (2− q)‖u‖2H − (p − q)
∫
RN
a(z)up+ dz< 0
}
.
Deﬁne
αλ = inf
u∈Mλ
Jλ(u); α+λ = inf
u∈M+λ
Jλ(u); α−λ = inf
u∈M−λ
Jλ(u).
Remark 8. Let
M∞0 =
{
u ∈ H1(RN)\{0} ∣∣ 〈 J∞′0 (u),u〉= 0} and α∞0 = inf
u∈M∞0
J∞0 (u),
then
α∞0 =
p − 2
2p
S−
2p
p−2 > 0.
Proof. It is similar to Theorems 4.12 and 4.13 in Wang [26, p. 31]. 
Lemma 9.
(i) If 0< λ<Λ, then αλ  α+λ < 0;
(ii) If 0< λ< qΛ/2, then α−λ  d0 > 0 for some constant d0 = d0(λ, p,q, S,‖h‖#).
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(p − 2)‖u‖2H < (p − q)λ
∫
RN
h(z)uq+ dz.
Then
Jλ(u) =
(
1
2
− 1
p
)
‖u‖2H −
(
1
q
− 1
p
)∫
RN
λh(z)uq+ dz
<
[(
1
2
− 1
p
)
−
(
1
q
− 1
p
)
p − 2
p − q
]
‖u‖2H
= − (2− q)(p − 2)
2pq
‖u‖2H < 0.
By the deﬁnitions of αλ and α
+
λ , we deduce that αλ  α
+
λ < 0.
(ii) For any u ∈M−λ , by (6), we get that
‖u‖2H <
p − q
2− q
∫
RN
a(z)up+ dz
p − q
2− q S
p‖u‖pH .
Since u ∈M−λ ⊂Mλ , then
Jλ(u) =
(
1
2
− 1
p
)
‖u‖2H −
(
1
q
− 1
p
)∫
RN
λh(z)uq+ dz

‖u‖qH
p
[
p − 2
2
‖u‖2−qH −
p − q
q
λ‖h‖#Sq
]
>
1
p
(
2− q
p − q S
−p
) 1
p−2 [ p − 2
2
(
2− q
p − q S
−p
) 2−q
p−2
− p − q
q
λ‖h‖#Sq
]
.
Thus, if 0 < λ < q(p−2)2 (2 − q)
2−q
p−2 (p − q) q−pp−2 S 2(q−p)p−2 ‖h‖−1# , we have that Jλ(u)  d0 > 0 for some constant d0 =
d0(λ, p,q, S,‖h‖#). 
Applying the Ekeland variational principle (or see Wu [27, Proposition 9] and Miotto and Miyagak [22, Lemma 2.5]), we
have the following lemma.
Lemma 10.
(i) There exists a (PS)αλ -sequence {un} in Mλ for Jλ;
(ii) There exists a (PS)α+λ
-sequence {un} in M+λ for Jλ;
(iii) There exists a (PS)α−λ
-sequence {un} inM−λ for Jλ .
3. Existence of a ground state solution
First of all, we want to show that Jλ satisﬁes the (PS)β -condition in H1(RN ) for β ∈ (−∞,α∞0 − C0λ
2
2−q ), where C0 is
deﬁned in the following lemma.
Lemma 11. Under some assumptions (a1), (a2), (h1) and 0 < λ < Λ. If {un} is a (PS)β -sequence in H1(RN ) for Jλ with un ⇀ u
weakly in H1(RN ), then J ′λ(u) = 0 in H−1(RN ) and Jλ(u)−C0λ
2
2−q −C ′0 , where
C0 =
(
2− q
2qp
)[
(p − q)‖h‖#Sq
] 2
2−q (p − 2)− q2−q
and
C ′0 =
[
(p − 2)(2− q) pp−2 ]/[2pq(p − q) 2p−2 S 2pp−2 ].
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in H−1(RN ). Then we have 〈 J ′λ(u),u〉 = 0, that is,
∫
RN
a(z)up+ dz = ‖u‖2H −
∫
RN
λh(z)uq+ dz. Thus, by the Young inequality
(p1 = 2q and p2 = 22−q )
Jλ(u) =
(
1
2
− 1
p
)
‖u‖2H −
(
1
q
− 1
p
)∫
RN
λh(z)uq+ dz

(
p − 2
2p
)
‖u‖2H −
(
p − q
qp
)
λ‖h‖#Sq‖u‖qH

(
p − 2
2p
)
‖u‖2H −
p − 2
qp
[
q‖u‖2H
2
+
(
p − q
p − 2λ‖h‖#S
q
) 2
2−q(2− q
2
)]
− (p − 2)(2− q)
p
p−2
2qp(p − q) 2p−2 S 2pp−2
for 0< λ<Λ. 
Remark 12. By Remark 8, we obtain
C ′0 =
1
q
(2− q)
(
2− q
p − q
) 2
p−2
α∞0 <α∞0 ,
and α∞0 − C0λ
2
2−q > 0 for 0< λ<Λ.
Using decomposition lemma (the similar arguments in Lions [21], Benci and Cerami [7], and Lien, Tzeng and Wang [19])
and w is the unique positive ground state solution of Eq. (2) in RN , we have that Jλ satisﬁes the (PS)β -condition in H1(RN ).
Lemma 13. Suppose that a and h satisfy (a1)–(a2), (h1) and 0< λ<Λ.
(i) If {un} is a (PS)β -sequence in H1(RN ) for Jλ with
β < α∞0 − C0λ
2
2−q ,
then there exist a subsequence {un} and u ∈ H1(RN ) such that un → u strongly in H1(RN );
(ii) For suﬃciently small λ > 0, if {un} ⊂M−λ is a (PS)β -sequence in H1(RN ) for Jλ with
α∞0 < β < α∞0 + α−λ ,
then there exist a subsequence {un} and nonzero u ∈ H1(RN ) such that un → u strongly in H1(RN ).
Proof. Let {un} be a (PS)β -sequence in H1(RN ) for Jλ such that Jλ(un) = β + on(1) and J ′λ(un) = on(1) in H−1(RN ). Since
Jλ is coercive on Mλ , then {un} is bounded in H1(RN ). Moreover, there exist a subsequence {un} and u ∈ H1(RN ) such that
un ⇀ u weakly in H1(RN ), un → u a.e. in Ω , un → u strongly in Lsloc(RN ) for any 1 s < 2∗ . It is easy to check that u is a
solution of Eq. (1) in RN . Using the same argument in Lin [20, Lemma 18] (or see Adachi and Tanaka [5, Proposition 1.9])
to get the following results.
(i) Applying the decomposition lemma and Lemma 11 to obtain
β + on(1) = Jλ(un) =m J∞0 (w)+ Jλ(u)mα∞0 − C0λ
2
2−q .
Then m = 0. Hence, un → u strongly in H1(RN ) and Jλ(u) = β .
(ii) Applying the decomposition lemma to obtain
β + on(1) = Jλ(un) =m J∞0 (w)+ Jλ(u)mα∞0 + αλ.
Since αλ < 0 and
0< d0  α−λ < α∞0 − C0λ
2
2−q  α∞0 + αλ
(
(8) and (12) below
)
for suﬃciently small λ > 0, then m 1. We know that w is the unique positive solution of Eq. (2) in RN and J∞0 (w) = α∞0 .
It follows that u = 0. If m = 1 and u ∈M+λ , then β = α∞0 + Jλ(u) α∞0 , which is a contradiction. If m = 1 and u ∈M−λ , then
β = α∞0 + Jλ(u)  α∞0 + α−λ , which is a contradiction. Hence, m = 0. Moreover, we have that un → u strongly in H1(RN )
and Jλ(u) = β . 
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solution u0 in RN .
Theorem 14. Under some assumptions (a1), (a2), (h1) and 0< λ<Λ, then there exists at least one positive ground state solution u0
of Eq. (1) in RN . Moreover, we have that u0 ∈M+λ and
Jλ(u0) = αλ = α+λ −C0λ
2
2−q . (8)
Proof. By Lemma 10(i), there is a minimizing sequence {un} ⊂Mλ for Jλ such that Jλ(un) = αλ + on(1) and J ′λ(un) = on(1)
in H−1(RN ). Since αλ < 0 < α∞0 − C0λ
2
2−q , by Lemma 13(i), there exist a subsequence {un} and u0 ∈ H1(RN ) such that
un → u0 strongly in H1(RN ). It is easy to see that u0 is a nonzero solution of Eq. (1) in RN and Jλ(u0) = αλ . Next, we
claim that u0 ∈M+λ . On the contrary, assume that u0 ∈M−λ (M0λ = ∅ for 0< λ<Λ), then∫
RN
λh(z)(u0)
q
+ dz > 0.
Otherwise,
‖un‖2H −
∫
RN
a(z)(un)
p
+ dz =
∫
RN
λh(z)(un)
q
+ dz
=
∫
RN
λh(z)(u0)
q
+ dz + on(1) = on(1).
It follows that
lim
n→∞
(
1
2
− 1
p
)
‖un‖2H = αλ,
which contradicts to αλ < 0. By Lemma 7(ii), then there exist positive numbers t+ < tmax < t− = 1 such that t+u0 ∈ M+λ ,
t−u0 ∈M−λ and
Jλ
(
t+u0
)
< Jλ
(
t−u0
)= Jλ(u0) = αλ,
which is a contradiction. Hence, u0 ∈M+λ and
−C0λ
2
2−q  Jλ(u0) = αλ = α+λ .
By Lemma 4 and the maximum principle, we may assume that u0 is a positive solution of Eq. (1) in RN . 
4. Existence of the other two solutions
In this section, we use the idea of category to prove the existence of the other two positive solutions in M−λ (Theo-
rem 26).
Let w ∈ H1(RN ) be the unique, radially symmetric and positive ground state solution of Eq. (2) in RN . Recall the facts
(or see Bahri and Li [8], Bahri and Lions [9], Gidas, Ni and Nirenberg [14] and Kwong [18]):
(i) w ∈ L∞(RN )∩ C2,θloc (RN ) for some 0< θ < 1 and lim|z|→∞ w(z) = 0;
(ii) For any ε > 0, there exist positive numbers C1, Cε2 and C
ε
3 such that for all z ∈ RN
Cε2 exp
(−(1+ ε)|z|) w(z) C1 exp(−|z|)
and ∣∣∇w(z)∣∣ Cε3 exp(−(1− ε)|z|).
We deﬁne
wn(z) = w(z − nz), where z is a unit vector in RN .
Clearly, wn(z) ∈ H1(RN ).
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sup
t0
Jλ(twn) < α
∞
0 − C0λ
2
2−q uniformly in z.
Lemma 15. Let Ω be a domain in RN . If f : Ω → R satisﬁes∫
Ω
∣∣ f (z)eσ |z|∣∣dz < ∞ for some σ > 0,
then ( ∫
Ω
f (z)e−σ |z−z| dz
)
eσ |z| =
∫
Ω
f (z)eσ
〈z,z〉
|z| dz + o(1) as |z| → ∞.
Proof. Since σ |z| σ |z| + σ |z − z|, we have∣∣ f (z)e−σ |z−z|eσ |z|∣∣ ∣∣ f (z)eσ |z|∣∣.
Since −σ |z − z| + σ |z| = σ 〈z,z〉|z| + o(1) as |z| → ∞, then the lemma follows from the Lebesque dominated convergence
theorem. 
Lemma 16.
(i) There exists a number t0 > 0 such that for 0 t < t0 and each n ∈ N, we have
Jλ(twn) < α
∞
0 − C0λ
2
2−q ,
where 0< λ<Λ;
(ii) There exist positive numbers n1 and t1 such that for any t > t1 and n n1 , we have
Jλ(twn) < 0 uniformly in z.
Proof. (i) Since Jλ is continuous in H1(RN ), {wn} is bounded in H1(RN ) and α∞0 − C ′0 > 0 (Remark 12), there is t0 > 0
such that for 0 t < t0 and each n ∈ N
Jλ(twn) < α
∞
0 − C ′0 <α∞0 − C0λ
2
2−q .
(ii) Since lim|z|→∞ a(z) = 1, there exists n1 ∈ N such that if n  n1, we get that a(z)  1/2 for z ∈ BN (nz;1) uniformly
in z. Then for n n1
Jλ(twn) = t
2
2
∫
RN
(|∇wn|2 + w2n)dz − t pp
∫
RN
a(z)wpn dz − t
q
q
∫
RN
λh(z)wqn dz
 t
2
2
∫
RN
(|∇w|2 + w2)dz − t p
p
∫
BN (0;1)
a(z + nz)wp dz
 t
2
2
∫
RN
(|∇w|2 + w2)dz − t p
2p
∫
BN (0;1)
wp dz.
Thus, there exists t1 > 0 such that for any t > t1 and n n1
Jλ(twn) < 0 uniformly in z. 
Lemma 17.Under some assumptions (a1)–(a2), (h1)–(h2) and 0< λ< qΛ/2. Then there exists a number n0 ∈ N such that for n n0
sup
t0
Jλ(twn) < α
∞
0 − C0λ
2
2−q uniformly in z.
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sup
t0tt1
Jλ(twn) < α
∞
0 − C0λ
2
2−q uniformly in z.
We know that supt0 J∞0 (tw) = α∞0 . Then for t0  t  t1, we have
Jλ(twn) = 1
2
‖twn‖2H −
1
p
∫
RN
a(z)(twn)
p dz − 1
q
∫
RN
λh(z)(twn)
q dz
= t
2
2
∫
RN
(|∇w|2 + w2)dz − t p
p
∫
RN
wp dz + t
p
p
∫
RN
(
1− a(z))wpn dz − tqq
∫
RN
λh(z)wqn dz
 α∞0 +
t p1
p
∫
RN
(
1− a(z))wpn dz − tq0q
∫
RN
λh(z)wqn dz. (9)
Suppose a satisﬁes (a2) 1 − c0 exp(−(2 + δ)|z|) a(z)  1 for all z ∈ RN and 2 − q < δ < p − q, by Lemma 15, there exists
n2 > n1 (n1 is deﬁned in Lemma 16) such that for any n> n2∫
RN
(
1− a(z))wpn dz C1 exp(−(min{2+ δ, p})n). (10)
Assume that h satisﬁes (h2) and λ = exp(−δn), then∫
RN
λh(z)wqn dz λ
∫
E
ρ0
[
w(z − nz)]q dz
 Cε2 exp
(−[(1+ ε)q + δ]n). (11)
Choosing 0< ε <min{(2/q) − 1, [(p − δ)/q] − 1, [δ/(2 − q)] − 1} and using (9)–(11), we have that there exists n0 ∈ N such
that n0 > n2 and exp(−δn0) < qΛ/2, if for n n0, then
sup
t0tt1
Jλ(twn) < α
∞
0 − C0 exp
(
−
(
2
2− q
)
δn
)
= α∞0 − C0λ
2
2−q uniformly in z,
that is, supt0 Jλ(twn) < α∞0 − C0λ
2
2−q uniformly in z. 
From now on, assume that a and h satisfy (a1)–(a2), (h1)–(h2) and 0< λ< qΛ/2. Applying the results of Lemmas 9(ii),
7(ii) and 17, we can deduce that
0< d0  α−λ < α∞0 − C0λ
2
2−q for suﬃciently small λ. (12)
By Lemma 7, there is a unique number t−u > 0 such that t−u u ∈M−λ ⊂Mλ . Deﬁne
Kλ(u) = Jλ
(
t−u u
)= sup
t0
Jλ(tu) for each u ∈ H1
(
RN
)\{0} and u+ ≡ 0.
For c ∈ R, we denote
[Kλ  c] =
{
u ∈ Σ+
∣∣ Kλ(u) c},
where Σ+ = {u ∈ H1(RN ) | ‖u‖H = 1 and u+ ≡ 0}. Then we have the following lemma.
Lemma 18.
(i) Kλ ∈ C1(Σ+,R) and〈
K ′λ(u),ϕ
〉= t−u 〈 J ′λ(t−u u),ϕ〉,
for all ϕ ∈ TuΣ+ = {ϕ ∈ H1(R) | 〈ϕ,u〉 = 0};
(ii) u ∈ Σ+ is a critical point of Kλ(u) if and only if t−u u ∈ H1(R) is a critical point of Jλ .
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d
dt
Jλ(tu)
∣∣∣∣
t=t−u
= 0 and d
2
dt2
Jλ(tu)
∣∣∣∣
t=t−u
< 0 (see the proof of Lemma 7).
Then using the implicit function theorem to obtain that t−u ∈ C1(Σ+, (0,∞)). Therefore, Kλ(u) = Jλ(t−u u) ∈ C1(Σ+,R). Since
t−u u ∈Mλ , we can get 〈 J ′λ(t−u u),u〉 = 0. Thus,〈
K ′λ(u),ϕ
〉= 〈 J ′λ(t−u u), t−u ϕ〉+ 〈 J ′λ(t−u u), 〈(t−u )′,ϕ〉u〉
= t−u
〈
J ′λ
(
t−u u
)
,ϕ
〉
for all ϕ ∈ TuΣ+.
(ii) By (i), K ′λ(u) = 0 if and only if 〈 J ′λ(t−u u),ϕ〉 = 0 for all ϕ ∈ TuΣ+ . Since H1(RN ) is a Hilbert space and
〈 J ′λ(t−u u),u〉 = 0, so it is equivalent to J ′λ(t−u u) = 0 in H−1(RN ). 
We try to show for a suﬃciently small σ > 0
cat
([
Kλ  α∞0 − C0λ
2
2−q − σ ]) 2. (13)
To prove (13), we need some preliminaries. Recall the deﬁnition of Lusternik–Schnirelman category.
Deﬁnition 19.
(i) For a topological space X , we say a nonempty, closed subset A ⊂ X is contractible to a point in X if and only if there
exists a continuous mapping
η : [0,1] × A → X
such that for some x0 ∈ X
η(0, x) = x for all x ∈ A,
and
η(1, x) = x0 for all x ∈ A.
(ii) We deﬁne
cat(X) = min
{
k ∈ N
∣∣∣ there exist closed subsets A1, . . . , Ak ⊂ X such that
A j is contractible to a point in X for all j and
k⋃
j=1
A j = X
}
.
When there do not exist ﬁnitely many closed subsets A1, . . . , Ak ⊂ X such that A j is contractible to a point in X for all
j and
⋃k
j=1 A j = X , we say cat(X) = ∞.
Lemma 20. Suppose that X is a Hilbert manifold and Ψ ∈ C1(X,R). Assume that there are c0 ∈ R and k ∈ N,
(i) Ψ (x) satisﬁes the (PS)c-condition for c  c0;
(ii) cat({x ∈ X | Ψ (x) c0}) k.
Then Ψ (x) has at least k critical points in {x ∈ X; Ψ (x) c0}.
Proof. See Ambrosetti [2, Theorem 2.3]. 
Lemma 21. Let N  1, SN−1 = {z ∈ RN | |z| = 1}, and let X be a topological space. Suppose that there are two continuous maps
F : SN−1 → X, G : X → SN−1
such that G ◦ F is homotopic to the identity map of SN−1 , that is, there exists a continuous map ζ : [0,1] × SN−1 → SN−1 such that
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ζ(1, z) = z for each z ∈ SN−1.
Then
cat(X) 2.
Proof. See Adachi and Tanaka [5, Lemma 2.5]. 
Applying Lemma 7, there is a unique number t(n, z) > 0 such that t(n, z)wn ∈M−λ , where wn(z) = w(z−nz). For n n0,
we deﬁne a map Fn : SN−1 → H1(R) by
Fn(z)(z) = t(n, z)wn(z)/
∥∥t(n, z)wn(z)∥∥H for z ∈ SN−1.
Then we have
Lemma 22. There exists a sequence {σn} in R+ such that for each n n0
Fn
(
SN−1
)⊂ [Kλ  α∞0 − C0λ 22−q − σn],
where 0< λ = exp(−δn) < qΛ/2.
Proof. By the deﬁnition of Kλ , we have
Kλ
(
t(n, z)wn(z)
‖t(n, z)wn(z)‖H
)
= Jλ
(
s(n, z)
t(n, z)wn(z)
‖t(n, z)wn(z)‖H
)
,
where s(n, z) = ‖t(n, z)wn(z)‖H . By Lemma 17, then Jλ(t(n, z)wn(z)) supt0 Jλ(twn) < α∞0 − C0λ
2
2−q for each n n0 and
any z ∈ SN−1. Hence, the conclusion holds. 
Next, we want to show that if λ is suﬃciently small, then∫
RN
z
|z|
(|∇u|2 + |u|2)dz = −→0
for all u ∈ [Kλ < α∞0 − C0λ
2
2−q ].
Lemma 23. There exists a number δ0 > 0 such that if u ∈M0 and J0(u) α0 + δ0 = α∞0 + δ0 , then∫
RN
z
|z|
(|∇u|2 + |u|2)dz = −→0 .
Proof. On the contrary, there exists a sequence {un} in M0 such that J0(un) = α0 + on(1) and∫
RN
z
|z|
(|∇un|2 + |un|2)dz = −→0 for all n ∈ N.
Then {un} is a minimizing sequence of α0. Applying the Ekeland principle, there exists a (PS)α0 -sequence {vn} in H1(RN )
for J0 and ‖vn − un‖H < 1n . Since infu∈M0 J0(u) = α0 = α∞0 is not achieved (see Lions [21]), using the Palais–Smale Decom-
position Lemma 2 to obtain that there is a sequence {zn} ⊂ RN such that |zn| → ∞ as n → ∞ and
vn(z) = w(z − zn)+ on(1) strongly in H1
(
RN
)
,
where w is a positive solution of Eq. (2) in RN . Suppose the subsequence zn|zn| → z0 as n → ∞, where z0 is a unit vector
in RN . Then by the Lebesgue dominated theorem, we have
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0 =
∫
RN
z
|z|
(|∇un|2 + |un|2)dz
=
∫
RN
z
|z|
(|∇vn|2 + |vn|2)dz + on(1)
=
∫
RN
z + zn
|z + zn|
(|∇w|2 + w2)dz + on(1)
=
(
2p
p − 2
)
α∞0 z0 + on(1),
which is a contradiction. 
Lemma 24. There exists a number l0 > 0 such that for 0< λ< l0 , we have∫
RN
z
|z|
(|∇u|2 + u2)dz = −→0 ,
for u ∈ [Kλ < α∞0 − C0λ
2
2−q ].
Proof. By Lemma 17, the set [Kλ < α∞0 −C0λ
2
2−q ] is nonempty. For any u ∈ [Kλ < α∞0 −C0λ
2
2−q ], we have u ∈ Σ+ , t−u u ∈M−λ
and
0< d0  Jλ
(
t−u u
)
<α∞0 − C0λ
2
2−q .
It follows that
α∞0 − C0λ
2
2−q > Jλ
(
t−u u
)
=
(
1
2
− 1
p
)∥∥t−u u∥∥2H −
(
1
q
− 1
p
)∫
RN
λh(z)
∣∣t−u u∣∣q dz

(
1
2
− 1
p
)∥∥t−u u∥∥2H −
(
1
q
− 1
p
)
λ‖h‖#Sq
∥∥t−u u∥∥qH
= p − 2
2p
∥∥t−u u∥∥2H − p − qqp
(
2pq
p − 2
)q/2
λ‖h‖#Sq
(
p − 2
2pq
)q/2∥∥t−u u∥∥qH(
by the Young inequality p1 = 2
q
and p2 = 2
2− q
)
 p − 2
2p
∥∥t−u u∥∥2H − (p − 2)4p
∥∥t−u u∥∥2H −
[(
2p
p − 2
) q
2−q( p − q
p
Sqλ‖h‖#
) 2
2−q ]/( 2
2− q
)
.
Then
(p − 2)
4p
(
t−u
)2
<α∞0 +
[(
2p
p − 2
) q
2−q( p − q
2p
qSqΛ‖h‖#
) 2
2−q ]/( 2
2− q
)
,
that is, 0< t−u < c1 for some constant c1 (independent of u). Since t−u u ∈M−λ , by the deﬁnition of M−λ , we get that
2− q
p − q <
(
t−u
)p−2 ∫
RN
a(z)|u|p dz < (c1)p−2
∫
RN
a(z)|u|p dz,
that is,
∫
RN
a(z)|u|p dz > c2 > 0 for some constant c2 (independent of u). Next, we use the similar computation in Lemma 7
to get that there exists a unique positive number t0 = (
∫
N a(z)|u|p dz)−1/(p−2) such that t0u ∈M0. Thus,R
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(
t−u u
)= sup
t0
Jλ(tu) Jλ(t0u)
= 1
2
‖t0u‖2H −
1
p
∫
RN
a(z)|t0u|p dz − 1
q
∫
RN
λh(z)|t0u|q dz
= J0(t0u)− 1
q
∫
RN
λh(z)|t0u|q dz. (14)
By (14) and Hölder inequality, we have
J0(t0u) < α
∞
0 +
1
q
∫
RN
λh(z)|t0u|q dz
<α∞0 + (t0)qλ‖h‖#Sq
(
∵ ‖u‖H = 1
)
<α∞0 + (c2)−q/(p−2)λSq‖h‖#.
Hence, there exists n∗0 > n0 and let l0 = exp(−δn∗0) such that if for 0< λ< l0, then
J0(t0u) α∞0 + δ0, where t0u ∈M0.
By Lemma 23, we obtain∫
RN
z
|z|
(∣∣∇(t0u)∣∣2 + |t0u|2)dz = −→0 ,
or ∫
RN
z
|z|
(|∇u|2 + |u|2)dz = −→0 . 
Now, for 0< λ< l0, we deﬁne
G : [Kλ < α∞0 − C0λ 22−q ]→ SN−1
by
G(u) =
∫
RN
z
|z|
(|∇u|2 + |u|2)dz/∣∣∣∣
∫
RN
z
|z|
(|∇u|2 + |u|2)dz∣∣∣∣.
Lemma 25. If 0< λ< l0 = exp(−δn∗0), then the map
G ◦ Fn : SN−1 → SN−1
is homotopic to the identity for n n∗0 .
Proof. We deﬁne
ζn(θ, z) : [0,1] × SN−1 → SN−1
by
ζn(θ, z) =
⎧⎪⎪⎨
⎪⎪⎩
G( (1−2θ)t(n,z)w(z−nz)+2θw(z−nz)‖(1−2θ)t(n,z)w(z−nz)+2θw(z−nz)‖H ) for θ ∈ [0,1/2);
G(
w(z− n2(1−θ) z)
‖w(z− n2(1−θ) z)‖H ) for θ ∈ [1/2,1);
z for θ = 1.
First, we claim that limθ→1− ζn(θ, z) = z and lim 1 − ζn(θ, z) = G( w(z−nz)‖w(z−nz)‖ ).θ→ 2 H
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RN
z
|z|
(∣∣∣∣∇w
(
z − n
2(1− θ) z
)∣∣∣∣
2
+ w
(
z − n
2(1− θ) z
)2)
dz =
∫
RN
z + n2(1−θ) z
|z + n2(1−θ) z|
(∣∣∇w(z)∣∣2 + w(z)2)dz
=
(
2p
p − 2
)
α∞0 z + o(1) as θ → 1−,
and ‖w(z − n2(1−θ) z)‖2H = ( 2pp−2 )α∞0 + on(1) as θ → 1− , then limθ→1− ζn(θ, z) = z.
(b) By the continuity of G , we obtain lim
θ→ 12
− ζn(θ, z) = G( w(z−nz)‖w(z−nz)‖H ). Thus, ζn(θ, z) ∈ C([0,1] × SN−1, SN−1) and
ζn(0, z) = G
(
Fn(z)
)
for all z ∈ SN−1,
ζn(1, z) = z for all z ∈ SN−1,
provided n n∗0. 
Thus, we have
Theorem 26. Assume that a and h satisfy (a1)–(a2), (h1)–(h2) and 0< λ < l0 , where l0 is deﬁned as in Lemma 24. Then Kλ has at
least two critical points in[
Kλ < α
∞
0 − C0λ
2
2−q
]
.
Moreover, there exist at least three positive solutions of Eq. (1) in RN .
Proof. By Lemmas 21 and 25, we have that for n n∗0 and 0< λ< l0,
cat
([
Kλ  α∞0 − C0λ
2
2−q − σn
])
 2.
Next, we need to show that Kλ satisﬁes the (PS)β -condition for 0 < β < α∞0 − C0λ
2
2−q . Let {un} ⊂ Σ satisfy Kλ(un) =
β + on(1) and∥∥K ′λ(un)∥∥T−1un Σ = sup{〈K ′λ(un),ϕ〉 ∣∣ ϕ ∈ TunΣ and ‖ϕ‖H = 1}
= on(1) as n → ∞.
Since Kλ(un) = Jλ(t−n un) = β + on(1) and t−n un ∈ M−λ ⊂ Mλ , then t−n is bounded below away from zero. From the result of
Lemma 18(i) and 〈 J ′λ(t−n un),un〉 = 0 to obtain that∥∥ J ′λ(t−n un)∥∥H−1 = on(1) as n → ∞.
Hence, {t−n un} ⊂ M−λ is a (PS)β -sequence for Jλ . Applying Lemma 13(i), we have that Kλ satisﬁes the (PS)β -condition for
β  α∞0 − C0λ
2
2−q − σn . Now, using Lemma 20 to get that Kλ has at least two critical points in [Kλ < α∞0 − C0λ
2
2−q ].
By Lemma 18(ii) and the maximum principle, there are at least two positive solutions of Eq. (1) in RN . Moreover, by
Theorem 14, there are at least three positive solutions of Eq. (1) in RN . 
5. Existence of the fourth solution
Since α−λ > 0 for suﬃciently small λ, then
Kλ(u) = sup
t0
Jλ(tu) = Jλ
(
t−u u
)
> 0,
where t−u u ∈M−h . We observe that if λ is suﬃciently small, Bahri–Li’s minimax argument [8] also works for Kλ . Let
Γ = {γ ∈ C(Br(0),Σ+) ∣∣ γ |∂Br(0) = w(z − y)/∥∥w(z − y)∥∥H1} for large r = |y|,
where Σ+ = {u ∈ H1(RN ) | ‖u‖H1 = 1 and u+ ≡ 0}. Then we deﬁne
γλ = inf
γ∈Γ supy∈RN
Kλ
(
γ (y)
);
γ0 = inf
γ∈Γ supy∈RN
K0
(
γ (y)
)
.
Recall that there are positive numbers t−u and t0 such that t−u u ∈M− and t0u ∈M0.λ
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J0(t0u)− λ
q
(c2)
−q/(p−2)‖h‖#Sq  Jλ
(
t−u u
)
 J0(t0u)+ λ
q
(c1)
q‖h‖#Sq,
where c1 and c2 are independent of u. (See the proof of Lemma 24.)
Proof. For u ∈ Σ+ , using the inequality (14) in Lemma 24, then
Jλ
(
t−u u
)
 J0(t0u)− 1
q
∫
RN
λh(z)|t0u|q dz
 J0(t0u)− λ
q
(t0)
q‖h‖#Sq
 J0(t0u)− λ
q
(c2)
−q/(p−2)‖h‖#Sq, where c2 is independent of u.
Similarly, we also get that
Jλ
(
t−u u
)= J0(t−u u)− 1q
∫
RN
λh(z)
∣∣t−u u∣∣q dz
 J0(t0u)+ λ
q
(
t−u
)q‖h‖#Sq
 J0(t0u)+ λ
q
(c1)
q‖h‖#Sq, where c1 is independent of u. 
From the result of Lemma 27, we have that
γ0 − λ
q
(c2)
−q/(p−2)‖h‖#Sq  γλ  γ0 + λ
q
(c1)
q‖h‖#Sq. (15)
Lemma 28. α∞0 < γ0 < 2α∞0 .
Proof. Bahri and Li [8] proved that Eq. (1) with λ = 0 admits at least one positive solution u in RN and J0(u) = γ0 <
2α0 = 2α∞0 . Lions [21] proved that Eq. (1) with λ = 0 does not have a positive ground state solution in RN . Hence, α∞0 <
γ0 < 2α∞0 . 
The following minimax theorem is given in Shi [24] to unify the mountain pass lemma of Ambrosetti and Rabinowitz [4]
and the saddle point theorem of Rabinowitz [23].
Theorem 29. Let K be a compact metric space, K0 ⊂ K a closed set, X a Banach space, χ ∈ C(K0, X) and let us deﬁne the complete
metric space M by
M = {g ∈ C(K , X) ∣∣ g(s) = χ(s) if s ∈ K0}
with the usual distance d. Let ϕ ∈ C1(X,R) and let us deﬁne
c = inf
g∈Mmaxs∈K ϕ
(
g(s)
)
, c1 = max
χ(K0)
ϕ.
If c > c1 , then for each ε > 0 and each f ∈ M such that
max
s∈K ϕ
(
f (s)
)
 c + ε,
there exists v ∈ X such that
c − ε  ϕ(v)max
s∈K ϕ
(
f (s)
)
,
dist
(
v, f (K )
)
 ε1/2,∥∥ϕ′(v)∥∥ ε1/2.
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α∞0 < γλ < α
−
λ + α∞0 .
Moreover, there exists a positive solution u of Eq. (1) in RN such that Jλ(u) = γλ .
Proof. By Lemma 27 and α0 = α∞0 , we also get that
α∞0 −
λ
q
(c2)
−q/(p−2)‖h‖#Sq  α−λ  α∞0 +
λ
q
(c1)
q‖h‖#Sq.
For any ε > 0, there exists l1(ε) > 0 such that if λ < l1(ε), then
α∞0 − ε < α−λ < α∞0 + ε.
Thus,
2α∞0 − ε < α−λ + α∞0 < 2α∞0 + ε.
Applying (15), for any δ > 0, there exists l2(δ) > 0 such that if λ < l2(δ), then
γ0 − δ < γλ < γ0 + δ.
Fix a small 0< ε < (2α∞0 − γ0)/2, since α∞0 < γ0 < 2α∞0 , choosing a δ > 0 such that for λ < l0 = min{l0, l1, l2}, we get
α∞0 + αλ < α∞0 < γλ < 2α∞0 − ε < α−λ + α∞0 .
By Theorem 29, γλ is a (PS)-value. Therefore, by Lemma 13(ii) and the maximum principle, we obtain that there exists a
positive solution u of Eq. (1) in RN such that Jλ(u) = γλ . 
We can conclude the following theorem.
Theorem 31. Assume that a and h satisfy (a1)–(a2), (h1)–(h2) and 0< λ< l′0 , where l′0 is deﬁned as in Lemma 30. Then there are at
least four positive solutions of Eq. (1) in RN .
Proof. By Theorems 14, 26 and 30, we have that Eq. (1) has at least four positive solutions in RN . 
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