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ABSTRACT
The modelling of the gas-solid interaction is a prerequisite in or-
der to accurately predict fluidized bed behaviour using models
such as the Discrete Particle Model (DPM) or the Two Fluid
Model (TFM). Currently, the drag force is usually modelled
purely based on porosity and slip velocity, which are averaged
with respect to the grid size used to solve the model equations.
Interfaces at heterogenous structures such as bubbles or free
board are not accounted for. As recently pointed out by Xu
et al. (2007), sub-grid information for the particle position is
available in DPM simulations, thus the local porosity is known
and can be used when calculating the drag.
Direct Numerical Simulation of flow in particulate systems
were done using the lattice Boltzmann method. These simu-
lations were carried out with random arrays of spheres which
only have a slight degree of heterogeneity and the gas-solid in-
teraction force on each particle was measured. First we com-
pared these results, which can be considered as the “true drag
force, with the drag force one would predict from a correlation
typically used in larger scale models (such as the relation of
van der Hoef et al. (2005)). Even for the random arrays, the
drag on some individual particles differed considerably (up to
40%) from the predicted drag. Then we evaluate the effective-
ness of improved drag models, that use information on local
porosity
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NOMENCLATURE
α Angle between the total force Fg→s,i on each individ-
ual particle and the mean superficial relative velocity
U [◦]
ε Mean porosity of the system [−]
εi Local porosity for each particle as obtained by Voronoi
tesselation [−]
ε Eulerian porosity field interpolated to the position of
an individual particle [−]
µ Dynamic viscosity of the gas phase [Pas]
d Diameter of the particles [m]
〈FLB〉 Average drag force in the simulated systems [N]
F⋆d Calculated drag force, with ⋆ = I, II or III depending
on the model used [N]
Fg→s Total gas-solid interaction force [N]
FLB DNS result for the drag force [N]
F Dimensionless drag force, defined as the ratio of ac-
tual drag to the Stokes drag [−]
NP Number of particles [−]
Re Particle Reynolds number [−]
s⋆d Deviation of the calculated drag from the DNS results,
with ⋆ = I, II or III depending on the model used [N]
u Eulerian velocity field of the gas phase interpolated to
the position of an individual particle [ ms ]
u Eulerian velocity field of the gas phase [ ms ]
U Mean relative superficial velocity[ ms ]
v Particle velocity [ ms ]
INTRODUCTION
Gas-solid flows appear in processes in the chemical in-
dustry, for example fluidized bed reactors. Although the
fluidized bed technology was established about eighty
years ago, quantitative predictions of their behaviour us-
ing numerical calculations still remains a challenge due to
very different time and length scales present in fluidized
beds. For industrial applications usually continuum mod-
els, such as two-fluid models (TFM), are employed to
predict the flow patterns. As these models average out
the interaction on smaller scales, closures are needed to
account for particle-particle interaction and gas-particle
interaction (Jackson, 2000). These closures can be ob-
tained from simulations of smaller systems which allow
to resolve smaller length scales of the flow problem at
hand (van der Hoef et al., 2008). This multi-level strat-
egy is shown in figure 1.
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Figure 1: Multi level modelling strategy
In Discrete Particle Models (DPM) the continuum de-
scription for the solid phase is replaced by Newtons equa-
tion of motion for each particle. Collisions between in-
dividual particles are resolved and thererfore closures for
the effective particle-particle interaction can be obtained
from DPM simulations. However, also DPM models re-
quire closures for the gas-solid interaction force Fg→s.
No closures are needed in Direct Numerical Simulation
of gas-solid flows. In such simulations the details of the
flow are resolved on a length scale smaller than the parti-
cle diameter and therefore the no-slip boundary condition
for the fluid on the particle surface can be enforced, thus
the the interaction force Fg→s for each particle is easily
measured. Having information on forces of individual
particles as well as on the local flow field, one can readily
evaluate existing closures for the drag force and supple-
ment existing resp. derive new closures to account for
effects that so far have been disregarded. Only very re-
cently Beetstra and van der Hoef (2005; 2007) obtained
relations for the mean drag in random arrays of spheres
which holds for the whole range of porosity and proposed
a closure to account for polydispersity.
All closures for the drag currently used in TFM or
DPM simulations are based on the assumption that the
system is locally homogeneous. Usually the drag is mod-
elled based on porosity and slip velocity which are aver-
aged with respect to the grid size used in these simula-
tions. Interfaces at heterogenous structures such as bub-
bles or the bed surface and clustering are usually not ac-
counted for. A few models have been proposed to account
for such effects on a TFM level (Wang and Li, 2007) and
on DPM level (Helland et al., 2007). In DPM simula-
tions the position of each particle is known and therefore
also the microstructure of the particle phase. As recently
pointed out by Xu et al. (2007) this information can be
used in order to arrive at a more accurate prediction of
the gas-particle drag.
In this paper we will present results obtained from
simulations for random arrays of spheres which only have
a slight degree of heterogeneity. We will compare the
drag acting on the individual particle obtained from sim-
ulation to the drag one would predict when using a clo-
sure currently employed in DPM simulations, not taking
into account the local microstructure at the sub-grid level.
Further we will evaluate the effect of simple improved
drag closures which take into account a local porosity.
SIMULATION METHOD
The simulations were done using the SUSP3D lattice-
Boltzmann code by Anthony Ladd, which is described
in detail in Ladd (1994) and some recent updates in Ver-
berg and Ladd (2001). A simple bounce-back rule is used
to enforce the stick boundary condition on the particle
surface and periodic boundary conditions were used for
the computation domain. The random arrays of spheres
where obtained using a Monte Carlo method. 54 particles
where initially placed in an ordered cubic structure and
then the Monte Carlo algrithm is applied. Several config-
urations where created for each porosity used in the sim-
ulations. A typical configuration is shown in figure 2.
Figure 2: One example of a configuration used in the simu-
lations of the random arrays
All particles move with the same constant velocity v,
whose direction is also randomly chosen. A uniform
force is therefore applied to the gas phase such that there
is no net momentum flux into the system and the mean
superficial gas velocity in a frame of reference moving
with the particles becomes:
U = −v. (1)
After typically some 50.000 timesteps steady state is
reached and the mean hydrodynamic interaction force
slightly fluctuates about a mean value. Details of the sim-
ulation procedure can be found in the paper of van der
Hoef et al. (2005).
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RESULTS AND DISCUSSION
Deviation of the individual drag force with the pre-
diction from correlations
We first want to quantify how large the deviation is be-
tween the true drag force on an individual particle (as cal-
culated by DNS simulations) and the drag force as calcu-
lated from closures using the mean porosity of the some
area surrounding the particles, as is done in DPM type
simulations. Note that we thus want to focus on the fluc-
tuations, and not on systematic deviations between DNS
results and drag force correlations. To this end, we en-
force that the average DNS result for the drag force in a
domain is equal to the result from the correlation using
the average porosity of the domain, by substracting the
difference of the average drag from DNS and the drag
calculated, using average system porosity and velocity,
from the individual drag force for each particle obtained
from DNS. In order to minimize the correction for the
systematic deviation, we use the correlation proposed by
van der Hoef et al, which has been derived derived from
the same data (see van der Hoef et al. (2005)):
F(ε,0) = 10(1− ε)
ε2
+ ε2
(
1 + 1.5
√
1− ε
)
, (2)
F is the dimensionless drag and ε the average porosity.
This equation has later been extended to flows with large
particle Reynolds numbers Re (Beetstra et al., 2007):
F(ε,Re) =
10(1− ε)
ε2
+ ε2
(
1 + 1.5
√
1− ε
)
+
0.413Re
24ε2
(
ε−1 + 3 · (1− ε) · ε+ 8.4 ·Re−0.343
1 + 103(1−ε)Re−(0.5+2(1−ε))
) (3)
The dimensionless drag force is defined as the ratio of
the actual drag to the Stokes drag, thus when employed
in DPM or TFM simulations the actual drag force Fd can
be calculated from:
Fd = F(ε,Re) ·3piµdU, (4)
with d the diameter of the particles, and µ the fluid vis-
cosity. In all cases, the systematic correction for the sys-
tematic deviation was within 1%.
The drag force Fd is in general different from the total
gas-solid interaction force Fg→s, because Fd is defined as
force acting on the particles in direction of the relative
velocity U at steady state. Also, equation (2) is obtained
from ensemble averaging the drag the individual particles
experience in static random arrays.
Now the question arises, how the drag force should be
calculated, when employing equation (4) in DPM simula-
tions. A common approach is first to determine a Eulerian
porosity field by averaging on a length scale comparable
to the grid size. This Eulerian porosity field ε(x,t) as well
as the fluid velocity u(x,t) is then interpolated to the po-
sition of the individual particle. In order to determine the
relative superficial velocity often the velocity of the indi-
vidual particle vi(t) is used. Thus, writing equation (4) in
a slightly different notation, the drag is calculated as:
FId = F (ε, |u−vi|) ·3piµd ε(u−vi) , (5)
where the overlined quantities ε and u denote the interpo-
lated porosity and velocity, respectively. Assuming that
the simulated systems represents a grid cell in a DPM
simulation and applying equation (5) each particle would
feel the same drag, as the interpolated velocity and poros-
ity are the same for each particle due to the periodic
boundaries.
In figure 3 we show the distribution of the relative de-
viation
∆F ILB,rel =
FLB,i−FId,i
〈FLB〉 (6)
of the drag FLB (obtained by DNS) from the drag F Id (cal-
culated using equation (5)) for a porosity ε = 0.5 and dif-
ferent Reynolds numbers.
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Figure 3: Distribution of relative deviation ∆F ILB,rel =
FLB,i−F Id,i
〈FLB〉 of the drag force for individual particles FLB,i for
a mean porosity of ε = 0.5 and different Reynolds numbers.
∆NP, j
NP is the fraction of particles for which the relative devia-
tion is within a interval ∆FLB,rel, j.
One finds that the actual drag for individual particles dif-
fers up to ca. 40% from the drag, that would be predicted
using equation (5). Note that the shown results only con-
ceren the drag FLB,i, which is the projection of the total
gas-solid interaction force Fg→s,i on the direction of the
relative superficial Velocity U:
FLB,i = |FLB,i| = Fg→s,i · U|U| . (7)
As previously mentioned, for the systems simulated the
drag predicted for each particle using equation (5) will by
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definition be the same as the average drag 〈FLB〉 obtained
from the simulations. Thus figure 3 shows the fluctua-
tions of the actual drag FLB,i for each individual particle
with respect to the mean drag 〈FLB〉.
Figure 4 shows the mean deviation
sI =
√√√√√ NP∑i=1
(
FLB,i−F Id,i
)2
NP
(8)
normalized by the average drag 〈FLB〉 as a function of the
porosity ε for different Reynolds numbers Re.
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Figure 4: Mean deviation sLB =
√
NP
∑
i=1
(FLB,i−F Id,i)
2
NP of the drag
on each particle normalized with the average drag 〈FLB〉.
It can be seen that for all Reynolds numbers (even in the
”creeping flow“ regime), the relative deviation increases
with the porosity. For a high porosity the deviation sI
increases much stronger with the Reynolds number com-
pared to the increase at a low porosity. An explanation
might be, that at high porosities the distance between par-
ticles is larger compared to low porosity systems, so that
dynamic structures like vortex shading can develop. As
a result, the flow field will have a larger degree of het-
erogeneity which leads to larger fluctuations in the drag
force. This mechanism is suppressed in dense systems,
as vortices can not develop due to the neighbouring parti-
cles. For a porosity of ε = 0.4 the deviation is about 10%
of the average drag, whereas it is about 20% to 25% for
a porosity of ε = 0.8 resp. ε = 0.9. In other words, the
drag on an individual particle as predicted from DPM in a
typical fluidized bed simulation is at least 10% different
from the true drag force, for systems which are consid-
ered as homogeneous. It will be clear that when there is
a large degree of heterogeneity (as is the case in bubbling
fluidized beds) the deviations are much larger.
Another interesting observation is the deviation of the
direction of the force with the direction of the flow. As
defined in equation (7) the drag FLB,i is the projection of
the total interaction force Fg→s,i on the direction of the
relative superficial velocity U. Thus, in general the total
force Fg→s,i is inclined by an angle
α = 6 (Fg→s,i,U) (9)
with the relative superficial Velocity U. The distribution
of this angle α as obtained from the simulations with a
porosity of ε = 0.5 is shown in figure 5. Surprisingly for
all Reynolds numbers a very similar distribution is found.
The largest angles found are ca. 30◦ and the mode of the
distribution is at about 8◦. This indicates, that even for
the low-Reynolds number case the flow is not homoge-
nously distributed but in the suroundings of each particle
a different flow field persists.
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Figure 5: Number frequency ∆NP, jNP of the angle α between
the total force Fg→s and the mean velocity U at a porosity
ε = 0.5 and different Reynolds numbers
Towards an impoved drag closures using local in-
formation
From the previous section it is clear, that applying a drag
closure based only on an averaged porosity and velocity
can lead to considerable differences in the drag calculated
in DPM simulations and the ”true“ drag one obtains from
DNS simulations of the same system. Assuming that the
flow is equally distributed within the computational do-
main, thus that local flow fields around each particle are
comparable, this mismatch in the drag might be due to
differences in the local microstructure in the surroundings
of each particle. Information on the local microstructure
is readily available in DPM simulation as the positions of
all particles are known.
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A first straightfoward approach is therefore to use a
local porosity εi when calculating the drag on each parti-
cle:
FIId = F (εi, |u−vi|) ·3piµdεi (u−vi) . (10)
In this work the local porosity for each particle is ob-
tained using the concept of a Voronoi tesselation. By
that, the local porosity for each particle is dependent on
its neighbouring particles in the immediate vicinity only.
By Voronoi tesselation the computational domain is di-
vided into a set of volumes Vvoro,i such that each point
within the volume is closer to the surface of particle i
than to the surface of another particle j 6= i in the sys-
tem. In this way a unique tesselation is obtained. In case
of monodisperse particles one obtains a set of polyhedra
whereas in the general case of polydisperse systems one
has volumes with curved edges resp. surfaces (Luchnikov
et al., 1999). A two-dimensional example of an Voronoi
diagram for equally sized particles is shown in figure 6.
Figure 6: Example of an Voronoi diagram in a 2D periodic
domain
The difference of the Voronoi volume Vvoro,i and the
volume of particle VP,i can be considered the free volume
each particle ”feels“. Thus the local porosity εi for each
particle is:
εi =
Vvoro,i−VP,i
Vvoro,i
. (11)
In figure 7 the distribution of the relative deviation of the
local porosity from the mean porosity
∆εrel,i =
εi − ε
ε
·100 (12)
is shown. The example shown is for a mean porosity
ε = 0.5, but for the configurations at higher porosities
similar distributions are found. The local porosities are
even distributed around the mean value with a maximum
deviation of about 10%.
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Figure 7: Distribution of the relative deviation ∆εrel = vei−εε ·
100 for an average porosity ε = 0.5
However, one can anticipate that for general flow con-
ditions, using a local porosity εi is not sufficient, since the
local flow velocity around each particle will also be dif-
ferent then. In order to analyse this problem more clearly,
let us consider as system consisting of layers with differ-
ent porosity as shown in figure 8.
ux
uz
Figure 8: Model system consisting of layers with different
porosity
If the mean flow is in the x-direction, thus parallel to
the ”gradient“ in porosity, the superficial velocity is the
same for each layer, only the porosity differs. Therefore
the average drag can be estimated for each layer using
equation (5) and the average porosity for that layer. In
case of mean flow perpendicular to the porosity ”gradi-
ent“ the pressure drop in direction of the flow is the same
in all layers. As the porosity in each layer differs, the
mean velocities in each layer adjust such that the same
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pressure drop in flow direction prevails in the layers. In
DPM simulations only the mean velocity of the whole
system shown in figure 8 would be known and therefore
some modelling is needed to predict the mean velocity at
the sublevel, that is, in the different layers. If one now
considers the case of a mean flow neither perpendicular
nor parallel to the layers of different porosity the drag
force should be governed by a combination of the previ-
ously described effects.
If we assume that this model picture can also be ap-
plied for an individual particle, the drag can be calculated
by a weighted average of (5) and (10), which gives:
FIIId = f ·
εi · (1− ε)
ε · (1− εi)F
I
d +(1− f )FIId , (13)
with f being a weighing factor. The first term on the right
side of equation (13) stems from the considerations made
for flow perpendicular to a porosity gradient and the sec-
ond term holds for flow parallel to the porosity gradient.
The derivation of this equation will be published else-
where. In general the weighing factor f depends on the
microstructure of the particle phase. For random static
arrays on should expect a value of f = 0.5 to be a good
approximation. Figure 9 shows the dependence of the
mean deviation as defined in equation (14) on the weigh-
ing factor.
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Figure 9: Dependency of the normalized mean deviation s⋆
for the closure equation (13) on the weighing factor f used
Indeed a minum of sIII is found for a value close to
f = 0.5. The same obsevations were made for the sys-
tems with another porosity. In order to evaluate the ef-
fectiveness of the proposed models (equations (10) and
(13)), we calculated the mean deviation
s⋆ =
√√√√√ NP∑i=1
(
F⋆d,i −FLB,i
)2
NP
(14)
of the calculated drag F⋆d,i, using equation (5),(10) resp.
(13), from the drag FLB,i as obtained from the simulations.
It can be seen from figure 10 that calculating a drag F IId
based on a local porosity only does not lead to improved
agreement of predicted drag and the one obtained from
DNS. Instead the overall agreement detoriates, indicating
that the local flow field around each particle has to be ac-
counted for. Using equation (13) to predict the drag F IIId ,
one finds that essentially the same drag is predicted as
when using the standard approach based on an interpo-
lated Eulerian porosity field as described in equation (5).
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Figure 10: Mean deviation s of the drag on each particle nor-
malized with the average drag 〈FLB〉. I, II, III denote the clo-
sures used to predict the drag as described by equation (5),
(10) resp. (13)
CONCLUSIONS AND OUTLOOK
The fluctuations of the drag force on individual particles
with respect to the mean drag in random static arrays of
monodisperse particles have been analyzed. It was found
that the drag on the individual particle can differ consider-
ably (up to 40%) from the mean drag. Thus even for these
systems, which are considered as homogeneous, large er-
rors are made in the prediction of the drag, when employ-
ing closures that are currently used in DPM simulations.
It is expected, that this error will be even larger in sys-
tems with pronounced heterogenous structures. Two sim-
ple models, which include information on the microstruc-
ture as also available in DPM simulations, were intro-
duced and evaluated. Introducing a local porosity only,
as done in the first model (equation (10)), is not suffi-
cient to improve the agreement between predicted drag
and the DNS results. The variations of the local flow
field around each particle must be taken into account in an
improved model. Thus, a second model has been intro-
duced, which in a simple way accounts differences in the
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local flow field (equation (13)). For the relativly ”homo-
geneous“ systems simulated, the overall agreement of the
drag FLB,i, obtained from DNS, and calculated drag F IIId,i
is comparable to the agreement using standard closures.
However, for systems with pronounced heterogeneity one
might expect a better agreement of DNS results and pre-
dictions from equation (13) as compared to the agreement
of when using equation (5). Therefore the effect of pro-
nounced heterogeneity will be assessed in future work.
Furthermore, a sub-grid model, recently proposed by Xu
et al. (2007), to account for the effects of local hetero-
geneity and differences in the local flow field will also be
evaluated using DNS results.
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