ABSTRACT Aiming at capacity optimization of an isolated microgrid, this paper establishes a bi-level capacity optimization model that considers load demand management (LDM) while comprehensively considering load and renewable generation uncertainties. The uncertainties in this paper are brought by the source and load on the same timescale, as well as by the different characteristics of uncertainty presented over different timescales. For long timescales, the problem of source/load random uncertainty is solved using the stochastic network calculus theory to meet the energy balance constraints. For short timescales, we primarily aim to resolve the problem of power balance at the operation level, considering the uncertainty of source/load prediction errors and the impact of LDM. Particularly, by controlling the interruptible and shiftable loads, the LDM can optimize load characteristics, reduce operation costs, and increase system stability. The bi-level optimization model established in this paper is analyzed with regard to energy and power balance constraints, and the proposed mixed integer linear programming (MILP) model is solved by utilizing the CPLEX solver to minimize the investment cost. A typical microgrid, comprising a wind turbine (WT), a photovoltaic panel (PV), a controllable micro generator (CMG), and an energy storage system (ESS), is taken as an example to study capacity optimization problems. The simulation results verify the rationality and effectiveness of the proposed model and method.
t, t,T
Index, duration and number of time intervals, respectively (T = 24 h and t = 1 h). C operation , C investment Operation and Investment cost of the microgrid. C DRE ,C ESS , C F Investment cost of DRE, ESS and CMG, respectively. C R , C f , C DR Operation cost of ESS CMG and LDM, respectively. C A&O Total cost of investment and operation of the microgrid. η pv , η wind , η f Unit capacity cost of the PV, WT, and CMG, respectively
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S(t), D(t)
The cumulative power of the uncertainty power supply and load demand in the period [0,t], respectively. α * (t)
The horizon LOEP index. sup Supremum operation.
H i
A shiftable time window during a day.
H n
An ordinary operation period of the shiftable device.
H m
A fixed time window load that is not participating in shifting scheduling.
N j
Number of the j th type of the shiftable devices.
P j
The active power of the j th type of the shiftable devices.
D j
Length of use of the j th type of the shiftable devices.
G j
The j th type of the shiftable devices needs to continue using power at the initial time of scheduling.
W j
Energy consumption required for the shiftable load.
H IL
The set of interruptible time periods. U(t)
Whether the contract management response is executed at the sampling point t. P NLC Uncontrollable load power.
R Ab
Upper ratio of power curtailment of WT and PV.
E G,T ,s∈S
Total power generation of the DER during scheduling period T.
E load,T ,s∈S Total load demand during the dispatch period T (not considering LDM). E F,T ,s∈S
Total power generation of the CMG within the scheduled time period T.
E IL,T ,s∈S
Total interrupted power of the interruptible load during the dispatch period T under LDM conditions. E C, T Actual consumption of renewable energy. E AWAV ,T Total amount of the curtailed energy. r k,t Coordination factor N k Uncertainty degree of the simulation scenario for the uncertain source k.
I. INTRODUCTION
A microgrid is a small-scale power distribution system composed of distributed energy, energy conversion devices, loads, and monitoring and protection devices, which can generally operate in grid-connected mode or in island mode. Specially, an isolated microgrid, which is composed of photovoltaic (PV)/wind turbines (WT), energy storage, and diesel units, can solve power supply problems for remote areas without electricity; therefore, more countries and regions are developing this type of microgrid project. For an isolated microgrid, reasonable planning for different types of distributed generators and capacity allocation of energy storage systems (ESSs) helps to reduce the operating costs of the microgrid and improve the energy efficiency [1] - [3] . The distributed renewable energy (DRE) output and load demand are both random and uncertain; thus, the load and renewable generation uncertainty problems in the isolated microgrid capacity planning process primarily arises from the following two sources: 1) multiple uncertain sources, i.e., the DRE output and load demand, and 2) the distinguishing characteristics of uncertainty occurring on different timescales. In addition, the microgrid must consider the impact of the VOLUME 7, 2019 operation strategy at the planning stage, but during the operation process, the microgrid must be constrained by the system configuration scheme. Thus, the planning design and operation optimization problems are highly coupled, resulting in multiscale uncertainty coupling (MSUC) in microgrid planning. Additionally, with the advancement of marketization processes, a series of load-side control measures, such as load demand management (LDM) and demand response (DR), are incorporated into the operation control of power grids, which have become indispensable approaches for achieving an energy and power balance between supply and demand [4] - [10] .
Microgrid planning is an important issue for microgrids. This planning generally aims to minimize planning costs [11] or environmental emissions [12] ; or to maximize profit and reliability [13] . In microgrid planning, one must determine the capacity and location of the optimal distributed generation resources [14] , the ESS size [15] , [16] , the transmission power at the connection point with the utility grid, etc.
Currently, relevant research on the capacity planning of microgrids has resulted in useful explorations. To address source and load uncertainty, a stochastic model is proposed by considering the randomness of renewable energy and the uncertainty of load forecasting, achieving optimal capacity planning for distributed generators and energy storage devices in a residential microgrid via mixed integer linear programming (MILP) with the minimum planning cost in [17] . In [18] , Monte Carlo simulations are used to simulate the random uncertainties of wind speed, electricity cost and load, and a particle swarm optimization algorithm is applied to realize an optimal capacity allocation for a distributed generation system and battery in a smart home. In [19] , an iterative search is performed with maximum reliability and minimum investment cost as the objectives, obtaining the optimal capacities of distributed generators and energy storage. Reference [20] introduces the approach of using two-stage stochastic programming to incorporate the various possible scenarios for renewable energy generation and cost in the planning of microgrids to tackle the uncertainty in planning and designing renewable energy-based microgrids. In [21] , an optimal operation planning method taking into consideration the uncertainties of renewable power generation and load demand is proposed and studied. For load management, user-side power consumption behaviors can also be regulated by the DR, such that the load characteristics are matched to the power generation characteristics, including those of WTs and PVs, thereby reducing the capacity allocation of the microgrid [7] - [10] . Reference [22] presents a bi-level model for a distribution network and renewable energy expansion planning under a DR framework. Reference [23] presents a time-shifting desalination load in an islanded microgrid to track renewable energy generation; it was demonstrated that the consideration of a time-shifting desalination load can reduce redundant investments to maximize resource utilization. In [24] , a trilevel expansion planning framework is presented for an islanded microgrid; this framework includes demand expansion, capacity optimization and operation optimization. In addition, reference [25] considers the flexibility of the DR to meet users' comfort and applies a genetic algorithm (GA) and MILP simultaneously to solve two-stage optimization regarding utilities' profits and customers' satisfaction. However, these studies do not consider the different characteristics of uncertainties presented by different sources and different timescales; Furthermore, LDM affects the operational characteristics of different types of power supplies at the operational level, which in turn affects the long-term capacity planning results of the system.
In particular, to overcome the abovementioned shortcomings, an isolated microgrid bi-level capacity optimization model is established in this paper to comprehensively consider the influence of MSUC. For long timescales, the problem of energy balance in the planning process is solved using the stochastic network calculus theory for source/load random uncertainty problems. For short timescales, this paper primarily aims to solve the problem of power balance during operation. Specifically, for the stochastic uncertainty characteristics of source and load presentation for the longtimescale capacity planning problem, the stochastic network calculus theory is used to ensure energy balance in an isolated microgrid. For the short-timescale power balance problem, the prediction error uncertainty and the impact of LDM are considered. The prediction error uncertainty is characterized by multiple source and load scenarios via Monte Carlo simulations. Particularly, LDM can optimize the load characteristics by controlling interruptible and shiftable loads, reducing operation costs and increasing system stability. A typical microgrid includes a WT, a photovoltaic panel (PV), a controllable micro generator (CMG) and an energy storage system (ESS). Specially, the microgrid model in this paper is used to study the capacity optimization problem to verify the rationality and effectiveness of the proposed model and method.
The main contributions of this paper are summarized below.
• We comprehensively consider load and renewable generation uncertainties, which are characteristics called MSUC in our model. The influence of MSUC is determined by considering the uncertainties brought by the source and load on the same timescale, as well as the different characteristics of uncertainty presented over different timescales.
• We utilize the business flow arrival process and departure process in the network calculus theory to mimic the uncertain power supply and load demand and then solve the problem of energy balance under the influence of the source/load stochastic uncertainty in the microgrid planning process using the network calculus theory.
• At the operation level, we develop controllable load models including an interruptible load and a shiftable load, and investigate the impact of LDM on the capacity planning for an isolated microgrid.
• A bi-level optimization model that fully considers MSUC and LDM is established, with the goal of achieving an environmentally friendly and cost-effective isolated microgrid. The rest of this paper is organized as follows. Differential characterization models that reflect the different characteristics of MSUC are presented in Section II. Section III presents a mathematical characterization of the load model under the influence of LDM. A bi-level capacity optimization model for an isolated microgrid that considers LDM and MSUC is established in Section IV. Section V gives the solution method to the proposed model, followed by the model linearization. Numerical simulations and data analyses are reported in Section VI. Finally, Section VII concludes the paper.
II. DIFFERENTIAL CHARACTERIZATION OF MULTISCALE UNCERTAINTY COUPLING A. LONG-TIMESCALE SOURCE-LOAD RANDOM UNCERTAINTY MODEL
For the problem of source-load random uncertainty, this paper mainly considers meteorological data information such as ambient temperature, daily radiation intensity and wind speed in the planned area. The power output from sources of uncertainty (mainly wind power, photovoltaic) is calculated by the method stated in [26] , [27] . In addition, this paper considers the uncertainty power supply and load demand in the isolated microgrid system as the abstraction of the network calculus theory business flow arrival process and departure process, respectively [28] . Therefore, the function S(t) is defined to describe the cumulative power of the uncertainty power supply in the period [0, t] . The function D(t) is defined to describe the cumulative demand of the load during the period [0, t]. Obviously, S(t) and D(t) are non-decreasing functions, and S(0) = D(0) = 0. Further, the functions β u w (t) and β l w (t) are respectively used to describe the upper and lower bounds of the cumulative output of a single wind turbine during the statistical period; the functions β u p (t) and β l p (t) are respectively used to describe the upper and lower bounds of the cumulative output of a single PV during the statistical period; and the functions α u (t) and α l (t) are respectively used to describe the upper and lower bounds of the cumulative demand of the load during the statistical period. The specific characterization of the upper and lower bounds of the cumulative energy is shown in Fig. 1 . We can obtain the upper and lower accumulations of the energy output/demand in any time period [s, t] (0≤s≤t) as shown in Fig. 1 . Therefore, according to the stochastic energy network calculus theory, the uncertainty power output and load demand can be expressed as follows, 
where (1) is the intermittent power output description model and (2) is the load demand description model. ε u s (x) and VOLUME 7, 2019 ε l s (x) represent the boundary functions of the upper and lower limits of the uncertainty power output, respectively. ε u d (x) and ε l d (x) represent the boundary functions of the random upper and lower bound curves of the power demand, respectively. Sup[x] represents the operation used to find the bounds of the set, and S (s, t) represents the cumulative energyof the uncertainty power supply in the period [s, t] .
In particular, when considering the simultaneous planning of a controllable power supply, the energy deficit in the planned area can be characterized as follows,
where M (t) represents the cumulative amount of energy of the controllable power supply during the period [0, t] and [x] + = max{x,0}. The loss-of-energy probability (LOEP) can be characterized by (4) . To ensure the energy balance in the planned area, it is necessary to meet the constraints of (5),
where Pr{L(t) > x} represents the LOEP index; α * (t) represents the horizon LOEP index, which in this paper, takes the value of 0.1.
B. SHORT-TIMESCALE SOURCE-LOAD PREDICTION ERROR UNCERTAINTY MODEL
To accurately characterize the uncertainty of source-load prediction errors, a box interval model is constructed, as shown below, to calculate the renewable power output and load demand at time t [29] ,
where P k,t and P for,k,t represent the actual output/demand and predicted output/demand of the uncertain source k at time t; respectively; P dev,k,t is the deviation between the actual values and the predicted values; and P k,t,max and P k,t,min are the upper and lower bounds of the deviation range of uncertainty source k, respectively. Because there is a significant difference between the source and load prediction accuracies, the prediction errors of WT and PV outputs are less than 30%, and the load demand prediction errors are less than 10%. Therefore, the prediction error bands of the source and load can be characterized by the different upper and lower bounds with respect to their prediction errors. In addition, to prevent a conservative microgrid capacity optimization scheme, this paper selects a coordination factor r k,t to characterize the uncertainty of the source and load prediction error, where N k denotes the uncertainty degree of the simulation scenario for the uncertain source k.
To simplify the calculations in this paper, the Monte Carlo method is applied to investigate the uncertainty of the source and load prediction errors of the isolated microgrid under the aforementioned constraints of prediction error uncertainty.
III. LOAD CHARACTERISTIC MODELING UNDER LDM
In this paper, loads are classified into three categories according to their controllability: interruptible loads, shiftable loads and uncontrollable loads. The descriptions and models of each category are as follows.
A. INTERRUPTIBLE LOAD
We can schedule the interruptible load to be interrupted during any contract period based on power management requirements, but the capacity and duration of each interruption cannot exceed the contracted interruption capacity or upper duration limit. It is assumed that the load can be rescheduled within one scheduling period (i.e., 24 h), but the interval between the two scheduling steps cannot be less than the contracted scheduling interval. Thus, the interruptible load model should satisfy the following constraints.
where H IL represents the set of interruptible time periods, which is a set of multiple time periods; N j represents the number of interruptible devices of class j; P j represents the active power of a class j interruptible device; P NCL (t) represents the uncontrollable load power; and U(t) is a binary decision variable that indicates whether the contract management response is executed at the sampling point t.
where S represents a contiguous subset of the interruptible period set H IL ; V j,s,t and V j,s,t indicate the final sampling point and the beginning sampling point of the interruption in the continuous subset S, respectively; t represents the time step of the sampling point; and T j,IL,max represents the maximum interruption duration for the j th type of interruptible devices. (9) 83078 VOLUME 7, 2019
Equation (6) indicates that for a continuous subset k of any unscheduled time period set (T-HIL), the scheduling period duration between the maximum and minimum sampling points satisfies the minimum scheduling interval duration constraint.
B. SHIFTABLE LOAD
For shiftable loads, the entire scheduling period T can be divided into different periods:
where H i represents a shiftable time window, indicating that the shiftable device can be scheduled during this time period; H n represents the ordinary operation period of the shiftable device; and H m indicates the time period in which the load is not allowed to participate in shifting scheduling. The shiftable loads must satisfy the following constraints.
where P L (t) represents the load power after shifting control; P NCL (t) represents the uncontrollable load power; (H i /H n ) represents the remaining time in the period H i as a fraction of period H n ; N j represents the number of the j th type of the shiftable devices; P j represents the active power of the j th type of the shiftable devices; D j represents the length of use of the j th type of the shiftable devices; F i,j represents the conversion factor of the j th type of the shiftable devices, where
; G j indicates that the j th type of the shiftable devices needs to continue using power at the initial time of scheduling; and O j,t indicates that the j th type of the shiftable devices has been used for a long duration at time t.
2) LOAD ENERGY CONSTRAINT
where W j represents the energy consumption required for the shiftable load; and P j,av represents the average operating power of the shiftable loads.
C. UNCONTROLLABLE LOAD
A load that is not included during regulation of the power market contract is called an uncontrollable load. This type of load primarily satisfies the rigid demands of the users. This paper usesP NCL (t) to represent the uncontrollable load power.
IV. CAPACITY OPTIMIZATION MODEL CONSIDERING MSUC AND LDM
In this paper, we consider a planning-operation two-layer optimization model for isolated microgrid capacity optimization. In the outer-layer planning level, considering the sourceload random uncertainty, a stochastic network calculus theory is used to ensure energy balance in an isolated microgrid. The planning decision is made with the goal of minimizing investment, which mainly resolves the system energy balance. In the inner-layer operation level, the uncertainty of source-load prediction errors is considered via Monte Carlo simulations, and the power outputs of the WT, PV, CMG, and ESS are optimized with regard to the load-controllable features of LDM.
A. OUTER-LAYER OPTIMIZATION MODEL
In the two-layer optimization model proposed in this paper, the outer optimization model is utilized to solve the capacity planning problem for a microgrid, including the capacity of the WT, PV, CMG and ESS, considering the influence of source-load random uncertainty to satisfy the energy balance constraint. The decision variables of the outer-layer optimization include the capacities of the WT, PV, CMG and ESS. The objective function is the total cost of the microgrid, including the investment costs of different energy sources and the operation cost of the system. The optimization model is as follows.
where C A&O is the total cost of investment and system operation for an isolated microgrid, including C investment and C operation ; C investment is the average daily investment cost of a system comprised of WT, PV, CMG and ESS devices; η pv , η wind , and η f represent the unit capacity cost of the PV, WT, and CMG, respectively, all of which include the fixed investment cost and maintenance costs; η B is the unit energy capacity cost; η P is the unit power capacity cost of the storage system; and η inv is the inverter cost coefficient. Because the operation cost of the microgrid is calculated over one day, the investment cost should be normalized by η D , where η D represents the equivalent daily coefficient and d represents the discount rate. To simplify the analysis process, we select a typical unit for study. N PV , N WT , N F and N ESS are defined VOLUME 7, 2019 as the decision variables, representing the number of typical units such as PV, WT, CMG and ESS. P PV_unit , P WT_unit , and P F_unit indicate the rated power of typical PV, WT and CMG unit, respectively; B ESS and P ESS indicate the rated capacity and rated power of the ESS, respectively.
2) RESTRICTIONS a: INVESTMENT LIMIT CONSTRAINT
The upper bound constraint on investment in the planning area is shown as
Due to the limited installable area, the upper limit constraint on the number of installed WT and PV units can be expressed as
c: ENERGY BALANCE CONSTRAINT
A planned isolated microgrid system in this paper contains PV, WT and CMG, whose numbers are N PV , N WT , and N F , respectively. When considering the source-load random uncertainty, the planning scheme needs to meet the energy balance constraints. In [26] , it is assumed that the minimum envelope curve for each unit energy supply satisfies S n ∼ (ε l n , β l n ),(n = 1, 2, . . . , N ), and then the lowest envelope curve of the energy supply side of the combined power supply is characterized as S ∼ (ε l combined , β l combined ), which satisfies the following relationship,
As in the analysis process in Section II, we can obtain the energy balance constraint which include the combined power supply as follows,
where ε u s_combined represents the boundary function of the upper limits of the uncertainty combined power output; ε l d_combined represents the boundary function of the random lower bound curves of the combined power demand; β u combined (s) represents the upper bounds of the cumulative output of combined uncertainty sources during the statistical period; and α l combined (s) represents the lower bounds of the cumulative combined load demand during the statistical period.
B. INNER-LAYER OPTIMIZATION MODEL
While considering the long-term random uncertainty of the source and load, the outer-layer optimization model determines the installed capacities of different energy sources in the isolated microgrid based on the energy balance. Following this step, the inner-layer optimization model considers the short-term source-load prediction power uncertainty, and Monte Carlo simulations are performed to obtain random scenarios to address the power balance problem at the operation level. Therefore, the inner-layer optimization in this paper is essentially a simplified unit commitment (UC) problem considering the power distribution of different units on a given scheduling timescale (usually 1 h). The decision variables of the inner-layer optimization are the power outputs of the different units. The mathematical model of the inner-layer optimization is shown below.
P ESS,t t)/(2N rep N ESS B ESS )]
where C operation is the expected daily operation cost, which includes three terms, namely C f , C R , and C DR . C f is the CMG operation cost, which is related to the cost coefficients a i , b i , and c i . C R is the replacement cost of the ESS. Since the ESS will gradually age due to frequent charging and discharging processes, its lifetime can be calculated based on the cumulative transferred energy [30] . [(
T t=1 P ESS,t t)/(2N rep N ESS B ESS )] ∈ [0, 1] indicates the
life status of the storage. When the value is 1, the storage system has reached the end of its life. C DR represents the subsidy cost of the LDM in the microgrid, where K represents the interruptible load set; c IL,k represents the k th subsidy unit price (¥/kW) under interruptible load management; P ILk (t) represents the interruption capacity of the k th class of interruptible loads during the t th scheduling period; J is the shiftable load set; c SL,j represents the scheduling cost of the j th type of the shiftable load (¥/kW); P SL,j (t) is the shift capacity of the j th type of the shiftable loads during the t th scheduling period; and t represents the scheduling time interval, which is taken as 1 h.
2) RESTRICTIONS a: POWER BALANCE CONSTRAINT
At the operation level, considering the impact of LDM in a random scenario, the source and load must satisfy the power balance constraints described in the following equation.
P s,DRE,t + P s,i,t + P s,ESS,t = P s,L,t (19) b: WT AND PV ABANDONMENT CONSTRAINTS
During operation of the isolated microgrid, due to the uncertainty and randomness of wind and solar energy, the power curtailment of WT and PV must be considered to ensure instantaneous power balance. The relevant model is detailed in Section IV-C below.
R s,Ab ≤ R Ab (20) c: UNIT OUTPUT LIMIT CONSTRAINT
The maximum power limits of WT, PV, CMG and ESS units are shown as 
where (24) is a compact form of the LDM constraint. A detailed description has been given in Section III.
C. WIND AND SOLAR ENERGY CURTAILMENT OF ISOLATED MICROGRID
Rational planning for the capacity of WT, PV, CMG and ESS units is necessary to solve the power curtailment of WT and PV. In this paper, we use the concept of energy conservation over a complete scheduling period T of the microgrid in a scenario to analyze the curtailed energy during operation of the microgrid.
where E G,T ,s∈S represents the total power generation of the DRE during scheduling period T ; P PV,s,t and P WT,s,t , respectively; represent the actual power generation of the PV and WT for scenario s (unlimited power output); E load,T ,s∈S represents the total load demand during the dispatch period T (not considering LDM); E F,T ,s∈S represents the total power generation of the CMG within the scheduled time period T ; E IL,T ,s∈S represents the total interrupted power of the interruptible load during the dispatch period T under LDM conditions; E C,T represents the actual consumption of renewable energy; and E AWAV ,T represents the total amount of curtailed energy. Thus, the energy curtailment rate R Ab is defined as shown below and satisfies the following constraints:
where R max Ab indicates the upper limit of the curtailment rate.
V. SOLUTION OF THE MODEL
A. THE SOLVING FLOW CHART OF THE MODEL Fig. 2 shows the calculation flow of the capacity optimization model considering MSUC and LDM. The flow chart includes four main modules: the source-load random energy processing module, the outer planning module, the innerlayer operation module and load modification module.
B. MODEL LINEARIZATION
The two-layer optimization model proposed in this paper employs MILP, which is solved using the YALMIP toolbox and CPLEX solver. The model returns decision variables including N PV , N WT , N F and N ESS , as well as different types of power supplies and energy storage dispatch decision at each time t.
1) CMG OPERATION COST LINEARIZATION
Equation (18) shows that the relationship between the operation cost and the CMG power supply is nonlinear. This paper replaces the above nonlinear model with a piecewise linear VOLUME 7, 2019 interpolation function ϕ h (P i,t ) in [31] . (27) where h ensures that the CMG power output range is equally divided by n and ϕ h (P i,t ) represents a linear interpolation function for a segmentation interval P j i , P j+1 i . Particularly, the error estimated by the above piecewise linear interpolation function satisfies the following constraints,
2) LINEARIZATION OF LDM CONSTRAINTS
For the LDM constraints, each sampling point takes the value of a binary decision variable, 0 or 1, depending on whether contract management is performed, which is represented as U(t). The actual response power for each sampling point is N CL P CL _unit U(t), where N CL represents the number of controllable loads and P CL _unit represents the power of a singleunit controllable load. Consequently, there is inevitably a nonlinear constraint, which is the product of the integer decision variable N CL and the binary variable U(t). To linearize the constraint, we first assume that N CL has a large upper limit, which is set to N CL _max , and add two temporary variables, Q(t) and R(t). Then, the above nonlinear constraints can be linearized as follows,
Thus, Q(t) can be used to replace N CL U(t) for nonlinear problems.
VI. CASE ANALYSIS
To verify the rationality and effectiveness of the proposed model and method, a typical microgrid is taken as an example to study the capacity optimization problem including the WT, PV, CMG and ESS. In the outer-layer planning level, our model considers a planning horizon of 20 years. In the inner-layer of the scheduling model, we selected 64 scenarios throughout the year to analyze the operation and scheduling of different types of units. These scenarios generated from different 4 seasons can sufficiently cover the characteristics of the annual load demand and renewable resource supply [32] .
A. PARAMETER SETTINGS Table 1 summarizes the technical and economic parameters of the isolated microgrid, as well as other parameters considered in the study examples [32] . Tables 2 and 3 present typical load data for demand management contracts in the region [17] . Fig. 3 shows the monthly average ambient temperature, daily radiation intensity, and wind speed in the planning area, and the required meteorology data are provided from the meteorology site (see Refs. [33] ).
B. MULTISCALE UNCERTAINTY IMPACT ANALYSIS
To briefly illustrate the processing of source and load uncertainty, we take wind power as an example, the results of which are shown in Fig.4 and 5. Fig. 4 shows the upper and lower envelopes of the source-load random uncertainty obtained by network calculus theory, solving source-load stochastic uncertainty over a long-timescale. Fig. 5 shows the random scenario with the source-charge prediction error uncertainty under the box interval constraint using Monte Carlo simulation, to solve the power operation analysis. Due to uncertainty in the source and load power, to prevent a conservative microgrid capacity optimization scheme, different coordination factors r k,t and N k are set, and the results of system planning under different uncertainty degrees are analyzed. The relevant results are shown below in Table 4 .
From Table 4 , we can see that the total investment operating cost of the system increases as the source-load uncertainty increases. In addition, Table 4 shows that as the degree of source and load uncertainty increases, the investment in controllable resources (CMG and ESS) to handle system uncertainty will increase (the column of investment in controllable resources), resulting in higher system planning costs. Similarly, when the degree of source and load uncertainty is low, the installed capacity of the system uncertainty resources (WT and PV) is higher (the column of investment in uncertainty resources), and the cost of dealing with the source and load uncertainty is lower (the column of operation cost). 
C. LDM IMPACT ANALYSIS 1) LDM IMPACT WITH THE SAME UNCERTAINTY DEGREE
For a given source and load uncertainty (r k,t = 1; N k = 12) and considering the role of LDM during operation, the results of capacity planning are analyzed and optimization results are shown in Table 5 below. Table 5 shows that when considering LDM, the installed capacity of the WTs does not decrease, but rises instead. This result occurs because LDM can adjust the user-side load characteristics to adapt to changes in the WT output, reducing the power curtailment of WT and the dependence on energy storage equipment. It can be seen from Table 5 that before and after LDM, the cost of energy storage equipment is significantly reduced, and the system planning investment cost is reduced. This result occurs because LDM can achieve the same effect (energy time and space migration) as energy storage equipment to a certain extent by controlling the interruptible and shiftable loads, thereby reducing the installed capacity of energy storage equipment. At present, the high cost of energy storage is the primary factor affecting the planning investment cost. Therefore, reducing the investment in energy storage equipment will directly reduce the total investment cost of the system.
For the same scenario (typical source and load curve), we consider the inclusion of LDM to analyze the output of different types of power supplies during operation and discuss the impact of LDM on capacity planning in detail. Analysis results of the source and load power balance during operation for a given scenario are shown in Fig. 6 and 7 . After simulating the typical source-load data sets in different scenarios throughout the year and obtaining the expected results, Fig. 6 and Fig. 7 show the scheduling operations of different types of units in one day without LDM and with LDM, respectively.
From Fig. 6 and Fig. 7 , it can be seen that under the influence of the same degree of uncertainty, LDM can effectively reduce the frequency of charge and discharge of the ESS from 8 a.m. to 11 a.m. and reduce the amount of exchanged energy. Meantime, LDM can also reduce the need for controllable power dispatch frequencies and the frequency of ramp-up and rump-down (i.e., 5-10 and 18-24) , and reduce the difficulty of scheduling operation control.
As shown in Fig. 7 , the points in this curve (i.e., 1-7 and 9-15) represent that the controllable load will adjust the load characteristics as the renewable energy output increases and decreases.
2) LDM IMPACT WITH DIFFERENT UNCERTAINTY DEGREES
To comprehensively analyze the degree of system uncertainty and the influence of LDM in the model, we analyze the results from different dimensions (system uncertainty and LDM) and set two cases which are summarized in Table 6 . Fig. 8 and Fig. 9 present the scheduling operation of different types of units under Case 2, whereas the scheduling results of Case 1 have already been shown in Fig. 6 and Fig. 7 . From Fig. 6 and Fig. 8 , we can see that as the degree of system uncertainty increases, the scheduling and control of controllable resources (CMG and ESS) become more frequent and dependent (i.e., 4-8 and 15-24 in Fig. 8) . From  Fig. 8 and Fig. 9 , we can see that under the influence of the same degree of uncertainty, LDM can significantly reduce the system's requirements for controllable power supply and energy storage equipment operation control scheduling (i.e., 7-16 and 18-24) .
Upon comparing the influence of different types of unit dispatching operation results under different simulation cases (the different degrees of uncertainty and whether the LDM participates), the main results include the controllable power supply, energy storage equipment and renewable energy consumption, etc.; and are shown in Table 6 . Table 6 shows that LDM can improve the load profile. For example, the minimum load factor increased by 0.02 compared to the original load curve (from the case of r k,t = 1; N k = 12). Otherwise, LDM has the same effect as the energy storage device to some extent (namely, peak-load shifting). For a period of one day, the transferred energy of the ESS was reduced (by approximately 348 kWh in case one; by approximately 810 kWh in case two), and thus, the service life of the energy storage equipment can be effectively extended. Furthermore, as the degree of uncertainty increases (no matter whether LDM is considered), the controllable power ratio and the exchanged power of the ESS significantly increase.
In addition, the potential effect of LDM was analyzed for an interruptible load (2%) and a shiftable load (3%). According to [34] , with the development of technology and market mechanisms, the demand-side response potential can reach 20%. Therefore, for microgrid planning, substantial potential remains for the load side.
D. DISCUSSION OF WIND AND SOLAR ENERGY CURTAILMENT
For isolated microgrid planning, it is necessary to discuss the energy curtailment of WT and PV to meet the requirements of national planning and microgrid construction, rather than blindly building and developing DRE. The analysis results are shown in Table 7 below. Table 7 shows that limiting the curtailment of wind and solar energy will directly lead to increased system investment costs. For the same curtailment, compared with the NLDM case, LDM can adapt to the renewable energy output by adjusting the load characteristics, thus increasing the installed capacity of renewable energy and the penetration rate of new energy and reducing the dependence on energy storage equipment.
In summary, by using configuration optimization and considering the influence of MSUC with increasing uncertainty, the installed capacity of controllable resources (CMG and energy storage) will increase accordingly to ensure long-term energy balance and short-term power balance. After LDM is adopted at the operation level, the installed capacity of renewable energy is reduced due to the adjustment of loadside characteristics by the LDM to adapt to the new energy output. Moreover, the transfer power of the energy storage equipment is reduced, and its lifetime is increased.
VII. CONCLUSION
To optimize the capacity of an isolated microgrid, this paper establishes a microgrid capacity optimization model considering LDM and MSUC. The main conclusions are as follows:
• Source and load uncertainty have a substantial impact on isolated microgrid planning. When the source and load uncertainty is low, the installed capacity of the system's uncertain resources (WT and PV) is higher, and the source-load uncertainty cost is lower. When the source and load uncertainty increases, the investment in controllable resources (CMG and ESS) required for system uncertainty will increase, resulting in higher system planning costs.
• At the operational level, by introducing LDM, the userside load demand characteristics can be adjusted to adapt to changes in renewable energy output, reducing the curtailment of wind and solar energy and the dependence on energy storage equipment. In addition, by controlling the interruptible and shiftable loads, LDM can perform the same function as that of the ESS (peak-load shifting), thereby reducing the transfer energy of the ESS and prolonging its service life.
• This paper is conservative in its discussion of LDM. Further study is needed regarding the potential of LDM, with detailed modeling of the operation characteristics, response characteristics and price elasticity of the loadside power equipment, to fully enable LDM use in instantaneous power balance and to provide guidance for the planning and operation of microgrids.
• Low computational efficiency is a drawback of the existing MILP-based algorithms used for this paper. In next step, we are going to modify our bi-level model via a decomposition-coordination optimization framework to improve its efficiency and maintain accuracy of the proposed model.
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