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LORRAINE L. FOSTER tion of {1, •••,%} then A is normal. 2 Hence it seems of interest to study the characteristic roots of AA f in comparison with the characteristic roots of A in the case of nonnormal matrices A. Results are known which compare the magnitudes of these roots. Here a different point of view is adopted. The matrices A are restricted to a set of matrices of order two over the rational integers, I, and the algebraic number fields in which the characteristic roots of A and AA f lie are compared.
Specifically, we let M(r, s) denote the companion matrix of the polynomial x 2 + rx + s and consider the set {M{r, s) \ r, s e I}. We define N(r, s) = M(r, s)-(M(r, s))\ We observe that ikf(0,1) is normal and M(r, -1) is normal (and in fact symmetric) for all re I. Otherwise, M(r, s) is nonnormal.
We define functions <5(r, s) and Δ(r, s) as follows:
δ(r, s) -r 2 -4s Δ(r, s) = (r 2 + s 2 + I) 2 -4s 2 .
We note that Δ(r, s) can also be expressed in the forms (r 2 + (s + l) 2 )(r 2 + (β -I) 2 ) , 4rV + (r 2 -s 2 + I) 2 , and 4r 2 + (r 2 + s 2 -I) 2 . We denote the fields which the characteristic roots of M (r, s) and N(r, s) generate over the rational number field, R, by F(M(r, s)) and F(N(r, s)), respectively.
Then F(M(r, s)) =
R{Vδ(r,8)) and F(N(r, *)) = R{V Δ{τ,s)).
We definte g, (r, s) to be the square-free part of δ(r, s) if <?(r, s) Φ 0, and g 5 (r, s) = 1 otherwise. Similarly, we define g Δ (r, s) . This work is therefore concerned with the relationships between g h {r, s) and g A (r, s) 
. Clearly F(M{τ, s)) and F(N(r, s)) coincide if and only if g δ (r, s) -g Δ {r, s).
Many of the conjectures proven in this work were suggested by calculations performed on the IBM 7090 computer. The question of the number of pairs (r, s), with s Φ -1 and rs Φ 0, such that F(M(r, s)) and F(N(r, s)) coincide is still unanswered. (We can easily see that gs (r, -1) = gj(r, -1) and g h (r, 0) = g/r, 0) for all re I. Also, g,(0, s) = gj(0, s) if and only if 3 s = -D.) The computer data and a number of results lead us to conjecture that there exist only finitely many pairs (r, s) satisfying these conditions. 1* The Nature of F (N(r, s) ). We will conclude in this section that the set of fields {F (N(r, s) 2 , we conclude that ^(r, 5) is of the form α 2 + δ 2 , where α and b are relatively prime integers, and, ab = 0 if and only if rs = 0. The next theorem demonstrates that each form with ab Φ 0 is represented by some g Δ {r, s). We prove, in fact, rather more. We first recall the following lemma:
LEMMA. Then there exists a sequence {(r n , s n )}, 1 ^ n < co ? sue/?, ίfeαί r w < r w+1 , s Λ < s Λ+1 , and s,) = c D.
(ii) Further, if c is a product of primes of the form 4ΛΓ+ 1, there exists a sequence {«, s' n )}, 1 ^ n < 00, s^cfe ίfcαί We define f n + g % V~d = (/ 0 + kVdf n and a;, + i/.τ/T= (Λ + QnVΊί) 2 = /ϊ + ^^ + 2f n g n V~d, n ^ 1, so that / 2 -gr 2 d = 1 = a?; -^d, α n = / 2n , and y n = ^r 2π . Clearly α^w > x^ and ]/ Λ > y n _ u n > 1. We can write d = α 2 + b\ for some integers a u b± > 0. If each P 4 = 1 (mod 4) then by the lemma we can choose a x and 6 X to be relatively prime. We 100 LORRAINE L. FOSTER now define
It is clear that . Simplifying and dividing by d\ we get (1.3) dkl + 4bjc n + 4 -ml .
We now define
Then τ n < r n+1 , s n < s n+1 , r\ + (s n ~ I) 2 = kid, and rl + (s n + I) 2 = ml,
Let us suppose that each P^l (mod 4) and that we have chosen a lf &! to be relatively prime. We observe that (1.4) f n =l(moάd) f n^l.
For,
by (1.1) and the fact that d is odd. Further, we show by induction that
We assume that g n _ 1 = (n -1)^ (modd), ^ ^ 2. Then
by (1.4) 
Since (2b u d) = 1, by (1.5) and (1.6) it is clear that the integers 2&i0id+i, i = 1, , ώ, represent a complete residue system modulo d, for any integer t ^ 0. Hence we can choose an integer N > 0 such that 2b λ g N = 2b 1 g td+N = z -1 (mod d), for every £ Ξ> 0. Then
In general, we can show that
For, assume the contrary. Then for some i. By (1.9) we know that P?°i+w \ (A? ίd+ A + 2) 2 . Hence, by (1.8) , Pfί+βi+ 1 1 fc? d+^ so that P, | ^ί (Z+^. This is however a contradiction by (1.9) . Hence δ(r td+ir , s td+N ) = dd' t+1 = cd t+1 D where (df +1 , c) = (d ί+1 , c) = 1, ί S 0. If we set m = (n ~ l)d + N, r' n = r m , s' n = s m , the proof of (ii) is complete.
Further relations between F(M(r, s)) and F(N(r, s)).
The following theorems are concerned with various comparisons of the fields F{M{r, s)) and F(N{r, s)). We observe from Theorem 1.2 (ii) that, for every square-free odd integer c = α 2 + δ 2 there exist infinitely many pairs (r, s), rs ^ 0, s ^ -1, such that ^(r, s) | ^δ(r, s) and (r, s) = c. In this section we will demonstrate that if c -α 2 + b 2 is a square-free integer then there exist infinitely many pairs (r, s), rs ^ 0, s Φ -1, such that g L (r, s) \ gj (r,,s) and # δ (r, s) -c. We first prove the following theorem, which essentially states the conclusion of Theorem 1.2 (ii) for the case c = 2. Proof. Define integers x n , y n by the relation x n + # n i/ 2 = (1 + l/T) 2 *-1 , n^l. Then x 2 -2?/ 2 = -1 and x n = y n ==l (mod 2). Also define integers f n , s n by the relations: \f n \ = χ n ,\s n \ = y n , f n = s n-I(mod4), n^l.
Further define r n -f n + s n . Proof. We define an integer / to be c or c/4 according as c is odd or even. Now r 2 + 4 φ 0 (mod 16) so that it is clear that / = 1 (mod 4). We define an integer d = (r 2 + 4)//. Clearly (JΞOOΓ I(mod4). We can therefore define a positive integer k as follows: Proof. We can define an integer r 1 -r/2. To prove (i) we suppose that r 2 + 4 == 0 (mod 8) and define integers d and e as in the proof of Lemma 2. We also define / = c/4 or c according as c Ξ 0 or CΞΞ2(mod4). We can further define an odd integer f 1 -f/2 and choose an even integer j > 0 so that (f u j) -1, j > 2e. To complete the proof of (i) we define s = f(e -εj 2 ) -1 and note that f = 1 = e(mod4), r x = I(mod2). Details are left to the reader.
To prove (ii) we assume that r 2 + 4 = 4 (mod 8), and assume the conclusion false. Then there exist integers s and c x (we may assume c x is square-free) such that
Define an odd integer g = (r 2 + 4)/4%. Then, by (2.1), δ(r, s) -for some integer A; > 0. We conclude that k/2 is an integer, m say, since % is odd. We also conclude that
2 ) = I(mod2) , which contradicts (2.2). Hence (ii) is proven.
Proof of Theorem 2.2. Write c = ΠUL^* where the P t are distinct primes of the form 4N + 1 or 2. Let x t be an integer such that x\ + 1 = 0 (mod P^, i = 1, , t and choose s such that z = Xι (mod P t ) t £ = 1, ..., t. Also, define r n = 2(z + (n~ l)c), n ^ 1. Clearly r 2 + 4 = 4(# 2 + 1) ΞΞ 0 (mod c), w ^ 1. Assume c is odd. Then by Lemma 1 there exists an integer s n Φ 0, -1 such that g&{r n , s n ) = c and g Δ (r n , s n ) = cc n , where c n is some integer relatively prime to c. Further, since r n is even, by Lemma 2 there exists an integer s' n > 0 such that g*(r n , s' n ) --c and g A (r ni s' n ) -cc' n , where (c, c r n ) -1. Hence if c is odd the theorem is proven. We assume c is even. Then z is odd so that rJ2 = 1 (mod 2) and hence r\ + 4 = 0 (mod 8), w ^ 1. We take ε = 1, -1 sucessively in Lemma 3 and the theorem is proven.
Taking a different viewpoint we have: THEOREM 
For every integer r > 0 there exist infinitely many distinct integers s such that g b (r, s) | g Δ (r, s) 9 \ g&(r, s) \ Φ 1.
Proof. Assume first that r Φ 2. Then, since r 2 + 4 φ 0 (mod 16), we know that r 2 + 4 has an odd square-free divisor c, say, c > 1. We define d -(r 2 + 4)/c and choose an integer e > 0 such that β 2 = d (mod 4) and (β, c) = 1. We then define fc w = 2c^ι + e, n ^ 0. Clearlỹ k\ = d (mod 4) and (fc TO , c) = 1. Hence we can define s Λ = (c(d -fcJ)/4) -1, ti ^ 0, and, as in the proof of Lemma 1 (with/= c), we conclude that g s (r, s n ) -c, g Δ {r, s n ) = cc n , where c n is some integer relatively prime to c. Hence if r Φ 2 the theorem is proven. In the case r -2 we define s % = 1 -2^2, % ^ 1, and observe that Δ(2, s n ) = 32cJ,, δ(2,s n ) = 2 D, where < is odd.
On the coincidence of F(M(r, s)) and F(N(r, *))
• The following known theorem, which is a special case of a theorem by C.L. Siegel [5] , will be applied frequently in this section. 6 
THEOREM A. Let f(x) be a polynomial of degree n ^ 3 with integral coefficients and distinct zeros and let A be a nonzero integer. Then the equation f(x) -Ay 2 has at most a finite number of integral solutions (x,y).
Computations for pairs of integers (r, s) satisfying the inequalities 0 ^ I r I ^ 600, 0 ^ I s | ^ 800 revealed five pairs (r, s) with rs Φ 0, s Φ -1 such that the fields F (M(r, s) ) and F (N(r, s) ) coincide. These are: (r, s) = (6, 7), (14, 47), (11, -76) (141, -236) and (40, 31) . The corresponding values of g Δ (r, s) are: 2, 2, 17, 17, 41 . In this section we will prove several theorems which resulted from a study of these five f pairs, and which in some sense, limit the number of pairs (r, s) for which coincidence occurs.
We first observe that in three cases of coincidence we have δ(r, s) -8. This leads us to inquire if any additional pairs (r, s) exist with these properties. We find THEOREM 3.1. Suppose g δ (r, s) -g Δ (r, s), δ(r, s) = 8, and r ^ 0. Then (r, s) = (2, -1), (6, 7), or (14, 47 (1, 1) , (2, 2) and (4, 9) and these solutions correspond to (r, s) = (2, -1), (6, 7) , and (14, 47), respectively.
In the preceding theorem we required that δ(r, s) = 8. We now suppose that δ(r, s) -K, a constant. We have: Proof. If K -0 the fields coincide only for (r, s) = (0, 0). Hence we assume Kφ 0. We may also assume K Φ 8, by Theorem 3.1. We
The left-hand side of (3.2) is a polynomial in s of degree four with roots s = -3 ± (s -¥Q) 112 , -1 ± kV -Q, and, under our hypotheses, these four roots are distinct. Hence by Theorem A we conclude that (3.2) has at most a finite number of solutions (s, h) . This proves the theorem since K and s determine | r \ uniquely.
We apply a similar argument to prove the following more interesting result: Now A(r, s) is a polynomial of degree four in r with distinct roots r -± i(s ± 1), (i = V -1) and hence for fixed s =£ ± 1, 0, equation (3.3) has at most a finite number of pairs of solutions (r, h), by Theorem A. Now observe that for fixed s Φ -1 there exist at most a finite number of square-free integers Q such that (3.4) g,(r, s) = #,(r, s) = Q .
For this equation implies, by (3.2) , that (s + l) 2 (s 2 + 6s + 1) = 0 (mod Q). Combining these results, we have the theorem.
A similar theorem for fixed r is true: Proof. We observe that for fixed square-free integers Q and r > 0 equation (3.3) has at most a finite number of solutions (s, h). For, the roots s = ± 1 + ir (i -V -1) are distinct and Theorem A applies. Further it is clear that if (3.4) is satisfied then Q \ (r 4 + 24r 2 + 16)(r 2 + 4). Hence, as above, the theorem is proven.
We observe that the pairs (r, s) such that g 8 (r, s) = g Δ (r, s) have the property that s ^ 2 (mod 4). This must always be the case as is seen by the following theorem THEOREM 3.5. Suppose g$(r, s) -g A (r, s) . Then s =έ 2 (mod 4).
Proof. Suppose the theorem is false, for some (r, s), s = 2 (mod 4). Then there exist integers h and k such that (3.5) δ(r, s) = r 2 -4s = WQ
where Q = g 6 (r, s) = g Δ (r, s) > 0. We can see by Theorem 1.1 and the fact that 8 ΞΞΞ 2 (mod 4) that hk Φ 0. Now Q is a square-free product of primes of the form 4N + 1 or twice such a product. Hence Q = 1, 2 or 5 (mod 8). We show that Q is odd. For, (3.5) and (3.6) 2 , Q u Q 21 n are integers such that Q X Q 2 -Q and n is squarefree. Combining (3.5) and (3.7) we have 4s + k 2 Q,Q 2 + (s + I) 2 = βlQ.n so that (3.9) 4s + (s + I) 2 = 0 (mod Q x ) .
Similarly, (s + I) 2 = 0(modQ 2 ) so that Q 2 \ s + 1. Now Q, = ΠΛ, where the P { are distinct primes of the form AN + 1. We assert that each Pi = I(mod8). For, let x be the integer s/2 and observe that (3.9) implies (2x + 3) 2 = 8 (mod P,). Hence P { = 1 (mod 8) so that Q 1 = 1 = Q 2 (mod 8 (3.10) βlQ λ n = 2, βlQ 2 n = 10 (mod 16) .
Clearly β λ and β % are odd and n is even so that β\Q ι = 1 = /9*Q 2 (mod 8) and n{β\Q 1 -β\Q 2 ) = 0 (mod 16) which is impossible by (3.10) . Similarly in cases 2 and 4 we deduce a contradiction.
We recall from the lemma to 
For each s Φ 1 listed we test all possible & and discover that in fact (3.11) has no solutions and thus the theorem is proven.
We recall that # δ (6, 7) = ^(6, 7). We ask if there are other integers r such that g 8 (r, r + 1) = g Δ (r, r + 1) or such that g&(r, 7) = g Δ (r, 7). The following two theorems answer these questions. We will show that (3.17) has only two solutions which correspond to r = -2, 6. Let y = | ft -k |, a? = (h 2 -fc 2 )/3 and suppose ft ^ 30. We consider the cases ί/^5, ?/=4, τ/ = 3 and find that in each case x 2 > 2h 2 -1. Also, if y = 1 or 2 then x 2 < 2ft 2 -1 so that for ft^30 equation (3.17) has no solutions. Equation (3.17) implies that 2ft 2 -1 = • and the solutions of this equation such that ft < 30 are ft = 1, 5, 29. Substituting in (3.17) we find solutions (ft, k) = (1, 2), (5, 2) , so that r =-2, 6. Proof. Suppose # δ (r, 7) = ^(r, 7) = Q for some r > 0. Then there exist positive integers ft and k such that (3.18) ί(r, 7) = r 2 -28 -(3.19) J(r, 7) = (r 2 + 36)(r 2 + 64) = h 2 Q so that Q I 32-23. Hence Q = 1 or 2. By Theorem 1.1, Q = 2. By (3.18), r 2 = 4 (mod 8) so that r 2 + 64 = 4 (mod8). Hence from (3.19) we can easily see that r 2 + 64 = • and r 2 + 36 = 2 D. Hence r/2 is an integer, x, and α; 2 + 9 -2^/ 2 for some y > 0. Hence, from (3.18), y* -z 2 -8, where 2 is the integer fc/2. Hence y = 3, « = 1 so that
