This note gives a new proof of the 'operational extensionality' property of Abramsky's lazy lambda calculus-namely the coincidence of contextual equivalence with a co-inductively defined notion of 'applicative bisimilarity'. This purely syntactic result is here proved using a logical relation (due to Plotkin) between the syntax and its denotational semantics. The proof exploits a mixed inductive/co-inductive characterisation of the logical relation recently discovered by the author.
Introduction
The recent categorical analysis of recursively defined domains by Freyd (1992) has led to simplified techniques for denotational semantics involving such domains (see Pitts 1996 and Fiore and Plotkin 1994, for example) . On the other hand, work on co-inductively defined 'applicative bisimilarities' has provided quite powerful theories of equivalence of functional programs, defined in terms of their operational semantics (see Abramsky 1990 , Howe 1996 , Egidi, Honsell, and della Rocca 1992 , and Gordon 1994 . This note ties together these two developments via a 'formal approximation' relation, d C P , between the elements, d, of some domain of denotations of programs and the programs, P , themselves. This instance of a socalled 'logical' relation was introduced by Plotkin (1985) to prove computational adequacy results. A new proof of existence of this kind of relation was given recently by the author (Pitts 1996) . It was shown that such relations are characterised by a certain 'universal' property of mixed inductive/co-inductive character. Here we show that this universal property can be used to give a simple proof of the congruence property of applicative bisimilarity and hence of the coincidence of applicative bisimilarity with contextual equivalence. The proof hinges upon the observation that a program P is applicatively similar to a program Q if and only if the denotation of P formally approximates Q (see Theorem 5.2 below). This
Operational Extensionality
Recall that two phrases of a programming language are contextually equivalent if occurrences of them in any complete program can be interchanged without affecting the observable results of executing the program. This is a reasonable notion of what it means for two phrases to be semantically 'equal'. 2 In particular, the form of the definition, with its quantification over all possible contexts (uses of a phrase in a complete program), guarantees that contextual equivalence is a congruence. In other words it is an equivalence relation that is respected by the various phraseforming constructs of the language; and thus it supports the usual rules of equational reasoning. But that quantification over all contexts also makes it hard to establish further properties of contextual equivalence. Therefore, one seeks indirect means to develop its properties. One such means, at least for programming languages based on the lambda calculus, is the notion of applicative bisimilarity first introduced by Abramsky (1990) . Roughly speaking, applicative bisimilarity is the greatest binary relation between phrases satisfying certain extensionality properties, such as equating two function expressions if they are equal argumentwise. As shown by Abramsky and later by Howe (1996) in greater generality, applicative bisimilarity 1 By Achim Jung and Allen Stoughton at least. 2 Or rather, it is a reasonable family of such notions. For even if we insist that the definition of a programming language must specify not only what are the well-formed programs (the language's syntax), but also how to execute them (the language's 'operational semantics'), still there may be several different flavours of contextual equivalence corresponding to different choices of what constitutes a 'complete program', or what should be the 'observable results' of program execution. often coincides with contextual equivalence. Not only does this establish useful extensionality properties of contextual equivalence, but also the co-inductive form of the definition of applicative bisimilarity furnishes useful co-induction principles for contextual equivalence. (See Gordon 1995 and Pitts 1997 for example.) The key to proving the coincidence of contextual equivalence with applicative bisimilarity is to show that the latter is a congruence. Abramsky's original proof of this fact falls out of his 'domain theory in logical form' (Abramsky 1991 )-a penetrating analysis of the compact elements of (recursively defined, 2/3 SFP) domains which is useful for far more than this congruence property. On the other hand, congruence of applicative bisimilarity is a purely syntactic property and as Howe (1996) shows, it can be proved with syntactical methods based on the language's operational semantics. Here we present a new proof, one which falls somewhere between the previous two approaches. The proof makes use of denotational semantics, but only of a very simple kind: we merely need some quite standard considerations to do with computational adequacy and, crucially, some 'relational' properties of recursively defined domains established in previous work by the author (Pitts 1996) . 3 On the other hand, modulo this somewhat minimal domain-theoretic machinery, the details of the new proof are perhaps conceptually simpler than Howe's method. Readers must judge for themselves. At least one can say that the material which follows presents an intriguing interplay between syntax and semantics and provides a new characterisation of applicative bisimulation (Theorem 5.2).
Before going any further, let us fix the syntax and operational semantics of an example language. For simplicity I will stick with the Abramsky-Ong 'lazy' lambda calculus (Abramsky 1990; Abramsky and Ong 1993) With these preliminaries, we can define the notions of program equivalence and program ordering with which we will be concerned. It is clear from the form of the first definition that ctx is reflexive and transitive, and hence that = ctx is an equivalence relation. The same is true for app and = app , because one can easily check that the identity relation is an applicative simulation (hence app is reflexive) and that the relational composition of two applicative simulations is another such (hence app is transitive). Indeed the possibility of constructing and manipulating applicative simulations means that one can rapidly establish a number of useful properties of applicative (bi)similarity, such as:
'Kleene' equivalences. Closed terms which evaluate to the same abstraction are applicatively bisimilar; and more generally, we have:
In particular, -conversion holds up to applicative bisimilarity:
These properties hold because f(P; P 0 ) j 8V (P + V ) P 0 + V )g is an applicative simulation. The fact that these properties of applicative bisimilarity also hold for contextual equivalence is not at all easy to see merely from the definition of = ctx . However, that definition makes it clear that = ctx does satisfy
On the other hand, it is not at all clear from the definition of = app that it is a congruence. We would like the best of both worlds, in which all these properties hold of our notion of program equivalence, and the following theorem tells us that we have this.
Operational Extensionality Theorem (Abramsky). For all -terms
and hence contextual equivalence and applicative bisimilarity coincide.
The key to proving this theorem is to establish the precongruence property for applicative similarity; that is, for all terms M and M 0 , and for all contexts C ?]
Once we have (1) For the converse, left-to-right implication, first note that ctx restricted to closed terms is an applicative simulation: for if P ctx P 0 and P + x:M, then since P +, it follows that P 0 +, that is P 0 + x:M 0 holds for some M 0 . Since P evaluates to
x:M, it is Kleene equivalent to it, hence applicatively bisimilar to it, and hence by the previous paragraph, is contextually equivalent to it; similarly for P 0 and x:M 0 . Therefore x:M = ctx P ctx P 0 = ctx x:M 0 , and hence for any Q, ( x:M)Q ctx ( x:M 0 )Q. We noted above that -conversion holds up to applicative bisimilarity and we now know that that implies contextual equivalence.
This verifies the applicative simulation condition for ctx and therefore P ctx P 0 ) P app P 0 :
Finally, this implication can be extended from closed to open terms using the closure of ctx under taking -abstractions and applications (immediate from the definition), the validity of -conversion up to = ctx (which we have already established), and the way that app is defined on open terms via closed instantiations.
So to prove the Operational Extensionality Theorem one just has to prove the precongruence property (1) of applicative similarity. The rest of this note describes a novel proof of this via a detour into denotational semantics and logical relations.
Denotational Semantics
Lazy lambda calculus contextual equivalence can be modelled (adequately, but not 'fully abstractly') by the domain D recursively defined by D = (D ! D) ? . For our purposes it suffices to take 'domain' to mean a set equipped with a partial order (v), possessing a least element (?) and least upper bounds for all countable ascending chains; and a function between domains is 'continuous' if it is monotone and preserves these least upper bounds. We refer the reader to the usual sources (such as Smyth and Plotkin 1982) The converse of (5) does not hold-D does not provide a 'fully abstract' model of -terms modulo the contextual preorder (see Abramsky and Ong 1993) . Abramsky and McCusker (1995) have recently given a fully abstract model based on game semantics.
Formal Approximation
Before giving the definition of our version of Plotkin's logical relation, we need some auxiliary definitions to do with relations between domain elements and closed -terms. This definition of C arises out of the method of construction given in (Pitts 1996 , Section 5; see also Pitts 1994) . It differs from that given by Plotkin (1985) in several respects. 4 Plotkin specifies some requirements on the relation C needed to prove computational adequacy, but which do not characterise it uniquely. These requirements are (FA1) together with the condition that C be downwards-closed in its first argument:
We shall see below (Lemma 5.1) that this condition is a consequence of (FA2).
Moreover, (FA2) ensures that C is unique if it exists: indeed if C 0 is any other admissible relation satisfying C 0 = (C 0 ; C 0 ), then property (FA2) implies that
The existence of a relation satisfying (FA1) and (FA2) is not immediately obvious. For one thing, the function R 7 ! (R;R) is not monotone, so one cannot just 4 Plotkin treats the case of a rather expressive, recursively typed language rather than the simple, untyped language we are using here; but it is relatively straightforward to extend our approach to such a language. appeal to the Tarski fixed point theorem to satisfy (FA1). In fact C is an example of what is termed in (Pitts 1996) an invariant relation on the recursively defined domain D. As shown there, the existence of such relations can be deduced by combining the minimal invariant property of the recursively defined domain (property (D2) in the case of D = (D ! D) ? ) with the well-known fact that every monotone function on a complete lattice possesses a least pre-fixed point. We will sketch the proof: for more details see loc. cit. (or Pitts 1994 for a more concrete presentation of an example similar to the one we are considering here).
First, it is not hard to see that (?;?) is order-reversing in its first argument and order-preserving in its second; and moreover that (R ? ; R + ) is admissible when R + is. 5 Therefore ) to itself, which therefore has a least pre-fixed point, (C ? ; C + ) say. It suffices to prove that C ? = C + : for then (FA1) will hold because any least pre-fixed point is always a fixed point; and (FA2) will hold when R ? is admissible by virtue of the least pre-fixed point property, and then will hold for general R ? by simple considerations involving the admissible closure of R ? (i.e. the intersection of all admissible relations containing R ? ).
To show that C ? and C + are equal, it suffices to show that C ? C + , since the reverse inclusion is automatic from the defining property of (C ? ; C + ) and the symmetry of the function (6). Now the definition of allows one to prove
by induction on n. Then C ? C + follows from this using (D2) and the admissibility of C + . 
where M ] indicates the result of simultaneously substituting (x) for each x 2 V .
Specialising this Fundamental Property to the case of a closed term P and with and the empty partial functions (which vacuously satisfy C ) we get
In particular, if P ] ] 6 = ?, then by (FA1) P +. Therefore the existence of a relation C satisfying (FA1) is enough to complete the proof of the Computational Adequacy property.
What about property (FA2)? It determines C uniquely, but what else is it good for? As (Pitts 1996, Section 6) shows, this property of invariant relations can be made to yield various induction and co-induction principles for recursively defined domains, by varying the notion of relation (and associated action on relations, ).
Here we will apply it to give a rather slick proof of the congruence property of applicative bisimilarity, and hence of the Operational Extensionality Theorem. The following is the key lemma.
Lemma 5.1.
Proof. Consider
We have to show that R C. By (FA2) with R ? = R and R + = C, it suffices to check that R (C;R) and (R;C) C. For the second of these inclusions, note that since clearly C R, we have (R;C) (C;C) = C, by (FA1).
So it just remains to prove that if d R P , say d v d 0 C P 0 app P , then (d;P) 2 (C;R). By definition of (Definition 4.2), if d = ? then there is nothing to prove. So we may assume that d = fun(f) for some f 2 (D ! D). We have to show that P + x:M for some M satisfying 8d 00 ; P 00 (d 00 C P 00 ) f(d 00 ) R M P 00 =x]): it must be the case that P 0 + x:M 0 for some M 0 satisfying 8d 00 ; P 00 (d 00 C P 00 ) f 0 (d 00 ) C M 0 P 00 =x]):
Moreover, since P 0 + x:M 0 and P 0 app P , it must be that P + Armed with this theorem we can give our Proof of the Operational Extensionality Theorem. As noted at the end of Section 2, we just have to prove the precongruence property (1) 
The first of these implications follows immediately from the fact that app is an applicative simulation, together with the way that app is extended from closed to open terms by taking instantiations. Similarly, it suffices to prove (11) just for closed terms; and using transitivity of app , we can deduce this case from the slightly more general statement that for all closed P , P 0 , and x:M P app P 0 ) M P=x] Using the evaluation behaviour of these terms and the precongruence property (12), it is easy enough to show that for any closed P Y 0 P app Y 1 P app : : : app Y P = app P (Y P ): In fact Y P is not just an upper bound of the chain (Y n P j n < !), it is the least such (with respect to app ) and this least upper bound is preserved by the various term-forming constructs: Operational Extensionality, because once we know that app coincides with ctx , (13) can be proved more or less directly from the definition of the contextual preorder using the computational adequacy of the denotational semantics. However, for some languages there are useful notions of applicative similarity contained in, but not coinciding with ctx , for which one can still use this method of establishing (13) via a formal approximation relation between semantics and syntax. (The fragment of ML with references and the notion of applicative similarity considered in Ritter and Pitts 1995 provides an example of such a potential application.)
Conclusion
In this note we have indicated how to prove the congruence property of applicative bisimulation, a purely syntactic result, using a logical relation between semantics and syntax that possesses a 'universal' property of mixed inductive/co-inductive character. The domain theory needed for this is quite 'classical'. So the moral, if the reader wants one, is that there is still something new to be squeezed out of the traditional domain-theoretic toolkit even if exciting new methods (such as in Abramsky and McCusker 1995 , Hyland and Ong 1996 , and McCusker 1996 have arrived.
We confined attention to the lazy -calculus because it minimises syntactic complications without trivialising the difficulty of proving the congruence property of the associated notion of applicative bisimilarity. However, it should be possible to extend the method to more expressive languages-namely ones whose denotational semantics involves the kind of recursive domains whose relational properties are analysed in (Pitts 1996) . We claim that this is possible for recursively typed, functional languages like Plotkin's FPC (Fiore and Plotkin 1994) , with either call-by-name or call-by-value evaluation: the details will appear elsewhere. It should also be possible to employ this approach to proving congruence of applicative bisimilarity for some imperative languages with local state. However, language features that introduce (countable) non-determinism seem to be outside the scope of this method. There is a technical reason for this: the fact that the 'action' (R ? ; R + ) 7 ! (R ? ; R + ) associated with the recursively defined domain D preserves admissibility in its second argument is crucial to the proof method; but, as the reader can check, the proof of this fact seems to rely heavily on the determinacy of the evaluation relation + used in the definition of . By contrast, the purely operational method of Howe (1996) for proving congruence already includes the non-deterministic case (see also Pitts and Ross 1996) .
