People typically learn about space by means of direct perception. By viewing, hearing, touching, or moving around objects in their environment, they can form spatial representations of their physical surroundings. However, mental representations of space are not formed exclusively through direct perceptual input. They can also be constructed indirectly by means of symbolic media such as maps (e.g., Richardson, Montello, & Hegarty, 1999) , diagrams (e.g., Bryant, Lanca, & Tversky, 1995; Bryant & Tversky, 1999) , and language (e.g., Avraamides, 2003; Denis & Zimmer, 1992; Ferguson & Hegarty, 1994; Taylor & Tversky, 1992) .
Spatial representations derived from indirect sources have been shown to have properties similar to those formed through perception. In the case of language, the vast literature of situation models (van Dijk & Kintsch, 1983) or mental models (Johnson-Laird, 1983 , 1996 have documented that the properties of physical environments are preserved in mental representations that are formed through language (see Zwaan & Radvansky, 1998 , for a review). For example, mental representations derived from language maintain the metric properties of real environments (Glenberg, Meyer, & Lindem, 1987; Morrow, Greenspan, & Bower, 1987) . This is supported by evidence that has shown that the latency to complete mental scanning between two objects in described scenes varies as a function of the interobject distance (Kosslyn, Reiser, Farah, & Fliegel, 1983) . This finding was also obtained in a study by Denis and Cocude (1989) in which participants mentally scanned the distances among landmarks of a verbally described island. In addition, Denis and Cocude (1989) demonstrated that this dependence of mental scanning latency on interobject distance was also obtained when participants studied maps of the island instead of reading verbal descriptions. Finally, Mellet, Bricogne, Crivello, Mazoyer, Denis, et al. (2002) showed, using the positron emission tomography methodology, that mental scanning of map that was built from text engaged the same parieto-frontal network that is active when scanning representations built from vision (Mellet, Bricogne, Tzourio-Mazoyer, Ghaëm, Petit, et al., 2000) . However, it should be noted that both of these studies involved participants with high visuo-spatial imagery, who would be more likely to convert text into analog spatial representations.
The similar results with maps and linguistic descriptions in the study by Denis and Cocude (1989) , in conjunction with the evidence for common neural correlates, suggest the possibility that although spatial representations can be constructed through various means, at some point the source of encoding becomes unimportant. That is, once they are well formed, the representations of spatial layouts derived from vision, audition, touch, language, pictures, maps, diagrams, and so on are all functionally equivalent and perhaps even identical (i.e., amodal; Bryant, 1997; De Vega, Cocude, Denis, Rodrigo, & Zimmer, 2001; Loomis et al., 2002) . This hypothesis is further reinforced by the similarity of findings reported by studies that required localization of objects in scenes that were learned perceptually (Hintzman, O'Dell, & Arndt, 1981) or through texts (e.g., Avraamides, 2003; Franklin & Tversky, 1990) .
Despite the evidence for functional equivalence among spatial representations constructed from various sources, a number of studies have provided data suggesting that differences between spatial representations derived from direct perception and language might exist. For example, using the mental scanning paradigm with described targets, Denis and Cocude (1997) were unable to find any spatial biases when scanning toward salient as compared with toward neutral landmarks. Asymmetries in spatial responses directed toward salient and nonsalient locations are a typical finding with real-world environments (McNamara & Diwadkar, 1997; Newcombe, Huttenlocher, Sandberg, Lie, & Johnson, 1999) . Moreover, spatial representations derived from language do not seem to be as vivid as ones derived from perception. For example, Federico and Franklin (1997) found that information about spatial relations was retained longer in memory when it was encoded from pictures rather than text. Finally, the studies by Mellet et al. (2000 Mellet et al. ( , 2002 revealed that despite the common activation of the parieto-frontal network, language and vision activated (during mental scanning) other areas that were specific to the input; language selectively activated the angular gyrus and Broca's and Wernicke's areas (Mellet et al., 2002) , whereas vision selectively activated the medial temporal lobe (Mellet et al., 2002) . This result suggests that a trace of the input modality was still present well after encoding was completed.
It also should be pointed out that the arguments for functional equivalence of spatial representations do not posit that these representations are formed with the same ease across modalities. In fact, Klatzky, Lippa, Loomis, and Golledge (2002) showed that participants took longer to form a stable spatial representation when the targets were learned linguistically than when learned through direct perception. In this study, Klatzky et al. measured how many trials participants would need to learn the azimuths of five targets through vision, spatial audition (three-dimensional [3-D] sound), and spatial language (e.g., "1 o'clock, 6 feet"). Results revealed a disadvantage for spatial language with fivetarget trials even when proprioceptive cues, optic flow information, and differential binaural signals were controlled for (Experiment 2).
Despite the disadvantage of spatial language documented by Klatzky et al. (2002) , a study by Loomis et al. (2002) provided evidence that once spatial representations are formed, they appear to be similar regardless of the input modality. In that study, participants first encoded the location of a target either through 3-D sound or spatial language and then walked to the target without vision along direct and indirect paths. Results showed that, for both input modalities, stopping points for direct and indirect paths converged remarkably. This result suggests that, with both modalities, participants converted the information about the target into a spatial image, which they updated continuously during their movement. Loomis et al. (2002) concluded that the spatial representations formed from 3-D sound and spatial language are functionally equivalent or very nearly so. A subsequent study (Klatzky, Lippa, Loomis, & Golledge, 2003) that involved the updating of multiple targets provided some additional support for the functional equivalence hypothesis, although there were small reliable differences between spatial language and the two perceptual modalities (vision and spatial hearing) in terms of updating.
On the basis of these results, Loomis et al. (2002) proposed a two-stage model of stimulus encoding and spatial updating. According to this model, an encoding stage, which can receive input from any modality, processes the stimulus and creates a spatial image. Then, an updating stage is responsible for keeping the spatial image up-to-date; that is, it computes new egocentric relations whenever egocentric relations change (as in the case of observer movements). Because it assumes that spatial updating takes place independently of the source of the spatial image, the model accounts for the similarities in updating across modalities that are reported by the empirical studies. The model posits that the spatial images formed from various inputs are functionally equivalent, but as Klatzky et al. (2003) pointed out, it does not specify what the nature of the spatial image is. One possibility is that different inputs converge to an image of visual format which is updated on the basis of imagined optic flow (Rieser, 1989) . However, a finding from Loomis et al. (2001) that congenitally blind participants can update equivalently with 3-D sound and spatial language casts doubt on this hypothesis. An alternative hypothesis is that the spatial image is amodal. This hypothesis was proposed by Bryant (1997) , who argued that a common spatial representation system, which receives input from perception or language, constructs amodal spatial images that represent information in a format that is neither perceptual nor linguistic.
The previous studies that directly compared spatial images from perception and spatial language (e.g., Klatzky et al., 2003; Loomis et al., 2002) have tested only egocentric relations (with or without spatial updating). However, these spatial images should, in principle, also convey information that is not egocentric. Specifically, a spatial image that codes the locations of targets relative to the observer (i.e., is egocentric) should allow the computation of object-to-object relations that are allocentric, that is, that refer one object to a coordinate system defined by another object (Klatzky, 1998 ; see also Gallistel, 1990) . Allocentric relations comprise both distance and directional information: allocentric interpoint distances refer to the distances between pairs of objects, and allocentric interpoint bearings to the angles formed by a line from one object to another, relative to an axis of reference (Klatzky, 1998) . In the present study, we attempt a more rigorous examination of the functional equivalence hypothesis by comparing people's ability to report allocentric relations after they learned spatial layouts from vision and spatial language. The participant's task involved a learning phase, in which the spatial layout of four objects was presented until the subject recalled it with criterion accuracy, and an allocentric report phase, in which the relations among the objects were reported. The learning phase duration was measured in trials, and the allocentric report phase was measured by response latency; errors were also recorded. Figure 1 shows a model that specifies three phases involved in reporting allocentric relations of objects that were learned from a single vantage point. The phases are (a) encoding the presented spatial information into a spatial image, (b) accessing the spatial image when queried, and (c) reporting the allocentric relations. Figure 1 shows three circumstances under which these processes occur in our experiments. Encoding may occur by visual perception (VP) or by means of spatial language (SL). In the latter condition, subjects are verbally told the locations of individual objects that they do not see. A third condition used here is visual memory (VM) in which the spatial image is created by visual perception, but subsequent reporting is done without vision.
We assume that initially, an egocentric spatial image is formed, from which allocentric relations are computed (see Burgess, Jeffery, & O'Keefe, 1999) . It is possible that the allocentric relations are determined immediately, but another possibility is that the computation is not performed until the allocentric report is called for.
Our initial hypothesis follows the model of Loomis et al. (2002) in hypothesizing functional equivalence of spatial images formed through spatial language and perception once they are encoded into memory. The model, together with additional assumptions based on empirical findings, leads to a set of initial predictions, as follows.
Prediction 1
With respect to encoding the spatial image, VP will show faster learning than SL. We have confirmed this prediction in previous studies (Klatzky et al., , 2003 . Along with faster learning, VP may show less error at the end of learning. The relation of VM encoding to VP and SL is less clear, but it is likely that because of memory loss, VM will show some decrement in learning rate and precision relative to VP but possibly not as much as SL.
Prediction 2
This prediction concerns the duration of the allocentric report phase, which comprises two components. Accessing the spatial image is the first component. In this respect, VP should be faster and more accurate than VM or SL, because VP offers direct perception, whereas VM and SL require retrieving the image in memory. This assumption is supported by evidence from a number of studies in the motor literature that show that movement accuracy toward targets is reduced when the response is executed after a period in which targets are nonvisible (Elliott & Madalena, 1987; Westwood, Heath, & Roy, 2003) . Furthermore, Westwood et al. (2003) showed that the variability of the reaching endpoint increased linearly with the delay of response after vision was occluded.
A question arises, however, as to whether VM and SL will be equivalent in the access phase. The model specifies equivalence if the two conditions both involve accessing a spatial image that has previously been encoded into memory. However, it is possible that people exposed to verbal descriptions of an object's location will defer the encoding into a spatial image until it is required by some task, such as walking to the target or reporting its location from a new vantage point (Klatzky et al., 2003) . In that case, SL should be slower than VM in the access stage, because the access phase for SL includes deferred spatial encoding.
A second component of the allocentric report phase is computing the allocentric relations from the accessed image if they are not already available. If the computation is necessary at this phase, VP will again be faster than VM or SL because of the perceptual basis for processing. This will merely increase the allocentric-report advantage for VP that was predicted on the basis of accessibility. More importantly, VM and SL will be equivalent in the time for this computation, and hence differential computation time will not underlie any differences in allocentric report latency. It is this equivalence of function for VM and SL, once spatial images have been encoded into memory and accessed for processing, that lies at the heart of the model's assumption of functional equivalence.
Consideration of both components together-accessing the spatial image and computing allocentric relations-leads to Prediction 2 about the response latency in the allocentric report phase (which was measured here only for the pointing component of the report). Specifically, VP will be faster than VM or SL, which will be equivalent. However, this prediction will fail, and SL will be slower than VM, if the formation of a spatial image from language is deferred.
Prediction 3
Functional equivalence of two modalities implies that they will be affected in the same way by variations in computing allocentric relations, which arise from variations in target pairs within the spatial image. Stimulus-based variation should affect both systematic bias and duration of processing. This leads to the prediction that VM and SL will show correlations with respect to both signed error and latency where the unit of observation is a target pair. Correlations should be reduced, however, if SL showed higher pointing latency than VM, indicating deferred image formation.
Prediction 4
We assume that each processing stage has noise associated with it, and the total noise accumulates with the number of processing stages. Indeed, if the noise in each stage is independent of the noise in any other stage, the total noise ought to be the sum of the constituent noises. This total noise is manifest as the variability (variance) of the responses. Ideally, this variability would be obtained for each participant, but lacking this, we instead used between-participants variability, computed for each stimulus pair. Instead of reporting variances, however, we chose to report standard deviations.
1 By the assumption of cumulative noise, standard deviations of responses should increase if an additional stage is added, as would 1 The standard deviation of signed error can be understood as a measure of noise by partitioning the error for any one target pair and participant into two additive components: (a) the systematic signed error represented by the mean (M), and (b) the participant's deviation from that mean (‚). If these errors are squared and summed across N participants, the sum is equal to
(the cross product term in the participants' individual squared error drops out when they are summed, because the sum of deviations from the mean is zero). Thus the sum of squared error has two components, systematic and due to individual variations, or noise. The noise term ͚‚ 2 is proportional to SD 2 (it is variance ϫ [N Ϫ 1]). It is worth noting that although latency was consistently correlated with noise (SD) across target pairs, it was not so correlated with the systematic component of signed error. occur if the formation of an image from spatial language were deferred. This leads to a prediction with two contingencies: If there is a greater latency for SL relative to the other modality conditions, indicating such deferral, there should also be a greater standard deviation. If, on the other hand, there is no latency difference between VM and SL, indicating functional equivalence, then noise arising during the allocentric report stage should come from equivalent sources. This will lead to the two modalities having equal standard deviations that are correlated across target pairs.
Prediction 5
More generally, there is the possibility that noise (standard deviation) is closely linked to response latency. If so, two modalities that are functionally equivalent, as judged by having equivalent response latencies, should also have equivalent standard deviations, and modalities that differ in latency should differ in standard deviation.
In short, mean latency, errors, and standard deviations, along with correlations between modalities and measures, provide a means of testing five predictions based on the hypothesis of functional equivalence. The dependent measures are most meaningful when they deviate from baseline values in which case intermodal correlations in the patterns across stimuli can be assessed along with intermodal differences in mean values. Strong support for the hypothesis obtains when there are systematic errors in these judgments and the pattern of systematic errors is the same for the two modalities. Other strong evidence for the hypothesis obtains when there are systematic variations in pointing latency as a function of an independent variable (e.g., interpoint distance for each pair of targets), and these systematic variations are the same for the two modalities.
In Experiment 1, we compared performance across SL, continuous VP, and VM. In the vision conditions, the objects were presented simultaneously. In Experiments 2 and 3, we compared spatial language with a visual-memory condition in which objects were presented sequentially. Because Experiments 1 and 2 indicated that SL was slower than VM, a result which could be due to deferred encoding of the spatial image in the SL condition, Experiment 3 added a further requirement that was intended to induce complete encoding of the spatial image during the learning phase. This allowed a full test of functional equivalence.
Experiment 1
This experiment compared memory for multiple targets that were learned through VP and egocentric SL. After learning the locations of four targets participants were asked to report the allocentric direction and distance of pairs of targets. Allocentric direction responses were made with a pointing device, and allocentric distances were reported verbally. Two vision conditions were included. In the VM condition, participants learned the targets visually, but, as in SL, made all responses without vision. In the VP condition, targets were perceptually available at the time when participants executed their responses.
Method Participants
Twenty-four (14 male, 10 female) students of introductory psychology classes at the University of California, Santa Barbara, participated in the experiment in exchange for course credit. Two of the participants did not understand the instructions on what to report and were therefore replaced.
Design
The experiment followed a within-subjects design, with every participant performing the task under three conditions: VP, VM, and SL. The order of conditions was counterbalanced across subjects.
Experimental Setup
A 7.0 m ϫ 5.4 m room was used to conduct the experiment. There were three layouts of targets, which were determined by randomly sampling four egocentric directions and four distances from a pool containing angles deviating Ϫ90°, Ϫ60°, Ϫ30°, 30°, 60°, or 90°from the subject's facing direction (negative angles indicating angles to the left of the facing direction) and egocentric distances of 0. These three layouts were used for all participants, but their assignment to the three conditions was counterbalanced across participants. Three sets of object labels-each containing the names of four familiar objects-were constructed and, for each participant, were randomly assigned to the three layouts. Object labels were printed on cards that were mounted on microphone stands at a height of 1.07 m. The pointer was a rod that rotated about the center of its long axis over a full circle. The participant responded by rotating the rod to match the bearing from one object to another. A button on the pointer was interfaced with a stopwatch that was used to record latencies for pointing responses.
Procedure
The experiment was divided into two phases: a learning phase in which participants learned the locations of the targets and a test phase in which they reported allocentric directions and distances.
Learning phase. Participants performed learning trials in which they were first exposed to the four targets of the layout and then pointed to each target and estimated its egocentric distance. Participants were given unlimited time to inspect the layouts in the VP and VM condition. In the SL condition, participants were blindfolded during the exposure period, and an experimenter described each target's position by specifying egocentric directions in clock positions and distances in feet (e.g., "cat, 3 o'clock, 9 feet"). The order in which objects were introduced was random for each participant, and repetitions of target positions were performed as requested by the participant. After the locations were encoded, an experimenter probed participants with the names of the targets in random order. After hearing the name of a target, participants rotated the pointer to the direction of the target and then provided an estimate of its distance. For VM and SL, participants were blindfolded during this test phase. Before each pointing response, an experimenter rotated the pointer into alignment with the participant's sagittal axis. Learning trials continued with alternating exposures and tests until completion of three trials in which the absolute pointing error, averaged across objects, was less than 15°and the reported egocentric distances achieved a rank correlation of .75 or higher.
Test phase. After the learning criterion was met, participants were probed with pairs of targets (e.g., "cat, baby") and they were asked to rotate the pointer into alignment with the allocentric direction of the two targets. As soon as the experimenter finished naming the second target, he started the time on the stopwatch. Participants pressed the button on the pointer to stop the recording of time as soon as they completed their pointing response. The pointer was aligned with the participant's frontal plane before each response. After each pointing response, participants provided a verbal estimate of the distance between the two targets in feet. For the VM and SL conditions, participants wore blindfolds throughout the duration of this phase.
Results

Learning Phase
The measures obtained during the learning phase were trials to criterion and error at the end of learning. Only pointing error is considered, because given the verbal distance response, subjects in the SL condition could achieve highly accurate distance responses purely by repeating back the verbal information they had memorized. Prediction 1 was confirmed in that VP showed the fastest learning and greatest precision, whereas SL showed the slowest learning and least precision.
A repeated-measures analysis of variance (ANOVA), using the encoding modality as a within-subjects variable, was conducted on the number of trials needed to reach the learning criterion. The analysis revealed that, as predicted, participants needed the most trials to reach the criterion in the SL condition (4.42 trials; SD ϭ 1.10) and the fewest in the VP condition (3.00 trials, SD ϭ 0, vs. 3.21 trials, SD ϭ 0.42, for the VM condition), F(2, 46) ϭ 30.40, MSE ϭ 0.46, p Ͻ .001. All three pair-wise comparisons (using two-tailed t tests) were statistically reliable; all ps Ͻ .05. Most trials that failed to reach the learning criterion (4 out of 5 in VM and 21 out of 34 in SL) involved categorical errors; that is, participants responded to a target with the direction-distance of a different target.
Statistical analyses of absolute error were performed using participants' pointing responses from the third successful learning trial. Absolute direction error, measured as the absolute angular deviation of the pointing response from the correct response, was smallest in VP (3.04°, SD ϭ 1.42), intermediate in VM (5.08°, SD ϭ 2.89) and greatest in SL (7.77°, SD ϭ 3.54), F(2, 46) ϭ 16.30, MSE ϭ 8.25, p Ͻ .001; all pairwise ps Ͻ .05.
Finally, participants' pointing responses were used to compute psychophysical functions to relate responses to correct values. A slope of 1.0 and an intercept of 0 would constitute fully accurate responses; departures indicated signed error. The slopes of the three functions were .999 (SD ϭ .00) for VP, .998 (SD ϭ .00) for VM, and .994 (SD ϭ .00) for SL, F(2, 46) ϭ 8.16, MSE ϭ .00, p Ͻ .05. Pairwise comparisons involving VP were significant, ps Ͻ .05. The contrast between VM and SL was only marginally significant, p ϭ .07. The intercepts of the functions were Ϫ.25°(SD ϭ 3.16) for VP, Ϫ.54°(SD ϭ 6.24) for VM, and .45°(SD ϭ 7.03) for SL and did not differ significantly from each other.
Test Phase
For the test phase, several measures were relevant, including pointing response latency, signed error for pointing and distance responses, and the standard deviation of responses. Recall that the key predictions (and corresponding prediction numbers) from the introduction were (a) VP should show the fastest allocentric report, with VM equivalent to SL; (b) there should be correlations (over target pairs) between functionally equivalent modalities with respect to both signed error and pointing latency; (c) VM and SL should differ in standard deviation if they differ in latency, whereas the standard deviation in VM and SL should be equal and correlated if the conditions do not differ in latency; and (d) VP and VM should differ in pointing standard deviation if they differ in latency.
Pointing latency. Overall, latencies for pointing responses were longer in the SL condition, intermediate in the VM condition, and shortest in the VP condition (Figure 2, top) .
2 These differences were significant, F(2, 46) ϭ 37.41, MSE ϭ 1.95, p Ͻ .001; all pairwise ps Ͻ .001. The difference between VM and SL was not as predicted and suggests that formation of the spatial image may have been deferred in the SL condition.
Accuracy. Figure 3 shows participants' average pointing responses as a function of the correct allocentric direction, thus indicating the signed error tendencies. (We do not report ANOVAs on signed error, because means are subject to canceling effects from target pairs with different bias directions.)
Figure 2 (bottom) shows pointing standard deviation, averaged over the target pairs. The noise measure was smallest for VP, intermediate for VM, and greatest for SL, F(2, 46) ϭ 16.97, MSE ϭ 28.05, p Ͻ .001; all pairwise ps Ͻ.05. Thus, as predicted, latency differences were accompanied by matching differences in noise. Besides the correlated changes between latency and SD across modalities, we looked for within-modality correlations between the two measures.
3 Table 1 gives the correlation between standard deviation and latency for the pointing judgments over the 12 target pairs, for each modality in Experiment 1 (as well as in the experiments to follow). The average correlation for Experiment 1 was .63. Correlations between modalities. Table 2 shows the intermodal correlational patterns across experiments for latency, signed error, and standard deviation. There was a significant latency 2 For pointing latency, as well as standard deviation, we also analyzed the data separating participants who did not have SL as the first condition in the testing order. No changes were found in the pattern of results. 3 We report here two types of correlations: (a) within a given modality, between two measures (e.g., correlating latency and noise within VM), and (b) for a given measure, between two modalities (e.g., correlating mean latency between VM and SL). Strictly speaking, our design violates the assumption that observations in a correlation be independent, because participants are counterbalanced across layouts. However, neither correlation appears to be compromised, as follows: (a) Considering correlations between latency and noise (within a modality), some participants will contribute to some target pairs, and other participants will contribute to the remaining pairs. To confirm that observed correlations were not due to interparticipant variation (e.g., slower participants were noisier), we measured the correlations over target pairs within single subgroups of participants and found the same patterns as are reported in Table 1 . (b) Considering correlations between two modalities, for example, between mean latency for VM and SL, different subgroups will contribute to the two means. For example, Participant 1 might contribute to the VM mean and Participant 2 might contribute to the SL mean for one observation, whereas for another, Participant 1 might contribute to the SL mean and Participant 2 might contribute to the VM mean. Spurious correlations between modalities will not arise from participant differences, because the same participants do not contribute to the two means within a correlation. correlation only between VP and VM but not, as would be predicted by functional equivalence, between VM and SL. The same was true of signed pointing error and standard deviation for pointing, although VM and SL correlated significantly for both distance signed error and distance standard deviation. Overall, this pattern suggests that VM and SL had substantially different sources of duration, systematic error, and noise.
Discussion
The main finding from this experiment is that performance was better when spatial layouts were encoded from vision-whether testing was with or without sight-than after encoding from spatial language. As expected, learning the layout was fastest and most accurate (particularly for pointing) in the VP condition, and it was slowest and produced greatest pointing error in the SL condition. In the allocentric-relations test for pointing, relative to VM and SL, the VP condition showed faster latency and lower noise than VM or SL. In turn, judging allocentric direction via VM was faster than SL and showed lower noise. The pattern of means for distance standard deviation followed that of pointing and latency.
The advantage of the VP condition overall was expected, given the model introduced in Figure 1 . However, the advantage of VM over SL contrasts with studies that have shown very similar performance between the two modalities in spatial-updating tasks (Klatzky et al., 2003; Loomis et al., 2002) . As the introduction indicated, equivalence of SL to VM was not expected if participants who were exposed to spatial language failed to form a spatial image during the learning phase, instead waiting until they were queried about the allocentric relations in the test phase. This delay would increase the duration of the test phase for SL due to increased time to access the spatial image. It should also, by assumptions above, add noise, as measured by the betweensubjects variability, as was observed. Moreover, the incorporation of image formation into the test phase could undermine correlations between VM and SL by introducing sources of systematic bias, noise, and latency beyond those attributable to computing the allocentric relations. Another possibility, however, is that the VM condition had an advantage over SL because of the fact that the objects were presented simultaneously with vision but sequentially with language. The simultaneity of vision could create a more accessible spatial image and could promote the computation of allocentric relations during the learning phase, prior to the test. Either of these effects would shorten the latency for the VM condition during the test phase. To eliminate such advantages for visual memory, Experiment 2 introduced a VM condition that was sequential.
Experiment 2
In Experiment 2 we presented the objects in the spatial layout one after another. If the advantage for the VM condition over SL is due to simultaneous availability of the objects during encoding, this advantage should be eliminated.
Method Participants
Sixteen (10 male, 6 female) students of introductory psychology classes at the University of California, Santa Barbara, participated in this experiment in exchange for course credit. One of the participants failed to understand the experimental instructions on what direction to indicate and his data were therefore discarded from all analyses.
Design and Procedure
Experiment 2 was identical to Experiment 1 with a few notable exceptions. First, only the VM and SL conditions were tested. Two layouts were used (Layouts B and C from Experiment 1), and their assignment to modalities was counterbalanced across subjects. In contrast to Experiment 1, the presentation of targets in the learning phase was sequential for both SL and VM. Throughout the learning phase, participants wore a blindfold; in VM, they removed the blindfold only after the experimenter had placed one of the targets in the appropriate location. They were given unlimited time to inspect the target and then to put the blindfold back on. The experimenter removed the target (with its microphone stand) and placed a new one at a different location. This procedure was repeated until all four targets were viewed. The SL condition was as in Experiment 1.
Results
Learning Phase
As in Experiment 1, participants needed more trials to reach the learning criterion with SL (4 trials; SD ϭ 1.13) than with VM (3.14 trials; SD ϭ .35), t(14) ϭ Ϫ2.98, p Ͻ .05. Again, most trials failing to reach the learning criterion (2 of 2 in VM and 10 of 15 in SL) involved categorical errors. However, in contrast to Experiment 1, absolute error for pointing responses did not differ significantly between the two modalities, t(14) ϭ Ϫ0.50, p ϭ .63; 6.97°(SD ϭ 3.61) and 7.53°(SD ϭ 2.95), respectively, for VM and SL.
Psychophysical functions relating pointing responses to correct values had statistically equal slopes for VM (.996, SD ϭ 0.01) and for SL (.992, SD ϭ .02), t(14) ϭ 1.46, p ϭ .17. The intercepts of the functions were .44°(SD ϭ 7.85) for VM and Ϫ.55°(SD ϭ 5.18) for SL; the difference was not significant.
Test Phase
Pointing latency and noise. Latencies for the two modalities were very similar to those obtained in Experiment 1 (Figure 2) . The average latency for VM was significantly shorter than that for SL, t(14) ϭ 3.14, p Ͻ .01. Similarly, standard deviations for the two modalities were quite similar to the corresponding values in Experiment 1 (Figure 2) . The standard deviation for VM was significantly smaller than that for SL, t(14) ϭ Ϫ3.03, p Ͻ .01. Table 1 indicates that latency and SD were correlated, as they were in Experiment 1.
Accuracy. Figure 5 shows participants' average pointing responses as a function of the correct allocentric direction. Figure 6 presents participants' average reported allocentric distance as a function of correct allocentric distance. Distance standard deviation was significantly lower for VM (.77, SD ϭ 0.47) than SL (1.12, SD ϭ .65), t(14) ϭ Ϫ2.31, p Ͻ .05.
Correlations between modalities. Despite the difference in means, latency was highly correlated between the two modalities across the target pairs (Table 2) . Similarly, despite mean differences, the two modalities correlated significantly in terms of signed error and standard deviation in pointing. These patterns suggest that the introduction of sequential encoding for VM, like that of SL, increased common sources of systematic variation and noise across stimuli, relative to Experiment 1.
Discussion
Experiment 2 compared reports of allocentric relations while controlling for the sequencing of target presentation in the two modalities. In both the visual memory and spatial language con- ditions, participants learned the locations of targets that were presented to them one after another. Despite this modification, the critical results from Experiment 2 replicated those of Experiment 1. Participants in the VM condition were faster at pointing, and there were corresponding advantages in pointing standard deviation and absolute error. This suggests that the simultaneous presentation of visual targets in Experiment 1 was not the cause of the performance advantage documented with the visual conditions. What then is the cause of this difference between the two modalities? A hypothesis is that participants in our spatial language condition did not construct a spatial image but instead maintained a verbally based representation of the layout information (e.g., lexical or propositional). Perhaps, then, participants simply remembered the four statements describing the egocentric locations of our targets and formed a spatial image only when allocentric relations were probed. This tendency may have been promoted by the random order in which the targets were presented (see .
Previous studies (e.g., Klatzky et al., 2003) included spatial language conditions that were identical to the ones run in the present study. However, because in the Klatzky et al. (2003) study participants knew that they had to locate the targets from new standpoints (when they had to walk to them via indirect paths), they could have deemed the strategy of relying on a verbally mediated representation virtually useless. The fact that participants in that study walked immediately and accurately to the targets from the new standpoints suggests that they had formed a spatial image that they continuously updated as they moved. In contrast, the learning phase of Experiments 1 and 2 required only that participants locate individual targets from the standpoint where they had learned them. If indeed our participants did not construct a spatial image from language, perhaps modifying the task to require updating the egocentric information provided at learning could elicit the encoding of an initial egocentric spatial image from which allocentric relations could be computed. To examine this, we inserted an updating task between the learning and the test phases. That is, after participants had learned the locations of targets egocentrically, they were asked to perform a backward translation and then locate the targets again. To perform the updating task, participants had to convert the statements into spatial images prior to moving. After moving, they performed the allocentric judgments just as in the previous experiments. Note that the backward translation changes egocentric relations but not the allocentric ones. However, the goal here was to induce the formation of the egocentric image. Indeed, in postexperimental interviews, all participants of Experiment 3 reported forming a spatial image of the layouts they had learned.
Experiment 3
In Experiment 3, after having learned the locations of targets, participants were guided to a novel standpoint that was 90 cm to the back of the original standpoint and were asked to locate the targets from there. Backward movement was chosen to avoid having objects end up being behind the participant (as would happen with forward movement) and ensures that all egocentric directions would change as a result of the movement (targets directly on the left-right would have stayed in the same direction if sideways movement was used instead). Because participants were told before the experiment about this additional task, we expected that they would have chosen to form a spatial image and update it during the backward movement. Previous studies have shown that updating a spatial image during the course of physical movements is performed effortlessly and accurately (e.g., Farrell & Thomson, 1999; Loomis, Klatzky, Golledge, & Philbeck, 1999) , particularly with translational body movements. If the reason spatial language was not at par with visual memory in the previous experiment was the absence of a spatial image, then no performance difference between the two modalities was to be expected in this experiment. 
Method Participants
Sixteen (6 male, 10 female) students of introductory psychology classes at the University of California, Santa Barbara, participated in the experiment in exchange for course credit. One additional participant was not accustomed to using feet as units of distance measurement, and another was extremely slow at allocentric pointing (mean RT was longer than 3 standard deviations from the group mean). Both participants were replaced.
Design and Procedure
Experiment 3 was identical to Experiment 2 with one exception. After participants had reached the learning criterion they were guided without vision to a new standpoint that was located 0.90 m backward from the original standpoint. From this new standpoint they first performed one egocentric trial with the four objects and then performed the allocentric judgments as in the previous experiments.
Results
4
Learning Phase
In contrast to the previous experiments, in Experiment 3 participants needed the same number of trials to reach the learning criterion with SL (3.18 trials; SD ϭ .54) and VM (3.25 trials; SD ϭ .58), t(15) ϭ Ϫ.29, p ϭ .77. All trials that failed to reach the learning criterion (three in VM and four in SL) involved categorical errors. Although absolute error for pointing responses was somewhat greater for SL (8.04°; SD ϭ 4.54) than VM (6.36°; SD ϭ 2.96), this difference was not statistically reliable, t(15) ϭ Ϫ1.61, p ϭ .13.
As in the previous experiments participants' egocentric pointing responses were used to compute psychophysical functions to relate responses to correct values. The slope for VM was .993 (SD ϭ .01) and for SL was .988 (SD ϭ .02). These values were statistically equivalent, t(15) ϭ 1.15, p ϭ .27. The intercepts of the functions were .06°(SD ϭ 5.46) for VM and Ϫ.15°(SD ϭ 6.60) for SL and did not differ significantly, t(15) ϭ .09, p ϭ .93.
Updating Phase
Responses collected from the novel standpoint demonstrated the expected pattern; that is, all participants modified their responses from the learning phase to account for the backward translation ( Figure 7A, B) . Direction responses were moved toward the mid- line, and distances indicated were greater than those in the last trial of the learning phase. This pattern was observed with both the VM and the SL conditions; for direction responses, the average shifts toward the midline were 17.75°(SD ϭ 9.94) in the vision condition and 16.42°(SD ϭ 7.32) in the spatial language condition, t(15) ϭ Ϫ.36, p ϭ .73. For distances, the estimates given were on average greater than those in the training phase by 0.85 m in the vision condition and 0.98 m in the spatial language condition, t(15) ϭ Ϫ1.15, p ϭ .27.
Furthermore, absolute pointing error, calculated as the absolute difference between the pointing response after updating and the correct updated response, was equal for the two modalities, t(15) ϭ .53, p ϭ .60; 9.86°(SD ϭ 4.85) and 8.94°(SD ϭ 4.34), respectively, for VM and SL. However, with SL, people tended to overestimate the distance of the targets from the new standpoint; signed error for distance estimates was 0.44 m (SD ϭ 0.56) for SL and Ϫ0.16 m (SD ϭ 0.35) for VM; t(15) ϭ Ϫ5, p Ͻ .001.
Psychophysical functions that related pointing responses to correct performance were conducted for the updating phase as well. As in the learning phase, the slopes for the two functions were statistically equal, t(15) ϭ .16, p ϭ .87. For VM the slope was .985 (SD ϭ 0.01) and for SL was .984 (SD ϭ 0.02). The intercepts of the two functions were .05°(SD ϭ 9.10) for VM and Ϫ.36°(SD ϭ 7.43) for SL, which did not differ significantly. Finally, psychophysical functions relating distance estimates to correct updated distances were also conducted. As in the direction functions, the slopes and intercepts of the VM and SL distance functions were equal. For VM the slope was .958 (SD ϭ 0.06) and for SL it was .974 (SD ϭ 0.05), t (15) Overall, the results from the updating phase of the experiment indicated that participants were able to update successfully the egocentric locations of targets with both visual memory and spatial language.
Test Phase 5
Pointing latency and noise. In contrast to both Experiments 1 and 2, latencies for VM and SL were statistically equivalent, t(15) ϭ Ϫ.24, p ϭ .82 (Figure 2) . Notably, this equivalence came about because of a decrease in the SL latency (5.72 s) from the much higher values, 7.55 and 7.69 s, obtained in Experiments 1 and 2, respectively. In addition, in contrast to the preceding experiments, standard deviation was no greater with VM than with SL, t(15) ϭ .08, p ϭ .94. Table 1 indicates that pointing latency and standard deviation were correlated, as in the two previous experiments.
Accuracy. Figure 8 shows participants' average signed error in pointing responses. A striking similarity across modalities can be seen. Figure 9 presents signed error in participants' reported allocentric distance. Again, the patterns across modalities are strikingly similar. Furthermore, in terms of the distance standard deviation, the difference between VM (.85, SD ϭ 0.36) and SL (.91, SD ϭ 0.40) was not significant, t(15) ϭ Ϫ.47, p ϭ .65.
Correlations between modalities. As shown in Table 2 , latency was significantly correlated between VM and SL, as were the pointing signed error and pointing standard deviation. Furthermore, VM and SL correlated significantly in terms of distance signed error, and there was a similar trend in distance standard deviation (r ϭ .42, p Ͻ .20). It should be noted that the correlations in signed error were very high despite the fact that the paired values came from different participants.
Scaling VM and SL responses. Finally, we constructed for one layout (Layout C) two-dimensional scaling solutions for the data in Experiment 3, separately for each modality and for each response type (angles and distances, as suggested by Waller & Haun, 2003) . This was done by assigning Cartesian coordinates to the target locations that minimized the total absolute differences between the scaled value and the response values (angle or distance). The location of 1 point was fixed as an origin. The four solutions were placed in a common coordinate system and aligned with respect to the bearing from Point 1 to Point 4, which was set to the objective bearing. The solutions were also scaled; thus, the average distance equaled the average objective distance. (Alternatively, one could scale and rotate each solution relative to the average responses, but this would make little difference because the average errors were small: The distance error was Ϫ0.10 m for SL and Ϫ0.05 m for VM, and the angle error was Ϫ4.0°for SL and 0.5°for VM.) These scaling solutions are shown in Figure 10 and indicate an obvious correspondence across modalities and response measures.
Discussion
Experiment 3 required that participants update the egocentric relations that were provided during the learning phase. Although this updating requirement does not affect allocentric relations, the results from this experiment differed from those of the first two experiments. In contrast to both Experiments 1 and 2, participants in Experiment 3 were equally fast and variable with spatial lan- guage and vision. Moreover, the latencies, errors, and noise measures tended to be highly correlated between the two modalities. Finally, the scaling solutions that were done separately for each modality and response type clearly agreed and were close to the locations of the targets.
We believe that the updating requirement encouraged participants to construct an egocentric spatial image, which was functionally equivalent across the two modalities, from which allocentric relations were computed. The results of Experiment 3 support both the image-updating model of Loomis et al. (2002) and Bryant's (1997) spatial representation system.
General Discussion
The present experiments investigated whether spatial representations derived from vision and spatial language are equivalent in terms of enabling the report of allocentric spatial relations. The experiments began with a three-phase model of the task, which assumes vision and language differ in the processes that encode spatial images, but once the images have been formed, computing and reporting allocentric relations involves common processes. The first two experiments we conducted produced results at odds with the functional equivalence hypothesis. In both experiments, performance on allocentric spatial relations was faster and less variable following visual encoding than with spatial language, even when the responses in the visual condition were made from memory. However, we believe that the disadvantage with spatial language was due to the use of a different strategy in the spatial language condition. Participants in Experiments 1 and 2 had no reason to convert the verbal descriptions that provided the egocentric relations into a spatial image until the time of the allocentric test. We believe that participants who were given linguistic descriptions used a verbally based representation during the initial learning phase, deferring the formation of a spatial image until the allocentric relations were tested. This deferred processing caused them to require longer latencies when reporting allocentric directions and produced higher noise.
An interesting question that arose is whether the formation of the spatial image in the SL condition of Experiments 1 and 2 occurred in a piecemeal fashion (i.e., participants formed a spatial image containing the locations of only the current target pair) or in an all-at-once fashion during the first trial of the test phase. Additional statistical analyses showed that, in all three experiments, the changes in the patterns of results for the various dependent measures were negligible if the first trial of the test phase was excluded. This finding is consistent with a piecemeal account of image formation.
A related question is whether allocentric relations, in the vision conditions, were computed from an egocentric spatial image at the time of test or whether an allocentric spatial image was constructed during learning. A recent theory of spatial memory by McNamara and colleagues (e.g., McNamara, 2003; Mou & McNamara, 2002; Shelton & McNamara, 2001) proposes the latter possibility. According to this theory, interobject relations are represented in a spatial image organized in terms of an intrinsic reference frame chosen on the basis of various cues (e.g., egocentric viewpoint, instructions, characteristics of the layout). Our data do not speak to the question of whether allocentric relations were encoded during learning or at test, except for the conditions in which formation of a spatial image was deferred (SL in Experiments 1 and 2), which would correspondingly defer extracting allocentric relations.
Another important finding coming from additional analyses we performed is that participants who had SL as the second or a third condition in the testing order showed the same pattern of results as the ones who had it first. This suggests that prior experience with the task did not probe them to spontaneously form a spatial image in the SL condition in Experiments 1 and 2. We believe that this was the case because participants in the first two experiments knew that they could rely on their memories for the egocentric relations and could defer image formation and allocentric computation..
Results were different in Experiment 3, in which an updating requirement was added. Performance in the spatial language condition, as measured in terms of standard deviation and latency, was at par with that in the visual-memory condition. In addition, the systematic errors (Figures 8 and 9 ) were remarkably similar for the two modalities. We believe that the updating requirement in Experiment 3 encouraged participants to convert the verbal descriptions to a spatial image. Results from the learning phase of Experiment 3 suggest that the crucial factor might not have been the updating act itself but the expectation of it. In contrast to the first two experiments, VM and SL did not differ in terms of any of the measures of the learning phase. This suggests that functional equivalence was present early in the experiment.
In keeping with Loomis et al. (2002) and Bryant (1997) , we suggest that the spatial images constructed from spatial language and vision were functionally equivalent. The results from Experiment 3 therefore extend previous findings by showing that spatial language can produce spatial images from which participants can easily extract information that was not explicitly learned. However, note that the present study and the studies by Loomis et al. (2002) and Klatzky et al. (2003) used rather simple spatial layouts. Therefore, it is still possible that functional equivalence will not be evidenced with tasks involving more complex layouts or tasks with different requirements (e.g., tasks that depend on the visual richness of the scene).
Specific predictions in regard to functional equivalence of VM and SL were upheld in Experiment 3. The allocentric report latencies were equal, and the two modalities were then also equal with respect to noise. When computed across target pairs, there were strong correlations between the modalities with respect to signed error, noise, and latency. As a final point, the scaling solution for each modality and response type (i.e., direction or distance) were matched closely to one another and to the locations of the targets, supporting the idea of a common representation underlying performance.
It is directly predicted by the model in Figure 1 that if participants delay in encoding language into a spatial image, their latency to make allocentric reports will increase. The question arises as to why the delay introduces additional noise (increase in standard deviation) as well as reducing the correlations between the systematic errors for SL and VM, correlations that were quite high in Experiment 3. One possibility is that in delaying the transition to the allocentric task, SL participants forgot some of the verbal information they had just learned. Such a memory-based effect is consistent with the finding of Spencer and Hund (2002) , that both systematic errors and variability in pointing to previously seen targets on a table top increased with delays of up to 20 s between presentation and test. Another possibility is that participants remembered the information but terminated the image-encoding process earlier after deferring it to the test phase than if they had performed it in the learning phase. A third possibility is that subjects created a separate spatial image of each object in the learning phase and then tried to integrate the images at the time of test. In any case, the data indicate that the deferred encoding for spatial language in the first two experiments introduced not only a longer latency to report the allocentric relations, but also introduced noise and diminished the correlated pattern of systematic error.
An interesting and unexpected result to come of this work is the high correlation between noise and latency (Prediction 5). The correlation between the seven pairs of values (latency and standard deviation) in Figure 2 is .91. Even within each modality in the three experiments (Table 1) , the correlations were all positive, averaging .59 for the seven values. A possible way of understanding why latency and noise might be correlated is that observed noise is correlated with the participants' uncertainty (judgmental noise) and that this uncertainty is highly correlated with the response latency, which is often used as a measure of memory strength. Because the observed noise includes variability associated with making the pointing response, this line of thinking suggests that the correlation between latency and noise would be even higher if it were possible to measure judgmental noise directly.
A final intriguing issue is what brain areas mediate the functional equivalence across modalities that we have found for egocentric spatial updating and allocentric judgments. Anatomical and information-processing characteristics point to the posterior parietal cortex (PPC) as playing a principal role in these tasks. The PPC receives inputs from visual, auditory, and somatosensory sources. It maps spatial representations between different reference frames, for example, as defined by the eye, head, or body (Cohen & Andersen, 2002; Snyder, Grieve, Brotchle, & Andersen, 1998) . PPC has been associated with visual memory (Sereno, Pitzales, & Martinez, 2001 ) and imagery requiring spatial manipulation (Farah, Hammond, Levine, & Calvanio, 1988; . Hippocampal areas may also be involved in the allocentric judgments tested in the present studies. Burgess and his colleagues (Burgess et al. 1999; Burgess, 2002) suggested that PPC may function particularly for forming egocentric representations, providing inputs to the hippocampus for use in deriving allocentric maps.
Spatial imagery in PPC is to be distinguished from specifically visual imagery, which Kosslyn and colleagues called depictive (Kosslyn, 1994; Kosslyn, Ganis, & Thompson, 2003) . By depictiveness it is meant that there is a direct correspondence between regions of the represented object and those of the image, such that interpoint distance is preserved. Kosslyn and colleagues proposed that depictive imagery corresponds to activation in specifically visual areas of the brain, including V1, that provide fine spatial resolution.
The results from the present experiments have importance for the design of auditory displays of spatial information. For example, there has been great interest in developing GPS-based navigation systems for blind people, and the question is how best to display information to blind travelers to guide them along routes and to inform them of points of interest in the environment. The more typical approach is to use synthesized speech to convey information about routes and points of interest (e.g., Helal, Moore, & Ramachandran, 2001; LaPierre, 1998; Makino, Ishii, & Nakashizuka, 1996; Petrie, Johnson, Strothotte, Raab, Fritz, et al., 1996) .
An alternative, however, is to use some form of spatialized display that conveys spatial information more directly through hearing or touch (e.g., Golledge, Klatzky, Loomis, Speigle, & Tietz, 1998; Loomis, Golledge, Klatzky, Speigle, & Tietz, 1994) . Spatialized sound, for example, is somewhat better than spatial language in guiding people over a route (Loomis, Golledge, & Klatzky, 2001 ) and in the rapidity with which people can learn a layout of landmarks, as shown by results of Klatzky et al. (2002 Klatzky et al. ( , 2003 . However, the effectiveness of spatial language in building up spatial images suitable for spatial updating Klatzky et al., 2003) and for allocentric judgments, as shown by Experiment 3, indicates that spatial language is an effective alternative as a way of displaying spatial information.
