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Abstract
We present the sampling theorem with sampling functions of general form for entire functions
satisfying one of the growth conditions(
1 + |y|)∣∣f (z)∣∣A(1 + |z|)N1 exp(τ |x| + σ |y|),(
1 + |x|)∣∣f (z)∣∣A(1 + |z|)N1 exp(τ |x| + σ |y|)
for some A > 0, τ,σ  0, N1 ∈ N ∪ {0} and any z = x + iy ∈ C. It will be shown that many
well-known sampling theorems included in SIAM J. Math. Anal. 19 (1988) 1198–1203 and Inform.
Control 8 (1965) 143–158 can be interpreted as special cases of this sampling theorem. As examples,
we provide sampling representations for entire functions which are bounded, of polynomial growth,
or of exponential growth on R. We also provide sampling representations involving derivatives of en-
tire functions and nonuniform sampling representations. Taking the set of sampling points in which
a finite number of points are arbitrarily distributed, we obtain a sampling representation.
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The Whittaker–Kotel’nikov–Shannon (WKS) theorem is given by the cardinal series
f (t) =
∑
n∈Z
f
(
nπ
σ
)
sinσ(t − nπ/σ)
σ(t − nπ/σ) (1.1)
for any band-limited function f with bandwidth σ . Recall that f is a band-limited function
with bandwidth σ if f is entire and its Fourier transform fˆ has compact support [−σ,σ ].
In fact, the representation (1.1) is valid for a band-limited function f with f |R ∈ Lp(R),
1 p < ∞ [2,3,7,9,12] and the series converges uniformly on any compact set in C. When
f is bounded on R and band-limited, the series (1.1) may not converge to f . In this case,
following Zakai’s result [11], we can easily show that f can be expanded as (1.1) and the
cardinal series converges uniformly on any compact subset of C. However, we need an
oversampling, that is, σ should be replaced by σ ′ > σ .
We denote by Bk(σ) the set of band-limited functions f with bandwidth σ satisfying
∞∫
−∞
|f (x)|2
(1 + x2)k dx < ∞.
For f ∈ B0(σ ), f is expanded as a cardinal series by the WKS theorem. For f ∈ B1(σ ),
Zakai in [11] considered the function g(z) = (f (z)− f (0))/z ∈ B0(σ ) and expanded g
as a cardinal series by the WKS theorem and restored f to obtain the following sampling
representation: For σ ′ > σ,
f (z) =
∑
n∈Z
f
(
nπ
σ ′
)
sinσ ′(t − nπ/σ ′)
σ ′(t − nπ/σ ′) ,
where the series converges uniformly on any compact subset of C.
For f ∈ B2N(σ), Walter [8] considered the function g(z) = (f (z)− d(z))/(1 + z2)N ∈
B0(σ ), where d(t) is the polynomial of degree 2N − 1 satisfying f (n)(i) = d(n)(i) and
f (n)(−i) = d(n)(−i), n = 0, . . . ,N − 1, i2 = −1, and took the Fourier transform of d(t)
in the distributional sense to obtain the following sampling representation for f .
Theorem. For f ∈ B2N(σ), there exists a polynomial Q(z) of degree N such that
f (z) = Q(z) sinσz +
∑
n∈Z
f
(
nπ
σ
)
P(z)
P (nπ/σ)
· sinσ(z − nπ/σ)
σ(z − nπ/σ) , (1.2)
where P(z) = (z2 + 1)N and the series converges uniformly on any compact subset of C.
We note that in the above result the polynomial Q(z) is not given explicitly and that it is
quite complicated to compute Q(z) since the computation for Q(z) involves the integration
of generalized functions.
We can estimate the growth of functions in Bk(σ). For f ∈ Bk(σ), define a function
g(z) = f (z)−
∑k−1
j=0 (f (j)(0)/j !)zj
k
.
z
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satisfying∣∣g(z)∣∣ C1 exp(σ |y|) for any z = x + iy ∈ C.
Hence there exists C2 > 0 satisfying∣∣f (z)∣∣ C2(1 + |z|)k exp(σ |y|) for any z = x + iy ∈ C. (1.3)
To extend function spaces to be represented as sampling series, we consider entire func-
tions satisfying one of the growth conditions (1.4) or (1.5).
The aim of this paper is to give a unified method of getting sampling theorems for entire
functions having different growth conditions. We deal with entire functions satisfying one
of the following estimates:(
1 + |y|)∣∣f (z)∣∣A(1 + |z|)N1 exp(τ |x| + σ |y|) (1.4)
and (
1 + |x|)∣∣f (z)∣∣A(1 + |z|)N1 exp(τ |x| + σ |y|) (1.5)
for some A > 0, τ, σ  0, N1 ∈ N0 and any z = x + iy ∈ C, and derive the sampling
representation for such functions using the contour integral method. Thus entire functions
which are bounded or of polynomial growth on R are special cases of (1.4) and (1.5) and
we can take τ = 0 for these functions. Many well-known sampling theorems included in
[8,11] can be interpreted as special cases of this sampling theorem.
In Section 3, as examples, we provide sampling representations for entire functions
which are bounded, or of polynomial growth on R. We also derive Walter’s result in [8]
which includes the sampling representation (1.2) and in particular an explicit expression
for Q(t). Here, instead of the polynomial (1 + z2)N we take a polynomial having only
simple zeros for easy computation. In the literatures mentioned above, the sampling points
should be uniformly spaced, but in Example 3.4, we take a set of sampling points in which
a finite number of points are arbitrarily distributed, and give a sampling representation.
In the WKS theorem the set of sampling points is {nπ/σ : n ∈ Z} and the sampling
function is Sn(z) = sinσ(z − nπ/σ)/σ(z − nπ/σ). In Example 3.5 we introduce a new
sampling function and we can replace the sampling points so that the set of sampling points
becomes {2nπ/σ : n ∈ Z} ∪ {2nπ/σ + κ : n ∈ Z}, 0 < κ < π/σ . Also, we can generalize
this method to obtain the sampling representation with the sampling points at nmπ/σ +κi ,
n ∈ Z, i = 1, . . . ,m, where m ∈ N, 0 < κi < mπ/σ , i = 1, . . . ,m, and κi = κj for i = j ,
i, j = 1, . . . ,m.
Moreover, in Example 3.8 we apply the sampling theorem to entire functions of expo-
nential growth on R to obtain the sampling representation though entire functions should
be evaluated at complex numbers.
2. General sampling theorem
In this section we provide a sampling theorem from which in the next section sampling
representations for entire functions which are bounded, of polynomial growth, or of expo-
nential growth on R will be derived. Depending on the following theorem, we can take the
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obtain a sampling representation.
In the following theorem, we may combine the conditions (2.2) and (2.4), but for easy
computation in the application, we separate the conditions, and the examples of entire
functions ϕ and ψ are given in Section 3. The polynomial P depends on the growth of
f on R, that is, if N1 = 0, then P(z) ≡ 1, and if N1 ∈ N, then P(z) is a polynomial of
degree N1.
Theorem 2.1. Let f be an entire function such that there exist constants A > 0, N1 ∈ N0,
τ, σ  0 satisfying(
1 + |y|)∣∣f (z)∣∣A(1 + |z|)N1 exp(τ |x| + σ |y|) for any z = x + iy ∈ C. (2.1)
Let ϕ,ψ be entire functions and P(z) = ∏N1i=1(z − γi) a polynomial of degree N1 (if
N1 = 0, P(z) ≡ 1) such that
(i) α′ns are the only zeros of ϕ and each αn is a simple zero of ϕ if ϕ has zeros,
(ii) β ′ns are the only zeros of ψ and each βn is a simple zero of ψ if ψ has zeros,
(iii) αn = βm for any n,m ∈ Z,
(iv) there exist N2 ∈ N, positive numbers d1, d2 and increasing sequences {sn}, {tn} of
positive numbers such that for any n ∈ N,
d1tn  sn  d2tn and lim
n→∞ tn = ∞
and for nN2, the zeros of ϕ and ψ are not located on the rectangles whose vertices
are ±sn ± itn, n ∈ Z,
(v) there exist C1 > 0, δ¯ > 0 and b1 > 0 such that for any nN2, |x| δ¯ and |y| δ¯,∣∣ϕ(x ± itn)∣∣ b1 and ∣∣ψ(±sn + iy)∣∣ b1, (2.2)
and for any nN2 and x, y ∈ R,∣∣ϕ(±sn + iy)∣∣ C1 exp(τ |sn|) and ∣∣ψ(x ± itn)∣∣ C1 exp(σ |tn|), (2.3)
(vi) for any δ > 0 there exists Dδ > 0 such that for |x|, |y| δ and nN2,∣∣ϕ(x ± itn)∣∣Dδ exp(τ |x|) and ∣∣ψ(±sn + iy)∣∣Dδ exp(σ |y|), (2.4)
(vii) γi ∈ R are pairwise distinct and γi = αn, γi = βn for any n ∈ Z, i = 1, . . . ,N1.
Then f is represented as
f (z) =
∑
n∈Z
f (αn)
P (z)
P (αn)
· ϕ(z)
(z − αn)ϕ′(αn) ·
ψ(z)
ψ(αn)
+
∑
n∈Z
f (βn)
P (z)
P (βn)
· ϕ(z)
ϕ(βn)
· ψ(z)
(z− βn)ψ ′(βn)
+
N1∑
i=1
f (γi)
P (z)
(z− γi)P ′(γi) ·
ϕ(z)
ϕ(γi)
· ψ(z)
ψ(γi)
, (2.5)
where the series converges uniformly on any compact subset of C.
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where A1 = min(Dδ¯, b1 exp(−τ δ¯)) and B1 = min(Dδ¯, b1 exp(−σ δ¯)).
Let M > 0 and
S1 =
{
z ∈ C: |z|M and z = αn,βn, γi for any n ∈ Z, i = 1, . . . ,N1
}
.
Choose any z ∈ S1 and define a function g on the complex plane by
g(ζ ) = f (ζ )
(ζ − z)P (ζ )ϕ(ζ )ψ(ζ ) .
Let C˜N be the rectangular path whose vertices are ±sN ± itN . Then g has simple poles at
z, αn, βn and γi . We show that
∫
C˜N
g(ζ ) dζ converges to 0 uniformly on S1 as N → ∞
and compute the residue at each pole to obtain the sampling representation.
Let C˜N,1 be the upper horizontal path, C˜N,2 the right vertical path, C˜N,3 the lower
horizontal path and C˜N,4 the left vertical path of C˜N . Choose N so large that
tN , sN  2M, N N2 and tN , sN max
{|γi | + 1: i = 1, . . . ,N1}.
Note that there exists A2 > 0 satisfying(
1 + |z|)N1 A2∣∣P(z)∣∣ for any z ∈ C with |z|max{|γi | + 1: i = 1, . . . ,N1}.
First, we show that
∫
C˜N,1
g(ζ ) dζ converges to 0 uniformly on S1 as N → ∞. On C˜N,1, ζ
is written as
ζ = ξ + itN , −sN  ξ  sN ,
and g(ζ ) is bounded by∣∣g(ξ + itN )∣∣ AA2
A1C1(1 + tN)(tN −M),
so ∣∣∣∣∣
sN∫
0
g(ξ + itN ) dξ
∣∣∣∣∣ d2AA2A1C1(tN −M). (2.6)
On C˜N,2, ζ is expressed as
ζ = sN + iη, −tN  η  tN ,
and g(ζ ) is bounded by∣∣g(sN + iη)∣∣ AA2
B1C1(1 + |η|)(sN −M),
so ∣∣∣∣∣
tN∫
g(sN + iη) dη
∣∣∣∣∣ AA2 ln(1 + sN/d1)B1C1(sN −M) . (2.7)
0
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C˜N
∣∣g(ζ )∣∣dζ  4AA2
C1
(
d2
A1(tN −M) +
ln(1 + sN/d1)
B1(sN −M)
)
(2.8)
and
∫
C˜N
|g(ζ )|dζ converges to 0 uniformly on S1 as N → ∞.
Next, we compute the residues to obtain the sampling representation of f . We denote
by Res(g : ζ ) the residue of g at ζ . The residue at each pole is the following:
Res(g : z) = f (z)
P (z)ϕ(z)ψ(z)
,
Res(g : αn) = lim
ζ→αn
(ζ − αn) f (ζ )
(ζ − z)P (ζ )ϕ(ζ )ψ(ζ ) =
f (αn)
(αn − z)P (αn)ϕ′(αn)ψ(αn) ,
Res(g : βn) = lim
ζ→βn
(ζ − βn) f (ζ )
(ζ − z)P (ζ )ϕ(ζ )ψ(ζ ) =
f (βn)
(βn − z)P (βn)ϕ(βn)ψ ′(βn)
and
Res(g : γi) = lim
ζ→γi
(ζ − γi) f (ζ )
(ζ − z)P (ζ )ϕ(ζ )ψ(ζ ) =
f (γi)
(γi − z)P ′(γi)ϕ(γi)ψ(γi) .
Since the sum of all the residues is zero, the equality
f (z) =
∑
n∈Z
f (αn)
P (z)
P (αn)
· ϕ(z)
(z − αn)ϕ′(αn) ·
ψ(z)
ψ(αn)
+
∑
n∈Z
f (βn)
P (z)
P (βn)
· ϕ(z)
ϕ(βn)
· ψ(z)
(z− βn)ψ ′(βn)
+
N1∑
i=1
f (γi)
P (z)
(z− γi)P ′(γi) ·
ϕ(z)
ϕ(γi)
· ψ(z)
ψ(γi)
(2.9)
holds for z ∈ S1 and the right-hand side converges uniformly on S1. The values, how-
ever, of the right-hand side of (2.9) at αn,βn, γi are exactly the same as the values of f
at those points, respectively. Hence the equality in (2.9) holds for any |z| M and the
series converges uniformly on {z ∈ C: |z| M}. Since M > 0 is arbitrary, the sampling
representation (2.9) converges uniformly on any compact subset of the complex plane. 
From (2.8), we can derive the truncation error of the series (2.5).
Remark 2.2. Let f be an entire function satisfying (2.1). Then the truncation error of the
series (2.5) is given by the following: For any |z|M ,∣∣∣∣∣f (z)−
∑
αn∈int C˜N
f (αn)
P (z)
P (αn)
· ϕ(z)
(z − αn)ϕ′(αn) ·
ψ(z)
ψ(αn)
−
∑
˜
f (βn)
P (z)
P (βn)
· ϕ(z)
ϕ(βn)
· ψ(z)
(z− βn)ψ ′(βn)βn∈intCN
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N1∑
i=1
f (γi)
P (z)
(z − γi)P ′(γi) ·
ϕ(z)
ϕ(γi)
· ψ(z)
ψ(γi)
∣∣∣∣∣
 4AA2
C1
(
d2
A1(tN −M) +
ln(1 + sN/d1)
B1(sN −M)
)
max
|z|M
∣∣P(z)ϕ(z)ψ(z)∣∣, (2.10)
where int C˜N denotes the interior of the path C˜N and the functions and constants in (2.10)
are the same as those in Theorem 2.1.
In Theorem 2.1, if σ = τ and sn = tn, then ψ(ξ) = ϕ(iξ) satisfies the conditions
(2.2)–(2.4) and zeros of ψ are located at −iαn, n ∈ Z.
Corollary 2.3. If σ = τ , sn = tn, n ∈ Z in Theorem 2.1 and P,ϕ satisfy conditions (i)–(vii)
without ψ , then f is represented as
f (z) =
∑
n∈Z
f (αn)
P (z)
P (αn)
· ϕ(z)
(z − αn)ϕ′(αn) ·
ϕ(iz)
ϕ(iαn)
+
∑
n∈Z
f (−iαn) P (z)
P (−iαn) ·
ϕ(z)
ϕ(−iαn) ·
ϕ(iz)(−i)
(z + iαn)ϕ′(−iαn)
+
N1∑
i=1
f (γi)
P (z)
(z− γi)P ′(γi) ·
ϕ(z)
ϕ(γi)
· ϕ(iz)
ψ(iγi)
.
The assumptions of simple zeros for ϕ, ψ , P in Theorem 2.1 are just for simple com-
putation.
Remark 2.4. Let f , ϕ, ψ , P , N1, τ , σ , αn, βn, γi , sn, tn be as in Theorem 2.1. We do not
assume that ϕ, ψ , P have only simple zeros. Let g be a function on C2 defined by
g(ζ, z) = f (ζ )
(ζ − z)P (ζ )ϕ(ζ )ψ(ζ )
and we denote by Res(g : a) the residue of g at a with respect to ζ . Then f is represented
as
f (z) = −P(z)ϕ(z)ψ(z)
[∑
n∈Z
Res(g : αn)+
∑
n∈Z
Res(g : βn)+
N1∑
i=1
Res(g : γi)
]
,
where the series converges uniformly on any compact set of C.
Remark 2.5. Interchanging x and y , and following the proof of Theorem 2.1, the condi-
tion (2.1) can be replaced by(
1 + |x|)∣∣f (z)∣∣A(1 + |z|)N1 exp(τ |x| + σ |y|) for any z = x + iy ∈ C, (2.11)
and the representation (2.5) holds.
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In this section, we apply Theorem 2.1 to entire functions satisfying certain growth con-
ditions. The sampling expansions involving derivatives of entire functions are given in
Examples 3.9 and 3.10. First, we derive the Lagrange interpolation.
Example 3.1 (Lagrange interpolation). Let zi,wi , i = 1, . . . ,N + 1, be points in C such
that zi = zj for i = j . Let f be a polynomial of degree N satisfying
f (zi) = wi, i = 1, . . . ,N + 1.
Then f satisfies the growth condition (2.1) with σ = τ = 0 and N1 = N + 1. We take
ϕ ≡ 1, ψ ≡ 1, P(z) =∏N+1i=1 (z − zi), sn = tn = n. By Theorem 2.1 we have
f (z) =
N+1∑
i=1
f (zi)
P (z)
(z − zi)P ′(zi) ,
which is the Lagrange interpolation.
Next, we apply Theorem 2.1 to an entire function f satisfying one of the following
growth conditions:
(i) (1 + |x|)|f (z)|  A exp(σ |y|) for some A, σ > 0 and any z = x + iy ∈ C (Exam-
ple 3.2).
(ii) |f (z)|A exp(σ |y|) for some A, σ > 0 and any z = x + iy ∈ C (Example 3.6).
(iii) |f (z)|  C¯(1 + |z|)N exp(σ |y|) for some C¯ > 0 and any z = x + iy ∈ C (Exam-
ple 3.7).
(iv) (1 + |y|)|f (z)| C exp(τ |x| + σ |y|) for some C, σ , τ > 0 and any z = x + iy ∈ C
(Example 3.8).
In Example 3.2, the set of sampling points is {nπ/σ : n ∈ Z}. In Examples 3.4 and 3.5
we take the set of sampling points different from {nπ/σ : n ∈ Z}. In Example 3.4 we take
the set of sampling points in which a finite number of points are arbitrarily distributed. In
Example 3.5 by introducing a different sampling function, we represent entire functions
satisfying growth condition in Example 3.2 with the set of sampling points {nmπ/σ + κi :
n ∈ Z, i = 1, . . . ,m}, where m ∈ Z, 0 < κi < mπ/σ , i = 1, . . . ,m, and κi = κj for i = j ,
i, j = 1, . . . ,m.
In cases (i)–(iii), f has at most a polynomial growth on R so that τ = 0 in Theorem 2.1.
In these cases, to apply Theorem 2.1 we take ϕ(z) ≡ 1, and in cases (i) and (iii) let ψ(z) =
sinσz. Then βn = nπ/σ and we choose sn = tn = (n+ 1/2)π/σ. Note that for |y| δ,
| sinhσy| e
2σδ − 1
2e2σδ
eσ |y|. (3.1)
We see that ψ(z) satisfies the conditions of Theorem 2.1,∣∣sinσ(±sn + iy)∣∣=√sin2 σsn + sinh2 σy  1, (3.2)
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and for any n ∈ N and C1 = (e2(n+1/2)π − 1)/(2e2(n+1/2)π),∣∣sinσ(x ± itn)∣∣ | sinhσ tn| C1 exp(σ tn). (3.4)
Thus sinσz satisfies all the conditions of Theorem 2.1.
In next example, we obtain the WKS theorem.
Example 3.2 (WKS theorem). Suppose that f is an entire function satisfying the following
growth condition:(
1 + |x|)∣∣f (z)∣∣A exp(σ |y|) for some A, σ > 0 and any z = x + iy ∈ C. (3.5)
Let N1 = 0, P(z) ≡ 1 and τ = 0. Take βn,ϕ,ψ, sn, tn as above. By Theorem 2.1, f is
represented as
f (z) =
∑
n∈Z
f
(
nπ
σ
)
sinσ(z − nπ/σ)
σ(z − nπ/σ) (3.6)
which converges uniformly on any compact subset of C.
In Example 3.2, the set of sampling points is {nπ/σ : n ∈ Z}. In next example, we
replace one of the sampling points by arbitrary real numbers distinct from any nπ/σ ,
n ∈ Z, and obtain the sampling representation. In Example 3.4 we also generalize the
following example.
Example 3.3. Suppose that f satisfies the growth condition (3.5). Let n1 ∈ Z and choose a
real number β˜1 distinct from any nπ/σ , n ∈ Z. Take P,N1, τ, ϕ, sn, tn as in Example 3.2.
Define a function
ψ(z) = sinσz · (z − β˜1)
(z − n1π/σ) .
Then ψ is an entire function, and the zeros of ψ are located at nπ/σ , n ∈ Z \ {n1}, and β˜1.
We can easily see that ψ satisfies the conditions of Theorem 2.1 (for details refer to Exam-
ple 3.4) and for n = n1,
ψ ′
(
nπ
σ
)
= (−1)
nσ 2(nπ/σ − β˜1)
π(n− n1) and ψ
′(β˜1) = sinσ β˜1
β˜1 − n1π/σ
.
Thus we have the sampling representation
f (z) =
∑
n∈Z\{n1}
f
(
nπ
σ
)
π(n− n1)(z − β˜1) sinσ(z − nπ/σ)
σ 2(nπ/σ − β˜1)(z − n1π/σ)
+ f (β˜1) (β˜1 − n1π/σ)(z − β˜1) sinσz
sinσ β˜1 · (z − n1π/σ)
,
where the series converges uniformly on any compact subset of C.
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example we take the set of sampling points in which a finite number of points are arbitrarily
distributed, so that the set of sampling points is {β˜n: n ∈ Z \ K1} ∪ {rni : i = 1, . . . , },
where β˜n = nπ/σ .
Example 3.4 (Representation with the set of arbitrarily distributed sampling points). Sup-
pose that f satisfies the growth condition (3.5). We develop the result of Example 3.3 by
substituting a finite number of arbitrary points distinct each other for a finite number of
sampling points in the set {nπ/σ : n ∈ Z}.
Take P,N1, τ, ϕ, sn, tn as in Example 3.2 and let β˜n = nπ/σ , n ∈ Z. Let K1 =
{n1, n2, . . . , n} be a finite subset of Z. By relabeling, if 0 ∈ K1, we set β˜n1 = 0. We write
K2 = {n ∈ N: n ∈ K1 or −n ∈ K1}, K3 = {n ∈ Z: n ∈ K1 or −n ∈ K1} and K4 = K3\K1.
We choose a set of  distinct real numbers rni , i = 1, . . . , , such that
rni = β˜n for any n ∈ Z\K1 and i = 1, . . . , .
For convenience, we assume that rni = 0, i = 1, . . . , . Define a function
ψ(z) =


σz
∏
n∈N\K2
(
1 − z2
β˜2n
) ·∏i=1(1 − zrni ) ·∏n∈K4(1 − zβ˜n ) if 0 /∈ K1,
σ
∏
n∈N\K2
(
1 − z2
β˜2n
) ·∏i=1(1 − zrni ) ·∏n∈K4(1 − zβ˜n ) if 0 ∈ K1,
(3.7)
that is,
ψ(z) = sinσz · P1(z),
where
P1(z) =


∏
i=1
(1−z/rni )
(1−z/β˜ni )
if 0 /∈ K1,
(1−z/rni )
z
∏
i=2
(1−z/rni )
(1−z/β˜ni )
if 0 ∈ K1.
(3.8)
There exist A˜ > 0 and a˜ > 0 such that for |z| A˜,∣∣P1(z)∣∣ a˜. (3.9)
Now, we take N2 so large that tN2 , sN2  A˜. It follows from (3.2)–(3.4) and (3.9) that for
nN2,∣∣ψ(±sn + iy)∣∣ a˜∣∣sinσ(±sn + iy)∣∣ a˜,∣∣ψ(±sn + iy)∣∣Dδa˜ exp(σ |y|), |y| δ,
and ∣∣ψ(x ± itn)∣∣ C1a˜ exp(σ tn).
Thus ψ satisfies the conditions of Theorem 2.1. The sampling points βn are given by
βn =
{
β˜n if n /∈ K1,
rn if n ∈ K1,
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f (z) =
∑
n∈Z
f (βn)
ψ(z)
(z − βn)ψ ′(βn) (3.10)
which converges uniformly on any compact subset of C.
In next example we introduce a new sampling function so that the set of sampling points
becomes {2nπ/σ : n ∈ Z} ∪ {2nπ/σ + κ : n ∈ Z}, 0 < κ < π/σ .
Example 3.5. Suppose that f satisfies the growth condition (3.5). Let κ be a real number
in (0,π/σ). Take ϕ,P,N1, τ as in Example 3.2 and define a function ψ by
ψ(z) = sin σ
2
z · sin σ
2
(z − κ).
The zeros of ψ(z) are located at 2nπ/σ and 2nπ/σ +κ , n ∈ Z. We take tn = sn = 2nπ/σ +
κ/2 so that zeros of ψ are not located on the rectangles with vertices ±sn ± itn. We need
to show that ψ satisfies the conditions in Theorem 2.1. Observing that 0 < σκ/4 < π/4,
we have∣∣ψ(±sn + iy)∣∣=
√
sin2
σ
2
sn + sinh2 σ2 y
√
sin2
σ
2
(sn − κ)+ sinh2 σ2 y
 sin2 σ
4
κ > 0
for any δ > 0; there exists Dδ > 0 such that∣∣ψ(±sn + iy)∣∣
∣∣∣∣sinh2 σ2 y
∣∣∣∣Dδ exp(σ |y|), |y| δ,
and for any n ∈ N and C1 = eσ tn − 1/(2eσ tn)∣∣ψ(x ± itn)∣∣
∣∣∣∣sinh2 σ2 tn
∣∣∣∣ C21 exp(σ tn).
Hence ψ satisfies the conditions in Theorem 2.1.
Since
ψ ′
(
2nπ
σ
)
= σ
2
sinσ
(
2nπ
σ
− κ
2
)
and ψ ′
(
2nπ
σ
+ κ
)
= σ
2
sinσ
(
2nπ
σ
+ κ
2
)
,
we have the sampling representation
f (z) =
∑
n∈Z
f
(
2nπ
σ
)
2 sin (σ/2)z · sin (σ/2)(z − κ)
σ (z − 2nπ/σ) · sinσ(2nπ/σ − κ/2)
+
∑
n∈Z
f
(
2nπ
σ
+ κ
)
2 sin (σ/2)z · sin (σ/2)(z− κ)
σ (z − 2nπ/σ − κ) · sinσ(2nπ/σ + κ/2) ,
where the series converges uniformly on any compact subset of C.
In general, for m ∈ N, if we take
ψ(z) = sin σ (z − κ1) · sin σ (z − κ2) . . .sin σ (z − κm),
m m m
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sampling series with the sampling points nmπ/σ + κi , n ∈ Z, i = 1, . . . ,m.
If f is an entire function which is bounded on the real line, then f may not be repre-
sented as (3.6). To expand f as a sampling series, we need to follow the sampling theorem
in [11]. In this case using Theorem 2.1, we can easily obtain the sampling representation.
Example 3.6 (Entire functions bounded on R). Suppose that f is an entire function satis-
fying ∣∣f (z)∣∣A exp(σ |y|) for some A,σ > 0 and any z = x + iy ∈ C. (3.11)
To satisfy the condition (2.1), we take any σ ′ > σ . Then there exists A′ > 0 such that(
1 + |y|)∣∣f (z)∣∣A′ exp(σ ′|y|) for any z = x + iy ∈ C. (3.12)
Let ψ(z) = sinσ ′z, βn = nπ/σ ′, sn = tn = (n+ 1/2)π/σ ′, ϕ(z) ≡ 1, P(z) ≡ 1, τ = 0 and
N1 = 0. Then we have the sampling representation
f (z) =
∑
n∈Z
f
(
nπ
σ ′
)
sinσ ′(z− nπ/σ ′)
σ ′(z − nπ/σ ′) (3.13)
which converges uniformly on any compact set.
As in Example 3.4, we can take the set of sampling points in which a finite number of
points are arbitrarily distributed, and obtain a sampling representation.
In next example, we consider entire functions of polynomial growth on the real line and
compare with Walter’s result.
Example 3.7 (Entire functions of polynomial growth on R). Let f ∈ BN(σ). Then f satis-
fies the growth condition (1.3) with k = N . Choose ai , i = 1, . . . ,N +1, which are distinct
each other and ai = nπ/σ for any n ∈ Z. In Theorem 2.1, we take P(z) =∏N+1i=1 (z − ai),
and ψ,ϕ,βn, τ, sn, tn as in Example 3.2. The growth condition (2.1) is satisfied with
N1 = N + 1 and we have the sampling representation
f (z) =
∑
n∈Z
f
(
nπ
σ
)
P(z)
P (nπ/σ)
· sinσ(z − nπ/σ)
σ(z − nπ/σ) +Q(z) sinσz, (3.14)
where
Q(z) =
N+1∑
i=1
f (ai)
P (z)
(z − ai)P ′(ai) sinσai
is the polynomial of degree N. The sampling representation (3.14) is exactly the same
result as in [8]. In [8] the explicit form of Q(z) is not given, and since the computation
for Q(z) involves the integration of generalized functions, it is quite complicated to get an
explicit expression of Q(z).
Also, by following Example 3.4, we can take the set of sampling points in which a finite
number of points are arbitrarily distributed and obtain a sampling representation.
In next example, we consider entire functions of exponential growth on the real line.
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function satisfying one of the following growth conditions:(
1 + |y|)∣∣f (z)∣∣ C exp(τ |x| + σ |y|)
for some C,σ, τ > 0 and any z = x + iy ∈ C,(
1 + |x|)∣∣f (z)∣∣ C exp(τ |x| + σ |y|)
for some C,σ, τ > 0 and any z = x + iy ∈ C.
Let
ϕ(z) = cosh τz, ψ(z) = sinσz, αn = (2n+ 1)πi2τ , βn =
nπ
σ
,
N1 = 0, tn = nπ
τ
, sn = (2n+ 1)π2σ .
We need to show that ϕ satisfies the conditions in Theorem 2.1. Note that∣∣ϕ(x ± itn)∣∣=√sinh2 τx + cos2 nπ  1;
due to (3.1) there exists C1 > 0 such that for large n,∣∣ϕ(±sn + iy)∣∣ | sinhτsn| C1 exp(τ sn),
and for any δ > 0 there exists Dδ > 0 such that∣∣ϕ(x ± itn)∣∣ | sinhτx|Dδ exp(τ |x|) for |x| δ.
Hence ϕ satisfies all the conditions of Theorem 2.1 and we have the sampling representa-
tion
f (z) =
∑
n∈Z
f (βn)
sinσ(z − βn)
σ (z − βn)
cosh(τz)
cosh(τβn)
+
∑
n∈Z
f (αn)
sinh τ (z − αn)
τ (z − αn)
sinσz
sinσαn
which converges uniformly on any compact set.
Also, we can take the set of sampling points in which a finite number of points are
arbitrarily distributed, and obtain another form of sampling representation.
In next example, we provide the sampling representation involving derivatives of entire
functions.
Example 3.9 (Sampling expansion involving derivatives I). Suppose that f satisfies the
growth condition (3.5). Take ϕ(z) ≡ 1, P(z) ≡ 1, ψ(z) = (sin(σz/N))N , τ = 0 and sn =
tn = (Nπ/σ)(n+ 1/2). Then ψ satisfies the conditions in Theorem (2.1) and
g(ζ, z) = f (ζ )
(ζ − z)ψ(ζ ) .
Thus g has poles of order N at βn = nNπ/σ , n ∈ Z, and for each n ∈ Z,
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ζ→βn
1
(N − 1)!
dN−1
dζN−1
[
(ζ − βn)Ng(ζ )
]
= (−1)
N−1∑
j=0
N−1−j∑
k=0
1
j !k!f
(j)(βn)(z− βn)−N+j+k
× d
k
dζ k
[(
ζ − βn
sinσζ/N
)N ]
ζ=βn
.
It follows from Remark 2.4 that
f (z) =
∑
n∈Z
N−1∑
j=0
N−1−j∑
k=0
f (j)(βn)
(sinσz/N)N
j !k! (z − βn)
−N+j+k
× d
k
dzk
[(
z − βn
sinσz/N
)N ]
z=βn
which converges uniformly on each compact set.
Example 3.10 (Sampling expansion involving derivatives II). Suppose that an entire func-
tion f satisfies the following growth condition:∣∣f (z)∣∣A exp(σ |y|) for some A,σ > 0 and any z = x + iy ∈ C.
Let σ ′ > σ . The sampling representation holds
f (z) =
∑
n∈Z
N−1∑
j=0
N−1−j∑
k=0
f (j)(β˜n)
(sinσ ′z/N)N
j !k! (z − β˜n)
−N+j+k
× d
k
dzk
[(
z − β˜n
sinσ ′z/N
)N ]
z=β˜n
,
where β˜n = nNπ/σ ′, n ∈ Z, and the series converges uniformly on any compact subset
of C.
In the next example, we consider the nonuniform sampling representation.
Let {λn} be a sequence of real numbers satisfying Kadec’s 1/4 condition, that is,
|λn − n|D < 14 for any n ∈ Z. (3.15)
We define an infinite product G(z) by
G(z) = (z − λ0)
∞∏
n=1
(
1 − z
λn
)(
1 − z
λ−n
)
.
In order to expand entire functions with nonuniform sampling points, we need the follow-
ing lemma. Depending on Lemma 16.1 of [5] and the proof of Theorem 2 of Seip [6], we
can prove the following lemma.
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statements hold:
(a) There exists C > 0 such that for any z = x + iy (x, y ∈ R) with |y| 1,
∣∣G(z)∣∣ C eπ |y|
(1 + |z|)4DN+1 .
(b) There exists C˜ > 0 such that for any z = n + 1/2 + iy , n ∈ Z,
∣∣G(z)∣∣ C˜ eπ |y|
(1 + |z|)4DN+1 .
Example 3.12 (Nonuniform sampling representation). Suppose that f is an entire function
satisfying the following growth condition:∣∣f (z)∣∣A exp(σ |y|) for some A,σ > 0 and any z = x + iy ∈ C.
Let {λn} be a sequence of real numbers satisfying (3.15). Choose distinct real numbers γi ,
i = 1,2,3, such that
γi = λn for any n ∈ Z and i = 1,2,3.
Take P(z) = ∏3i=1(z − γi), ψ(z) = G(z), ϕ ≡ 1, τ = 0 and sn = tn = n + 1/2. By
Lemma 3.11 the conditions of Theorem 2.1 are satisfied and we have the sampling ex-
pansion
f (z) =
∑
n∈Z
f (λn)
P (z)
P (λn)
· G(z)
G′(λn)(z − λn)
+
3∑
i=1
f (γi)
P (z)
P ′(γi)(z − γi) ·
G(z)
G(γi)
. (3.16)
Combining two summations in the above expansion, we can obtain the sampling expansion
of the Lagrange interpolation type. To do this, we introduce a sequence {λ˜n} such that
λ˜n =


λn, n 0,
γn, n = 1,2,3,
λn−3, n 4,
and let L(z) = P(z) ·G(z). Then the sampling representation (3.16) can be written as
f (z) =
∑
n∈Z
f (λ˜n)
L(z)
L′(λ˜n)(z − λ˜n)
,
where the series converges uniformly on any compact subset of C.
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