A family of inexpensive discretization schemes for diffusion problems on unstructured polygonal and polyhedral meshes is introduced. The material properties are described by a full tensor. The theoretical results are confirmed with numerical experiments.
Introduction
In many applications, the mathematical model is formulated initially as a system of first order partial differential equations, with each equation having a natural connection to physical aspects of the problem. Thus, the increasing demand for accurate and robust numerical simulations has generated considerable interest in discretizations of this firstorder form.
In this paper, we consider the diffusion problem written as a system of two equations:
where the first equation describes the mass conservation and the second one is the constitutive equation relating the scalar function p to the velocity field F . The material properties are described by K which is generally a full symmetric tensor. The mimetic finite difference (MFD) method has been successfully employed for solving this problem on simplicial [13] , quadrilateral [9, 11] , hexahedral [14] , and unstructured polygonal [10] and polyhedral [12] meshes in both Cartesian and cylindrical [15] coordinate systems. Unstructured polygonal and polyhedral meshes appear, for instance, in geoscience problems simulating the flow and transport in porous media and using dual or median meshes.
Adaptive locally refined meshes, non-matching meshes, hybrid meshes with complex transition regions filled with polyhedral elements are also examples of polyhedral meshes with degenerate and non-convex elements. The discretization methodology developed in [10, 4] allows to treat all these meshes within a single framework.
The key element of the MFD method is the scalar product in the space of discrete velocities which should satisfy the stability assumption (S1) and the consistency assumption (S2)(see below (3.2) and (3.3) ). It turns out that such a scalar product is not unique. In the case of triangular meshes, we get a one-parameter family of acceptable scalar products and thus a one-parameter family of the corresponding discretization schemes [13] . One of these discretization schemes is the mixed finite element method with the lowest order RaviartThomas elements. Unfortunately, the algorithms developed in [13] are extremely difficult to extend even to quadrilateral meshes. In this paper, we employ an innovative technique to give a rigorous mathematical description of a family of acceptable scalar products for very general meshes in two and three dimensions. This generates a family of corresponding mimetic discretizations with similar properties. We prove that the dimension of this family grows quadratically with the number of edges for polygonal elements in 2D and with the number of faces for polyhedral elements in 3D.
The existence of a family of mimetic discretizations can be used to attack a number of computational problems. For instance, we may search this family for a scheme which satisfies some additional properties, as for instance the discrete maximum principle.
The convergence of mimetic discretizations has been analyzed in [4] . In the present paper we use the same set of assumptions used there, and therefore the theoretical results obtained in [4] hold for the discrete schemes derived here.
The discretization method developed in this paper is computationally much cheaper and easier to implement than the method described in [10, 12] . The optimal implementations of both methods result in complexity estimates that differ at least for one order of magnitude. In addition to that, the method from [10, 12] requires a partition of a mesh element into simplicial elements which is a non-trivial task for a non-convex element.
The outline of the paper is as follows. In Section 2, we describe briefly the mimetic finite difference method and formulate two sufficient conditions for the scalar product in the space of discrete velocities. In Section 3, we prove that there exists a family of acceptable scalar products, and we show how to construct them in practice. In Section 4, we confirm our theoretical results with numerical experiments on polygonal and polyhedral meshes.
A mimetic finite difference method
To simplify the presentation, we consider the homogeneous Dirichlet boundary value problem. Other types of boundary conditions are naturally embedded in the mimetic methodology [8] .
Let Ω ∈ d be a polygon (d = 2) or a polyhedron (d = 3) with a Lipschitz continuous boundary. Furthermore, let Ω h be a non-overlapping conformal partition of Ω into simply-connected polygonal or polyhedral elements with flat faces. To use the convergence estimates proved in [4] , we need some basic assumptions of shape regularity formulated there. Since these assumptions are not required until Section 3, we discuss them later.
Just to simplify the presentation, we assume that the tensor K is constant inside each mesh element but may strongly vary across mesh faces (edges in 2D). We also assume that K is strongly elliptic that is there exist two positive constants κ * and κ * such that
The first step of the MFD method is to specify the degrees of freedom for the primary variables p and F which we shall refer to as the pressure and the flux, respectively. We consider the space Q h of discrete pressures that are constant on each element E. For q ∈ Q h , we denote by q E its value on E. The number, N Q , of discrete pressure unknowns is equal to the number of mesh elements.
The space X h of discrete velocities is defined as follows. To every element E and to every face (edge in 2D) e of E, we associate a number F e E and the vector field F e E n e E where n e E is the unit outward normal to e. We clearly make the continuity assumption F
for each face e shared by two elements E 1 and E 2 . The number, N X , of discrete velocity unknowns is then equal to the number of boundary faces plus twice the number of internal faces. It is convenient to consider the space X h as the subspace of N X that verifies (2.2). The second step of the MFD method is to define suitable scalar products in the discrete spaces. In the space Q h , the scalar product is almost straightforward:
where |E| is the volume (area in 2D) of E. In the space X h , the scalar product is defined as follows:
where [F, G] E is a scalar product on the element E. Let e 1 , e 2 , ..., e k E be a numbering of the faces of the element E (where k E is clearly the total number of faces). The definition of the scalar product implies that there exists a symmetric positive definite
Here and in the sequel, M s,r indicates the (s, r) entry of the given matrix M. Some minimal approximation properties for the scalar product (2.5) are required, that make the construction of the matrix M E a non-trivial task. It was shown in [4] that two conditions on (2.5) are sufficient for the convergence of the MFD method. We formulate and analyze these conditions in the next section.
The third step of the MFD method is to discretize the divergence operator. For each G in X h we define DIV h G as the element of Q h defined, in each element E, by 6) where |e i | is the area (length in 2D) of the face e i . Note that (2.6) is in perfect agreement with the Gauss divergence theorem. The fourth step of the MFD method is to define the discrete flux operator, G h , as the adjoint to the discrete divergence operator, DIV h , with respect to scalar products (2.3) and (2.4), i.e.
[F,
Using the discrete flux and divergence operators, the continuum problem (1.1) is discretized as follows:
where b is the vector of mean values of the source function b.
It was mentioned in many papers that the scalar product (2.5) in the MFD method is not unique. Different scalar products result in different MFD methods. In the next section we present the first rigorous mathematical description of a family of convergent MFD methods on unstructured polygonal and polyhedral meshes.
A family of accurate scalar products
Let us define an interpolation operator from the space of smooth enough vector-valued functions to the discrete space
Following [4] , we begin our analysis with the following two conditions for the scalar product (2.5).
(S1) There exist two positive constants s * and S * such that for every element E in the decomposition we have
(S2) For every element E, every linear function q 1 on E and every G ∈ X h , we have
Assumption (S1) states that matrix M E is spectrally equivalent to the scalar matrix |E| I d where I d is the identity matrix. In practice, the constants s * and S * are expected to depend only on the skewness of mesh elements and on the tensor K. Assumption (S2) is the Gauss-Green formula with the constant velocity K∇q 1 . Since the divergence of G is a constant, the second term in (3.3) can be easily computed. Thus, this assumption results in a system of linear equations where the unknowns are the coefficients of matrix M E . It was shown in [4] that this system has a solution. In the rest of this section, we present a new method for finding a family of matrices M E satisfying (3.2) and (3.3).
Taking q 1 = 1 in (3.3), we get the formula for the discrete divergence operator. As we obviously expect frame invariance, we use this freedom and, for every element E, we set the origin in the center of mass of E which simplifies the construction of the matrix M E . Thus, Assumption (S2) can be replaced by the following one.
(S2 ) For every element E with center of mass at the origin and every G ∈ X h , we have
where (x 1 , . . . , x d ) are the Cartesian coordinates.
We continue by pointing out the following identity:
If we further introduce the k E × d matrices R and N by
where s = 1, 2, . . . , k E and i = 1, . . . , d, the identity (3.5) becomes
implying, among other things, that both matrices N and R have full rank d. Inserting (3.1) into (3.4), and using (3.6), Assumption (S2 ) becomes
We next show that M E can be written as a sum of two positive semidefinite matrices. We first notice that the matrix
satisfies (3.8). Indeed, from (3.7) and (3.8) we have
Thus, we proved the following lemma.
Lemma 3.1 Let R be given by (3.6). Then, M 0 defined by (3.9) satisfies (3.8).
The matrix M 0 is obviously symmetric but only positive semidefinite. Therefore, Assumption (S1) does not hold. The following result shows how M 0 can be completed so as to meet the positive definiteness requirement.
satisfies (3.8) and is positive definite.
Proof. By construction, M E N = M 0 N, and therefore by Lemma 3.1, M E satisfies (3.8). Moreover, still by construction, M E is symmetric and positive semidefinite. We are left to show that it is nonsingular. Let us assume that there exists a non-zero vector v such that M E v = 0. Then we must have,
which in turn implies that R T v = 0 and C T v = 0. Hence (v, Cu) = 0 for any vector u in k E , and therefore we get
. Now the identity (3.7) implies that w = 0, so that v = 0, and the nonsingularity of M E follows.
Let us compute the dimension of the space of matrices M E having the form (3.10). Since U has size k E − d, a general symmetric positive definite matrix of this size has at least (k E − d + 1)(k E − d)/2 free parameters. In the particular case of a triangular element, we get a 1-parameter family of matrices, which confirms the results of [13] .
One of the efficient ways for solving the discrete problem (2.8) is based on the KKT theory of constrained minimization (see e.g. [16, Chapter 16]) where the constraints are given by (2.2). The solution of the KKT system is reduced to a solution of a sparse system for Lagrange multipliers with a symmetric positive definite matrix. This is what in the Finite Element context is often called hybridization and is usually attributed to Fraeijs de Veubeke [5] (see also [2] , or [3] pag. 178-181). The procedure requires the inversion of M E . More precisely, during the whole procedure we only need the matrix M −1 E , while the explicit knowledge of the matrix M E is not required. In the following theorem we show that we can, in some sense, compute directly M
, and let U be an arbitrary symmetric positive definite
is symmetric and positive definite and satisfies
The proof of this theorem follows the proofs of Lemma 3.1 and Theorem 3.2 and therefore it is omitted here. Note that the matrix N contains the material properties and thus the first term in (3.12) is scaled properly.
Since, in practice, we are interested only in the matrix M −1 E , we could define M −1 E := W E . Indeed, the matrix M E defined this way will be symmetric positive definite and will satisfy (3.8). Moreover, it is not difficult to see that the matrix M E := W E −1 can still be written in the form (3.10), where the choice of the matrices U and C obviously depend on the choice of U and D.
Remark 3.4 The convergence estimates derived in [4] can be immediately applied here to get the first order convergence for both scalar and vector unknowns. Note that the numerical experiments in section 4 show pressure superconvergence for a variety of matrices U. We shall investigate this superconvergence in future publications.
Spectral analysis
Assumption (S1) imposes some restrictions on the choice of the parameter matrix U in Theorem 3.2 (or on U in Theorem 3.3), and requires fixing some further hypotheses on the shape-regularity of the mesh elements. In this paper, we use the conditions formulated initially in [4] for polyhedral meshes. They hold for basically all meshes which are not totally unreasonable, thus making our discretization methodology appealing in practical applications. For instance, they allow degenerate and non-convex elements (see, e.g. Fig. 1 ).
Let h E denote a diameter of E. The set of shape-regularity assumptions is as follows.
(M1) There exist two positive integers N e and N such that every element E has at most N e faces, and each face e has at most N edges.
(M2) There exists a positive number τ * such that every element E is star-shaped with respect to every point of a sphere (a disk in 2D) with center at a point C E ∈ E and radius τ * h E (see Fig. 1 ).
(M3) There exists a positive number γ * such that each face e of element E is star-shaped with respect to every point of a disk of radius γ * h E centered at a point C e ∈ e.
(M4) For every element E, and for every face e of E, there exists a pyramid P e E contained in E such that its base is equal to e, its height is equal to γ * h E and the projection of its vertex onto e is C e .
Before entering the discussion on Assumption (S1), we rescale the matrices N and R and prove a technical lemma. Let us define
and R := 1 |E| R (3.14)
so that
Moreover, given a matrix N, N denotes the matrix norm induced by the Euclidean vector norm, so that N = N T holds. Then, we have the following lemma.
τ * h E Figure 1 : Examples of allowed elements in 2D and 3D.
Lemma 3.5 Assume that (M1) and (M2) hold. Then, we have the following upper bounds:
16)
and the following lower bounds:
and
Proof. We begin with the estimate on N. For every w ∈ d , we have
We now estimate the norm of R. We denote by x Bs the barycenter of face e s . Then, for every w ∈ d , we have
Recall that we put the origin in the barycenter of E, so that |x Bs | ≤ h E . We consider now, for each face e s , the pyramid P s (triangle in 2D) having e s as base, and the point C E of Assumption (M2) as the vertex. This assumption implies that the height, h s , of pyramid P s is bigger than h E τ * . As a consequence, we have
This gives us the following estimate:
Inserting this in (3.20), we have
The proofs of (3.17) and (3.18) follow almost immediately: let us show the first one. For every v ∈ im( N) we have v = Nw for some w ∈ d . Hence, from (3.15) and (3.16) we have
The proof of (3.18) is identical.
From Lemma 3.5 we may easily obtain estimates for the unscaled matrices R and N and their products with the tensor K. In particular, we may prove that
It is obvious that the matrix M E will satisfy Assumption (S1) if and only if its inverse matrix satisfies it. Hence, in what follows, we discuss only the case of the matrix M E . If one decides to follow the path of Theorem 3.3 (constructing directly the matrix W E = M −1 E ), the same arguments will hold for W E as well. Theorem 3.6 Let the assumptions of Theorem 3.2 and Lemma 3.5 hold. Assume further that there exist two positive constants s * U and S * U , independent of E, such that
Then, the matrix M E constructed as in (3.10) satisfies Assumption (S1). In particular, we have
where
The upper bound follows from (3.22), 27) and (3.25). The lower bound is obtained as follows. The definition of the matrix C implies that
and, therefore, any vector v ∈ k E can be uniquely written as v = v N + v C where v N ∈ im(N) and v C ∈ im(C). Moreover,
We also recall that there are two constants α and β independent of h such that
In particular the first estimate follows from (3.23) with α = (N e κ * ) −1 , and the second follows from (3.22) with β = d 2 (τ 2 * κ * ) −1 . Now, we use the following inequality,
If we take ε < 1 and apply inequalities (3.28), we get the following estimate:
The lower bound follows for ε = β/(β + 1 2 s * U ). In actual numerical computations (based on Theorem 3.2), we recommend to multiply the matrix U by a characteristics value of K −1 over the element E, for example, its trace. This will improve the spectral properties of the matrix M E with respect to material properties. The estimates in (3.26) provide an illustration of the practical role of U in the conditioning of M E . As long as the extreme eigenvalues of U are within those of K −1 , the conditioning of M E is not strongly affected by the choice of U. The same remark obviously applies to the matrix U, if we decide to use Theorem 3.3 to construct directly the matrix M −1 E . This latter approach is what we have employed in our experiments.
Computational considerations
According to Theorem 3.3, the most computationally demanding part in building M −1 E = W E is the construction of the matrix D. We recommend two algorithms. The first one is based on the LAPACK routine dgesvd which computes the right singular vectors of R T . The cost of obtaining these vectors for a matrix of size
E (see e.g. [7] ). The second algorithm is much cheaper, and it may be used, for instance, when U is selected as U =ũI, withũ > 0. In this case, we can write D UD T =ũDD T =:ũ D, and D can be computed without explicitly constructing D. Let us assume that the matrix R is given.
Algorithm 1 (Construction of matrix W E )
1. Orthonormalize columns of the matrix R using the Gauss-Schmidt algoritm. Let R be the resulting matrix, R = [r 1 , . . . ,r d ].
2. For s = 1, 2, . . . , k E do (a) Take a vector e s with all zero entries except one at position s.
(b) Orthogonalize this vector with respect to the columns of R:
wherer s,i is the s-th component of the vectorr i .
(c) Make vectord s the s-th column of matrix D.
3. Build the matrix W E as follows:
It is pertinent to note that the matrix D built in Algorithm 1 is a square k E × k E matrix having only k E − d linearly independent columns. Thus, the matrix D in D = DD T has full column rank equal to (k E − d). In matrix form we have D = I −RR T , i.e. D is symmetric and is the orthogonal projector ( D = D 2 ) onto the space {im(R)} ⊥ . Let us compare the computational complexity of our method with the method proposed in [10, 12] . We assume that K is a full tensor, that U is a multiple of the identity matrix, U = uI,ũ > 0, and that all geometric objects (normals, areas, volumes, etc.) are already known. The second step in Algorithm 1 requires d k 2 E + O(k E ) flops. Therefore, the complexity of building the matrix W E is equal to
The method in [10] requires a partition of element E onto simplicial elements (which by itself is already a non-trivial task for non-convex elements). Let us denote the number of interior (partition) faces (edges in 2D) by p E , and the number of simplicial elements by t E . Then, omitting the quadratic terms, the most efficient implementation of their method requires 4
flops to build the matrix
E . The first three terms estimate the cost of inversion of symmetric positive definite matrices [7] . The other terms are the cost of a few matrix-matrix products. For polygonal meshes and partitions using a center point, we have k E = p E = t E and therefore the complexity is 9k
The same argument can be used to estimate the complexity for a hexahedron when it is split into 6 tetrahedra. For a minimal partition of the hexahedron using a central point, we get p E = 3k E , t E = 2k E , and the complexity rockets up to 81k
Numerical experiments
Remark 3.4 implies that the main focus of numerical experiments should be on superconvergence of the scalar variable. For this reason, we consider a variety of arbitrary matrices U satisfying the conditions of Theorem 3.6. We also consider diffusion problems with sufficiently smooth solutions, so that we may expect the second order convergence rate for the scalar variable p h and the first order convergence rate for the other primary variable F h on unstructured polygonal and polyhedral meshes.
We shall measure the accuracy of the discrete solution (p h , F h ) in the natural norms induced by the scalar products (2.3) and (2.4). Let (p I , F I ) be the interpolated solution where p I is the vector of mean values of the solution p over the elements and F I is given by (3.1). We define the following discrete L 2 errors:
X . We also present errors in the maximum norm in the Euclidean space that we shall denote by ||| · ||| ∞ .
For all meshes considered in this section, we have performed the following consistency check. We have solved the Dirichlet boundary value problem with a constant tensor K and an exact solution p 1 given by p 1 = x 1 + . . . + x d . As p 1 is linear, it follows from Assumption (S2) that the errors should be zero, and this is indeed observed in our experiments.
In most experiments the diffusion tensor is a function of the space coordinates. Therefore, to compute the elemental matrices M E we evaluated the tensor K at the center of mass of each element. For every element E, we denote by K E the corresponding value.
The discrete problem (for the Lagrange multipliers) was solved with the preconditioned conjugate gradient (PCG) method. A V-cycle of the algebraic multigrid [17] was chosen as the preconditioner. The stopping criterion for the PCG method was a reduction of the Euclidean norm of the residual by a factor 10 −12 .
Example 1. We consider the Dirichlet boundary value problem (1.1) in the unit square [0, 1] 2 with the exact solution (see also the right picture in Fig. 2) p(x, y) = x 3 y 2 + x sin(2πxy) sin(2πy).
The diffusion tensor is taken as:
We consider a sequence of polygonal median meshes built as follows. First, we define a set of points x i,j = (x 1,i,j , x 2,i,j ) for generating the Voronoi tessellation:
where ξ i = ih, η j = jh and h = 1/n. Then, a median mesh (see Fig. 2 ) is constructed from the Voronoi mesh by moving a mesh vertex to the center of mass of a triangle formed by the centers of three Voronoi cells sharing the vertex. For every element E, we define a scalar matrix U =ũ E I whereũ E = trace(K E )/|E|. The result of our numerical experiments are collected in Table 1 . Global convergence rates were computed using linear regression analysis. We observe superconvergence of both variables in the natural norms. Note that a convergence rate of 1.5 for the flux variable is typical for the Dirichlet boundary value problem and is observed in other lower order discretization schemes on smooth triangular and quadrilateral meshes (see e.g. [1] and references therein).
As shown in Theorem 3.6, the spectral properties of the matrix M E (and of W E ) depend on a balance between the extreme eigenvalues of K and U. In this paper, we investigate this dependence only for a matrix U in W E in the form U =ũI whereũ > 0. Fig 3 shows errors (vertical axis) as functions ofũ/ũ E (horizontal axis) for the case 1/h = 32. There is a quite big intervalũ ∈ [2, 80] where the errors vary only 3 times. What is remarkable here is that for all values ofũ we observed second order convergence rate for p h and 1.5 convergence rate for F h . Example 2. We consider the Dirichlet boundary value problem (1.1) in the unit square [0, 1] 2 . Let the diffusion tensor K be scalar and equal to K 1 I in the region defined by y < 0.5 and K 2 I in the rest of the domain. The source term is chosen in such a way that the exact solution is
We consider a sequence of non-matching meshes as shown in Fig. 4 . The random grids below and above the interface line y = 0.5 were generated by moving each mesh point P (of an originally uniform mesh) to a random position inside a square S(P ) centered at the point. The sides of S(P ) were aligned with the coordinate axes and their length was equal to 80% of the size of the smallest edge (in the original uniform grid) having P as an endpoint.
In our method, we treat a non-matching mesh as a conformal polygonal mesh. When m = 1 in (4.1), the exact solution is linear, and both errors are equal to zero for all values of the other parameters, i.e. the discretization scheme is exact for piecewise linear solutions.
In the following numerical experiments we use a = b = c = 1, K 1 = 10, K 2 = 1 and m = 3. See Table 2 . We observe superconvergence of the scalar variable in both norms. The lack of flux superconvergence is typical for random meshes and is observed in other similar discretization schemes on simplicial meshes. It is not difficult to check that K is a positive definite matrix for all values of x, y and z. We consider a sequence of uniform cubic meshes in the unit cube [0, 1] 3 and generate a corresponding sequence of hexahedral meshes using the following linear transformation:
x = x + εz,ỹ = y + εz,z = z.
An example of a modified mesh is shown in Fig. 5 : it corresponds to ε = 0.25 and h = 1/8, where h is the size of a cubic element in the original mesh. The results of numerical experiments presented in Table 3 show the superconvergence of the scalar variable in both norms and the superconvergence of the vector variable in the discrete L 2 -norm. Now, we fix the mesh topology by taking h = 1/32 and vary the transformation parameter ε. The behavior of the relative errors is shown in Fig. 5 . As expected, the errors grow when we increase ε. The unexpected result is that the error in the vector variable is more sensitive to the mesh deformation than the error in the scalar variable. For the case ε = 1.0, the method from [10, 12] gives a 75% smaller error in the scalar variable but a 83% bigger error in the vector variable. This indicates that further evidence is required to get more insight into the accuracy of different discretization methods. For example, for hexahedral meshes, comparisons with the mixed finite element method could be performed. We shall address this problem in future publications.
Conclusion
We gave a rigorous mathematical description of a family of mimetic finite difference (MFD) discretizations for diffusion problems on unstructured polygonal and polyhedral meshes. It was shown in [4] that the convergence analysis of a MFD method is reduced to the existence of a solution of a matrix algebraic equation with constraints. In this paper, we developed 
