Abstract-Recently a special hybrid system called Switching Markov Jump Linear System (SMJLS) is studied. A SMJLS is subject to a deterministic switching and a stochastic Markovain switching. To extend the results already obtained and to investigate some new aspects of such systems, our main contributions in this paper are: i) Transient analysis of Markov process, i.e., the expectations of the sojourn time, the activation number of any mode, and the number of switchings between any two modes and ii) two sufficient conditions of the exponential almost sure stability for a general SMJLS. Different from previous work, which is a special case of our study, the transition rate matrix for the random Markov process in our study is not fixed, but varies when a deterministic switching takes place.
Recently, a new hybrid system subject to both deterministic and stochastic Markovain switchings is studied [13] [14] [15] . This system is called a Switching Markov Jump Linear System (SMJLS) [13] , [14] . The concept of SMJLS can be illustrated by an example of a variable structure control system as in Fig. 1 . The controller is of variable structure and the switching is by an operator or automatically based on certain conditions. Therefore, the controller switching is deterministic. On the other hand, the changes of plant modes are often triggered by uncertain stochastic factors and also may be affected by controller switching (e.g., an aggressive controller may increase the risk of fault occurrence [14] ). As a result, the plant switching can be modeled as a finite state Markov process, and its transition rate can be fixed or variable. This appears to be one of the challenging topics in ever-increased complicated systems. For example, in renewable power generation industry, the performance of a wind turbines can be described by a Markov model considering the component reliability and the effect of wind speed [16] . In this area, various complicated switching controls are essential for stable and optimized operation [17] .
Furthermore, SMJLSs can be divided into F-SMJLS and V-SMJLS. In a V-SMJLS, the transition rate matrix of Markov process is not fixed and is determined by the current position of deterministic switching. However, in the case of F-SMJLS the transition rate matrix remains the same despite the deterministic switching. For the stability of SMJLSs, based on our knowledge some results achieved are: 1) sufficient conditions for the AS stability of a F-SMJLS based on the ergodicity of the Markov process [15] and 2) sufficient conditions for the MS stability of a V-SMJLS by analyzing the time evolution of the second-order moment of the state [13] , [14] . For the AS stability of a V-SMJLS, however, since the transition rate is variable and the ergodicity is no longer valid, the stability conditions are still an open challenge.
The main contributions of this paper are: i) transient analysis of Markov process, i.e., the expectations of the sojourn time, the activation number of any mode, and the switching number between any two modes (Section III) and ii) two sufficient conditions of the exponential almost sure stability for V-SMJLSs (Section IV). These are obtained from the results of i) and by applying the dwell time and average dwell time techniques. The rest of this paper is organized as follows.
The problem formulation and the preliminaries are presented in Section II. After Sections III and IV of our main results, two numerical examples are shown in Section V, followed by conclusions in Section VI.
Notations: 0 N×N (or 1 N×N ) is an N × N dimension matrix with all the elements being 0 (or 1). x and A stand for the Euclidean norm of x and the corresponding induced matrix norm of matrix A, respectively.
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II. PROBLEM FORMULATION
Consider a continuous-time V-SMJLṠ
where state x(t) ∈ R n , deterministic switching γ(t) ∈ M := {1, 2, . . . , M} is a exogenous piecewise constant function with M level, σ(t, γ(t)) ∈ N := {1, 2, . . . , N} denotes a stochastic switching function which is governed by a N -mode Markov process. The structure of a V-SMJLS is illustrated by Fig. 2 .
The transition probability of the Markov process
where
is the transition rate from mode r at the instant t to mode s at the instant t + dt, and satisfy
Matrix
] N×N is called the transition rate matrix of σ(t, γ(t)). In this paper, ∀j ∈ M, Markov process σ(t, j) are assumed to be irreducible, therefore it is ergodic and has a unique invariant distribution π [j] 
The initial conditions of V-SMJLS (1) are: initial state x 0 , initial deterministic switching position γ 0 and initial probability distribution
i (t) = Pr{σ [j] (t) = i} denote the probability that the subsys-
i x(t) is active at the instant t. Let D(t , t ) denote the number of deterministic switching in the interval [t , t ). The deterministic switching γ(t) is said to have an average dwell time
σ(t,j) x(t) is called the j-th sub-MJLS of (1).
Denote T [j] k the interval that the j-th sub-MJLS operates continuously for the k-th time as shown in Fig. 3, where t m , t m+1 , . . . , are the deterministic switching instants. T
[j]
D min is said to be the 
Definition 1 [15] : The V-SMJLS (1) is said to be exponentially almost sure stable (EAS-stable), if there exist ρ > 0 such that, for any initial condition, it results that
where ρ is called the stability margin. Lemma 1 [11] : The V-SMJLS (1) is EAS-stable if and only if E[λ] < 0, where the top Lyapunov exponent λ is defined as
III. TRANSIENT ANALYSIS OF MARKOV PROCESS
In this section, a new Lemma on the transient characteristic of a Markov process is given. This lemma will be used to derive the results in the next section.
For an N -mode Markov process σ(t), the transition probability matrix P (t) := [p ij (t)] N×N and the transition rate matrix Q := [q ij ] N×N satisfy the Kolmogorov differential equation [18] P (t) = P (t)Q, P (0) = I.
Then by [18] , this leads to
is the accumulated time sojourns in mode j; N ij (t, 0) is the total number of the switching from mode i to mode j;N j (t, 0) is the number of the activations of the mode j. For all modes i, j
is the initial probability distribution of each mode, E f [·] denotes the expectation operator with respect to the initial distribution f .
Proof: Clearlȳ
Then integrating (7) from 0 to t and noticing (8), we have
From the definition of the transition rate matrix Q, it follows Q1 N×N = 0 N×N . Then it can be seen from (14) that 
Substituting (16) into (13) and noticing f1 N×1 = 1, it yields
Denote T k j the k-th successive sojourn time of the mode j, (k = 1, 2, . . .). T k j are independent and identically distributed and has an exponential distribution with mean −1/q jj [18] . Hence
From (19) and (20), it follows that:
Given that
Substituting (12) and (17) into (22)
This completes the proof.
Remark 1:
This lemma concerns with the transient statistical properties of a Markov process. When the Markov process reaches the steady state, or equivalently the initial distribution f equals the unique invariant distribution π, it follows πP (t) = π. Then (9)- (11) 
These are the same as the formulas (7a), (7b), and (7c) in [15] . However, Lemma 2 here is applicable to more general cases.
Remark 2: If f is uncertain, then the bounds of 0) ] can be obtained as below:
For arbitrary f and t, it can be seen that 
If N is even number
Then for arbitrary f and t, it follows that −δ j ≤ h j (t) ≤ δ j . This leads to
For a special case of a two-mode Markov process, i.e., N = 2, 
IV. AS STABILITY FOR V-SMJLS
Based on Lemma 2, two sufficient conditions for the EAS-stability of V-SMJLSs are given for the cases when the deterministic switching satisfies the constraints of minimal dwell-time and the average dwell time respectively.
Theorem 1: The V-SMJLS (1) is EAS-stable if the minimum dwell time T [j]
D min satisfies:
ii is defined in Section II, δ [j] i is specified in Remark 2. Parameter α [j] i ≥ 0 and β
Proof:
hence t a is a deterministic switching instant; denote Φ 
Thus
where f (t a ) is the absolute probability distribution of each mode of the sub-MJLS being activated at the deterministic switching instant t a . Notice γ(t a ) = j and from Lemma 2
N ] and P [j] (t) are the invariant distribution and the transition probability matrix of the j-th sub-MJLS, respectively. Then, from (24) and (26)
Applying (31) and (32) to (30)
Assume that there are k deterministic switches in [0, t) and the corresponding switching instants are t 0 , t 1 , . . . , t k−1 , t k , then the transition matrix Φ(t, 0) of the V-SMJLS (1) is
Hence
Then it follows from (33) that:
where T Denote r [j] (t) the fraction of total sojourn time of the j-th sub-
From the definition of T
Noticing ξ [j] > 0 and substituting (36) and (37) into (35)
From (27), it leads to
where ∀j ∈ M, r [j] = lim sup t→∞ r [j] (t) ≥ 0, and at least one r [j] is strictly greater than zero. Hence
Based on Lemma 1, the V-SMJLS (1) is EAS-stable. Remark 3: Theorem 1 is for a V-SMJLS where the transition rate of Markov process varies with the deterministic switching. For an F-SMJLS, the transition rate of the Markov process is fixed, therefore based on the ergodicity of the Markov process, E π [T j (t, 0)] = π j t and E π [N j (t, 0)] = −q jj π j t + π j . This naturally leads to the following Corollary for F-SMJLSs.
i , and π i are defined as in Theorem 1. [j] means that the constraint on minimum dwell time in Corollary 1 is less restrictive than that in [15] .
Remark 4:
Remark 5: Even if one or more sub-MJLSs are not activated from a certain instant onwards, the dwell time constraints T
can still guarantee the overall system to be EAS stable. In Theorem 1, the condition μ [j] > 0, ∀j ∈ M implies that all sub-MJLS need to be EAS stable [15, Lemma 2] . When some sub-MJLSs are not EAS stable, the following result can make that V-SMJLS (1) to be EAS stable if the deterministic switching satisfies the specified average dwell time constraint. Denote
When the deterministic switching function γ(t) satisfies an average dwell time constraint with a parameter τ a , and if (42) and (43) below are satisfied, then the V-SMJLS (1) is EAS-stable Table I .
, and E f [N j (t, 0)] are dependent on both t and initial distribution f . Remark 2 shows that the entries containing f are bounded, therefore the effects of f on the above three expectations are limited. Example 2: Consider a V-SMJLS (1) M = N = 2:
Then, π [1] = [1/3 2/3] and π [2] [1] > 0 fulfills the sufficient condition of EAS stability [15, Lemma 2] , therefore the first sub-MJLS is EASstable. However, for the second sub-MJLS, the sufficient condition of the EAS stability in [15, Lemma 2] is not satisfied due to μ [2] < 0. Meanwhile, this sub-MJLS does not violate the necessary conditions of EAS stability [11, Theorem 5] . Thus, theoretically we are not able to assert that the second sub-MJLS is EAS stable or not.
From Theorem 2 and choose θ = −0.15, the system is EAS stable if r [1] /r [2] ≥ 7.303 and τ a > 9.993. Choose a piecewise constant periodic switching signal γ(t) satisfying the constraints of ADT obtained in Theorem 2 γ(t) = 2 t ∈ [nT, nT + 3) 1 t ∈ [nT + 3, nT + 26) where the period T = 26, n = 0, 1, 2, . . ., r [1] /r [2] = 7.667 and τ a = 13. Fig. 4 shows the V-SMJLS is EAS stable as stated by Theorem 2.
VI. CONCLUSION
This technical note studies almost sure stability of SMJLSs. The main contributions are: i) transient analysis of Markov process to obtain the expectations of the sojourn time, the activation number of any mode, and the switching number between any two modes and ii) two sufficient conditions of the exponential almost sure stability for a SMJLS where the transition rate matrix of Markov process changes when the deterministic switching function switches between different sub-MJLSs.
