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Taylor series for curves on submanifolds
Let V be a vector space and PV the associated projective space of lines through the origin in V . If x ∈ V we letx ⊂ V denote the line through x and [x] ∈ PV the corresponding point in projective space. If Z ⊂ PV is a set, we letẐ ⊂ V denote the corresponding cone in V .
We begin with some very general local differential geometry:
Lemma 2.1. Let X ⊂ PV be an analytic submanifold. Let [x 0 ] ∈ X and choose a splitting
(This is necessary because in affine and projective geometry the tangent and normal spaces are only well defined as quotient spaces of V .) Having done so, we may and will identify abstract and embedded tangent spaces. Let x(t) ⊂ V be an analytic curve onX such that x(0) = x 0 . Let
X denote the j-th Fubini form of X at [x 0 ] (see [13] p. 107 for a definition or one can use the coordinate definition given in the proof below). Write, in local coordinates
Then there exists a sequence of elements y 1 , y 2 , . . . ∈ T [x 0 ] X such that i.
ii. x 2 = F 2 (y 1 , y 1 ) + y 2 .
iii. x 3 = F 3 (y 1 , y 1 , y 1 ) + F 2 (y 1 , y 2 ) + y 3 . iv. In general,
Proof. First note that despite the choices of splittings, each term is well defined because of the lower order terms that appear with it. Also note that ii. is well known in the classical geometry of surfaces, where F 2 = II is the projective second fundamental form of X at [x 0 ]. Take adapted coordinates (w α , z µ ) such that [x 0 ] = (0, 0) and T [x 0 ] X is spanned by the first n coordinates (1 ≤ α ≤ n). Then locally X is given by equations
and
Now write out the vectors x j in components, substitute into (1) and compare powers of t. The result follows.
Let τ k+1 (X) denote the set of all points of the form [x 0 + x 1 + · · · + x k ], where the x j are as above, so τ 1 (X) = X and τ 2 (X) is the tangential variety of X, the union of all points on all tangent lines to X. Note that τ k (X) is not the k-th osculating variety for k > 2, and that the expected dimension of τ k (X) is kn. Let T k+1,[x 0 ] X denote the set of all points of the form [x 0 + x 1 + · · · + x k ] so τ k+1 (X) = ∪ [x 0 ]∈X T k+1,[x 0 ] X.
Components of σ k (X)
Let X ⊂ PV be a smooth projective variety. Let σ 0 k (X) denote the set of points in σ k (X)\σ k−1 (X) that may be written as the sum of k points on X. Given [p] ∈ σ k (X), there exist analytic curves p 1 (t), ..., p k (t) inX, such that for t = 0, [p(t)] := [p 1 (t) + · · · + p k (t)] is in σ 0 k (X) and [p(0)] = [p]. This is true because in the Zariski topology, a set that is open and dense is also dense in the classical topology. If one considers the set of honest secant P k−1 's as a subset of the Grassmanian of all P k−1 's in PV , this set is Zariski open and dense in its Zariski closure and therefore open and dense as a subset of the Zariski closure in the analytic topology.
The point p(0) is in the limiting k-plane corresponding to the first nonvanishing term in the Taylor series for [p 1 (t) ∧ p 2 (t) ∧ · · · ∧ p k (t)], considered as a a point in the Grassmannian G(k, V ) ⊂ P(Λ k V ). When taking a limit, there will be points q 1 , ..., q s such that each of the p j 's limits to one of the q α 's, e.g., p 1 (t), ..., p a 1 (t) limits to q 1 , p a 1 +1 (t), ..., p a 2 (t) limits to q 2 etc... We consider separately the limits L 1 of p 1 (t) ∧ · · · ∧ p a 1 (t), etc... Now assume that p i (0) is a general point of X for each i. (In particular, this assumption is automatic if X is homogeneous.) We say the limiting
e., if we may consider the limiting linear spaces associated to each of the q j 's separately. Otherwise we say the limiting k-plane is exceptional. An example of an exceptional limit is when there are two limiting points q 1 , q 2 , but q 2 is in the tangent space of q 1 . Another example of an exceptional limit is if at least three points go towards q 1 , q 2 ∈ T 3,q 1 X and T 3,q 1 X is not the entire ambient space.
3.1. Standard components for any variety. We first consider standard limits, so we may restrict our study to how a curves p 1 (t), ..., p a (t) can limit to a single point x. Write the Taylor series of p j (t) as
Consider first for simplicity the case a = 3. The first possible nonzero term is
). If this term is nonzero then p ∈ σ k−1 (X) because any point on such a plane is also on a line of the form x ∧ v with v ∈ T [x] X and so our three curves only really contribute as two. An easy exercise shows that if this term is zero then either all three terms must be a multiple of one of them, say x 1 1 or two must be equal, say x 2 1 = x 3 1 . But the second case also leads to p ∈ σ k−1 (X) when we examine the t 3 coefficient, so we must have all a multiple of x 1 1 . So the only type of term we can have is the span of
In other words, under the hypotheses that p / ∈ σ k−1 (X), the only possible limit is a point of τ 3 (X). Similarly for a = 4, the only possible limit is a point of τ 4 (X).
A new phenomenon occurs when a = 5. We may obtain a point of τ 5 (X) as above, but a second possibility occurs. Define τ 5 (X) ′ to be the union of all points in the span of x, x 1 , II(x 1 , x 1 ) + x 2 , y 1 , II(y 1 , y 1 ) + y 2 , where x 1 , x 2 , y 1 , y 2 ∈ T x X. In the notation of above, this will occur if
For the case where all six points limit to the same point there are three possibilities. The first case yields τ 6 (X). For the second, define τ 6 (X) ′ to be the union of all points in the span of x, x 1 , II(x 1 , x 1 ) + x 2 , F 3 (x 1 , x 1 , x 1 ) + II(x 1 , x 2 ) + x 3 , y 1 , II(y 1 , y 1 ) + y 2 where x 1 , x 2 , x 3 , y 1 , y 2 ∈ T x X. For the third, define τ 6 (X) ′′ to be the union of all points in the span of x, x 1 , II(
, where again, the x j and y j are points of T x X.
We now must take the span of s such points. In general, given algebraic varieties Y 1 , ..., Y s ⊂ PV , define their join J(Y 1 , ..., Y s ) ⊂ PV to be the Zariski closure of the union of all P s−1 's spanned by points y 1 , ..., y s with y j ∈ Y j .
From the above discussion, we obtain all standard components of σ 6 (X)\σ 5 (X) where X ⊂ PV is any variety as follows. (Note that these components will not in general be disjoint.)
(
3.2. Standard components for Seg(PA × PB × PC). In our case of X = Seg(PA × PB × PC), X is not only homogenous, but a compact Hermitian symmetric space of rank three. Its only nonzero differential invariants are the second fundamental form II = F 2 and the third fundamental form III (see [14] , theorem 4.1). The third fundamental form is the component of F 3 taking image in N x X/II(S 2 T [x] X) (see [13] , p. 96). Unlike the full F 3 , it is a well defined tensor III ∈ S 3 T * x X ⊗ (N x X/II(S 2 T [x] X)). Similar to the situation in lemma 2.1, we choose a splitting of N x X to make III take values in a subspace of N x X instead of a quotient space.
Having such simple differential invariants makes it possible to have normal forms for elements of each standard component. We may write any element of
, where all vectors are nonzero. Here and in what follows, the a j 's are elements of A, b j 's of B and c j 's of C, and we omit ⊗ in the notation for brevity. Any element of T p X may be written as (a 1 b 1 c 2 + a 1 b 2 c 1 + a 2 b 1 c 1 ), where we allow the possibility of some (but not all) of a 2 , b 2 , c 2 to be zero.
If
with the obvious choice of splitting;
Here are explicit normal forms for elements of each standard component when X = Seg(PA × PB × PC). Repetitions and zeros among elements of the sets {a j }, {b j } and {c j } are allowed as long as they do not force p into σ 5 (X).
( 
For an arbitrary variety, writing down all possible exceptional components is an intractible problem, but, again by the simplicity of the Segre, there are only two exceptional components of σ 6 (X)\σ 5 (X) and both occur in the case of two limit points. To see this, say there are two exceptional limit points p, q and all six curves limit to these. A priori the possible exceptional positions of p and q are that p ∈ T q X or that p ∈ T k,q X, for some k > 1. However, it is easy to see that an element of T k,q X cannot be decomposable unless either the "new" vector (denoted y k in the lemma) is zero, in which case we are reduced to a point of σ 5 (X), or all the Fubini forms occuring in the k-th term are zero and y k is decomposable -but in this case the k-th term is just a point of T q X and no new phenomenon occurs.
So say p ∈ T q X. A priori there could be five different types of limits, depending on the number of curves that limit to p and the number that limit to q. But p ∈ T q X implies q ∈ T p X, so by symmetry we are reduced to three cases, five points limiting to p and one to q, four to p and two to q, and three to each p and q. Without loss of generality take p = a 1 b 1 c 1 and q = a 1 b 1 c 2 ∈ T p X. If the x 1 term in the expansion for p is not equal to q, then nothing new can occur as the expansions won't interfere with each other (in fact one ends up with a point of σ 5 (X)).
In all cases, there is no ambiguity as to which terms in the Taylor expansions for p and q must contribute, as there is a unique choice of terms to wedge together that yield a term of lowest order.
Consider the case of 5 points limiting to p and one to q. In order to get something new we must have the first tangent vector to p be a 1 b 1 c 2 , as then we can use the first order term in the expansion of q. In this case we get a point of the following form, where 0's have been included where terms that ordinarily would not be zero are, e.g., the first zero represents 0 = II(a 1 b 1 c 2 , a 1 b 1 c 2 ). Also for clarity a redundant a 1 b 1 c 2 is included in double parentheses.
Here x ∈ τ 5 (X) ⊂ σ 5 (X), which can be seen by making the following substitutions:c 5 = c 5 + c 6 ,
If the limit to p is in τ 5 (X) ′ we obtain
Here we may setc 5 = c 5 + c 3 ,
Still another possibility exists if in the cases above, the tangent vector to q, namely (a 1 b 1 c 6 + a 1 b 6 c 2 + a 6 b 1 c 2 ) already appears as one of the terms in the expansion for p, in which case we get to examine another term in the Taylor series for q. This can happen when the limit to p is a point of τ 5 (X) and we have the coincidences c 6 = c 4 , b 6 = b 3 , a 6 = a 3 , a 4 , b 4 = 0. Under these circumstances we get
Call this case EX 1 . If the limit to p is a point of τ 5 (X) ′ there is no comparable term to cancel the term in the expansion for q.
One could try to make the [(a
] term also appear in the limit for p, but this again forces too much degeneracy.
We have now examined all possibilities for 5 curves coming together to one point. Now say the split between p and q is four/two. Again, if q is not the initial tangent vector to p we can get nothing new, and if it is, we obtain:
Call this case EX 2 . Now consider the case where the tangent vector to q occurs in the expansion for p:
Setc 6 = c 6 +c 4 ,c 5 = c 5 +c 2 , and we see that x ∈ σ 5 (X). Higher order dengerations are similarly eliminated.
Finally consider a 3-3 split. Assuming q is the first tangent vector to p in the expansion, we get
Letb 3 = b 3 + b 4 ,b 6 = b 6 +b 3 ,ã 3 = a 3 + a 4 ,ã 6 = a 6 +ã 3 , andc 6 = c 6 + c 4 and we see x ∈ σ 5 (X).
Assuming further coincidences similarly yields nothing new.
Case by case arguments
We will use variants of the proof of Proposition (17.9) in [7] , which is due to Baur. Since there is a misprint in the proof in [7] (a prohibited re-ordering of indices), we reproduce a proof here.
Theorem 4.1. If A is a simple k-algebra then the rank of the multiplication operator M A is ≥ 2dim A − 1.
Proof. Let n := dim A and express M A optimally as M A = α 1 ⊗ β 1 ⊗ c 1 + · · · + α r ⊗ β r ⊗ c r and assume, to obtain a contradiction, that r < 2dim A − 1. (We switch notation, working in A * ⊗ B * ⊗ C, using α i to denote elements of A * , and β i to denote elements of B * = A * .)
By reordering if necessary, we may assume α 1 , ..., α n is a basis of A * . Let b ∈ β n , β n+1 , ..., β r ⊥ be a nonzero element and consider the left ideal Ab. We have Ab ⊆ c 1 , ..., c n−1 . Let L ⊇ Ab be a maximal left ideal containing Ab and let n − m = dim L. Since dim Ab ≥ m (the minimal dimension of an ideal), at least m of the β 1 (b), ..., β n−1 (b) are nonzero (using again the linear independence of α 1 , ..., α n ). Reorder among 1, ..., n − 1 such that the first m are nonzero, we have c 1 , ..., c m ⊆ Ab (by the linear independence of α 1 , ..., α m ).
Note that β m , ..., β r span A * (otherwise let z ∈ β m , ..., β r ⊥ and consider the left ideal Az which is too small). In particular, restricted to L, a subset of them spans L * . We already know β m | L = 0 so we use that as a first basis vector. Let β i 1 , ..., β i n−m−1 be a subset of β m+1 , ..., β r such that together with β m , when restricted to L they form a basis of L * . Now let j 1 , ..., j r−n be a complementary set of indices such that {i 1 , ..., i n−m−1 } ∪ {j 1 , ..., j r−n } = {m + 1, ..., r} and take a ∈ α j 1 , ..., α j r−n ⊥ a nonzero element. Consider the right ideal aA ⊂ c 1 , ..., c m−1 , c m , c i 1 , ..., c i n−m−1 . For any y ∈ A, there exists w ∈ L such that β m (y) = β m (w) and β i f (y) = β i f (w) for 1 ≤ f ≤ n − m − 1, so ay − aw ∈ c 1 , ..., c m−1 . But since aw and the right hand side are both included in L, we conclude aA ⊆ L which is a contradiction as a left ideal cannot contain a nontrivial right ideal.
We now specialize to matrix multiplication of 2 × 2 matrices which we denote by M M ult. Let X = Seg(P 3 × P 3 × P 3 ). The theorem above implies M M ult / ∈ σ 0 6 (X). We now show it is not in any of the other possiblilities. Let A denote the algebra of two by two matrices. Note that all ideals of A must be of dimension two.
which we refer to as the first, second and third cases.
We first claim that α 1 , α 2 , α 3 , α 4 or β 1 , β 2 , β 3 , β 4 must be linearly independent. Otherwise, say both sets were dependent. Let a ′ ∈ α 1 , α 2 , α 3 , α 4 ⊥ , b ′ ∈ β 1 , β 2 , β 3 , β 4 ⊥ , we have a ′ A = Ab ′ = c 5 , c 6 , a contradiction. The same conclusion holds for the 4-ples of vectors with indices 1, 2, 5, 6, and those with indices 3, 4, 5, 6. (Here and in all arguments that follow, when we talk about finding vectors like a, a ′ , b, b ′ etc..., we mean nonzero vectors.)
We also note various independences among the c j 's. In case 3, c 1 , c 3 , c 5 must be independent as otherwise consider a ∈ α 1 , α 3 , α 5 ⊥ , b ∈ β 1 , β 3 , β 5 ⊥ . We have aA ⊆ c 1 , c 3 , c 5 and in fact equality by the linear dependence, but similarly for Ab, thus aA = Ab, a contradiction. In cases 1 and 2, c 3 , c 5 , c 6 must be independent as otherwise in case 1 we could consider a ∈ α 1 , α 2 , α 4 ⊥ and in case 2, a ∈ α 1 , α 2 , α 3 ⊥ . In both cases we get aA = c 3 , c 5 , c 6 but taking a corresponding b yields a contradiction as above.
Cases 1 and 2: without loss of generality we assume α 3 , α 4 , α 5 , α 6 are independent and consider b ∈ β 1 , β 2 , β 4 ⊥ in case 1, and b ∈ β 1 , β 2 , β 3 ⊥ in case 2. In both cases Ab ⊂ c 3 , c 5 , c 6 . In case 2 we have the following matrix mapping the coefficients of α 3 , α 5 , α 6 to the coefficients of c 3 , c 5 , c 6 :
and in case 1 the matrix is the same except β 3 (b) replaces β 4 (b). By the linear indepence of c 3 , c 5 , c 6 and α 3 , α 5 , α 6 , the matrix must have rank two. There are two subcases to consider depending on whether or not β 3 (b) = 0 in case 1 (resp. β 4 (b) = 0 in case 2).
Subcase 1: If β 3 (b) = 0 (resp. β 4 (b) = 0) then β 5 (b) = 0 and Ab = c 5 , c 6 . We claim that β 1 , β 2 , β 4 , β 5 (resp. β 1 , β 2 , β 3 , β 5 ) is a basis of A * as otherwise let b ′ ∈ β 1 , β 2 , β 4 , β 5 ⊥ (resp. b ′ ∈ β 1 , β 2 , β 3 , β 5 ⊥ ). We would have Ab ′ = c 3 , c 5 which has a one-dimensional intersection with Ab, thus a contradiction. Thus at least one of β 1 , β 2 , β 4 (resp. β 1 , β 2 , β 3 ) together with β 5 restricted to (Ab) * forms a basis of (Ab) * .
Say β 1 , β 5 gives the basis. Then take a ∈ α 2 , α 3 , α 4 ⊥ , we have aA ⊂ c 1 , c 5 , c 6 . But now for any y ∈ A there exists w ∈ Ab such that β 1 (y) = β 1 (w). Consider ay − aw ⊂ c 5 , c 6 = Ab. Since aw ∈ Ab we conclude ay ∈ Ab and thus aA ⊆ Ab, a contradiction. The argument is the same if β 2 , β 5 gives the basis, just change indices. In case 1, the argument is still the same if β 4 , β 5 gives the basis, again just change indices.
Say β 3 , β 5 gives the basis in case 2. Then take a ∈ α 1 , α 2 , α 3 ⊥ so aA ⊆ c 3 , c 5 , c 6 . Now use β 3 to show aA ⊆ c 5 , c 6 = Ab to again obtain a contradiction.
Subcase 2: If β 3 (b) = 0 (resp. β 4 (b) = 0) then β 5 (b) = 0 and β 6 (b) = 0 and Ab = c 3 , c 5 . We claim that β 1 , β 2 , β 3 , β 4 is a basis of A * as otherwise let b ′ ∈ β 1 , β 2 , β 3 , β 4 ⊥ to get a notrivial intersection Ab ∩ Ab ′ and a contradiction. Thus at least one of β 1 , β 2 , β 4 (resp. β 1 , β 2 , β 3 ) together with β 3 (resp. β 4 ) restricted to (Ab) * forms a basis of (Ab) * . Each case leads to a contradiction as in the first subcase, finishing the proof for cases 1 and 2.
Case 3: We first claim that α 1 , α 3 , α 5 are linearly independent. Otherwise consider a ∈ α 1 , α 3 , α 5 , α 6 ⊥ and a ′ ∈ α 1 , α 3 , α 4 , α 5 ⊥ . We would have aA = c 1 , c 3 , a ′ A = c 1 , c 5 with a nontrivial intersection and thus a contradiction. Now consider b ∈ β 1 , β 3 , β 5 ⊥ , so Ab ⊂ c 1 , c 3 , c 5 . We have the matrix
which must have rank two by the linear independence of c 1 , c 3 , c 5 and α 1 , α 3 , α 5 . By symmetry we may assume β 6 (b) = 0 so Ab = c 1 , c 3 and β 1 , β 3 , β 5 , β 6 are linearly dependent. We claim that β 1 , β 2 , β 3 , β 5 gives a basis of A * as otherwise we could find a b ′ ∈ β 1 , β 2 , β 3 , β 5 , β 6 ⊥ with Ab ′ = c 3 , a contradiction. Thus at least one of β 1 , β 3 , β 5 restricted to (Ab) * together with β 2 gives a basis of (Ab) * . Say β 1 , β 2 gives a basis. Then take a ∈ α 3 , α 5 , α 6 ⊥ so aA ⊂ c 1 , c 2 , c 3 . But c 2 appears in M M ult with coefficient α 1 β 1 so we may argue as above to see aA = c 1 , c 3 = Ab to obtain a contradiction. Similarly for β 3 , β 2 , using a ∈ α 1 , α 5 , α 6 ⊥ and the case of β 5 , β 2 using a ∈ α 1 , α 3 , α 5 ⊥ . This concludes the proof in case 3.
Proof. Assume otherwise that
for the first case and similarly for the other two cases. Let b ∈ β 1 , β 2 , β 3 ⊥ so Ab ⊆ c 4 , c 5 , c 6 . Note that c 4 , c 5 , c 6 must be linearly independent, as otherwise take a ∈ α 1 , α 2 , α 3 ⊥ and aA = Ab. Now consider the linear map M M ult(·, b). Assume for the moment that α 4 , α 5 , α 6 are linearly independent. With respect to bases c 4 , c 5 , c 6 and α 4 , α 5 , α 6 , the map M M ult(·, b) has matrix
It must have two-dimensional image, but this can occur only if β 4 (b) = 0, so we conclude Ab = c 4 , c 5 . But now take a ∈ α 1 , α 2 , α 3 ⊥ and the same argument, assuming β 4 , β 5 , β 6 are linearly independent, gives aA = c 4 , c 5 , a contradiction. Now say β 4 , β 5 , β 6 fail to be linearly independent and consider the family of ideals Ab ′ one obtains as b ′ ranges over β 4 , β 5 , β 6 ⊥ . These ideals must all be contained in c 1 , c 2 , c 3 hence they must be constant, otherwise we would have two left ideals with a nontrivial intersection. But that means either c 1 , c 2 , c 3 fail to be linearly independent, which gives a contradiction as usual, or α 1 , α 2 , α 3 fail to be linearly independent. But now if α 1 , α 2 , α 3 fail to be linearly independent, consider a ′ ∈ α 1 , α 2 , α 3 , α 4 ⊥ , we have a ′ A = c 4 , c 5 equaling Ab above and giving a contradiction unless α 4 , α 5 , α 6 also fail to be linearly independent.
Finally, assuming both α 4 , α 5 , α 6 and β 4 , β 5 , β 6 are dependent, consider, in the first two cases a ∈ α 3 , α 4 , α 5 , α 6 ⊥ andb ∈ β 3 , β 4 , β 5 , β 6 ⊥ and in the third caseã ∈ α 2 , α 4 , α 5 , α 6 ⊥ and b ∈ β 2 , β 4 , β 5 , β 6 ⊥ . In all cases we haveãA = Ab = c 1 , c 2 and thus a contradiction.
Proof. We use normal forms as in §3. Consider b ∈ β 1 , β 2 , β 3 ⊥ , so Ab ⊂ c 3 , c 4 , c 5 . Assuming α 3 , α 4 , α 5 are linearly independent, we get the same type of matrix as above and conclude β 4 (b) = 0 and Ab = c 3 , c 4 . If we also assume β 3 , β 4 , β 5 are linearly independent, taking a ∈ α 1 , α 2 , α 3 ⊥ we have aA = Ab a contradiction. If both α 3 , α 4 , α 5 and β 3 , β 4 , β 5 are linearly dependent, we may take a ′ ∈ α 3 , α 4 , α 5 , α 6 ⊥ and b ′ ∈ β 3 , β 4 , β 5 , β 6 ⊥ to get a ′ A = Ab ′ = c 1 , c 2 .
So assume β 3 , β 4 , β 5 are linearly dependent and α 3 , α 4 , α 5 are independent. Consider the family of elements b ′′ ∈ β 3 , β 4 , β 5 ⊥ so Ab ′′ ⊂ c 1 , c 2 , c 3 this gives a family of left ideals in c 1 , c 2 , c 3 but as above there must be just one ideal, which must be c 1 , c 2 as this is what one obtains for the element in β 3 , β 4 , β 5 , β 6 ⊥ . But this implies β 6 (b ′′ ) = 0 for all b ′′ ∈ β 3 , β 4 , β 5 ⊥ , i.e., β 6 ⊂ β 3 , β 4 , β 5 so now we may take, in the first case of the proposition b 0 ∈ β 2 , β 3 , β 4 , β 5 , β 6 ⊥ and b 0 ∈ β 1 , β 3 , β 4 , β 5 , β 6 ⊥ in the second to obtain a one-dimensional left ideal Ab 0 .
Proposition 4.5. M M ult / ∈ J(X, τ 5 (X)).
Proof. Let b ∈ β 1 , β 2 , β 3 ⊥ thus Ab ⊆ c 2 , c 3 , c 4 . As usual we must have c 2 , c 3 , c 4 linearly independent. Considering the linear map M M ult(·, b), the only α j 's that arise are α 2 , α 3 , α 4 and, assuming they are linearly independent, the 3 × 3 matrix will have zero determinant only if β 4 (b) = 0, but then Ab = c 1 , c 2 . Now consider a ∈ α 1 , α 2 , α 3 ⊥ , we see if β 2 , β 3 , β 4 are linearly independent we have aA = Ab a contradiction.
If say β 2 , β 3 , β 4 fail to be linearly independent, consider b ′ ∈ β 2 , β 3 , β 4 , β 5 ⊥ so Ab ′ = c 1 , c 2 . Now consider b ′′ ∈ β 2 , β 3 , β 4 , β 6 ⊥ . We have Ab ′′ ⊂ c 1 , c 2 , c 3 so it has a nonzero intersection with Ab ′ , hence a contradiction unless it equals Ab ′ . But examining the matrix, even without assuming independence of α 1 , α 2 , α 3 , the only way Ab ′′ = Ab ′ is if β 5 ⊂ β 2 , β 3 , β 4 , β 6 , and if this occurs we simply takeb ⊂ β 2 , β 3 , β 4 , β 5 , β 6 ⊥ to obtain a one dimensional ideal Ab = c 1 .
Proof. Let b ∈ β 1 , β 2 , β 3 ⊥ and consider the ideal Ab ⊂ c 1 , c 2 , c 3 . Again, c 1 , c 2 , c 3 must be linearly independent. If α 1 , α 2 , α 3 are also linearly independent, then the only way for Ab to be two dimensional is if β 4 (b) = 0. Thus Ab = c 1 , c 2 . The same reasoning applied to a ∈ α 1 , α 2 , α 3 ⊥ implies aA = c 1 , c 2 , a contradiction, so at least one of the sets α 1 , α 2 , α 3 , β 1 , β 2 , β 3 must be linearly dependent. Say just one set, e.g., β 1 , β 2 , β 3 fails to be linearly independent, then by the reasoning above β 4 ⊂ β 1 , β 2 , β 3 because β 4 (b) = 0 for all b ∈ β 1 , β 2 , β 3 ⊥ . But then there exists b ′ ∈ β 1 , β 2 , β 3 , β 4 , β 5 ⊥ yielding an ideal Ab ′ = c 2 , a contradiction.
Finally say both sets are dependent. Consider b ′′ ∈ β 1 , β 2 , β 3 , β 4 ⊥ and a ′′ ∈ α 1 , α 2 , α 3 , α 4 ⊥ . We have Ab ′′ = a ′′ A = c 1 , c 2 , a contradiction.
Proof. Consider b ∈ β 1 , β 2 , β 3 ⊥ in the first four cases and b ∈ β 1 , β 3 , β 5 ⊥ for the last. In all cases Ab is a fixed two dimensional ideal (e.g. c 2 , c 5 in the first) but taking a ∈ α 1 , α 2 , α 3 ⊥ in the first four cases and a ∈ α 1 , α 3 , α 5 ⊥ for the last yields the same two dimensional ideal, hence a contradiction.
Cases overlooked in the original article
Let X ⊂ PV be a projective variety and let p ∈ σ r (X). Then there exist curves x 1 (t), ..., x r (t) ⊂ X with p ∈ lim t → 0 x 1 (t), ..., x r (t) . We are interested in the case when dim x 1 (0), ..., x r (0) < r. In [1] it was mistakenly asserted that the only way for this to happen was for some of the points to coincide. In what follows I show that the cases I neglected to account for also cannot be matrix multiplication, filling the gap in the proof.
Use the notation x j = x j (0). Assume for the moment that x 1 , ..., x r−1 are linearly independent. Then we may write x r = c 1 x 1 + · · · + c r−1 x r−1 for some constants c 1 , ..., c r−1 . Write each curve x j (t) = x j + tx ′ j + t 2 x ′′ j + · · · where derivatives are taken at t = 0. Consider the Taylor series
If the t coefficient is nonzero, then p lies in the linear span of
. If the t coefficient is zero, we have c 1 x ′ 1 + · · · + c r−1 x ′ r−1 − x ′ r = e 1 x 1 + · · · e r−1 x r−1 for some constants e 1 , ..., e r−1 . In this case we must examine the t 2 coefficient of the expansion. It is
One continues to higher order terms if this is zero.
More generally, if only x 1 , ..., x p are linearly independent, use index ranges 1 ≤ j ≤ p, p + 1 ≤ s ≤ r and write x s = c j s x j (summation convention), then the first possible nonzero term in the Taylor series is
which (up to a sign) is the coefficient of t r−p .
Examples of such limits in the case of the Segre variety. We look for linear subspaces
where we fix embeddings
If strict inequality holds, we take a linear section of (2) to get an s-dimensional linear space. For example, if we take each d j = 1, we are just choosing linear subspaces
There are other examples, e.g., P 4 ∩ Seg(P 2 × P 2 ) is six (= deg(Seg(P 2 × P 2 ))) points for a generic P 4 .
Conditions for the t coefficient to be zero in the 3-factor Segre case. Write x r = ξ j x j , and assume x 1 , ..., x r−1 are linearly independent. Let x α =ã αbαcα for 1 ≤ α ≤ r. Let A ′ = ã α , write a ′ = dim A ′ , and let (a 1 , ..., a a ′ ) = (a i ) be a basis of A ′ . Writeã α = α i α a i . Do the same for B ′ , C ′ . We have the equations
We obtain the following equations relating a ′ j , a ′ r : (3) β If the t term vanishes, then there will be three types of vectors from A appearing in the t 2 term: elements of A ′ , the a ′ α that live in the solution space to (3) and appear as coefficients of II, and the a ′′ α which may span an N A dimensional subspace. 5.1. Some Lemmas. We assume a ′ ≤ b ′ ≤ c ′ and use notations as above.
Proof. All cases are similar, we write out ii. to give a sample calculation. We assume a ′ = b ′ = c ′ = 2 and derive a contradiction. For the first 3 points there are two possible normal forms:
, where a 1 , a 2 are linearly independent elements of A, α 1 , α 2 are constants and similarly for B, C. Write an unknown fourth point in the span of the first three in one of the normal forms
, expand out in monomials and see that there are no nontrivial solutions for the fourth point. If x 1 , . .., x r are limit points with x r = ξ j x j such that there exists curves x j (t) and T ∈ Sub 0 r,r,r ⊂ A ⊗ B ⊗ C such that T appears in the limiting r-plane which corresponds to the t coefficient of the Taylor expansion, then for any curves with these limit points such that the t coefficient is zero, the contribution of II to the t 2 coefficient must be such that The proof is straightforward. The following lemmas are consequences of the above lemmas: 
If there are p relations among the x s then at most p − 1 vectors which are independent as elements of A/A ′ can appear in II and III.
Matrix multiplication.
Throughout this section we assume without loss of generality that a ′ ≤ b ′ ≤ c ′ .
Write the matrix multiplication operator for two by two matrices as M = φ 1 + φ 2 , and assume φ 1 ∈ σ r , φ 2 ∈ σ 6−r and φ 1 is not in σ 0 r or any of the cases treated in [1] . We rule out the remaining cases. We must examine the cases r = 3, ..., 6.
5.3. Case r = 3. Any trisecant line to the Segre must be in it. Hence we may assume (a ′ , b ′ , c ′ ) = (1, 1, 2). Assume the first nonzero term is the t coefficient. We have
If any of the triples a 1 , a 11 , a 12 , b 1 , b 11 , b 12 , c 1 , c 2 , c 11 fail to be linearly independent, we use the S 3 action to make that space the target of M (say it is C, i.e., M : A * × B * → C). Take b ∈ Rkerφ 2 and a ∈ Lkerφ 2 and consider the maps M (·, b) = φ 1 (·, b) and M (a, ·) = φ 1 (a, ·). whereã ′ 1 = β 1 γ 1 a ′ 4 − β 1 γ 2 a ′ 3 − β 1 (γ 1 − γ 2 )a ′ 1 etc... If we take a nonzero b ∈ Lkerφ 2 , the map M (·, b) : A * → C must have rank four or two. We may require additionally thatb ′ 2 (b) = 0, in which case M (·, b) has rank at most three and therefore two. But then the only way to obtain a map of rank two is forb ′ 1 (b) = 0, and we have a nontrivial left ideal M (A * , b) = C ′ . But now consider a ∈ Rker(φ 2 , a 1 ). M (a, B * ) = C ′ and we have a contradiction.
From this normal form one can check directly that II ≡ 0 mod A ′ ⊗ B ′ ⊗ C ′ so there is no need to consider the case where the t coefficient is zero. 
