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Abstract
We present measurements of the E-mode polarization angular auto-power spectrum (EE) and temperature–E-mode
cross-power spectrum (TE) of the cosmic microwave background (CMB) using 150 GHz data from three seasons
of SPTpol observations. We report the power spectra over the spherical harmonic multipole range ℓ50 8000<
and detect nine acoustic peaks in the EE spectrum with high signal-to-noise ratio. These measurements are the most
sensitive to date of the EE and TE power spectra at ℓ 1050> and ℓ 1475> , respectively. The observations cover
500 deg2, a ﬁvefold increase in area compared to previous SPTpol analyses, which increases our sensitivity to the
photon diffusion damping tail of the CMB power spectra enabling tighter constraints on ΛCDM model extensions.
After masking all sources with unpolarized ﬂux 50> mJy, we place a 95% conﬁdence upper limit on residual
polarized point-source power of D ℓ ℓ C1 2 0.107 Kℓ ℓ 2p m= + <( ) at ℓ 3000= , suggesting that the EE damping
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tail dominates foregrounds to at least ℓ 4050= with modest source masking. We ﬁnd that the SPTpol data set is in
mild tension with the ΛCDM model (2.1s), and different data splits prefer parameter values that differ at the 1 s~
level. When ﬁtting SPTpol data at ℓ 1000< , we ﬁnd cosmological parameter constraints consistent with those for
Planck temperature. Including SPTpol data at ℓ 1000> results in a preference for a higher value of the expansion
rate (H 71.3 2.1 km s Mpc0 1 1=  - - ) and a lower value for present-day density ﬂuctuations ( 0.77 0.028s =  ).
Key words: cosmic background radiation – cosmological parameters – cosmology: observations – polarization
1. Introduction
Studies of the temperature ﬂuctuations of the cosmic
microwave background (CMB) have transformed our under-
standing of the early universe and how it has evolved over
cosmic time. From the largest angular scales to scales of
roughly seven arcminutes, satellite-based measurements over
the full sky of the angular power spectrum of CMB temperature
anisotropies are now cosmic variance limited (Bennett et al.
2013; Hinshaw et al. 2013; Planck Collaboration et al. 2016c).
Ground-based experiments have measured the temperature
power spectrum of small patches of the sky to arcminute scales
with high precision (Story et al. 2013; Das et al. 2014; George
et al. 2015).
The CMB is also polarized at the 10% level by local radiation
quadrupole ﬂuctuations during the epoch of recombination (Hu
& White 1997). CMB polarization is often decomposed into
even-parity E modes and odd-parity B modes (Kamionkowski
et al. 1997; Seljak & Zaldarriaga 1997). As with temperature
anisotropies, E modes are sourced by both scalar (density) and
tensor (gravitational wave) ﬂuctuations and are therefore
partially correlated with CMB temperature resulting in a nonzero
TE cross-power spectrum.
Foreground emission at typical CMB frequencies is also
partially polarized. At low multipole ℓ (large angular scales), the
main sources of foreground emission are Galactic dust and
synchrotron, which are both expected to be polarized at roughly
the same fractional level as the CMB (e.g., Planck Collaboration
et al. 2016a, 2016e). The contamination to E-mode measure-
ments from these foregrounds is expected to be at a similar level
to the contamination to low-ℓ temperature measurements. At
high ℓ (small angular scales), however, E-mode measurements
are expected to be fractionally less contaminated by foregrounds
than temperature measurements, because the typical fractional
polarization of high-ℓ foregrounds such as radio galaxies, dusty
galaxies, and the cosmic infrared background is expected to be
much less than 10% (Seiffert et al. 2007; Battye et al. 2011).
Recent measurements indicate that the E-mode auto-power
spectrum is free of signiﬁcant foregrounds at intermediate scales
to at least multipole ℓ 3600= with modest masking of
extragalactic sources (Crites et al. 2015, hereafter C15).
The relative lack of foreground contamination in the E-mode
auto-power spectrum and temperature–E-mode correlation
makes multipoles in the so-called “damping tail” of the CMB,
where anisotropy power is damped by photon diffusion during
recombination (Silk 1968), available for more precise cosmolo-
gical study. While the ΛCDM model is well constrained using
multipoles at ℓ 2000< (Planck Collaboration et al. 2016c),
ﬁtting cosmological models to additional acoustic peaks in the
TE and EE damping tails can act as a consistency test for the
ΛCDM paradigm. Furthermore, the polarization damping tails
are sensitive to additional physics not tested by the six-parameter
ΛCDM model. By including the effects of these phenomena in
models, one can check for consistency with theoretical
expectations or search for signs of tension that could hint at
new physics.
In recent years, great effort has gone in to measurements of
CMB polarization anisotropies. Several experiments have now
made high-ﬁdelity measurements of E modes and temperature–
E-mode correlation (e.g., Naess et al. 2014; POLARBEAR
Collaboration 2014; Keck Array and BICEP2 Collaborations
et al. 2015; Louis et al. 2017; Planck Collaboration et al.
2016c; C15). While measurements of the polarized angular
power spectra have yet to reach the sensitivity of those of the
temperature power spectrum, constraints on cosmological
models from polarization data are so far consistent with the
standard ΛCDM cosmological model (Naess et al. 2014; Louis
et al. 2017; Planck Collaboration et al. 2016d; C15). With
sufﬁcient sky coverage and sensitivity, however, the constrain-
ing power of CMB polarization measurements is expected to
surpass that of temperature measurements (Galli et al. 2014;
Louis et al. 2017).
In this paper, we report improved measurements of the
E-mode angular auto-power spectrum (EE) and the temper-
ature–E-mode cross-power spectrum (TE) using three seasons
of 150 GHz data taken with the SPTpol instrument (Auster-
mann et al. 2012). Measurements of the SPTpol B-mode auto-
power spectrum are the subject of a separate ongoing analysis.
The data cover 500 deg2, a ﬁvefold increase in survey area
from that used in C15. We extend the multipole range from
ℓ500 5000< to ℓ50 8000< , which signiﬁcantly
improves constraints on polarized extragalactic point-source
power. We also use the expanded multipole coverage and
increased sensitivity in the CMB damping tails to ﬁt several
extensions to the ΛCDM model.
The paper is structured as follows: In Section 2, we brieﬂy
describe the SPTpol instrument. We discuss the low-level data
processing and mapmaking pipeline in Section 3. In Section 4,
we outline the procedure for estimating unbiased CMB
polarization angular power spectra and their covariance from
biased measurements. We describe a suite of systematics tests
in Section 5. In Section 6, we present our measurements of the
EE and TE spectra. We describe our methodology for placing
cosmological constraints using these data in Section 7 and
report and interpret our results in Section 8. Finally, we state
our conclusions and look toward the future in Section 9.
2. The SPTpol Instrument
We installed the SPTpol receiver on the South Pole
Telescope (SPT) during the austral summer of 2011–2012.
The SPT is a 10 m off-axis Gregorian telescope located at the
Amundsen–Scott South Pole station that we designed for
dedicated measurements of the CMB (Padin et al. 2008;
Carlstrom et al. 2011). To complement the polarization-
sensitive receiver, we modiﬁed the telescope to reduce ground
pickup by installing a 1 m guard ring around the 10 m primary
and a small “snout” near prime focus at the top of the receiver
cabin in 2012. In 2013, before the second SPTpol observing
2
The Astrophysical Journal, 852:97 (31pp), 2018 January 10 Henning et al.
season commenced, we also installed larger “side shields” that
reach from either side of the guard ring to the front edge of the
telescope.
The SPTpol focal plane is composed of 1536 feedhorn-
coupled transition edge sensor (TES) detectors: 360 detectors
in 180 polarization-sensitive pixels at 95 GHz, and 1176
detectors in 588 polarization-sensitive pixels at 150 GHz.
More details about the design and fabrication of the 95 and
150 GHz pixels can be found in Sayre et al. (2012) and
Henning et al. (2012), respectively. The detectors are opera-
ted in their superconducting transitions at 500~ mK, and we
use superconducting quantum interference device (SQUID)
ampliﬁers and a digital frequency-domain multiplexing read-
out system (de Haan et al. 2012; Dobbs et al. 2012) to record
detector time-ordered data. In this analysis, we use data from
the 150 GHz detectors. We include data from 95 GHz only
when deﬁning point sources to mask during data processing.
The full 5 yr, two-frequency SPTpol data set will be used in
future work.
3. Observations and Data Reduction
In this section, we describe the observations of the SPTpol
500 deg2 survey ﬁeld. We follow with a description of the data
processing pipeline that starts with detector time-ordered data
and ends with a set of 125 maps we use to estimate the CMB
temperature and polarization power spectra.
3.1. Observations
The SPTpol survey ﬁeld is a 500 deg2 patch of sky spanning
4 hr of right ascension, from 22 hr to 2 hr, and 15 degrees of
declination, from −65° to −50°. The ﬁeld also overlaps the
survey region of the BICEP/Keck series of experiments (e.g.,
Keck Array and BICEP2 Collaborations et al. 2015). We
include measurements from three seasons of dedicated CMB
observations during which the Sun was below the horizon or
far from our observing ﬁeld: 2013 April 30–2013 November
27, 2014 March 25–2014 December 12, and 2015 March
27–2015 October 26. Over 9087 hr of dedicated observations,
the ﬁeld was independently mapped 3491 times. A fourth
season of observations on this ﬁeld ended in 2016 September,
but these data are currently under study and are not included in
this analysis.
A single observation of the ﬁeld consists of either 106 or 109
constant-elevation raster scans depending on the observing
strategy discussed below, with the telescope ﬁrst scanning right
and then left. After each right/left scan pair, the telescope
makes a step in elevation of either 9.2¢ or 9.0¢ before making
another set of paired scans. This process repeats until the ﬁeld
is completely mapped once, and we deﬁne the corresponding
set of scans as a single “observation.”
Over the observation period covered here, we used two
strategies to observe the ﬁeld, “lead-trail” and “full-ﬁeld”
observing. From the beginning of observations through 2014
May 29, we mapped the ﬁeld using an azimuthal lead-trail
strategy, similar to that described in C15. In this observing
mode, the ﬁeld is split into two equal halves in right ascension,
a “lead” half-ﬁeld and a “trail” half-ﬁeld. The lead half-ﬁeld is
observed ﬁrst over a period of 2 hr, followed immediately by a
2 hr trail half-ﬁeld observation, with the scan speed and
elevation steps deﬁned such that the lead and trail observations
occur over the same azimuth range. For lead-trail observations,
we scan the half-ﬁelds at a rate of 1.09 degrees per second in
azimuth, or 0.59 degrees per second on the sky at the central
declination of the ﬁeld. To increase sensitivity to larger scales
on the sky, on 2014 May 29 we switched to mapping the ﬁeld
with a full-ﬁeld strategy, where constant-elevation scans are
made across the entire range of right ascension of the ﬁeld over
a 2 hr period. To reduce noise at low multipoles, corresponding
to larger scales on the sky, we increased the scanning speed to
2 degrees per second in azimuth, or 1.1 degrees per second on
the sky. Higher scanning speeds move sky signals of interest to
higher temporal frequencies, away from instrumental f1 noise.
In addition to CMB ﬁeld observations, we also routinely take
a series of measurements for calibration and data quality
control. See Schaffer et al. (2011) and C15 for more details.
3.2. Time Stream Processing
The raw data are composed of digitized, time-ordered data,
or “time streams,” for each detector in the focal plane. These
time streams are ﬁltered before making maps to remove low-
frequency signal from the atmosphere, instrumental f1 noise,
and scan-synchronous structure, as well as to reduce high-
frequency signals that could alias down into the signal band
when binning.
We Fourier-transform the time streams to apply a low-pass
ﬁlter and to downsample the data by a factor of 2 to reduce
computational requirements. Three harmonics of two spectral
lines originating from the pulse tube coolers, needed to cool the
instrument to cryogenic temperatures, are notch-ﬁltered at this
time. We calculate the ﬁltered detector power spectral densities
(PSDs) to determine inverse-noise-variance weights for
mapmaking.
On a scan-by-scan basis, we subtract Legendre polynomial
modes from each detector’s time stream. For lead-trail
observations, we perform a ﬁfth-order polynomial subtraction,
while we use a ninth-order polynomial subtraction on full-ﬁeld
observations since the observations are twice as long in right
ascension. This ﬁltering step performs an effective high-pass
ﬁlter on the data at ℓ 50~ in the scan direction, which sets the
lower multipole bound for this analysis. (Since the telescope is
located at one of the geographic poles and each scan is
performed at a constant elevation, time stream ﬁltering only
removes modes in the direction of the scan on the sky, i.e.,
from right ascension.) Additionally, if during a scan a detector
passes within 5¢ of an extragalactic source with unpolarized
ﬂux 50> mJy at either 95 or 150 GHz, the relevant time stream
samples are masked during polynomial ﬁltering. To remove
power from higher multipoles that would alias into the signal
band through map pixelization, we also perform a temporal
frequency low pass on the time streams that corresponds to
ℓ 11,000= in the telescope scan direction.
3.3. Cross-talk
SPTpol detectors are read out using a digital frequency-
domain multiplexing system. Each detector is part of an LCR
resonant circuit with 12 resonant channels, which we refer to as
a “resonant comb.” The ﬁnite width and spacing of these
resonances, as well as inductive coupling between readout
elements, cause cross-talk between detectors read out on the
same resonant comb, and to a lesser degree different resonant
combs: when a detector scans over a bright source, another
detector with a neighboring resonant frequency sees a negative
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scaled copy of the source, typically at the 1% level. Averaging
over many detectors, the effect of cross-talk is a multipole-
dependent multiplicative correction to the measured power
spectra. In C15, we estimated this cross-talk correction from
simulations and applied the correction to the power spectra at
the end of the analysis.
In this analysis, we choose to correct cross-talk at the
detector time stream level. We measure the detector–detector
cross-talk matrix X using frequent calibration measurements of
the Galactic H II region RCW38. For each full observation
we make single-detector maps and compare them to detector-
speciﬁc templates we generate by offsetting and scaling a
focal-plane-averaged template of RCW38. We ﬁt each single-
detector map as a linear combination of templates from
possibly cross-talking detectors. The coefﬁcients of these ﬁts
populate our cross-talk matrix. We ﬁnd excellent temporal
stability in the cross-talk matrix across an observing season and
use its average when cleaning time streams.
As the ﬁrst step in time stream processing for all
observations, we reconstruct the cross-talk-corrected time
streams d,
d X d. 11= - ˆ ( )
Before correcting for cross-talk, we observe high signal-to-
noise ratio copies of RCW38 in maps. After the above
correction, we see no evidence of negative-cross-talking
artifacts, demonstrating at least an order of magnitude
suppression of cross-talk. As this is a O 1%( ) effect and we
suppress it by at least a factor of 10, we neglect any uncertainty
on the correction and proceed in the processing steps described
in this section assuming that the time streams are clean of
cross-talk.
3.4. Data Quality Cuts
We cut data based on both the performance of detectors and
the overall observation quality, which we discuss below.
3.4.1. Detector Cuts
We make the same series of detector data cuts as those made
in C15. We refer the reader to that work for more details and
summarize here. For each scan of each detector, time streams
are ﬂagged and removed if a “glitch” is detected. Glitches
could be sudden spikes caused by cosmic-ray hits or discrete
DC jumps attributed to changes in SQUID bias point. A
detector’s time stream of a given scan is also removed from the
analysis if the scan’s rms noise is 5 s above or below the
median of all detectors during an observation. We cut 8.9% of
all scans in this manner.
A second round of cuts is performed at the detector level,
removing all data from a single detector for an entire
observation. Detectors with anomalously high or low noise in
the 1–3 Hz frequency band are ﬂagged for removal. Addition-
ally, any detectors with low signal-to-noise ratio in either of
two regular calibration observations—elevation dips (100 s
minimum) and response to an internal source (10 s minimum)
—are cut. Finally, we remove data from the polarized-pixel
partner of any detector that is itself cut. On average, 864 of the
1176 150 GHz detectors survive detector cuts, which includes
unavoidable cuts from fabrication and readout yield.
3.4.2. Observation Cuts
We apply an additional round of data cuts in this analysis to
single-observation maps in order to reduce polarized noise at
large angular scales in the map power spectra. Rather than de-
weight high-noise maps, we conservatively choose to cut them
to avoid possible systematic contamination. We construct a
statistic ξ that quantiﬁes excess power at ℓ 300< in Stokes Q
and U maps from a given observation,
N
N
log
median
, 2ℓ
XX
ℓ
ℓ
XX10
300x = á ñ <⎛⎝⎜
⎞
⎠⎟( ) ( )
where XX QQ UU,Î { } and NℓXX are auto-power noise spectra,
created by differencing Q and U maps made from left-going
scans and from right-going scans. By cutting maps with
anomalously high low-ℓ power, we reduce low-ℓ noise at the
expense of slightly increasing the overall noise level. We
choose to cut an observation if 1.0x > for either the Q or U
map. Out of 4127 total observations (lead half-ﬁeld maps, trail
half-ﬁeld maps, and full-ﬁeld maps), 501 are removed from the
data set, which increases noise at ℓ 1000> by 10%~ but
reduces noise at ℓ 100< by 60%.~
3.5. Pre-map Calibration
We apply a series of calibrations to the data to transform
from raw detector time stream units to thermodynamic
temperature units KCMBm , indicating the equivalent intensity
ﬂuctuations for a 2.73 K blackbody. We also apply in-pixel
calibration between detectors within a polarization-sensitive
pair, as well as a polarization calibration to deﬁne detector
polarization angles and efﬁciency. A temperature calibration
step is also applied to maps, but we save its discussion for
Section 4.5.2.
3.5.1. Relative Calibration
We ﬁrst convert detector time streams to measured on-sky
power using the recorded detector voltages while in operation.
We then calibrate the detector response amplitudes, or gains, to
KCMBm using measurements of an internal calibrator and
RCW38 following the procedure described in detail in Schaffer
et al. (2011). We refer the reader to that work for more details.
3.5.2. In-pixel Gain Calibration
We also perform a relative gain correction between two
detectors in the same polarization-sensitive pixel. This step is
meant to reduce noise in the differenced detector time stream,
particularly at low temporal frequencies, which in turn
decreases polarization noise at large angular scales on the
sky. For each right/left scan pair, we calculate the Fourier-
transform amplitudes between 0.1 and 0.3 Hz of the right-
going minus left-going time streams. For two transformed
detector time streams in a polarization-sensitive pair, X
~
and Y,
we calculate the relative pixel gain factors a and b that
minimize the differenced power while keeping the total power
the same:
aX bY aX bY X Ymin , where . 32 2 2- + = +~ ~ ~  ( ) ( ) ( ) ( )
These per-scan gain factors are averaged across an entire
observation and then applied to the detector time streams.
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3.5.3. Polarization Calibration
To reconstruct maps of Stokes Q and U polarization, we
require accurate measurements of each detector’s polarization
angle θ and polarization efﬁciency ph . Let us assume that the
time stream d of a detector can be written as
d G I Q U , 4Q Uh h= + +( ) ( )
where G is an overall normalization or gain, I, Q, and U are the
Stokes polarization parameters, and Qh and Uh are the fractional
responses of a detector to Stokes Q and U, respectively. Then
we deﬁne the polarization angle θ and efﬁciency ph for that
detector as
1
2
arctan ,
2
1
. 5U
Q
Q U
Q U
p
2 2
2 2
q hh h
h h
h h
= =
+
+ +
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟ ( )
We take measurements of an external polarized calibrator to ﬁt
for Qh and Uh and determine θ and ph for each detector. See
C15 and Keisler et al. (2015) for more details. The median
statistical error in detector angle per detector is 0 .5 , and across
all 150 GHz detectors ph averages 97%±2%. Additionally,
while ﬁtting cosmological models to the data, we allow the
average polarization efﬁciency to vary. See Section 7.3 for
more details.
3.6. Maps
We combine detector time streams into maps with square 0.5¢
pixels using the oblique Lambert azimuthal equal-area projec-
tion. Forming maps from detector time streams follows the
same procedures discussed in C15 and Keisler et al. (2015),
which are similar to those described in Couchot et al. (1999)
and Jones et al. (2007). We review the process here.
First, inverse-variance detector time stream weights w are
constructed from detector polarization efﬁciency ph and the rms
noise amplitude n in the 1–3 Hz range during an observation:
w np
2hµ ( ) . If weights were calculated for each detector
independently, the in-pixel calibration would be nulliﬁed. For
this reason, we assign the same weight, calculated as one over
the average noise power in the 1–3 Hz band,
w n n1 ,X Y
2 2µ á ñ( ) , to both detectors within a pixel.
We then combine detector time streams using telescope
pointing, as well as detector polarization angles θ and weights
w. For the ith detector with time stream di and polarization
angle iq , the contribution to pixel α of the weighted T, Q, and U
maps is
T A w d
Q A w d
U A w d
cos 2
sin 2 , 6
i
W
t
ti i ti
i
W
t
ti i ti i
i
W
t
ti i ti i
å
å
å
q
q
=
=
=
a a
a a
a a ( )
where t indexes time stream samples and Atia is a matrix that
encodes during which time samples t detector i was pointing at
pixel α.
We also construct a 3×3 weight matrix Wa for each pixel
by summing over the weight contributions from each detector.
The weight matrices encode the T, Q, and U weights, as well as
correlations between the three measurements. See Keisler et al.
(2015) for more details. We obtain an estimate of the
unweighted maps by inverting the weight matrix for each pixel:
T Q U W T Q U, , , , . 7W W W1=a a a a a-{ } { } ( )
After unweighting the maps, we redeﬁne Q and U by
rotating polarization angles by y a( ) set by the chosen map
projection,
Q iU e Q iU , 8i¢ + ¢ = +y a-( ) ( ) ( )( )
where the polarization angles for the primed maps are deﬁned
on ﬂat skies and the angles for unprimed maps are deﬁned on
curved skies. This procedure ensures that the deﬁnition of the
Stokes parameters is consistent across a map regardless of its
projection.
Lastly, we combine the Stokes Q and U maps in Fourier
space to generate Fourier maps of E-mode polarization
(Zaldarriaga 2001),
E Q Ucos 2 sin 2 , 9ℓ ℓ ℓ ℓ ℓf f= + ( )
where ℓ ℓ ℓ,x y= ( ), ℓℓ = ∣ ∣, and ℓ ℓarctanℓ y xf = . This equation
assumes the ﬂat-sky approximation, in which we replace
spherical harmonic transforms with Fourier transforms by
assuming uℓ 2p= ∣ ∣, and where u is the Fourier conjugate of
small angles on the sky.
3.6.1. Map Bundles
Individual maps of the ﬁeld, from either one lead-trail pair or
a single full-ﬁeld observation, have nonuniform coverage due
to elevation steps and cut time stream data. The resulting map
pixel weight matrix Wα can be ill behaved during inversion and
nonuniform across observations. To regularize the weight, we
choose to combine the data set into 125 map “bundles.” Lead-
trail pairs and full-ﬁeld observations are each grouped
separately into 125 bundles. The lead-trail bundle set is
generated by ordering the observations chronologically and
adding single maps until the combined weight is 1/125 of the
total lead-trail observation weight, at which point the next
bundle is started. The full-ﬁeld bundle set is calculated
similarly. Using this procedure, we ﬁnd only a 2.3% rms
variation in bundle weights. The lead-trail and full-ﬁeld
bundles are then matched sequentially to form 125 total
bundles, each with contributions from lead-trail and full-ﬁeld
observations that span the 3 yr observing period.
The resulting 125 bundles are the basic input to the power
spectrum analysis described in Section 4. However, for
illustration purposes we can combine them to form a single
map that contains all data that pass cuts. Figures 1–3 show the
T, Q and U, and E-mode maps for the 500 deg2 survey ﬁeld,
respectively. We have smoothed the polarization maps by a 4¢
FWHM Gaussian. Note that in Figure 2 we have not accounted
for polarization rotation caused by the map projection, while
we have in Figure 3. The Q map shows a clear stripe pattern
along lines of constant right ascension and declination, while
the U map shows similar striping 45  from the coordinate
lines. These patterns are indicative of E-mode polarization,
which we measure with high signal-to-noise ratio. To
demonstrate this, we also plot noise maps for temperature
and E modes, which we generate by splitting the bundles into
two sets chronologically, subtracting them, and dividing by 2 to
show the effective noise level in the combined data set.
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After data and map cuts, the SPTpol 500 deg2 ﬁeld reaches
an average polarization map depth of 9.4 Km -arcmin in the
multipole range ℓ1000 3000< < . This is similar in depth to
the 100 deg2 polarization analysis of C15 but covers ﬁve times
more sky, which decreases power spectrum uncertainties by
more than a factor of 2. We plot the temperature and E-mode
polarization noise spectra in Figure 4 after correcting for
ﬁltering in the analysis pipeline (see Section 4.4) and
calibration (see Sections 4.5.2 and 7.3). The polarization noise
is white at ℓ 1000> but rises at larger scales, by an order of
magnitude at ℓ 50= . At these noise levels our TE and EE
polarization spectra are dominated by sample variance at
ℓ 1000 , so we do not pursue further noise improvements in
this analysis.
We use minimal time stream ﬁltering to maintain sensitivity
at large scales in the polarization power spectra. This analysis
choice leads to the temperature noise spectrum being
dominated by atmospheric noise at large scales. Aliasing of
the atmospheric noise by our scan strategy also contaminates
the temperature noise at higher ℓ. An analysis designed to
measure the temperature power spectrum with low noise
requires more aggressive time stream ﬁltering, which would
restrict the useful multipole range of the analysis. Here we
choose to focus on the TE and EE power spectra and recover
modes at larger scales at the cost of higher temperature noise.
4. Power Spectrum
We now discuss how we calculate TE and EE angular power
spectra from the map bundles constructed in the previous
section. First, we describe a bundle–bundle cross-spectrum
formulation we use to avoid noise bias. Second, we outline a
pseudo-Cℓ procedure we use to clean the spectra of bias
introduced by our observation and analysis procedures. Third,
we outline the calculation of each source of bias in the pseudo-
Cℓ framework. Fourth, we discuss some additional cleaning
Figure 1. SPTpol 500 deg2 T signal (top) and noise (bottom) maps. The noise maps are obtained by subtracting data of the ﬁrst half from data of the second half of the
set of bundles and dividing by 2 to reﬂect the effective noise level of the entire data set.
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procedures we apply to the unbiased spectra. Finally, we
describe the calculation of the bandpower covariance matrix.
4.1. Cross-spectra
As in C15 and other SPT analyses, we choose to calculate
power spectra with a cross-spectrum approach to avoid noise
bias (Polenta et al. 2005; Tristram et al. 2005) and follow the
framework laid out in Lueker et al. (2010). The map bundles
mXi , where X T E,Î { } and i indexes bundle number, contain
true sky signal and noise. Since each bundle has an
independent realization of noise, calculating cross-spectra
between pairs of bundles m m,i j( ), where i j¹ eliminates the
noise bias one would incur calculating the auto-spectrum of a
map containing the entire data set. While each bundle has
higher noise than a single combined map, and thus each
bundle-pair cross-spectrum is noisier than the combined-map
auto-spectrum, for a sufﬁcient number of bundles the average
over all possible bundle-pair cross-spectra approaches the
sensitivity of the combined-map auto-spectrum. Additionally,
the noise penalty from ignoring the bundle auto-spectra is
negligible, as they represent a small fraction of the total
available bundle-pair spectra.
When calculating cross-spectra Cℓ
XY , we use the ﬂat-sky
approximation. Here the overhat denotes a biased, or “pseudo,”
quantity. We multiply the bundles by an apodization and point-
source mask and zero-pad the maps before calculating their
Fourier transforms mℓ i
X
, .
Next, we calculate the average cross-spectra between two
bundles i and j within ℓ-bins b,
D
ℓ ℓ
m m
1
2
Re . 10ℓ ℓb
XY
i
X
j
Y
ℓ b
, ,*p=
+
Î
  ( ) [ ] ( )
With 125 bundles there are 7750 independent cross-spectra
with i j¹ , which we average to obtain one-dimensional
Figure 2. Top: map of Stokes Q. Bottom: map of Stokes U. The clear striping along lines of constant right ascension and declination in Q and 45  striping in U are
indicative of high signal-to-noise ratio E modes. The maps have been smoothed by a 4¢ FWHM Gaussian.
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estimates of the binned pseudo-power spectrum Db
XY , which
we refer to as “bandpowers.”
4.2. Pseudo-spectra to Spectra
Finite instrument resolution, time stream ﬁltering, map res-
olution, and masking all make the measured spectra Db
XY
biased estimates of the true XY spectra. As in previous SPT
analyses, we follow the pseudo-Cℓ MASTER method of Hivon
et al. (2002) to estimate the unbiased and binned power spectra.
We relate Db
XY to the unbiased bandpower estimates DXYb by
D K D . 11b
XY
bb b
XY= ¢ ¢ ( )
The kernel Kbb¢ encodes a series of operations performed on the
true spectra during observations and analysis. It can be
expanded into constituent operations as
W
K P Q
P M F B Q , 12
bb bℓ ℓℓ ℓ b
bℓ ℓℓ ℓ ℓ ℓℓ ℓ b
2
=
=
¢ ¢ ¢ ¢
¢ ¢ ¢ ¢ ¢ ¢( [ ] ) ( )
where we perform element-wise multiplication over ℓ¢ when
calculating ℓℓ ¢ and follow Einstein summation notation
otherwise. Here WMℓℓ¢[ ] accounts for coupling between
Fourier modes due to the sky mask W , Fℓ is the ﬁlter transfer
function that accounts for time stream processing and map
pixelization, and Bℓ is the Fourier transform of the SPTpol
instrument δ-function response or “beam.” As deﬁned in Hivon
et al. (2002), Pbℓ is the binning operator, which takes
independent multipoles ℓ and bins them into bandpowers b,
while Qℓb is its reciprocal operator. We ﬁnd the unbiased
Figure 3. SPTpol 500 deg2 E-mode signal (top) and noise (bottom) maps. The Fourier transforms of the Q and U maps shown in Figure 2 are combined to form E
modes, which are inverse Fourier transformed to generate an E-mode map. Both maps have been smoothed by a 4¢ FWHM Gaussian.
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estimates of the true spectra by inverting Kbb′,
D K D . 13b
XY
bb b
XY1= ¢- ¢ ( )
In Sections 4.3–4.5 we describe the calculation of the mode-
coupling matrix WMℓℓ¢[ ], the ﬁltering transfer function Fℓ, and
the beam Bℓ, respectively.
4.3. Map Apodization and Mode Coupling
To reduce ringing in Fourier space from sharp edges at the
survey boundary, we apply an apodization mask W before
Fourier-transforming the bundles. We also use this step to mask
bright point sources in the survey region. For each bundle, we
ﬁnd the region where the weight is greater than 30% of the
median weight. The intersection of these areas for all bundles is
then apodized with a 15¢ cosine taper to deﬁne the apodization
mask. We also mask all point sources with unpolarized ﬂux
50 mJy> at 95 or 150 GHz with a10¢ disk and10¢ cosine taper.
The effective area of the mask W is 490.2 deg2.
Masking the full sky couples otherwise-independent Fourier
modes. We analytically calculate the mode-coupling matrix
WMℓℓ¢[ ] following the description in Appendix A of Hivon
et al. (2002) and the Appendix of C15. Mode-coupling matrices
are calculated independently for the TT, TE, and EE spectra.
Mode coupling can also leak B to E modes; however, we ignore
this term under the assumption that power in BBEE  .
Finally, to conserve Fourier-space power when applying the
apodization and point-source mask, the mode-coupling
matrices are normalized by the second moment of the mask,
W WM d r w
1
, 14
ℓ
ℓℓ
2 2
2òå = W º¢ ¢[ ] ( )
where Ω is the area of a map in steradians.
We test the ﬁdelity of our analytic mode-coupling matrix
calculation using full-sky simulations. In particular, we want to
test the effect of the ﬂat-sky approximation on large angular
scales. These simulations will test for any errors in the analytic
calculation, however. We generate a HEALPix realization
(Górski et al. 2005) of the full sky from spectra limited to a
small range of input multipole ℓ 5D = . We then multiply the
sky realization by our apodization mask W before calculating
the power spectrum using spherical harmonic transforms. The
ratio of the input spectrum to the output spectrum reveals to
what multipoles ℓ the power from the limited ℓ 5D = input
range is mixed by masking the map. This process is repeated
for each ℓ 5D = input range from ℓ0 500< < to construct
one realization of the mode-coupling matrix. We make 400
realizations of the mode-coupling matrix in this way and
compare their average to the result of the ﬂat-sky analytical
calculation at ℓ0 500< < . We ﬁnd that the two calculations
are in good agreement, so we proceed in using only the ﬂat-sky
analytical solution for the mode coupling when unbiasing
bandpowers.
4.4. Transfer Function
Our mapmaking procedure is a lossy process that does not
recover all modes of the true sky. We lose information during
time stream ﬁltering, as well as when we bin data into map
pixels. In order to obtain an unbiased estimate of the on-sky
power spectrum, we must determine what the loss is and
account for it. In the MASTER formalism, this loss is
quantiﬁed by the ﬁltering transfer function Fℓ
X , where
X TT, EE, TEÎ { }. We calculate FℓX by creating 300 simu-
lated skies, which we process into spectra, replicating each step
in the analysis pipeline. We generate the sky realizations using
the best-ﬁt theory of the PLIKHM_TT_LOWTEB_LENSING
Planck data set to deﬁne the CMB spectra (Planck Collabora-
tion et al. 2016b). Gaussian realizations of foreground power
are also added to the simulated skies. We deﬁne the foreground
parameters and summarize their priors in Section 7.2. After
convolving the skies with the SPTpol beam, we “mock-
observe” each realization, generating noiseless time streams by
“scanning” the skies using the recorded pointing information
for each of the 3626 observations that pass data quality and
map cuts. The resulting time streams are then processed
identically to the real data to generate 300 sets of simulated
map bundles.
Following the prescription of Hivon et al. (2002), we
calculate Fℓ
X from the mock-observed spectra using an iterative
approach. The ﬁrst iteration is the ratio of the mean simulated
spectra over the input theoretical spectrum,
F
C
w C B
. 15ℓ
X ℓ
X
ℓ
X
ℓ
,1
,sim
2 ,th
2
= á ñ

( )
We then iteratively remove mode coupling:
F F
M F C B
w C B
. 16ℓ i
X
ℓ i
X ℓℓ ℓ i
X
ℓ th ℓ
ℓ ℓ
, 1 ,
, ,
2
2 ,th
2
= ++ ¢ ¢ ¢ ¢ ( )
We ﬁnd that the calculation converges after two iterations.
We plot the 1D and 2D Fourier-space transfer functions in
Figure 5. Since time stream ﬁltering only removes modes along
the scan direction in a map, we calculate the 2D transfer
function from mock-observed simulated maps in the Sanson–
Flamsteed projection. In this projection, the Fourier conjugate
of the scan direction is purely ℓx. We see in Figures 5(a) and (b)
that ﬁltering predominantly removes modes at ℓ 50x < .
Additionally, the low-pass ﬁlter and map pixelization remove
some information at higher ℓx. The same information can be
read off from the geometric mean of the azimuthally averaged
1D TT and EE transfer functions in Figure 5(c), now properly
calculated from simulated maps in the oblique Lambert
Figure 4. SPTpol 500 deg2 TT (blue) and EE (red) noise spectra. The left-hand
labels give the noise in units of K2m , while the right-hand labels give the
equivalent map depth in μK-arcmin.
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azimuthal equal-area projection and corrected for mode
coupling. Finally, we note that while our ﬁltering is
nonisotropic, we are ultimately unbiasing azimuthally averaged
1D power spectra, and the 1D transfer function captures the
mean loss of modes in a given azimuthal bin.
To avoid the numerical complications introduced by zero-
crossings in the TE spectrum, we set Fℓ
TE to the geometric mean
of the TT and EE transfer functions. Unlike a transfer function
constructed to recover a TE spectrum with zero crossings at
speciﬁc multipoles, this approximation is applicable to any
cosmology. We ﬁnd that this approximation introduces a bias
to our constraints on the angular scale of the sound horizon MCq
as discussed in Section 5.2, although it is small compared to
our parameter errors.
4.5. Beam Function and Map Calibration
To properly calibrate the measured angular power spectra, we
must understand the optical response of the system. We need to
know both the differential response as a function of angle from
boresight, otherwise known as the beam, and the absolute
response, or the absolute calibration. In this section, we describe
how we measure the beam using Venus. We cross-check the
beam on small angular scales by ﬁtting radio sources in the ﬁeld
and on large scales by comparing to Planck data. In the process,
we also determine a map calibration factor that matches SPTpol
temperatures to that of Planck in the SPTpol survey region.
4.5.1. Beam Measurement from Venus
We estimate the beam from observations of Venus. After
upgrading the focal plane in late 2012, we made seven
observations of Venus that pass data quality cuts in 2013
January. We measure the beam Bℓ by averaging the 21
independent cross-spectra of these seven observations. We
estimate the beam covariance from the noise variance of these
21 independent cross-spectra. While the noise variance does
not include all sources of statistical uncertainty in the beam, it
is the dominant source. Furthermore, we ﬁnd in Section 8.1 that
increasing the beam covariance deﬁned in this way by a factor
of 100 has negligible impact on cosmological constraints.
The beam in the CMB ﬁeld will be broadened by the rms
pointing error or jitter but not have the broadening caused by the
ﬁnite size of Venus (the angular diameter of Venus at the time
was 11~ ). To estimate the net result of these two competing
effects, we ﬁt a Gaussian to a combined map of Venus and to
maps of the brightest point source in the SPTpol survey ﬁeld
made with data from 2013, 2014, and 2015 separately, as well as
all years combined. We ﬁnd that the broadening owing to
pointing jitter dominates. The quadrature difference in width
between Venus and the point source is 9. 9 , 14. 0 , and 23. 4 for
2013, 2014, and 2015 observations, respectively, and 13. 8 for
the complete data set. We convolve the Venus beam with a 32 5
FWHM Gaussian to capture the effective pointing jitter during
the observation period of this analysis, and we use this convolved
beam to unbias pseudo-spectra.
After the bulk of this work was complete, we discovered that a
data cut threshold was mistakenly set too loosely when calculating
pointing solutions, which caused poor-performing detectors to
degrade the overall pointing. The beam for the full three-season
data set is nevertheless well ﬁt by a 1.22¢ FWHM Gaussian,
compared to a1.18¢ FWHMGaussian in C15. The increased beam
width has a minimal impact on the sensitivity of the data, and only
on small scales. We have since corrected the pointing error, and
future analyses will use the updated pointing solutions.
4.5.2. Absolute Temperature Calibration from Planck
We get an absolute temperature calibration by comparing the
SPTpol 150 GHz maps with the 143 GHz Planck maps over
the angular multipole range ℓ600 1000< < . Speciﬁcally, we
calculate the ratio of the SPTpol 150 GHz auto-spectrum to the
cross-spectrum of SPTpol with the Planck143 GHz temperature
map. This ratio can be expressed as
m m
m m
C M F B
C M F F B B
Re
Re
, 17
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T
j
T
i j
T
i
T
i
ℓ ℓℓ ℓ T ℓ
ℓ ℓℓ ℓ ℓ ℓ T ℓ
TT S S 2
TT P S P S
S S
P S
*
*


á ñ
á ñ =
¹ ¢ ¢ ¢
¢ ¢ ¢ ¢ ¢
[ ˜ ˜ ]
[ ˜ ˜ ]
( )
( )
( )
where superscripts S and P denote SPTpol and Planck,
respectively, and T is a map calibration factor that matches
the scale of SPTpol temperature measurements to that of
Planck. We mock-observe the Planck map in an identical
fashion to the SPTpol simulations and use the same apodization
mask applied to the SPTpol data. In this way we compare
exactly the same modes on the sky, which have been
Figure 5. (a) 2D Fourier-space ﬁltering transfer function, which we calculate from simulated maps with the Sanson–Flamsteed projection. Note that we have not
corrected the 2D transfer function for mode coupling. (b) Zoom-in of the 2D transfer function at low ℓx and ℓy. (c) Geometric mean of the TT and EE 1D ﬁltering
transfer functions corrected for mode coupling, which we calculate from maps using the oblique Lambert azimuthal equal-area projection.
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identically processed, so that the true sky spectrum and the
effects of ﬁltering and mode coupling fall out of the ratio. The
ﬁltering transfer function Fℓ
P for the Planck map we mock-
observe is unity aside from an effective low-pass ﬁltering from
the size of the Planck map pixels. Rearranging terms yields
B F B
m m
m m
Re
Re
, 18T b b b
i
T
j
T
i j b
T
i
T
i b
S P P ,
,
S S
P S
*
*
 = á ñá ñ
¹[ ˜ ˜ ]
[ ˜ ˜ ]
( )
where the subscript b refers to a quantity averaged over ℓ-bin b.
We estimate the calibration factor T by averaging across the
multipole range ℓ600 1000< < , where both Planck and
SPTpol have similar sensitivity on a 500 deg2 patch of sky.
(Above ℓ 1000~ , Planck becomes less sensitive than SPTpol
on a patch of this size.) We estimate the uncertainty from the
standard deviation of the ratio over each multipole bin across
the bundle cross-spectra. To account for the contribution of
Planck noise in the beam uncertainty, we use noisy simulations
of Planck and SPTpol maps when calculating the cross-spectra
in Equation (18). We generate SPTpol noise realizations by
combining our map bundles with random signs, and we use
publicly available realizations of Planck noise. Since the beam
function is normalized to unity at ℓ 800= , the beam and
calibration uncertainties are effectively independent. We ﬁnd
that the preliminary RCW38-based calibration discussed in
3.5.1 must be scaled by 0.9088T = , with an uncertainty in
temperature of 0.34%. This calibration is similar to that found
in C15, where we compared SPT-SZ and SPTpol maps on the
same patch of sky, and where SPT-SZ was calibrated to
Planck. We marginalize over T when ﬁtting cosmological
parameters (see Section 7.3).
4.5.3. Beam Cross-check
We are able to independently conﬁrm the Venus beam
function at ℓ 2000< by comparing the SPTpol and Planck
maps and at ℓ 3000> by looking at the brightest radio source
in the survey region. The Planck comparison on large angular
scales uses the same framework as the absolute calibration
analysis, but instead of averaging across ℓ600 1000< < , it
looks for variation in the ratio as a function of multipole. Due
to the Planck beam size, this yields a strong test of the beam
function for ℓ 2000< . As shown in Figure 6, the Planck and
Venus beams agree very well over these multipoles.
We can calculate the high-ℓ beam directly from a 3 yr
combined map of the brightest radio source in the survey ﬁeld,
which automatically includes the effects of pointing jitter. The
point source is signiﬁcantly dimmer than Venus, so a reliable
measurement of the beam is only available at scales 3.5 ¢
corresponding to multipoles ℓ 3000> . At these multipoles, the
Venus-derived and point-source-derived Fourier-space beam
functions agree. We ﬁnd no evidence for deviations away from
the Venus-derived beam at large or small angular scales.
4.6. T P Deprojection
A variety of effects can leak total intensity T into
measurements of polarization, known as T P leakage. For
example, a difference in relative gains in a detector pair will
produce a scaled “monopole” copy of temperature in the Q and
U maps. Higher-order effects can also leak T into P, such as
differential detector pointing and beam ellipticity, which add
copies of the ﬁrst and second derivatives of T into polarization,
respectively (Hu et al. 2003). Given the low 10%~ polarization
fraction of the CMB and the corresponding factor of 100
reduction in amplitude between the TT and EE power spectra,
T P leakage is a serious systematic contaminant we must
address.
We characterize and deproject a monopole leakage term
from all bundles, quantifying false polarization signal that
scales with T as P TP¢ = for P Q U,Î { }. To estimate the
degree of monopole leakage, we take a weighted average of
half-data-set cross-correlated T and P maps,
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Figure 6. SPTpol low-ℓ and high-ℓ beams, calculated using a Planck-SPTpol TT cross-spectrum and SPTpol observations of Venus, respectively. The inset highlights
the agreement between the beams at low ℓ. We use the Venus-derived beam when unbiasing bandpowers over the entire multipole range of this analysis.
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Here wl is a weighting function designed to minimize the
uncertainty of P . We measure 0.016 0.001Q =  and
0.009 0.001U =  , where the uncertainties are the error in
the mean of P from 125 cross-spectra of left-going-scan and
right-going-scan subsets of the map bundles. We remove the
monopole leakage by subtracting scaled copies of the
temperature map from each bundle according to P ,
P P T. 20P= -ˆ ( )
As in C15, we ignore additional uncertainty caused by
uncertainties in P .
We implicitly assume that P are zero in the absence of
systematics. Any isotropic correlations between T and E modes
or B modes are averaged out when converted to Stokes Q and
U. This is true for all sources of power in the maps, including
foregrounds. To demonstrate this, we calculate P for the
average of our mock-observed simulations. We ﬁnd Qsims =
5.3 10 2.3 105 5´  ´- - and 1.0 10 2.3Usims 6 = ´  ´-
10 5- , which are orders of magnitude below the values measured
for the SPTpol data.
While monopole T P leakage is dominant in the data, we
ﬁnd non-negligible leakage in power spectra from higher-order
effects that we call the “leakage beam” Gℓ. Using measure-
ments of Venus, which we assume is unpolarized, we calculate
Gℓ as the ratio of the TE and EE spectra to the TT spectrum of
Venus,
G
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The shape and amplitude of Gℓ are well matched to the
expected leakage beam for 1%~ differential beam ellipticity.
Contributions from the leakage beam are removed by
subtracting a copy of the measured Cℓ
TT spectrum scaled by
the leakage beam,
C C G C . 22ℓ
XY
ℓ
XY
ℓ
XY
ℓ,corrected ,uncorrected
TT= - ( )
Gℓ
XY is everywhere less than 5% and generally much smaller; in
particular, at ℓ 3500< GℓTE and GℓEE are less than 1% and
0.02%, respectively. We neglect additional uncertainty from
this correction.
4.7. Bandpower Window Functions
To constrain cosmological parameters, we calculate band-
powers from unbinned theoretical spectra Dℓ
th for a given
model. We deﬁne bandpower window functions Wℓ
b that
transform unbiased theoretical spectra from unbinned to binned
bandpower space:
D W D . 23b ℓ
b
ℓ
th th= ( )
Once binned, we can directly compare the theoretical spectra to
our measured bandpowers Db to calculate cosmological model
likelihoods.
We derive the bandpower window functions from the
biasing kernel Kbb′ and from the fact that binned and unbinned
bandpowers are related via
D P D 24b bℓ ℓ= ( )
for each bin b:
W K P M F B . 25ℓ
b
bb b ℓ ℓ ℓ ℓ ℓ
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In Section 5.2 we describe the validation tests we perform on
the bandpower window functions.
4.8. Bandpower Covariance Matrix
The bandpower covariance matrix Cbb′ quantiﬁes the
uncertainties and correlations between bandpowers b and b¢
and accounts for correlations between different spectra. Sample
variance from limited sky coverage and noise variance from the
instrument and atmosphere contribute to the bandpower
covariance matrix. For the TE and EE spectra we include in
this analysis, the covariance matrix has a 2×2 block structure.
The “on-diagonal” blocks are auto-covariance (TE× TE and
EE× EE), while the two “off-diagonal” blocks encode cross-
covariance (TE× EE). As we discuss in Section 7.3, we treat
the absolute calibration and beam uncertainties separately
during parameter estimation and therefore do not include them
in the covariance matrix.
Unlike in C15, we calculate sample and noise variance
simultaneously using noisy simulations. We add realizations of
SPTpol map noise, which we generate in the same way as in
Section 4.5.2, to the 300 mock-observed noiseless simulated
maps we use to calculate the transfer function. We calculate the
total bandpower covariance from the resulting set of TE and EE
power spectra we generate from the mock-observed noisy
simulations. In another change from C15, all three independent
covariance blocks (TE× TE, EE× EE, and TE× EE) are
calculated in this way, as opposed to algebraically constructing
the TE×EE covariance from the TE and EE auto-covariances.
As in C15, covariance elements are noisy owing to a ﬁnite
number of simulations. However, given mode coupling from
our map apodization, we expect elements far from the diagonal
of a covariance block to also have near-zero mean. We
therefore “condition” each block in the covariance matrix to
conform to these expectations. We calculate the bandpower
correlation matrix bbr ¢ for each covariance block and average
elements the same distance from the diagonal,
1
, 26bb
b b b b b b
b b b b
1 2 1 2
1 2
å
år
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where the hat denotes an unconditioned matrix. We then
reconstruct the covariance blocks from the conditioned
correlation matrices. In the auto-covariance blocks, all elements
greater than ℓ 400D = from the diagonal are set to zero where
the bin–bin correlations are expected to be negligible. Because
of high noise in the TE×EE covariance from just 300
realizations, we condition this block more aggressively,
keeping only its diagonal elements. While bin–bin correlations
are in practice nonzero, we ﬁnd no evidence of bias during
cosmological ﬁtting using this conditioning scheme. We
discuss this and other tests for bias and systematics in the
following section.
5. Tests for Systematics and Pipeline Consistency
5.1. Null Tests
We perform a set of null tests to look for potential
systematics contaminating our maps. In each test, we split the
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data into two halves based on a metric related to the systematic
in question. For instance, we look for time variation in the
instrument by splitting the data in half temporally. We pair and
difference observations with maximally different values of the
metric to create bundles that should (nearly) null out any true
sky signal. In practice, the nulling is slightly imperfect because
of differences in the coverage and ﬁltering of observations.
We handle this by looking at the null spectra in signal-only
simulations and subtracting their expectation values from the
real null spectra. Any deviation from zero signal would suggest
the existence of a systematic signal in the maps.
We quantify the consistency with zero by calculating a 2c
with respect to zero for each null spectrum. The null spectra are
binned to the same resolution as the bandpowers reported in
Section 6. Note that since we are comparing to zero, there is no
reason to unbias the spectra as is done in Section 4, and we do
not apply the unbiasing step to the null spectra. In the absence
of systematic errors, we expect the probabilities to exceed
(PTEs) for the null test 2c to follow a uniform distribution.
We perform ﬁve null tests on the SPTpol TE and EE spectra:
1. Left–Right: We split data according to left-going or right-
going telescope scans. This test searches for scan-
dependent effects from, e.g., telescope movements.
2. 1st Half–2nd Half: This tests for time-dependent errors,
such as might be induced by a drift in detector
responsivity. Additionally, as we swapped observing
strategies from lead-trail to full-ﬁeld observations
approximately midway through the data taking, this null
test would be sensitive to any effects related to the scan
strategy.
3. Sun: We test for systematics from beam sidelobe pickup
by splitting data by whether they were observed with the
Sun above or below the horizon. This test was degenerate
with the 1st half–2nd half test in C15, but the degeneracy
is mostly broken in this analysis through the inclusion of
data from multiple observing seasons.
4. Moon: We test for additional beam sidelobe pickup by
splitting data by whether the Moon is above or below the
horizon.
5. Azimuth: We probe for contamination from stationary
objects or ground features by combining maps in
azimuth–elevation coordinates over the entire 3 yr
observation period. We then use the rms noise from this
map as a function of azimuth as a metric to sort the
standard CMB ﬁeld observations. Data are split according
to whether the ﬁeld azimuth during an observation was
“high noise” or “low noise.”
The PTEs for each test are summarized in Table 1, and each
null spectrum is plotted in the Appendix. None are exceedingly
close to zero or unity, and we conclude that our maps and
resulting power spectra are free of signiﬁcant systematic bias
from the sources tested here. We also ﬁnd reasonable PTEs
when restricting the multipole range to ℓ50 500< < . We note
that while performing these null tests including data up to ℓ =
10,000, we ﬁnd anomalously negative values at high multipole
in the EE spectrum, resulting in a PTE for the EE 1st Half–2nd
Half test of 0.003. Cutting data above ℓ 8000= improves the
PTE to the value quoted in Table 1. To avoid a potential
systematic, we limit the multipole range of the analysis to
ℓ 8000< . Given the current polarization map noise, imposing
this limit has negligible impact on the cosmological constraints
discussed below.
5.2. Consistency Tests
Our analysis pipeline relies on accurately removing sources
of bias introduced by observing, data reduction, and analysis.
To search for biases in the pipeline and resulting data products,
we perform several consistency tests. To test the self-
consistency of the conditioned bandpower covariance matrix
and binning operations, we check that the ensemble of
unbiased mock-observed simulated bandpowers is in statistical
agreement with the average values of the simulated band-
powers. We look for potential bias in the ﬁltering transfer
function caused by generating simulations using spectra that
differ from the true spectra on the sky. Finally, we verify that
the likelihood used to calculate parameter constraints recovers
the input cosmological values for unbiased simulated band-
powers while using our constructed bandpower window
functions and covariance matrix.
First, we test the self-consistency of the conditioned bandpower
covariance matrix and binning operations. We unbias the set of
300 noisy simulated spectra bandpowers using Kbb′, the same
unbiasing matrix used on the data, and we calculate the resulting
set of average simulated bandpowers. For each realization we
calculate 2c between the unbiased simulated bandpowers and the
average simulated bandpowers using the conditioned covariance
matrix calculated in Section 4.8, and we consider the resulting
distributions of 2c and their probabilities to exceed. If the
conditioned covariance sufﬁciently captures bin–bin correlations,
then in the limit of inﬁnite simulations the resulting distribution of
PTEs should be uniform. For the set of simulations we ﬁnd that
113.1 14.82c =  for 112 degrees of freedom (dof). The
distribution of PTEs is consistent with being uniform, with a
median value of 0.47. The 2c and PTE values are reasonable and
show no signiﬁcant evidence for bias.
Second, we check the dependence of the ﬁltering transfer
function and the process of unbiasing pseudo-spectra on the
assumed cosmological model used in simulations. We generate and
mock-observe 100 sets of simulated spectra that use an alternate
input cosmology from that used to generate the ﬁltering transfer
functions in the standard pipeline and add noise realizations. The
standard simulations use as input the best-ﬁt ΛCDM model to the
PLIKHM_TT_LOWTEB_LENSING Planck data set along with
foregrounds as deﬁned in Table 2. For this test we use a contrived
ΛCDM model meant to test sensitivity to spectral tilt, expansion
rate, and the sound horizon: { h 0.018b 2W = , h 0.14c 2W = ,
1.079MCq = , 0.058t = , A 2.2 10s 9= ´ - , n 0.92s = }. Fore-
grounds in the alternate cosmology are also doubled compared to
their values in Table 2. See Section 7.1 for a description of each
parameter. We unbias the pseudo-spectra of the alternate-
cosmology simulations using the standard biasing kernel Kbb′,
which we note is calculated with the original set of simulations.
We then perform another 2c test on the distribution of unbiased
Table 1
Jackknife PTEs
Jackknife TE EE
Left–Right 0.85 0.36
1st Half–2nd Half 0.60 0.04
Sun 0.95 0.20
Moon 0.08 0.32
Azimuth 0.79 0.41
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noise-free simulated bandpowers, comparing them to their binned
input theory spectra. If the transfer function and the process of
unbiasing the pseudo-spectra are insensitive to small changes in
input cosmology, we would expect the unbiased alternate-
cosmology simulated bandpowers to be in good agreement with
their input theory bandpowers. We ﬁnd that 116.7 15.52c = 
for 112 dof, and the median PTE of the distribution is 0.41. If we
instead use the sample covariance for the standard cosmology
simulations in the calculation, we ﬁnd 107.4 14.72c =  with a
median PTE of 0.62. Therefore, we ﬁnd no statistically signiﬁcant
evidence for biases in the ﬁltering transfer function.
Finally, we verify that we can recover the input cosmological
parameters to our simulations by ﬁtting the simulated band-
powers using our likelihood, which is described in Section 7. We
ﬁt for cosmological parameters using the mean unbiased
bandpowers of our standard set of 300 noiseless mock-observed
sky realizations. By using the mean bandpowers, we force the
inputs to parameter estimation to be as similar as possible to the
known theory. We also use the bandpower covariance matrix
and bandpower window functions calculated for the SPTpol data
bandpowers to test these products during parameter estimation.
After ﬁnding mean marginalized parameters and the parameter
covariance using the likelihood discussed in Section 7, we
ﬁnd the following shifts in values compared to the input
cosmology, where in each case σ is the standard deviation
of a given parameter when ﬁtting noisy SPTpol data alone:
{ h 0.24b 2 sDW = - , h 0.11c 2 sDW = , 0.34MCq sD = - ,
0.03t sD = - , A 0.10s sD = - , n 0.23s sD = }. We see some
degeneracy between ΛCDM and nuisance parameters in the
likelihood related to Galactic dust foregrounds. (See Section 7.2
for more details on the parameters.) Fixing these foreground
parameters at their input values and recalculating parameter
shifts, we ﬁnd { h 0.02b 2 sDW = , h 0.10c 2 sDW = , MCqD =
0.32 s- , 0.02t sD = - , A 0.01s sD = , n 0.07s sD = - }. All
input cosmological parameters are recovered within small
fractions of the parameter errors, the largest difference being a
0.3 s shift caused by the approximate TE transfer function we
discuss in Section 4.4.
We conclude from these tests that there are no signiﬁcant
biases in the analysis pipeline or data products and proceed to
report bandpowers and resulting cosmological parameter
constraints.
6. Bandpowers
The primary data products of this analysis are the TE and EE
bandpowers and their covariance. Using nearly 3 yr of
observations on 500 deg2, we extend the measured multipole
range of C15 to ℓ50 8000< . The low-ℓ cutoff is deﬁned by
our time stream ﬁltering, while the high-ℓ cutoff is informed by
jackknife tests as discussed in Section 5.1. We bin the spectra
to several multipole resolutions to reduce the total number of
bandpowers and therefore computational complexity while
maintaining sensitivity to spectral features. The increased sky
coverage results in high signal-to-noise ratio measurements of
the ﬁrst nine acoustic peaks of the EE spectrum at
ℓ50 3000< < —each peak is measured with at least three
bandpowers, each with signal-to-noise ratio greater than 3.5.
We plot the SPTpol bandpowers in Figures 7 and 8. Error
bars include contributions from sample and noise variance.
Residuals to the best-ﬁt ΛCDM model to the PLIKHM_T-
T_LOWTEB data set are also plotted for each spectrum. We
present the bandpowers in Table 3. While we do not use
SPTpol TT bandpowers to constrain cosmology, we do use
them to clean the TE and EE spectra of multipole-dependent
beam leakage as discussed in Section 4.6. Therefore, we also
include the measured TT bandpowers in Table 3.
Recent bandpower measurements by several polarization-
sensitive experiments are compiled with the results of this work
in Figures 9–11 (Keck Array and BICEP2 Collaborations et al.
2015; Louis et al. 2017; Planck Collaboration et al. 2016c). The
SPTpol TE spectrum is sample variance limited at ℓ 2050< ,
while the EE spectrum is sample variance limited at ℓ 1750< .
These data are the most sensitive to date of the EE and TE
angular power spectra at ℓ 1050> and ℓ 1475> , respectively.
7. Fitting Methodology and Likelihood
In this section we describe the methodology we use for
cosmological parameter ﬁtting. We discuss our chosen ΛCDM
parameterization, treatment of foregrounds, and instrument
nuisance parameters. Finally, we describe additional correc-
tions in our likelihood to account for biases related to
measuring a small patch of sky.
7.1. Fitting Methodology
We calculate constraints on cosmological parameters with
the 2016 November version of the Markov Chain Monte Carlo
(MCMC) package COSMOMC (Lewis & Bridle 2002). Unlike
in C15, where we used PICO (Fendt & Wandelt 2007a, 2007b)
trained with the Boltzmann code CAMB (Lewis et al. 2000),
we have conﬁgured COSMOMC to use CAMB directly. We
continue to use the SPTpol likelihood discussed in C15 to
constrain cosmology with these bandpower measurements;
however, the likelihood is better integrated into COSMOMC,
and several additional nuisance parameters have been intro-
duced, which we discuss below. Details on how to install and
use the SPTpol likelihood and data set are available on the SPT
website.39
For this analysis, we choose the following parameterization of
the ΛCDM model: the content of baryons and cold dark matter,
hb 2W and hc 2W , respectively; MCq , an internal COSMOMC
variable that is a proxy for the angular scale of the sound horizon
at decoupling sq ; the amplitude of primordial scalar ﬂuctuations
As; the spectral tilt of primordial scalar ﬂuctuations ns, deﬁned at a
pivot scale of k 0.05 Mpc ;0 1= - and the optical depth to
reionization τ. We report As and τ as a single combined
amplitude parameter A e109 s 2t- . In addition to these six base
parameters, we also report constraints on H0, the expansion rate
today, and 8s , the present amplitude of matter ﬂuctuations at h8
Mpc scales, where h H 100 km s Mpc0 1 1= - - .
We ﬁt the SPTpol TE and EE bandpowers from this work,
hereafter the SPTPOL data set, to several ΛCDM models both
independently and simultaneously with the PLIKHM_TT_LOW-
TEB Planck data set (Planck Collaboration et al. 2016c),
hereafter PLANCKTT. We allow the Planck and SPTpol
likelihoods to treat foregrounds independently. The SPTpol
survey region covers a small fraction of the total sky, so we
also neglect correlations between experiments resulting from
shared sky signal.
We choose not to ﬁt SPTpol TT bandpowers simultaneously
with TE and EE for several reasons. First, as discussed in
Section 3.6.1, the analysis is tailored to the recovery of large-
39 http://pole.uchicago.edu/public/data/henning17/
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scale polarization modes leaving signiﬁcant atmospheric
contamination in the TT spectrum. The TT spectrum does
not, in general, pass our null tests, and further data cuts or
analysis techniques to clean the TT spectrum would reduce our
polarization sensitivity. Second, including TT in the SPTpol
likelihood necessitates the inclusion of many more foreground
terms and nuisance parameters, some with temperature–
polarization correlations. To properly account for these new
terms, the likelihood would need signiﬁcant updates that are
beyond the scope of this work. Efforts are ongoing, however, to
update the likelihood module of Story et al. (2013), as well as
to include TT measurements in the SPTpol likelihood.
7.2. Foreground Parameterization
The primordial CMB EE and TE power spectra are expected
to be less contaminated by foreground power than the
temperature spectrum at small scales. For example, C15 did
not see any evidence of contamination from polarized
extragalactic source power after masking the brightest ∼10
sources over 100~ deg2, and the level of EE power from
Galactic dust expected in our sky patch based on Planck
Collaboration et al. (2016a) is a factor of ∼20 below our
measured EE power in the lowest ℓ bin. Nevertheless, we add
parameters to our cosmological model to account for these two
potential sources of polarized power. We do not attempt to
model contributions from Galactic synchrotron emission
because we expect the polarized Galactic foreground power
to be dominated by dust at 150 GHz.
We introduce four parameters to model contributions to the
TE and EE spectra from polarized Galactic dust. We assume
that the angular power spectrum of Galactic dust follows the
model of Planck Collaboration et al. (2016a),
D A
ℓ
80
. 27ℓ
XY XY
,dust 80
2XY
=
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⎞
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Here A XY80 is the amplitude of the spectrum in units of μK
2 at
ℓ 80= and XYa is the angular power dust spectral index. As
the SPTpol survey ﬁeld overlaps the BICEP2 ﬁeld, we use the
PLANCK constraints over the BICEP2 patch corrected for the
SPTpol 150 GHz bandpass to deﬁne priors on A80
XY and XYa for
generating the simulations discussed in Section 4.4, which we
summarize in Table 2. We obtain a pessimistic expectation for
the TE dust amplitude by assuming that the temperature and
E-mode dust spectra are 100% correlated and taking the
geometric mean of their amplitudes. During cosmological
ﬁtting, we apply ﬂat priors between 0 and 2 μK2 on A80
XY and
Gaussian priors on XYa centered on −2.42 with standard
deviations of 0.02, motivated by the ﬁndings of Planck
Collaboration et al. (2016a).
While masking extragalactic sources removes most point-
source power, we parameterize the level of residual polarized
power in the EE spectrum by ﬁtting a component D ℓℓ 2µ .
(There is also a clustering component to the point-source
power, but this component is a modulation of the mean power
from all sources and is thus effectively unpolarized.) We
include a single additional foreground nuisance term, D3000
PSEE,
which is the amplitude of residual power ∝ℓ2 at ℓ 3000= after
masking all sources above 50 mJy in unpolarized ﬂux at 95 and
Figure 7. SPTpol 500 deg2 TE cross-correlation angular power spectrum. The solid gray lines are the best-ﬁt ΛCDM model to the PLIKHM_TT_LOWTEB data set.
The x-axis is scaled to ℓ0.6. The inset plot has bandpowers scaled by an additional ℓ2 to highlight features at smaller angular scales. Error bars include sample and noise
variance. We plot residuals DℓD to the PLIKHM_TT_LOWTEB model in the subpanel.
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150 GHz. We apply a uniform prior between 0 and 2.5 μK2 on
D3000
PSEE in all cosmological ﬁts.
7.3. Nuisance Parameters
In addition to the ﬁve foreground terms we discuss above,
the SPTpol likelihood includes four additional parameters. As
in C15, Tcal and Pcal represent the map-space temperature and
polarization calibration. That is, we scale the theoretical spectra
to which we are comparing our data by T P1 cal
2
cal( ) for TE and
T P1 cal
2
cal
2( ) for EE. Note that with spectrum calibration
parameterized in this way, we do not include calibration
covariance in the bandpower covariance matrix. As discussed
in Section 4.5, we obtain an absolute temperature calibration
when cross-correlating the SPTpol survey map with the
Planck143 GHz map. We correct for this calibration when
unbiasing bandpowers; therefore, when ﬁtting cosmology, Tcal
has an expectation of unity. We apply a Gaussian prior to Tcal
centered on one with a standard deviation of 0.0034, the
calibration error obtained from matching amplitudes of low-ℓ
and high-ℓ beams we discuss above.
Pcal can be interpreted as the inverse of the effective
polarization efﬁciency of the instrument. In C15, where
detector cross-talk was treated as a multiplicative bias partially
degenerate with polarization efﬁciency, we used a ﬂat prior on
Pcal. We now correct cross-talk at the time stream level before
we generate maps, so one would expect that the physical
interpretation of Pcal is more clearly deﬁned. Furthermore, as
we correct for nonunity polarization efﬁciency when adding
detector time streams into maps, we expect Pcal to be unity.
However, we ﬁnd P 1.06 0.01cal =  when calculating the
ratio of an EE cross-spectrum between Planck and SPTpol
E-mode maps over the EE spectrum from SPTpol over the
multipole range ℓ500 1500< < . This result disagrees with
the expected polarization efﬁciency from measurements of our
polarization calibration source, the error for which was 2%.
The source of this discrepancy is the subject of ongoing study,
but we note that Pcal is a constant multiplicative correction to
the polarized spectra and does not alter their shape as a function
of multipole. For the purposes of this analysis, we choose to
apply the additional calibration factor of 1.06 to our E-mode
maps and use a Gaussian prior for Pcal centered on 1.0 with a
standard deviation of 0.01 motivated by the Planck-SPTpol EE
cross-spectrum result when ﬁtting cosmology. We provide the
priors for Pcal and Tcal in Table 2.
We continue to marginalize our cosmological constraints
over the effects of so-called “super-sample lensing” variance
(Manzotti et al. 2014). When studying small regions of the sky,
gravitational lensing occurring over scales larger than the
region itself can dilate or contract scales across the entire patch,
leading to a bias in the constraint on sq . As in C15, we modify
the theoretical spectrum returned from CAMB for parameter
vector p at every step in a Markov chain,
p p
p
C C
ℓ C
ℓ ℓ
;
ln
, 28ℓ
XY
ℓ
XY ℓ
XY2
2
k k= - ¶ ¶
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where κ is the mean lensing convergence in a ﬁeld. As
demonstrated by Manzotti et al. (2014), the uncertainty on κ
Figure 8. SPTpol 500 deg2 EE auto-correlation angular power spectrum. The solid gray lines are the best-ﬁt ΛCDM model to the PLIKHM_TT_LOWTEB data set.
The x-axis is scaled to ℓ0.6. The top right inset has bandpowers scaled by an additional ℓ2 to highlight features at smaller angular scales. The lower inset highlights
features at low multipole without the additional scaling. Error bars include sample and noise variance. We plot residuals DℓD to the PLIKHM_TT_LOWTEB model in
the subpanel.
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decreases with increasing survey area. We apply a Gaussian
prior centered on zero with a standard deviation of
1.0 10 3s = ´k - , which is more than a factor of 2 tighter than
the prior applied in C15 where the ﬁeld was only 100 deg2.
Finally, we must incorporate SPTpol beam uncertainty into
the MCMC. We ﬁrst calculate the beam correlation matrix from
the beam covariance matrix discussed in Section 4.5.1. This
matrix is singular, as we would expect since the number of dof
in the beam uncertainties is less than the number of
bandpowers. To resolve this, we only keep the eigenvalues
(and associated eigenvectors) that are at least 0.01 times the
maximum eigenvalue. We deﬁne a beam errorCℓ n,
beam for both of
the two surviving eigenvectors of the beam correlation matrix,
where n indexes the eigenvector Hℓ
n,
C A H . 29ℓ n
n
ℓ
n
,
beam
beam= ( )
We perturb the theoretical spectrum Cℓ to which we compare
according to
C C C1 . 30ℓ ℓ
n
ℓ n
1
2
,
beamå +
=
⎛
⎝⎜
⎞
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The two beam error eigenmode amplitudes Anbeam are treated as
nuisance parameters and sampled in the MCMC. We apply a
Gaussian prior with unit width centered on zero to both of these
parameters.
7.4. Zero-parameter Corrections
Recently, Louis et al. (2017) accounted for aberration owing
to relative motion with respect to the CMB dipole when ﬁtting
ACTPol data for cosmological parameters. They ﬁnd that not
accounting for this effect amounts to a 0.5 s bias in sq . The
effect of aberration is well approximated by a simple formula
(Jeong et al. 2014) and is completely determined by the input
spectrum and the separation angle between the observation
patch and the direction of the CMB dipole.
We also correct for aberration in our likelihood, requiring
zero extra nuisance parameters. Before binning with our
bandpower window functions, we adjust the theoretical spectra
according to
C C C
d C
d ℓ
ln
ln
cos , 31ℓ ℓ ℓ
ℓ b q - á ñ ( )
in a similar fashion to Louis et al. (2017). Here 1.23b = ´
10 3- for the CMB dipole, and cos 0.40qá ñ = - for the SPTpol
survey ﬁeld. Note that the correction has the opposite sign to
that found in Louis et al. (2016), as we apply it to the
theoretical spectrum instead of our data. We ﬁnd that turning
on the aberration correction shifts our value of sq from SPTpol-
only ﬁts by 0.4 s- . We note that this shift is comparable to
the increase in uncertainty on sq caused by the effects of
super-sample lensing variance on a 500 deg2 patch (Manzotti
et al. 2014).
8. Constraints
We now discuss cosmological constraints calculated using
the SPTPOL data set, both independently and combined with
PLANCKTT. First, we ﬁt the standard ΛCDM model to SPTPOL
over several multipole ranges. We next consider the implica-
tions for current and future experiments from our constraints on
polarized foregrounds. Finally, we calculate constraints for
several one- and two-parameter extensions to ΛCDM that
probe additional physics sensitive to power in the damping tail.
8.1. ΛCDM
We ﬁrst place constraints on the standard ΛCDM model with
the SPTpol TE+EE data set, which we present in Figure 12
and Table 4, over several multipole ranges: ℓ50 8000<
referred to as the “full” data set (SPTPOL), ℓ50 1000<
referred to as the “low-ℓ” data set (SPTPOL-low), and 1000 <
ℓ 8000 referred to as the “high-ℓ” data set (SPTPOL-high).
This cut in multipole space is roughly where the sensitivity of
the SPTpol data set surpasses that of Planck polarization.
Figure 12 shows 1D and 2D marginalized posterior probabil-
ities for ΛCDM parameters, as well as the derived quantities H0
and 8s . Table 4 shows 68% marginalized constraints for each
parameter. With a minimum multipole of 50, SPTPOL has little
sensitivity to τ, so we place on it a Gaussian prior
0.078±0.019 informed by constraints from PLANCKTT.
To test the consistency of SPTPOL with the ΛCDM model,
we perform a 2c test on the SPTpol bandpowers, comparing
them to binned theoretical bandpowers generated from the
maximum likelihood theory curve for the SPTPOL-only
constraints over each multipole range. We ﬁnd 137.02c =
for 104 dof, having a PTE of 0.017 over the full data set, which
corresponds to a 2.1 s discrepancy with the ΛCDM model. The
2c is high and PTE is low when calculated for SPTPOL-low and
SPTPOL-high separately as well; 47.62c = for 28 dof (PTE of
0.012) and 82.92c = for 68 dof (PTE of 0.106), respectively.
We also note that the two data sets prefer slightly different
cosmologies as can be seen in Table 4.
To investigate the low PTEs, we further split SPTPOL-low
and SPTPOL-high into TE-only and EE-only sets and
recalculate parameter constraints for each split: TElow, TEhigh,
EElow, and EEhigh. We ﬁnd the following PTEs when ﬁtting the
ΛCDM model: {TElow −0.128, TEhigh −0.024, EElow −0.004,
EEhigh −0.366}. We also calculate constraints for TE and EE
independently over the entire multipole range, TEfull and EEfull,
Table 2
Foreground and Nuisance Parameter Priors
D3000
PSEE A80
TT A80
EE A80
TE
XYa Tcal Pcal κ Anbeam
K2m( ) K2m( ) K2m( ) K2m( ) L L L L L
Value for simulations 0.21 1.15 0.0236 0.1647 −2.42 1.0 1.0 0.0 0.0
Prior 0 2.5- 0−2 0−2 0−2 0.02s = 0.0034s = 0.01s = 0.001s = 1.0s =
Note.We marginalize over six foreground parameters (D3000
PSEE, A80
TT, A80
EE, A80
TE, XYa , where XY TE EE,Î { }), the super-sample lensing variance κ, and four instrumental
calibration and beam uncertainty terms (Tcal, Pcal, and Anbeam, n 1, 2Î { }). We impose ﬂat priors on the ﬁrst four of these and Gaussian priors on the remainder. For
Gaussian prior central values, we use the values chosen when generating the simulated skies discussed in Section 4.4.
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and ﬁnd PTEs of 0.007 and 0.022, respectively. In general, the
data splits are poorly ﬁt by the ΛCDM model. Furthermore,
each data split pulls toward a slightly different ΛCDM solution.
These solutions are difﬁcult to compare directly since each split
is sensitive to the ΛCDM model differently and resulting
parameter constraints exhibit varying degrees of degeneracy.
However, we plot marginalized parameter constraints for
TEfull, EEfull, SPTPOL, and PLANCKTT in Figure 13. For any
one ΛCDM parameter, there are 1 s~ shifts in the best-ﬁt
values between data sets. While the tension between the best-ﬁt
cosmologies for SPTpol TE and EE is small for any single
parameter, we nevertheless ﬁnd that this tension contributes to
lowering the PTE when ﬁtting the spectra simultaneously and
over a large multipole range.
While the data pass null tests, a cross-spectrum analysis with
a different data set over the same patch of sky would further
test for potential systematic contamination. Unfortunately, the
two data sets available for direct comparison over the same area
as the SPTpol survey, those of Planck and of BICEP2/Keck,
either are noisy or incompletely match sky coverage, making a
cross-spectrum comparison difﬁcult. A detailed cross-data-set
comparison correctly accounting for differences in coverage,
ﬁltering, and noise is beyond the scope of this work but is
worth pursuing.
One possible source of discrepancies, particularly between
low-ℓ and high-ℓ solutions, is the instrument beam. We point
out, however, that we measure Venus and therefore the beam
with high signal-to-noise ratio. Furthermore, any multipole-
dependent error in the beam caused by T P leakage is
corrected via the leakage beam Gℓ, which is known with high
precision through the high signal-to-noise ratio measurements
of Venus. Finally, if we multiply the beam covariance by a
factor of 100 before calculating error eigenvectors, we ﬁnd that
the 2c to the maximum-likelihood SPTpol cosmology changes
by only −1.5, which suggests that neither the beam error nor
any potential systematics in the beam are driving the
cosmological ﬁts.
8.1.1. Comparing SPTPOL to PLANCKTT
What can we say about the preferred cosmological models of
SPTPOL and PLANCKTT? The marginalized contours for
PLANCKTT are shown in Figure 12, to illustrate that the
preferred cosmological parameters for SPTPOL-low are in good
agreement with PLANCKTT despite a poor goodness of ﬁt. As
more high-ℓ information is added, hc 2W is driven lower and
hb 2W is driven higher. Both of these changes drive up H0 in
order to preserve the acoustic peak scale, leading to
H 71.3 2.1 km s Mpc 320 1 1=  - - ( )
for SPTPOL.
Interestingly, this behavior is similar to that observed by
Aylor et al. (2017) in the 2500 deg2 SPT-SZ temperature power
spectrum, especially since the SPTpol 500 deg2 survey is a
subset of this larger ﬁeld. Aylor et al. (2017) ﬁnd that the
Planck and SPT-SZ temperature data are completely consistent
when restricted to the same sky modes. However, their density
parameters shift toward a higher baryon density and lower
matter density when going from the full sky to the SPT-SZ
survey patch, and when adding the small-scale data. Together
the two effects drive the Hubble constant approximately 2 s
higher than the Planck full-sky value. Similar analyses of
Planck data with different ℓ splits have found that including
high-ℓ ( 800> ~ ) measurements from Planck causes shifts in
the derived cosmological parameters (Addison et al. 2016;
Planck Collaboration et al. 2017), though in a different
direction in hc 2W , H0, and 8s than we ﬁnd in this work with
SPTpol data. Given the recent tension between low-z and high-
z measurements of H0 (Riess et al. 2016), these hints of
ℓ-dependent differences in cosmology are worth continued
investigation.
The same trends in densities in the SPTpol constraints
also drive a shift in 8s . SPTPOL-low prefers a value of
0.820 0.0418s =  close to (0.2 s below) the PLANCKTT
value. Adding the higher multipole data drives 8s to a much
Figure 9. Summary of recent TT measurements (Louis et al. 2017; Planck Collaboration et al. 2016c) with the results of this work. The spectrum is plotted on a log
scale at ℓ 30< (vertical dashed line) and otherwise scaled by ℓ0.6. The solid gray line is the best-ﬁt ΛCDM model to the Planck PLIKHM_TT_LOWTEB data set.
Differences in power between experiments at high ℓ are caused by varying levels of foreground masking and/or component ﬁtting in the respective analyses.
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lower value,
0.771 0.024, 338s =  ( )
which is 2.5 s- from the value preferred by PLANCKTT. As a
result, 8s is also the parameter that shows the most signiﬁcant
shift when adding SPTPOL to the PLANCKTT data. For the
combined data set, the preferred 8s value shifts down by 0.9 s
from PLANCKTT to
0.817 0.014. 348s =  ( )
Lower values of 8s have also been inferred by other
measurements of large-scale structure, including cosmic shear
(e.g., Hildebrandt et al. 2017; Joudaki et al. 2017), clusters of
galaxies (e.g., de Haan et al. 2016), redshift space distortions
Figure 11. Summary of recent TE measurements (Keck Array and BICEP2 Collaborations et al. 2015; Louis et al. 2017; Planck Collaboration et al. 2016c) with the
results of this work. The spectrum is plotted on a log scale at ℓ 30< (vertical dashed line). In both panels the spectrum is scaled by ℓ0.3. The solid gray line is the best-
ﬁt ΛCDM model to the Planck PLIKHM_TT_LOWTEB data set.
Figure 10. Summary of recent EE measurements (Keck Array and BICEP2 Collaborations et al. 2015; Louis et al. 2017; Planck Collaboration et al. 2016c) with the
results of this work. The spectrum is plotted on a log scale at ℓ 30< (vertical dashed line) and otherwise scaled by ℓ0.6. The solid gray line is the best-ﬁt ΛCDM model
to the Planck PLIKHM_TT_LOWTEB data set. Differences in power at high ℓ between ACTPol and SPTpol data are caused by varying levels of foreground masking.
Planck data are restricted to ℓ 1750< .
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Table 3
SPTpol Bandpowers and Bandpower Errors
ℓ Range ℓeff
TT Dℓ
TT TTs ℓeffEE DℓEE EEs ℓeffTE DℓTE TEs
50–100 75.8 1341.6 469.8 75.8 0.4 0.1 76.0 −7.0 5.5
100–150 124.5 5187.0 530.8 124.8 1.0 0.2 124.7 −53.6 7.5
150–200 174.7 4785.2 588.8 174.7 0.7 0.1 174.7 −36.7 6.6
200–250 224.6 6397.1 639.4 224.6 0.7 0.2 224.6 24.9 6.5
250–300 274.5 4226.3 447.3 274.6 4.4 0.5 274.6 92.0 12.1
300–350 324.5 3551.0 298.2 324.5 15.3 1.2 324.5 142.4 14.0
350–400 374.5 1767.6 167.4 374.5 20.9 1.6 374.5 38.2 11.5
400–450 424.4 1941.2 142.4 424.5 16.8 1.4 424.5 −33.5 10.3
450–500 474.5 2157.1 151.3 474.5 11.1 0.8 474.5 −61.4 8.7
500–550 524.5 2634.1 164.8 524.4 7.1 0.5 524.5 −33.6 6.2
550–600 574.5 2349.0 144.5 574.6 12.2 0.9 574.5 10.9 7.9
600–650 624.4 2102.6 125.3 624.5 29.9 1.7 624.5 10.2 9.9
650–700 674.5 1903.2 108.7 674.5 38.2 2.2 674.5 −62.0 11.3
700–750 724.5 2143.2 109.3 724.5 33.7 1.8 724.5 −122.4 10.6
750–800 774.6 2466.3 128.9 774.5 20.4 1.1 774.5 −124.8 9.6
800–850 824.5 2555.5 131.7 824.4 11.7 0.7 824.5 −48.1 7.8
850–900 874.5 2160.0 111.1 874.5 18.4 0.9 874.5 31.6 7.4
900–950 924.5 1556.4 81.2 924.5 28.2 1.7 924.5 45.2 8.1
950–1000 974.5 1301.6 61.6 974.5 39.8 1.8 974.5 12.0 7.9
1000–1050 1024.5 1062.9 53.9 1024.5 36.3 1.8 1024.5 −64.4 7.4
1050–1100 1074.5 1161.7 56.9 1074.5 25.4 1.3 1074.5 −69.7 6.4
1100–1150 1124.5 1228.0 58.0 1124.4 13.8 0.8 1124.5 −49.2 5.0
1150–1200 1174.6 1152.2 51.6 1174.4 13.0 0.6 1174.5 −14.7 4.0
1200–1250 1224.5 902.7 39.8 1224.5 20.5 1.0 1224.5 12.5 4.3
1250–1300 1274.5 773.8 33.0 1274.5 29.0 1.3 1274.5 −19.0 4.4
1300–1350 1324.4 695.6 32.2 1324.5 30.0 1.3 1324.5 −46.8 4.7
1350–1400 1374.4 724.8 31.4 1374.5 22.5 1.0 1374.5 −54.8 4.0
1400–1450 1424.5 818.2 30.2 1424.5 12.5 0.6 1424.5 −39.3 3.4
1450–1500 1474.5 722.0 30.2 1474.5 10.2 0.6 1474.5 −10.8 2.9
1500–1550 1524.5 622.1 22.3 1524.5 15.0 0.7 1524.5 4.3 2.8
1550–1600 1574.5 473.5 17.6 1574.5 19.2 0.8 1574.5 4.3 2.5
1600–1650 1624.4 383.4 16.4 1624.4 21.3 0.8 1624.4 −13.7 2.8
1650–1700 1674.5 401.0 15.0 1674.4 15.2 0.7 1674.5 −27.1 2.5
1700–1750 1724.5 389.3 15.8 1724.4 11.1 0.6 1724.5 −25.0 2.1
1750–1800 1774.4 403.5 14.9 1774.5 7.3 0.5 1774.4 −13.6 1.8
1800–1850 1824.5 362.7 12.2 1824.5 8.4 0.5 1824.5 −6.5 1.6
1850–1900 1874.5 260.4 10.3 1874.5 9.8 0.5 1874.5 −1.2 1.7
1900–1950 1924.5 254.2 9.0 1924.5 11.3 0.6 1924.5 −13.7 1.6
1950–2000 1974.5 239.5 8.1 1974.5 10.9 0.5 1974.5 −19.5 1.6
2000–2100 2049.5 240.6 6.2 2049.5 6.7 0.3 2049.5 −15.3 1.0
2100–2200 2149.4 186.1 4.9 2149.5 5.2 0.3 2149.5 −4.0 0.8
2200–2300 2249.5 144.5 4.5 2249.5 5.9 0.3 2249.5 −4.8 0.8
2300–2400 2349.5 131.2 3.9 2349.5 4.1 0.3 2349.5 −7.5 0.7
2400–2500 2449.5 108.8 3.1 2449.5 2.8 0.2 2449.5 −1.9 0.6
2500–2600 2549.5 89.6 2.2 2549.5 3.0 0.3 2549.5 −3.0 0.5
2600–2700 2649.5 80.2 2.0 2649.5 1.8 0.3 2649.5 −4.8 0.5
2700–2800 2749.5 69.4 1.8 2749.5 1.6 0.3 2749.5 −1.8 0.5
2800–2900 2849.5 58.0 1.5 2849.5 1.5 0.3 2849.5 −1.9 0.5
2900–3000 2949.5 54.3 1.4 2949.5 0.9 0.3 2949.5 −2.2 0.5
3000–3500 3249.5 45.4 0.6 3249.5 0.4 0.2 3249.5 −0.4 0.2
3500–4000 3749.5 41.1 0.7 3749.5 0.2 0.3 3749.5 −0.7 0.3
4000–4500 4249.5 44.7 0.9 4249.5 −0.1 0.3 4249.5 −0.0 0.3
4500–5000 4749.5 52.2 0.7 4749.5 0.0 0.5 4749.5 0.1 0.4
5000–6000 5499.5 66.0 0.6 5499.5 −0.7 0.5 5499.5 −0.4 0.4
6000–7000 6499.5 89.4 1.1 6499.5 2.6 1.0 6499.5 0.5 0.7
7000–8000 7499.5 115.7 1.4 7499.5 −1.0 1.8 7499.5 −0.0 1.0
Note. The ℓ range, bandpower window function-weighted multipole ℓeff , bandpowers Dℓ
XY , and associated bandpower uncertainties, XYs , of the SPTpol 150 GHz TT,
EE, and TE power spectra. Bandpowers and errors are given in units of K2m . The errors are the square root of the diagonal elements of the covariance matrix and do
not include beam or calibration uncertainties.
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(e.g., Gil-Marín et al. 2017), and CMB lensing (e.g., Planck
Collaboration et al. 2016b).
8.1.2. Interpretation of Model Differences
Given that our data maps pass null tests, that we ﬁnd no
evidence for signiﬁcant bias in our analysis pipeline or
likelihood, and that our cosmological constraints appear
insensitive to error in our beam uncertainties, we interpret the
differences in cosmology over multipole range at face value. At
low ℓ, the SPTpol data set is in good agreement with
PLANCKTT, but the bulk of the sensitivity of the data set lies
at higher ℓ and the inclusion of this new information pulls H0
higher and 8s lower in part because of a lower preferred value
for hc 2W .
Lower matter content would imply less gravitational lensing
and therefore sharper acoustic peaks. Looking at the residuals
of the SPTpol bandpowers compared to the PLANCKTT theory
in Figures 7 and 8, we see that the acoustic peaks in the high-ℓ
data appear sharper than what the PLANCKTT theory prefers.
Figure 12. Marginalized parameter constraints for the ΛCDM model using SPTPOL. We explore constraints over three multipole ranges: ℓ50 8000< (SPTPOL),
ℓ50 1000< (SPTPOL-low), and ℓ1000 8000< (SPTPOL-high). For comparison, we include constraints from PLANCKTT as well.
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To quantify this, we ﬁt a ΛCDM+AL model to SPTPOL. As in
Planck Collaboration et al. (2016d), AL scales the theoretical
lensing power spectrum Cℓ
ff at every point in parameter space,
and this scaled lensing spectrum is used to lens the CMB power
spectra. Using only SPTPOL, we ﬁnd
A 0.81 0.14, 35L =  ( )
which is 1.4 s below the ΛCDM expectation of A 1.0L = and
2.9 s lower than the value preferred by PLANCKTT:
A 1.22 0.10L =  . 2c for the maximum likelihood SPTPOL
ΛCDM+AL model is 135.3, 1.7 lower than that for the ΛCDM
model, which is the largest improvement to 2c of all model
extensions we test in this analysis. Furthermore, we see in
Figure 14 that marginalizing over AL shifts the SPTPOL
parameter constraints toward those preferred by PLANCKTT,
suggesting that lensing is driving parameter differences
between the data sets. Measurements of CMB lensing using
the CMB four-point function will be a valuable cross-check,
similar to the results of Story et al. (2015), Planck Collaboration
et al. (2016b), Sherwin et al. (2017), and an in-preparation
analysis of the data used in this work.
8.1.3. SPTPOL + PLANCKTT
The SPTpol data presented here are the most sensitive in
polarization to date at multipoles ℓ 1000 , and the inclusion
of these data informs cosmological modeling. We consider
joint ﬁts between SPTPOL and PLANCKTT, which we include
in Figure 15 and Table 5. While the joint 1D parameter
constraints in Table 5 are only marginally improved with the
inclusion of SPTpol data, we also consider the overall
improvement to the volume of 6D cosmological parameter
space for the ΛCDM model. We use the determinant of the
parameter covariance matrix as a metric for parameter space
volume. The ratio of covariance determinants for PLANCKTT
+SPTPOLover PLANCKTT is 0.56, a factor of 1.8 reduction in
the nonmarginalized parameter space.
8.1.4. Polarized Power from Extragalactic Sources
One beneﬁt of using the polarized CMB power spectra to
constrain cosmology over the temperature spectrum is the
comparative lack of foregrounds. At current map depths, only
polarized power from extragalactic sources is a potentially
limiting foreground at high ℓ. Unmasked sources contribute
power that is constant in Cℓ or ∝ℓ
2 in Dℓ, often referred to as
“Poisson” power. In C15, we placed a 95% conﬁdence upper
limit on residual polarized Poisson power in the EE spectrum of
D 0.40 K3000
PS 2EE m< at ℓ 3000= after masking all sources with
unpolarized ﬂux greater than 50 mJy at 150 GHz.
While the SPTpol 500 deg2 data set is of comparable map
depth to the measurements of C15, the survey area is ﬁve times
greater, and we include multipoles out to ℓ 8000max = , up from
ℓ 5000max = in C15. These two factors considerably improve
our sensitivity to residual Poisson power at high ℓ. As stated in
Section 4.3, we also mask sources with unpolarized ﬂux greater
than 50 mJy at 95 GHz, but this improves the constraint only
negligibly. In Table 5, we see that from SPTPOL alone we ﬁnd
D 0.098 K3000
PS 2EE m< at 95% conﬁdence. When including
PLANCKTT, the constraint remains virtually the same,
D 0.107 K at 95% confidence, 363000
PS 2EE m< ( )
which is a factor of 4 improvement over the C15 upper limit.
The constraint corresponds to C 7.4 10 Kℓ
EE 8 2m< ´ - , or
0.94 Km< -arcmin rms ﬂuctuations in the SPTpol 500 deg2
Table 4
ΛCDM Constraints
Parameter Data Set
SPTPOL-ℓ 1000< SPTPOL-ℓ 1000> SPTPOL
Free
h100 b 2W 2.250±0.114 2.230±0.063 2.296±0.048
hc 2W 0.1198±0.0087 0.1036±0.0083 0.1098±0.0048
100 MCq 1.0404±0.0023 1.0400±0.0015 1.0398±0.0013
ns 0.9635±0.0478 1.0827±0.0472 0.9967±0.0238
A e109 s 2t- 1.8604±0.0675 1.6035±0.0818 1.7791±0.0528
Derived
WL 0.681±0.055 0.762±0.039 0.736±0.025
8s 0.820±0.041 0.738±0.037 0.771±0.024
H0 67.49±3.99 73.49±3.73 71.29±2.12
Nuisance + Foreground
Tcal 1.000±0.003 1.000±0.003 1.000±0.003
Pcal 1.008±0.011 0.994±0.011 1.003±0.010
100k 0.001±0.100 0.000±0.101 0.000±0.102
dust
TEa −2.42±0.02 −2.42±0.02 −2.42±0.02
dust
EEa −2.42±0.02 −2.42±0.02 −2.42±0.02
D3000
PSEE <2.500 μK2 at 95% <0.089 μK2 at 95% <0.098 μK2 at 95%
D80
dustTE <2.00 μK2 at 95% <1.35 μK2 at 95% <0.98 μK2 at 95%
D80
dustEE <0.06 μK2 at 95% <0.70 μK2 at 95% <0.07 μK2 at 95%
Note. Parameters with hats have Gaussian priors. All other parameters have uniform priors. See Section 8 for details.
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E-mode map coming from Poisson power from unmasked
sources.
Following the arguments of C15, we ﬁnd that this upper
limit corresponds to a Poisson term that crosses the best-ﬁt
PLANCKTT+SPTPOLΛCDM spectrum at ℓ 3800~ . As dis-
cussed in C15, this upper limit could in principle be improved
by at least a factor of 2 by reducing the unpolarized ﬂux mask
threshold from 50> mJy to 6> mJy. In this case, a residual ℓ2
term from Poisson sources would cross the EE spectrum at
ℓ 4050= , making up to 13 acoustic peaks potentially
resolvable above the polarized foreground.
As in C15, we can interpret the upper limit on D3000
PSEE as an
upper limit on the mean-squared polarization fraction of
extragalactic sources. The calculation here differs from C15
in two ways: (1) here we take into account the extra uncertainty
in the inferred polarization fraction due to sample variance on
D3000
PSEE, and (2) we correct a 2 error in the calculation from
C15 (in which all the polarized Poisson power was mistakenly
Figure 13. Marginalized parameter constraints for the ΛCDM model from several SPTpol data splits: TEfull (blue), EEfull (red), SPTPOL (gray). We also plot the
constraints for PLANCKTT (orange) for comparison.
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assigned to the EE spectrum). We take sample variance into
account by creating many mock skies with point-source
populations consistent with the measurements of Mocanu
et al. (2013), assigning each source in those mock skies a
random degree of polarization drawn from an underlying
distribution with a single mean-squared polarization fraction
(and a random polarization angle drawn from a uniform
distribution), repeating this for many values of underlying
mean-squared polarization fraction. We apply the two-
frequency source cut applied to the data in this work to these
mock skies, we calculate D3000
PSEE for each mock sky, and we
compare the mock-measured D3000
PSEE values to the posterior
distribution for D3000
PSEE in our cosmological ﬁts to obtain a 95%
upper limit on polarization fraction.
As discussed in C15, with a 50mJy cut, point-source power in
the temperature power spectrum is expected to be roughly equally
distributed between synchrotron-dominated and dust-dominated
sources, but the synchrotron population is expected to be much
more strongly polarized. If we assume that D3000
PSEE comes entirely
from synchrotron sources, we infer a 95% upper limit to the rms
Figure 14. Marginalized parameter constraints for the ΛCDM+AL model using SPTPOL. Marginalizing over AL shifts SPTPOL constraints toward those preferred by
PLANCKTT.
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polarization fraction of those sources of 0.15 (15%). If we instead
assume that all sources (synchrotron and dusty) have the same
underlying polarization distribution, we infer a 95% upper limit to
the rms polarization fraction of all sources of 0.11 (11%). After
correcting for the 2 error in C15, the limits from that work were
29% and 20% respectively; hence, we ﬁnd the expected factor of
∼2 improvement over that work (and ﬁnd that including sample
variance does not degrade the result signiﬁcantly).
8.2. High-ℓ Extensions to ΛCDM
The low quality of ﬁt of the ΛCDM model to the data could
reﬂect a need for additional physics beyond ΛCDM. Motivated
by the observation that the low-ℓ and high-ℓ data favor different
cosmological parameters, in this section we consider several
model extensions to ΛCDM that alter the spectra at high ℓ.
First, we place constraints on the primordial helium fraction Yp.
Second, we allow the effective number of relativistic species
Figure 15. Marginalized parameter constraints for the ΛCDM model using SPTPOL, both independently and combined with PLANCKTT.
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Neff to vary from the expectation of 3.046. Finally, we consider
constraints for a two-parameter extension, ΛCDM+Yp+Neff .
We do not ﬁnd a clear preference in the data for any of these
extensions, all of which lead to minimal changes in 2c . While
we do not highlight them in this section, we also studied adding
running of the scalar spectra index dn dks/ , as well as energy
injection from dark matter particle annihilation based on the
work of Finkbeiner et al. (2012). These one-parameter
Table 5
ΛCDM Constraints
Parameter Data Set
SPTPOL PLANCKTT PLANCKTT+SPTPOL
Free
h100 b 2W 2.296±0.048 2.222±0.023 2.240±0.020
hc 2W 0.1098±0.0048 0.1198±0.0022 0.1181±0.0020
100 MCq 1.0398±0.0013 1.0408±0.0005 1.0409±0.0004
ns 0.9967±0.0238 0.9655±0.0062 0.9693±0.0057
A e109 s 2t- 1.7791±0.0528 1.8805±0.0138 1.8713±0.0130
Derived
WL 0.736±0.025 0.685±0.013 0.695±0.012
8s 0.771±0.024 0.830±0.014 0.817±0.014
H0 71.29±2.12 67.30±0.96 68.05±0.89
Nuisance + Foreground
Tcal 1.000±0.003 L 1.001±0.003
Pcal 1.003±0.010 L 1.010±0.006
100k 0.000±0.102 L 0.104±0.066
dust
TEa −2.42±0.02 L −2.42±0.02
dust
EEa −2.42±0.02 L −2.42±0.02
D3000
PSEE 0.098 μK2 at 95% L <0.107 μK2 at 95%
D80
dustTE <0.98 μK2 at 95% L <1.17 μK2 at 95%
D80
dustEE <0.07 μK2 at 95% L <0.06 μK2 at 95%
Note. Parameters with hats have Gaussian priors. All other parameters have uniform priors. τ has a Gaussian prior only when SPTpol data are ﬁtted independently. See
Section 8 for details.
Table 6
ΛCDM+Yp+Neff Constraints
Parameter Data Set
SPTPOL PLANCKTT PLANCKTT+SPTPOL
Free
h100 b 2W 2.326±0.067 2.231±0.037 2.251±0.033
hc 2W 0.1445±0.0232 0.1200±0.0075 0.1246±0.0075
100 MCq 1.0340±0.0036 1.0411±0.0019 1.0395±0.0017
ns 1.0159±0.0459 0.9691±0.0159 0.9766±0.0139
A e109 s 2t- 1.8503±0.0681 1.8821±0.0260 1.8872±0.0234
Yp 0.137±0.075 0.250±0.031 0.224±0.030
Neff 5.53±1.59 3.09±0.54 3.54±0.54
Derived
WL 0.762±0.027 0.688±0.022 0.706±0.018
8s 0.831±0.047 0.833±0.024 0.831±0.023
H0 84.39±8.50 67.79±3.62 70.98±3.45
Nuisance + Foreground
Tcal 1.000±0.003 L 1.001±0.003
Pcal 1.003±0.010 L 1.010±0.006
100k −0.000±0.101 L 0.100±0.066
dust
TEa −2.42±0.02 L −2.42±0.02
dust
EEa −2.42±0.02 L −2.42±0.02
D3000
PSEE 0.095 μK2 at 95% L <0.105 μK2 at 95%
D80
dustTE <0.98 μK2 at 95% L <1.19 μK2 at 95%
D80
dustEE <0.08 μK2 at 95% L <0.06 μK2 at 95%
Note. Parameters with hats have Gaussian priors. All other parameters have uniform priors. τ has a Gaussian prior only when SPTpol data are ﬁtted independently. See
Section 8.2.3 for details.
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extensions improve the best-ﬁt 2c by less than 0.3. Searching
for physically motivated extensions supported by the data
merits further study.
8.2.1. ΛCDM+Yp
Precision CMB polarization spectra strengthen tests of the
big bang nucleosynthesis (BBN) predictions for the primordial
helium abundance Yp. Since helium recombines at higher
temperatures than hydrogen, and therefore at earlier times, an
increase in Yp would decrease the density of electrons before
matter–radiation decoupling and increase the photon mean free
path at the last-scattering surface. This shifts the damping scale
to lower ℓ. The TE and EE spectra approximately double
the number of modes compared to TT alone, and thus
the SPTpol TE and EE bandpowers across the damping tail
can tighten our constraints on the CMB damping scale.
Acoustic peaks in the TE and EE spectra are resolved in the
SPTpol measurements to ℓ 3000~ , so we use this measure-
ment of the damping tail to place constraints on Yp in a ΛCDM
+Yp model. Normally Yp is kept constant at the prediction from
Figure 16. Marginalized parameter constraints for the ΛCDM+Yp+Neff model using SPTPOL, both independently and combined with PLANCKTT.
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BBN given hb 2W and Neff . By freeing Yp, we are probing
physics that alters the helium content of the universe between
BBN and the epoch of recombination.
SPTPOL-only prefers
Y 0.234 0.052, 37p =  ( )
a shift of 0.1 s- from the BBN expectation and 0.2 s- from
the PLANCKTT-only constraint. Combining the data sets,
we ﬁnd
Y 0.244 0.019, 38p =  ( )
a 10% reduction in marginalized uncertainty from the inclusion
of SPTPOL. When considering the full volume of 7D
cosmological parameter space for the ΛCDM+Yp model, we
also ﬁnd that including SPTPOL reduces the parameter space by
a factor of 2.3, which begins to demonstrate the constraining
power of damping tail measurements.
8.2.2. ΛCDM+Neff
The energy density from non-photon-relativistic sources, i.e.,
neutrinos and potentially other particles, is parameterized by
Neff , the effective number of relativistic species. Standard
particle theory predicts N 3.046eff = , where there are three
neutrino species that are slightly heated compared to photons
by electron–positron annihilation at early times. A signiﬁcant
deviation from 3.046 could indicate additional physics, for
example, additional weakly interacting relativistic species or
nonstandard particle heating/cooling.
By itself, SPTPOL ﬁnds no evidence for additional
relativistic species, with N 3.66 0.72eff =  while assuming
consistency with BBN. When combining with PLANCKTT, we
ﬁnd that
N 3.18 0.28, 39eff =  ( )
a 12% improvement in uncertainty in Neff over PLANCKTT
alone. Furthermore, including SPTPOL reduces the 7D para-
meter space of the model by a factor of 2.9. From these data
sets, we see no statistically signiﬁcant evidence for additional
relativistic species.
8.2.3. ΛCDM+Y Np eff+
In this section we constrain a two-parameter extension
model, ΛCDM+Yp+Neff . The amount of primordial helium Yp
is predicted in BBN by the baryon and neutrino content of the
universe, hb 2W and Neff , respectively. Allowing both to vary
simultaneously probes for physics that breaks this expectation,
e.g., additional energy injection after BBN but before the epoch
of recombination. While both Yp and Neff have similar effects
on the damping tail, Neff also induces an ℓ-dependent phase
shift on the acoustic peaks, which partially breaks the
degeneracy.
Constraints for ΛCDM+Yp+Neff are given in Table 6 and
Figure 16. With bandpowers spaced by ℓ 50d = through most of
the acoustic oscillations in the SPTpol data set, the phase shift from
Neff is not well resolved, leaving Yp and Neff largely degenerate.
SPTPOL ﬁnds Y 0.137 0.075p =  and N 5.53 1.59eff =  .
Adding more resolved acoustic peaks from PLANCKTT helps to
break the degeneracy, and we ﬁnd
Y
N
0.224 0.030,
3.54 0.54. 40
p
eff
= 
=  ( )
The joint constraints on Yp and Neff from PLANCKTT alone are
marginally improved with the addition of SPTPOL. The
constraining power of the SPTpol data manifests as a factor
of 2.2 decrease in the volume of 8D cosmological parameter
space for this model. With PLANCKTT+SPTPOL we ﬁnd thatYp
and Neff are consistent with standard particle theory and BBN.
We note, however, that the signiﬁcant decrease in parameter
space volume we see in all of the ΛCDM extension models
highlights the potential of future experiments to further probe
these theories using more precise measurements of the CMB
damping tail at smaller scales.
9. Conclusion
We have presented measurements of the E-mode angular
auto-power and temperature–E-mode cross-power spectra of
the CMB over the multipole range ℓ50 8000< . These data
are the most sensitive measurements to date of the EE and TE
spectra at ℓ 1050> and ℓ 1475> , respectively, and demon-
strate the potential of constraining cosmological parameters
with information from the polarized CMB damping tail.
We have placed an upper limit on residual polarized point-
source power after masking sources with unpolarized ﬂux
50> mJy at 95 and 150 GHz: D 0.107 Kℓ 2m< at ℓ 3000= .
This upper limit implies that with more aggressive source
masking the power from polarized extragalactic sources could
be reduced to a level such that the amplitude of primordial EE
power would be greater than the amplitude of extragalactic
source power to at least ℓ 4050,= and possibly much higher.
Compared to the TT spectrum, which becomes dominated by
several foregrounds including clustered and nonclustered
extragalactic sources and the thermal and kinetic Sunyaev–
Zel’dovich effects by ℓ 3000~ , the EE damping tail promises
to provide a much deeper look into physics at the photon
diffusion scale.
The SPTpol data set is in mild tension with the ΛCDM
model, discrepant at 2.1 s. This tension can be attributed in part
to slightly different preferred cosmologies between the TE and
EE bandpowers and between low and high ℓ. Interestingly,
while SPTpol data at ℓ 1000< are in good agreement with the
best-ﬁt model of PLANCKTT, we see parameters pulled to new
values with the addition of higher multipole polarization
information, resulting in a higher H0 and lower 8s . This is
similar to the behavior measured by Aylor et al. (2017) on SPT-
SZ temperature data on 2500 deg2, of which the SPTpol ﬁeld is
a subset. The parameter most affected by the inclusion of
SPTPOL is 8s , which decreases by 1 s from the value preferred
by PLANCKTT alone. This behavior is related to the preference
for less lensing in the SPTpol data set, which prefers a value of
AL that is 2.9 s less than PLANCKTT.
Tensions between CMB and non-CMB data sets exist for
some parameters. For example, the local value of H0 as
measured from Type Ia supernova light curves is between 2.1 s
and 3.4 s discrepant with the CMB-derived value, depending
on the data set considered (Riess et al. 2016). Constraints using
baryon acoustic oscillation measurements and estimates of the
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primordial deuterium abundance, which use no CMB measure-
ments, are also 3 s discrepant with low-z H0 estimates
(Addison et al. 2017). While there is the possibility of
unknown systematics in any of these data sets, this tension
could hint at physics beyond ΛCDM. A higher value of Neff ,
for example, would help alleviate some of the discrepancy,
though we do not ﬁnd statistically signiﬁcant preference for a
higher Neff in this analysis. Regardless, sensitivity to physics at
the photon diffusion scale makes the polarized damping tail an
important laboratory for studying the source of parameter
tensions.
While 1D marginalized parameter constraints are modestly
improved over PLANCKTT alone, the inclusion of SPTpol data
signiﬁcantly reduces the volume of nonmarginalized parameter
space, a factor of 1.8 for ΛCDM and 2.3, 2.9, and 2.2 for the
ΛCDM+Yp, ΛCDM+Neff , and ΛCDM+Yp+Neff models,
respectively. As current and future high-resolution CMB
polarization experiments generate deeper data sets, we will
continue to make dramatic progress in constraining cosmolo-
gical parameters. For example, SPT-3G is forecasted to
improve constraints on Neff over Planck alone by nearly a
factor of 2 (Benson et al. 2014), and CMB-S4 is expected to
provide at least another factor of 2 improvement (CMB-S4
Collaboration et al. 2016).
Finally, we note that such a deep high-resolution measure-
ment of E-mode polarization is a key component in the search
for inﬂationary gravitational wave-induced large-scale B modes
(e.g., Abazajian et al. 2015). Along with polarized Galactic
dust, so-called lensing B modes are a signiﬁcant foreground
contaminant at large scales. This additional B-mode signal is
generated at few-arcminute scales by the gravitational lensing
of primordial E modes by large-scale structure (Zaldarriaga &
Seljak 1998). Improved constraints on the presence of an
inﬂationary B-mode signal require delensing, the removal of
lensing B-mode power from either the real-space polarization
maps or the total BB angular power spectrum. The SPTpol
Collaboration recently released a delensing analysis of its own
data (Manzotti et al. 2017) and is pursuing delensing jointly
with the BICEP2/Keck Collaboration, whose observation ﬁeld
overlaps the SPTpol ﬁeld. Future constraints on inﬂationary B
modes can only beneﬁt from these and other high-resolution
measurements of E-mode polarization.
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Appendix
We plot the null spectra from which the probabilities to
exceed in Table 1 are calculated in Figure 17. The spectra are
plotted in pseudo-Dℓ space, meaning that they have not been
corrected for the effects outlined in Section 4 or for calibration.
When calculating 2c for each spectrum, we use the noise-only
bandpower covariance matrix (in pseudo-Dℓ space) to account
for correlations between bandpowers. As discussed in
Section 5.2, the null spectra are free of signiﬁcant systematic
bias. If a systematic were present in the data, it would be
subdominant to noise, which is 0.5 μK2 across the multipole
range of interest. Furthermore, the amplitudes of the null
spectra are much smaller than the TE and EE residuals plotted
in Figures 7 and 8. If the null spectra were entirely attributed to
unmodeled systematics and were subsequently removed, the
bandpower residuals above would remain virtually unchanged,
especially for ℓ 2000 .
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Figure 17. Null spectra for TE (left) and EE (right) for the tests outlined in Section 5.2. We scale the x-axes to ℓ0.6. Each row corresponds to a different null test; (a, b):
Left–Right; (c, d): 1st Half–2nd Half; (e, f): Sun; (g, h): Moon; (i, j): Azimuth.
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