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ABSTRACT
Quantitative and Qualitative Error Re-Analysis of Tidal Datasets

Tidal data forms the basis for understanding and quantifying sea-level rise and tidal
statistics. While quality assurance methods based upon spectral and harmonic analysis have
been applied to individual tidal records, these methods have not been used to assess global
tidal datasets. In this thesis, four west coast tidal records were examined using harmonic
analysis methods to investigate uncertainty on a monthly averaged basis. Uncertainty was
identified using a method that quantifies time lag as a linear regression of height difference
between a predicted and measured tidal height and the predicted rate of change of tidal height.
Errors identified through this method were validated by visual inspection of qualitative records
and digitization of daily staff/gauge comparisons. Of the 1188 total months investigated using
the time-lag based estimates, 41 months of high uncertainty were identified validated through
comparison with staff/gauge comparisons. Six additional months of high uncertainty were
identified by the time-lag based method but were not apparent in staff-gauge comparisons. An
additional 55 months of possibly inadequate data were only identified by staff/gauge
comparisons. These 55 cases were shown to relate to either staff measurement error or shortterm gauge issues. For problems that persisted over a month, a binning approach was used to
create a statistically significant relationship between estimated time lag and the uncertainty in
the water level measurement. In the future, this regression could be applied to assess
uncertainty in other tidal datasets.
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1. INTRODUCTION
Tidal data are the longest and oldest records for quantifying and understanding sea-level
change and tidal statistics (Talke & Jay 2013). Sea-level rise and coastal flooding are estimated
using historical tidal records, which often contain significant errors (Agnew, 1986). These errors
can be caused by tide gauge malfunction, human measurement error, or environmental factors.
From the early 1850s to the 1960s and 1970s, tide height was measured by a SelfRecording Tide Gauge (SRTG). In the 1970s, the SRTG was replaced by the Analogue to
Digital (ADR) tide gauge.
Tidal height was measured at a tide station, which consists of a staff gauge and SRTG
(National Oceanic and Atmospheric Administration, 2007). The tide station was leveled to a
benchmark of known elevation (United States Coast and Geodetic Survey, 1965). The staff
gauge was a graduated staff attached to the tide station extending into a body of water (United
States Coast and Geodetic Survey, 1965). Height was read by an observer from the water level
inside a glass tube (United States Coast and Geodetic Survey, 1965).
The SRTG consisted of a cylindrical well with a float inside and an orifice at the bottom to
reduce the effect of rapid changes in water level due to wave motion (United States Coast and
Geodetic Survey, 1965). The float sat on the water surface and was attached to an automatic
tidal recorder, which continuously recorded tide height on a record paper moved by a motor
clock (United States Coast and Geodetic Survey, 1965). The resulting tide traced onto paper
was compared to independent measurements made on the graduated staff gauge (Talke & Jay,
2017). The zero of the tide gauge was leveled to a benchmark using the average monthly height
difference between the staff and gauge measurements (Talke & Jay, 2017).
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Figure 1.1.1. Schematic of a tide station consisting of a staff gauge and SRTG leveled to a
USCS benchmark of known elevation. Adapted from (Talke & Jay, 2017).

Gauge malfunction, observer error, and environmental change can produce uncertainty in
historic tide records. SRTGs had a variety of common malfunctions including clogging of the
stilling well, friction in the float mechanism, clock stop, and clock drift (Agnew, 1986; Hannah,
2010; Lennon, 1970; Zaron & Jay, 2014). Tide gauge measurements were validated by visual
inspection of a tide staff, which was prone to human measurement error (Gutenberg, 1941;
Zaron & Jay, 2014). Environmental factors such as wind stress, density effects such as salinity
and temperature, and river discharge also caused incorrect readings (Gutenberg 1941; Lennon,
1970; Bromirski et. al., 2003; Ray & Talke, 2019).
Accurate assessment of sea-level rise and coastal flooding are necessary to reduce risks to
coastal resources and human populations (Talke & Jay, 2020). A variety of approaches have
been used to estimate global mean sea level (GMSL) rise (National Research Council, 1991).
Past studies estimate GMSL rise using the average of sea level rise rates from long-term tidal
records which represent a large region (Fairbridge & Krebs, 1962; National Research Council,
1991). Another common method is to average rates from most tide gauges in geographically
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similar regions (Barnett, 1984; Hicks, 1978; Emery, 1980; Gornitz, 1982). However, the
selection of one or more unrepresentative or error-prone tidal record can greatly impact
estimations of GMSL rise using both methods (National Research Council, 1991). Recently,
satellite altimetry data has been analyzed using empirical orthogonal function (EOF) analysis to
estimate GMSL rise (Church & White, 2006). Most recently, Bayesian analysis methods have
been used to weight tidal records to the degree in which the record is affected by tidal
uncertainty (Hay et. al., 2015). An investigation of the source, frequency, and implications of
error in historical tidal datasets is necessary to accurately assess tidal records for use in sealevel rise and coastal flooding estimations.
In this study, four United States Pacific Coast tidal records were analyzed for non-tidal
residual created by gauge malfunction as a function of time using harmonic analysis. Then,
qualitative metadata from Astoria, Port San Luis, San Diego, and San Francisco tide gauges
were digitized and evaluated for timing errors, data errors, and other anomalies. A linear
regression was used to quantify the degree to which a tidal record is affected by tide gauge
error through harmonic analysis. The aims of this paper are:
•

To analyze and document the source and frequency of error for four United States
Pacific Coast tidal records quantitatively and qualitatively.

•

To examine the relationship between uncertainty identified by harmonic analysis and
gauge malfunction in four Pacific Coast tidal records.
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2. LITERATURE REVIEW

2.1 Overview
Qualitative and quantitative error re-analysis of tidal datasets requires a thorough
understanding of tide prediction (harmonic analysis), tidal measurement error, and methods of
quality assurance of tidal data. History and methods of harmonic analysis are examined. Types
and possible causes of tidal measurement error are reviewed to gain insight into the quantitative
and qualitative signals produced by comparing predicted tides to historical tidal measurements.
Error re-analysis impacts the accuracy of GMSL rise and coastal flooding estimates. A review of
past and present methods of global mean sea level estimation is included. Background
knowledge of these topics is crucial to understanding the importance and implementation of
error re-analysis of historical tidal datasets.

2.2 Harmonic Analysis
Harmonic analysis provides a model of ideal historical and predicted tides using the
principles of astronomical forcing (Pugh, 1987). Before harmonic analysis was discovered,
general rules of thumb were used to predict the tides. Harmonic analysis provides a highly
accurate prediction of historical tidal records by estimating the contributions of celestial bodies
with tidal constituents. These constituents are represented by coefficients of sines and cosine
waves, which are added together to create a complete prediction of the tides (Pugh, 1987).

2.2.1 History of Harmonic Analysis
Tidal prediction from long-term tidal measurements is the oldest, and most accurate form
of ocean prediction (Parker, 2007). The earliest measurements of tide were recorded in the
Tsientang River in China in 1056, and for the London Bridge in the early 1200s (Parker, 2007).
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In 1752, Daniel Bernoulli first reliably predicted the tide using tide tables based upon the phase
and elliptical orbit of the moon (Parker, 2007).
The Harmonic method relied on the discoveries of Isaac Newton and Pierre Simon
Marquis de Laplace (Parker, 2007). In 1687, Sir Isaac Newton explained how tides are
generated by gravitational pulls from celestial bodies such as the sun and moon (Parker, 2007).
In 1775, Pierre Simon Marquis de Laplace suggested representing tide as harmonic oscillations.
Pierre Simon Marquis de Laplace found that almost all tidal energy is found in particular
frequencies called the diurnal and semi-diurnal bands (Parker, 2007).
The harmonic method of tidal prediction was developed by Sir William Thompson in
1867. Thompson used a rotating series of gears and pulleys to represent tidal constants and
output a predicted tide on paper wrapped around a rotating drum (Figure 2.2.1).

Figure 2.2.1. Analogue Prediction Machine by Sir William Thompson. Each gear and pulley
relate to a tidal constituent. The wire running through the pulleys directs the pencil, which writes
on a rotating piece of paper representing the tide (Parker, 2007).

In 1883, Sir G. H. Darwin updated the harmonic method of Thompson with the use of
harmonic constants to predict tides (Doodson, 1921). Harmonic constants provide the amplitude
and phase for harmonic constituents (National Oceanic and Atmospheric Association, 2020).
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However, significant discrepancies were found in predicted versus observed tide using the tidal
constants proposed by Darwin. These large discrepancies resulted from a miscalculation of the
irregular, elliptical orbit of celestial bodies (Doodson, 1921).
Arthur Thomas Doodson updated the previous harmonic expansion method which
solved for tidal constituents. The predicted tide was expressed as a linear combination of
sinusoidal terms with a distinct amplitude, phase lag, and frequency (Cartwright & Tayler, 1971).
Each sinusoid is referred to as a tidal constituent (Cartwright & Tayler, 1971). Doodson
proposed six fundamental frequencies used to pinpoint the location of the sun and moon for
tidal prediction (Foreman & Neufeld, 1991). The Doodson Numbers use longitude, perigee, and
ascending nodes of the sun and moon to pinpoint location. Longitude is the horizontal distance
between two objects, perigee is the point in where two orbiting objects are closest, and
ascending node is the point where the orbiting object crosses the reference plane going upward
(Ball, 2015). The six Doodson Numbers are listed below, with the parameters they represent.

𝜏 = mean lunar time (Greenwich time of the mean plus twelve hours)
S = moon’s mean longitude
h = sun’s mean longitude
p = longitude of the moon’s perigee
N’ = -N, where N is the longitude of the moon’s ascending node
p’ = longitude of the sun’s perigee

All lower order tidal frequencies are derived as different linear combinations of these
base frequencies, represented by the Doodson Numbers. These secondary tides derived as the
summation of base frequencies are defined as shallow water tides (Foreman & Henry, 1989).
The harmonic method proposed by Doodson (Doodson, 1921) was revised and updated
by Cartwright and Tayler (Cartwright & Tayler, 1971). Cartwright and Tayler presented improved
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Doodson numbers calculated to the fifth decimal using a computer program. The constants
were updated again due to identification of a computer program error (Cartwright & Edden,
1973).
An improved harmonic analysis method for tide prediction was first developed by Godin,
1972. Foreman introduced the tidal heights analysis and predictions program developed by G.
Godin (Godin, 1972).The program used hourly tide data input on data cards. Amplitudes and
phase lags are calculated via a least-squares fit method with nodal modulation only for those
constituents which can be resolved for the length of the record (Foreman, 1977). Least-squares
analysis is based upon the minimization of squared error between historical tidal data and tidal
predictions (Parker, 2007). A standard 69 tidal constituents could be calculated, with an
additional 77 shallow water constituents available (Foreman, 1977).
The Fortran-based harmonic analysis software developed by Foreman, 1977 was
translated into MATLAB software (Pawlowicz et. al., 2002). The “t-tide” MATLAB software made
harmonic analysis more accessible to scientists and engineers (Pawlowicz et. al., 2002). The ttide program was developed to help make adjustments for the 18.6 year nodal cycle, assess
shallow water and minor constituents, obtain uncertainty estimates on constituent amplitudes
and phrase, and make it easier to analyze tides, obtain predictions, and use specialized
functionality such as constituent inference (Pawlowicz et. al., 2002).
Further improvements by Leffler and Jay were made to t-tide by altering the least
squares algorithm used in t-tide to an iteratively reweighted least squares approach (IRLS)
(Leffler & Jay, 2007). The IRLS approach reduces the influence of non-tidal variation and
minimizes data rejection. Classic harmonic analysis weights every data point equally when
estimating confidence in parameter estimates. This leaves the data more vulnerable to non-tidal
noise and variability (Leffler & Jay, 2007).
Most recently, the “U-Tide” MATLAB software improved upon the t-tide harmonic
analysis software to enable treatment of multi-year records with irregular temporal sampling
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(Codiga, 2011). The software includes the IRLS approach (Leffler & Jay, 2007), nodal
corrections for multi-year datasets, and diagnostics to aid constituent selection (Codiga, 2011).

2.2.2 Theory of Harmonic Analysis
A tidal prediction can be made by summing up the sinusoidal contributions of multiple
tidal constituents (Parker, 2007). A tidal constituent represents a periodic change in the relative
positions of the earth, moon, and sun (National Oceanic and Atmospheric Association, 2020).
Tides primarily occur in diurnal and semi-diurnal band, with diurnal tides oscillating once per
lunar day, and semi-diurnal tides oscillating twice per lunar day (Pugh, 1987). Some examples
of significant tidal constituents can be found in Table 2.2.1.

Table 2.2.1 Example of Tidal Constituents (National Oceanic and Atmospheric
Association, 2020).
Constituent

Name

M2

Principal Lunar Semidiurnal Constant

S2

Principal Solar Semidiurnal Constant

N2

Lunar Elliptic Semidiurnal Constant

K1

Principle Lunar Diurnal Constant

O1

Lunar Diurnal Constant

Altogether, astronomic tidal forcing of the moon, sun, and earth can be modelled as a
series of amplitude of sine waves (Pugh, 1987). A representative analysis which shows how the
K1, M2, and S2 sine wave can be converted to constituent amplitudes and phases is shown in
Equations 2.2.1-8. Tides depend on 𝐴, 𝜔, and 𝜑 where 𝐴 represents the tidal amplitude, 𝜔
represents the frequency of the tidal constituent in radians, and 𝜑 represents the phase lag of
the tidal constituent (Equation 2.2.1):
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𝐴1 = 𝑀2 cos (𝜔𝑚2 𝑡 + 𝜑𝑚2 )

(Equation 2.2.1)

𝐴2 = 𝑆2 cos (𝜔𝑠2 𝑡 + 𝜑𝑠2 )
𝐴3 = 𝐾1 cos (𝜔𝑘1 𝑡 + 𝜑𝑘1 )
𝐴 = ∑𝑛𝑖=1 𝐴𝑛
Where

𝐴 = Amplitude
𝜔 = frequency
𝜑 = phase
𝑛 = number of constituents evaluated

In a measured data set, both the frequencies (𝜔) and times (𝑡) are known for each tidal
constituent, and the amplitude (𝐴) and phase lag (𝜑) are being solved for (Pugh, 1987). The
cosine wave of each constituent (Equation 2.2.1) can be converted into a linear sum of sines
and cosines using a trigonometric identity (Equation 2.2.2) (Pugh, 1987).
𝑌 = 𝐴𝑐𝑜𝑠(𝜔𝑡) cos 𝜑 + 𝐵𝑠𝑖𝑛(𝜔𝑡)𝑠𝑖𝑛𝜑

Where

𝜔=

2𝜋
𝑇

(Equation 2.2.2)

in radians/time

𝑡 = time
The unknown amplitude (𝐴) and phase (𝜑) are next grouped together using a change of
variables, here defined as 𝐴1 and 𝐵1 for a representative sine wave (Equation 2.2.3) (Pugh,
1987).

9

𝑌 = 𝐴1 cos(𝜔𝑡) + 𝐵1 sin (𝜔𝑡)
Where

(Equation 2.2.3)

𝐴1 = 𝐴𝑐𝑜𝑠𝜑
𝐵1 = 𝐵𝑠𝑖𝑛𝜑

The equation is now in a linear form 𝑌 = 𝐴1 𝑋1 + 𝐵1 𝑋2 . Amplitude and phase of the
harmonic constituent can be solved using the known frequency and time (Pugh, 1987).
𝐴12 + 𝐵12 = 𝐴2 = 𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒

(Equation 2.2.4)

𝐵1
𝐴1

(Equation 2.2.5)

= tan 𝜑 = 𝑃ℎ𝑎𝑠𝑒

Each of the many tidal constituents is next decomposed in a similar way. This can be
represented in matrix form as follows, where, 𝛽 is a matrix of unknowns, and 𝑋 is a matrix of
knowns (Equation 2.2.6) (Pugh, 1987).
𝑋 ∙ 𝛽=𝑌
Where

(Equation 2.2.6)

𝑋 = [ 1 𝐴1

𝐵1 ]

𝛽 = [𝐾

𝑋2 ]

𝑋1

𝑌1
𝑌 = […]
𝑌𝑛
𝑛 = number of constituents evaluated
To solve, we multiply the transpose of the known matrix 𝑋 denoted by 𝑋𝑇 (Equation 2.2.7)
(Pugh, 1987).
𝑋𝑇 ∙ 𝑋 ∙ 𝛽 = 𝑌 ∙ 𝑋𝑇
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(Equation 2.2.7)

The coefficients 𝛽 are solved for by multiplying 𝑋𝑇 ∙ 𝑋 by it’s inverse, yielding: Equation 2.2.8
(Pugh, 1987).

𝛽 = (𝑋𝑇 ∙ 𝑋)−1 ∙ 𝑋𝑇 ∙ 𝑌

(Equation 2.2.8)

The coefficients 𝛽 are then decomposed into amplitude and phase via Equations 2.2.5 and
2.2.6. It can be shown that the coefficients from this matrix inversion are equivalent to the
values found by least squares regression. Results of a harmonic analysis in the diurnal and
semi-diurnal bands for San Diego are visually presented and summed in Figure 2.2.1 to create
an astronomically predicted tide and compared to observed tide (Parker, 2007).

Figure 2.2.2 Diurnal and semidiurnal tidal constituent heights from San Diego, CA are
combined to create a predicted tide curve which closely matches observed tide (Parker, 2007).
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A harmonic analysis can be projected forward in time to predict the astronomical tide, or
backward in time to compare to actual tidal measurements (Pugh, 1987). Projecting a harmonic
analysis back in time allows the evaluation of non-astronomical components of water level by
subtracting the predicted, astronomical tide out of actual tide measurements. This creates a
residual series as seen in Equation 2.2.9 (Agnew, 1986; Talke et. al., 2018).

ℎ𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 = ℎ𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − ℎ𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
Where

(Equation 2.2.9)

ℎ𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = measured hourly tide data
ℎ𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 = predicted astronomical tide from harmonic analysis

A residual series identifies non-astronomical water-level fluctuations and the portion of
the tide that is not predicted, and can be used to identify storm surge, river flow, oceanographic
variability, and measurement error (Agnew, 1986). These are now discussed below.

2.3 Non-Astronomic Tides
Non-predicted tidal energy in the residual series can occur because of meteorological
and oceanic phenomenon, or tidal height measurement error (Talke & Jay, 2020).

2.3.1 Oceanic and Environmental Residual
Short-term meteorological and oceanic phenomenon such as storm surge and other
extreme events can create non-astronomical energy in the residual tidal record (Talke et. al.,
2014; Familkhalili & Talke, 2016). Storm surges are long-period waves generated by tropical
cyclones and cause high-risk flood events (Familkhalili & Talke, 2016). Storm surge causes
elevated water levels, creating high non-astronomical residual. Studies suggest that the
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frequency of flooding events caused by storm surge can increase due to sea-level rise and
increased depth of estuaries (Familkhalili & Talke, 2016).
Similarly, long-term environmental change such as vertical land motion (National
Research Council, 1991), bathymetric alterations in estuarine environments, and changes to
boundary forcing conditions produce non-astronomic energy in residual series (Talke & Jay,
2020).
Tectonic uplift and land subsidence on the land mass on which the tide station sits can
induce long term changes in sea level (National Research Council, 1991). This is a common
problem for tidal stations located near river mouths where sediment collected near river mouths
compacts over time, and northernly stations with significant glacial rebound occurs (National
Research Council, 1991). Changes to boundary forcing conditions such as sediment load and
river discharge can influence tides. Historically, harbors and estuaries silted up due to increased
sediment load caused by mining, agriculture, and other industrial processes (Talke & Jay,
2020). More recently, sediment supply to some rivers has been limited by the construction of
reservoirs and dams. Increased erosion from decreased sediment supply affects long term tidal
trends and can create non-tidal effects in estuarine environments (National Research Council,
1991). Changes to river caused by flow regulation, diversion, and climate change affect
seasonal tide patterns and long-term trends (Talke & Jay, 2020).
Changing tides can introduce residual energy in into the tide record by altering tidal
phase over time (Talke & Jay, 2020). Tide stations located in shallow continental shelves,
estuarine, rivers, and embayments are subject to increased response from frictional and
resonance effects from bathymetric alterations, addition and removal of geomorphic features,
changes to roughness elements, changes to boundary forcing conditions, and changes to
estuary inlet geometry (Talke & Jay, 2020).
Changes to estuarine bathymetry such as length, width, and depth can alter tidal range
and tidal constituents (Talke & Jay, 2020). Increase in estuary length occurs due to channel
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straightening in order to accommodate larger shipping channels (Talke & Jay, 2020). Increased
channel length increases the amplification of tides (Talke & Jay, 2020). Increasing depth alters
both the frictional effects and tidal constituents in a tidal estuary (Talke & Jay, 2020). The depth
of an estuary affects frictional damping and energy dissipation (Talke & Jay, 2020). An increase
in depth decreases energy dissipation, varying with the cube of velocity over depth (U3/h).
Increase in depth is inversely proportional to the frictional coefficient of an estuary (Talke & Jay,
2020). Sea-level rise can alter frictional effects for coastal tides by increasing water level and
increasing depth. (Talke & Jay, 2020). Depth changes can create drastic tidal changes in
estuaries, because an increase in depth reduce turbulent motions which reduce fluid velocity
(Talke & Jay, 2020).
Changes to roughness elements such as dunes, bed material, wetland plants, shells
increase friction in shallow, estuarine environments (Talke & Jay, 2020). Removal of roughness
elements decreases friction and increases tidal range by decreasing turbulent motion (Talke &
Jay, 2020). The addition of low-friction infrastructure such as seawalls can replace natural highfriction marsh and influence tides within the estuary (Talke & Jay, 2020). Additions and removal
of geomorphic features such as the removal or addition of floodplains, wetland areas, and flats
affects tidal dissipation and resonance. Engineered structures such as bridges, piers, dikes, and
wharfs increase dissipation and mixing, but can introduce friction along tidal banks (Talke & Jay,
2020). Changes to estuary inlet geometry such as widening of the inlet to facilitate shipping can
alter seasonal tidal height (Talke & Jay, 2020). While discharge may remain constant, widening
can decrease tidal height due to decreased cross sectional area (Talke & Jay, 2020). The
smaller the cross section related to discharge, the greater the effect (Lennon, 1971).

2.3.2 Tidal Measurement Error Residual
Tidal measurement error occurs when recorded sea level values do not represent actual
water level (Parker, 2007). Errors can be classified as random errors, sudden vertical shift
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errors, or slowly changing errors (Parker, 2007). Tide measurement errors can be caused by
tide station movement, mechanical failure, electronic failure, improper calibration of
instrumentation, or stilling well error.
Random errors are sea level measurements that differ from actual water level without
definite pattern (Parker, 2007) Random errors tend to average out during harmonic analysis and
have little effect on the magnitude or phase of tidal constituents (Parker, 2007). Random errors
in the staff measurement may be caused by incorrect visual observation or by the angle and
height at which the observer reads the tide staff (National Research Council, 1991). For the
SRTG, random error can be introduced by small, short-term variation in water level inside of a
stilling well (Parker, 2007).
Sudden shift errors occur when long periods of tidal dataset heights are smaller or larger
by some amount than they were previously (Parker, 2007). Sudden shift errors can impact the
mean sea level recorded for a tidal station, but will generally not affect the amplitudes of tidal
constituents (Parker, 2007). The vertical movement or relocation of a tide station or instability in
a benchmark can introduce either a sudden vertical shift or a slowly changing error in tidal
datasets (National Research Council, 1991). Since the tide staff is exposed and often affixed to
a pier or dock, the staff is prone to movement due to storms and large tide events (National
Research Council, 1991). Lack of electricity can lead to breaks in the tidal record or slow the
internal clock (Parker, 2007). Breaks in the tidal record result in sudden shift error (Parker,
2007). A sudden shift in time decreases the amplitudes of tidal constituents and shifts phase
lags (Parker, 2007).
Slowly changing errors grow slowly over long periods of time and can affect the
amplitude and shifts the phase of tidal constituents (Parker, 2007). Often, land subsistence
beneath the tide station or insecure fastening of tidal equipment to the dock causes the slow
vertical movement of the tide station or tide measurement equipment (National Research
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Council, 1991). Slowing time error reduces tidal constituent frequencies and amplitudes by
spreading out time (Parker, 2007).
The procedure used to maintain the datum level of a tide gauge can introduce
measurement error (Agnew, 1986). The datum level of a tide gauge is commonly found by
obtaining the total monthly error between computed and true tidal height, averaging the error to
obtain the mean difference between the staff and tape gauge readings, and then connecting
those values to the datum (Agnew, 1986). However, if significant non-astronomic energy is
present, several large constituents are aliased to low frequencies (Agnew, 1986). The errors
from the aliasing of the monthly tidal records may be large enough to cause bias in monthly
mean sea-level (Agnew, 1986). Slowly changing time measurement error is caused by poor
calibration of the tidal station clock (Parker, 2007).
The SRTG can introduce slowly changing error into the tidal dataset in several ways.
Incorrect counterpoise and float suspension in the tape gauge can lead to incorrect input
readings to the tide gauge (Lennon, 1971). Friction between the float and stilling well can create
a lag in tide height measurement (Lennon, 1971). Fast moving tides flowing past the orifice of
the stilling well can cause a pull down effect (Parker, 2007). Turbulence generated by obstacles
in the vicinity of the stilling well orifice may also produce a significant effect on recorded tidal
height (Lennon, 1971). In addition, water density inside the stilling well is often not compatible
with density in the open water (Lennon, 1971). Often, the stilling well is stratified with low
density water associated with low tide conditions in the lower sections of the well, and higher
density water associated with high tide in the upper portion of the well (Lennon, 1971). This can
alter recorded tidal height in the stilling well as the stilling well seeks equilibrium with the open
water (Lennon, 1971).
Clogging of the stilling well reduces the size of tidal amplitudes and introduces a phase
shift (Agnew, 1986). If not maintained properly, sediment can accumulate near the orifice of the
stilling well, causing it to clog (Lennon, 1971). During large storms, pressure difference across
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the orifice can suck sediment and kelp into the stilling well (Agnew, 1986) If water is restricted
from entering or exiting the stilling well, the water level within the stilling well may lag the actual
tide, resulting in apparent timing errors relative to the astronomically predicted tide (Talke, et.
al., 2018). If clogging is severe, the stilling well acts as a nonlinear filter, and cause changes in
the mean by acting as a one-way valve (Agnew, 1986).

2.4 Methods of Tidal Data Quality Assurance
Methods of tidal data quality assurance can help distinguish between accurate and
inaccurate tide measurements. The Van De Casteele method gives a quantitative evaluation of
tide gauge performance in the form of time lag (Lennon, 1971). A historic tide record can be
examined for time lag error using a Taylor Series Expansion method similar to the Van De
Casteele test (Hudson et. al., 2017; Talke et. al. 2018). A related method evaluates large
excursions from predicted tide using a residual series (Agnew, 1986).
2.4.1 The Van De Casteele Method
The Van De Casteele method was invented by Charles Van De Casteele in the 1960s
and is used to estimate the accuracy of sea level measurements from a tide gauge (Lennon,
1971). The test involves taking readings of a manual staff measurement against tide gauge
readings over a full tidal cycle (Intergovernmental Oceanic Commission, 1985). The data
obtained is then used to construct a graph where sea level elevation is plotted against non-tidal
residual (see Equation 2.2.9) (Minguez, et. al., 2008). The shape of the diagram provides a
qualitative illustration of the type of error involved with the tide gauge (Minguez, et. al., 2008).
The slope of the graph represents lag on rising and falling tides, identifying signs of blockage
(Minguez, et. al., 2008). Figure 2.6.1 shows common Van De Casteele diagrams and the tide
gauge problems they represent (Intergovernmental Oceanic Commission, 1985).
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Figure 2.4.1 Van de Casteele figures with associated gauge issues. The Van de Casteele
figures are plotted with sea level height on the y-axis and non-tidal residual on the x-axis.
Adapter from (Minguez, et. al., 2008).

2.4.2 Error Analysis through Residual Series
The late 1960s and 1970s were identified by Duncan Carr Agnew as especially error
prone for the Port San Luis tide gauge, with the largest errors occurring during the rising and
falling of tides (Agnew, 1986). Agnew outlined the approach used to examine large errors during
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this period. A predicted tide was computed for each hour at which an observation was made.
Then, a residual series was created by subtracting the predicted from measured tide (See
Equation 2.2.9) (Agnew, 1986).
Large residuals were examined in the Port San Luis tidal record (Agnew, 1986).
Qualitative records showed large residuals in 1969 were caused by a clog in the stilling well
(Agnew, 1986). A stilling well clog can occur because of growth of marine organisms in the
stilling well (Agnew, 1986). Similarly, during large storms the pressure difference can suck
eelgrass, kelp, and sand into the well (Agnew, 1986). If clogging is severe, the stilling well acts
as a non-linear filter (Agnew, 1986). Such filters can cause changes in the mean through
rectification, where trapped debris can act as a one-way valve (Agnew, 1986).
The residual effect of the clogged stilling well was examined by computing a crossspectrum. A cross-spectrum uses predicted and measured tide to identify amplitude attenuation
and phase shifts in tidal constituents. Clock error produces phase lag while clog or friction in the
stilling well produces constituent amplitude attenuation (Munk & Cartwright, 1966). Amplitude
attenuation and phase lag in the M2 and O1 constituents in the Port San Luis tidal record
indicated problems with the stilling well (Agnew, 1986).
Since a clogged stilling well was identified as the primary cause of large residual, flow
through the stilling well orifice was estimated using a simple hydraulic model (Agnew, 1986).
Estimations of flow through a stilling well results in Equation 2.4.1 (Agnew, 1986).
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ℎ0 +
Where

𝐴0
𝑣(ℎ0 )
𝐴𝑤

= ℎ𝑠

(Equation 2.4.1)

ℎ0 = ℎ𝑠 − ℎ𝑤 = head between inside and outside of the stilling well
ℎ𝑠 = height of water outside the well
ℎ𝑤 = height of water inside the well
𝐴0 = cross-sectional area of the orifice
𝐴𝑤 = cross-sectional area of the well
𝑣(ℎ0 ) = velocity of flow through the stilling well orifice as a function
of head

By re-arranging Equation 2.4.1, a relationship between velocity through the orifice and
changing tide is created (Equation 2.4.2) (Agnew, 1986).

𝑣(ℎ0 ) =
Where

𝑑ℎ𝑤
𝑑𝑡

𝐴𝑤 𝑑ℎ𝑤
𝐴0 𝑑𝑡

(Equation 2.4.2)

= rate of change of water height in the stilling well over time

Using the measured and residual series, daily estimations of flow through the orifice of
the stilling well were plotted for a one-month period (Agnew, 1986). Figure 2.4.2 shows a linear
relationship between water level changes caused by flow through the orifice and hydraulic head
between the inside and outside of the stilling well (Agnew, 1986).

20

w
Figure 2.4.2 Scatter plot of daily velocity through the stilling well orifice in meters per
second, and head between the inside and outside of the stilling well in meters. Adapted from
(Agnew, 1986).

The slope of the straight-line fit validates a phase shift in the M2 constituent due to
clogging of the stilling well (Agnew, 1986). The examination of qualitative records, crossspectrum, and orifice flow of high residual periods in tidal records by Duncan Carr Agnew
presents a robust investigation into the cause of error in tidal records (Agnew, 1986).

2.4.3 Evaluation of Time Lags Using Taylor Series Expansion
If water is restricted from entering or exiting the stilling well, the water level within the
stilling well may lag the actual tide, resulting in timing errors relative to the astronomically
predicted tide (Talke, et. al., 2018). A method based on the Taylor Series Expansion can then
be used to test whether a time lag caused by a clock error or stilling well clog is present
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(Hudson, et. al., 2017; Talke, et. al. 2018). In this method, an estimated height 𝐻(𝑡 + ∆𝑡) is
estimated using height 𝐻 and time 𝑡 in Equation 2.4.3 (Talke, et. al., 2018).

𝐻(𝑡 + ∆𝑡) = 𝐻(𝑡) +

𝑑𝐻
∆𝑡
𝑑𝑡

+ 𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑖𝑜𝑛 𝑡𝑒𝑟𝑚𝑠

(Equation 2.4.3)

𝐻(𝑡 + ∆𝑡) = measured tidal height

Where

𝐻(𝑡) = predicted tidal height
𝑑𝐻
𝑑𝑡

= rate of change in predicted tidal height over time

∆𝑡 = time lag
𝑡𝑟𝑢𝑛𝑐𝑎𝑡𝑖𝑜𝑛 𝑡𝑒𝑟𝑚𝑠 = additional Taylor Series Expansion terms

The predicted (𝐻(𝑡)) tidal height is estimated through harmonic analysis (e.g., Talke, et.
al., 2018). The difference between measured and predicted height is known as the residual tidal
height (see Equation 2.2.9) (Talke et. al., 2018). By substituting in the residual tidal height ∆𝐻 =
𝐻(𝑡 + ∆𝑡) - 𝐻(𝑡) into Equation 2.4.3, a linear relationship is found (Equation 2.4.4) (Talke et. al.,
2018).

∆𝐻 =
𝑑𝐻

Where

𝑑𝑡

𝑑𝐻
𝑑𝑡

∆𝑡

(Equation 2.4.4)

= rate of change in predicted tidal height over time

∆𝑡 = time lag

Note that

𝑑𝐻
𝑑𝑡

is also obtained from the tidal prediction; hence, the only unknown is the

time lag ∆𝑡. In practice, I used a 6-minute prediction to obtain a more accurate estimation of

𝑑𝐻
𝑑𝑡

than is possible with hourly data. Inspection shows that Equation 2.4.4 has a similar functional
form as Equation 2.4.2, in that both equations are a linear function of
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𝑑𝐻
.
𝑑𝑡

If there exists a time lag (∆𝑡) in the residual tide, the largest errors will occur when the
tide is falling and rising, because a clogged stilling well will struggle to keep up with changing
tides (Talke et. al., 2018). The predicted rate of change (

𝑑𝐻
)
𝑑𝑡

can therefore be plotted against

daily residual tide height on a monthly basis (Talke et. al., 2018). As suggested by Equation
2.4.4, the slope of the best fit line shown in Figure 2.4.3 represents average ∆𝑡 between the
predicted and measured tide for the month; because the measured tide typically lags the
predicted tide when the stilling well is clogged, the slope (i.e., ∆𝑡) is typically negative.

Figure 2.4.3 A scatter plot of hourly residual tidal height (∆𝑯) in meters and rate of change
𝒅𝑯
)
𝒅𝒕

in predicted tidal height over time in meters per hour (

the Astoria tide record in January

1962. The slope of the line represents an average monthly time lag (∆𝒕) of -19 minutes.
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The scatter of hourly data is likely due to wind, storm surge, and other environmental
factors. The scatter may also, in some cases, describe the change in behavior of the stilling well
throughout the month. Figure 2.4.3 indicates high scatter, likely due to a wind or storm surge
event. Agnew (1986) reduced environmental noise by subtracting out non-tidal water level
variability from nearby tide gauges. Here, I test whether reasonable results can be obtained
using only a single gauge.
Monthly ∆𝑡 can be evaluated for long time series tidal records for identification of periods
of possible stilling well clog, clock error, and seasonal variation in water level (Talke, et. al.,
2018). Often, the ∆𝑡 time series reveals a seasonal cycle in the time difference due to seasonal
depth variability (Talke, et. al., 2018). The cycle can be removed using a harmonic fit of a one
year-time period sinusoid to create a seasonally adjusted ∆𝑡 series (Talke, et. al., 2018).

2.5 Methods of Global Mean Sea Level Prediction
Rising sea-level is important for coastal planning, and has implications for coastal
nuisance flooding, inundation, erosion, saltwater intrusion, and wetland loss (National Research
Council, 2012). Accurate estimation of global mean sea-level rise (GMSL) is important for the
construction of coastal infrastructure and reduction of risk to human populations (Talke & Jay,
2020). However, large tidal residuals caused by tide gauge error can skew estimations of
monthly and annual sea-level, if errors are sufficient (Agnew, 1986). For example, the tide
record at Port San Luis, California shows a relative sea level trend of 0.98 millimeters per year
as seen in Figure 2.5.1 (National Oceanic and Atmospheric Association, 2020). The trend
excludes the period October 1969 to January 1970 because of large residuals caused by severe
clogging of the stilling well as noted by the vertical, gray dotted lines (Figure 2.5.1) (Agnew,
1986).
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Figure 2.5.1 Plot of monthly mean sea level in meters versus time for the Port San Luis,
California tide gauge with upper and lower 95% confidence intervals. Monthly mean sea level is
plotted relative to the most recent mean sea level. Adapted from NOAA tides and currents sea
level trends (National Oceanic and Atmospheric Association, 2020).

In the past, global mean sea level was estimated using a key station and area average
approach. The key station approach operates on the assumption that several high-quality,
continuous historical tidal datasets can be representative of a large area adjacent to the tidal
dataset (National Research Council, 1991). The area average approach assumes the average
of a large number of stations within a region is an accurate representation of the area (National
Research Council, 1991). Since 1993, satellites such as TOPEX, Jason-1, and Jason 2 have
produced high quality sea level altimeter measurements of near global sea level (Church &
White, 2006). Empirical orthogonal function (EOF) analysis was used to group statistically
similar data into modes (Church & White, 2006). Those modes can be used to create an
estimate of global sea level rise. Most recently, Bayesian analysis methods infer weights
associated with the individual, underlying contributions to sea level change (Hay et. al., 2015).
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2.5.1 Key Station Approach
The key station approach estimates global mean sea level rise by only considering high
quality, long-running stations, dubbed “key stations” (National Research Council, 1991). The
use of the key station approach considers the following stations as key stations (National
Research Council, 1991).
1. High quality, continuous measurement that reveals no sudden shifts suggestive of
station movements should be used.
2. Station locations should be away from areas of strong tectonic movement.
3. Stations should be unaffected by spurious physical processes such as acute changes in
temperature or salinity.
4. The spatial density of the stations by oceans should be proportional to the relative areas
of the respective oceans (2.4/1.5/1 for the Pacific/Atlantic/Indian oceans).
5. The selected stations must represent large geographic regions.
Tide stations that meet the criteria are then evaluated using EOF analysis (National
Research Council, 1991). If all key stations fluctuate in unison, the EOF analysis will show
statistically significant patterns which emerge in the dataset (National Research Council, 1991).
The key station approach has been criticized for spatial bias, with one station
representing large, diverse areas of ocean (National Research Council, 1991). The key station
approach is also highly prone to error if one or more unrepresentative station introduces errors
from physical processes, tectonic movements, or instrumental error (National Research Council,
1991).
2.5.2 Area Average Approach
The area average approach estimates global mean sea level by averaging a large
number of stations within a region to get a representative estimate of sea level in an area
(National Research Council, 1991). Tide stations have been separated into areas in a variety of
ways. Barnett, 1984 proposed six regions to which average sea level: Europe/Africa, West
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Coast North America, Eastern North America/Caribbean, Southwest China, the Indo-Pacific,
and Central/Western South America. The six regions were determined by similarity using EOF
analysis. In Barnett, 1984, tidal data analyzed in the study included the following records
(Barnett, 1984).
1. Very small areas of unusually high station density were represented by an average of
the stations in the small area.
2. Only stations that had 30 or more years of data were used.
3. Each tidal dataset was visually inspected for continuity, and sharp jumps. “Bad data
was removed, or the whole station was removed.
In Hicks, 1978 the United States was divided into five areas by a subjective balance of
series coherence, equal coastal lengths, and areas based on Gutenberg 1941 (Gutenberg,
1941; Hicks,1978). Gutenberg 1941 analyzed changes in sea level due to glacial uplift.
Gutenberg split the U.S into regions with similar glacial uplift (Gutenberg, 1941). In Emery 1980,
tidal stations were grouped by general sea level rise trends based upon yearly mean sea level
data by rate of sea level rise (Emery, 1980). Gornitz 1982 grouped 193 tide stations into 14
regions based upon tectonic behavior (Gornitz, et. al., 1982). In summary, regions are
commonly divided by EOF analysis, spatial similarity, and tectonic behavior. Common criticisms
of the area average approach are that area averages are spatially biased, temporally
incomplete, and introduce error into global mean sea level calculations (Hay et. al., 2015).

2.5.3 Modern Methods of Mean Sea Level Predictions
Modern methods of mean sea level rise predictions improve the problems of spatial bias,
reliance on key stations, and temporal bias. Satellite altimetry and Bayesian analysis have been
used to decrease the effects of error and bias in mean sea level rise predictions.
Church & White, 2004 and Church & White, 2006 combined the key station approach
and satellite altimeter data. Church and White, 2006 estimated sea level rise by satellite
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altimeter data from the TOPEX/Poseidon and Jason-1 satellites. Satellite altimeter data created
the most complete record of sea level across the globe (Church & White, 2006). This study
combined the benefits of a short but virtually complete global coverage offered by satellite
altimetry, and long but spatially sparse tidal gauge datasets (Church & White, 2004). The spatial
correlations from this data set were analyzed in an area weighted EOF analysis to produce
estimates of global sea level rise (Church & White, 2006). An EOF analysis differs from merely
averaging sea level in a key station or area-wide basis by folding large amounts of data into
spatial modes of variability as they change with time (Church & White, 2006). However, the
study was criticized for spatial bias, including only above 60 degrees latitude due to satellite
restrictions (Dangendorf, et. al., 2017). The study also did not include estimations of glacial
isostatic adjustment and vertical land motion (Dangendorf, et. al., 2017).
Jevrejeva, et. al. 2014 estimated sea level rise using a “virtual station” area weighted
averaging approach, satellite altimeter data, and included new data from polar regions and
remote islands to improve spatial bias (Jevrejeva et. al., 2014). Estimates of vertical land motion
were only available for 10% of tide gauge records used in the study (Jevrejeva et. al., 2014).
Tide gauge records were divided into 14 regions, where each region is representative of a
coastline of ocean basins (Jevrejeva et. al., 2014).
To average sea level rise trends, a “virtual station approach” was used. The virtual
station approach offers solutions to three main limitations of simple area weighted averages;
that stations are geographically biased toward coastlines, that tide gauge records with different
time scales introduce bias, and that there is no common reference point for individual tide gauge
records (Jevrejeva, et. al., 2014). The virtual station method recursively combines the two
closest stations within a region by averaging their records and creating a virtual station halfway
between them until only one station remains in the region (Jevrejeva, et. al., 2014). To combine
individual tide gauge records with no common reference point, monthly rates of changes were
calculated for each individual tide gauge and the rates were stacked (Jevrejeva, et. al., 2014).
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The error for the virtual station in each reason is calculated by taking the root-mean square
(RMS) error of monthly measurement error (Jevrejeva, et. al., 2014). At the end of the recursive
procedure, the monthly sea level rate and associated error is calculated for the region
(Jevrejeva, et. al., 2014). High error in singular tidal records can impact error for the region
(Jevrejeva, et. al., 2014). The virtual station method represents a more accurate version of the
EOF analysis introduced in Church & White, 2006. However, issues relating to vertical land
motion were not adequately addressed (Dangendorf, et al., 2017).
An assessment of 20th century sea level rise by Dangendorf et. al. 2017 used the virtual
station area-weighted analysis method of long-term tide gauge records with robust estimations
of vertical land motion, and changes in water volume distribution. This assessment helped
alleviate the spatial bias of Church & White, 2006 by grouping tide gauge records into six
coherent regions to account for water volume redistribution. The tide gauges in each region are
not averaged, but rather use the virtual station technique developed by Jevrejeva et. al. 2014.
This assessment used only the longest tide gauge records with high confidence on their quality
with little disagreement with SODA reanalysis (Dangendorf, et. al., 2017). The SODA reanalysis
model simulates historical tidal models to identify temporal bias in tide gauge records
(Dangendorf, et al., 2017). This assessment also included a Bayesian change point analysis to
residuals between the reference GMSL rise from the SODA reanalysis model and each tide
gauge record. This Bayesian change point analysis identifies statistically significant deviations
from predicted SODA models. This Bayesian change point analysis identified which tide records
had high error (Dangendorf, et al., 2017). Identifying error in tidal records was used to decide
which tide records were included but did not include weighting based upon the magnitude of
statistically significant residual in a tidal record (Hay, et. al., 2015)..
An assessment of sea level rise by Hay et. al., 2015 estimated sea level rise using a
“Kalman smoothing” method (KS) to reconstruct temporally incomplete and spatially sparse tidal
data. To evaluate the accuracy of the KS reconstructed datasets, a residual time series was
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constructed to assess systematic bias (Hay, et. al., 2015). The KS method was then compared
to sea-level rise estimation to Church & White, 2006 and Jevrejeva, et. al. 2014. Unlike Church
& White, 2006 and Jevrejeva, et. al. 2014, KS analysis uses spatial information to infer tidal
weights associated with the underlying contributions of tidal records to sea-level change (Hay,
et. al., 2015). This assessment found that regional binning done by Jevrejeva, et. al., 2014 did
not introduce significant bias. The assessment found that satellite altimeter data introduced in
Church and White, 2006 also did not introduce significant bias (Hay, et. al., 2015).
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3. METHODS

3.1 Tide Record Data
The four historical tidal datasets analyzed in this study are located on the 1,600-mile
Pacific Coast of the United States (National Research Council, 2012). The Pacific coast is
dominated by mixed semi-diurnal tides, and is affected by a variety of regional factors such as
vertical land motion due to tectonic and glacial uplift and El Nino warming events (National
Research Council, 2012). Four Pacific coast datasets were evaluated in this study; Astoria
(1925:1962), Port San Luis (1958:1980), San Diego (1960:1980), and San Francisco
(1960:1978). The Port San Luis tide record was chosen because of well-documented gauge
problems (Agnew, 1986). The Astoria, San Diego, and San Francisco records were chosen as
long, Pacific Coast tidal records which have historical data from the 19th century (Talke & Jay,
2017; Talke & Jay, 2020). Figure 3.1.1 illustrates the names, locations, and digitized lengths of
notable NOAA Pacific Coast tide gauges.
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Figure 3.1.1 Tide gauge locations and tide record lengths used in this study.

For this analysis, I used hourly tidal height records obtained from the University
of Hawaii Sea Level Center (UHSLC) from Astoria, Oregon (1928:1962), Port San Luis
(1958:1980), San Diego (1960:1980) and San Francisco (1960:1978) (Website:
https://uhslc.soest.hawaii.edu). Daily comparative records from Astoria (1928:1962), Port San
Luis (1958:1980), San Diego (1960:1980) and San Francisco (1960:1978) were obtained from
the NOAA Climate Database Modernization Program (EV2) database and digitized (Website:
https://www.ncdc.noaa.gov/climate-information/research-programs/climate-databasemodernization-program).
The Astoria, Oregon tide station is on the Northern Pacific Coast about 29 km upstream
of the mouth of the Columbia River (Figure 3.1.2.a). The San Francisco, California tide station is
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in Northern California at the mouth of the San Francisco Bay, centrally located along the Pacific
Coast of the United States (Figure 3.1.2.b). The Port San Luis, California tide station is in
central California along an exposed bay (Agnew, 1986) (Figure 3.1.2.c). The San Diego,
California tide gauge is in southern California located along the harbor in the San Diego Bay
(Figure 3.1.2.d).

Figure 3.1.2 Physical location of the (a) Astoria, (b) San Francisco, (c) Port San Luis, and
(d) San Diego tide gauges.

3.2 Tide Record Error Re-Analysis

3.2.1 Tidal Prediction
I created an astronomically forced, predicted tide series using rt-tide software to produce
a residual tide series (Pawlowicz, et. al., 2002; Leffler & Jay, 2007). I used year 2000 as the
base year for harmonic analysis. The year 2000 was chosen because it is an accurate year with
minimal error, recorded with modern equipment. A residual tide series is defined as tide not
produced by astronomic forcing and is found by subtracting measured tide from an
astronomically predicted tide (Equation 2.2.10). A residual series of the Astoria tide record from
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March 1, 1949 to March 10, 1949 shows the predicted tide height subtracted from measured
height to create a residual series (Figure 3.2.1).

Figure 3.2.1 The line plot shows tidal height of the measured, predicted, and residual
series plotted versus time in hours for the Astoria tide record in March 1,1949 to March 10,
1949. The residual series is obtained by subtracting the measured series from the predicted
series.

Residual, non-astronomic tide can occur because of meteorological and oceanic
phenomenon, or tidal height measurement error (Talke & Jay, 2020). An example of a lowresidual month of tide data (Figure 3.2.2) compared to a high residual month (Figure 3.2.3) is
shown. The high residual month indicates a tidal measurement error which causes the
measured tide to lag the predicted tide. This is discussed later in more detail in Section 3.2.3.
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Figure 3.2.2 A residual time series plot from the Astoria tidal record in March 1949 with
residual (measured-predicted) tidal height in meters plotted against time. This month contains
minimal non-astronomic tidal energy as evidenced by low residual tidal height.
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Figure 3.2.3 A residual time series plot from the Astoria tidal record in December 1951 with
residual (measured-predicted) tidal height in meters plotted against time. December 1951
contains high amounts of residual tidal energy as discussed in Figure 3.2.8. Later analysis
shows this is a month containing tidal measurement error (Section 3.2.4).

3.2.2 Uncertainty Estimation
The residual time series (Figure 3.2.2 and 3.2.3) show that periodic errors at the tidal
frequency can result when the phase (timing) of the predicted and measured tide are slightly
offset. Therefore, in chapter 4 I explore whether estimates of time lag obtained from Equation
2.4.4 and the Taylor Series Expansion approach described in Section 2.4.3. can be used to
identify and quantify water level errors. The method is applied on a monthly basis because
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comparative sheets (e.g., Figure 3.2.5) are tabulated monthly. Seasonally adjusted time lag (∆𝑡)
was used to remove seasonal differences in water height (Talke, et. al., 2018). Long-term
change and significant deviations from median ∆𝑡 were evaluated for gauge malfunction using
qualitative records.
The Astoria tide record experienced changing median ∆𝑡 from January 1942 to
December 1962. I detrended the time series by median ∆𝑡 because the shift in median ∆𝑡 was
not caused by tide gauge error (Figure 3.2.4). The slope in ∆𝑡 is primarily caused by slow shifts
in tide arrival times at the tide gauge station (see e.g., Helaire et. al., 2019). These shifts are
due to increased depth, dredging, and changes in bathymetry in the Lower Columbia River,
rather than tide gauge error (Helaire et. al., 2019). Detrended ∆𝑡 is defined as the actual time
error subtracted by the median time error (Equation 3.2.1). Median ∆𝑡 was defined in this study
as the median time error for 15 years before and after the month assessed. The detrended data
represents ∆𝑡 ignoring trends in median ∆𝑡.

∆𝑡𝑑𝑒𝑡𝑟𝑒𝑛𝑑𝑒𝑑 = ∆𝑡𝑎𝑐𝑡𝑢𝑎𝑙 − ∆𝑡𝑚𝑒𝑑𝑖𝑎𝑛
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(Equation 3.2.1)

Figure 3.2.4 Line plot of detrended ∆𝒕, median ∆𝒕 using a 15-year median filter, and actual
∆𝒕 versus against time in months.

3.2.3 Comparative Records Analysis
Qualitative and quantitative metadata on data quality were downloaded from the NOAA
EV2 database in the form of comparative tide data sheets (Figure 3.2.5). Comparative sheets
were used by tide observers to record daily tide height measurements, document problems, and
adjust the zero of tabulated data to the station datum which is a level plane used for the
reduction of measurements (Figure 3.2.5). Organizational information such as tide station name,
tide observer name, tide station location, observation start and stop time, and preliminary scale
setting of datum line in feet were recorded.
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Figure 3.2.5 A comparative tidal data sheet from the Astoria tide gauge on November 1962.
The Difference “A-B” column shows high variability the difference between tide staff and SRTG
measurement, with several outliers circled. The Remarks column shows that clogging of the
stilling well occurred on November 6, 1962.
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The Staff A, Scale B, and Difference A-B columns in the comparative tide records were
manually digitized, along with time information (Figure 3.2.5). The Staff A column lists the tidal
height measured by the tide observer from the tide staff, and the Scale B column lists the tidal
height measured by the SRTG in feet. The “Difference A-B column records the difference in
height simultaneously measured by the tide staff and SRTG, also in feet. Circles around values
in the Difference A-B column indicate an outlier value not included in monthly summary statistics
(Parker, 2007). The Phase of Tide column identifies whether the tide was rising (R) or falling (F)
at the time of measurement (Parker, 2007). Finally, the tide observer compiled qualitative
observations of tide gauge problems and possible errors in the Remarks column (Parker, 2007).
Once the month of tidal measurements were completed, summary statistics were
calculated by the tide observer on the bottom right of the Comparative data sheet. The sum of
all values in the Difference A-B column is recorded in the Sum of Differences section. Mean
Difference is the Sum of Difference section divided by the number of measurements taken in the
month. This statistic is used to level the tide gauge to the tide staff for the month (Parker, 2007;
Talke, et. al., 2018; Talke & Jay, 2020). Setting for Reduction to Tide Staff is the Preliminary
Setting added to the Mean Difference section and represents the tide gauge in relation to the
station datum (Parker, 2007; Talke, et. al., 2018; Talke & Jay, 2020). The Constant for Fixed
Datum is the vertical height of the current tide staff in relation to a previous tide staff which was
leveled to the station datum (Parker, 2007; Talke, et. al., 2018; Talke & Jay, 2020). Setting for
Reduction to Fixed Datum is the final height difference between the station datum and tide
gauge. The station datum is then leveled to a geodetic benchmark of known elevation to
determine final tide height (Parker, 2007; Talke, et. al., 2018; Talke & Jay, 2020).
I took the root-mean-square (RMS) of monthly staff-scale difference to identify months
with possible tide gauge malfunction (Equation 3.2.2). For an accurately working tide gauge, the
difference measured daily between the tide staff (staff) and tide gauge (scale) would be
identical. However, in the case of a clogged stilling well the largest differences between
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measured and actual water level will occur when the tide is rapidly rising or falling (Talke, et. al.,
2018). Therefore, variability in the difference between staff and scale measurements indicates
clog in the stilling well or clock error. The Difference A-B column is used to calculate RMS error.
Figure 3.2.5 represents a high RMS error of 0.42 between the staff and gauge in feet, indicating
a problem with the tide gauge. This quantitative observation is qualitatively supported by the
note in the Remarks column on November 6, 1962, which states “clogging”.

𝑅𝑀𝑆 𝐸𝑟𝑟𝑜𝑟 = √∑𝑛𝑖=1
Where

(ℎ𝑠𝑡𝑎𝑓𝑓−ℎ𝑠𝑐𝑎𝑙𝑒 )2
𝑛

(Equation 3.2.2)

ℎ𝑠𝑡𝑎𝑓𝑓 = tidal height measured by the tide staff
ℎ𝑠𝑐𝑎𝑙𝑒 = tidal height measured by the tide gauge (SRTG)
𝑛 = number of measurements in the month

RMS error is sensitive to outliers in the staff-scale difference caused either by data
digitization error or historical measurement error. To minimize the effect of spurious data or
occasional outliers in monthly comparative data, I also calculated the inter-quartile range,
defined as the difference between the 75th and 25th percentile of staff-scale differences over a
month.
I used remarks from comparative data sheets (such as that shown in Figure 3.2.5) to
help assess whether the gauge was functioning correctly. These remarks were used to develop
a chronological account of gauge malfunction in the four Pacific Coast tide records. Such notes
help interpret whether months of large ∆𝑡 (Equation 2.4.4) and months of high variability in staffscale differences are caused by clock errors, still welling problems, or other issues. This “case
history” method can increase confidence and improve the level of trust in tidal data by
differentiating periods of high tide gauge error from reliable periods (Talke & Jay, 2017).
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Data months with large RMS error and low ∆𝑡 were often caused by a mid-month
change in vertical staff setting. While changes in vertical staff setting represent a real
occurrence, they do not represent a gauge malfunctioning. Therefore, the RMSE and interquartile range metrics can return a “false positive” signal, with low ∆𝑡, but high RMS error and
inter-quartile range. I manually inspected digitized staff-scale differences and removed most
“false positive” months caused by changes in vertical staff setting.
Months with data entry error, data outliers, and false positive signals were studied using
∆𝑡, RMS error, inter-quartile range, and qualitative remarks. If data anomalies were caused by
data error, tide gauge observer arithmetic error, or record correction, the data month was thrown
out. If the anomaly was caused by real variation in staff-scale measurements, the data was kept
in the analysis. Four scenarios were studied to interpret results and identify possible data
anomalies for removal. Each of these scenarios are examined below in Figures 3.3.6-16.

•

large ∆𝑡 and small RMS error

•

small ∆𝑡 and large RMS error

•

small RMS error and large inter-quartile range

•

small RMS error and large inter-quartile range

3.2.4 Large ∆𝒕 and Small RMS Error
Months with large ∆𝑡 and small RMS error occur when staff measurements or the observer
failed to notice a malfunctioning gauge. An example of such a comparative record from Astoria
in December 1951 is shown (Figure 3.2.6). Interestingly, the original staff observations by the
observer showed a large variance compared to the automatic gauge. However, during postprocessing, these outlier measurements were removed (see circles), resulting in an overall low
RMS error of 0.12 feet. This is an example in which the RMS error metric produces a “false
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negative” even though the data is bad, the metric suggests good data quality. Fortunately, the
Taylor series expansion method (Equation 2.4.4) flags this as an inadequate month and reveals
a 30-minute ∆𝑡 indicating tide gauge error (Figure 3.2.7).

Figure 3.2.6 Comparative sheet from the Astoria tide record for December 1951. The Staff
column shows multiple crossed out values indicating a staff setting change. The Difference A-B
column shows changed staff setting heights subtracted by tide gauge readings. A Difference
with Original Staff Reading column was added in the remarks section post-processing showing
significantly higher variability in staff-scale measurements.
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Figure 3.2.7 A scatter plot of hourly residual tidal height (∆𝑯) in meters and rate of change
in predicted tidal height over time in meters per hour (

𝒅𝑯
𝒅𝒕

) for the Astoria tide record in December

1951. The slope of the line represents an average monthly time lag (∆𝒕) of -30 minutes.
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Figure 3.2.8 Line plot of daily differences in staff-scale readings in feet and day of the
month from the Astoria tide record in December 1951.

3.2.5 Small ∆𝒕 and Large RMS Error
I identified months with small average ∆𝑡 and large RMS error to examine possible data
digitization errors and large outliers. The month of November 1967 in the San Diego tide record
showed large RMS error of 1.33 feet and an average monthly ∆𝑡 of -10.7 minutes. While -10.7 is
usually not considered a small ∆𝑡 value, an RMS error of 1.33 feet suggests a much larger ∆𝑡
value. A line plot of the difference between staff and scale measurements reveals one large
staff-scale difference of 6-feet (Figure 3.2.9).
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Figure 3.2.9 Line plot of daily differences in staff-scale readings in feet and day of the
month from the San Diego tide record in November 1967.

The cause of the outlier was investigated using a Taylor Series expansion of the San Diego
tide record in November 1967 (Figure 3.2.10). The average monthly ∆𝑡 of -10.7 minutes is not
particularly large (compared to other periods of large error; see Sections 4.1 – 4.4) and
suggests no systematic error through the month. The San Diego tidal record in November 1967
shows a relatively small ∆𝑡, possibly because any error did not occur throughout the entire
month. Hence, it is unclear whether the t the 6-foot difference in staff-scale was caused by
temporary gauge malfunction or a random observer error, though the large size suggests the
latter (Figure 3.2.10). While the outlier was circled in the comparative sheet (Figure 3.2.11), the
tide observer did not leave remarks as to how the 6-foot outlier was measured. The cause of the
outlier can therefore not be validated by qualitative metadata. The San Diego tidal record from
November 1967 represents a common case where one large outlier caused by temporary
gauge malfunctions cause large monthly RMS error, and relatively small ∆𝑡.
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Figure 3.2.10 A scatter plot of hourly residual tidal height (∆𝑯) in meters and rate of change
in predicted tidal height over time in meters per hour (

𝒅𝑯
𝒅𝒕

) for the San Diego tide record in

November 1967. The slope of the line represents an average monthly time lag (∆𝒕) of -10
minutes.
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Figure 3.2.11 Comparative sheet from the San Diego tide record for November 1967. The
Difference A-B column shows a large circled outlier of 6-feet on November 20, 1967. The outlier
is unexplained in the Remarks column.
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3.2.6 Small RMS Error and Large Inter-quartile Range
Months with relatively small RMS error and large inter-quartile range identified staff and
scale setting changes, as shown below. For example, the month of December 1973 in the
San Francisco tide record had a large RMS error of 1.75 feet and a larger inter-quartile
range of 2.95 feet. While an RMS error of 1.75 feet is not small, it is low compared to the
large inter-quartile range of 2.95 feet. Comparative records from the San Francisco tide
gauge in December 1973 indicate a staff setting change (Figure 3.2.12). The broken tide
staff on December 10, 1973 created variable monthly staff-scale readings because of the
mid-month shift in vertical staff height. A line plot of the daily differences in staff and scale
measurement reveal a drop from 0.5-0 feet to 2.5-3 feet in staff-scale height difference in
the middle of the month (Figure 3.2.13). A Taylor Series expansion shows no evidence of
tide gauge malfunction (Figure 3.2.14).
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Figure 3.2.12 Comparative sheet from the San Francisco tide record for December 1973. A
remark on December 10, 1973 indicates that the tide staff broke loose from the slot and slipped,
creating false readings. The remarks also state that the staff was fixed on December 14,1973.
After the staff was fixed, the setting was changed and a new constant for fixed datum was used
to level the tide gauge to the station datum.
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Figure 3.2.13 Line plot of daily differences in staff-scale readings in feet and day of the
month from the San Francisco tide record in December 1973.

51

Figure 3.2.14 A scatter plot of hourly residual tidal height (∆𝑯) in meters and rate of change
in predicted tidal height over time in meters per hour (

𝒅𝑯
𝒅𝒕

) for the San Francisco tide record in

December 1973. The slope of the line represents an average monthly time lag (∆𝒕) of -2.8
minutes.

While a large RMS error and large interquartile range indicates problems with the gauge, the
signal was caused by a shift in vertical staff setting. Variability between staff-scale
measurements is small for each staff setting, the vertical shift in staff setting mid-month creates
a large inter-quartile range. Since the large variability in staff scale measurement was not
caused by tide gauge malfunction, the month of December 1973 in the San Francisco tide
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record represents a “false positive”. The data month was removed from consideration when
examining the relationship between ∆𝑡 and tide gauge malfunction.

3.2.7 Large RMS Error and Small Inter-quartile Range
Months with large RMS error and small inter-quartile range were found to be the result of
large outliers in months with otherwise low variability. The month of August 1951 in Astoria
showed a large RMS error of 1.1 feet and a small inter-quartile range of 0.1 feet. The
comparative sheet from August 1951 shows no sign of large outliers in staff-scale differences
(Figure 3.3.15). The Taylor Series Expansion for the Astoria tide record in August 1951 shows a
relatively small ∆𝑡 value of -6 minutes. The Taylor Series Expansion does not suggest clock
errors or problems with the stilling well (Figure 3.2.16). A line plot of digitized staff-scale
difference measurements indicates that the large calculated RMS error was seemingly caused
by two large outliers of 3.7 and 2.7 feet (Figure 3.3.17). The lack of these problems in the
comparative record (Figure 3.2.16) and small ∆𝑡 likely indicate data entry error.
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Figure 3.2.15 Comparative data sheet from the Astoria tidal record in August 1951. The
Difference column indicates one outlier of a 0.1-foot difference between staff and scale tide
measurement on August 22, 1951.
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Figure 3.2.16 A scatter plot of hourly residual tidal height (∆𝑯) in meters and rate of change
in predicted tidal height over time in meters per hour (

𝒅𝑯
)
𝒅𝒕

for the Astoria tide record in August

1951. The slope of the line represents an average monthly time lag (∆𝒕) of -6 minutes.
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Figure 3.2.17 Line plot of daily differences in staff-scale readings in feet and day of the
month from the Astoria tide record in August 1951. Daily differences between staff and scale
measurements from the Astoria tidal record for August 1951 show two large outliers.

3.2.8 Relationship Between ∆𝒕 and RMS Error
I next explored the relationship between ∆𝑡 identified by the Taylor Series Expansion
method and RMS error identified by variability in recorded staff-scale heights A linear regression
between ∆𝑡 and RMSE was plotted individually for the four tide records, Astoria, Port San Luis,
San Diego, and San Francisco. Results from these four tide records were then plotted together
to quantify the combined relationship between ∆𝑡 and RMS error or inter-quartile range of
monthly staff-scale variation.
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4. RESULTS
Analysis of error in four Pacific Coast historical tidal records (1188 months total) indicate
bias caused by gauge malfunction and measurement error, with 41 months of high uncertainty
indicated by both (∆𝑡) and staff/gauge comparisons , and 55 months of possible additional
problems flagged by staff/gauge comparisons. Time lag (∆𝑡) time series plots were visually
inspected for ∆𝑡 trends and ∆𝑡 events. Large ∆𝑡 events were validated by analysis of variability
in staff-scale measurements in comparative records, quantified by monthly RMS error and
interquartile range. Large ∆𝑡 events were qualitatively validated by tide gauge observer notes.
“Case histories” of each Pacific Coast tidal record were completed to increase confidence in the
tidal records though the analysis of monthly ∆𝑡, RMS error, interquartile range, and qualitative
records. A linear regression between ∆𝑡, RMS error, and interquartile range was examined to
create a method to identify gauge errors in historical tidal records. This method is then
discussed in the context of the four historical records analyzed.

4.1 Astoria Tide Record (1925:1962)
Analysis of the Astoria tide record reveals continuous variation in median ∆𝑡 from 1925
to 1962, and large ∆𝑡 events in 1952 and 1962 (Figure 4.1.1). The median ∆𝑡 shifts in June
1933, January 1942, and climbs with a slope of 0.02 ± 0.007 minutes per month from January
1942 to December 1962. The slope in ∆𝑡 is primarily caused by slow shifts in tide arrival times in
the Lower Columbia River from the year 2000 (Helaire et. al., 2019). These shifts are due to
increased depth, dredging, and changes in bathymetry in the Lower Columbia River, rather than
tide gauge error (Helaire et. al., 2019). Two large ∆𝑡 events are observed from December 1951
to April 1952 and from November 1961 to January 1962. A table of the Astoria tide record
summarizes the large ∆𝑡 events that occurred from 1925 to 1962 (Table 4.1.1)
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Figure 4.1.1 Time lag (∆𝒕) time series plot for the Astoria tide record from 1925 to 1962. ∆𝒕
in minutes is plotted on the y-axis, and year is plotted on the x-axis. Seasonally adjusted time
lag (∆𝒕) is also plotted versus year.
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Table 4.1.1 A summary table of notable ∆𝒕 events in the Astoria tide record listing year,
month, RMS error, inter-quartile range, and time lag (∆𝒕).

Year
1951
1951
1952
1952
1952
1961
1961
1962

Astoria (1925 - 1962)
Month RMS Error (feet) Inter-Quartile Range (feet) Time Lag (Δt)
12
0.13
0.23
-21.44
1
0.48
0.88
-21.24
2
0.32
0.63
-13.11
3
0.39
0.74
-18.75
4
0.50
0.40
-17.98
11
12
1

0.42
0.43
0.37

0.68
0.70
0.53

-16.01
-16.42
-11.83

I next investigate the two large ∆𝑡 events that occurred in the Astoria tidal record from
1925 to 1962. The first large ∆𝑡 event occurs between December 1951 and April 1952. The
month of December 1951 shows a large ∆𝑡 of -21 minutes and was previously discussed in
Section 3.2.5 (Figure 3.2.6-8). Comparative records indicate that from December 1952 to April
1952, clogging in the stilling well caused large variation in staff-scale difference measurements
(Figure A.4.1.1). The large ∆𝑡 event ends in April 1952, where comparative records indicate that
a clog in the intake valve of the stilling well was cleared on April 22, 1952 (Figure A.4.1.1). The
period of large ∆𝑡 caused by stilling well clog was effectively identified by the method in
December 1951.
Another large ∆𝑡 event was observed from November 1961 to January 1962. November
1961, December 1961, and January 1962 show ∆𝑡 values of -16, -16, and -11 minutes,
respectively. Analysis of the comparative record from November 1961 reveals that the ∆𝑡 event
was caused by a clog in the stilling well noted on November 6, 1961 (Figure A.4.1.2). The
comparative record for November 1962 also shows 9 circled outliers caused by the stilling well
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clog (Figure A.4.1.2) The ∆𝑡 event ends in January 1962. The comparative data sheet from
February 1962 notes that a new piece of equipment was installed on February 5, 1962,
remedying the large outliers in staff-scale difference measurements (Figure A.4.1.3). This month
was effectively identified as slowly changing error caused by stilling well clog.

4.2 Port San Luis Tide Record (1958:1980)
Analysis of the Port San Luis tidal record reveals multiple instances of large ∆𝑡, most
notably a large event from January 1969 to December 1969, and three smaller events (Figure
4.2.1). The first event is a cluster of months with high ∆𝑡 from July 1958 to January 1959. The
second event is a large, positive ∆𝑡 in January 1959. The third event is a jump in median ∆𝑡 in
February 1962. A table of the Port San Luis tide record summarizes the large ∆𝑡 events that
occurred from 1958 to 1980 (Table 4.2.1).
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Figure 4.2.1 Time lag (∆𝒕) time series plot for the Port San Luis tide record. ∆𝒕 in minutes is
recorded on the y-axis, with time in years on the x-axis. Seasonally adjusted time lag (∆𝒕) is also
plotted versus year.
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Table 4.2.1 A summary table of notable ∆𝒕 events in the Port San Luis tide record listing
year, month, RMS error, inter-quartile range, and time lag (∆𝒕).

Port San Luis (1958 - 1980)
RMS Error (feet) Inter-Quartile Range (feet)
0.23
0.33
0.14
0.20
0.15
0.20
0.36
0.31
0.63
0.51
0.34
0.24
0.51
0.65

Year
1958
1958
1958
1958
1958
1958
1959

Month
7
8
9
10
11
12
1

Time Lag (Δt)
-13.12
-5.71
-11.38
-10.47
5.28
4.65
15.13

1962

2

0.30

0.48

7.90

1969
1969
1969
1969
1969
1969
1969
1969
1969
1969
1969
1969
1970

1
2
3
4
5
6
7
8
9
10
11
12
1

0.51
1.32
0.39
0.21
0.38
0.42
0.36
0.41
0.41
0.40
0.59
0.43
0.41

0.48
0.46
0.31
0.25
0.50
0.60
0.59
0.63
0.65
0.55
0.80
0.30
0.35

-18.48
-25.12
-19.70
-18.05
-23.48
-35.19
-37.62
-34.84
-21.39
-21.74
-28.93
-21.97
-2.08

The first large ∆𝑡 event involves two months of high time error occur from July to October
1958 and January 1959. Comparative records from September 1958 suggest that a possible
clog in the stilling well was responsible for a -7, -13, -11 and -10 minute ∆𝑡 in June, July,
September, and October 1958 (Figure A.4.2.1). The clog in the stilling well was noted on
September 4, 1958 (Figure A.4.2.1). The Taylor Series Expansion method correctly identified
slowly changing error in months of stilling well clog.
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A high positive ∆𝑡 of 15 minutes was detected in January 1959 and is verified to be
caused by tide staff issues. Comparative records from December 1958 indicate a break in the
tide staff (Figure A.4.2.2). Additionally, large outliers and an apparent change in vertical position
of the tide staff occur in January 1959 (Figure A.4.2.3). Apparently, the issues with the tide staff
also affected the automatic gauge.
Large ∆𝑡 values ranging from -18 to -37 minutes occurred from January 1969 to
December 1969. Comparative records show changes in gauge and staff height settings, severe
clogging of the stilling well, friction in the float, and breakage of the float well (Figure A.4.2.4).
Before this time period, Duncan Carr Agnew mentions that the tide staff at the Port San Luis tide
station was washed away by a storm in January 1966 and replaced in March (Agnew, 1986).
Problems continued to cause large ∆𝑡 through December 1969. In August 1969, remarks from
the comparative sheet suggest that the stilling well was “clogging badly”. In November 1969, a
new clock was installed, and in February 1970, a new staff was installed. Although there is no
remark specifying the date that the stilling well was unclogged, difference in staff-scale readings
stabilize after December 1969. This is another instance where the Taylor Series Expansion
method correctly identified slowly changing error caused by a stilling well clog, and friction in the
float.
A smaller jump in median ∆𝑡 occurred in February 1962. The comparative record sheet
reveals that this may have been from a decrease in water level below the staff gauge. Since the
water level was below the staff, the tide observer had to estimate the water level, creating
significant observer error (Figure A.4.2.5). This caused high variability in staff readings, causing
a high RMS error value of 0.3 feet. The ∆𝑡 of -7 minutes, however, is relatively small and like
does not indicate larger than normal gauge errors.
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4.3 San Diego Tide Record (1960:1980)
Analysis of the San Diego tide gauge record reveals four large ∆𝑡 events from 1960 to 1980
(Figure 4.3.1). No trends in median ∆𝑡 were observed from January 1960 to December 1979.
The San Diego tide record shows less time lag error than Astoria, Port San Luis, and San
Francisco, with ∆𝑡 consistently ranging from 5 to -10 minutes. A table of the San Diego tide
record summarizes the large ∆𝑡 events that occurred from 1960 to 1980 (Table 4.3.1).

Figure 4.3.1 Time lag (∆𝒕) time series plot for the San Diego tide record. ∆𝒕 in minutes is
plotted on the y-axis, and year is plotted on the x-axis. Seasonally adjusted time lag (∆𝒕) is also
plotted versus year.
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Table 4.3.1 A summary table of notable ∆𝒕 events in the San Diego tide record listing year,
month, RMS error, inter-quartile range, and time lag (∆𝒕).
San Diego (1960 - 1980)
RMS Error (feet) Inter-Quartile Range (feet) Time Lag (Δt)
0.10
0.10
-11.31
1.34
0.13
-10.74
0.15
0.06
-11.65

Year
1967
1967
1967

Month
10
11
12

1971
1972
1972
1972
1972
1972

1
2
3
4
5
6

0.03
0.05
Missing
Missing
Missing
0.24

0.04
0.07
Missing
Missing
Missing
0.10

-7.66
-5.55
-5.46
-10.07
-14.01
-3.77

1975
1975
1975
1975

7
8
9
10

0.01
0.01
Missing
0.12

0.01
0.01
Missing
0.13

-4.53
-5.89
-8.87
-6.69

1978
1978
1979

11
12
1

0.02
0.07
0.02

0.01
0.01
0.01

0.73
-7.20
-0.74

The first large ∆𝑡 event occurs in October, November, and December 1967 with ∆𝑡
values of -11, -10 and -11 minutes. Comparative records from October, November, and
December 1967 suggest that ∆𝑡 error seems to be caused by clock errors and one large outlier
in staff-scale height difference in November. Figures A.4.3.1, A.4.3.2, and A.4.3.4 show
comparative records from the San Diego tidal record from October, November, and December,
respectively. The October 1967 comparative record shows that the clock strikes 10 minutes
before the hour throughout the tide sheet (Figure A.4.3.1). The comparative record from
November 1967 reveals one large 6-foot outlier which is unexplained in the remarks section
(Figure A.4.3.2). The 6-foot staff-scale height difference measurement was likely caused by a
temporary tide gauge malfunction as evidenced by the Taylor Series Expansion (Figure
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A.4.3.3). Comparative record from December notes that the clock was tripping records ten
minutes before the hour, and a pencil flip occurred on October 27, 1967 contribute to large ∆𝑡
(Figure A.4.3.4). The Taylor series expansion method identified the slowly changing errors in
October and December and large outlier in November 1975 due to gauge malfunction.
The second large ∆𝑡 event occurs from January 1972 to June 1972, with the highest ∆𝑡
of -14 minutes occurring in May 1972. The comparative record from February 1972 shows a
clock stop and reset on February 14, 1972 (Figure A.4.3.5) The clock error may not represent
the only source of error from January to June 1972. However, comparative records are not
available from March to May 1972 for unknown reasons. The ∆𝑡 event was not fully validated by
qualitative metadata and cannot be confirmed as a gauge malfunction.
A third significant period of errors and uncertainty occurs from July 1975 to October
1975. As shown in Table 4.3.1, time errors are relatively small, but increase from ~5 to nearly 9
minutes between July and October. Figures A.4.3.6, A.4.3.7, and A.4.3.8 show a variety of
errors and tide observer remarks detailing problems. Comparative records from July 1975
reveal three paper tears occurring on July 11, 14, and 31, 1975 (Figure A.4.3.6). The October
1975 comparative record indicates gauge slowdown, datum line tears, observer error, paper
tears, and three separate staff setting changes (Figure A.4.3.7). Comparative records from
December 1975 show two motor clock stops, wind damage to the tide station, and seven
different staff gauge settings (Figure A.4.3.8). The Taylor series expansion method successfully
identified slowly changing clock error in October 1975.
The fourth period of uncertainty flagged by qualitative notes occurred on December 1978
with a ∆𝑡 value of -7 minutes. This ∆𝑡 value was much larger than the previous and subsequent
month and may have been the result of a gauge stop and punching error according to
comparative records (Figure A.4.3.9). Analogue to digital (ADR) tide gauges used a punch
paper tape to record the tide in six-minute intervals. Spurious tide data was commonly due to
punch paper feed issues, damaged punch paper, or paper feed issues (National Oceanic and
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Atmospheric Administration, 2007). The method correctly detected the residual tidal energy
created by the punching malfunction.

4.4 San Francisco Tide Record (1960:1978)
Analysis of the San Francisco tide record reveals three large excursions from median ∆𝑡
(Figure 4.4.1). The first from February to March 1967, the second in May 1969, and the third in
January 1971. Also, median ∆𝑡 error shifts from -5 minutes to 0 immediately after the second
large ∆𝑡 event in May 1969. A table of the San Francisco tide record summarizes the large ∆𝑡
events that occurred from 1960 to 1978 (Table 4.4.1).
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Figure 4.4.1 Time lag (∆𝒕) time series plot of the San Francisco tide record from 1960 to
1980. ∆𝒕 in minutes is plotted on the y-axis, and year is plotted on the x-axis. Seasonally
adjusted time lag (∆𝒕) is also plotted versus year.
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Table 4.4.1 A summary table of notable ∆𝒕 events in the San Francisco tide record listing
year, month, RMS error, inter-quartile range, and time lag (∆𝒕).

San Francisco (1960 - 1978)
RMS Error (feet) Inter-Quartile Range (feet) Time Lag (Δt)
0.64
0.43
-22.58
0.56
0.53
-25.93

Year
1967
1967

Month
2
3

1969

5

0.34

0.20

-23.62

1970

1

0.31

0.35

12.56

Large excursions from median ∆𝑡 of -22 and -26 minutes occurred in February and
March 1967. According to comparative sheets from the months of January (Figure A.4.4.1) and
February (Figure A.4.4.2), the ∆𝑡 event may have been caused by two slips in the staff gauge in
January 1967. The February 1967 record notes that the staff was put back into place in
February 1967 indicating a sudden shift error caused by vertical movement in the staff (Figure
A.4.4.2). The Taylor Series Expansion method correctly this period of less than optimal
measurements.
Another large ∆𝑡 event of -23 minutes occurred in May 1969. However, the May 1969
comparative sheet for the San Francisco tide record shows no evidence of an abnormally large
variation in staff-scale readings. The staff-scale differences of 0.0-0.3 feet are relatively typical
of months with a lesser ∆𝑡 (Figure A.4.4.3). Furthermore, comparative records from July 1969 to
December 1969 are missing for unknown reason. Since no evidence of outliers in staff-scale
difference readings exist, the month is likely a “false positive”, or a month with an unnoted clock
error. A “false positive” month occurs when the Taylor Series Expansion method identifies a
high ∆𝑡, but does not exhibit variation in monthly staff-scale measurements quantified by high
RMS error and inter-quartile range.
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A large, positive excursion from median ∆𝑡 of 12 minutes was observed in January 1971.
Comparative records indicate that the excursion coincides with a break of the tide staff on
January 4, 1971 (Figure A.4.4.4). Though unclear how a staff break would cause error in the
automatic gauge, a similar event such as a storm may have affected both; more generally,
these notes show that the tide-gauge station was operating non-optimally. Much like the Astoria
tide record in December 1951, the original staff observations by the observer showed a large
variance compared to the automatic gauge. However, during post-processing, the outlier
measurements were removed (Figure 3.2.6 & A.4.4.4) The Taylor Series Expansion method
was effective in identifying this month as non-optimal. However, post-processing of the staffscale measurements cause low RMS error and inter-quartile range.

4.5 Relationship Between ∆𝒕 and Inter-Quartile Range in All Tide Records
A linear regression between ∆𝑡, RMS error, and interquartile range was examined to
explore the relationship between apparent timing errors and water level uncertainty. A linear
regression of ∆𝑡 versus RMS error and ∆𝑡 versus inter-quartile range was plotted for each
individual tidal record. Then, all the data was combined, and the regression repeated. To further
investigate average linear regression, ∆𝑡 was binned in intervals of five minutes from 0 to 30
minutes and compared median RMS error and median interquartile range in each bin.

4.5.1 Astoria
A linear regression of monthly detrended ∆𝑡 and monthly RMS error of the staff/scale
measurements shows a statistically significant relationship with a p-value of 1.2E-8. However, a
r2 value of 0.08 suggests a poor linear fit (Figure 4.5.1). The linear regression slope is biased
low by a cluster of months with RMS errors of 0.2-0.45 feet, and ∆𝑡 below 5 minutes. For
example, April 1937 has an RMS error of 0.37 feet and a ∆𝑡 of 4.5 minutes. Such periods were
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discussed in Section 3.2.5 and represent a period in which no error is flagged by ∆𝑡 , but the
RMS error metric is large (e.g., due to a few isolated outliers). A linear regression of ∆𝑡 and
inter-quartile range shows a statistically significant relationship with a p-value of 2.4E-8. An r2
value of 0.25 indicates a weak, but statistically significant correlation (Figure 4.5.2).

Figure 4.5.1 A scatter plot of ∆𝒕 in minutes plotted on the y-axis and RMS error in feet
plotted on the x-axis.
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Figure 4.5.2 A scatter plot of ∆𝒕 in minutes plotted on the y-axis and inter-quartile range in
feet plotted on the x-axis.

The relationship between ∆𝑡 and inter-quartile range shows the same magnitude of
statistical significance as ∆𝑡 and RMS error, but a better linear fit. Inter-quartile range presents a
higher r2 value because it is less affected by isolated outliers in staff-scale measurement, as
discussed in Section 3.2.5.

4.5.2 Port San Luis
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The relationship between ∆𝑡 and RMS error for the Port San Luis tide record shows a
statistically significant relationship (p-value = 1.4E-4). However, a r2 value of 0.06 suggests a
poor linear fit (Figure 4.5.3).

Figure 4.5.3 A scatter plot of ∆𝒕 in minutes plotted on the y-axis and RMS error in feet
plotted on the x-axis.

A notable outlier in January 1975 with an RMS error of 1.9 feet and a ∆𝑡 of 1.4 minutes,
and isolated tide gauge malfunction is another “false negative” data month. The comparative
records from December 1974 and January 1975 reveal a large shift in staff-scale difference
measurements (Figure 4.5.4). The records indicate a motor clock stop of 11 hours on December
27, 1974, a vertical tide staff shift on December 28, 1975, and a large shift in staff-scale
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difference measurements from December 31, 1974 to January 2, 1975 (Figure 4.5.4). A ∆𝑡 of
1.4 minutes does not suggest problems with the stilling well or clock error, even though an 11hour motor clock stop was recorded on December 27, 1974. A vertical shift in the tide staff may
have contributed to a shift in staff-scale measurements, causing a large RMS error.

Figure 4.5.4 Comparative data sheets from the Port San Luis tidal record in December 1974
and January 1975. The records indicate a motor clock stop of 11 hours on December 27, 1974,
a vertical tide staff shift on December 28, 1975, and a large shift in staff-scale difference
measurements from December 31, 1974 to January 2, 1975.

A linear regression of ∆𝑡 and inter-quartile range shows a statistically significant
relationship between ∆𝑡 and inter-quartile range with a p-value of 3.4E-11. A r2 value of 0.19
suggests a weak linear relationship (Figure 4.5.5). The somewhat better result than RMS error
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is probably because inter-quartile range is less sensitive to outliers, as previously discussed in
Section 4.5.1.

Figure 4.5.5 A scatter plot of ∆𝒕 in minutes plotted on the y-axis and inter-quartile range in
feet plotted on the x-axis.

4.5.3 San Diego
A linear regression of ∆𝑡 and RMS error for the San Diego tide record shows a
statistically significant relationship between ∆𝑡 and RMS error with a p-value of 1.7E-7 (Figure
4.5.6). An r2 value of 0.14 is reliant on the outlier month of November 1967, with an RMS error
of 1.3 feet and a ∆𝑡 of 10 minutes. A linear regression of ∆𝑡 and inter-quartile range does not
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show a statistically significant relationship with a p-value of 0.06. This is the only regression to
not contain a statistically significant relationship (Figure 4.5.7).

Figure 4.5.6 A scatter plot of ∆𝒕 in minutes plotted on the y-axis and RMS error in feet
plotted on the x-axis.

76

Figure 4.5.7 A scatter plot of ∆𝒕 in minutes plotted on the y-axis and inter-quartile range in
feet plotted on the x-axis.

The statistical significance of ∆𝑡 and RMS error but lack of statistical significance
between ∆𝑡 and inter-quartile range suggests that the San Diego tide record is not significantly
affected by clock errors or stilling well clogging during this period. The 6-foot staff-scale
difference on November 20, 1967 was correctly identified by a monthly RMS error of 1.3 feet as
a temporary gauge malfunction. However, the outlier was not identified by the monthly interquartile range of 0.13 feet. This suggests that RMS error is more effective in locating months
with isolated gauge malfunction, though these months could also simply be observer
measurement error.
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4.5.4 San Francisco
A linear regression of ∆𝑡 and RMS error for the San Francisco tide record shows a
statistically significant relationship between ∆𝑡 and RMS error with a p-value of 5.9E-4. A r2
value of 0.07 suggests a poor linear fit (Figure 4.5.8). A linear regression of ∆𝑡 and inter-quartile
range shows a weak statistically significant relationship between ∆𝑡 and inter-quartile range with
a p-value of 0.045. An r2 value of 0.02 also suggests a poor linear fit (Figure 4.5.9).

Figure 4.5.8 A scatter plot of ∆𝒕 in minutes plotted on the y-axis and RMS error in feet
plotted on the x-axis.
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Figure 4.5.9 A scatter plot of ∆𝒕 in minutes plotted on the y-axis and inter-quartile range in
feet plotted on the x-axis.

4.5.5 Combined Dataset
This study found a statistically significant relationship between monthly ∆𝑡 and RMS
error for 7 of the 8 individual relationships evaluated (Figure 4.5.1 to 4.5.9). The one relationship
without statistical significance is between ∆𝑡 and inter-quartile range for the San Diego tide
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record. None of the regressions had an r2 value over 0.5, suggesting that additional data or
analysis may be required to produce a linear fit.
Combining all the records together does not improve the linear fit. A regression of the
combined dataset shows a statistically significant relationship between ∆𝑡 and RMS error with a
p-value of 9.1E-30. A r2 value of 0.13 suggests a poor linear fit (Figure 4.5.10). Similarly, a
regression of the combined dataset shows a statistically significant relationship between ∆𝑡 and
inter-quartile range with a p-value of 1.5E-33 (Figure 4.5.11). The linear fit is slightly improved to
an r2 value of 0.22. While still a weak linearly relationship, this again shows that the inter-quartile
range is less sensitive to outliers in staff-scale difference measurements. Therefore, the interquartile produces a better linear fit, because it misses the intermittent, large errors (much like
the Taylor Series Expansion method).
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Figure 4.5.10 Comparison of monthly error quantified by ∆𝒕 in minutes and RMS error of
monthly difference between staff and scale measurements in feet.

Figure 4.5.11 Comparison of monthly error quantified ∆𝒕 in minutes and interquartile range
of monthly difference between staff and scale measurements in feet.

I next examine the three circled regions within Figure 4.5.12 (labeled A-C) to examine
causes of scatter in Figure 4.5.11 and the weak linear regression of ∆𝑡 and interquartile range.
Based on the qualitative and quantitative analysis in Section 4.5.1 to 4.5.4, these regions
denote:
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A. Represents uncertainty and gauge error identified by both the interquartile range
and ∆𝑡, and is therefore highly likely to indicate tide gauge malfunction. These were
errors which typically persisted throughout all of most of the month.
B. Represents a “noise floor” in which the Taylor Series Expansion method cannot
detect relatively small gauge errors.
C. Represents months of low ∆𝑡 values and high IQR caused by short-term gauge
malfunctions or tide observer input errors in the staff/gauge comparison sheet
(Figure 3.2.11). The Taylor Series expansion method may therefore be ineffective in
identifying isolated malfunctions.
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Figure 4.5.12 Comparison of monthly error quantified ∆𝒕 in minutes and interquartile range
of monthly difference between staff and scale measurements in feet. Three circles labeled (A-C)
highlight distinct signals in the regression. Circle A represents a correct identification of tide
gauge malfunction. Circle B represents a “noise floor” for which the method cannot detect a
signal. Circle C represents isolated gauge malfunction which did not occur throughout the entire
month.

To minimize the effect of region C, I next bin-average the IQR data with bin intervals of
five minutes from 0 to 30 minutes. The binned ∆𝑡 plot down-weights the influence of the data in
region C, since the data is region B is included in the average. A regression of binned ∆𝑡 and
median RMS error for the combined dataset shows a statistically significant relationship with a
p-value of 0.015. A slope of 27.9 ± 13.6 minutes/foot was calculated with 95% confidence
(Figure 4.5.13). An r2 value of 0.8 suggests a good linear correlation. Similarly, A regression of
binned ∆𝑡 and median inter-quartile range for the combined dataset shows a statistically
significant relationship with a p-value of 2.1E-5. A slope of 45 ± 3.9 minutes/foot was calculated
with 95% confidence (Figure 4.5.14). An r2 value of 0.99 suggests a strong linear correlation.
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Figure 4.5.13 Comparison of ∆𝒕 in minutes binned by intervals of five minutes from 0 to 30
minutes and median RMS error in feet.
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Figure 4.5.14 Comparison ∆𝒕 in minutes binned by intervals of five minutes and median
inter-quartile range in feet.
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5. CONCLUSION

In this study, four United States Pacific Coast tidal records were analyzed for the timing
errors using a Taylors-series expansion-based method. Then, comparative data sheets from
Astoria, Port San Luis, San Diego, and San Francisco tide gauges were digitized and the daily
staff/gauge comparisons evaluated for tide gauge malfunctions, data errors, and other
anomalies. Difference between monthly staff gauge and SRTG measurements were quantified
taking the RMS error and inter-quartile range. “Case histories” of all four United States Pacific
Coast tidal records were conducted, highlighting time periods with gauge problems. The
relationship between uncertainty quantified by harmonic analysis as monthly ∆𝑡 and monthly
inter-quartile range of staff-scale difference measurements was examined using linear
regression.
Of the 1188 total months investigated using the time-lag based estimates, 41
months of high uncertainty were identified validated through comparison with staff/gauge
comparisons. Six additional months of high uncertainty were identified by the time-lag based
method but were not apparent in staff-gauge comparisons. An additional 55 months of possibly
inadequate data were only identified by staff/gauge. The relationship between gauge problems
and uncertainty in tidal datasets was examined to create a uniform method for the assessment
of error for use in global tidal datasets. Only a weak relationship between timing errors and large
variability in the staff/gauge measurements were obtained for each individual station analyzed.
This was found to occur because staff/gauge comparison sheets typically contained two types
of errors: persistent errors that caused large staff/gauge variability over an entire month, and
intermittent short-time period errors that often had an uncertain cause. The latter errors, which
may have been caused by observer error or gauges issues that were immediately fixed, tended
to not affect monthly estimates of time lags. These low ∆𝑡, high inter-quartile range (or RMS
error) data helped mask any dose-response relationship between ∆𝑡 and uncertainty in water
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level measurements. This issue was minimized by bin averaging inter-quartile range and RMS
error, which reduced the effect of the intermittent errors in the comparison sheets. Using the bin
averaging, a statistically significant relationship with an r2 of 0.8 was obtained between RMS
error in water level and ∆𝑡. An even better r2 of 0.99 was obtained for a regression of interquartile range and ∆𝑡. These observations suggest that one may be able to obtain an estimate
of the certainty in a water level measurement by assessing the time lag as estimated using a
method that is based on the Taylor Series expansion (see Section 2.4.3).
A next step could include further digitization of comparative records, especially in
periods of high uncertainty (∆𝑡). This may help establish a clear linear relationship between ∆𝑡
and variation in staff-scale difference measurements quantified by inter-quartile range. Once a
linear relationship is created, researchers can use the Taylor Series Expansion method to
identify the degree in which months within a tide record are biased by gauge error. The Taylor
Series Expansion method can then be applied to global tide records to identify periods of high
uncertainty in sea-level measurement and increase confidence in periods without bias.
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A. APPENDIX

CHAPTER 4 SUPPLEMENTAL FIGURES

Figure A.4.1.1 Daily comparative record from the Astoria tidal record from April 1952. Tide
gauge observer remarks reveal that the intake to float well (stilling well) valve was cleared.
Large outliers in the difference between staff and scale measurements can be observed on April
11, 1952 and April 12, 1952 before the clog was removed.
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Figure A.4.1.2 Daily comparative sheet from the Astoria tide record in November 1961. The
sheet shows large outliers in the staff-scale difference measurements, and a clog in the stilling
well noted on November 6, 1962.
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Figure A.4.1.3 Daily comparative data sheet from the Astoria tide record in February 1962.
On February 3, 1962, a new piece of equipment is added, which fixes the previous clog in the
stilling well and prevents large outliers in staff-scale measurements such as the event seen on
February 1, 1962.
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Figure A.4.2.1 Daily comparative sheet from the Port San Luis tidal record in September
1958. A possible clog in the stilling well may be responsible for a cluster of high ∆𝒕 from June to
October 1958.
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Figure A.4.2.2 Daily comparative sheet from the Port San Luis tidal record in December
1958. Breakage of the tide staff on December 30, 1958 may have contributed to a large positive
∆𝒕 in January 1959.
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Figure A.4.2.3 Daily comparative sheet from the Port San Luis tidal record in January 1959.
Circled outliers in staff-scale difference measurements occur on January 6, 1959 and January
27, 1959.
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Figure A.4.2.4 Daily comparative sheet from the Port San Luis tidal record in January 1969.
The remarks indicate a plethora of issues such as a broken float cable, friction in the float,
changes in staff height settings, and inconsistent data readings.
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Figure A.4.2.5 Daily comparative sheet from the Port San Luis tide record in January 1962.
Water level fell below the staff gauge, making the tide observer estimate the water level, leading
to high variability in staff-scale difference measurements. High staff-scale difference
measurements occurred on January 3, 5, 6, 12, 24, and 31, 1962.
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Figure A.4.3.1 Daily comparative record from the San Diego tide record in October 1967.
The remarks by the tide observer say that the clock struck 10 minutes before the hour,
indicating a clock error.
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Figure A.4.3.2 Daily comparative record from the San Diego tide record in November 1967.
This record contains a large outlier of a 6-foot difference between staff-scale measurement on
November 20, 1967.
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Figure A.4.3.3 A scatter plot of hourly residual tidal height (∆𝑯) in meters and rate of
change in predicted tidal height over time in meters per hour (

𝒅𝑯
𝒅𝒕

) for the San Diego tide record

in November 1967. The slope of the line represents an average monthly time lag (∆𝒕) of -10
minutes, suggesting a gauge malfunction.
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Figure A.4.3.4 Daily comparative record from the San Diego tide record in December 1967.
The tide gauge observer notes that the clock is tripping records ten minutes before the hour,
and a pencil flip on October 27, 1967.
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Figure A.4.3.5 Daily comparative record from the San Diego tide record in February 1972.
Tide observer notes indicate a clock malfunction on February 14, 1972.
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Figure A.4.3.6 Daily comparative record from the San Diego tide record in July 1975. Tide
observer notes three paper tears occurring on July 11, 14, and 31, 1975.
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Figure A.4.3.7 Daily comparative record from the San Diego tide record in October 1975.
Tide observer remarks indicate gauge slowdown, datum line tears, observer error, paper tears,
and three separate staff setting changes.
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Figure A.4.3.8 Daily comparative record from the San Diego tide record in December 1975.
Remarks from the tide observer notes two motor clock stops, wind damage to the tide station,
and seven different staff gauge settings.
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Figure A.4.3.9 Daily comparative sheet from the San Diego tide record in December 1978.
The record indicates a gauge stop and reset, along with a punching error and multiple outliers.
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Figure A.4.4.1 Daily comparative sheet from the San Francisco tide record in January 1967.
The Remarks column reveals that the tide staff slipped off the tide station on January 19, 1967.
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Figure A.4.4.2 Daily comparative sheet from the San Francisco tide record in February
1967. The tide gauge observer noted that the staff gauge has been fixed on February 7, 1967
after slipping out of place on January 19, 1967.
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Figure A.4.4.3 Daily comparative sheet from the San Francisco tide record in May 1969,
when the large ∆𝒕 event took place. The staff-scale difference measurements to not show
abnormal variation, and there are no indications of gauge malfunction written in the observer
notes.
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Figure A.4.4.4 Daily comparative sheet from the San Francisco tide record in January 1971.
The tide observer notes a break of the tide staff on January 4, 1971, and re-calculation of staffscale difference measurements.
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