We study the asymptotic behaviour of solutions of a class of linear nonlocal measure-valued differential equations with time delay. Our main result states that the solutions asymptotically exhibit a parabolic like behaviour in the large times, that is precisely expressed in term of heat kernel. Our proof relies on the study of a -self-similar -rescaled family of solutions. We first identify the asymptotic behaviour of the solutions by deriving a convergence result in the sense of the Young measures. Then we strengthen this convergence by deriving suitable fractional Sobolev compactness estimates. As a by-product, our main result allows to obtain asymptotic results for a class of piecewise constant stochastic processes with memory.
Introduction
Mathematical models with non-local diffusion arise in various applicative fields including physics and biology. Here, by non-local diffusion we mean convolution equation of the form ∂u(t, x) ∂t = population at time t and spatial location x ∈ R N , the first term in the right hand side of this equation describes the rate at which individuals jump to x from all other locations y weighted with the probability kernel J(x − y), while the second term u(t, x) = u(t, x) R N J(dy), corresponds to the rate at which individuals are leaving the location x to move to some other places.
As mentioned above, such a motion equation arises in various applications. We refer to [3, 7, 8, 9, 12, 13, 16, 21] and the references therein for analysis of models coming from physics, mathematical biology and population dynamics. We would like to emphasize that in such models, the jumps of particles or individuals are supposed to be instantaneous.
We can extend the above non-local diffusion equation by taking into account the travel time to jump from y to x. Typically, the travel time depends on the distance to travel (x−y) so that the above non-local motion law can be extended as follows. For t > 0 and x ∈ R N , a typical non-local diffusion equation with time delay reads as
wherein τ (x − y) denotes the time needed to jump from y to x. This work is concerned with the asymptotic analysis of such a non-local diffusion equation with time delay. To that aim, we will consider more general version of this problem such as the equation 
supplemented with a suitable initial data u(θ, x) for θ ∈ [−1, 0] and x ∈ R N . In the above equation, Q = Q(dθ, dy) denotes a probability distribution on the infinite strip S := [−1, 0]×R N . This distribution captures the information about both the jump process and the time needed to perform jumps. For instance, if we choose Q(dθ, dy) = δ −τ (y) (dθ) ⊗ J(y)dy, we recover the typical equation presented in (1) above. Below we will describe a first stochastic representation of such a problem.
Observe that when Q(dθ, dy) = δ 0 (dθ) ⊗ J(dy), Equation (2) becomes
x)] J(dy).
This equation corresponds to the usual random walk equation with instantaneous jumps and associated with the jump measure J. Under suitable assumptions on this jump measure J, namely the existence of second moments and the non degeneracy of the covariance matrix, the positive solutions of this equation satisfy a central limit theorem. We refer to Ignat-Rossi [15] for a detailed study of this equation using Fourier analysis. We also refer to Chasseigne et al in [6] for a refined study in the case where the Fourier transform of the kernel J has lower regularity close to zero and the connexion with the self-similar solutions of the heat equation with fractional Laplace operator. More general stochastic representations of the solution to equation (2) are considered in Section 2.
The corresponding stochastic processes are piecewise constant processes with memory. The main result of the present paper allows to study the asymptotic behaviour of such stochastic processes. Indeed, the aim of this work is to study the large time behaviour for the delayed equation (2) . For the sake of generality and also for future applicative uses, we shall consider a slightly more general version of such an equation. In order to present the equation we will consider throughout this work, we denote by P(R N ) the set of Borel probability measure on R N . In the sequel, we will simply write P instead of P(R N ) when there is no possible confusion. This space is endowed with the usual metrizable narrow topology (see Appendix A). 
Similarly to (2) , in the above problem Q belongs to P(S), the set of Borel probability measures on the strip S = [−1, 0] × R N . Remark that the above equation is posed for probability measures allowing us to handle lattice equations with time delay. Indeed, consider for instance the case where Q(dθ, dy) = , ∀i ∈ Z.
We now come back to Problem (3) . Before stating our main result, we describe the main set of assumptions that will be used to study the asymptotic behaviour of (3). (ii) The function (θ, x) → |x| belongs to L 2 (S; Q(dθ, dx)). Here we use the symbol | · | to denote the Euclidean norm in R N .
Throughout this work, we fix u 0 ∈ C [−1, 0]; P(R N ) and we consider the solution u ≡ u(t, dx) of (3) associated with the initial data u 0 . Here, by a solution we mean an element µ = µ(t, dx) ∈ C [−1, ∞); P(R N ) that satisfies:
(i) for all θ ∈ [−1, 0], one has µ(θ, dx) = u 0 (θ, dx);
(ii) for any f ∈ C b (R N ), the space of bounded and continuous functions on R N , one has:
(iia) the map t → R N f (x)µ(t, dx) is continuously differentiable for t ∈ (0, ∞);
Note that the existence and uniqueness of such a solution simply follows from a usual contraction fixed point argument in the metric space
Our main result reads as follows.
Theorem 2 (Self-similar behaviour) Let Assumption 1 be satisfied. Then there exists a vector K ∈ R N and a probability measure π ∈ P(R N ) with zero mean value such that the function t → µ(t, dx) ∈ C [−1, ∞); P(R N ) satisfies the following asymptotic behaviour: for all test functions f ∈ C b R N one has
The vector K is given by
while π(dx) = Π(1, dx) where Π(t, dx) ∈ C(R + , P) denotes the unique (tempered distribution) solution of the heat equation
Herein D 0 denotes the non-negative symmetric matrix defined by
If we denote by k = dim ker D 0 ≥ 0 and λ 1 > 0,..., λ N −k > 0 the nonzero eigenvalue of 1 1+Γ D 0 then there exists an orthogonal matrix P such that
Using this orthogonal basis one obtains an explicit formula for Π(t, dx) and thus the following explicit formula for π = Π 1 :
Here, denotes the usual push forward operator for Borel measures while for each λ > 0, the function f λ : R → R denotes centred normal distribution with variance λ, that is
In other words, the measure Π 1 is the multidimensional Gaussian law with variance-covariance matrix given by 1 1+Γ D 0 . We refer to [26] for a complete treatment of the relation between Gaussian processes and Fokker-Planck equations of the form (5).
The proof of Theorem 2 will be divided in two parts. Our proof relies on the study of a self-similar rescaled family of solutions. In Section 3, we first identify the asymptotic behaviour of the solutions by deriving a convergence result in the sense of the Young measures. Then, in Section 4, we strengthen this convergence by deriving suitable fractional Sobolev compactness estimates.
Before going to the proof of Theorem 2, we apply it to some example of an hyperbolic equation with time delay. More specifically consider the equation
where q ∈ R\{0}, a > 0 and b ∈ R are fixed parameters while η ∈ P([−1, 0]) is a given probability measure on the interval [−1, 0]. This equation is supplemented with the initial data
A special case of the above equation (with η(dθ) = δ −1 (dθ) and parameter conditions) has been studied by Laurent et al in [17] . In this paper the authors derived conditions ensuring a parabolic behaviour for the solution of such a problem. Here we will show how our general result, namely Theorem 2, may apply to (7), with general time delay dependence, to obtain similar results as in [17] . Set v(t, x) = u(t, x + qt)e at that satisfies the equation
Set y = y(t) = R v(t, x)dx and observe that it satisfies the linear delay differential equation
Since u 0 (0, ·) ≡ 0 then y 0 ∈ C ([−1, 0]; R + ) with y 0 (0) = 0 and y(t) > 0 for all t > 0. Hence, for t > 0, the function w(t, x) =
As a consequence Problem (7) re-writes as (3). To conclude this section, it remains to check that Assumption 1 is satisfied for this specific example. To that aim, one may first notice that Assumption 1 (ii) is satisfied. And, Assumption 1 (i) also holds true with the limit function a ∞ = a ∞ (θ) defined by α ∞ (θ) = ae −bθ e γθ , where γ > 0 is the unique real solution of the equation
This latter property will be checked in Appendix B. This example will be further developed in the next section.
A probabilistic representation for some nonlocal diffusion equations with delay
In this section, we construct a R N -valued càdlàg process whose law satisfies the equation (3) . Let (Ω, A, P) be a probability space on which is built a nonhomogeneous Poisson point process (N (t)) t∈R+ with intensity function given for t ∈ R + by
and corresponding intensity measure given by Λ((0, t]) = t 0 λ(s)ds. As usual, the sequence of times associated to the Poisson point process is defined by T 0 = 0 and, for n ∈ N, by T n = inf{t ≥ 0; N (t) ≥ n}. Notice that Assumption 1 implies that the intensity function stays positive and converges towards λ ∞ = S α ∞ (θ)Q(dθ, dz) > 0 such that we do have that the T n 's form a increasing sequence going to infinity, P-a.s.
We also define, on the same probability space, a sequence (Θ n , Z n ) n∈N of S-valued random variables such that conditional on (T n ) n∈N , the sequence (Θ n , Z n ) n∈N is a sequence of independent random variables with law given, for n ∈ N, by
Let also (U (θ)) θ∈[−1,0] be a R N -valued càdlàg process such that for any θ ∈ [−1, 0], U (θ) has for law u 0 (θ, dx). We are now ready to define a R N -valued process X with suitable law:
3. And so on: for n ∈ N, assume that the process X is built up to the time
By construction, the process X is piecewise constant and càdlàg on R + . In the following proposition, we verify that the law of X satisfies the evolution equation (3) . In this setting, one obtains the following proposition.
) is continuously differentiable on (0, ∞) and we have, for any t > 0,
Proof. We use the decomposition of the process induced by the sequence of times (T n ) n∈N . For any t ≥ 0, we get
For any integer i, by conditioning on the history up to the time T i , we have
Since T 0 = 0 is deterministic, we distinguishes this time and then use the law of T n for n ∈ N to write:
Using the fact that X(
Finally, by summation (using the fact that f is bounded),
The result follows by derivation. Denoting by µ(t, dx) the law of X(t), equations (9) and (3) are equivalent. Thus, the process X gives a probabilistic representation of the evolution equation studied in the present paper. Notice that in general, X is not a Markov process: the variables Θ n 's introduce memory and model the delay in the evolution equation (3) . When there is no delay, that is when Q(dθ, dz) = δ 0 (dθ)Q(dz), the studied process is simply an inhomogeneous continuous time Markov chain, as already mentioned in the introduction. Let us also notice that this is always possible to recast a non-Markovian process into a Markovian one: for processes very similar to the process X under consideration, this has been done in [22] . However, the fact that the evolution of the law of X satisfies equation (3) allows for a more direct approach. Theorem 2 is the central limit theorem associated to the process X. Its proof will be the object of Section 3. In probabilistic term, Theorem 2 reads as follows.
Theorem 4
The process ( √ t(X(t)/t − K)) t∈(0,∞) converges in law towards a centred Gaussian random variable with variance-covariance matrix given by
where the couple
Of course, this central limit theorem implies that the process (X(t)/t) t∈(0,∞) converges in probability towards K. We can strengthen this convergence using the explicit construction of the process and obtain the following strong law of large numbers.
Theorem 5 Assume the result of Theorem 2. Then, the process (X(t)/t) t∈(0,∞) converges almost-surely towards K = λ∞E(Z∞) 1−λ∞E(Θ∞) where the couple (Θ ∞ , Z ∞ ) has for law α ∞ (θ)Q(dθ, dz)/λ ∞ .
Proof. First, notice that for any t > 0,
Therefore,
We have, almost-surely,
Thanks to Assumption 1 and the conditional independence of the Z i 's, we can use the conditional law of large number, see for instance [23] and obtain that we almost-surely have,
The process (X(t)/t) t∈(0,∞) is thus almost-surely asymptotically bounded. Therefore, its convergence in probability towards the deterministic value K implies its almost-sure convergence towards this same value. Remark that since the process (X(t)/t) t∈(0,∞) is bounded for t large enough, we can use a slight refinement of equation (9) in order to include an explicit dependence in time and obtain, for y(t) = E(X(t)/t) with t > 0,
Notice that since K is the limit of (X(t)/t, t > 0) then, by dominated convergence, K is also the limit of (y(t), t > 0), a fact that is, at first glance, far to be obvious if you only look at the above differential equation with delay. Let us give a first illustration of the two above results by considering the case where X(θ) = 0 for all θ ∈ [−1, 0] and
Then X is the classical Poisson process satisfying
where N (0, 1) denotes the centred gaussian law with variance 1. Now, with a one unit time delay, namely with
In this example, we see that the delay slow down the process and reduces its scattering.
As a second illustration, we consider the stochastic process associated to the hyperbolic equation with delay (7) considered at the end of the previous section. In this setting, for t > 0 and θ ∈ [−1, 0], the parameters are
such that
For our simulation purpose, as in Laurent et al in [17] , we set η(dθ) = δ −1 (dθ). In this case,
where
such that the intensity measure is given by Λ((0, t]) = log(y(t)/y(0)). In Figure  1 , the law of large numbers as well as the associated central limit theorem are illustrated for this process. We also display, in Figure 2 , another illustration of these two limit theorems with Q(dθ, dy) = δ −1 (dθ) ⊗ 1 [−1/2,1/2] (y)dy, all other things being equal.
3 Self-similar rescaling and limit identification
In this section, we deal with rescaled solution and we shall prove that such a family of rescaled solution converges toward the solution of the possibly degenerate parabolic equation (5) for a suitable topology. Before going further let us introduce some notations that will be used in the sequel. We define Γ > 0 and the vector K ∈ R N by 
, obtained from 1000 trajectories, compared to the density of the normal law.
Remark 6 Note that the vector K satisfies the following identity, that will be used latter,
As mentioned above we aim at investigating the large behaviour of t → µ(t, dx). Thus we need to shift this function in order to follow the mass and to not lose its transportation. As it will appear clearly in the proofs presented below, a suitable shift is to follow the solution along the path t → H(t) introduced above in (13). Hence we translate the measure solution t → µ(t, dx) by introducing the measure
In order to be more precise, the above convolution product, * , means that for all ϕ ∈ C b (R N ):
Notice that with the notations of Section 2, ν(t, dx) is the law of the process X + H at time t.
The following lemma holds true.
Proof. Let us first note that since the map t → H(t) is continuous, it follows from Portemanteau theorem (see Theorem A.1 in Appendix A) that the map t → ν(t, dx) is also continuous.
be a given test function. Then, one has:
wherein we have set ψ(t, x) := φ(t, x + H(t)). It is worth noticing that
Then, integrating by parts yields
On the other hand one has
The result follows by coupling the above computations. In order to derive the asymptotic self-similar behaviour of t → ν(t, dx) for t > > 1 we are interested in the asymptotic as λ → ∞ of the rescaled family of probability measures p λ (t, dx) defined, for t ≥ −λ −2 and for each test function
To study its behaviour for λ > > 1, we first write down the equation satisfied by p λ by noticing that
Notice that with the notations of Section 2, p λ (t, dx) is the law of the rescaled
The equation for p λ is expressed in the next lemma:
The proof of the derivation of this equation directly follows from Lemma 7 using the definition of the map t → p λ (t, dx). Here, one may note that we have used a parabolic scaling but the equation is not invariant under this scaling. We are now interested in the asymptotic behaviour of p λ as λ → ∞ and the main result of this section reads as follows:
Theorem 9 (Young measure convergence) Let Assumption 1 be satisfied.
Recalling the definition of Γ in (4) and of D 0 in (6), the following convergence
where Π = Π(t, dx) ∈ C ([0, ∞); P) is the solution of
This results ensures the convergence of p λ to Π in a rather weak sense, especially in time. This convergence is not sufficient to prove Theorem 2. It will be strengthen in the next section to obtain time pointwized convergence. The proof of the above result will make use of Young measure theory. We refer to reader to [5, 30] for more details and also to Appendix A where basic properties of Young measures are recalled.
Note also that if we choose f (t, x) = f (x)f T (t) where f is continuous and bounded and f T is the density of some positive random variable T , the above result implies that the measure
If we denote by Z λ the rescaled process
, one interpretation is to say that Z λ (T ), where T is a random variable with density f T independent of Z λ , converges in law when λ goes to infinity towards a random variable with law ∞ 0 Π(t, dx)f T (t)dt. As mentioned above, the objective of Section 4 will be to replace the random variable T by the deterministic time 1. The above theorem also tells us that, in the sense of Young measures, the stochastic process Z λ converges towards a N -dimensional centred Wiener process with variance-covariance matrix given by 1 1+Γ D 0 . In order to prove Theorem 9, we fix a sequence {λ n } n≥0 ⊂ (0, ∞) such that
and we consider the sequence of Young measures
Then, denoting by M + the set of positive Borel measures on R N , due to Lemma A.3 there exists a subsequence, still denoted by λ n , and
and lim
Above, L ∞ ω * (0, ∞; M + ) denotes the set of weakly measurable maps from R + into M + and that are essentially bounded (see also Appendix A for more details).
In our next proposition, we will identify the limit measure P = P (t, dx).
Proposition 10 Let Assumption 1 be satisfied. Then the function
is separable, the balls of its dual space are metrizable. This implies the following corollary:
Corollary 11 Under the assumptions of Proposition 10, one obtains
Now note that one has
This mass conservation property ensures that the family {p λ } λ>0 is a tight family of Young measures. Hence Lemma A.4 applies and leads us to the following corollary
Corollary 12 Under the assumptions of Proposition 10, for each test function
To conclude these remarks, one has obtained that proving Proposition 10 is sufficient to complete the proof of Theorem 9. Thus in the remaining of this section we shall focus on proving Proposition 10.
In order to prove Proposition 10, we shall first derive preliminary lemma. In the sequel the notation S will be used to denote the Schwartz space, that is the set of rapidly decreasing functions, while S will be used to denote its dual space, the space of tempered distributions. Next, using these notations, our first lemma reads as follows.
Then the following convergence holds true:
Then from the definition of p λ one obtains: Now equipped with this lemma we shall first prepare the equation before passing to the limit λ → ∞ and more precisely through the sequence λ n as n → ∞.
Lemma 14 (Preparation of the equation)
wherein we have set
with Φ λ defined by
and
The above decomposition directly follows from the formula obtained in (16) . In order to prove Proposition 10 we shall now study the convergence, as n → ∞, of the different terms arising in the decomposition described in the above lemma with λ = λ n . Before doing so, let us recall that, due to Assumption 1, one has
As a consequence, recalling the definition of H = H(t) in (13), one obtains
These asymptotic expansions will be extensively used in the sequel.
We are now able to investigate the asymptotic behaviour as λ → ∞ of each term arising in the decomposition provided by Lemma 14. To that aim let us fix a test function φ ∈ S(R + × R N ). In the sequel of this proof we shall omit to explicitly write down the dependence with respect to φ in the decomposition of Lemma 14, that is for i = 1, .., 3 we shall write
Our convergence proof will be achieved in the next four steps.
Step 0: Recalling (18) one first obtains that
Next note that for each λ > 0 one has
Hence as λ → ∞ Lebesgue convergence theorem ensures that
Step 1: In this step we investigate the behaviour of T λ 1 as λ → ∞. To that aim note that one has
Here the remaining term
. As a consequence one obtains that
wherein the function
Next note that (20) yields
Hence J 1 ∈ L 1 (R + ) and Lemma 13 applies and ensures that T
Step 2: We are now looking at the second term, namely T λ 2 . During this step we write Φ λ instead of Φ λ [φ]. Next let us first notice that one has
Therefore this yields
Now we claim that:
The following convergence holds true:
Here the matrix D 0 is defined by
The proof of this claim is postponed and we first complete the convergence of T λn 2 . Here recall that {λ n } n≥0 is the sequence chosen at the beginning of this proof (see (17) and (18)). Now because of the Young convergence property p λn (t, dx) → P (t, dx) we obtain that
This re-writes as
that completes the proof of this step. It remains to prove Claim 15. To do so, let us observe that there exists some constant C > 0 such that for all (t,
This upper bound converges to zero as λ → ∞ so that
) since φ ∈ S and using Lebesgue convergence theorem. To complete the proof of the claim, it is sufficient to show that, for the topology of
This latter convergence directly follows from the asymptotic expansion of G(t, θ) in (20) . This complete the proof of Claim 15 by noticing that
where the matrix D 0 is defined in (21) . This completes the proof of the claim.
Step 3: In this last step we investigate the limit, as λ → ∞, of T λ 3 . In order to deal with this term, note that
For the last term, let us observe that one has
This allows us to re-write T λ 3 as follows:
In the above decomposition we have set
Now, recalling (20) , one has F (t) = O(e −βt ) as t → ∞ so that F ∈ L 1 (R + ) and Lemma 13 applies and ensures that
Next, using the same argument as for the proof of Lemma 13, one has
And, for the last term we get, along the sequence {λ n } n≥0 (see (18) ),
To summarize we have obtained the following property:
And, to complete this step, note that
Hence we get
We now conclude the proof of Proposition 10 and thus the one of Theorem 9.
Conclusion of the proof of Proposition 10:
From the four previous steps we have obtained the following convergence: for all φ ∈ S(R + × R N ), on the one hand, one has
and, on the other hand, one has
Hence P ∈ S (R + × R N ) is a solution of the equation
The latter equation has a unique tempered distribution, Π, that satisfies Π ∈ C (R + , P). Finally, since the limit function Π is unique, one obtains P (t, dx) = Π(t, dx) and this complete the proof of Proposition 10 and thus the one of Theorem 9 since the sequence (λ n ) is arbitrary.
Proof of Theorem 2
In this section, we complete the proof of Theorem 2. To that aim we will prove that the family {p λ (t, dx)} λ>0 is relatively compact with respect to a stronger topology (in time) than those of the Young measures. We shall more specifically show that this family is relatively compact for the topology of C loc (0, ∞); H −σ loc (R N ) for some parameter σ > 0 large enough. And, this compactness property will be sufficient to complete the proof of the Theorem 2 by using the identification of the weak limit as described in Theorem 9.
The main result of this section reads as follows.
Theorem 16
Let R > 0, 0 < ε < T be given. Let σ > 
To prove the above statement, fix σ > N 2 +2 and consider a sequence {λ n } n≥0 ⊂ (0, ∞) such that λ n → ∞ as n → ∞. Then because of Theorem 9, Theorem 16 and using a diagonal extraction process, there exists a sub-sequence, still denoted by λ n , such that lim n→∞ p λn (t, dx) = Π t locally uniformly for t ∈ (0, ∞) with value in H −σ−1 (B R ).
Note also that, possibly along a sub-sequence, the sequence of probability measure {p λn (1, dx)} converges to some positive measure with respect to the vague topology of measures. Hence, one obtained that
wherein the above limit holds with respect to the vague topology of measures. Finally, since Π 1 (R N ) = 1, Π 1 is also a probability measure and the above limit holds for the narrow topology of probability measures. Now, since the sequence {λ n } is arbitrary and P, endowed with the narrow topology, is a metrizable space, one obtains that lim λ→∞ p λ (1, dx) = Π 1 for the narrow topology of P.
Thus (22) holds true by choosing λ = √ t. This completes the proof of Theorem 2.
In the remaining parts of this section, we prove Theorem 16. The proof of this result relies on the formulation of the equation for p λ obtained in Lemma 14. Here we re-write it with a slightly different form, as follows:
) and λ > 0, the function t → p λ (t, dx) satisfies
wherein T denotes the nonlocal operator defined by
Now, in order to prove Theorem 16 we will investigate some regularization properties for the nonlocal operator T 1 λ 2 defined above when λ > > 1 is large. And, we will be used to complete the proof of the theorem. In the sequel we will first investigate some properties of the linear operator T 1 λ 2 before going to the proof of Theorem 16.
Regularity properties
Let (X, · X ) be a reflexive Banach space. For each h > 0, consider the linear operator T h defined from S (R + ; X ) into itself by
Here X denotes the dual space of X. Then the main result of this sub-section reads a s follows:
Theorem 17 (Sobolev semi-norm estimate) Let {u h } h>0 be a family of X-valued tempered distribution on R + , namely {u h } h>0 ⊂ S (R + ; X). We assume that there exist some constant M > 0 and α ∈ (0, 1) such that for all h > 0 and all φ ∈ S (R + ; X ) one has:
Herein the symbol ·, · is used to denote the duality pairing between S(R + ; X ) and S (R + ; X). Then, for each p > 1 and s ∈ [α, 1) with ps > 1, one has
where p denotes the conjugate exponent of p. Moreover for each given T > 0, there exists some constant C = C(p, s, T ) such that
In the above estimate, the bracket denotes the X−valued Sobolev semi-norm described below.
The proof of this result relies on several preliminary studies. As announced in Theorem 17, the estimates we shall obtain make use of Banach valued fractional Sobolev spaces. For that purpose let us first introduce further notations, definitions and some well known results and estimates related to Banach valued fractional Sobolev spaces. We refer to [1, 25] 
where the Sobolev semi-norm [·] W θ,p (I;Y ) is defined by
The Sobolev norm is then defined as
Now we define Sobolev spaces with negative index. When I ⊂ R is a given bounded interval, then for p ∈ [1, ∞] and θ ∈ (0, 1) we define the Sobolev space W −1+θ,p (I; Y ) as the image of the distributional derivative ∂ t , that is
, the set of Y −valued distributions. In other word it is defined as the following: 
We now turn to derive some important estimates. Using straightforward computations we can derive the following estimates:
Lemma 19 Let θ ∈ (0, 1) be given. Let T > 0 be given. Then for all ψ ∈ D(0, T ; Y ) one has
Hereψ denotes the extension by zero of ψ.
Next let us recall the estimate derived by Simon in Corollary 24 of [25]:
Lemma 20 Let I ⊂ R be a given interval and let (Y, · Y ) be a Banach space. Let θ ∈ (0, 1) and p ∈ [1, ∞) be given. Then for each ψ ∈ W θ,p (I, Y ) one has
Now in view of proving Theorem 17, we are concerned in deriving some properties of the linear operator T h defined above in (24) . Roughly speaking, we shall show that such an operator is invertible on L 1 (R; X ) and that the inverse operator is a kernel operator that enjoys nice estimates. To that aim, we first investigate some properties of the function ∆ : C → C defined by
The following lemma holds true:
Lemma 21
The analytic function ∆ enjoys the following property: there exists
Proof. Note that ∆(0) = 0. Next let s = α + iω with α ≥ 0 and ω be such that ∆(s) = 0. Let us show that α = ω = 0. To do so, let us first observe that the function x → ∆(x) is increasing on R.
Hence s = 0 is the only real root of ∆. Next the equation ∆(α + iω) = 0 re-writes as Recalling that ∆ is an analytic function, to complete the proof of the lemma, it is sufficient to note that if s ∈ C satisfies ∆(s) = 0 then
Indeed the above estimate ensures that there is no sequence of roots for ∆ approaching the imaginary axis. This completes the proof of the lemma. Observe furthermore that ∆ (0) = 1 − S θα ∞ (θ)Q(dθ, dz) > 0 so that s = 0 is a simple root and the function s → s ∆(s) is holomorphic on the half plane {s ∈ C : (s) > −ε 0 }.
Moreover there exists a real valued function K ∈ L 1 (R; R) such that there exist ε 0 > 0 small enough and some constant M 0 > 0 such that:
and such that for all ψ ∈ L 1 (R, X ), for all h > 0, one has
In the sequel we shall denote for each h > 0:
Note that the above bound, namely (27) , for the convolution kernel
1 (R; X ) be given. We aim at solving the equation T h [φ] = ψ. We shall denote by F the Fourier transform. Then applying the Fourier transform yields
Now we claim that:
Claim 23 There exists a function K : R → R and ε > 0 such that
Before proving this claim we first complete the proof of Lemma 22. Indeed, due to the above claim, one has
Hence the function φ ∈ L 1 (R; X ) is uniquely defined by (28) and Lemma 22 follows.
It remains to prove Claim 23. Proof of Claim 23. Recall that the function ∆ : C → C is defined by
and that there exists ε > 0 such that s → s ∆(s) is analytic on the half plane H := {s ∈ C : (s) > −ε}. Next setting
Hence one obtains the following decomposition, for any s ∈ H,
Up to reducing ε > 0 if necessary, one may suppose that 0 < ε < γ so that each term arising in the above decomposition is analytic of the half plane H. Next consider the function E = E(x) defined by
And first observe that, for all ξ ∈ R, one has
Observe that one also has, for any ξ ∈ R,
On the other hand, observe that the function I = I(s) is bounded on the complex half plane H. Indeed, one has
As a consequence, there exists some constant C > 0 such that
As a consequence of this fast decay at infinity and since R is analytic on H, one obtains, for all x ∈ R and all κ ≥ −ε, that
Hence choosing κ = −ε, we conclude that the function K R has an exponential decay at infinity. In addition, because of the uniform bound in (4.1), Theorem 4.4 in [27] ensures that there exists a tempered distribution T supported in [0, ∞) such that for all κ > 0 and ξ ∈ R one has
Choosing κ = ε > 0 yields K R = e −ε· T and one concludes that supp K R ⊂ [0, ∞).
As a consequence of the above steps, one obtained that for each ξ ∈ R,
Finally, recalling the definition of E in (29), supp K R ⊂ [0, ∞) and the exponential decay of K R , this completes the proof of Claim 23.
Remark 24
Note that if ψ ∈ D(R; X ) then, for each h > 0, the solution
Hence φ belongs to the Schwartz class, namely T Before going to the proof of Theorem 17, we need to derive further regularity estimates described below.
Lemma 25 Let T > 0 be given. Then, for each h > 0 and each ψ ∈ D(0, T ; X ), the function φ h := T −1 h ψ satisfies the following estimates:
(iii) for each α ∈ (0, 1) and p ∈ [1, ∞) one has
Proof. Recall that φ h is defined by
wherein * denotes the convolution product. Next one has
This completes the proof of (ii). Next, for p ∈ [1, ∞), one also has
that proves (ii). Finally observe that for each s > 0 one has
and this completes the proof of (iii).
We are now in position to prove Theorem 17. Proof of Theorem 17. Let T > 0 and ψ ∈ D(0, T ; X ) be given. Then for each h > 0 set φ h := T −1 h ψ ∈ S(R; X ) (see Remark 24) . One the one hand, we infer from Lemma 19, 20 and 25 that, for each h > 0, one has
Next, recalling that φ h ∈ S(R, X ) and T h ∂ t = ∂ t T h , applying φ = φ h into (25) ensues that there exists some constant M > 0 (depending upon T but independent from ψ and h) such that for all h > 0 and any ψ ∈ D(0, T ; X ) one has
. Now let s ∈ [α, 1) and p ∈ (1, ∞) be given such that ps > 1. Then let us recall that (see for instance Simon in [25] ) that the following continuous embedding holds true:
Hence there exists some positive constant, still denoted by M , depending on T such that for all h > 0 and ψ ∈ D(0, T ; X ) one has
As a consequence ∂ t u h , the distribution derivative of u h , satisfies
and This completes the proof of Theorem 17.
Proof of Theorem 16
In this section we complete the proof of Theorem 16. To that aim we apply the abstract result derived above in Theorem 17. Our proof will be split into two steps. In the first step we derive a fractional Sobolev regularity estimate of {p λ } λ>0 using Theorem 17. In the second step we bootstrap this estimates to conclude the proof of Theorem 16.
In a first step we derive the following lemma.
. This means that for each T > 0 there exists some constant M = M (σ, T, s, p) > 0 such that
Proof. Fix σ > 2 + N 2 so that the following continuous embedding holds true:
Now observe that the above continuous embedding ensures that for each λ > 0 and each φ ∈ H σ (R N ), the maps t → R N φ(x)p λ (t, dx) is measurable. Hence,
. Moreover, there exists some constant C = C(σ) > 0 such that for any t ≥ 0, λ > 0 and φ ∈ H σ (R N ):
Hence, one first conclude that the family of measures {p λ } λ>0 is bounded in
To go further, recall that p λ satisfies (23) . Hence we will apply Theorem 17 to this formulation. To that aim we estimate the different terms arising in the right hand side of (23) .
Estimate for T 
is a remainder that satisfies that there exists some constant M > 0 such that for all λ > 0 and φ ∈ S(R + ; H σ (R N )) one has
Next we re-write T λ 1 as follows:
And note that, as for I λ 1 , there exists M > 0 such that for all λ > 0 and φ ∈ S(R + ; H σ (R N )) one has
Next recalling the identity for K in Remark 6, T λ 1 re-writes, for any φ ∈ S(R + ; H σ (R N )) as
Hence, one obtains
As consequence, we obtains that there exists some constant, still denoted by M > 0, such that for any λ > 0 and φ ∈ S(R
.
Estimate for T λ 2 : Recall that T λ 2 is defined in Lemma 14. Hence it directly follows from this definition that there exists some constant C > 0 such that, for all φ ∈ S(R + ; H σ (R N )) and λ > 0, one has
Estimate for R λ : Recalling Assumption 1 (i), it readily follows that there exists some constant C > 0 such that for all λ > 0, φ ∈ S(R + ; H σ (R N )) one has
Conclusion:
As a consequence of the above estimates, there exists some constant C > 0 such that for all λ ≥ 1 and φ ∈ S R + ; H σ (R N ) one has:
is a separable reflexive Banach space, Theorem 17 applies and ensures that for each T > 0 there exists M T > 0 such that p
Finally the uniform bound (31) and the above semi-norm estimate completes the proof of Lemma 26. Before going to the proof of Theorem 16 we will first prove the following regularity lemma Lemma 27 Fix σ > 2 + N 2 . Let 0 < ε < T and p > 2 be given. Then there exists M > 0 such that for any ψ ∈ D(ε, T ; H σ (R N )) and all λ large enough the following estimate holds true
is the operator defined in (24) with h = 1/λ 2 . Next note that, due to Lemma 22, for all t ∈≥ 0 one has
Hence φ λ (t, ·) = 0 for all t ∈ [0, ε]. Next using the same notations as above one obtains due to (32) that the following decomposition holds true:
Next we shall estimate each of these terms. We start by the second one by observing that due to the above computations and Lemma 25 (ii), there exists some constant M > 0 such that
We now estimate the third term arising in (33). To that aim we first choose λ > 1 ε so that, recalling that φ λ (t, ·) = 0 for t ∈ [0, λ
Recalling (1) (i), there exists M > 0 such that for all λ > 1/ε one has
It remains to estimate the first term in (33), namely T ≤ M.
Using this bound and similar computations as the ones given in the above section, for each p > 2 there exists some constant M > 0 such that for all λ > 1/ε and any ψ ∈ D(ε, T ; H σ (R N )) one has
Finally, coupling all the above inequalities together with Hölder inequality completes the proof of the lemma. 
is also compact. In addition we deduce from the above lemmas that for each 0 < ε < T and each p > 2, there existsλ > 0 large enough such that the family {p
. Thus AubinLions-Simon lemma ( see [2, 19, 24] ) applies and ensures that Theorem 16 holds true.
A Various notions of topology on the space of measures
In this appendix we recall different notions of topology that have been used in this work. We refer for instance to the textbook of Billingsley [4] for more details and results on this topic. Here we denote by M the set of bounded Borel -signed -measures on R N . We also denote by M + and M − the set of positive and negative Borel measures respectively.
Total variation norm on M:
The space M can be firstly endowed with the usual total variation norm, denoted by . T V and defined trough the Hahn-Jordan decomposition of a signed measure µ ∈ M as µ = µ
. Hence M endowed with the total variation norm becomes a Banach space.
This strong topology has not been used in this work because translation are usually not continuous for this norm topology. Indeed if q ∈ R N \ {0} is given, the map θ ∈ [−1, 0] → δ qθ ∈ P is not continuous with respect to this norm topology. Narrow topology on M:
The space M can be endowed with the so-called narrow topology which is defined as the weakest topology on M such that for each test function f ∈ C b (R N ) the functional
is continuous. The topological space M endowed with the narrow topology will be denoted by M narr . Note that for this topology the map θ → δ qθ is continuous. Let us also recall the so-called Portemanteau theorem:
Theorem A.1 (Portemanteau Theorem) Let {µ n } n≥0 ⊂ M be a given sequence and µ ∈ M be given. Then the following properties are equivalent: We can now focus on the subset P ⊂ M of probability measures endowed with the induced narrow topology. The topological space P narr is metrizable with the distance associated to the dual norm of W 1,∞ (R N ). Such a distance is called bounded Lipschitz distance, denoted by d BL and it reads for each µ, ν ∈ P as
Vague topology or Weak * topology of M:
The set M can also be endowed with weaker topology. Denote by C 0 (R N ) the space of continuous functions on R N tending to 0 at infinity. Endowed with the usual sup norm, it becomes a separable Banach space. Then the Riesz representation theorem ensures the following dual representation
Hence M can be endowed with the weak topology, that is also called vague topology. Note that the close balls are compact due to Banach-Alaoglu theorem. It is also important to notice that since C 0 (R N ) is separable, the closed ball are metrizable and thus sequentially compact. In the sequel the topological space M endowed with the vague convergence will be denoted by M vague .
Let us recall the following connexion between narrow and weak topology:
Lemma A.2 Let {µ n } n≥0 ⊂ M + be a given sequence and µ ∈ M + be given. Assume that Young measures: The notion of Young measure has also been used in this work. Here we recall some basic facts and properties and we refer the reader to [5, 30] and the references cited therein for more details on Young measures theory.
First we say that a function m ≡ m t : R + → M is weakly measurable if for each test function ϕ ∈ C 0 (R N ) the map t → R N ϕdm t is measurable from R 
Similarly to Lemma A.2, one has the following result 
B A linear delay differential equation
In this appendix we come back to the linear delay differential (8) and we will prove that α(t, θ) → a ∞ (θ) as t → ∞, 
Such a linear functional differential problem has been extensively studied in the literature. We refer for instance to [20, 28] , the monographs [11, 14] In addition, the essential growth rate ω 0,ess (A 0 ) satisfies ω 0,ess (A 0 ) = −∞ so that, due to usual results for spectral theory (see for instance the monograph [29] ), the spectrum of A 0 only consists in point spectrum and one has σ (A 0 ) = {z ∈ C : ∆(z) = 0}, wherein the function ∆ : C → C is defined by
In addition, the growth rate ω 0 (A 0 ) of the linear semigroup {T (t)} t≥0 is obtained by ω 0 (A 0 ) = max{ z : z ∈ σ(A 0 )}.
Let us now consider the unique γ > 0 solution of the equation ∆(z) = 0. Next the following lemma holds true:
Lemma B.1 Let z ∈ C be given such that ∆(z) = 0. Then the following properties hold true:
(i) One has (z) ≤ γ and (z) = γ =⇒ z = γ. This means that the dominant eigenvalue γ is simple. And therefore, the usual spectral theory ensures that there exists α 1 > 0 and β > 0 such that y(t) = e γt α 1 + O(e −βt as t → ∞.
Hence we obtain y(t + θ) y(t) → e γθ as t → ∞, uniformly with respect to θ ∈ [−1, 0] and exponentially fast.
