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Enabling robots to autonomously explore complex 3D environments is crucial in facilitating
the automation of many real-world tasks. There exist many algorithms for exploring
unknown environments with autonomous robots. Most of these are restricted to the 2D
case, or to cases where the robot can be abstracted as a holonomic point robot. Algorithms
that deal with the 3D case restrict the robot’s possible positions to the 2D plane, or assume
that the robot can freely move through any empty space, like an idealised quadrocopter.
This thesis presents a two-stage exploration framework that allows robots to consider any
adherable surface in a 3D environment as a potential position from which to conduct
exploration. The framework is therefore suitable to any robotic platform that must at all
times maintain contact with a surface, but where this surface need not be the ﬂoor plane.
A Nearest Neighbours Exploration Approach (NNEA) is developed to accomplish explo-
ration of the environment immediately surrounding the robot when the robot is ﬁxed to
a position on a surface. In this approach, the Next Best Viewpoint is selected ﬁrst by
evaluating and choosing between candidate viewpoints that are within a bounded range
of the robot’s current position. NNEA is demonstrated in experiments in a real bridge
environment for the case of a high degrees of freedom (DOF) robot arm with a ﬁxed base.
NNEA is shown to result in faster exploration times in the case of a high-DOF robot arm
in a ﬁxed base position.
Four frontier detection algorithms are proposed and investigated for determining the set
of frontiers—the boundary between known and unknown space—after each map update.
The resulting frontiers are used to limit which candidate positions need to be considered
for exploration. The novel frontier detection algorithms are compared to other state of
the art algorithms and are found to be suited for eﬃcient frontier detection in diﬀerent
situations.
A novel graph-based method for selecting the Next Best Base location (NBB) is presented
in which the map is used to create an updated graph of possible positions for the robot
base, sampled from all surfaces. Positions that are suﬃciently close to the frontiers are
selected as candidate positions for the robot to move to next. The information that could
be gained from each reachable candidate position is estimated. A cost function determines
which candidate is the best to move to next, and the robot moves to that position to take
iv
another sequence of scans. This method is demonstrated in simulations and experiments
to be eﬃcient in minimising the computation required to select and move to the NBB.
The exploration framework and the developed algorithms and approach are demonstrated
in simulation in an environment made up of unconnected surfaces, large enough that the
robot is required to repeatedly move through the environment in order to fully explore it.
The framework is shown to result in eﬃcient exploration of the observable environment.
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Ft The set of known frontiers at time t.
Ft−1 The set of known frontiers at time t− 1.
M The set of cells in the map.
Mfree The set of free-space cells in the map.
Ot The sensor observation made at time t.
ot The number of individual observations made as part of Ot.
Smax The largest size that any set of cells covered by the sensor could be.
S(Ot) The set of cells covered by the observation Ot.
Selecting the Next Best Base Location
A The set of valid attachment positions.
C The set of candidate attachment positions.
C(a, a0) The cost of reaching attachment position a given the robot begins at
a0.
dmax The maximum transition step the robot can make across a surface.
dmin The minimum transition step the robot can make across a surface.
ei,j An edge linking attachment position i and j.
F The set of frontiers.
H(a) A function returning the estimated information value of an attach-
ment position a.
Mo The map of free and occupied space.
Ms The map of known surfaces.
pi,j,k A robot trajectory assuming the robot starts with the end eﬀector
at to attachment position i, the base aﬃxed to attachment position
j, and the end eﬀector will be moved to attachment position k.
qj,k A robot conﬁguration “straddling” the base positions j and k.
rl The length of the robot.
rs The trustworthy range of the sensor.
s() The sampling policy which takes as argument a map of surfaces.
0Tb The homogeneous transform describing the robot base.
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axes of the space are the permissible values of that parameter.
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Environment The area or volume of space that the robot will operate in.
Ferromagnetic Made of metals to which magnets are attracted.
Footpad A link on the end of the robot that aﬃxes itself to the surface.
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Freespace Space that is known to be empty of obstacles.
Frontier The boundary between known free-space and unknown space.
Greedy An algorithm in computing is considered greedy if it makes deci-
sions based on short time-horizons, including as little as a single
time-step.
Holonomic An object (in the context of this thesis, a robot) is holonomic
if its kinematic properties would allow it to freely move in any
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Information A measure of uncertainty in the state of an environment/model.
Joint Eﬀort The sum of the diﬀerence in joint angles between two or more
poses.
K-d Tree A tree for storing points in k-dimensional space.
Kinematic Chain A conﬁguration of rigid bodies connected by joints.
Kinematics The description of the motion of a system of objects.
Known Space Space that is either known to be empty of obstacles, or known to
contain an obstacle.
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in place and the other end aﬃxed with a tool or gripper.
Map A representation of the environment, typically updated, main-
tained and used by the robot.
Occupancy Map A discretised grid representation of the environment, made up
of cells that store values representing the probability that that
position in space contains an obstacle.
Octree A compact method for storing a 3D occupancy map. The grid is
stored as a tree so that when all eight children of a parent node
have the same value, they can be deleted and the parent holds
the value instead.
Obstacle An impassable object.
Operator A person in charge of controlling or monitoring a robot as it per-
forms a task.
Point Robot A robot that can be abstracted as a point in space.
GLOSSARY OF TERMS xxiii
Pose The position and conﬁguration of an object such as a robot, robot
joint, end eﬀector or sensor.
Quadtree A compact method for storing a 2D occupancy map. The grid is
stored as a tree so that when all four children of a parent node
have the same value, they can be deleted and the parent holds
the value instead.
Ray-cast/Ray-trace Techniques for calculating the path of a ray through a grid or set
of objects to determine which it interacts with.
Robot A machine able to perform actions based on information it collects
about the environment around it.
Surface Map A map of 3D surface information.
Teleoperation Operation of a machine from a distance by a human operator.
Triangle Mesh A method for representing surfaces as a set of triangles connected
by their edges and vertices.
Tether A cable connecting the robot to either a control station, a power
source, or a larger structure for safety, or a combination of these.
Unknown Space Space that whose obstacle status is not known. It might or might
not contain an obstacle.
Viewpoint The position and orientation of a sensor in space, often as a result
of a particular robot conﬁguration, which determine what portion
of the environment is covered by the sensor ﬁeld of view.
Voxel A particular volume of space in a 3D discretised map, usually
represented by an (x,y,z) coordinate.
