Abstract-We improve the existing achievable rate regions for causal and for zero-delay source coding of stationary Gaussian sources for mean squared error (MSE) distortion. First, we define the information-theoretic causal rate-distortion function (RDF),
I. INTRODUCTION
Zero-delay source coding is desirable in many situations, e.g., in real-time applications where one cannot afford to have large delays [1] , or in systems involving feedback, in which the current input depends on the previous outputs [2] - [4] . A weaker notion closely related to the principle behind zero-delay codes is that of causal source coding, wherein the reproduction of the present source sample depends only on the present and past source samples but not on the future source samples [5] , [6] . This notion does not preclude the use of non-causal entropy coding, and thus it does not guarantee zero-delay reconstruction. Nevertheless, any zero-delay source code must also be causal.
It is known that, in general, causal codes cannot achieve the rate-distortion function (RDF) R(D) of the source, which is the optimal performance theoretically attainable (OPTA) in the absence of causality constraints. However, it is in general not known how close to R(D) one can get when restricting attention to the class of causal or zero-delay source codes, except, for causal codes, when dealing with memory-less *Research supported in part by FONDECYT Project 3100109 sources [5] , stationary sources at high resolution [6] or firstorder Gauss-Markov sources with per-sample MSE distortion and information-theoretic rate [3] . However, it is known that, for any source, the mutual information rate across an additive white Gaussian noise (AWGN) channel (and hence the information-theoretic causal RDF R it c (D)), is not greater than R(D) + 0.5 bits/sample, and thus the OPTA of causal codes does not exceed R(D) by more than approximately 0.754 bits/sample, at all rates [7] , [8] .
In this paper we improve the existing inner and outer rate-distortion bounds for causal and for zero-delay source coding of zero-mean Gaussian stationary sources and average MSE distortion. In order to upper bound R it c (D) for general Gaussian stationary sources, we introduce the informationtheoretic causal RDF when the distortion is jointly stationary with the source and denote it by R it c (D). We then derive four closed form upper bounding functions to the rate-loss
. The first one applies to m-th order GaussMarkov sources. The other three closed form upper bounds can be applied to any stationary Gaussian random process. Two of these bounds are, at all rates, strictly tighter than the best previously known general bound of 0.5 bits/sample.
We do not provide a closed form expression for R it c (D). However, we propose an iterative procedure that can be implemented numerically and which allows one to evaluate R it c (D), for any source power spectral density (PSD) and D > 0, with any desired accuracy. This procedure is based upon the iterative optimization of causal pre-, post-and feedback-filters around an AWGN channel. A key result in this paper (and its second main contribution) is showing that such filter optimization problem is convex in the frequency responses of all the filters. This guarantees that the rate yielded by our iterative procedure converges monotonically to R it c (D) as the number of iterations and the order of the filters tend to infinity. We then make the link between R it c (D) and the OPTA of causal and zero-delay codes, by replacing the AWGN channel by an entropy coded dithered quantizer. The average data rate of the resulting system yields the upper bounds R and R op zd (D) denote the OPTA of causal and zero-delay source codes, respectively. Finally, an example is presented for a second order Gauss-Markov source, in which we evaluate the closed-form bounds and obtain an approximation of R it c (D) numerically by applying the iterative procedure proposed herein.
All the proofs of the results in Sections III and IV have been omitted for space limitations. These proofs can be found in a recently submitted journal version of this paper [9] .
II. PRELIMINARIES
A source encoder-decoder (ED) pair encodes a source {x(k)} ∞ k=−∞ into binary symbols, from which a reconstruction {y(k)} ∞ k=1 is generated. Following [5] , we say that an ED pair is causal if and only if its reproduction functions are such that
where x b a is a short notation for {x(k)} b k=a . It also follows from this definition that an ED pair is causal if and only if the following Markov chain holds for every possible random input process {x(k)}:
Let L k (x ∞ −∞ ) be the total number of bits that the decoder has received when it generates the output subsequence y k 1 . We define the average operational rate of an ED pair as [5] 
where E[·] denotes expectation. In the sequel, we focus only on the MSE as the distortion measure. Accordingly, we define the average distortion associated with an ED pair as:
The above notions allow us to define the operational causal RDF (or the OPTA among all causal ED pairs) as [5] :
For our purposes, it is convenient to define an information-
and where the infimum is over all processes {y(k)} such that
It is straightforward to show, from [10, Theorem 5.4.2] and the Data Processing Inequality [10] , that
is a special case of the non-anticipative epsilonentropy introduced by Pinsker and Gorbunov, which was shown to converge to Shannon's RDF, for Gaussian stationary sources and in the limit as the rate goes to infinity [11] , [12] .
In the non-causal case, it is known that the quadratic Gaussian RDF is equal to the associated information theoretic RDF, cf. [10] . Unfortunately, such a strong equivalence does not seem to be possible in the causal case (i.e., for R it c (D)). Nevertheless, as outlined in Section I, it is possible to obtain lower and upper bounds to the OPTA of causal codes from R it c (D). Indeed, and to begin with, since (5) and (6) the lower bounds
As it will be shown in Section V, R On the other hand, in the general case, it is not known by how much R it c exceeds R(D). However, it is known that the mutual information across an AWGN channel (which satisfies (2)) introducing noise with variance D, say R AW GN (D), exceeds R(D) by at most 0.5 bits/sample, see, e.g. [8] . Thus, we have: (8) for all D > 0. Until now it has been an open question whether a bound tighter than (8) can be obtained for sources with memory and at general rate regimes [7] . In the next sections we show that this is indeed the case.
III. CLOSED FORM UPPER BOUNDS
In order to upper bound the difference R 
, where the infimum is over all processes {y(k)} such that:
} is jointly stationary with the source, and iii) Markov chain (2) holds.
A. Upper Bound for m-th Order Gauss-Markov Sources
Here we will obtain a closed form upper bound to R it c (D)− R(D) when the source {x(k)} is an m-th order zero-mean Gauss-Markov process. This result is stated next Theorem 1: For the source
where {ξ(k)} is zero-mean Gaussian white noise and the coefficients {a k } are such that the process {x(k)} is stable,
B. Upper Bounds for Arbitrary Gaussian Stationary Sources
Next we introduce three closed form upper bounding functions to R it c (D)−R(D) that are applicable to (almost) arbitrary zero-mean stationary Gaussian sources. This result is stated in the following theorem. [13] .
bits/sample, where
Notice that B 4 (D) is independent of R(D), being therefore numerically simpler to evaluate than the other bounding functions introduced in Theorem 2. However, as D is decreased away from σ It can be seen from (11) that R it c (D) provides the tightest upper bound for the information-theoretic RDF among all bounds presented so far. Although it does not seem to be feasible to obtain a closed form expression for R it c (D), we show in the next section how to get arbitrarily close to it.
IV. OBTAINING R it c (D) BY NUMERICAL ITERATION In order to find a method to calculate R it c (D) with arbitrary accuracy, we will work on a scheme consisting of an AWGN channel and a set of causal filters, as depicted in Fig. 1 . In this scheme, the source {x(k)} is zero-mean Gaussian and stationary, with PSD S x (e jω ), and is assumed to have finite differential entropy rate. In Fig. 1 , the noise {n(k)} is a zeromean Gaussian process with i.i.d. samples, independent of {x(k)}. Thus, between v(k) and w(k) lies the AWGN channel w(k) = v(k) + n(k). The filter F (z) is stable and strictly Figure 1 . AWGN channel within a "perfect reconstruction" system followed by causal de-noising filter W (z).
causal, i.e., it has at least a one sample delay. The filters A(z) and B(z) are causal and stable. The idea, to be developed in the remainder of this section, is to first show that with the filters that minimize the variance of the reconstruction error for a fixed ratio σ 2 w /σ 2 n , the system of Fig. 1 yields a realization of R it c (D). We will then show that finding such filters is a convex optimization problem, which naturally suggests an iterative procedure to solve it.
We restrict the filters A(z) and B(z) to satisfy the "perfect reconstruction" condition
see Fig. 1 . Therefore, W (z) is the signal transfer function of the system. Also, from (14) and Fig. 1 , the MSE is given by
On the RHS of (15), σ 2 u is the variance of the additive, source independent, Gaussian noise in the output. The second term corresponds to the error due to linear distortion arising from the deviation of W (e jω ) from a unit gain. Since we will be interested in minimizing D c , for any given F (z) and W (z), the filters A(z) and B(z) in Fig. 1 are chosen so as to minimize σ 2 u in (15), while still satisfying (13) . From the viewpoint of the subsystem comprised of the filters A(z), B(z) and F (z) and the AWGN channel, W (z) acts as an error frequency weighting filter. Thus, for any F (z) and W (z), the filters A(z) and B(z) that minimize σ [14] , the variance of the source-independent error term becomes
On the other hand, the filter F (z) needs to be strictly causal and stable. As a consequence, it holds that
1 For any functions g(ω), f (ω), we use the notation g 2 1 2π
R π −π |g(ω)| 2 dω and f, g which follows from Jensen's formula [15] (see also the Bode Integral Theorem in, e.g., [16] ). Thus, from (15) and (17), if one wishes to minimize the reconstruction MSE by choosing appropriate causal filters in the system in Fig. 1 for a 
From the above lemma, one can find R it c (D) either by solving the minimization in Definition 1 or by solving Optimization Problem 1. In the following, we will pursue the latter approach. As we shall see, our formulation of Optimization Problem 1 provides a convenient parametrization of the optimization variables. In fact, it makes it possible to establish the convexity of the cost functional defined in (19a) with respect to the set of all causal frequency responses involved. That result is stated in the following key lemma:
Lemma 2: For all Ω x and for all K > 1, Optimization Problem 1 is convex.
Lemmas 1 and 2 and the parametrization in Optimization Problem 1 allow one to define an iterative procedure that yields R it c (D) for Gaussian sources: Iterative Procedure 1
For any target information theoretical rate R,
Step 1:
Step 2: Set W (e jω ) ≡ 1.
Step 3: Find the frequency response magnitude
Step 4: Find the causal frequency response W ∈ H that minimizes D c for given |1 − F |.
Step 5: Return to step 3. Notice that after solving Step 3 in the first iteration of Iterative Procedure 1, the MSE is comprised of only additive noise independent of the source. 2 Step 4 then reduces the MSE by attenuating source-independent noise at the expense of introducing linear distortion. Each step reduces the MSE until a global minimum of the MSE is obtained. In practice, this means that an approximation arbitrarily close to R it c (D) for a given D can be obtained if sufficient iterations of the procedure are carried out.
The feasibility of running Iterative Procedure 1 depends on being able to solve each of the minimization sub-problems involved in steps 3 and 4. We next show how these subproblems can be solved.
Solving Step 3
If W (e jω ) is given, then Step 3 of Iterative Procedure 1 is equivalent to solving a feedback quantizer design problem with the constraint A(z)B(z) = 1, ∀z ∈ C and with error weighting filter W (e jω ). Therefore, the solution to
Step 3 is given in closed form by [14, eqs. (20) , (29) and (31b)], where P (z) in [14, eq. (20b) ] is replaced by W (z). These equations of [14] characterize the frequency response magnitudes of the optimal A(z), B(z) and 1 − F (z) given W (z). The existence of rational transfer functions A(z), B(z) and F (z) arbitrarily close (in an L 2 sense) to such frequency response magnitudes is also shown in [14] .
Solving Step 4
From Lemma 2, finding the causal frequency response W (e jω ) ∈ H that minimizes D c for a given f is a convex optimization problem. As such, its global solution can always be found iteratively. In particular, if W (z) is constrained to be an M -th order FIR filter, then the problem of finding the optimal coefficients that filter is also convex. As a consequence, one can solve the minimization problem in Step 4, to any degree of accuracy, by optimizing over these coefficients using standard convex optimization methods (see, e.g, [17] ). This approach is also amenable to numerical computation.
V. UPPER BOUNDS ON THE OPTA OF CAUSAL AND ZERO-DELAY CODING
If the AWGN channel in the system of Fig. 1 is replaced by a subtractively dithered uniform scalar quantizer (SDUSQ), then instead of the noise {n(k)} we will have an i.i.d. process independent of {x(k)}, whose samples are uniformly distributed over the quantization interval [18] . The dither signal, denoted by {ν(k)}, is an i.i.d. sequence of uniformly distributed random variables, independent of the source. Let {q(k)} be the quantized output of the SDUSQ, and keep {v(k)}, {w(k)} as the input and output of the AWGN channel in Fig. 1 with variance equal to that of {q(k)}. Then
H(q(k)|ν(k)) < I(v(k)
; w(k)) + 0.5 log 2 (2π e/12) (20)
by following the same arguments employed in the derivation of [7, eqn. 48] . In view of (20) and Lemma 1, and since an SDUSQ can be implemented by the reproducing functions {f k } of (1), it follows that by using an entropy coded SDUSQ (with entropy coding conditioned upon the dither and applied to long sequences of quantized output samples), the operational rate of a feedback quantizer with the filters obtained via Iterative Procedure 1 is guaranteed to exceed R it c (D) by less than approximately 0.254 bits/sample. We note that the feedback quantizer thus obtained corresponds to the ED pair yielding the best operational rate-distortion performance achievable by any ED pair that uses only LTI filters and subtractively dithered scalar quantization.
If the requirement of zero-delay, which is stronger than that of causality, was to be satisfied, then it would not be possible to apply entropy coding to long sequences of quantized samples. This would entail an excess bit-rate not greater than 1 bit per sample, see, e.g., [ In this paper we have obtained upper bounds to the causal and zero-delay rate distortion function for Gaussian stationary sources and MSE distortion. We first derived four closed-form upper bounding functions to the difference between causal information-theoretic RDF R it c (D) and Shannon's RDF. We have shown that a tighter upper bound, corresponding to the information-theoretic RDF when the distortion is jointly stationary with the source, here denoted by R it c (D), can be found iteratively. We have proposed an iterative procedure to obtain R it c (D), which also yields the frequency responses of the filters in a feedback quantizer, using entropy coded scalar quantization with subtractive dither, with which the operational rate exceeds R it c (D) by at most approximately 0.254 bits/sample, when non-causal entropy coding is allowed, and by at most 1.254 bits/sample, when not. These rates constitute, respectively, upper bounds tighter than those previously available to the operational rate of any causal and zero-delay encoder-decoder pair.
