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Abstract—Matrix recovery is the problem of recovering a low-
rank matrix from a few linear measurements. Recently, this
problem has gained a lot of attention as it is employed in
many applications such as Netflix prize problem, seismic data
interpolation and collaborative filtering. In these applications, one
might access to additional prior information about the column
and row spaces of the matrix. These extra information can
potentially enhance the matrix recovery performance. In this
paper, we propose an efficient greedy algorithm that exploits
prior information in the recovery procedure. The performance
of the proposed algorithm is measured in terms of the rank
restricted isometry property (R-RIP). Our proposed algorithm
with prior subspace information converges under a more milder
condition on the R-RIP in compared with the case that we do
not use prior information. Additionally, our algorithm performs
much better than nuclear norm minimization in terms of both
computational complexity and success rate.
Index Terms—Rank minimization, prior information, singular
value decomposition (SVD)
I. INTRODUCTION
The problem of recovering a low-rank matrix from under-
sampled measurements arises in many applications such as
MRI [1], [2], collaborative filtering [3], Netflix [4], exploration
seismology [5], and quantum state tomography [6].
An idealistic approach to solve this problem is to consider
the problem1
min
ZPRnˆn
rankpZq
s.t. y “ ApZq, (1)
which is known to be NP-hard in general [7]. Here A :
Rnˆn Ñ Rp is a linear operator, and y P Rp for p
measurement. Then problem (1) can be relaxed and converted
to the following tractable convex problem:
min
ZPRnˆn
}Z}˚
s.t. y “ ApZq, (2)
where } ¨ }˚ sums the singular values of a matrix and is
called nuclear norm. There are many algorithms based on
SVD, truncated SVD, and greedy methods for matrix recovery
and weighted matrix recovery (see Section I-B for more
explanations); however these algorithms are not capable to
exploit prior subspace information. In this paper, we propose
an algorithm that uses prior information for low-rank matrix
H S. Fazael Ardakani and S. Daei and F. Haddadi are with the School of
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1In this work, we consider only square matrices. However, the extension
to non-square matrices is straightforward.
recovery based on CoSaMP 2 [8]. Before introducing our
algorithm for matrix recovery, it is necessary to know how to
incorporate prior information into matrix recovery problem.
Let Ur and Vr be the column and row space of the ground-
truth matrix X with rank r, respectively. Suppose that we
are given two subspaces rUr and rVr that form the principal
angles3
θu “ =rUr, rUrs, θv “ =rVr, rVrs,
with Ur and Vr, respectively. We also define the subspacesrUKr and rVKr as the orthogonal complements of rUr and rVr,
respectively. Then, the following problem is proposed for
capturing both low-rankness and subspace prior information:
min
ZPRnˆn
rankpQ rUrZQ rVr q
s.t. y “ ApZq, (3)
where
Q rUr :“ rUrW1 rUHr ` rUKr W2 rUKHr
Q rVr :“ rVrW3 rV Hr ` rV Kr W4 rV KHr , (4)
and Wi, i “ 1, ..., 4 are diagonal matrices. Here, rUr and rUKr
are some bases of the subspaces rUr and rUKr , respectively (the
same argument holds for rVr and rV Kr ). The diagonal entries
of Wis specify how much the corresponding principal angles
shall be penalized in the minimization problem. For instance,
if rUr is close to Ur and far from the UKr , then the values on
the diagonal of W1 are small while the values on the diagonal
of W2 shall be large.
A. Contributions
To highlight our contributions, we list them below:
1) Proposing a new optimization problem for matrix recov-
ery and completion. As mentioned in (3), we design a
novel optimization problem that encourages both rank
and subspace information. The problem uses the prin-
cipal angles between a given subspace and the matrix
subspace.
2) Proposing a greedy-based algorithm for matrix recovery
and completion. We propose new and efficient greedy-
based algorithms named rank minimization with sub-
space prior information (RMSPI) and generalized RM-
SPI (GRMSPI) to solve (3). While RMSPI penalizes
2Compressive Sampling Matching Pursuit
3For the definition of principal angles between subspaces, see for example
[9, Section II].
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2the principal angles with a single weight, GRMSPI
is designed for a multi-weight scenario where each
principal angle is penalized separately.
3) Convergence guaranty. We prove convergence guarantee
results for RMSPI and GRMSPI. The convergence rate
of our proposed algorithm is superior to that of [10].
4) We present a performance guarantee for RMSPI and
GRMSPI in terms of rank-restricted isometry property
(R-RIP) given in Section III. Simulation results show
that even when the measurement operator does not
satisfy the R-RIP constraint (for example in matrix
completion problem), our proposed algorithms are still
capable of recovering the interested matrix exactly.
5) We examine our algorithms in presence of noisy mea-
surements and numerically observe that it is robust to
measurement noise.
B. Related Works and Key Differences
Recht et al. in [7] convert problem (1) to the relaxed form
in (2). Following [7], Cai et al. in [11] develop an algorithm
for solving the problem
min
ZPRnˆn
}ApZq ´ y}22 ` λ}Z}˚ (5)
which is a regularized version of (2). Specifically, they provide
an iterative algorithm based on a soft singular value thresh-
olding (SVT). Besides the fact that the algorithm is designed
for the noiseless case, the computation cost is rather low, yet
it lacks any convergence rate analysis.
Ji et al. in [12], Liu et al. in [13], and Toh et al. in [14]
independently provide algorithms based on gradient method to
solve the problem (5). However, the purpose of these papers
is to improve SVT and to reduce the number of required
iterations for matrix recovery.
Mazumder et al. in [15] propose a convex algorithm for
minimizing the error in each iteration under the condition that
the nuclear norm is bounded. This algorithm requires taking
SVD in each step which is costly.
Ma et al. in [16] propose an iterative algorithm for minimiz-
ing nuclear norm by using the Bregman divergence and fixed
point. This algorithm is very fast and powerful, yet suffers
lack of convergence rate analysis. Also, it is only useful in
the absence of noise.
In [17], [18], and [19], the authors propose methods based
on approximating the nuclear norm by using its variational
features.
The above-mentioned methods need calculating SVD which
is expensive in general. Henceforth, in [20] and [10], the
authors propose algorithms based on greedy methods. More
explicitly, they extend the well-studied methods OMP4 [21]
and CoSaMP [8] to the matrix case. These methods are
observed to be more efficient than relaxation-based algorithm
(e.g. nuclear norm minimization).
Despite the effectiveness in matrix recovery problem, only
few works consider prior information [22], [23], [24]. Specif-
ically, the common feature of these algorithms is to use
4Orthogonal Matching Pursuit
prior information in such a way that the number of required
measurements is minimized.
The authors in [22], [23], employ side information to
enhance the performance of nuclear norm minimization. Their
side information was to completely know a few directions of
the matrix subspace and differs from knowing the principal
angles that we consider.
Aravkin et al. in [5] and Eftekhari et al. in [24] incorporate
prior knowledge about the matrix column and row spaces into
the recovery procedure. They consider the maximum principal
angle between a given (e.g. rUr) and the ground-truth subspace
(e.g. Ur). They show that as long as the given subspace is close
to the interested one, the required number of measurements
decreases compared to the regular nuclear norm minimization.
Our model in (3) differs from the ones in [5] and [24] in that
we penalize the given subspace with multiple weights instead
of a single weight. Also, our model outperforms theirs whenrUr is either far or close to Ur. Besides the generality of our
model, RMSPI and GRMSPI are considerably superior to the
ones in [5], [24] in terms of computational complexity (see
Section IV).
The authors in [25], propose an alternative for rank mini-
mization:
min
ZPRnˆn
logpdetpZqq
Z P C. (6)
where C is the feasible set. In each iteration (e.g. k th) of the
algorithm solves
min
ZPRnˆn
}W k1 ZW k2 }
Z P C, (7)
where W k1 and W
k
2 are some weighting matrices.
Finally, [26] solves
min
ZPRnˆn
1
m
}ApZq ´ y}2 ` λN }AZB}˚, (8)
in which A and B are some certain invertible matrices related
to the interested subspace. This problem is also similar to [12].
C. Outline and Notations
The paper is organized as follows: problem formulation and
the proposed algorithm are given in Section II. In Section III,
we explain the main result regarding the convergence rate of
our algorithm. We compare our proposed methods with the
state of the art algorithms in Section IV.
Throughout the paper, scalars are denoted by lowercase
letters, vectors by lowercase boldface letters, and matrices by
uppercase letters. The ith element of the vector x is shown by
xpiq or xi. The operators Trp¨q and p¨qH are used to denote the
trace and Hermitian of a matrix, respectively. p¨q: represents
the pseudo-inverse operator. The Frobenius inner product is
denoted by xA,ByF “ TrpABHq. The orthogonal projection
matrices onto the subspaces U and UK are shown by
PU :“ UUH,
and
PUK :“ I ´ PU ,
3where U is a basis fo r the subspace U and I is the identity
matrix. Also define the support of X by the linear subspace
T “ tZ P Rmˆn : Z “ PUZPV`PUZPVK`PUKZPVKu
:“ supppXq
We define the linear operator A : Rmˆn Ñ Rp as
AX “ rxX,A1yF , . . . , xX,ApyF sT
for appropriate Ai P Rmˆn. Also, the adjoint operator of A
is defined as A˚y “ řpi“1 yiAi. I is identity linear operator
i.e. I˚IX “X .
II. ALGORITHM FORMULATION
Let X P Rnˆn be a matrix with singular value decomposi-
tion (SVD) X “ UnˆnΣnˆnV Hnˆn. Here, U :“ ru1, ...,uns
and V :“ rv1, ...,vns are orthonormal bases. For an inte-
ger r ď n, we might have a rank r truncation of X as
Xr “ UrΣrV Hr where Ur and Vr are obtained by retaining
r columns of U and V corresponding to the r largest singular
values i.e. Ur :“ ru1, ...,urs and Vr :“ rv1, ...,vrs. We
also denote the residual by Xr` :“ X ´ Xr. Another
decomposition that we employ in this paper is the atomic
decomposition.
Definition 1. Let us denote an orthonormal set of rank-1
matrices in Rnˆn by O. We define the smallest set of rank-1
matrices in O that spans X as
atomspXq “ arg min
X
t|Ψ| : Ψ Ă O,X P spanpΨqu, (9)
where Ψ “ tψ P O : xψj , ψky “ δjku and δ is the indicator
function and | ¨ | returns the cardinality of a set.
As stated earlier, we have access to some prior information
about the column and row spaces of X . More explicitly, we
are given the subspaces rUr and rVr that form the principal
angles
θu “ =rUr, rUrs, θv “ =rVr, rVrs,
with the column and row spaces of X , respectively.
Diagonal values of Wis are supposed to be in the range
of r0, 1s. Notice that Ur and rUK form r distinct angles
with each other. The directions corresponding to the principal
angles i.e. uivHi , i “ 1, ..., r are determined based on the
angles i.e. if the angles are small, the corresponding directions
shall be penalized less and vice versa. However, the diagonal
values of W2 and W4 corresponding to other directions (not
having effective role on the principal angles) are set to 1.
We propose algorithms called RMSPI and GRMSPI to exploit
this beneficial subspace information. Our proposed algorithms
have very low computational cost. Indeed, our aim is to solve
the following problem:xXrec :“ Q´1rUr arg minZPRnˆn rankpZqQ´1rVr
s.t. y “ ApQ´1rUrZQ´1rVr q :“ BpZq. (10)
This problem is mathematically equivalent to (3).
Algorithm 1
Require: A : Rnˆn Ñ Rp,y “ AX P Rp, rUr, rVr
1: GRMSPI: Use 4 for Q rUr ,Q rVr
2: RMSPI: Use 15 for Q rUr ,Q rVr
3: xX Ð 0
4: pΨ ÐH
5: while
}X ´ xXrec}F
}X0}F ě 10
´2 do
6: Ψ´ Ð arg max
ΨĂOt}PΨQ
´1rUrA˚py ´ ApxXrecqqQ´1rVr}F :|Ψ| ď 2ru
7: rΨ Ð Ψ´Y pΨ
8: ĂX Ð arg min
X
t}y´ApQ´1rUrXQ´1rVr q}2 : X P spanprΨqu
9: pΨ Ð arg max
ΨĂOt}PΨĂX}F : |Ψ| ď ru
10: xX Ð PpΨĂX
11: end while
Return: Q´1rUr xXQ´1rVr
In the first step of our greedy algorithms, we maximize the
correlation between the residual matrix in each iteration and
the atoms to update an estimate for the support of the true
matrix i.e. supppXq. To do so, we maximize the norm of the
projection of the residual matrix over all the subspaces i.e.
max
ψPO t}PψA
˚py ´AxXrecq}F u
“ max
ψPO |xpy ´AxXrecq,Aψy|,
to reach the new rank-r matrix with support
Ψ´ Ð arg max
ΨĂOt}PψA
˚py ´AxXrecq}F : |Ψ| ď ru. (11)
We have provided the pseudo code of the proposed RMSPI
and GRMSPI in Algorithm 1. The difference between RMSPI
and GRMSPI is in choosing the matrices Q rUr and Q rVr .
RMSPI uses (15) for Q rUr and Q rVr while GRMSPI uses (4).
Given the principal angles, the optimal choice of weights in
Q rUr and Q rVr (either in RMSPI or GRMSPI) is challenging
and beyond the scope of this paper. We, however, find the
weights heuristically. In other words, we use the discussion
following (4).
The approach of our algorithm is based on the greedy
method used in the vector case such as CoSaMP. At the
beginning of each iteration (step 4), we obtain a set of atoms
or support with size 2r according to (11). In step 6, by solving
the least squares problem, a good approximation of X with
rank 3r and known support estimate rΨ is obtained; for more
details of least squares method see Appendix A. The supportrΨ in step 5 is obtained by concatenating the support estimate
in step 4 and the support estimates in the previous iteration. In
the final step, since our matrix has to be of rank r, we retain
only the directions corresponding to the r largest correlations
in step 7. In the final step, we use the least square solution to
find the corresponding singular values.
4III. MAIN RESULTS
In this section, we investigate convergence guarantees for
RMSPI and GRMSPI. We also compare our proposed algo-
rithms with ADMiRA [10].
Before stating our main theorem about convergence, we
should emphasize that our proofs of convergence are com-
pletely different from [10] which does not use subspace prior
information. Similar to section II, we use the equivalent
problem (10) instead of (3). First, we define the well-studied
restricted isometry property (RIP) in the following.
Definition 2. A linear operator A satisfies RIP condition with
constant δr if
p1´ δrpAqq}X}2F ď }AX}22 ď p1` δrpAqq}X}2F (12)
holds for every X that rankpXq ď r [27, Section 9.12].
In what follows, we include the relation between RIP
constants of A and B.
Lemma 1. LetQ rUr andQ rVr be defined as 15 and 4 Consider
the operator
Bp¨q :“ ApQ´1rUr ¨Q´1rVr q. (13)
Then, we have:
δpAq ď δpBq. (14)
Proof. See Appendix B.
Theorem 1. Let X and xXrec be the ground-truth matrix and
the solution of (10), respectively. Then, if δ4rpBq satisfies
δ4rpBq ă
gffeb 113 ´ 1
4
« 0.4782,
we have that
}pXr ´ xXkrecq}F ď ρk}pXr ´X0q}F
`
d
2p1` 3δ24rpBqq
1´ δ24rpBq
}PΦ∆Ψ´B˚pe´q}F
` 2
1´ δ4rpBq}PrΨBpe´q}F ,
where 0 ď ρ ď 1 and e´ :“ BpXr` q.
Proof. See Appendix C.
Theorem 1 has some consequences which are included in
the following remarks.
Remark 1. In ADMiRA, it is proved that if δ4rpAq ď 0.04
then
}pXr ´ xXkrecq}F ď 2´k}pXrq}F .
However, by Theorem 1, we find that if δ4rpBq ď 0.04, then
}pXr ´ xXkrecq}F ď 0.05k}pXrq}F ,
which verifies the superiority of our algorithm in terms of
convergence rate.
Remark 2. With a fixed convergence rate, the RIP constant of
our operator which is equipped with subspace prior informa-
tion is more conservative than that in ADMiRA. For example,
to reach a convergence rate of 0.5, δ4rpAq in ADMiRA
must be less than 0.04 while in our algorithm, we need
δ4rpAq ď δ4rpBq ď 0.08966 by Lemma 1. This in turn implies
that the convergence rate of our algorithm is more than that
in ADMiRA.
In some applications, we do not have access to all angles
between Ur and rUr, and we are only aware of the maximum
angle. Thus, we have to penalize the subspace rUr or rUKr
with only one weight. To follow this practical model, we
occupationally use
Q rUr :“ w1P rUr ` w2P rUKr
Q rVr :“ w3P rVr ` w4P rVKr , (15)
in Algorithm 1 which we call RMSPI. This model might
ignore the exact penalizations. This means that all the given
subspace i.e. rU is penalized with a single weight. We investi-
gate this simple model in Section IV.
IV. SIMULATION RESULTS
In this section, we provide numerical experiments which
compares RMSPI and GRMSPI with ADMiRA [10] in terms
of the required iterations, success rate and computational
complexity. Almost all of the experiments are implemented
for X P R30ˆ30 with rank r “ 3, except where otherwise
stated. Each experiment is repeated 50 times over the choice
of A.
Figures 1(a),1(b), 1(c) show the success rate for noisy ma-
trix recovery, noiseless matrix recovery and noiseless matrix
completion, respectively. In this experiment, we assume thatrUr and rVr are close to Ur and Vr, so the principal angles
are small; in other words rUr and rVr are counted as good
estimates for Ur and Vr. Notice that we declare success when
the normalized error ď 10´2 in 20 iterations. We observe that
GRMSPI needs much less measurements than ADMiRA to
reach a fixed probability of success.
Figure 2(a),2(b), 2(c) show the success rate for noisy matrix
recovery, noiseless matrix recovery and noiseless matrix com-
pletion, respectively. In this experiment we assume that rUr
and rVr are close to UKr and VKr and the principal angles are
small. We observe that the multi-weight scenario (GRMPSI)
performs much better than the case of single weight (RMSPI).
Figures 3 and 4 show the cases for which rUr and rVr
are either close to or far from UKr and VKr , respectively. As
expected, the performance of RMSPI and GRMSPI are better
than the others.
In Tables I to IV, we provide experiments in which
we compare the algorithms in terms of SNR “
20 logp 1normalized error q, the number of required iterations for
exact recovery in cases of different ranks. Notice that the
considered cases for Tables I to IV are respectively the same
as in Figures 1 to 4. Notice that we do not consider ADMiRA
in Tables III, IV, since its performance is constant as it is not
able to exploit the prior information.
In these experiments, we observe that if the number of
measurements increases, we have a better SNR and the number
of required iterations decreases. Also, the performance will
increase if the matrix of interest has a lower rank.
5r p{pmˆ nq SNR 7iter
ADMiRA RMSPI GRMSPI ADMiRA RMSPI GRMSPI
2 0.2 12.66 64.98 67.52 29 9 11
0.4 50.54 93.18 92.98 15 6 5
0.6 94.54 95.70 95.93 11 4 4
0.8 96.68 101.98 102.13 7 4 4
5 0.2 ´ 3.75 4.42 ´ 5 5
0.4 12.19 7.25 10.21 11 4 5
0.6 44.23 18.58 21.63 37 5 5
0.8 93.13 42.55 62.52 23 6 6
10 0.2 1.77 42.90 41.57 5 6 6
0.4 5.23 51.50 51.12 7 8 7
0.6 12.52 37.05 38.35 7 8 7
0.8 30.23 100.64 101.34 9 6 5
TABLE I. Comparison of ADMiRA with RMSPI and GRMSPI in terms of SNR and number of required iterations when rUr and rVr are close to Ur and
Vr , respectively.
r p{pmˆ nq SNR 7iter
ADMiRA RMSPI GRMSPI ADMiRA RMSPI GRMSPI
2 0.2 13.09 15.20 93.01 15 15 5
0.4 47.99 62.20 95.25 25 32 2
0.6 95.50 94.20 101.10 11 11 2
0.8 92.33 95.74 102.53 7 7 2
5 0.2 0.50 1.67 11.79 5 5 5
0.4 13.24 32.51 89.96 8 28 10
0.6 45.21 80.15 96.75 37 33 3
0.8 93.42 88.88 95.39 23 19 2
10 0.2 1.80 6.34 47.81 5 5 6
0.4 5.19 28.51 64.26 7 6 7
0.6 12.36 6464.66 49.78 7 7 5
0.8 28.90 94.56 103.27 8 6 3
TABLE II. Comparison of ADMiRA with RMSPI and GRMSPI in terms of SNR and the number of required iteration when rUr and rVr are close to UKr
and VKr , respectively.
r p{pmˆ nq SNR 7iter
RMSPI GRMSPI RMSPI GRMSPI
2 0.2 15.86 88.55 9 12
0.4 91.12 97.06 18 4
0.6 96.11 97.04 7 3
0.8 97.62 104.48 5 3
5 0.2 0.98 10.58 5 5
0.4 7.87 17.30 4 5
0.6 76.91 86.70 26 6
0.8 91.97 96.60 14 4
10 0.2 19.24 44.59 5 6
0.4 49.34 56.94 6 7
0.6 61.99 46.99 8 8
0.8 96.79 101.42 4 4
TABLE III. Comparison of ADMiRA with RMSPI and GRMSPI in terms of SNR and number of required iterations when rUr and rVr are close to Ur and
VKr , respectively.
r p{pmˆ nq SNR 7iter
RMSPI GRMSPI RMSPI GRMSPI
2 0.2 9.43 89.31 7 16
0.4 91.06 95.90 15 4
0.6 96.85 98.35 7 3
0.8 96.94 105.10 5 3
5 0.2 ´ 7.13 ´ 5
0.4 8.20 53.52 4 9
0.6 78.22 76.85 29 6
0.8 91.30 95.71 15 4
10 0.2 118.82 44.00 5 6
0.4 49.89 55.10 6 6
0.6 62.61 46.82 8 7
0.8 95.84 103.08 4 4
TABLE IV. Comparison of ADMiRA with RMSPI and GRMSPI in terms of SNR and number of required iterations when rUr and rVr are close to UKr
and Vr , respectively.
6(a) (b) (c)
Fig. 1. Comparison of ADMiRA with RMSPI and GRMSPI in terms of success rate for (a) noiseless matrix recovery (b) noisy matrix recovery (c) matrix
completion without noise. The respective principal angles are θu “ r2.3307, 3.1302, 3.8852sT and θv “ r2.4493, 2.9559, 4.1325sT and the weights are
w1 “ w3 “ 0.18, w2 “ w4 “ 0.999 ,W1 “W3 “ diagr0.17, 0.19, 0.21s, W2 “ diagr0.99, 0.98, 0.97s, W4 “ diagr0.99, 0.98, 0.97s.
(a) (b) (c)
Fig. 2. Comparison of ADMiRA with RMSPI and GRMSPI in terms of success rate for (a) noiseless matrix recovery (b) noisy matrix recovery (c) matrix
completion without noise. The respective principal angles are θu “ r89.8334, 89.9545, 89.9670sT and θv “ r89.7879, 89.8493, 89.9653sT and the weights
are w2 “ w4 “ 0.18, w1 “ w3 “ 0.999 ,W2 “W4 “ diagr0.17, 0.19, 0.2s, W1 “ diagr0.97, 0.98, 0.99s and W3 “ diagr0.96, 0.97, 0.99s.
(a) (b) (c)
Fig. 3. Comparison of ADMiRA with RMSPI and GRMSPI in terms of success rate for (a) noiseless matrix recovery (b) noisy matrix recovery (c) matrix
completion without noise. The respective principal angles are θu “ r2.5395, 3.5460, 3.6290sT and θv “ r89.8745, 89.9585, 89.9854sT and the weights
are w1 “ w4 “ 0.18, w2 “ 0.9556,w3 “ 0.999 ,W1 “W4 “ diagr0.17, 0.19, 0.21s, W2 “ diagr0.93, 0.94, 0.95s and W3 “ diagr0.97, 0.98, 0.99s.
In Table V, we compare RMSPI, GRMSPI, and nuclear
norm minimization implemented by CVX [28] (succinctly
shown by CVX) in terms of computational complexity and
SNR. We observe that while CVX method outperforms the
others in terms of SNR, its computational complexity is poorly
large. Notice that [24] does not consider the case of far
subspaces. Thus, it has not been included in this experiment.
APPENDIX A
PROOFS OF LEAST SQUARES
Proof. To solve least squares in step 6 by using (10), we solve
the following least squares problem:
ĂX Ð arg min
X
t}y ´ BX}2 : X P spanprΨqu. (16)
Due to the definition of B operator, the least squares problem
is converted to
rxÐ arg min
x
t}y ´Bx}2u, (17)
7(a) (b) (c)
Fig. 4. Comparison of ADMiRA with RMSPI and GRMSPI in terms of success rate for (a) noiseless matrix recovery (b) noisy matrix recovery (c) matrix
completion without noise. The respective principal angles areθu “ r89.8622, 89.9070, 89.9940sT and θv “ r2.4270, 3.0595, 3.6860sT and the weights
are w2 “ w3 “ 0.18, w1 “ 0.999,w4 “ 0.9576 ,W2 “W3 “ diagr0.17, 0.19, 0.21s, W1 “ diagr0.97, 0.98, 0.99s and W4 “ diagr0.93, 0.94, 0.95s.
r p{pmˆ nq SNR cputime
CV X RMSPI GRMSPI CV X RMSPI GRMSPI
2 0.2 442.41 64.98 67.52 15.42 0.37 0.30
0.4 392.75 93.18 92.98 19.67 0.28 0.26
0.6 420.72 95.70 95.93 98.34 0.34 0.32
0.8 452.33 101.98 102.13 44.05 0.48 0.44
5 0.2 58.61 3.75 4.42 9.12 0.23 0.21
0.4 404.69 7.25 10.21 19.52 0.33 4.10
0.6 427.51 18.58 21.63 31.60 0.54 0.47
0.8 421.10 42.55 62.57 197.37 0.94 0.82
10 0.2 36.38 42.90 41.57 12.77 0.51 0.47
0.4 62.42 51.50 51.12 0.00 1.42 1.31
0.6 394.69 37.05 38.35 44.53 2.59 2.35
0.8 409.63 100.64 101.34 53.07 2.48 2.30
TABLE V. Comparison of CVX with RMSPI and GRMSPI in terms of SNR and cpu time when rUr and rVr are close to Ur and Vr .
where
B “
»———————–
vecpUHQ´1rUrA1Q´1rVrV qT
...
vecpUHQ´1rUrAiQ´1rVrV qT
...
vecpUHQ´1rUrApQ´1rVrV qT
fiffiffiffiffiffiffiffifl
and rx “ B:y.
Here, vec is the operation that vectorizes a matrix by concate-
nation of the columns. Finally, the solution of least squares
reads ĂX “ U reshapeprxq V H, (18)
where reshapepxq write the vector x in a matrix form with
size ... 
APPENDIX B
PROOF OF LEMMA 1
Suppose that δpBq be the RIP constant of B i.e. we have
p1´ δrpBqq}Z}2F ď }BZ}22 ď p1` δrpBqq}Z}2F (19)
for every Z with rankpZq ď 1 in particular Z 1 “ Q rUrZQ rVr
for any matrix Z with rankpZq ď r. Hence, we have:
}BpZ 1q}2 “ }ApZq}2 ď p1` δpBqq}Z 1}F ď
p1` δpBqq}Q rUr}2Ñ2}Z}F }Q rVr}2Ñ2 ď p1` δpBqq}Z}F ,
(20)
where in the first relation, we used the definition of B. The
last step uses the relations
}Q rUr}2Ñ2 ď 1
}Q rVr}2Ñ2 ď 1. (21)
Since δpAq is the smallest constant satisfying (12), it is
straightforward from (20) to verify that δpAq ď δpBq.
APPENDIX C
PROOF OF CONVERGENCE RATE
Proof. In this section, we provide a new method for prov-
ing the convergence rate of our algorithm. Define X1 :“
Q rUrXQ rVr . We should highlight that due to the invertiblity
of Q rUr and Q rVr , the convergence of xXrec to X is equiv-
alent to the convergence of xX to X1. Also, notice that the
interested matrix X might not be exactly of rank r, hence we
consider a rank-r truncation denoted by Xr and the residual
Xr` “ X ´Xr. We begin with steps 7 and 8 of Algorithm
1. We know that pX is a better estimate of X (in terms of r-
term approximation) than PrΨXsupppXqX . Due to the fact thatpΨ “ supppxXk`1q Ă rΨ, we conclude that
}PrΨpX1,r ´ xXk`1q}F ď }ĂX ´ xXk`1}F ` }ĂX ´ PrΨX1,r}F
ď 2}PrΨpX1,r ´ ĂXq}F . (22)
8Considering that PrΨKxXk`1 “ 0 and PrΨKĂX “ 0, we have
}X1,r ´ xXk`1}2F “ }PrΨpX1,r ´ xXk`1q}2F (23)
` }PrΨKpX1,r ´ ĂXq}2F
ď 4}PrΨpX1,r ´ ĂXq}2F ` }PrΨKpX1,r ´ ĂXq}2F .
Let ĂX be a solution of the following least squares problem
(step 6 of Algorithm 1).
ĂX Ð arg min
Z
t}y ´ BZ}2 : Z P spanprΨqu.
Hence, by the properties of the least square solution, it holds
that
xy ´ BĂX,BZy “ 0 @Z : spanpZq Ă rΨ.
In particular, we have xB˚py ´ BpĂXqq,ZyF “
0 @Z : spanpZq Ă rΨ which is also equivalent to
PrΨB˚py ´ BpĂXqq “ 0. Due to y “ BpX1,rq ` e´ where
e´ “ BpX`1,rq, we have that
PrΨB˚pBpX1,r ´ ĂXqq “ ´PrΨB˚pe´q.
By using the above equality, we may write
}PrΨpX1,r ´ ĂXq}F
ď }PrΨppI ´ B˚BqpX1,r ´ ĂXqq}F ` }PrΨB˚pe´q}F
ď δ4rpBq}Xr ´ ĂX}F ` }PrΨB˚pe´q}F , (24)
where we used the relation
}PrΨppI ´ B˚BqpX1,r ´ ĂXqq}2F
“ xPrΨppI ´ B˚BqpX1,r ´ ĂXqq, pI ´ B˚BqXyF
ď δt}PrΨppI ´ B˚BqpX1,r ´ ĂXqq}F }X1,r ´ ĂX}F . (25)
Here, t ě |rΨY supppX1,r ´ ĂXq|.
We proceed (24) by writing”
}PrΨB˚pBpX1,r ´ ĂXqq}F ´ }PrΨB˚pe´q}F ı2
ď δ24rpBq}X1,r ´ ĂX}2F
“ δ24rpBq
´
}PrΨpX1,r ´ ĂXq}2F ` }PrΨKpX1,r ´ ĂXq}2F¯.
Then, we use the equality a2 ´ b2 “ pa´ bqpa` bq to reach
δ24rpBq}PrΨKpX1,r ´ ĂXq}2F ě p1´ δ24rpBqq
ˆ
´
}PrΨpX1,r ´ ĂXq}F ´ 11` δ4rpBq}PrΨB˚pe´q}F
¯
ˆ
´
}PrΨpX1,r ´ ĂXq}F ´ 11´ δ4rpBq}PrΨB˚pe´q}F
¯
. (26)
By further simplifying (26), we have
δ24rpBq
p1´ δ24rpBqq
}PrΨKpX1,r ´ ĂXq}2F
ě
´
}PrΨpX1,r ´ ĂXq}F ´ 11´ δ4rpBq}PrΨB˚pe´q}2F
¯
.
By taking the square root, the above inequality reads
}PrΨpX1,r ´ ĂXq}F
ď δ4rpBqa
1´ δ24rpBq
}PrΨKpX1,r ´ ĂXq}F
` 1
1´ δ4rpBq}PrΨB˚pe´q}F . (27)
Now, we intend to bound PrΨKpX1,r ´ ĂXq. For this purpose,
let Φ “ atompX1,r ´ xXkq, then since |Φ| ď rankpX1,rq `
rankpXkq ď 2r, it holds that
}PΦB˚py ´ BpxXkqq}F ď }PΨ´B˚py ´ BpxXkqq}F . (28)
We can decompose each of the operators PΦ and PΨ´ into two
orthogonal projection operators as follow:
PΦ “ Pγ ` PγKPΦ,
PΨ´ “ Pγ ` PγKPΨ´,
where spanpγ Ă Oq “ spanpΦqŞ spanpΨ´q. By applying this
to (28), we reach
}PγKPΦBpy ´ BpxXkqq}F ď }PγKPΨ´Bpy ´ BpxXkqq}F .
(29)
Since supppX1,r´xXkq “ Φ, the right-hand side is also equal
to
}PγKPΨ´B˚py ´ BpxXkqq}F
ď }PγKPΨ´pxXk ´X1,r ` B˚py ´ BpxXkqqq}F
Also, the left-hand side can be bounded as
}PγKPΦB˚py ´ BpxXkqq}F ě }PΨ´KpX1,r ´ xXkq}F
´ }PγKPΦpxXk ´X1,r ` B˚py ´ BpxXkqqq}F .
Now the above inequalities imply that
}PΨ´KpX1,r ´ xXkq}F
ď }PγKPΦpxXk ´X1,r ` B˚py ´ BpxXkqqq}F
` }PγKPΨ´pxXk ´X1,r ` B˚py ´ BpxXkqqq}F
ď ?2}PΦ∆Ψ´pxXk ´X1,r ` B˚py ´ BpxXkqqq}F
ď ?2}PΦ∆Ψ´ppI ´ B˚BqpxXk ´X1,rqq}F
`?2}PΦ∆Ψ´B˚pe´q}F . (30)
In (30), Φ∆Ψ´ is the symmetric difference of the sets Φ and
Ψ´. Since Ψ´ Ď rΨ by step 5, thus rΨK Ď Ψ´K. Consequently, we
have
}PΨ´KpX1,r ´ xXkq}F ě }PrΨKX1,r ´ xXkq}F
“ }PrΨKX1,r}F “ }PrΨKpX1,r ´ ĂXq}F ,
where we used the facts that PrΨKxXk and PrΨKĂX . By consid-
ering the above bound and (25), we obtain
}PrΨKpX1,r ´ ĂXq}F ď ?2δ4rpBq}xXk ´X1,r}F`?
2}PΦ∆Ψ´B˚pe´q}F . (31)
9Now, we aim at bounding }X1,r´xXk`1}F in 23 by combin-
ing (30), (31). This leads to
}pX1,r ´ xXk`1q}2F ď }PrΨKpXr ´ ĂXq}2F (32)
` 4p δ4rpBqa
1´ δ24rpBq
}PrΨKpX1,r ´ ĂXq}F (33)
` 1
1´ δ4rpBq}PrΨB˚pe´q}F q2 (34)
ď p
d
1` 3δ24rpBq
1´ δ24rpBq
}PrΨKpX1,r ´ ĂXq}F (35)
` 1
1´ δ4rpBq}PrΨB˚pe´q}F q2 (36)
where we used the relation a2`pb`cq2 ď p?a2 ` b2`cq2 for
the last inequality. The only point that remains is to replace
(31) into (32) as follows.
}pX1,r ´ xXk`1q}F
ď
d
2δ24rpBqp1` 3δ24rpBqq
1´ δ24rpBq
}pX1,r ´ xXkq}F
`
d
2p1` 3δ24rpBqq
1´ δ24rpBq
}PΦ∆Ψ´B˚pe´q}F
` 2
1´ δ4rpBq}PrΨBpe´q}F .
For convergence, we must have
ρ :“
d
2δ24rpBqp1` 3δ24rpBqq
1´ δ24rpBq
ď 1.
It is straightforward to verify that this requires 6δ44r ` 3δ24r ´
1 ă 0 which could be further simplified to
δ24rpBq ă
b
11
3 ´ 1
4
δ4rpBq ă 0.4782.

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