Abstract. We use a Voronoi-type tessellation based on a compound Poisson point process to construct a strongly mixing stationary random smooth planar vector field with bounded nonnegative components such that, with probability one, none of the associated integral curves possess an asymptotic direction.
Introduction and the main results
Let v be a smooth vector field on R 2 such that for every z ∈ R 2 , the integral curve γ z : R + → R 2 (here R + = [0, ∞)) is well-defined as a unique solution of the autonomous ODE (1.1)γ z (t) = v γ z (t) , satisfying (1.2) γ z (0) = z.
Being motivated by homogenization problems for stochastic Hamilton-Jacobi (HJ) type equations (see [Sou99] , [RT00] , [NN11] , [CS13] , [JESVT18] ), limit shape problems in First Passage Percolation (FPP) type models (see, e.g., [ADH17] ), and related straightness properties of random optimal paths in random environment (see [LN96] , [HN01] , [Wüt02] , [CP11] , [CS13] , [BCK14] , [Bak16] ), in [BL18] , we raised the problem of conditions on a stationary random smooth vector field v that would guarantee that with probability 1 the asymptotic direction lim t→∞ (γ z (t)/t) is well-defined for all z ∈ R 2 . A simple argument based on the strong law of large numbers implies that such a straightness statement holds for vector fields v with bounded nonnegative components and finite dependence range. However, it is not clear how much the finite dependence range requirement can be relaxed. In [BL18] we constructed an example of a weakly mixing stationary random 2-dimensional vector field v with nonnegative components such that, with probability 1, the following holds for all z ∈ R 2 :
( In other words, with probability one, none of the integral curves defined by this vector field have an asymptotic direction. Instead, they sweep through a cone of partial asymptotic directions. The construction in [BL18] was based on a modification of the discrete example from [CK16] with similar properties and thus it has only the weak mixing property. The goal of the present note is to give an independent construction of a strongly mixing vector field with no asymptotic directions. To state our main result, we denote the two components of v ∈ R 2 by v 1 and v 2 . This theorem means that mixing is not enough to guarantee the asymptotic straightness of integral curves. Probably there are conditions on the rate of mixing sufficient for straightness but this question remains open.
Our vector field, similarly to the previous examples from [BL18] , [CK16] , and their FPP predecessor [HM95] , traps the integral curves in long narrow channels each stretched along one of the extreme directions, so that the curves oscillate between these two directions never settling on any specific one.
In our new example, the construction of these channels is based on a Voronoitype tessellation of the plane with centers of influence at Poissonian points. Each Poissonian point is equipped with a rectangular domain of influence, a narrow channel with heavy-tailed random length, and an additional random strength parameter that helps to decide which influence wins in the case of channel overlaps.
We describe our construction and prove the strong mixing property in Section 2. We study the flow generated by our random vector field in Section 3. Auxiliary results are given in Section 4.
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Construction and Strong mixing
Our construction is based on a Poissonian point field. Let (Ω 0 , F 0 , P 0 ) be a complete probability space, where Ω 0 is identified as the space of all locally finite configurations ω = {η i = (x i , r i , ξ i , σ i ), i ∈ N} in X = R 2 × R × R × Σ where Σ = {1, 2}. Configurations ω are sets, with no canonical enumeration. As usual, we use an arbitrary enumeration for convenience.
The σ-algebra F 0 is generated by all the maps ω → n(ω ∩ B), where B is any bounded Borel set in X and n(·) counts the number of points in a set. The measure P 0 is the distribution of a Poisson point field with the following intensity µ: (2.1)
where 1 < α < 2 is a fixed number, and on the right hand side dx, dr, dξ are the Lebesgue measure and dσ is the counting measure. Since µ has no atoms when projected onto the x-component or ξ-component, we see that with probability one,
This allows us to work on a modified probability space Ω with full measure: Ω = {ω : (2.2) holds true}.
Let us denote by F and P the restriction of F 0 and P 0 onto Ω. From now on we will work with the probability space (Ω, F , P). We will also denote the components of η ∈ X by x(η), ξ(η), etc. We can interpret this Poisson point field as a compound Poisson point process in the usual way: the spatial footprints x i form a homogeneous Poisson point process in R 2 with Lebesgue intensity; each x i is equipped with labels r i , ξ i , σ i that are mutually independent and independent of labels of other points, with distributions Exp(1), Par(α), and uniform on Σ. Here we denote by Exp(λ) the exponential distribution with parameter λ > 0, with Lebesgue density λe −λr 1 {r≥0} , and by Par(α) the Pareto distribution with parameter α, with density a t a+1 1 {t≥1} . In the rest of the section we will construct a random vector field given any fixed configuration ω. Let e 1 , e 2 be the standard basis in R 2 . We often write x = (x 1 , x 2 ) for a point in R 2 . For each η i ∈ ω, let us associate with x i a domain of influence D i , which is a rectangle of length r i ξ i and width 1 in the direction of e σi . More precisely, we define
and let D i = D(η i ). We call η i the base point and ξ i the strength of the domain
Lemma 2.1. With probability one, every bounded set in R 2 intersects with a finite number of domains of influence.
Proof: It suffices to show that for all m, n ∈ Z, with probability one the unit square R = [m, m + 1]×[n, n + 1] intersects with a finite number of D i 's. This is equivalent to µ(D −1 (R)) < ∞. Without loss of generality let us assume R = [0, 1] 2 . We have
f (x, r, ξ, σ)dx dr dξ dσ
where we used
in the third line, and α > 1 in the last line. ✷ For Λ ⊂ X , we denote by F Λ the σ-algebra generated by all the maps ω → n(ω ∩ B), where B ⊂ Λ is any bounded Borel set. Let Θ be a special element and for µ(Λ) < ∞ we define φ(Λ) ∈ X ∪ {Θ} as
In other words, when there is at least one Poisson point in Λ, φ(Λ) gives the one with highest strength. For convenience we also assign a strength to the special element Θ by setting ξ(Θ) = 0. It is clear that φ(Λ) is measurable with respect to F Λ . For x ∈ R 2 , we also abuse the notation to write
The meaning of φ should be clear from the context.
Let ρ be a smooth probability density supported on [−1/3, 0] 2 . The desired vector field is constructed as a convolution v = ρ * ṽ, wherẽ
2 (e 1 + e 2 ), φ(x) = Θ. Clearly,ṽ satisfies (1.5) with v replaced byṽ. Therefore, v = ρ * ṽ also satisfies (1.5). In the rest of this section we will state and prove the strong mixing property of v.
For z ∈ R 2 , let us define the shift operatorθ z acting on X bỹ
This induces the shift operator θ z ω = θ z {η i } := {θ z η i } defined on Ω. Since (θ z ) z∈R 2 preserves the measure µ, {θ z } z∈R 2 is a measure-preserving R 2 -action on (Ω, F , P). We temporarily write v(x) = v ω (x) to stress its dependence on the Poisson point configuration. The map
where M is the space of continuous vector fields on R 2 , and B(M) is the Borel σ-algebra induced by the LU metric
Proof: We need to show that for any A, B ∈ B(M),
It suffices to prove (2.3) for A, B ∈ B(M N ), where M N is the space of vector fields restricted to
where ω i = ω ∩ Λ i and
Here, for simplicity we have suppressed the dependence on z of g, h and ω i 's. Let
Using this and noting that 0 ≤ḡ,h ≤ 1, we obtain (2.4)
We also have
and therefore (2.5)
So if we show that (2.6) lim |z|1→∞ P(ω 0 = ∅) = 0, then this and (2.4), (2.5) will imply (2.3). The limit (2.6) is equivalent to
Let |z| 1 > 4N , and without loss of generality assume
Therefore,
Since α > 1 and e − z 1 −2N ξ → 0 as |z| 1 → ∞, the last line indeed goes to 0 by dominated convergence theorem. This completes the proof. ✷
Long-term behavior of integral curves
In this section we will show that the integral curves of the vector field v constructed in the previous section satisfy (1.4).
Suppose a domain of influence D i intersects the line {x σi = L}. We say that Figure 1 .) Although (3.2a) is almost the same condition as (3.1) except in a slightly different region, it is natural to separate these two conditions as the reader can see later in this section. 2 , we have v(x) = e 1 for all x ∈ {(x 1 , x 2 ) :
i + 1}; so after crossing S 1 , γ y must cross S 2 . This completes the proof. ✷ Let y ∈ R 2 and n ∈ N ∪ {∞}. We define A n,y , n ≥ 0 to be the event on which there is a chain of successors starting from y, formed by n + 1 domains; more precisely, on A n,y , there is a sequence of points (η k l ) 0≤l≤n from the Poissonian configuration ω such that
+ 1]; (the first two conditions describe A 0,y , the next condition is for n ≥ 1) (3) (when n ≥ 1,) D k1 is a successor of D k0 at level y 1 , and for 1
We really need the desired behavior in a region [y
+ 1] that is smaller than the one described by parts (1) and (2) but our definition helps to simplify certain arguments.
We are interested in infinite chains of successors since we have the following results:
Theorem 3.2. Let y ∈ R 2 . For almost all ω ∈ A ∞,y , γ y satisfies (1.3) and (1.4).
We can now prove our main result: Derivation of Theorem 1.1 from Theorems 3.1 and 3.2:
Let v be constructed as in Section 2. Then v satisfies (1.5) for all z ∈ R sinceṽ does. Clearly, v is bounded, C ∞ -smooth, and (1.3) holds for all starting points z ∈ R 2 . It remains to check (1.4) Let us denote S(ω) = {y ∈ R 2 : ω ∈ A ∞,y and γ y satisfies (1.3)-(1.4)}. Theorems 3.1 and 3.2 along with the ergodic theorem and ergodicity of the Poisson point process with respect to spatial shifts imply that for almost every ω, the following holds: for all i ∈ Z, there are infinitely many j ∈ N such that (i, j) ∈ S(ω), and for all j ∈ Z, there are infinitely many i ∈ N such that (i, j) ∈ S(ω). Therefore, with probability 1, for every y ∈ R 2 there are x 1 , x 2 ∈ S(ω) such that x 1 1 < y 1 < x 1 2 and x 2 2 < y 2 < x 2 1 . The integral curves do not intersect, which along with (1.5) implies that γ y is squeezed between γ x1 and γ x2 , so (1.4) for γ y follows. ✷
The rest of this section we will prove Theorems 3.1 and 3.2. We will need some notations and definitions.
We introduce a partial order "≺" on R 2 : x ≺ y if and only if x 1 ≤ y 1 and x 2 ≤ y 2 . We then writeF z = F {x:x≺z}×R 2 ×Σ for z ∈ R 2 .
We will work with measurable maps (random variables or vectors) defined not on the entire Ω but on smaller measurable subsets of Ω. Let A ∈ F and T be an R 2 -valued measurable map defined on a subset of Ω containing A. We say that (T, A) is a (two-dimensional) stopping time, or T is a stopping time w.r.t. the set A, if for any z ∈ R 2 , {T ≺ z} ∩ A ∈F z . With each stopping time (T, A), we associate a σ-algebraF 
We also have the following version of the strong Markov property for our Poisson point process.
Lemma 3.3. Let (T, A) be a stopping time. Then for any bounded open sets
This result can be interpreted as conditional independence as the following corollary shows:
and Y measurable with respect toF A T , their restrictions onto A are conditionally independent on (A, F A , P A ).
Proof: Let M be aF A T -measurable r.v. and N = {n(θ T ω ∩ B j ) = n j , j = 1, ..., k} for B j ⊂ H and n j ∈ N. We need to show that
. This identity is trivial if P(N ) = 0. If P(N ) > 0, then it follows from P(N ) = P n(ω ∩ B j ) = n j , j = 1, ..., k and identities
which are due to Lemma 3.3. ✷ Corollary 3.2. Let (T, A) be a stopping time and let l :
Proof: The proof is standard. We first treat the case where l is of the form 
In this specific example, the definition fails because if z = (1/2, 1/2), then {T ≺ z} ∩ A = Ω ∩ A = A ∈F z . As a consequence, the strong Markov property does not hold for (T, A).
Since the shift operators (θ z ) z∈R 2 are measure-preserving transformations of (Ω, F , P), the statement of Theorems 3.1 and 3.2 do not depend on y. Hereafter we will fix y ∈ R 2 and write A n = A n,y . The following lemma makes precise the construction of the events A n .
Lemma 3.4. There exist events of positive probability (B n ) n≥0 and random vectors
such that the following is true: 
where i = 1 for odd n and i = 2 for even n, and the functions g 0 , g 1 and g 2 are given by
Here, it is important to note that g 1 and g 2 depend on ω only through ω| 
Proof of the lemma:
We construct B n ,Z n , Z n and η kn with the described properties inductively. We only give the construction for n = 0, 1, 2 since the cases for n = 2m − 1 and n = 2m with m ≥ 2 are similar to those for n = 1 and n = 2, respectively.
First,Z 0 = (U 0 , V 0 ) := y is a stopping time w.r.t. A −1 = Ω since it is constant. We define Let n = 1. We define
If follows from the definition ofŨ 1 thatZ 1 = (Ũ 1 , V 1 ) is a stopping time w.r.t. A 0 . IfŨ 1 = x 1 k0 + r k0 ξ k0 , then there is no successor of D k0 at level y 1 ; otherwise,
k0 + r k0 ξ k0 and D k0 is "blocked" by some other domains, and one of them may be a successor of D k0 ; see the shaded rectangles in Figure 2 as an illustration. In the latter case, we order these domains by the 1-coordinate of their base points, and let η p be the base point with smallest 1-coordinate. By (2.2), it is uniquely determined and measurable as a function of ω. Throughout the paper, we prefer defining points like η p to defining their indices like p in order to avoid measurability problems since there is no canonical enumeration of Poissonian points.
We aim to find a successor of D k0 . The only candidate for the successor will be D(η p ). We define the event B 1
and let η k1 = η p on B 1 . If ω ∈ B 1 , then (3.1), (3.2a), and (3.2b) are satisfied with i = k 0 , j = k 1 but instead of (3.2c), the following weaker condition holds (see also Fig. 1 
Finally, we verify (3.6b) for n = 1. If ω ∈ A 1 , since the successor of D k0 is the first domain that blocks it after level y 1 and the blocking is complete, we must have that ω ∈ B 1 and D k1 , defined on B 1 , is the successor. Then, (3.2c) implies g 1 (θZ 1 ω, ξ k1 ) = 1. Therefore, 1 A1 ≤ 1 B1 · g 1 θZ 1 ω, ξ k1 . To prove the reverse inequality 1 B1 · g 1 θZ 1 ω, ξ k1 ≤ 1 A1 , we must assume that ω ∈ B 1 and g 1 (θZ 1 ω, ξ k1 ) = 1 and check (3.2c).
does, which contradicts the definition of D k1 . In both cases, we have ξ(η) ≤ ξ k1 . Therefore,
, which implies (3.2c) and completes the proof of (3.6b) for n = 1.
We also have A 1 ∈F A0 Z1 by (3.6b) with n = 1 and the fact that 1 B1 ,Z 1 , ξ k1 areF A0 Z1
-measurable and henceF A0 Z1 -measurable. The case n = 2 is almost the same as n = 1, except for interchanging the roles of two coordinates, so we will just give the construction without verification. We defineṼ
, t]}, and ifṼ 2 < x 2 k1 + r k1 ξ k1 , then we denote by η q the base point of the "first" domain that blocks D k1 . Let
and on B 2 we set η k2 = η q ,Ṽ 2 = x 2 q = x 2 (η q ) and V 2 =Ṽ 2 + 1. Similarly to the first case, we have
are stopping times w.r.t. A 1 . Also, (3.6b) with n = 2 holds true and
The next lemma is the key in proving Theorems 3.1 and 3.2. We use the notation P G (·) = P(·|G) for any sub-σ-algebra G.
Lemma 3.5. Let n ≥ 0 and c 1 , c 2 be some positive constants. The following holds:
Proof: We begin with (3.11) with n = 0. Let us first show that (3.14)
This means that conditioned on B 0 , r.v.'s L 0 and (x k0 , ξ k0 ) are independent. To see (3.14), let us consider ω| Γ , where Γ = D −1 ({y}) ∩ {σ = 1}. By part 1 in Lemma 4.1, ω| Γ is again a Poisson point process with intensity 1 Γ µ; by part 2 of that lemma, the process ω ∩ Γ can be regarded as a compound Poisson process that has ground process {(x i , ξ i )} and marks r i . The mark kernel F · |(x, ξ) is given by
We also have η k0 = φ(Γ) on {φ(Γ) = Θ} and (3.15)
Since the marks are independent,
). This and (3.15) imply (3.14) since by independence of ω| Γ c and ξ k0 , for any Borel set C ⊂ R 3 ,
The equation (3.11) with n = 0 follows from (3.14) and (3.6a).
Next we will assume (3.11) with n = n ′ is true, and show that it implies (3.12) and (3.13) with n = n ′ and (3.11) with n = n ′ + 1. For simplicity of notation we assume n ′ = 2m is even so that σ k n ′ = 1. The argument is exactly the same for n ′ odd, up to reflecting everything with respect to the diagonal {x 1 = x 2 }. For ζ ≥ 1, T > 0, let us define Λ j (ζ, T ), j = 0, 1, 2, 3, to be the following subsets of H defined in (3.4):
For any t 0 , . . . , t 3 > 0, the sets Λ 0 (ζ, t 0 ), . . . , Λ 3 (ζ, t 3 ) are disjoint. Let
The numbers U 2m +τ j , j = 1, 2, 3, 4, are the first times that different types of blocking appear, illustrated in Figure 2 by the shaded rectangles; U 2m + τ 0 corresponds to complete blocking.
(The definition of B n for n ≥ 2 is just a proper generalization of the n = 1 case defined in (3.9)). We claim that conditioned on A 2m and ξ k2m , the r.v.'s L 2m and τ j , j = 0, 1, 2, 3, are independent exponential random variables. First, conditioned on A 2m , (3.11) implies that L 2m is independent of ξ k2m , and Corollary 3.1 implies that it is independent of θ Z2m (ω| H ). Since τ j , j = 0, 1, 2, 3, are some functionals of ξ k2m and θ Z2m (ω| H ), τ j 's and L 2m are independent conditioned on A 2m . Moreover, conditioned on A 2m , the r.v. L 2m is an exponential random variable with rate 1 by (3.11).
Next, we have
(we used the change of variable y = −x 2 ) and (3.20)
Let t j ≥ 0, j = 0, 1, 2, 3. The function l(ω, ζ) = 1 {n(ω∩Λj (ζ,tj ))=0, j=0,1,2,3} depends only on ω| H . Since (Z 2m , A 2m−1 ) is a stopping time and the r.v.'s 1 A2m , ξ k2m are measurable w.r.t.F
A2m−1 Z2m
, by Corollary 3.2 we have
where C is any Borel set in R. In the last identity, we have used (3.18) and the disjointness of Λ j (ξ k2m , t j ), j = 0, 1, 2, 3, to compute E l(ω, ζ). This shows that conditioned on A 2m and ξ k2m , the τ j 's are independent exponential r.v.'s and finishes the proof of the claim. We have also found that the rates of these exponential r.v.'s are λ j (ξ k2m ), j = 0, 1, 2, 3, respectively. By (3.17) and our claim on independent exponential variables, we have
for some constant c 1 > 0, where we used
which follows from (3.19), (3.20) and ξ
k2m . Next, we will show (3.11) with n = n ′ + 1 = 2m + 1. For any z ∈ R 2 , b > 1, we have
where l 1 (ω, ζ, L) and l 2 (ω, ζ, L) are defined as follows: for j = 0, 1, 2, 3, we write ω ∩ Λ j (ζ, +∞) = {η
k are in ascending order. Then
where η (0) 1 = (x,r,ξ, 2). Since Λ j (ζ, +∞) are disjoint, {η (j) k } are independent Poisson processes. Moreover, for each j = 0, 1, 2, 3, we can view {η
k )} as a compound Poisson process that has ground process {(x
is constant), and the mark kernel given by
By item 2 of Lemma 4.1 and (3.25), we have
Then by (3.24) we have
We claim that
To see this, we note that since (Z 2m , A 2m−1 ) is a stopping time and G 2m ⊂F
, we can insert conditional expectation with respect toF
, use (3.22) and the fact that the functions l i 's depend only on ω| H to apply Corollary 3.2 and (3.26).
Since Z 2m is measurable w.r.t. G 2m , (3.27) implies
Finally, we use (3.6b) to derive (3.11) with n = 2m + 1 from (3.28). Let C be an arbitrary set in σ(G 2m , x k2m+1 , ξ k2m+1 ). We have
Here, the first identity follows from (3.6b), the second from the fact that 1 {L2m+1≥a} , 1 C and 1 B2m+1 are measurable w.r.t.F
A2m Z2m+1
, the third from Corollary 3.2 with the stopping time (Z 2m+1 , A 2m ), the fourth identity from (3.28), and the last identity follows from the same reasoning in the first three lines except replacing 1 {L2m+1≥a} by e −a . This proves (3.11). To see (3.12), for fixed a > 1 we can write τ 0 = τ 
where the computation is the same as that of λ 0 (ζ). This gives (3.12).
Finally, we have
and ξ 2m+1 is measurable w.r.t. F
, using Corollary 3.2 with the stopping time (Z 2m+1 , A 2m ), we have
By the definition of g 1 in (3.7b), we have
By a direct computation, we have for some constant c 2 > 0,
Combining (3.21), (3.30), (3.32) and (3.33), we prove (3.13) with n = 2m + 1. ✷ Corollary 3.3. Conditioned on B 0 , the distribution of ξ k0 has a density with respect to the Lebesgue measure, and its support is [1, ∞).
Proof: By (3.15) and the independence of ω| Γ c and ξ k0 , for any Borel set C ⊂ [1, ∞), we have
Since E l(ω| Γ c , ζ) is continuous in ζ and positive for ζ ≥ 1, it suffices to show that the conditional distribution of ξ k0 given {φ(Γ) = Θ} is absolutely continuous and supported on [1, +∞). The projection of ω ∩Γ onto the ξ-coordinate is again a Poisson process with intensity that is absolutely continuous and supported on [1, +∞). The claim of the lemma follows since ξ k0 is the maximum point of the projected Poisson process. ✷ Corollary 3.4. The conditional probability P Gn (A n+1 ) = p(ξ kn ) is a function of ξ kn .
Proof: From (3.30) and (3.31) we have
, where i = 1 if n is even and i = 2 if n is odd. The right-hand side is a function of ξ kn due to (3.21) and (3.12). ✷ On A n , n ≥ 1, we introduce
, and e n = R n /r(ξ kn ) where
We also let e 0 = 0. Recalling that ξ kn , e n are defined on A n , we can introduce an artificial cemetery state ∆ and define the following process (X n ) n≥0 on R 2 ∪ {∆}:
Lemma 3.6. The process (X n ) n≥0 is a Markov chain on R 2 ∪{∆} with the following transition kernel P (ζ, e), · supported on [ζ, +∞) × [0, +∞) ∪ {∆}:
where
Proof: We notice that (ξ kn , e n ) is measurable with respect to G n . To prove the Markov property and verify the expression for the transition kernel, it suffices to show (3.37)
and (3.38)
The first identity (3.37) is true due to Corollary 3.4. For (3.38), similarly to the derivation of (3.34), we can rewrite its left-hand side as (i = 1 for even n and 2 for odd n)
Noting that conditioned on G n , the r.v.'s ξ kn L n , τ ± 0 , τ 1 , τ 2 , τ 3 are independent exponential with rates ξ −1 kn , λ ± 0 , λ 1 , λ 2 , λ 3 , respectively, and the sum of these rates is r(ξ kn ), we obtain that the last line of the last display equals
where we used (3.34) and that Q ξ kn , [aξ kn , +∞) = λ + 0 /λ 0 by (3.36) and (3.29). This completes the proof. ✷ Let (W n ) be a Markov chain on [1, +∞) with transition kernel Q in (3.36). We denote the distribution of this Markov chain started from ζ by P ζ and the expectation with respect to it by E ζ .
Moreover, h(ζ) is increasing in ζ.
Proof: From the transition kernel (3.35), we see that after projecting (X n ) n≥0 onto its first coordinates, the resulting process (X 
Then, for N ≥ 1,
Letting N → ∞ we prove (3.39). Now (3.13) implies
−α+1 1 , and (3.40) follows. To see that h(ζ) is increasing, we notice that p(ζ) is increasing as can be seen from (3.21) and (3.34), and that Q(ζ 1 , ·) is stochastically dominated by Q(ζ 2 , ·) for ζ 1 < ζ 2 . ✷ Lemma 3.8. There are i.i.d. Par(α − 1) random variables (χ n ) n≥1 such that for each n, χ n is a measurable function of W n−1 and W n , and W n ≥ χ n W n−1 .
Proof: For all a > 1 and x ≥ 1, we have
This means that for all x ≥ 1, the Par(α−1) distribution is stochastically dominated by the conditional distribution of Wn Wn−1 given W n−1 = x. Therefore, one can define a measurable function z(a, x) ≤ a such that if U ∼ Q(x, ·), then z(U/x, x) ∼ Par(α − 1). Setting χ n = z( Wn Wn−1 , W n−1 ) finishes the proof. ✷ Lemma 3.9. For all ζ ≥ 1, h(ζ) > 0.
Proof: Let W 0 = W 0 and W n = W 0 χ n · · · χ 1 for n ≥ 1 where (χ n ) n≥1 are introduced in Lemma 3.8. We have W n ≤ W n , n ≥ 0 and hence (3.40) implies
).
For t ∈ [0, 1/2] we have ln(1 − t) ≥ −(2 ln 2)t. Assuming first ζ ≥ (2c 1 )
. Using this and Jensen's inequality, we have
where the last identity holds since for any γ < 0,
For general ζ, it suffices to notice that after one step, the distribution of W 1 is supported on [ζ, +∞). This completes the proof. ✷ Proof of Theorem 3.1:
The theorem follows from Corollary 3.3 and Lemmas 3.7 and 3.9. ✷ Recall that we have A ∞ = {X n = ∆, n ≥ 0}. LetP be the conditional law of (X n ) n≥0 on A ∞ . Then by Doob's transform, underP the process (X n ) n≥0 is a Markov chain on [1, +∞) × [0, ∞) with transitional kernel
Lemma 3.10.
(3.42)P lim inf
Proof: Without loss of generality we assume κ = 1. Let us denote X n = (ζ n , e n ). From (3.41), we see that under the conditional lawP, (ζ n ) n≥0 is a Markov chain with transition kernelQ
and (e n ) n≥1 are i.i.d. Exp(1) random variables that are independent of (ζ n ). Since h(ζ) is increasing, we see that
.
So analogously to Lemma 3.8, we can couple with (ζ n ) n≥1 a sequence of i.i.d. Par(α − 1) r.v.'s (χ n ) n≥1 such that χ n depends on ζ n and ζ n−1 , and ζ n ≥ χ n ζ n−1 . Hence, ζ n ≥ ζ j χ j+1 · · · χ n . Also, there are constants k 1 , k 2 > 0 such that k 1r (ξ) ≤ r(ξ) ≤ k 2r (ξ), wherer(ξ) = ξ α−1 . Therefore, using this with n = 2m and j = 0, . . . , 2m − 1,
where Let H m = σ(χ 1 , ..., χ 2m−1 , e 1 , ..., e 2m ) and H ≥m = σ(χ 2m , χ 2m+1 , ..., e 2m+1 , ...) For 0 ≤ M < m, we define Since χ 2m k +1 , χ 2m k +2 take arbitrarily large values, the events
3 2 a + e 2m k +1 + e 2m k +2 ≤ a/2 are of positive probability (which does not depend on k) and independent, so, almost surely, infinitely many of them happen. Since on E k we have 
Appendix
We recall the following results for Poisson processes (see [DVJ03] ).
Lemma 4.1. Let X , K be complete separable metric spaces equipped with their Borel σ-algebras. Proof of Lemma 3.3: Let f (z, ω) = 1 {n(θ z ω∩Bj )=nj ,j=1,2,...,k} . Since B j ⊂ H, for fixed z ∈ R 2 , f (z, ω) is independent ofF z . Moreover, f (z, ω) is stationary in z. By the definition of conditional expectation, we need to verify that for Λ ∈F A T , (4.1) E f (T, ω)1 Λ∩A = E f (0, 0), ω · P(Λ ∩ A).
