We begin with a traditional model predictive control problem using the 11 norm in the objective function, and then allow the model parameters to be stochastic, with discrete distributions and finite support. We apply the nested decomposition algorithm for multistage stochastic linear programming to the resulting problem. The result is an algorithm for model predictive control that features the realism of model uncertainty, the potential speed of linear objective functions, and can be implemented in parallel.
Introduction
Model predictive control is a popular strategy for control of many industrial processes. This strategy uses an open-loop, multistage model of the process to predict the effects on the output, or controlled, variables from previous and planned control moves. The goal is to find a series of future control moves that, when implemented, would bring the controlled variables as close as possible to the desired trajectory. Usually, only the control moves from the first time stage are implemented. Then a new set of process measurements are made and the model is solved again.
At the heart of model predictive control is an optimization problem that must be solved relatively quickly. The problem has multiple time stages, and is traditionally linearly constrained with a quadratic objective function. With such problems, the time stages are usually aggregated so that the problem is simply a single huge linearly constrained quadratic optimization problem.
In such a setting, when a more efficient algorithm is found, the result is that model predictive control can be used on larger problems or on problems that require faster solution. It is for this reason that some practitioners faster than those for quadratic programs of similar size and structure.
However, Rao and Rawlings [8] found that model predictive control using a linear objective function can yield control that is either dead-beat or idle. This means that the control moves were either overly aggressive or extremely passive. The solution to the LP was all or nothing.
It is common in many applications, not just model predictive control, to see such undesirable solutions when applying linear programming. The nature of the LP is such that an optimal solution, when one exists, is always at the extreme boundary of feasibility. This "all or nothing" behavior for LP models has been observed, The motivation for this paper comes, then, from the undesirable behavior of the LP formulation in MPC, and by the success of the stochastic approach in other fields under similar circumstances.
In Section 2, we begin with a model predictive control problem using the 11 norm, similar to the one given by Rao and Rawlings [8] . We then allow many of the fixed model parameters to be represented by discrete random vectors with finite support. The result is a multistage stochastic linear program with recourse.
In Section 3, the MSLP is broken into time stages, SO that the nested decomposition algorithm for MSLPs may be applied. The resulting algorithm is given in Section 4.
Problem statement and notation
We use as a base case the following problem, using notation common in the model predictive control liter- 
where e represents a vector of all ones of appropriate dimension.
There are many forms that model predictive control problems may take, and the techniques of this paper are flexible enough to handle many of them. The important properties of (2) with respect to this paper are the following:
1. The objective function and all constraints are linear functions in the decision variables.
2. At least one constraint connects time periods, containing variables from two adjacent time periods. In this case, the first constraint in (2) fulfills this requirement.
Problem (2) is a multistage linear program, which can be solved in a number of ways. However, the model is deterministic. Mathematically, we are claiming that we can perfectly predict the effect of any control move on the process. It should not be surprising that this has been found [8] to often lead to overly aggressive control moves.
Following ideas from stochastic linear programming, we allow some of the problem coefficients to be random with discrete finite distributions. For t = 1 , 2 , . . . , T , vector of appropriate dimensions, the realization of which comes at time stage t. In this paper, a boldface letter will represent a random vector, and a corresponding non-boldface letter will represent the realization of the random vector. The present is denoted by (0 (treating it as a realization of a random vector to), and 
where, for t = 0 , 1 , . . . ,
The problem is decomposed by time stage into interconnected subproblems. The motivations for this are twofold. First, it is natural for us to think of this problem as evolving over time. At each time stage, we observe a random vector and make a recourse decision. Second, the nested decomposition algorithm that we will use in Section 4 will work on this decomposed structure.
Analysis of the subproblems
In Section 4 we will apply a nested decomposition algorithm to solve problem (3 
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we examine the feasibility of MPC(t,IC), for t =~+ 1 a n d k E D ( T , j , t ) . (4g) Given T E { O , l , . . . , T -l}, j E {1,2 ,..., K ( T ) } , z ( r , j ) , u ( T ,~) and e ( T l j ) , suppose that MPC(t,Ic) is feasible for each descendant node ( t , IC) E { ( t , k ) J t = r + 1, IC E D ( T ,~, t ) } . We wish to examine the quality of Z(T, j ) , U(T, j ) and O ( 7 , j ) with respect to optimality. and p ( t , k) is the conditional probability of node (t, IC) given (~, j ) has been reached. This result indicates that
Decision variable z(t,IC) is computed as in
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is not acting as a lower bound on e ( T , j ) as intended. Setting expanding (6) and rearranging, we get
We add a cut of the form (4f) to node (~, j ) by incre-menting s (~, j ) and setting and J i=l
We now have the pieces of a nested decomposition algorithm for solving (3), and may put them together to form a coherent algorithm.
Nested decomposition algorithm
The nested decomposition algorithm for stochastic linear programming works on a problem that is decomposed into time stages, such as (3). Information flows iteratively up and down the scenario tree in the following ways. Decision variable values are given from a node to all of its descendants, influencing feasibility and optimality of the descendant nodes. The descendant nodes give feedback on these values to the ancestor node by means of cutting planes of type (4e) and (4f).
Because there are more than two time stages, we have flexibility with respect to how we traverse up and down the scenario tree. For example, we could begin from node ( 0 , l ) traveling down the tree, and change direction as soon as any cut is encountered. Other choices are listed by Gassmann [4] . The one used here is fast forward fast back, which is the one that on average performed best in the tests conducted by Gassmann [4] . The algorithm is given in Algorithm 1, with a subroutine given in Algorithm 2.
The Solve(.) routine used in Algorithms 1 and 2 behaves as follows. It takes as input a primal or dual problem (e.g. DMPCI(2,7)) and returns the optimal objective value (assuming it exists) to that problem. Also, if the problem to be solved is of the type MPC(t,IC) and s(t,Ic) = 0, then the constraint 6'(t,k) = 0 is added to the problem before solving. and w7(2) variables corresponding to the cuts added subsequent to the previous solution of DMPC (t, k ) .
Algorithm 1 The main algorithm
Initialization: 
3606
Similarly, a basis saved from the previous solution of DMPCI(t, IC) may be used as an initial feasible basis for a new DMPCI(t, IC) problem.
Note that the only node for which the primal problem MPC(t,k) is solved is (0,l). In this case, the basis (7a) and (7) The nested decomposition algorithm has often been called "embarrassingly parallel." Here, the outer for loop in Algorithm 2 may be done in parallel, because the work done inside the loop for each descendant node (t,IC) is independent of that for the other descendant nodes. The various slave machines need only communicate with the master machine, not with each other, and said communication is minimal.
Conclusion
We have taken an MPC problem which has multiple time stages, linear objective function, and linear constraints, and allowed most of the model parameters to be discrete random vectors with finite support. This turned the problem into a multistage stochastic linear program, to which we applied a nested decomposition algorithm.
The motivation for allowing the model to be stochas-3607 tic is t o combine the speed of LP solvers with more desirable solutions that have been seen with stochastic models in other fields.
It remains to be seen whether this algorithm, even in parallel, is fast enough to be useful in the world of model predictive control, and whether the behavior of the LP solutions will be improved upon in this application. The construction of an example, and coding and testing of the algorithm should be done with the assistance of someone with more experience (than the author) in the field of model predictive control.
