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Abstract: Three measures, namely the adaptive barrier update strategy, the filter line-search method and the feasibility restore phase, are simultaneously introduced in the conventional primal-dual interior point method (IPM) framework to enhance the robustness of existing Optimal Power Flow (OPF) algorithms when applied to systems with considerable number of FACTS devices. Firstly, an adaptive barrier parameter strategy is employed to update the barrier parameter after the current μ-barrier problem solved to certain accuracy. Secondly, a filter line-search procedure is introduced to generate the next iterate. Third, the algorithm initiates a feasibility restore phase as a remedy in case of getting stuck at a non-optimal point. Comparative case studies with previous algorithms on both standard test systems and large-scale real-world systems demonstrate the novel algorithm outperforms conventional IPMs in robustness and efficiency.

1.	Introduction
Modern power systems demand stronger self-control ability to meet various technical and economic requirements of market participants. Thus large quantities of FACTS devices have been installed to facilitate steady and dynamic control of power systems in recent two decades [1]. Consequently conventional algorithms to obtain system control strategies are challenged by those developments of power systems.
Optimal power flow (OPF) problems have been proposed for half a century and the research on the formulations and algorithms of OPF has been experiencing continuous development. Because various new elements, such as FACTS devices, are continuously added into power systems, up to now OPF has developed into a special research field with plentiful contents [2]. 
Interior point method (IPM) is one of the most successful algorithms applied to OPF problems among various methods. Specially, it has almost become a standard method to solve OPF problems in recent years. The primal-dual IPM (PD IPM) [3], along with its high-order variants the predictor corrector IPM (PC IPM) [4] and the multiple centrality corrections IPM (MCC IPM) [5] are the most widely applied and extensively discussed algorithms to OPF problems. They have successfully solved conventional OPF problems on not only standard test systems but also large-scale real-world systems [6]. However, when applied to OPF problems with FACTS devices, the reliability of all the above three IPMs should be seriously questioned. In our numerical experience, above IPMs sometimes get stuck at some non-optimal points with the step-lengths becoming extremely small and finally fail to achieve a local optimum especially when there are a considerable number of FACTS devices in the system. The installation of FACTS devices not only increases the variable dimension but also intensifies the nonlinearity of OPF problems. Theoretically and practically, no IPM can guarantee convergence in general nonlinear OPF problems. 
In order to overcome or at least alleviate this drawback of existing OPF algorithms, a new OPF algorithm with the latest knowledge of nonlinear optimization theory is put into practice in this paper. Dealing with OPF problem with FACTS devices formulated in [17], this paper introduces three new techniques to improve the robustness of IPM. The adaptive barrier parameter update strategy [7] reasonably controls the decrease of the barrier parameter and prevents iterates prematurely approaching feasibility boundary. The filter line-search method [8] efficiently avoids unfavorable long steps and ensures new iterate to progress toward the solution meanwhile. The feasibility restore phase [9] is taken as a remedy to restore the algorithm in case convergence difficulty occurs. 
Case studies on hundreds of randomly generated OPF problems with FACTS devices show that the novel algorithm is more robust than previous ones, and gives faster performance compared with MCC IPM. About ten thousands of numerical tests on both standard test systems and large-scale real-world systems have demonstrated all three strategies above largely increase the possibility of the algorithm to successfully solve the problems.
2.	General OPF Formulation With FACTS Devices
In this paper, the OPF problem is formulated in rectangular coordinates with current mismatch equations. Generators and loads are modelled as complex current injections at their buses. All FACTS devices are modelled as parametric complex current injections at related buses [17]. The motivation for these choices is to facilitate the calculation of the second order derivatives. First, in the most general case, there are up to three series controllable parameters associated with each line, which leads to a very high order power mismatch equation using polar coordinates, and solving the second order derivation in such formulation is very difficult. Second, with parametric current injections used to depict the effects of FACTS devices, the nodal admittance matrix stays constant during the optimization process. 

2.1.	Branch Model

A general branch model is shown in Fig.1 (a) which is similar to that in MATPOWER [10]. ,  and  are transmission line parameters. ,,  and  are complex voltages and currents at “from” and “to” ends of the branch. The series controllable parameters,  and  are used to describe the effects of TCSC, TCPS and ULTC, respectively. Shunt compensation devices can be modelled as extra susceptance at their buses so that they are not shown in Fig. 1.

Fig. 1.  Branch Modelling
It is expected that the effects of all the controllable parameters are represented by the auxiliary current injections at the two ends shown in Fig. 1 (b). Combining Fig. 1(a) with Fig. 1 (b), the auxiliary parametric complex current injections are obtained as

		(1)

where . Equation (1) exhibits that  and  are the functions of series controllable parameters and complex voltages at both ends of the line. 

2.2.	OPF Formulation

Current mismatch equations are chosen as equality constraints. In this formulation, bus voltages and generator current injections are taken as state variables. For the ith bus, the current mismatch equation is given by

	(2)

where  and  are the complex current injection of generators and the complex power injection of loads at the ith bus, respectively,  is the (i, k)th element in the constant nodal admittance matrix of the original network shown in Fig. 1 (b),  is the sum of the complex current injections induced by all the controllable devices related to the ith bus. 

							(3)

The last term in (3) denotes the complex current injection induced by shunt compensation devices at the ith bus. 
The following steady state security constraints of power systems are considered in our study: 

						(4)

The frequently-used objectives in OPF are minimizing generation cost, maximizing loadability and minimizing transmission losses, etc.
In the general case, the complete decision vector consists of the loadability factor, real and imaginary parts of bus voltages, real and imaginary parts of generator current injections, UTLC ratios, and setting values of all the FACTS devices. To a specific problem, the decision vector  may be chosen as a sub-vector of the complete decision vector by decision-makers.
To sum up, the OPF formulation with FACTS devices can be written in a compact form as (5) 

							(5)

where decision vector  is  dimensional,  is an  dimensional function specified by (2),  is an  dimensional function given by (4) and  is an objective function.
3.	Adaptive Barrier Filter Line-search IPM 
To develop a more robust IPM for OPF problems with FACTS devices, several critical improvements are made to existing OPF algorithms. First, the barrier parameter is not decreased until the current μ-barrier problem is solved to certain accuracy. Second, the centering parameter is chosen by an adaptive parameter update strategy in which the centering parameter is determined based on the minimization of a clear-cut quality function instead of simple heuristics used in previous algorithms. Third, corrector steps used in PC and MCC algorithms are abandoned. Forth, the filter line-search method is adopted to generate the next iterate. Fifth, when the line-search procedure cannot make sufficient progress and the step length becomes too small, a feasibility restore phase is initiated to obtain a new acceptable iterate. 
In this section, we first sketch out the framework of the new IPM and then go into the details of the adaptive barrier parameter update strategy, the filter line-search method and the feasibility restore phase.

3.1.	Outline of the New Interior Point Method

IPMs replace the original problem (5) with a sequence of μ-barrier problems:

						(6)

where andare slack variables, andis the positive barrier parameter. The augmented Lagrange function associated with (6) is constructed as

					(7)

where,  and  are Lagrange multipliers for equality and inequality constraints. Denote.andare  dimensional primal and  dimensional dual variables, respectively. The KKT optimality condition for μ-barrier problem (6) takes the form

					(8)

where ,  denotes the diagonal matrix with the elements of the vector  on the diagonal. Applying the Newton method to nonlinear algebraic equation (8), the Newton direction from current iterate can be obtained by solving the following linear system

							(9)

Then the next iterate is given by 

									(10)
									(11)

The maximum step lengths  and  are obtained by using the fraction-to-the-boundary rule to guarantee the positivity of ,,and.

					(12)
					(13)

where  is a safety factor determined by  in our implementation. Note that  and  are the actual step sizes for dual and primal variables, respectively. In conventional algorithms, is always set to 1. In this paper, it is determined by a backtracking filter line-search procedure which will be discussed later on.
Instead of changing barrier parameter at each iterate, the value of μ is kept intact until an approximate solution to the μ-barrier problem is obtained. The optimality error of a μ-barrier problem is defined as

								(14)

where

				(15)
						(16)
								(17)

,andrepresent the feasibility, optimality and centrality of the current iterate, respectively. For a given value of μ, in this paper, the μ-barrier problem (6) is solved to satisfy

									(18)

whereis a positive parameter determined by decision -makers. Then a new barrier parameter is obtained from the adaptive barrier parameter update strategy. The overall algorithm terminates if the approximate solution  satisfies

										(19)

where  is an error tolerance. 
The main steps of the novel IPM, named adaptive barrier filter-line search (ABFLS) IPM in this paper, are shown in Fig. 2, in which the details will be discussed next. 


Fig. 2. Flow Chart of ABFLS IPM

3.2.	Adaptive Barrier Parameter Update Strategy

The barrier parameter is usually chosen to be proportional to the current complementarity gap

									(20)

whereis the centering parameter. has significant influence on the convergence of IPM algorithms. If  is selected, the barrier parameter, the KKT equation (8), and further the Newton direction (9) are successively determined. In the PD algorithm,is simply set to a constant. In the PC and MCC algorithms, some simple heuristics are employed to update. The adaptive barrier parameter update strategy is originally proposed in [7], and it is firstly adopted in OPF problems with FACTS devices in this paper. 
Note that when algorithms converge, the norm of mismatch vector of equation (9) approaches 0. Therefore, the selected  should provide minimum value of quality function

							(21)

where  and  can be calculated by successively applying (20), (9), (12), (13), (10) and (11). The value of in (10) is set to 1 at this stage.
However, the evaluation of  is too expensive because it needs to compute the new iterate for every trial value of. To circumvent this obstacle, (21) can be expressed as (22)  considering,and are all linear functions, since the solution of the linear equation can be exactly achieved by just one Newton step. 

					(22)

Although the quality functionis substituted by in purpose of reducing computation burden, the trend induced byis the same as by. Practically, a larger value of, i.e. a conservativeupdate, will lead to relatively longer step lengths and smaller values of the first two terms in (22). However a large complementary gap will be produced meanwhile, so that the values of the last two terms in (22) are larger. The optimal value of can balance long step lengths and smaller complementary gap.
To search the optimal , new iterate with respect to trial must be computed. Note that the Hessen matrix is not related to and the RHS of the Newton equation (9) is a linear function of , therefore

							(23)
							(24)

After obtaining ,, and , and  can be easily computed for any trial value of  from (23) and (24), and it is only twice that the linear system (9) is solved for and 1. Also, it only takes a few vector operations to evaluate the step length  and  according to (12) and (13). Thus,  can be cheaply computed and applied to a one-dimensional search scheme.

3.3.	Filter Line-search Method

Taking the maximum step size  is not always beneficial to the convergence of the algorithm especially when the current iterate is far away from the optimal point. It is a common strategy to determine the actual step size by applying a backtracking line-search procedure to explore a decreasing sequence of the step size coefficient  with an initial value of 1. In the context of solving the μ-barrier problem in IPM, the filter method, originally proposed by Fletcher and Leyffer [11], is implemented in [8, 9]. 
The basic idea of the filter method is to find a new iterate providing progress in terms of either objective function  or constraints violation

								(25)

compared with current and previous iterates. Therefore  pair defines a “taboo region”:

				(26)

where  and  are small safety constant parameters and  in our implementation. The algorithm maintains a “filter”, which is the union of taboo region corresponding to the current and previous iterates

										(27)

The trial point  is accepted as the next iterate if 

								(28)

and then the filter is augmented to form the taboo region of the next iterate

										(29)

Otherwise,  is rejected and . Then the new trial point is calculated and tested. This process is repeated until an acceptable  is found or  is less than . If the latter happens, the algorithm gives up the line-search procedure and initiates the feasibility restore phase to compute a new acceptable iterate.
If the current μ-barrier problem is successfully solved to expected accuracy, the filter is reset to an empty set.

3.4.	Feasibility Restore Phase

The feasibility restore phase [9] aims at finding a new iterate acceptable to the current filter by reducing the constraints violation. It is intuitively formulated as an optimization problem to find a feasible point being the closest to the current point:

							(30)

where  is a diagonal scaling matrix whose elements are 

							(31)

Since the objective is a positive definite quadratic function, the optimal solution to problem (30) is usually a strict local minimum in the manifold defined by the equality constraints of (30), which makes problem (30) relatively easier to solve. The augmented Lagrangian Method [12] with projected Newton steps [13] is applied to solve this problem in this paper. 
The algorithm terminates and reverts to regular IPM iterations once an acceptable point is obtained. 
4.	Case Studies
Comparative studies among PD, PC, MCC and the proposed ABFLS IPMs are reported in this section. Comparison is made from both efficiency and robustness perspectives on not only IEEE standard test systems but also real-world systems. Some difficult operational conditions are also considered to assess the robustness of the proposed method. In addition, to the proposed ABFLS IPM, the relationship between problem scale and its performance is discussed.
In all the tests, we take maximizing the loadability as the objective function to assess the methods under possibly heavier load level. In such condition, the number of binding inequality constraints should be much higher than that under lower load level, which results in more difficult OPF problems. In this way, we can differentiate all the studied methods in robustness.
All the four algorithms are coded in MATLAB running on a personal computer with Intel Core i5 1.80-GHz CPU and 3.85 GB of RAM. All system data is extracted from MATPOWER.
The centering parameter for PD algorithm is set to 0.2. In PC and MCC algorithms, centering parameters are determined by the same heuristic used in [5]. The MCC algorithm runs with the same parameter as in [14]: , , ,  and . In the ABFLS algorithm, . The convergence tolerance  is set to 10-4. In the adaptive barrier update strategy, the golden section method is applied in the interval of  and terminates after 12 evaluations of the quality function, or the search interval becomes smaller than 10-2. 

4.1.	  Case studies on IEEE Standard Test Systems

We first evaluate all the algorithms by applying them to maximizing loadability problems on IEEE test systems with different types and numbers of FACTS devices. Ten types of problems are defined and shown in Table 1 and all tests are carried out on these problems. 

Table 1 Problem Types

Problems	FACTS Devices Installed		Problems	FACTS Devices Installed
P1	10 SVC		P6	10 TCPS
P2	20 SVC		P7	10 SVC & 10 TCSC
P3	5 TCSC		P8	10 SVC & 10 TCPS
P4	10 TCSC		P9	10 TCSC & 10 TCPS
P5	5 TCPS		P10	10 SVC & 10 TCSC & 10 TCPS

In the first numerical experiment, P1 to P10 type problems are generated on every test system by randomly installing corresponding FACTS devices. With all the four algorithms applied to those problems, the numbers of iterations to convergence are recorded. The results of IEEE-57, -118 and -300 bus systems are shown in Table 2, 3, and 4, respectively.  The case that convergence is not achieved within 500 iterations is considered a failure and denoted as “F”.
Table 2 Number of Iterations on IEEE-57 System

Algorithms	Problems
	P1	P2	P3	P4	P5	P6	P7	P8	P9	P10
PD	58	33	79	F	37	37	43	F	49	48
PC	23	33	24	21	26	30	64	32	F	126
MCC	12	11	10	F	9	10	13	12	84	176
ABFLS	12	11	18	19	13	14	17	14	21	32


Table 3 Number of Iterations on IEEE-118 System

Algorithms	Problems
	P1	P2	P3	P4	P5	P6	P7	P8	P9	P10
PD	93	161	45	54	46	41	37	52	42	360
PC	29	27	49	67	30	44	33	39	66	53
MCC	67	31	51	83	73	39	37	61	26	96
ABFLS	22	19	19	19	23	22	26	26	30	63

Table 4 Number of Iterations on IEEE-300 System

Algorithms	Problems
	P1	P2	P3	P4	P5	P6	P7	P8	P9	P10
PD	52	49	F	116	48	F	F	F	F	129
PC	F	127	F	F	F	F	F	77	F	F
MCC	111	52	144	42	39	33	F	23	F	F
ABFLS	28	25	38	36	45	24	28	22	52	47

Previous papers [5, 14] report that the MCC algorithm generally outperforms the PC algorithm and PC algorithm compares favorably with the PD algorithm in efficiency. This phenomenon has also been observed in our calculation especially on IEEE-57 system (Table 2) which is the smallest test system in our experiment. The performance of the PC and MCC algorithms on P1-P3 and P5-P8 problems on the IEEE-57 system shows their acceleration effect compared with the PD algorithm. However, as the increase of system scale and the number of FACTS devices, the acceleration effect of the PC and MCC algorithms becomes rather uncertain. The experiments on the IEEE-118 and IEEE -300 systems show that they do not necessarily give better performance than the PD algorithm. Even on the IEEE-57 system, their unfavorable performance on P9 and P10 reveals that the placement of several FACTS devices (especially a considerable number of TCSCs) may deteriorate the convergence process of the PC and MCC algorithms. In our perspective, the fundamental reason for this phenomenon is that the PC and MCC algorithms for nonlinear OPF problems are direct extension of Mehrotra’s [15] and Gondzio’s [16] methods originally proposed for linear programming. Hence there is no sound theoretical foundation to guarantee their performance in nonlinear problems. In addition, the introduction of a considerable number of FACTS devices may intensify the nonlinearity of the problem formulation and thus impairs the acceleration effect of the PC and MCC algorithms. 
The performance of the proposed ABFLS algorithm is very stable. It needs slightly more iterations than MCC algorithm on simple problems. However, when the problems become harder, the ABFLS algorithm outperforms the MCC algorithm in terms of the number of iterations.
The first numerical experiment shows that IPMs may fail to converge on some hard problems, which motivates the need to study the robustness of all the four algorithms. In the second experiment, we randomly generate 100 sets of problems (P1-P6) on IEEE-300 system. Applying all the four algorithms to these problems, we record the percentage of problems successfully solved within 500 iterations by each algorithm. The results of this experiment are provided in Table 5.

Table 5 Success Rate Comparison on IEEE-300 System

Algorithm	Problems
	P1	P2	P3	P4	P5	P6
PD	65%	67%	67%	64%	62%	65%
PC	40%	49%	38%	29%	37%	33%
MCC	91%	94%	89%	75%	93%	94%
ABFLS	100%	100%	98%	92%	100%	100%

Table 5 shows that PC is the most unreliable one among the four algorithms. This observation agrees with the numerical results and discussion in [7] which reveals that some inconsistency of corrector steps may significantly increase the complementary gap and lead to convergence failure. Table 5 also exhibits the relatively high robustness of the ABFLS algorithm among all the four algorithms. This robust performance stems from the adaptive barrier parameter update strategy, the filter line-search method and the feasibility restore phase. 
No algorithm can guarantee 100% convergence on all problems. IPM sometimes falls into a locally infeasible point and in such condition the local minimizer of the constraint violation (25) is strictly greater than zero. If we still believe the problem is feasible, starting the algorithm from a different initial point might help.
Note that Table 5 reports the MCC algorithm is much more reliable than the PD and PC algorithms but only a bit less reliable than ABFLS algorithm. Comparing the MCC and ABFLS algorithms in terms of efficiency, we list the average iteration numbers and CPU time of the two algorithms if certain problem is successfully solved in Table 6. This shows that ABFLS outperforms MCC in terms of both robustness and efficiency.

Table 6 Average Iteration Number and CPU Time on IEEE-300 System

Algorithm	Problems
	P1	P2	P3	P4	P5	P6
MCC	iter	80.8	69.7	80.5	75.1	68.4	77.0
	time	8.3s	7.2s	8.6s	8.0s	7.3s	8.2s
ABFLS	iter	40.8	40.0	51.5	69.4	42.5	46.5
	time	5.0s	4.9s	6.9s	9.3s	5.7s	6.2s


4.2.	Case studies on Real-world Systems

The ABFLS IPM is also applied to large-scale real-world systems, including a 2736-bus, a 3012-bus and a 3120-bus systems. In our experiment, P1 type problems are randomly generated in all the above three systems. PD, PC, MCC and the proposed ABFLS IPMs are all employed to solve each problem.


Fig. 3. Centering and Barrier Parameters

Fig. 4. Convergence Criteria and Values of Beta


Fig. 5. Evolution of Objective Function (Loadability)

For saving space, only the performance of ABFLS IPM on the 2736-bus system is shown with details of the convergence process in Fig. 3, Fig. 4 and Fig. 5. In this case, 28 μ-barrier problems are generated and solved to expected accuracy, and the number of iterations for the overall problem is 30. Fig. 3 shows that the barrier parameter μ decreases non-monotonously since centering parameter  is greater than 1 at some iterations. Those larger values of  help to avoid small step lengths at certain iterations, which improves the robustness of the algorithm. Fig. 4 presents the convergence of three criteria and the values of  at each iteration. Those less than 1 values of  prevent unfavorable long steps and benefit the convergence process. The evolution of objective function is shown in Fig. 5. Since the initial point (base load flow) is infeasible (violating some voltage magnitude limits), the loadability first drop to a lower value to find a feasible point and then level up to reach the maximal value slightly smaller than the initial value.
Table 7 reports the comparison among PD, PC, MCC and ABFLS on real-world systems. It shows that ABFLS is generally more robust and needs less iterations.

Table 7 Number of Iterations of Different IPMs on Real-world Systems

Algorithm	Problems
	Case2736	Case3012	Case3120
PD	63	F	63
PC	55	69	90
MCC	65	F	44
ABFLS	30	42	38


4.3.	Case Study under Difficult Operation Condition

The OPF problems can be made more difficult not only by the introduction of FACTS devices but also unfavourable operation conditions, especially very tight operational limits [6]. In this subsection, we exam the robustness of the proposed method compared with other methods by gradually tightening the operational limits. Two groups of tests have been conducted. In the first group, we set the voltage magnitude limits of all the buses  p.u. with the parameter  gradually decreasing from 0.05 to a value with which all these methods fail to converge. In the second group, we set the line current magnitude limits  with a common parameter  gradually decreasing from 1 to a value with which all these methods fail to converge. The experiments are conducted on IEEE 39-bus system with no FACTS device. Comparison is made among PC, MCC and the proposed ABFLS algorithms. The results are reported in Fig. 6 and Fig. 7.
In the first group of tests, all three methods fail to solve the problem with the parameter . The numbers of iteration needed by each method with parameter  decreasing from 0.05 to 0.006 by 0.001 in each step are presented in Fig. 6. This figure shows that ABFLS algorithm is able to solve all the problems while PC and MCC fail at some problems.  Particularly, for , both PC and MCC fail whereas ABFLS successfully solve this extremely difficult problem to required accuracy although with 451 iterations. In the second groups of tests, the parameter  decreases from 1 to 0.28 and all the three methods fail to solve the problem with . Fig. 7 pictures the numbers of iteration needed for each method to converge for parameters from 1 to 0.3 by decreasing 0.02 in each step. Also, we can observe from Fig. 7 that the ABFLS solves all the problems while PC and MCC fail at some cases. These results coincide with our previous observation that the proposed ABFLS algorithm needs slightly more iterations than MCC on simple problems but is generally more stable and robust on hard problems. In addition, PC is the least robust among the three.

Fig. 6. Number of Iteration to Convergence with Different 


Fig. 7. Number of Iteration to Convergence with Different 


4.4.	Relationship between System Scale and Performance

We generate another set of P1 type problems on 14-, 30-, 39-, 57-, 118-, 300-, 2736-, 3012-, and 3120-bus systems. With the proposed ABFLS IPM applied to those problems, the numbers of iterations and time for all problems are presented in Table 8.

Table 8 Performance of the ABFLS IPM on Different Systems

Systems	14	30	39	57	118	300	2736	3012	3120
iter	16	18	29	15	44	39	37	36	50
time (s)	0.8	1.0	1.3	0.9	3.1	4.8	113.3	181.0	261.8

The number of iterations is not sensitive to problem scale, while the time consumed per iteration is nearly propositional to the problem scale. Hence there is roughly a linear or at least a super-linear relationship between the overall time and the problem scale.

5.	Conclusion
In the engineering computation practice, the convergence reliability of exist IPM algorithms is not high enough when they are applied to solve the OPF problems, especially there are a large quantity of FACTS devices in power systems. In view of this, three measures, namely the adaptive barrier update strategy, the filter line-search method and the feasibility restore phase, have been simultaneously introduced in the conventional primal-dual interior point method framework to enhance the robustness of OPF algorithms in this paper. About ten thousands of numerical tests on both standard systems and large-scale real-world systems for this ABFLS IPM have demonstrated its convergence reliability. Comparative case studies show that the performance of the PC and MCC algorithms degrades as system scale and the FACTS device number increase. The proposed ABFLS algorithm is reliable and efficient, and outperforms the famous PD, PC and MCC algorithms in both robustness and efficiency.
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