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1.1. Motivation und Überblick
Für die Entwicklung intelligenter technischer Systeme, die selbstständig
in menschlicher Umgebung agieren sollen, ist die Fähigkeit der Wahr-
nehmung des Verhaltens von Menschen von entscheidender Bedeutung.
Die Anwendungsgebiete für solche Systeme sind vielfältig: Zum einen
ist die Mensch-Maschine-Interaktion zu nennen. Dazu zählen Roboter,
die mit Menschen interagieren und kommunizieren, sowie intelligen-
te Umgebungen, die sich beispielsweise durch Gesten steuern lassen.
Andere Einsatzmöglichkeiten finden sich in der Sicherheitstechnik und
der verhaltensbasierten Biometrie, wozu die Identifikation von Perso-
nen durch die Analyse ihres Verhaltens, z. B. ihres Ganges, zählt [96].
Auch können die Animationstechnik, die Sportwissenschaft und die
Medizintechnik von der Modellierung und Analyse menschlicher Be-
wegungen profitieren. Schließlich sei die automatische Annotation von
Videodaten genannt, welche eine inhaltsbasierte Durchsuchung von
Video-Datenbanken ermöglicht.
Der allgemeine Ablauf der Aktivitätsanalyse lässt sich folgenderma-
ßen zusammenfassen: Am Anfang steht die Datenerfassung durch Einsatz
von Sensoren. Der nächste Arbeitsschritt ist die Merkmalsextraktion. Diese
zielt darauf ab, relevante Informationen aus den vorhandenen Sensor-
daten zu gewinnen und in einer bestimmten Form zu repräsentieren.
Diese Darstellung dient anschließend der Modellierung und Analyse der
beobachteten Bewegungen.
Diese Arbeit befasst sich ausschließlich mit der Aktivitätserkennung
auf Basis von Videoaufnahmen. Die Interpretation von Bewegungen
durch maschinelles Sehen funktioniert bereits gut in einfachen, kontrol-
lierten Umgebungen. Komplexe Aktivitäten in unkontrollierten Szena-
rien bleiben jedoch ein ungelöstes Problem. Je nach Anwendungsfall
1
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stehen unterschiedliche Aspekte im Vordergrund, von der Klassifika-
tion von Aktivitäten, Szenen, Körpersprache und Mimik bis hin zur
detaillierten Analyse und Rekonstruktion der Bewegungen einzelner
Körperbereiche. Diese verschiedenen Aufgaben sind mit spezifischen
Anforderungen verbunden, und so gibt es eine Vielzahl von Ansätzen,
sie zu meistern. Die existierenden Herangehensweisen lassen sich in
zwei große Klassen einteilen. Die erste basiert auf der Extraktion von In-
formationen über die genaue Pose von Menschen, meist mit Hilfe eines
Modells des menschlichen Körpers. Die zweite Klasse ist die modellfreie
Verarbeitung, welche Merkmale über den Bild- und Bewegungsinhalt
von Videos zur Interpretation heranzieht.
Das Körper-Tracking befasst sich damit, die genaue Pose einer Person
zu ermitteln und über der Zeit zu verfolgen. Das Ziel besteht darin, eine
detaillierte Beschreibung menschlicher Bewegungsabläufe zu erhalten.
Bei der Ermittlung der Pose eines einzelnen Zeitpunktes spricht man
von Posenschätzung, während die Verfolgung über mehrere Zeitschritte
als Posen-Tracking bezeichnet wird. Kommerzielle Systeme – sog. Mo-
tion Capturing-Systeme – verwenden häufig spezielle Marker, die am
menschlichen Körper angebracht werden, oder benötigen sehr viele Ka-
meras. Technische Systeme, die sich nahtlos in ein menschliches Umfeld
eingliedern sollen, müssen sich Methoden bedienen, die ohne Senso-
ren oder Marker auskommen, welche direkt am Menschen angebracht
werden. Hierzu sind Verfahren von Interesse, die zum Posen-Tracking
alleine auf Basis der Aufnahmen einer oder mehrerer Kameras in der
Lage sind. Das markerlose Körper-Tracking mit wenigen Kameras und in
unkontrollierten Umgebungen wird jedoch bisher nicht gut beherrscht
[63], und es besteht noch großer Forschungsbedarf, um diese Technologi-
en handhabbarer zu machen und neue Einsatzmöglichkeiten außerhalb
des Labors zu erschließen.
Modellfreie Verfahren der Bewegungsanalyse extrahieren bestimmte
Merkmale aus Videodaten, welche verschiedene Informationen reprä-
sentieren. Solche Methoden kommen mit geringerem Aufwand, weniger
Vorwissen und weniger Aufnahmeperspektiven als das Körper-Tracking
aus und sind somit flexibler in ihren Einsatzmöglichkeiten, vor allem
im Hinblick auf die Verarbeitung von beliebigen Aufnahmen in un-
kontrollierten Szenarien. Bei der Aktivitätserkennung besteht das Ziel
2
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außerdem nicht in der Gewinnung einer genauen Beschreibung des
Posenverlaufs, sondern darin, eine Aussage darüber zu treffen, welche
Aktivitäten in einer Szene auftreten. Daher wird in diesen Fällen in
der Regel auf merkmalsbasierte Verfahren zurückgegriffen [48]. Durch
Bild- und Videomerkmale können vielfältige Informationen repräsentiert
werden. Hierzu zählen Bildinformationen, welche das Erscheinungsbild
beteiligter Personen bzw. Objekte codieren. Beispiele solcher Merkmale
sind Bildgradienten oder andere Bildmerkmale. Bewegungsmerkmale re-
präsentieren explizit die in einer Sequenz enthaltene Bewegung. Hierzu
ist beispielsweise der optische Fluss eine beliebte Informationsquelle.
Neben isolierten Merkmalen können auch Informationen über den Zu-
sammenhang zwischen den Merkmalen betrachtet werden. Solche Struk-
turinformationen machen eine Aussage über die örtliche bzw. zeitliche
Konfiguration auftretender Merkmale. Schließlich können Kontextinfor-
mationen hinzugezogen werden, um beispielsweise die Umgebung zu
beschreiben, in der sich eine Aktion abspielt, oder um anderes vorhan-
denes Zusatzwissen einzubringen.
Zur Aktivitätsanalyse müssen zunächst eine geeignete Modellform ge-
wählt und die Modellparameter durch einen Lernprozess ermittelt wer-
den. Dies erfolgt meist überwacht, wobei Trainingsdaten mit bekanntem
Bewegungsinhalt zum Lernen des Modells herangezogen werden. Die
Erkennung von Aktivitäten kann als Klassifikationsproblem angesehen
werden. Die Aufgabe dabei besteht darin, das Verhalten von Menschen
in verschiedene Kategorien einzuteilen. Eine der Herausforderungen bei
der Modellierung von Aktivitäten ist die große Variabilität in der Aus-
führung. Bewegungsarten, welche die gleiche semantische Bedeutung
besitzen, können sehr unterschiedliche Merkmale hervorbringen. Anfor-
derungen an ein Aktivitätsmodell sind, einerseits über alle möglichen
Varianten einer Aktivitätsklasse verallgemeinern zu können und anderer-
seits zwischen den verschiedenen Klassen zu diskriminieren. Ein weiterer
Aspekt ist die Formulierung von geeigneten Kategorien. Komplexe Akti-
vitäten setzen sich aus einfacheren Aktionen zusammen. Dabei stellt sich
die Frage, ob eine direkte Modellierung der gesamten Aktivität oder eine
hierarchische Darstellung auf Basis atomarer Aktionen zu bevorzugen
ist. Für reale Anwendungen ist außerdem nicht nur eine Klassifikation
isolierter Aktivitäten gefragt, sondern auch deren Segmentierung. Diese
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hat die Aufgabe, fortlaufende Beobachtungen in einzelne Sequenzen zu
unterteilen, welche jeweils eine zusammenhängende Aktion enthalten.
In vielen verwandten Arbeiten wird die Thematik der Segmentierung
bzw. Detektion von Aktionen vernachlässigt. Auch zielen die meisten
etablierten Datensätze auf die Evaluation von Methoden der Aktivi-
tätserkennung ab und beinhalten kurze Videosequenzen mit bereits
segmentierten Aktionen.
1.2. Zielsetzung und Struktur dieser Arbeit
Im Rahmen dieser Arbeit wird zunächst die Extraktion von Merkmalen
zur Repräsentation von Aktivitäten behandelt. Hierzu wird sowohl das
markerlose Körper-Tracking als auch ein merkmalsbasierter Ansatz be-
trachtet. Der Fokus liegt dabei auf der Extraktion und Repräsentation
des dynamischen Inhaltes von Aktivitäten. Anschließend wird auf Basis
der gewonnenen Merkmale eine Aktivitätserkennung durchgeführt. Ex-
plizite Informationen über beteiligte Objekte, den Kontext der Szene
oder Interaktionen zwischen Personen werden dabei nicht betrachtet.
Zunächst wird in Kapitel 2 auf den Stand der Technik der für die-
se Arbeit relevanten Themengebiete eingegangen. In Kapitel 3 wird
eine Methode des dreidimensionalen, markerlosen Körper-Trackings
vorgestellt. Dabei wird die Pose einer Person auf Basis eines Körpermo-
dells durch Gelenkwinkel repräsentiert. Das Tracking der Pose erfolgt
mit einem evolutionären Algorithmus. Als Beobachtungen werden Ka-
meraaufnahmen mehrerer Perspektiven verwendet. Die ausgeführte
Bewegung der Person wird somit durch die geschätzten Gelenkwinkel-
Verläufe repräsentiert, welche reichhaltige Informationen über die Bewe-
gungsdynamik enthalten. Kapitel 4 behandelt einen merkmalsbasierten
Ansatz der Bewegungserfassung. Hierbei besteht die Zielsetzung dar-
in, Merkmale über den dynamischen Bewegungsablauf zu extrahieren,
welche auch komplexe Aktivitäten repräsentieren können. Dazu wer-
den lokale Merkmale detektiert, die besonders charakteristisch für die
in einer Sequenz vorhandene Bewegung sind, und ein Tracking dieser
Merkmale über einen längeren Zeitraum ausgeführt. Die resultierenden
Merkmalstrajektorien werden durch ihren Verlauf sowie Informationen
über Textur und Bewegung in ihrer lokalen Umgebung dargestellt. In
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Kapitel 5 werden die gewonnenen Merkmale zur Modellierung und
Erkennung von Aktivitäten eingesetzt. Neben der reinen Klassifikati-
on von Aktionen wird auch der Aspekt der Segmentierung betrachtet.
Hierbei wird ein Ansatz verfolgt, die Erkennung und Segmentierung
gemeinsam durchzuführen, indem eine Abfolge von Aktionen durch ein
sequenzielles Modell repräsentiert wird. Schließlich wird in Kapitel 6
diese Arbeit zusammengefasst und ein Ausblick auf weiterführende
Forschungen gegeben.
1.3. Eigener Beitrag
In diesem Abschnitt wird eine Übersicht über die eigenen Beiträge dieser
Arbeit zum Stand der Technik gegeben.
Hierzu gehört das Evolutionäre Posen-Tracking (EVP) – eine neue Me-
thode des dreidimensionalen, markerlosen Körper-Tracking. Dieses baut
auf verwandten, auf Partikelfiltern basierenden Verfahren auf, verwen-
det stattdessen jedoch einen evolutionären Algorithmus zur Posenschät-
zung. Der wesentliche Vorzug dieser Methode ist das Zusammenspiel
der gewählten Evolutionsfaktoren um eine effiziente Durchsuchung
des Zustandsraumes zu erzielen. In Versuchen wird gezeigt, dass hier-
mit ein erfolgreiches Tracking mit deutlich geringerem Aufwand als
bei verwandten Ansätzen gelingt. Zusätzlich wird ein erweitertes Dy-
namikmodell vorgeschlagen und am Beispiel von Geh-Bewegungen
evaluiert, welches Trackingfehler aufgrund von Mehrdeutigkeiten in
Kamerabildern, v. a. im Falle weniger Aufnahmeperspektiven, reduziert.
Für die merkmalsbasierte Aktivitätserfassung wird eine neue Metho-
de zur Gewinnung von Merkmalstrajektorien entwickelt. Diese zeichnet
sich durch die Selektion besonders relevanter Merkmale und ein robus-
tes Tracking aus. Dazu wird eine Initialisierungsmethode vorgeschlagen,
welche nur dynamische und saliente Merkmale in den Trackingprozess
aufnimmt. In verwandten Arbeiten wird zum Merkmalstracking häufig
der optische Fluss verwendet. Dieser eignet sich jedoch v. a. zur Gewin-
nung von Trajektorien kurzer Dauer, da das Merkmalstracking schnell
abdriftet. Um dies zu verhindern, werden in dieser Arbeit Texturmerk-
male auf Basis von Local Binary Patterns zum Tracking hinzugezogen.
In Experimenten wird gezeigt, dass das in dieser Arbeit entwickelte
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Verfahren Langzeit-Trajektorien von hoher Qualität liefert, die besser
in der Lage sind, komplexe Ereignisse in Videos zu modellieren, als
Trajektorien, die nur sehr kurze Merkmalsverläufe enthalten.
Zur Repräsentation der gewonnenen Trajektorien werden außerdem
durch das SURF (Speeded-Up Robust Features) Verfahren inspirierte De-
skriptoren vorgestellt, welche mit geringerem Aufwand als die häufig
verwendeten Histogramm-basierten Deskriptoren berechnet werden
können und vergleichbare Ergebnisse liefern.
Die Aktivitätsmodellierung auf Basis von Merkmalstrajektorien zielt
in verwandten Arbeiten auf die Klassifikation bereits segmentierte Akti-
onsabschnitte ab. Im Gegensatz dazu wird in dieser Arbeit die Aufgabe
der Segmentierung mitberücksichtigt. Dazu werden die Merkmalstrajek-
torien in ein probabilistisches Sequenzmodell eingebunden, welches eine
gemeinsame Segmentierung und Klassifikation aufeinanderfolgender
Aktionen umsetzt.
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Wie bereits in Kapitel 1 erläutert wurde, lassen sich die Herangehens-
weisen der Merkmalsextraktion zur Repräsentation menschlicher Be-
wegungen einteilen in das Posen-Tracking und die merkmalsbasierte
Bewegungserfassung. Diese beiden Ansätze werden in den nächsten
beiden Abschnitten diskutiert. Anschließend wird auf die Aktivitätser-
kennung eingegangen. Darauf folgend werden verwandte Methoden im
Detail besprochen, die eine Aktionserkennung basierend auf Merkmal-
strajektorien durchführen.
2.1. Bildbasiertes markerloses Posen-Tracking
Ausführliche Übersichten über das markerlose Körper-Tracking sind
beispielsweise in [63–65, 73, 87] zu finden. Zu den Herausforderungen
dabei zählt die Komplexität der menschlichen Anatomie und der mög-
lichen Posen. Andere Schwierigkeiten ergeben sich aus Unterschieden
im Aussehen und der Kleidung von Personen, sowie verschiedenen
Umgebungsbedingungen. Die Posenschätzung ist schwieriger als das
Posen-Tracking, da bei Letzterem bereits eine Initialpose aus dem vo-
rigen Zeitpunkt vorliegt, und lediglich in einer gewissen Umgebung
dieses Startwertes nach der aktuellen Pose gesucht werden muss. In
der jüngeren Forschung verschmelzen die beiden Themengebiete zu-
nehmend [86]. Besonders schwierig gestaltet sich das Posen-Tracking
bei der Verwendung weniger oder sogar nur einer Kamera. Die meisten
Mehrdeutigkeiten bei der Zuordnung zu verschiedenen Posen rühren
vom Verlust dreidimensionaler Information bei der Bildaufnahme [86],
welcher durch die Verwendung mehrerer Kameras teilweise ausgegli-
chen werden kann. Das robuste Körper-Tracking mit weniger als vier
Kameras zählt zu den künftigen Hauptaufgaben der Forschung [87].
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Die verschiedenen existierenden Ansätze der Posenschätzung
bzw. des Posen-Trackings können in modellfreie und modellbasierte An-
sätze eingeteilt werden, je nachdem ob eine explizite Modellierung des
menschlichen Körpers durchgeführt wird oder nicht.
2.1.1. Modellfreie Ansätze
Die modellfreie bzw. direkte Posenerkennung kann durch die Detektion
einzelner Körperteile erfolgen. Dabei wird der menschliche Körper als
Menge von Körperteilen modelliert, die durch statistische Bedingungen
zusammenhängen [86]. Anstelle eines Körper-Trackings erfolgt hier eine
Detektion der unterschiedlichen Körperteile. Vorteile sind, dass jedes
Bild individuell verarbeitet werden kann, was z. B. bei schnellen Bewe-
gungen nützlich ist, sowie die Fähigkeit, mit Verdeckungen umzugehen
[65]. Außerdem wird die Problematik umgangen, eine Inferenz in einem
hochdimensionalen Raum durchzuführen, da diese durch mehrfache
Inferenz in niederdimensionalen Räumen ersetzt wird [86].
In [88] wird der Körper durch eine lose Ansammlung an Körperteilen
in Form eines ungerichteten graphischen Modells repräsentiert. Die Ge-
lenke sind die Knoten des Modells und die Kanten stellen kinematische
Zusammenhänge zwischen den Gelenken und weitere Randbedingun-
gen dar. Die Posenschätzung und das Tracking lassen sich damit als
Inferenz im Modell formulieren. Es werden sowohl die Posenschätzung
in Einzelbildern als auch das Posen-Tracking behandelt, wobei beim
Tracking deutlich bessere Ergebnisse erzielt werden. Die Gewichtungs-
funktionen, welche zum Vergleich mit den vorliegenden Beobachtungen
dienen, setzen sich aus Vordergrundsilhouetten, Kanten und Detektoren
einzelner Körperteile zusammen. Bei Pictorial Structures [4, 50, 107] wer-
den diskriminative Modelle der zweidimensionalen Erscheinung von Po-
sen gelernt. Sie werden weitläufig bei der 2D-Posenschätzung eingesetzt
und können durch gemeinsame Inferenz über mehrere 2D-Projektionen
auf die dreidimensionale Posenschätzung erweitert werden [3]. Die
in [3] verwendeten Bildmerkmale basieren auf Farbe oder Grauwert-
Histogrammen. Die Modellierung erfolgt mit einem Conditional Random
Field (CRF), welches in Potentiale bzgl. einzelner Körperteile zerlegt
wird. In [34] werden nicht nur Bildinformationen genutzt, sondern auch
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Merkmale, die spezifische Bewegungsinformationen von Körperteilen
bei unterschiedlichen Posen beschreiben.
Laut [87] sind teilbasierte Ansätze bisher zu ungenau und eignen sich
v. a. für die Initialisierung generativer Methoden, die ein kinematisches
Körpermodell verwenden. Eine andere Herangehensweise ist die di-
rekte Codierung des Erscheinungsbildes verschiedener Posen in den
vorhandenen Beobachtungen, z. B. in Form von Silhouetten oder Bild-
merkmalen [10]. Das Training erfolgt häufig mit synthetisch erzeugten
Daten [65]. Diese Methoden können allerdings schlecht mit nicht im
Training beobachteten Eingangsdaten umgehen, und große Trainingsda-
tensätze führen zu mehr Ambiguitäten bei der Zuordnung [65].
2.1.2. Modellbasierte Ansätze
Bei der modellbasierten Erkennung wird ein Modell des menschlichen
Körpers angenommen, welches die kinematischen Eigenschaften und
das Erscheinungsbild von Personen explizit repräsentiert. Diese Heran-
gehensweise ist in einigen der frühesten Arbeiten des Themengebietes
zu finden und stellt nach wie vor eine der dominanten Forschungsrich-
tungen dar [65]. Häufig werden bei der modellbasierten Posenschätzung
generative Ansätze verfolgt. Die grundsätzliche Vorgehensweise dabei
ist „Synthetisieren und Testen“, d. h. es werden Posenhypothesen gebil-
det, welche dann mit Hilfe der vorliegenden Beobachtungen bewertet
werden.
Häufig wird der menschliche Körper als kinematische Kette im drei-
dimensionalen Raum repräsentiert. Die einzelnen Körperteile können
beispielsweise durch Zylinder angenähert werden, welche über die
Gelenke miteinander verbunden sind. Die Konfiguration des Modells
bzw. der Zustandsvektor gibt die Pose der Person an. In [37] wird ge-
zeigt, dass durch Verwenden eines hochgenauen Gitter-Modells, welches
speziell an eine Person angepasst wird, starke Verbesserungen in der Ge-
nauigkeit des Körper-Trackings erreicht werden können. Eine geläufige
Formulierung des Körper-Trackings ist als Bayes’sches Schätzproblem
[27, 83]. Das Ziel dabei ist die Schätzung der A-posteriori-Dichte des
Zustandsvektors bei vorhandenen Beobachtungen. Die Bewertung von
Zustandshypothesen mit den vorliegenden Beobachtungen erfolgt mit
der Gewichtungsfunktion, häufig auch Likelihood genannt. Häufig ver-
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wendete Gewichtungsfunktionen basieren auf Körpersilhouetten und
-kanten [27, 28, 85].
Eine große Herausforderung stellt die hohe Dimensionalität des Zu-
standsraumes dar. Frühe Algorithmen des Körper-Trackings waren meist
deterministischer Natur [65]. Da diese nur eine Zustandshypothese ver-
folgen, scheitern sie häufig an Mehrdeutigkeiten. Ein robusteres Tracking
kann mit stochastischen Methoden wie dem Partikel-Filter erreicht wer-
den. Jedoch ist auch dieses unzureichend für das Posen-Tracking [38,
65]. Dies liegt u. a. daran, dass aufgrund des hochdimensionalen Zu-
standsraumes eine sehr große Partikelanzahl benötigt wird. Um dieses
Problem zu lösen wird beim Annealed Partikel-Filter (APF) [27, 28] der
Partikel-Filter-Ansatz mit simuliertem Annealing – einem globalen Opti-
mierungsverfahren – kombiniert. Eine eng verwandte Methode ist das
Interacting Simulated Annealing-Partikel-Filter (ISA) [38]. Auch andere
Optimierungsverfahren wurden bereits für das Körper-Tracking vorge-
schlagen. In [49] wird eine hierarchische Partikelschwarm-Optimierung
durchgeführt. [37] kombiniert lokale und globale Optimierungsverfah-
ren in einem mehrstufigen Algorithmus. In der ersten Stufe erfolgt die
Posenschätzung mittels ISA, welches ein robustes Tracking und eine
automatische Initialisierung der Pose ermöglichst. Nachfolgend erfolgt
eine Verfeinerung der Pose durch lokale Optimierung und Filterung.
Viele generative Modelle liefern gute Ergebnisse, wenn viele Kamera-
blickwinkel vorhanden sind. In Szenarien mit einer oder wenigen Ka-
meras besteht jedoch noch großer Forschungsbedarf [85, 86]. In diesen
Fällen ist ein aussagekräftiges A-priori-Modell für die beobachteten Be-
wegungsmuster sinnvoll bzw. notwendig. Häufig werden diese Modelle
aus Trainingsdaten gelernt (z. B. Motion Capture-Daten oder manuell an-
notierte Trainingssequenzen) [1, 84]. Solche Modelle sind effektiv, aber
nur begrenzt einsetzbar in allgemeinen Szenarien, da sie nur wenige Be-
wegungsarten und nur eine geringe Variation innerhalb der Bewegungs-
arten erlauben [65, 86]. Der Versuch, ein möglichst allgemeingültiges
Bewegungsmodell zu lernen, wird beispielsweise in [83] unternommen.
Andere Ansätze zur Erzeugung allgemeingültiger Dynamikmodelle stre-
ben eine physikalische Modellierung menschlicher Bewegungen und der
Interaktion zwischen Personen und der Umgebung an [13, 14]. Bisher
reichen diese Methoden aber nicht an gelernte (personenspezifische)
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Modelle heran [87]. Anstelle der Verwendung allgemeingültiger Dyna-
mikmodelle wird in [108] die Posenschätzung durch eine gekoppelte
Aktionserkennung unterstützt. Zunächst wird eine Aktionserkennung
vorgenommen, deren Ergebnis als A-priori-Verteilung der Aktionsklas-
sen in die nachfolgende Posenschätzung einfließt. Dabei wird für jede
Aktion eine niederdimensionale Repräsentation des Zustandsraumes
gelernt und eine Optimierung mit Interacting Simulated Annealing (ISA)
über die aktionsspezifischen Zustandsräume durchgeführt.
2.2. Merkmalsbasierte Bewegungserfassung
Die Methoden der Merkmalsextraktion werden hier ähnlich wie in [72]
in globale und lokale Bildrepräsentationen eingeteilt. Ausführliche Zu-
sammenfassungen der Thematik sind beispielsweise in [72, 96, 101] zu
finden.
2.2.1. Globale Merkmale
Globale Bewegungsmerkmale repräsentieren Informationen über den ge-
samten Bereich einer Bildfolge, in der sich die Bewegung abspielt. Die
Interessensregion des Akteurs kann z. B. durch Personendetektion und
-tracking oder Hintergrundsubtraktion detektiert werden. Aus dieser
Interessensregion werden Templates für verschiedene Aktionen gebil-
det. Beim Motion Energy Image (MEI) [11] und bei Space-Time-Shapes [9]
werden Körpersilhouetten aufeinanderfolgender Zeitschritte zusammen-
gefügt und daraus Merkmale gebildet. Das Motion History Image (MHI)
[11] enthält durch unterschiedliche Gewichtung vergangener Silhouet-
ten zusätzlich Informationen über die zeitliche Abfolge. Anstelle von
Silhouetten kann auch Bewegungsinformation verwendet werden, wel-
che beispielsweise durch den optischen Fluss in der Interessensregion
beschrieben werden kann [32]. In [2] werden unterschiedliche Varianten
und Anwendungen dieser Art von Merkmalen diskutiert.
Globale Merkmale beinhalten eine Fülle an Informationen, da sie die
komplette Interessensregion beschreiben. Jedoch sind sie anfällig für
Störungen, hängen vom Blickwinkel ab und beinhalten Informationen
über das Erscheinungsbild der betrachteten Person. Im Falle von Sil-
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houetten ist eine gute Hintergrundsubtraktion nötig. Dieses Problem
entfällt bei Methoden mit optischem Fluss oder Gradienten. Allerdings
sind diese empfindlich gegenüber Beleuchtungsschwankungen. Globale
Merkmale liefern gute Ergebnisse in kontrollierten Umgebungen, ha-
ben allerdings Schwierigkeiten bei Verdeckungen [72]. Gute Ergebnisse
werden berichtet, wenn sie mit Grammatikmodellen [101] oder diskrimi-
nativen Dynamikmodellen kombiniert werden [72]. Globale Merkmale
werden als besonders geeignet angesehen für Aufnahmen aus großer
Entfernung oder sehr geringer Auflösung [101], wie beispielsweise in
Überwachungsanwendungen.
2.2.2. Lokale Merkmale
Lokale Bewegungsmerkmale versuchen, nur die relevanten Informatio-
nen von Bewegungen zu repräsentieren. Anstatt die komplette Interes-
sensregion zu beschreiben, werden hier nur interessante Bereiche einer
Bildsequenz betrachtet und durch bestimmte Merkmale repräsentiert.
Diese Interessensregionen werden keinen bestimmten Körperteilen zu-
geordnet. Die vorliegende Aktion wird basierend auf der Statistik dieser
lokalen Merkmale dargestellt.
In jüngerer Zeit erfreuen sich sog. Space-Time Interest Points (STIPs)
großer Beliebtheit. Die Motivation dabei besteht darin, die Bereiche einer
Bildsequenz aufzufinden, welche die wichtigsten Informationen über
die vorliegende Bewegung beinhalten und die Bewegung nur basierend
auf diesen spärlichen Merkmalen zu interpretieren. STIPs werden an
Bildpunkten detektiert, welche sowohl in örtlicher als auch zeitlicher
Richtung Variationen aufweisen, da diese häufig interessante Ereignis-
se repräsentieren. In [55] wird der Harris-Eckendetektor [42] auf den
dreidimensionalen Fall erweitert. In [103] wird die Determinante einer
Hesse-Matrix in örtlicher und zeitlicher Richtung verwendet, um dichte
und skaleninvariante Merkmale zu detektieren. Dollár et al. [29] vertre-
ten die Ansicht, dass direkte dreidimensionale Erweiterungen von vielen
2D-Merkmalsdetektoren ungeeignet für die STIP-Detektion sind, da die
zeitliche Dimension gesondert betrachtet werden muss, und schlagen
stattdessen einen Detektor vor, der Gauß-Filter in örtlicher und Gabor-
Filter in zeitlicher Richtung verwendet und darauf ausgelegt ist, eher zu
viele als zu wenige STIPs zu detektieren.
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Nach der STIP-Detektion werden Bildvolumen um die ermittelten
STIPs mit einer gewissen Ausdehnung in örtlicher und zeitlicher Rich-
tung durch bestimmte Merkmale beschrieben und in einen Merkmals-
vektor – den STIP-Deskriptor – überführt. Die Merkmale, die zur Er-
zeugung der STIP-Deskriptoren verwendet werden, können zum einen
zweidimensionale Bildmerkmale sein, welche in dreidimensionalen Vo-
lumen einer Bildsequenz ermittelt werden. Beispiele hierfür sind Grau-
wert-Histogramme oder Histogramme örtlicher Bildgradienten [29, 57].
Eine Vielzahl von Merkmalsdeskriptoren, welche erfolgreich für Pro-
blemstellungen wie Objekterkennung oder Texturklassifikation verwen-
det werden, wurden bereits für die Aktivitätserkennung untersucht. Es
gibt allerdings auch viele Ansätze, welche der dreidimensionalen Natur
von Bildsequenzen direkt Rechnung tragen. Hierzu zählen Methoden,
die Bewegungsinformationen in den STIP-Volumen beschreiben, wie
Histogramme von Vektoren optischen Flusses [29, 58]. In [53] werden
Histogramme orientierter Gradienten (HOG) [25] auf den dreidimensio-
nalen Fall erweitert. In [80] wird ein dreidimensionaler SIFT-Deskriptor
[59] und in [103] ein dreidimensionaler SURF-Deskriptor [7] verwen-
det. Die in [109] vorgestellten Local Trinary Patterns basieren auf dem
Local Binary Pattern-Deskriptor [69]. In [97] werden verschiedene lokale
Orts-Zeit-Merkmale für die Aktionserkennung ausgewertet. Die besten
Ergebnisse werden dabei durch Kombination von Merkmalen erzielt,
die auf Gradienten und optischem Fluss basieren.
Vorteile lokaler Merkmale sind die einfache Extraktion ohne aufwän-
dige Vorverarbeitungsschritte. Außerdem sind sie robuster gegenüber
Verdeckungen als andere Ansätze. Auch bezüglich anderer Umgebungs-
bedingungen, wie dem Blickwinkel etc., weisen sie eine gewisse Ro-
bustheit auf [72]. Eine zuverlässige Merkmalsdetektion ist vonnöten,
weshalb diese Verfahren sich besonders für schnelle und periodische
Bewegungen eignen [101], welche starke Detektorantworten bewirken.
Ein Nachteil bei der Verwendung lokaler Merkmale ist das Fehlen von
Informationen über die örtliche und zeitliche Struktur von Aktionen. Um
Informationen über den zeitlichen Ablauf von Bewegungen zu erhalten,
wird in einigen Ansätzen anstelle der Betrachtung isolierter Merkmale
ein Merkmalstracking durchgeführt, welches in Merkmalstrajektorien
resultiert. Da diese Herangehensweise auch in dieser Arbeit verwen-
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det wird, werden verwandte Methoden in Abschnitt 2.4 ausführlich
diskutiert.
2.3. Aktionserkennung
Die Methoden der Aktionserkennung können in zwei Klassen unterteilt
werden [72]: die direkte Klassifikation und die sequenzielle Modellierung.
Bei der direkten Klassifikation wird die zeitliche Struktur von Aktionen
nicht explizit berücksichtigt. Sequenzielle Modelle dagegen repräsentie-
ren den zeitlichen Ablauf von Aktionen durch Zustandsmodelle.
2.3.1. Direkte Klassifikation
Bei der direkten Klassifikation wird die gesamte Aktion durch einen
Aktionsdeskriptor dargestellt und es erfolgt keine zeitliche Modellie-
rung des Ablaufs. Der Aktionsdeskriptor kann sowohl aus globalen als
auch lokalen Bewegungsrepräsentationen gebildet werden. Die Akti-
onserkennung kann z. B. durch Template-Matching oder diskriminative
Klassifikatoren erfolgen. Bei der Verwendung lokaler Merkmale liegen
zunächst einzelne Merkmalsdeskriptoren vor, die lokale Ereignisse in Vi-
deos darstellen. Zur Beschreibung einer gesamten Beobachtungssequenz
müssen die lokalen Merkmale in einen Videodeskriptor bzw. Aktions-
deskriptor überführt werden. Dieser kann aus einer unstrukturierten
Ansammlung der STIP-Deskriptoren bestehen. Dies wird als „Bag of
Features“ (BoF)- oder „Bag of Words“ (BoW)-Ansatz bezeichnet. Hierbei
wird keinerlei örtlicher oder zeitlicher Zusammenhang zwischen Merk-
malen modelliert. Die zugrundeliegende Idee ist, dass eine Aussage
darüber, welche Merkmale auftreten, unabhängig davon wann oder wo
sie auftreten, bereits sehr aussagekräftige Informationen für die Aktions-
erkennung liefert. Die Klassifikation erfolgt meist mit diskriminativen
Klassifikatoren, wie z. B. Support Vector Machines (SVMs). Vorteile dieses
Ansatzes sind eine gewisse Invarianz gegenüber dem Blickwinkel und
der Variabilität von Aktionen. Allerdings sind Informationen über die
Struktur der Merkmale für die Aktivitätserkennung durchaus wichtig,
weshalb immer mehr Verfahren versuchen, diese in geeigneter Weise
zu integrieren. Eine einfache Methode dazu ist die Unterteilung der
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Einzelbilder in mehrere Bildraster und die Auswertung der Merkmals-
vorkommen in den einzelnen Zellen dieser Raster. Die Unterteilung
kann in gleichmäßige Raster erfolgen oder abhängig vom Auftreten
der Person. Eine andere Herangehensweise ist die Betrachtung von
Korrelationen zwischen Merkmalen, wie es z. B. in [92] in Form einer
Merkmals-Co-Occurence-Matrix erfolgt. Einige Methoden verwenden
graphische Modelle zur Darstellung verschiedener Bildbereiche [101].
2.3.2. Sequenzielle Modelle
Zur sequenziellen Modellierung wird anstelle eines gesamten Merk-
malsvektors für eine Aktion eine Merkmalssequenz benötigt. Aktionen
können durch Zustandsmodelle repräsentiert werden, wobei Zustands-
übergänge und Zusammenhänge von Zuständen und Beobachtungen
modelliert werden. Hierzu können generative oder diskriminative Mo-
delle verwendet werden.
Zu den generativen Modellen zählen Hidden Markov Modelle (HMM),
welche häufig für die Aktionserkennung eingesetzt werden [72]. Ge-
wöhnlich wird jede Aktion durch je ein HMM repräsentiert [101]. Die
Aktionserkennung erfolgt durch Prüfen, welches Modell mit der größ-
ten Wahrscheinlichkeit die vorhandene Beobachtungssequenz hervorge-
bracht hat. Yamato et al. [106] bilden Beobachtungen durch Vektorquan-
tisierung aus Körpersilhouetten. In [104] werden HMMs zur Erkennung
von Handtrajektorien verwendet.
Bei der Verwendung von generativen Modellen müssen vereinfachen-
de statistische Annahmen getroffen werden, z. B., dass der aktuelle Zu-
stand nur von der aktuellen und nicht von vergangenen Beobachtungen
abhängt. Dies ist bei menschlichen Bewegungen meist nicht der Fall,
woraus sich Nachteile von generativen Modellen ergeben. Durch dis-
kriminative Modelle kann dies umgangen werden. Conditional Random
Fields (CRF) sind diskriminative Modelle, die zur Aktivitätsmodellierung
eingesetzt werden können [72, 101]. Sie sind in der Lage, komplexe Zu-
sammenhänge zwischen Zuständen und Beobachtungen verschiedener
Zeitpunkte zu modellieren. In [89] werden CRFs zur Aktivitätserken-
nung eingesetzt und mit HMMs verglichen. Dort wird gezeigt, dass
durch die Verwendung von diskriminativen Modellen und die Modellie-
rung von Zusammenhängen zwischen Zuständen und Beobachtungen
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über einen längeren Zeitraum eine deutlich bessere Aktionserkennung
als mit HMMs ermöglicht wird.
2.4. Aktionserkennung mittels
Merkmalstrajektorien
Die Gewinnung von Merkmalstrajektorien aus Videosequenzen wird
seit kurzem immer beliebter. Dabei werden Merkmale nach gewissen
Kriterien detektiert und über mehrere Zeitschritte verfolgt. Deskriptoren
dieser Trajektorien können aus ihrem Verlauf selbst oder aus Bild- oder
Bewegungsinformationen um die Trajektorien gebildet werden. Diese
Herangehensweise ist v. a. für komplexe Aktivitäten bei hochauflösen-
den Aufnahmen geeignet [62].
Häufig wird der Kanade-Lucas-Tomasi (KLT) Merkmals-Tracker ein-
gesetzt [61, 62, 74]. Sun et al. [92] tracken SIFT-Merkmale [59]. Die
Wahl ist motiviert durch die Robustheit und Skaleninvarianz von SIFT-
Merkmalen. Das Tracking erfolgt durch Ermitteln von Mermalskorre-
spondenzen (Matching). In einer nachfolgenden Arbeit [91] fokussieren
sich die Autoren auf die Gewinnung dichter, lang-andauernder Trajekto-
rien. Dazu verfolgen sie zusätzlich zu den SIFT-Punkten weitere Merk-
male sowie zufällig ini-tialisierte Punkte mit dem KLT-Tracker. Wang et
al. [98, 99] extrahieren dichte Trajektorien. Sie motivieren dies damit, dass
dichtes Sampeln von Merkmalen bei der Bildklassifikation spärlichen
Merkmalen überlegen ist. Punkte werden zu jedem Zeitpunkt in einem
dichten Raster gewählt und mit Hilfe von dichtem optischem Fluss
verfolgt. Die Autoren berichten von robusteren und kohärenteren Trajek-
torien als mit dem KLT-Tracker oder dem Tracking von SIFT-Merkmalen.
Die Trajektorien werden auf eine Länge von L = 15 Zeitschritte begrenzt,
um das Abdriften der Punkte zu verhindern. Die gesamte Merkmalsex-
traktion erfolgt in einem Multiskalenansatz, d. h. es werden Trajektorien
aus 8 örtlichen Skalen extrahiert. Yi et al. [110] extrahieren „hervorste-
chende“ (saliente) Trajektorien. Die Extraktion der Trajektorien erfolgt
zunächst wie Wangs dichte Trajektorien. Im Gegensatz dazu sollen irre-
levante Trajektorien entfernt werden, indem ein Salienzmaß betrachtet
wird. Saliente Merkmale stechen entweder aufgrund von Bildmerkmalen
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oder Bewegung hervor. Diese beiden Maße werden verknüpft, um spär-
liche, aussagekräftige Trajektorien zu erhalten. Im Vergleich zu Wang
erreichten Yi et al. eine weitaus bessere Wahl von Trajektorien in dem
Bereich, in dem sich Aktivitäten abspielen.
Als Deskriptoren der Trajektorien steht zunächst deren Verlauf selbst
zur Verfügung [61, 62, 91, 92, 98, 99]. Zusätzlich werden häufig weitere
Merkmale in einer lokalen Umgebung der Trajektorien extrahiert. Dazu
zählen Textur- und Farbmerkmale [61, 62, 68], SIFT- [92] oder SURF-
Deskriptoren [68]. In mehreren Arbeiten werden Histogramme orientier-
ter Gradienten (HOG) und optischen Flusses (HOF) [25] eingesetzt [68,
74]. Die sehr erfolgreichen dichten Trajektorien [98, 99] verwenden neben
HOG- und HOF-Merkmalen auch Histogramme von differenziertem
optischem Fluss, sog. Motion Boundary-Histogramme (MBH), welche in
[26] zur Personendetektion vorgestellt wurden. Letztere erweisen sich
v. a. in der Gegenwart von Kamerabewegung als überlegen, da sie die
relative Bewegung beschreiben und gleichförmige Kamerabewegung
unterdrücken können.
Die Modellierung erfolgt in den meisten Fällen nach dem BoW-
Prinzip. Zur Klassifikation der daraus resultierenden Deskriptoren eig-
nen sich (Mehrkanal-)Support Vector Machines (SVMs) [61, 74, 98, 99]. Die
Fusion verschiedener Merkmale erfolgt in einigen Arbeiten auch mittels
Multiple Kernel Learning [68, 91, 92].
Neben der isolierten Betrachtung der lokalen Trajektorienmerkmale
wird auch teilweise angestrebt, holistische Merkmale bzw. strukturelle
Informationen über auftretende Merkmale zu berücksichtigen [62, 68,
92].
2.4.1. Diskussion
Bei komplexen Aktivitäten sind Merkmalstrajektorien den STIPs klar
überlegen. Allerdings haben sie bislang zu wenig Aufmerksamkeit er-
halten [62, 91]. Herausforderungen liegen zum einen in der verlässlichen
und effizienten Trajektoriengewinnung [91] sowie der Formulierung
geeigneter Deskriptoren zur Repräsentation der Trajektorien.
Die verschiedenen Herangehensweisen lassen sich einerseits in lang-
andauernde und kurze Trajektorien einteilen. Während von Vertretern
ersterer Ansätze argumentiert wird, dass lange Trajektorien aussage-
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kräftigere Informationen beinhalten, liegt der Grund für die Extraktion
lokaler Merkmalsverläufe in der Schwierigkeit der Trajektorienextrakti-
on. Während es einige frühe Arbeiten gibt, die Bewegungsverläufe über
eine längere Zeit verfolgen, sind diese in jüngerer Zeit etwas aus der Mo-
de geraten. Bei Methoden wie dem KLT-Tracker oder dem Tracking mit
optischem Fluss driften die Trajektorien nach kurzer Zeit ab und werden
fehlerhaft. Daher werden in aktuellen Arbeiten meist kurze Trajektorien
mit einer Länge von etwa einer halben Sekunde eingesetzt.
Ein weiterer Aspekt ist die Frage, ob die Verfolgung dichter oder
spärlicher Merkmale zu bevorzugen ist. In [91] werden mehrere Merk-
malsdetektoren kombiniert, um eine große Anzahl an Merkmalen zu
erhalten. Wangs dichte Trajektorien schneiden in einigen anspruchsvol-
len Datensätzen mit am besten von allen Methoden ab. Es ist allerdings
unklar, ob dies durch die Menge oder die Qualität der Trajektorien
begründet ist. Außerdem wird im Gegensatz zu anderen Methoden
ein Multiskalenanansatz verfolgt. In [48] resultieren bessere Ergebnisse,
wenn spärliche Merkmale verwendet werden, welche besonders infor-
mativ sind. Auch die Arbeit von Jain et al. [46] legt nahe, dass es von
Vorteil ist, irrelevante Informationen, wie etwa über den Hintergrund
oder aufgrund von Kamerabewegung, zu entfernen bzw. gesondert zu
betrachten. Yi und Lin [110] modifizieren Wangs Methode durch die
Eliminierung irrelevanter (nicht-salienter) Trajektorien und erreichen
damit bessere Ergebnisse.
Bezüglich der Deskription der Trajektorien hat es sich besonders in
fordernden Szenarien als notwendig erwiesen, nicht nur den Verlauf
selbst, sondern auch Informationen über die lokale Nachbarschaft der
Trajektorien zu verwenden. Merkmale basierend auf optischem Fluss
liefern hierbei besonders gute Ergebnisse. Ein vielversprechender Ansatz






Dieses Kapitel befasst sich mit der Bewegungserfassung durch mar-
kerloses dreidimensionales Körper-Tracking. In dieser Arbeit wird ein
modellbasierter, generativer Ansatz verfolgt. Dabei wird die Pose eines
Menschen durch einen Zustandsvektor repräsentiert, welcher die Konfi-
guration des verwendeten Körpermodells darstellt. Der Verlauf der Pose
wird basierend auf Videoaufnahmen mehrerer Perspektiven mit dem
vorgestellten Tracking-Algorithmus ermittelt. Die entwickelte Metho-
de soll allgemein für den Einsatz in verschiedenen Szenarien geeignet
sein und mit wenig Vorwissen über das Erscheinungsbild der Personen
sowie der ausgeführten Bewegungsarten auskommen.
Eine der Herausforderungen beim Posen-Tracking ist die hohe Dimen-
sionalität des Zustandsraumes, da der menschliche Körper eine große
Anzahl an Freiheitsgraden besitzt. In diesem Kapitel wird eine Methode
vorgestellt, die einen evolutionären Algorithmus zum Körper-Tracking
einsetzt. Evolutionäre Algorithmen sind heuristische Optimierungsver-
fahren, welche sich besonders für Problemstellungen mit Herausforde-
rungen eignen, wie sie beim Körper-Tracking vorliegen. Der entwickelte
Algorithmus ähnelt und ist inspiriert durch das „Interacting Simulated
Annealing“-Partikelfilter (ISA) [38] und setzt ebenfalls das simulierte
Annealing ein.
Der Informationsverlust bei der Projektion einer dreidimensionalen
Pose auf zweidimensionale Bildaufnahmen führt häufig zu Mehrdeutig-
keiten bei der Lokalisierung von Körperbereichen. Dies kann teilweise
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durch die Verwendung mehrerer Aufnahmeperspektiven ausgeglichen
werden. Auch der Einsatz von Dynamikmodellen kann hierfür Abhilfe
schaffen. Allerdings weisen menschliche Bewegungen einen hohen Grad
an Nichtlinearität auf, weshalb die Formulierung geeigneter Dynamik-
modelle zur Unterstützung des Trackings schwierig ist. Hier wird für
Geh-Bewegungen ein Dynamikmodell formuliert, welches insbesondere
im Falle weniger Aufnahmeperspektiven das Tracking unterstützen soll.
In Abschnitt 3.2 werden zunächst die benötigten Grundlagen gegeben.
Anschließend wird in Abschnitt 3.3 das Posen-Tracking mit evolutio-
närem Algorithmus erläutert. In Abschnitt 3.4 wird auf durchgeführte
Versuche und Ergebnisse eingegangen.
3.2. Grundlagen
In diesem Abschnitt werden die benötigten Grundlagen vorgestellt,
auf denen das evolutionäre Posen-Tracking aufbaut. Zunächst wird
das simulierte Annealing erläutert. Anschließend werden Methoden des
markerlosen Körper-Trackings besprochen, die interagierende Partikel-
systeme verwenden. Zuletzt werden einige Grundlagen evolutionärer
Algorithmen gegeben.
3.2.1. Simuliertes Annealing
Das simulierte Annealing [52, 76], auch als simulierte Abkühlung be-
zeichnet, ist ein heuristisches Verfahren zum Lösen kombinatorischer
Optimierungsprobleme. Es handelt sich um ein globales Optimierungs-
verfahren. Exakte Lösungen können für viele reale Probleme nicht in
annehmbarer Zeit bestimmt werden. Um solche Optimierungsprobleme
dennoch zu lösen, wurden Heuristiken entwickelt. Das simulierte Anne-
aling wurde 1983 von Kirkpatrick et al. vorgestellt [52]. Inspiriert wurde
das Verfahren durch die Beobachtung, dass es viele Gemeinsamkeiten
zwischen kombinatorischen Optimierungsproblemen und der statisti-
schen Mechanik gibt. Die Grundidee besteht in der Nachahmung der
kontrollierten Abkühlung von Festkörpern.
Um Grundzustände, d. h. Zustände minimaler Energie, in Festkörpern
zu finden, beispielsweise um eine Substanz in eine kristalline Struktur
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zu überführen, wird das sog. Annealing eingesetzt. Dies ist ein kontrol-
lierter Abkühlprozess, bei dem ein Stoff zunächst geschmolzen und
dann durch langsame Absenkung der Temperatur zum Erstarren ge-
bracht wird. Dabei muss dem System bei jeder Temperatur ermöglicht
werden, ins Gleichgewicht zu kommen, um Defekte zu vermeiden. Kirk-
patrick stellte fest, dass die Aufgabe, viele Teilchen in eine Konfiguration
minimaler Energie zu bringen, Ähnlichkeiten aufweist mit der Suche
einer Kombination von Parametern einer Optimierungsaufgabe, die eine
Zielfunktion minimiert oder maximiert.
Im Folgenden wird der Ablauf des simulierten Annealings am Bei-
spiel einer Minimierungsaufgabe erläutert. Die Energiefunktion e(x) gibt
die Energie eines Zustandes x an. Gesucht ist der Zustand minimaler
Energie. Das simulierte Annealing läuft iterativ ab. Dabei soll verhindert
werden, dass die Optimierung in einem lokalen Minimum endet, ohne
eine sehr große Menge an Anfangszuständen auszuprobieren. Dazu sol-
len zu Beginn des Abkühlens auch Verschlechterungen des Zustandes
zugelassen werden, um den Zustandsraum weiträumig durchsuchen zu
können. Wenn die ungefähre Position des Optimums gefunden wurde,
sollen Verschlechterungen immer unwahrscheinlicher werden, um nur
noch eine Feinabstimmung der Lösung durchzuführen.
Die praktische Realisierung des simulierten Annealings kann z. B. mit-
tels des Metropolis-Algorithmus erfolgen [52]. In jedem Schritt wird die
aktuelle Konfiguration zufällig variiert und die Energieänderung ∆e
betrachtet. Wurde eine bessere Konfiguration gefunden, d. h. ∆e < 0,
ersetzt die neue Konfiguration die bisherige. Falls eine Verschlechterung
stattgefunden hat, wird diese mit einer bestimmten Wahrscheinlichkeit
akzeptiert. Andernfalls wird die alte Konfiguration beibehalten. Diese
Wahrscheinlichkeit hängt von der aktuellen Temperatur T ab und ge-
horcht einer Boltzmann-Verteilung. Die Wahrscheinlichkeit, dass eine
Verschlechterung um ∆e bei der Temperatur T erlaubt wird, lautet [76]
Pacc,T(∆e) = e
−∆e/T , ∆e > 0 . (3.1)
Die Optimierung beginnt mit einer hohen Temperatur, welche im Laufe
der Iterationen gemäß einem vorgegebenen Annealing-Schema verringert
wird. Je höher die Temperatur, desto wahrscheinlicher werden also
Verschlechterungen zugelassen. Bei sinkender Temperatur wird dies
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immer unwahrscheinlicher. Der prinzipielle Ablauf ist in Algorithmus 1
dargestellt (siehe auch [76]).
Algorithmus 1 Metropolis-Algorithmus.
Anfangszustand x0, M Iterationen.
T(m): Temperatur in Iteration m.
von m = 1 bis M wiederhole
Erzeuge neuen Zustandsvorschlag z
Werte Energiedifferenz aus ∆em = e(z)− e(xm−1)
falls ∆em < 0 dann . Verbesserung
xm ← z . akzeptieren
sonst
Akzeptiere z mit Wahrscheinlichkeit Pacc,T = e
−∆em/T(m).
Sonst behalte alten Zustand.
Der Verlauf der Temperatur T(m) in den Iterationen m = 1, . . . , M
wird als Annealing- oder Abkühlschema bezeichnet. Es können hierbei
mehrere Versuche bei einer bestimmten Temperatur erfolgen, um ein
„Gleichgewicht“ zu erreichen, bevor die Temperatur weiter abgesenkt
wird. Die Starttemperatur kann so gewählt werden, dass zu Beginn ein
bestimmter Prozentsatz an Zügen akzeptiert wird, z. B. 95 % [76]. Damit
werden die meisten schlechten Züge erlaubt, was in einer aggressiven,
zufälligen Durchsuchung des Zustandsraumes resultiert. Anschließend
wird T sukzessive verringert, so dass der Zustand allmählich in der
Endkonfiguration „einfriert“.
Ein weiterer Aspekt, der bei der praktischen Realisierung des Verfah-
rens berücksichtigt werden kann, ist die Begrenzung der Streuung bei
der Erzeugung neuer Zustandsvorschläge bei sinkender Temperatur
[76]. Dies ist sinnvoll, um die Optimierung zu beschleunigen. Bei ho-
hen Temperaturen möchte man möglichst den gesamten Zustandsraum
durchsuchen. Hierbei ist demnach eine starke Variation der Zustands-
konfigurationen erwünscht. Befindet man sich jedoch in der Phase der
Feinabstimmung, soll nur noch in einem lokalen Bereich nach dem bes-
ten Zustand gesucht werden.
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giefunktionen mit vielen lokalen Optima.
3.2.2. Markerloses Körper-Tracking mit interagierenden
Partikelsystemen
Das markerlose Körper-Tracking wird häufig als Bayes’sches Schätz-
problem formuliert [27, 85]. Das Ziel dabei ist die Schätzung der A-
posteriori-Dichte p(xt|y1:t) eines Zustands xt zum Zeitpunkt t bei gege-
benen Beobachtungen der vergangenen und des aktuellen Zeitpunktes
y1:t = [y1, . . . , yt]. Für die Zustandsübergänge wird ein Markov-Modell
erster Ordnung angenommen, d. h. der aktuelle Zustand hängt nur vom
vorangehenden Zustand ab:
p(xt|x1:t−1) = p(xt|xt−1) . (3.2)
Außerdem wird angenommen, dass die aktuelle Beobachtung yt nur
vom aktuellen Zustand abhängt:
p(yt|x1:t−1) = p(yt|xt) . (3.3)
Damit ergibt sich folgende rekursive Formel zur Bestimmung der A-
posteriori-Dichte [5, 30, 85]:
p(xt|y1:t) ∝ p(yt|xt)
ˆ
p(xt|xt−1) · p(xt−1|y1:t−1) dxt−1 . (3.4)
Dabei beschreibt p(xt|xt−1) die zeitliche Zustandspropagation von t− 1
nach t. Das Integral in Gleichung (3.4) entspricht der Prädiktion des
Zustandes basierend auf der A-posteriori-Dichte des vergangenen Zu-
standes und des Modells der zeitlichen Zustandsentwicklung [5]
p(xt|y1:t−1) =
ˆ
p(xt|xt−1) · p(xt−1|y1:t−1) dxt−1 . (3.5)
Basierend auf der Messung yt erfolgt die Korrektur des prädizierten
Zustandes mit der Likelihood-Dichte p(yt|xt).
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Das Simulierte Annealing ist ein sehr gut geeignetes Verfahren für
Optimierungsprobleme mit hochdimensionalen Suchräumen und Ener-
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ausgeführten Bewegungsarten oder des Blickwinkels. Für ein möglichst
allgemeingültiges Körper-Tracking haben sich herkömmliche Methoden
der Bayes’schen sequenziellen Schätzung, wie das Kalman- oder Partikel-
Filter, als unzureichend erwiesen [38]. Stattdessen haben sich statistische
Optimierungsverfahren durchgesetzt. Zwei dieser Methoden, die eng
miteinander verwandt sind, werden im Folgenden dargestellt.
Annealed Partikel-Filter (APF)
In [28] wird das Annealed Partikel-Filter (APF) vorgestellt. Dieses kom-
biniert einen Partikel-Filter-Ansatz mit simuliertem Annealing. Die Mo-
tivation besteht in der Formulierung eines möglichst allgemeingül-
tigen Algorithmus zum Körper-Tracking. Die Autoren wenden sich
vom Bayes’schen Tracking ab und verzichten auf die Schätzung der
A-posteriori-Dichte p(xt|y1:t). Stattdessen wird der Zustand xt gesucht,
der eine Gewichtungsfunktion f (yt, x) maximiert. Die Gewichtungs-
funktion muss an weniger Stützstellen ausgewertet werden, da keine
Verteilungsdichte mehr approximiert werden muss. Außerdem kann
eine intuitive Gewichtung verwendet werden, wodurch auch schwer
zu modellierende Informationen berücksichtigt werden können. Zur
Lösung der Optimierungsaufgabe wird ein partikelbasierter Ansatz ge-
wählt, da dieser sich bei multimodalen Verteilungen eignet und mehrere
Hypothesen am Leben erhält, die sich möglicherweise in der Zukunft als
vorteilhaft erweisen. Da die Gewichtungsfunktion beim Körper-Tracking
häufig viele lokale Maxima enthält, wird eine stochastische Optimierung
mit einem Partikelschwarm vorgeschlagen, die ähnlich dem simulierten
Annealing abläuft [28]. Der Partikelschwarm X besteht aus N Partikeln
X = {(xi, πi)} , i = 1, . . . , N . (3.6)
Dabei repräsentiert xi den Zustandsvektor und πi das Gewicht des
i-ten Partikels. In jedem zu verarbeitenden Zeitschritt t werden M Anne-
aling-Stufen durchlaufen. Abbildung 3.1 zeigt den Ablauf des APF. In
jeder Stufe m werden jeweils die typischen Arbeitsschritte eines Partikel-
Filters – Gewichtung, Selektion und Diffusion – ausgeführt.
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Eine große Herausforderung des modellbasierten Körper-Trackings
ist die hohe Dimensionalität des Zustandsraumes. Mögliche Abhilfe









xt,m,i = xt,m−1,i + wt,m,i
Gewichtung
πt,m,i ∝ f m(yt, xt,m,i)
Auswahl
























Abbildung 3.1. Veranschaulichung des simulierten Annealings für M = 3 (links) und
Ablauf des Annealed Partikel-Filters (rechts).
Im Gewichtungsschritt werden dabei geglättete Versionen
f m(yt, xt) = f (yt, xt)
βm , m = 1, . . . , M , (3.7)
der Optimierungsfunktion f verwendet. Durch eine geschickte Glättung
soll wie beim simulierten Annealing verhindert werden, dass der Zustand
in einem lokalen Optimum konvergiert. Die Parameter βm können als
inverse Temperaturen oder als Überlebensraten der Partikel aufgefasst
werden. Sie werden so gewählt, dass f 1 sehr stark geglättet wird, damit
in frühen Iterationen auch schlechtere Zustände erhalten werden und
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somit der Zustandsraum durchsucht wird. f M enthält dagegen stark
ausgeprägte Extrema und eignet sich für die lokale Feinabstimmung der
Lösung.
Die Partikelstreuung zwischen Zeitschritten t und Annealing-Stufen
m erfolgt jeweils durch Addition eines weißen Rauschprozesses vt
bzw. wt,m, m = 0, . . . , M, mit spezifischen Varianzen Q v und Q w ,m.
Für die Prädiktion des Partikelschwarms Xselt,M in den nächsten Zeit-
schritt wird Q v so gewählt, dass die Varianzen der einzelnen Zustands-
komponenten jeweils der Hälfte ihrer maximal erwarteten Bewegungen
entsprechen [28]. Im Laufe des Annealings sollte die Stärke der Streuung
sukzessiv verringert werden. In einem ersten Ansatz erfolgt dies nach
einem festen Schema [28]:
Q w ,m = α
mQ w ,0 , mit α = 0,5 . (3.8)
In [27] wird jedoch ein adaptives Varianzschema vorgeschlagen, welches
durch eine hierarchische Suche Verbesserungen mit sich bringt. Das Ziel
dabei ist, eine Partitionierung des Suchraumes vorzunehmen, so dass
bereits lokalisierte Körperbereiche die weitere Suche einschränken. Dies
soll ohne eine fest vorgegebene Hierarchie, sondern durch eine weiche
Aufteilung erfolgen. Um dieses Verhalten zu erreichen, werden die Dif-
fusionsvarianzen der einzelnen Zustandskomponenten proportional zu
deren Kovarianzen innerhalb des Partikelschwarms gewählt. In Schritt
m ergibt sich



















Dabei ist x̄t,m der mittlere Zustand in Zeitschritt t und Stufe m. Durch
dieses Vorgehen wird verhindert, dass einem bereits mit hohem Ver-
trauen bestimmten Körperbereich zu viel Rauschen aufaddiert wird,
wodurch die Lokalisierung zunichte gemacht würde. In [27] wird damit
26
3.2. Grundlagen
eine Effizienzsteigerung um den Faktor 2 erzielt, d. h. ein erfolgreiches
Tracking ist mit der Hälfte der Partikel im Vergleich zu einem festen
Varianzschema möglich.
Interacting Simulated Annealing (ISA)
Ein sehr eng mit dem APF verwandtes Verfahren ist das Interacting Simu-
lated Annealing, welches in [38] vorgestellt wird. Dort wird argumentiert,
dass bessere Ergebnisse beim markerlosen Körper-Tracking erzielt wer-
den können, wenn man es als Optimierungsproblem betrachtet statt
als Filter- bzw. Schätzproblem. Dies ist unter anderem dadurch begrün-
det, dass die am Körper-Tracking beteiligten stochastischen Prozesse,
beispielsweise der Beobachtungsprozess, sehr schwer zu modellieren
sind. Dagegen können intuitive Gewichtungsfunktionen, die die Qua-
lität eines Partikels beschreiben, leicht modelliert werden. Daher wird
ein Algorithmus vorgestellt, dessen Ziel darin besteht, das Maximum
einer gewählten Gewichtungsfunktion zu finden. Auch hier wird ein
interagierendes Partikelsystem mit Annealing-Eigenschaften verwendet.
Die Abweichung eines Partikels von den Beobachtungen wird durch
die Energiefunktion e(x ) quantifiziert. Die Sequenz der Gewichtungs-
funktionen in den Annealing-Iterationen m = 1, . . . , M ergibt sich aus
f m(x ) = exp (−βme(x )) (3.11)
mit dem Annealing-Schema {βm}, m = 1, . . . , M. Der Ablauf des ISA ist
in Alg. 2 gegeben.
Je nach Wahl der Parameter εt,m ergeben sich unterschiedliche Selekti-
onsmechanismen. Für εt,m = 0 ∀m ergibt sich gerade das APF. In [38]





eine bessere Approximation der wahren Zustandsverteilung durch den
Partikelschwarm erreicht werden kann, was darauf hindeutet, dass diese
Selektionsmethode zu bevorzugen ist.
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Algorithmus 2 Interacting Simulated Annealing-Algorithmus.
Anzahl an Partikeln N, Transitionskernel K
Zeitschritt t: Startpartikel Xt,1
von m = 1 bis M wiederhole
Selektion
Gewichtung: πt,m,i ← f m(xt,m,i ) für alle i
von i = 1 bis N wiederhole
Ziehe Zufallszahl κ aus U [0, 1]
falls κ ≤ εt,mπt,m,i dann
xselt,m,i ← xt,m,i
sonst






Ziehe xt,m+1,i aus Km(x
sel
t,m,i ) für alle i
Prädiktion
Ziehe xt+1,1,i aus Kt(x
sel
t,M,i ) für alle i
Der Transitionskernel Km(x ) besteht in einem Gauß-Kern mit der Ko-
varianzmatrix Qm . Wie auch beim APF wird ein dynamisches Varianz-
schema gemäß Gl. (3.9) einer deterministischen Kovarianzentwicklung
vorgezogen.
3.2.3. Evolutionäre Algorithmen
Nun werden Grundlagen evolutionärer Algorithmen behandelt, welche
für das in Abschnitt 3.3 vorgestellte Verfahren relevant sind. Evolutio-
näre Algorithmen (EAs) [40, 100] sind durch die natürliche Evolution
inspirierte heuristische Optimierungsverfahren. Sie sind universell ein-
setzbar, und ihre Stärken kommen vor allem dann zum Tragen, wenn
andere Verfahren versagen, ein Problem mit akzeptablem Aufwand
zu lösen [100], z. B. im Falle hochdimensionaler Zustandsräume und
komplexer Optimierungsfunktionen mit vielen lokalen Optima.
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in vereinfachter Weise nach. Die gängigen Begrifflichkeiten sind eben-
falls der Biologie entlehnt. Ein Lösungskandidat für das vorliegende
Optimierungsproblem wird als Individuum bezeichnet. Das Grundprin-
zip evolutionärer Algorithmen besteht darin, dass eine Population aus
Individuen nach einer optimalen Lösung sucht, indem sie einem simu-
lierten Evolutionsprozess unterzogen wird. Dieser Prozess wird durch
die Evolutionsfaktoren Variation und Selektion vorangetrieben. Im Gegen-
satz zur natürlichen Evolution stützen sich evolutionäre Algorithmen
auf ein klar definiertes Optimalitätskriterium, welches die Qualität ei-
nes Individuums bewertet. Man spricht hierbei von der Bewertungs-
oder auch Fitnessfunktion. Sie kann als Analogie zum Selektionsdruck
aufgefasst werden. Je nach Variante des EA kann sich die Güte eines












Abbildung 3.2. Schematischer Ablauf eines evolutionären Algorithmus.
Anhand Abbildung 3.2 wird der schematische Ablauf eines evolutio-
nären Algorithmus kurz erläutert [100]. Zunächst wird die Population –
meist zufällig – initialisiert. Danach laufen mehrere Evolutionszyklen
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bestimmte Evolutionsoperatoren auf die aktuelle Generation angewandt
werden. Die Paarungsselektion wählt Elternindividuen aus, die sich fort-
pflanzen. Dies erfolgt durch die Rekombination. Hierbei werden die Gene
mehrerer Eltern neu kombiniert und somit neue Kindsindividuen er-
zeugt. Durch die Durchmischung des Genmaterials der Eltern können
komplett neue Erscheinungsformen der Individuen (sog. Phänotypen)
erzeugt werden. In die resultierende Population bringt die Mutation
weitere Diversität ein. Als nächster Schritt folgt die Umweltselektion, bei
der die neuen Individuen bewertet werden und die Elternpopulation für
die nächste Generation gebildet wird. Hierbei kann eine Kombination
der Kinder und der Eltern erfolgen oder die Kinder können die Eltern-
generation ersetzen. Als Terminierungsbedingung kann beispielsweise
das Erreichen einer Grenze bezüglich der Güte der Population oder
das Durchlaufen einer bestimmten Anzahl an Generationen verwendet
werden.
Formale Einführung evolutionärer Algorithmen
Die formale Beschreibung von evolutionären Algorithmen orientiert sich
an [100]. Ein Individuum X wird durch einen Tupel
X = (γ x , λ, π) (3.13)
repräsentiert. Dabei bezeichnet γ x ∈ Γ den Genotyp von X . Der Ge-
notyp beschreibt die Repräsentation des Lösungskandidaten, d. h. die
Codierung bzw. das genetische Material. λ ∈ Λ sind optionale Zu-
satzinformationen, sog. Strategieparameter. Diese können beispielsweise
Parametereinstellungen von Operatoren bezüglich dieses Individuums
sein. π ∈ R ist die Güte bzw. Fitness von X . Der Phänotyp φx ∈ Φ lässt
sich mittels der Decodierungsfunktion
dec : Γ → Φ ,
φx = dec(γ x ) (3.14)
aus dem Genotyp berechnen. Wird keine Codierung verwendet, ist die
Decodierungsfunktion gerade der Identitätsoperator.
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ab, welche als Generationen bezeichnet werden, in denen nacheinander
3.2. Grundlagen
Die Güte eines Individuums wird durch die Fitnessfunktion bestimmt:
f : Φ → R ,
π = f (φx ) (3.15)
Diese ist auf dem Phänotyp definiert. Die Fitnessfunktion mit integrierter
Decodierung wird als
g : Γ → R ,
π = g(γ x ) = f (dec(γ x )) (3.16)
bezeichnet. Eine Population setzt sich aus mehreren Individuen zu
sammen:
X = {Xi} , i = 1 . . . N . (3.17)
Der Genotyp, die Strategieparameter sowie die Fitness eines Indi-
viduums können durch die Evolutionsoperatoren modifiziert werden.
Der Mutationsoperator, definiert auf einer Population der Größe N, wird
bezeichnet durch:
Mut : (Γ ×Λ)N → (Γ ×Λ)N (3.18)
Die Rekombination wird durch die Abbildung
Rec : (Γ ×Λ)N → (Γ ×Λ)K (3.19)
dargestellt. Dabei ist N die Größe der Elternpopulation und K die Größe
der Kindergeneration. Der Selektionsoperator wird zunächst als Indexse-
lektion dargestellt:
IS : RN → {1, . . . , N}K ,
isel = IS {π} , (3.20)
mit π = {πi}, i = 1, . . . , N, und i
sel = {iselk }, k = 1, . . . , K. Dabei
werden K Individuen aus einer Population der Größe N ausgewählt.
Damit ergibt sich die Selektion durch folgende Abbildung:
Sel : (Γ ×Λ ×R)N → (Γ ×Λ ×R)K ,





, k = 1, . . . , K . (3.21)
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Evolutionsfaktoren
Je nach Kombination verschiedener Evolutionsoperatoren kann eine
Vielzahl von Algorithmen mit sehr unterschiedlichen Verhaltensweisen
entworfen werden. Häufig wird entweder die Rekombination oder die
Mutation als primärer Operator für die Variation verwendet.
Die Rekombination kann durch kombinierende Operatoren umgesetzt
werden. Die kombinierende Rekombination setzt das Genmaterial ver-
schiedener Individuen neu zusammen. Dadurch werden keine neuen
Gene erzeugt, jedoch können aus einer neuen Anordnung der Gene viel-
fältige und neuartige Individuen (Phänotypen) hervorgebracht werden.
Diese Herangehensweise ist für die Erhaltung der Vielfalt einer Popu-
lation und damit die Erforschung des Suchraumes geeignet. Beispiele
für Rekombinationsoperatoren sind der uniforme Crossover oder der
1-Punkt-Crossover [100]. Die interpolierende Rekombination hingegen er-
zeugt Kinder, deren genetische Eigenschaften zwischen denen der Eltern
liegen. Ein Beispiel hierfür ist der arithmetische Crossover [100]. Hiermit
kann eine Feinabstimmung der Lösung erreicht werden. Des Weiteren
können auch extrapolierende Operatoren herangezogen werden, welche
eine Prognose über interessante Regionen des Zustandsraumes anstel-
len.
Die Mutation kann sowohl für die Erforschung als auch die Feinab-
stimmung eingesetzt werden. Als Beispiel wird hier die Gauß-Mutation
vorgestellt, welche für reellwertige Genotypen γ x ∈ RD geeignet ist.
Algorithmus 3 Gauß-Mutation.
Eingabe: Individuum X , Schrittweite σ
von d = 1 bis D wiederhole
Wähle wd zufällig gemäß N (0, σ)
γ xmut,d ← γ xd + wd









Die Schrittweite σ bestimmt die Stärke der Mutation. Wählt man die
Schrittweite groß, erhält man eine erforschende Mutation, während
mittels kleinem σ in einer lokalen Umgebung des aktuellen Individu-
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ums gesucht wird. Zur Begrenzung des mutierten Genotyps auf den
zulässigen Suchraum kann alternativ zum Vorgehen in Algorithmus 3







Für evolutionäre Algorithmen sind zwei Selektionsmechanismen rele-
vant: die Elternselektion und die Umweltselektion. Die Selektion kann
sowohl mit als auch ohne Selektionsdruck erfolgen. In der Regel kon-
zentriert sich dieser nur auf einen der beiden Selektionsschritte.
Die Umweltselektion hat die Aufgabe, die Eltern für die nächste Ge-
neration zu bestimmen. Dies erfolgt meist mit Selektionsdruck, damit
sich die nachfolgende Generation aus den besseren Individuen zusam-
mensetzt. Häufig wird Duplikatfreiheit gefordert, um eine ausreichend
große Vielfalt zu erhalten. Die Selektion kann deterministisch erfolgen,
z. B. mit der Besten-Selektion [100], bei der aus einer Population der Größe
N die K Individuen mit der besten Fitness gewählt werden.
Bei der Elternselektion für die Rekombination sollte jedes Individuum
eine Chance haben, gewählt zu werden. Auch hier kann eine determinis-
tische Methode angewandt werden, bei der jedes Individuum eine feste
Anzahl an Kindern erzeugt. Eine probabilistische Elternselektion ohne
Selektionsdruck stellt beispielsweise die Uniforme Selektion dar [100], bei
der jedes Individuum die gleiche Chance besitzt, selektiert zu werden.
Ein Selektionsdruck kann beispielsweise mit der Fitnessproportionalen
Selektion aufgebaut werden, bei der Individuen mit einer Wahrschein-








Diese Methode besitzt einige Nachteile [100]. Wenn beispielsweise ein
Individuum eine wesentlich höhere Fitness als die anderen besitzt, wird
dieses die Selektion stark dominieren, so dass eine zu geringe Artenviel-
falt resultiert. Außerdem kann es vorkommen, dass das beste Individu-
um gar nicht gewählt wird. Abhilfe kann z. B. eine rangbasierte Selektion
schaffen. Zu diesen Methoden zählen die q-fache Turnierselektion und das
Stochastisch-universelle Sampling [100].
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Varianten evolutionärer Algorithmen
Im Folgenden wird kurz auf verbreitete Standardalgorithmen einge-
gangen. Nach [100] lassen sich EAs in drei Teilgebiete einteilen – den
genetischen Algorithmen, den Evolutionsstrategien und dem geneti-
schen Programmieren. Die ersten beiden werden im Folgenden kurz
beschrieben.
Beim genetischen Algorithmus (GA) in der klassischen Form wird ein
Individuum durch eine binäre Zeichenkette codiert. Der Suchraum des
Genotyps hat damit die Form
Γ = BD = {0, 1}D , (3.23)
wobei D die Dimension des Genotyps ist. Es existieren jedoch auch
reellwertige GAs. Die Mutation spielt beim genetischen Algorithmus
nur eine untergeordnete Rolle. Die treibenden Kräfte sind die Elternse-
lektion und die Rekombination. Ebenso ist die Umweltselektion kaum
relevant. Beim sog. Standard-GA wird die gesamte Elternpopulation am
Ende einer Generation von den Kindern ersetzt. Meist wird jedoch eine
Kombination der Populationen angewandt, wobei die Kinder nur einen
gewissen Anteil der neuen Population ausmachen.
Bei Evolutionsstrategien (ES) wird generell ein reellwertiger Genotyp
verwendet. Meist wird keine Codierung verwendet und es gilt Γ = Φ.
Im Gegensatz zum GA werden bei der Paarungsselektion alle Elternindi-
viduen mit gleicher Wahrscheinlichkeit ausgewählt. Der Selektionsdruck
ist hier in der Umweltselektion zu finden, bei der nur die besten Indivi-
duen gewählt werden. Die Mutation ist hier der entscheidende Operator;
dafür eignet sich beispielsweise die Gauß-Mutation. Auf die Rekombi-
nation wird teilweise komplett verzichtet. Die Mutation muss in diesem
Fall die Erforschung sowie die Feinabstimmung übernehmen [100].
3.3. Evolutionäres Posen-Tracking
Zu den Herausforderungen des markerlosen Körper-Trackings zählt die
hohe Dimensionalität des Zustandsraumes und die Tatsache, dass die
dafür verwendeten Gewichtungsfunktionen häufig viele lokale Optima



















Abbildung 3.3. Übersicht über den Ablauf des Evolutionären Posen-Trackings (EVP).
3.3.1. Übersicht
Abbildung. 3.3 zeigt eine schematische Übersicht über den Ablauf des
in dieser Arbeit beschriebenen Evolutionären Posen-Trackings (EVP).
Die Grundlage bildet ein Körpermodell, welches die Pose der beobach-
teten Person in einem Zustandsvektor x codiert. Auf den Aufbau des
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evolutionärer Algorithmen genau bei solchen Optimierungsproblemen
zum Tragen. EAs laufen zyklisch ab und die Evolutionsfaktoren Mutation
und Selektion ähneln der Vorgehensweise von Partikelfiltern. Aufgrund
dieser Punkte sind evolutionäre Verfahren prädestiniert für eine Kombi-
nation mit simuliertem Annealing, ähnlich dem Vorgehen bei APF und
ISA. Zusätzlich kann die Optimierung bei EAs durch die Rekombination
vorangetrieben werden. In [27] wurde bereits gezeigt, dass durch einen
einfachen Crossover-Operator starke Verbesserungen beim APF erzielt
werden können. In diesem Abschnitt wird eine Methode zum markerlo-
sen Körper-Tracking vorgestellt, welche sich einer Evolutionsstrategie in
Kombination mit simuliertem Annealing bedient. Die Generationen des
EA entsprechen hierbei den Annealing-Stufen des ISA.
3. Aktivitätserfassung durch modellbasiertes Körper-Tracking
verwendeten Modells wird in Abschnitt 3.3.2 eingegangen. Gemäß den
gängigen Begrifflichkeiten evolutionärer Algorithmen wird der Zustand
nun auch als Individuum bezeichnet. Zur Bildung des Genotyps wird
keine Codierung des Zustandsvektors x verwendet und somit gilt
γ x = φx := x . (3.24)
Eine Population setzt sich aus einer bestimmten Anzahl N an Individu-
en zusammen:
X = {Xi} , i = 1, . . . , N . (3.25)
Das i-te Individuum wird durch Xi = (xi, πi) repräsentiert. Vor der
Gewichtung besitzt jedes Individuum die gleiche Fitness πi =
1
N . In
diesem Fall wird für die Population auch die alternative Notation
X = {xi} , i = 1, . . . , N (3.26)
verwendet.
Der Ausgangspunkt des Trackings zum Zeitpunkt t ist die Populati-
on Xt−1 des vorigen Zeitschrittes. Ausgehend vom alten Zustand wird
zunächst mit einem Dynamikmodell eine Prädiktion durchgeführt (Ab-
schnitt 3.3.5). Daraus resultiert der prädizierte Zustand X*t , welcher als
Eingabe für die evolutionäre Posenschätzung verwendet wird, worauf
in Abschnitt 3.3.3 eingegangen wird. Im Rahmen der Posenschätzung er-
folgt die Bewertung der Güte der Zustandshypothesen durch Vergleich
mit den vorliegenden Messwerten yt gemäß der Fitnessfunktion f (x, yt),
welche in Abschnitt 3.3.6 beschrieben wird. Der resultierende Zustand
Xt dient schließlich der Initialisierung im nächsten Zeitschritt.
3.3.2. Körpermodell
Das verwendete Körpermodell ist in Abbildung 3.4 schematisch abge-
bildet. Der menschliche Körper wird als kinematische Kette im dreidi-
mensionalen Raum dargestellt. Der Bauchnabel bildet den Ursprung des
Modells. Die Körperglieder werden durch Zylinder angenähert, welche
über die Gelenke miteinander verbunden sind. Die Modellkonfigura-




(a) Kinematische Kette (b) Zylindermodell
Abbildung 3.4. Schematische Abbildung des verwendeten Körpermodells.







Abbildung 3.5 zeigt die Gelenkwinkel der Arme und Beine. α be-
schreibt den seitlichen Öffnungswinkel der Arme bzw. Beine. β ist die
Bewegung der Arme bzw. Beine nach vorne und hinten. γ repräsentiert
die Beugungswinkel der Ellbogen und Knie. ε ist die Bewegung der Hän-
de bzw. Füße nach oben und unten und δ ist die seitliche Bewegung der
Hände. Damit ergeben sich für Arme und Beine die Zustandsvektoren
für die rechte bzw. linke Körperhälfte:
xarm,r/l =
[




















(b) Körpermodell seitliche Ansicht
Abbildung 3.5. Zustandskomponenten des Körpermodells: Modellursprung und Gelenk-
winkel der Arme und Beine.
hinten. Schließlich sind γub und γlb die Rotationen bezüglich einer fes-












Der Kopf hat einen Neigungswinkel nach vorn xhead = βhead. Der ge
samte Zustandsvektor hat schließlich die Form
x =
[
xpos xarm,l xarm,r xleg,l xleg,r xub xlb xhead
]
(3.32)
und besitzt 28 Freiheitsgrade.
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Die Pose des Ober- und Unterkörpers wird jeweils durch drei Winkel
beschrieben. αub und αlb sind die Neigung von Ober- bzw. Unterkör-











(b) Körpermodell seitliche Ansicht
Abbildung 3.6. Zustandskomponenten des Körpermodells: Gelenkwinkel des Kopfes,
des Ober- und des Unterkörpers.
schritt wird eine feste Anzahl M an Generationen durchlaufen.
Ausgangspunkt der Posenschätzung im Zeitschritt t ist die Elternpo-
pulation Xpt,1 der ersten Generation. In der m-ten Generation liegt die





t,m,i} , i = 1, . . . , Np . (3.33)
Elternselektion und Rekombination
Zur Bildung der neuen Population Xrect,m werden durch Rekombination












Der Ablauf der evolutionären Posenschätzung wird nun erläutert und
ist in Abb. 3.7 anhand einer Generation veranschaulicht. In jedem Zeit-






















































Abbildung 3.7. Ablauf der evolutionären Posenschätzung anhand einer Generation.
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gleicher Wahrscheinlichkeit fort. Dieses Vorgehen sorgt für eine hohe
Vielfalt der Kinderpopulation und somit einer guten Erforschung des
Suchraumes. Für die Erzeugung der N − Np neuen Kinder wird eine
Form der kombinierenden Rekombination gewählt, da der Rekombina-
tionsoperator einen erforschenden Charakter besitzen soll. Dabei wird
jede einzelne Zustandskomponente von einem zufällig ausgewählten
Elternindividuum übernommen Der hier verwendete Operator, ange-
wandt auf die gesamte Population, ist in Algorithmus 4 gegeben.






Eingabe: Elternpopulation Xp = {xp1 , . . . , x
p
Np
}, Größe der Ausgabe-
population N
Übernehmen der Eltern: Xrec = Xp
von i = Np + 1 bis N wiederhole . Kinder erzeugen
von d = 1 bis D wiederhole
Wähle j zufällig aus U
(






rec ← {Xrec, xreci }
Ausgabe: Xrec
Mutation
Als Nächstes wird auf die durch Rekombination entstandene Population
X
rec












Die angewandte Mutationsmethode ist in Algorithmus 5 dargestellt.
Es werden nicht alle Individuen, sondern nur eine zufällige Anzahl
Nmut mutiert. Bei jedem dieser Individuen wird im Gegensatz zu vie-
len verbreiteten Ansätzen lediglich eine zufällige Anzahl Dmut an Zu-
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onsdruck aufgebaut; stattdessen pflanzen sich alle Elternindividuen mit
Dabei werden die Np Eltern direkt übernommen und N − Np weitere
Kinder erzeugt. Somit setzt sich die rekombinierte Population aus N
Individuen zusammen. Bei der Elternselektion wird hier kein Selekti-
3. Aktivitätserfassung durch modellbasiertes Körper-Tracking






Dabei ist wdt,m ein mittelwertfreier normalverteilter Rauschprozess, des-
sen Varianz qmut,dt,m aus der Population der vorhergehenden Generation
bestimmt wurde. Auf die Berechnung der Varianz wird in Abschnitt 3.3.4
eingegangen.





Eingabe: Population X = {x1, . . . , xN}, Mutationsvarianz Q
mut
Wähle Nmut zufällig aus U ([1, N])





mut ← X . initialisieren
für alle i ∈ imut wiederhole . mutieren
Wähle Dmut zufällig aus U ([1, D])




für alle d ∈ dmut wiederhole
wiederhole



















Nun folgt die Bewertung der mutierten Population Xmutt,m bezüglich der
Fitnessfunktion f m. Die Fitness eines Individuums lautet






standskomponenten mutiert. Dabei werden die zufällig ausgewählten
Zustandsgrößen durch Gauß-Mutation (siehe Alg. 3) verrauscht. Für ein
3.3. Evolutionäres Posen-Tracking
Da die evolutionäre Posenschätzung über Annealing-Eigenschaften verfü-
gen soll, wird in jeder Generation m eine gemäß dem Annealing-Schema
{βm} geglättete Version
f m(x, y) = exp (−βm e(x, y)) (3.38)
der Fitnessfunktion herangezogen, die gemäß Abschnitt 3.3.6 aus einer
Energiefunktion e(x, y) berechnet wird.
Aus der gewichteten Population Xπt,m werden schließlich Np Individu-











Dies erfolgt mit einer deterministischen Selektionsmethode, die ähnlich
der Besten-Selektion abläuft, jedoch nicht duplikatfrei ist. Der entwickel-
te Selektionsoperator ist in Algorithmus 6 als Index-Selektion gegeben.
Es werden Np aus N Individuen so ausgewählt, dass die Verteilung der
Anteile ihrer Gewichte gleich bleibt. Dazu werden zunächst die relativen




, i = 1, . . . , N . (3.40)
Die absolute Häufigkeit, mit der das i-te Individuum selektiert werden
soll, wird zu Ki = bki · Np + 0,5c berechnet. Anschließend werden nach-
einander die stärksten Individuen jeweils Ki-mal gezogen, solange bis
Np Individuen selektiert worden sind.
Nach dem Durchlaufen von M Generationen wird aus der zuletzt




als die endgültige Pose des Zeitschrittes t ausgewählt:
imax = arg maxi
πt,M,i . (3.41)
3.3.4. Bestimmen der Mutationsvarianzen
Die Varianzen der Rauschprozesse für die Mutation müssen sehr sorg-
fältig gewählt werden. Zu Beginn der Evolution sollen die Individuen
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Eingabe: Gewichte π = {π1, . . . , πN}, Np zu selektierende Indivi-
duen
Annahme: Gewichte sind absteigend sortiert π1 ≥ π2 ≥ . . . ≥ πN







Initialisierung isel = { }, i = 1, κ = 1
wiederhole
isel ← {isel, i}
κ ← κ + 1
falls κ > Ki dann
i← i + 1, κ ← 1
bis Np Individuen selektiert sind
Ausgabe: isel
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weit gestreut werden, um neue Bereiche des Suchraums zu erschließen
(explorative Mutation). Im Laufe der Generationen soll die Varianz sin-
ken, so dass die Mutation am Ende für die Feinabstimmung sorgt. Die
Varianz darf jedoch nicht zu schnell sinken, damit die Suche nicht in
einem lokalen Optimum endet.
Ein dynamisches Varianzschema ist gegenüber einer festen Vorgabe
zu bevorzugen, da hiermit eine adaptive hierarchische Suche umgesetzt
wird, wie bereits in Abschnitt 3.2.2 diskutiert wurde. Eine selbstständi-
ge Varianzeinschränkung gemäß Gleichung (3.9) ist gut für dominante
Körperglieder, wie den Torso, geeignet, da diese meist robust erkannt
werden und somit eine rasche Varianzreduktion erfolgt. Bei Gliedma-
ßen, die einen geringeren Einfluss auf die Fitnessfunktion ausüben und
schwieriger zu lokalisieren sind, wie z. B. Arme und Hände, kann dieses
Vorgehen jedoch problematisch sein, da die entsprechenden Varianzen
sich nicht ausreichend verringern. In dieser Arbeit wird eine Variante
gewählt, welche die Vorzüge der autonomen Varianzentwicklung um-
setzt, jedoch in den o. g. Fällen Abhilfe schafft, indem ein dynamisches




t,m,iwt,m,i} ist die Kovarianzmatrix des Mutationsrau-
schens zum Zeitpunkt t und in der Generation m. Dabei sind Qmutt,m po-
sitiv semidefinite Diagonalmatrizen mit den Diagonalelementen qmut,dt,m ,
d = 1, . . . , D. In der ersten Generation erfolgt die Mutation mit fest
vorgegebenen Varianzen Qmutt,1 = Q
mut
0 . In der m-ten Generation wird
die Population Xπt,m−1 zur Bestimmung von Q
mut
t,m herangezogen. Dazu
erfolgt zunächst eine erneute Selektion basierend auf der Population
X
π
t,m−1. Hierzu wird mit dem Stochastisch-universellen Sampling [100]





















, d = 1, . . . , D , (3.43)






πt,m,i x̆t,m,i . (3.44)
Nun wird für jede Zustandskomponente geprüft, ob der so ermittelte
Wert q̆mut,dt,m unterhalb einer für die aktuelle Generation maximal zuläs-
sigen Varianz qmut,dm,max liegt. Ist dies gegeben, wird der geschätzte Wert









Liegt ein gutes Bewegungsmodell zur Prädiktion der Posen vor und
erfolgt die Initialisierung der Population in einem Zeitschritt damit na-
he an der tatsächlichen Pose, wird die nachfolgende Posenschätzung
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stark erleichtert, vor allem im Falle weniger Kameraperspektiven. Al-
lerdings stellt es eine große Herausforderung dar, dynamische Modelle
menschlicher Bewegungen zu formulieren, die einerseits informativ ge-
nug sind, um eine genaue Prädiktion zu erreichen, jedoch gleichzeitig
eine möglichst große Fülle an verschiedenen Bewegungsarten beschrei-
ben können.
Hier wird zunächst ein sehr allgemeingültiges Modell betrachtet, um
der Spontaneität menschlicher Bewegungen gerecht zu werden. Ein
sehr einfaches Dynamikmodell stellt die Addition eines mittelwertfreien,
normalverteilten Rauschprozesses vt mit spezifischen Varianzen dar [27,
85]:
x∗t,i = xt−1 + vt,i . (3.46)
Dabei ist Qv = E{v
T
t vt} die Kovarianzmatrix des Prädiktionsrauschens
mit E{vit, v
j
t} = δij. Weiterhin wird gefordert, dass sich die Körperwinkel
in anatomisch plausiblen Bereichen befinden (siehe [133]) und es nicht
zu Durchkreuzungen zwischen Körperteilen kommt. Das Dynamikmo-
dell, welches aus Qv und den Winkelbegrenzungen besteht, kann für
bestimmte Bewegungsarten oder Personen aus Trainingsdaten gelernt
werden, wie in [85]. Aktionsspezifische Dynamikmodelle sind hilfreich,
wenn sie auf die entsprechenden Aktionen angewandt werden, im Falle
anderer Aktionen sind sie jedoch nachteilig [85]. Hier wird daher ein
gemeinsames Modell für alle Bewegungsarten verwendet.
In einzelnen Kamerabildern kommt es häufig zu Überlappungen ver-
schiedener Körperteile. Je weniger Aufnahmeperspektiven zur Verfü-
gung stehen, desto schwieriger ist es, solche Mehrdeutigkeiten aufzu-
lösen. Um hier dennoch eine korrekte Zuordnung zu erreichen, kann
ein stärkeres Dynamikmodell wertvolle Zusatzinformationen liefern.
Daher wird anhand von Geh-Bewegungen untersucht, wie das einfache
Dynamikmodell erweitert werden kann, um im Falle von Überlappun-
gen dennoch ein erfolgreiches Tracking zu erreichen. Die Vorteile des
Modells (3.46) sollen dabei weitgehend erhalten bleiben. Zunächst wird
geprüft, ob sich die Arme oder Beine der rechten und linken Körperhälfte
in einzelnen Bildern gegenseitig überdecken. Tritt eine Überlappung auf,
werden die Geschwindigkeiten der betroffenen Gelenkwinkel aus den
Schätzwerten mehrerer vergangener Zeitschritte bestimmt. Dann wird
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für den Gelenkwinkel xdt derjenigen Körperhälfte, die sich schneller be-





t ∆t + v
d
t,i . (3.47)
Die übrigen Zustandskomponenten werden weiterhin wie zuvor be-
stimmt. Details zur Umsetzung dieses Vorgehens können in [133] nach-
gelesen werden.
3.3.6. Gewichtung
(a) (b) (c) (d)
Abbildung 3.8. Beispiel für die Bestimmung der Kanten- und Silhouettengewichtung
(Bildquelle [85]). Links ist das geglättete Kantenbild zu sehen, auf das die Kanten einer
Posenhypothese projiziert sind. Daneben sind die projizierten Modellkanten auf dem
Eingangsbild zu sehen. Die beiden rechten Bilder zeigen die projizierten Modellsilhouetten
auf dem Bildvordergrund bzw. dem Eingangsbild.
Als Beobachtungen liegen Aufnahmen von C Kameras vor: y = {ic},
c = 1, . . . , C. Zunächst wird die auf Bildkanten und anschließend die auf
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Die Gewichtung besitzt die Aufgabe, Posenhypothesen basierend auf
den vorhandenen Kameraaufnahmen zu bewerten. Die Qualität der Ge-
wichtungsfunktion ist somit entscheidend für ein erfolgreiches Körper-
Tracking. Hier wird eine sehr allgemeingültige Gewichtungsmethode
basierend auf [27] und [85, 90] eingesetzt, welche auf Kantenbildern
und Körpersilhouetten basiert. Hierzu wird kein Vorwissen über das
Erscheinungsbild oder die Kleidung der beobachteten Person benötigt.
3. Aktivitätserfassung durch modellbasiertes Körper-Tracking
Körpersilhouetten basierte Gewichtung erläutert, bevor auf die Kombi-
nation der einzelnen Gewichtungen eingegangen wird. Aus Gründen
der Übersichtlichkeit wird der Index des aktuellen Zeitschritts hier weg-
gelassen.
Kantengewichtung
Bilder 3.8(a) und 3.8(b) veranschaulichen die Bestimmung der Kanten-
gewichtung. Aus dem Eingangsbild jeder Kamera wird zunächst das
Kantenbild mit dem Canny-Algorithmus [16] bestimmt. Kanten des
Hintergrundes werden entfernt. Das resultierende Bild der Vordergrund-
kanten wird mit einem Gauß-Filter geglättet und auf den Wertebereich
[0, 1] normiert. Das geglättete und normierte Kantenbild der c-ten Kame-
ra wird als kce(x) bezeichnet.
Das Oberflächenmodell einer Pose x wird auf das Koordinatensys-
tem der Kamera c projiziert. Es werden Bildpunkte xce,r, r = 1, . . . , R
c
e
bestimmt, an denen sich Modellkanten befinden, indem die Kanten des
Oberflächenmodells in einem gleichmäßigen Raster abgetastet werden.
An vertikalen Kanten zwischen einzelnen Körperteilen werden keine
Punkte ermittelt.
Die Abweichung zwischen dem Modell und den Bilddaten der Kame-











Die Gesamtabweichung für alle vorhandenen Kameras lautet








Die Silhouettengewichtung misst die Abweichung zwischen einer Pose
und den aus den Eingangsbildern bestimmten Körpersilhouetten. Da-
zu werden zunächst die binären Silhouettenbilder kcs(x), c = 1, . . . , C
durch Hintergrundsubtraktion wie in [85] bestimmt. Für die vorliegende
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Pose werden Silhouettenmasken für alle Kameras ermittelt. Analog zu
oben werden Bildpunkte xcs,r, r = 1, . . . , R
c
s bestimmt, an denen sich
die projizierte Modellsilhouette befindet. Abbildungen 3.8(c) und 3.8(d)
zeigen eine projizierte Modellsilhouette auf der Bildsilhouette und dem
Originalbild. Zur Verringerung des Rechenaufwandes werden nicht alle
Punkte der Modellsilhouette ausgewertet, sondern sie wird ebenfalls
auf einem gleichmäßigen Raster abgetastet. Die Abweichung ergibt sich
damit zu















Abbildung 3.9. Beispiel der bidirektionalen Silhouettengewichtung. (a): Projektion ei-
ner Modellsilhouette (rot) auf das Silhouettenbild (weiß). (b): Bereich der Bildsilhouette,
der nicht durch das Modell bedeckt ist (blau), Bereich des Modells, der außerhalb der
Bildsilhouette liegt (grün).
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Die Silhouettengewichtung kann mit geringem Aufwand berechnet
werden, jedoch ermöglicht sie kein Posen-Tracking hoher Qualität. Der
Grund dafür ist ihre Asymmetrie: Es wird gefordert, dass sich die proji-
zierte Pose innerhalb des Silhouettenbildes befindet, aber nicht umge-
kehrt. Dies hat zur Folge, dass häufig Posen geschätzt werden, welche
nicht die gesamte Vordergrundsilhouette überdecken, da beispielsweise
beide Beine auf den selben Bereich oder die Arme im Bereich des Torsos
platziert werden.
3. Aktivitätserfassung durch modellbasiertes Körper-Tracking
Um dieses Problem zu umgehen, wurde die bidirektionale Silhouetten-
gewichtung vorgeschlagen [85, 90], welche Bereiche der Bildsilhouette
bestraft, die nicht durch die Modellsilhouette abgedeckt werden. Da-
zu werden die projizierten Modellkanten und -silhouetten als binäre
Bildmasken Mce bzw. M
c





ov dreier Bildbereiche ausgewertet:



























Hierbei wird über den gesamten Bildbereich summiert, R ist die Ge-
samtzahl an Bildpunkten. Der überlappende Bereich Gcov soll maximal
werden, während die beiden anderen Bereiche minimal sein sollen. Die
unterschiedlichen Bereiche sind in Bild 3.9 dargestellt. Bild 3.9(a) zeigt
eine projizierte Modellsilhouette auf einem Silhouettenbild. In Bild 3.9(b)
sind die beiden fehlerhaften Bereiche M io und Mmo dargestellt.
Die Anzahl der Punkte der Modellmaske außerhalb der Vordergrund-



















normiert. Die Energiefunktion bestraft die beiden nicht-überlappenden,
normierten Regionen:
ecbis(x , i












Für a = 12 ergibt sich eine symmetrische Energiefunktion, für a = 0 ver-
hält sich (3.56) gerade wie die einseitige Silhouettenabweichung (3.50).
Gesamte Gewichtungsfunktion
In dieser Arbeit werden die Kanten- und bidirektionale Silhouettenge-
wichtung fusioniert. Die Gesamtabweichung ergibt sich als gewichtete
Summe der Einzelabweichungen




c) + (1− αe)ebis(x , i
c) . (3.57)
Die Gewichtungs- bzw. Fitnessfunktion ergibt sich schließlich zu






Im Folgenden wird das evolutionäre Posen-Tracking anhand von Expe-
rimenten evaluiert. Zunächst werden das betrachtete Szenario und die
verwendeten Evaluationsmethoden beschrieben. Anschließend werden
die durchgeführten Versuche und die erzielten Ergebnisse dargestellt.
3.4.1. Szenario
Das Posen-Tracking wird auf den HumanEva-Datensatz [85] ange-
wandt. Dieser Datensatz wurde speziell für die Entwicklung markerloser
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3. Aktivitätserfassung durch modellbasiertes Körper-Tracking
Tracking-Methoden entwickelt, um einen quantitativen Vergleich ver-
schiedener Methoden zu ermöglichen. Dazu wurden synchronisierte
Videoaufnahmen und markerbasierte dreidimensionale Motion Capture-
Daten aufgenommen. Letztere dienen als Grundwahrheit für die Beurtei-
lung der Tracking-Verfahren. Dazu schlagen die Autoren ein Fehlermaß
vor, um die Ergebnisse markerloser Verfahren mit den Markerverläufen
zu vergleichen. Anstelle von speziellen eng anliegenden Anzügen, wie
sie im Motion Capturing häufig verwendet werden, tragen die Testperso-
nen normale Kleidung, auf der reflektierende Marker angebracht sind.
Dies führt allerdings zu einer verringerten Genauigkeit der Motion Cap-
ture-Daten [85]. Die Testpersonen führen einige vordefinierte Aktionen
in mehreren Wiederholungen aus.
Es existieren zwei Versionen des Datensatzes. Bei der zweiten Version
(HumanEva-II) kam ein verbessertes Hardware-System zum Einsatz
mit besseren Grundwahrheitsdaten und besserer Synchronisation. Tes-
tergebnisse werden primär für HumanEva-II berichtet [85], die Daten
des ersten Datensatzes (HumanEva-I) dienen eher als Trainingsdaten.
Die Testsequenzen aus HumanEva-II bestehen in Aufnahmen zweier
Personen, die eine Sequenz von Geh-, Lauf- und stehenden Balancier-
Bewegungen ausführen. Es stehen Farbvideos aus vier Perspektiven mit
einer Bildrate von 60 Hz zur Verfügung. Die Grundwahrheit für diese
Sequenzen werden nicht direkt zur Verfügung gestellt, mit Ausnah-
me einiger Zeitschritte, die zur Initialisierung von Tracking-Methoden
verwendet werden können. Die Fehlermaße können stattdessen auf
der Internetseite des Datensatzes ermittelt werden, indem die Tracking-
Ergebnisse in einer vordefinierten Form hochgeladen werden [44]. Auf
die Fehlerberechnung wird im folgenden Abschnitt eingegangen.
3.4.2. Evaluationsmethoden
In der Literatur finden sich unterschiedliche Methoden, das markerlose
Körper-Tracking zu bewerten. In [85] wird eine Übersicht über Evaluati-
onsmethoden verschiedener Publikationen gegeben. Die Bewertung von
Tracking-Ergebnissen kann qualitativ oder quantitativ erfolgen. Bei der
qualitativen Auswertung wird die Passgenauigkeit einer Pose durch Be-
trachten ihrer Projektion auf die vorliegenden Bildaufnahmen beurteilt.





Abbildung 3.10. Virtuelle Marker für die Fehlerberechnung für ein Beispiel des
HumanEva-II-Datensatzes. In den ersten beiden Spalten sind die Marker der aus Mo-
tion Capturing gewonnenen Grundwahrheit in Magenta und die der geschätzten Pose in
Gelb dargestellt. Rechts ist das projizierte Modell der geschätzten Pose zu sehen. Die virtu-
ellen Marker sind unterteilt in die anatomischen Richtungen proximal (zum Körperzentrum
hin gelegen, linke Spalte) und distal (vom Körperzentrum entfernt, mittlere Spalte).
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wahr angenommenen Posen benötigt. Diese können durch manuelle An-
notation oder ein markerbasiertes Motion Capturing gewonnen werden.
Eine weitere Alternative ist die Evaluation mittels synthetischer Daten.
In [85] wird ein Fehlermaß zwischen zwei Posen vorgeschlagen, wel-
ches, im Gegensatz zu Gelenkwinkeldifferenzen, unabhängig vom ge-
wählten Körpermodell universell einsetzbar ist. Dieses basiert auf meh-
reren virtuellen Markern, welche die Positionen von Gelenken und
Gliedmaßen darstellen. Um dieses Maß für ein bestimmtes Körpermo-
dell einsetzen zu können, müssen aus diesem lediglich die Positionen
der virtuellen Marker bestimmt werden.













Abbildung 3.11. Veranschaulichung des Fehlermaßes: Beispiele für korrekte, akzeptable
und falsche Posen nach dem Bewertungsschema aus [88].
Eine Pose x wird dabei durch M = 15 virtuelle Marker dargestellt
als {mi(x)}, i = 1, . . . , M. Dabei gibt mi(x) ∈ R
3 die Position des i-ten
virtuellen Markers im dreidimensionalen Raum an. Die Abweichung








Abbildung 3.10 zeigt ein Beispiel für die virtuellen Marker einer ge-
schätzten Pose und der Grundwahrheit.





















Abbildung 3.12. Verläufe des Fehlers für ISA (blau) und EVP (rot).
Tabelle 3.1. Mittelwert und Standardabweichung der Fehler in mm von ISA und EVP.
Tracker Gehen Joggen Balancieren Gesamt
µISAd 96,05± 22,80 128,57± 41,59 192,70± 51,85 143,53± 58,38
µISA,MAPd 102± 24,54 134,19± 40,56 202,87± 50,53 151,25± 59,36







d(xt, x̃t) . (3.60)
Beim Fehlermaß (3.60) wird davon ausgegangen, dass das Tracking-
Ergebnis in Form einer einzigen Pose vorliegt [85]. Bei Algorithmen,
die die A-posteriori-Dichte durch multimodale Dichten annähern, wie
beispielsweise APF oder ISA, wird empfohlen, das Ergebnis durch die
wahrscheinlichste Pose zu repräsentieren.
In [88] werden die gemäß Gleichung (3.59) ermittelten Fehler qualita-
tiv folgendermaßen bewertet: Fehler unter 80 mm werden als korrekte,
unter 120 mm als akzeptable bzw. größtenteils richtige und über 120 mm
als falsche Posen angesehen. Korrekt bedeutet hierbei, dass alle Kör-
perteile richtig lokalisiert, jedoch kleine Ungenauigkeiten erlaubt sind.
Abbildung 3.11 zeigt Beispiele für korrekte, akzeptable und falsche Po-
sen.









































Abbildung 3.13. Fehlerhistogramme aufgeteilt nach Aktionen von ISA und EVP.
3.4.3. Evolutionäres Posentracking
Nachdem die Vorgehensweise zur Auswertung vorgestellt wurde, wer-
den nun die Resultate des Körper-Trackings mittels evolutionärer Po-
senschätzung (EVP) diskutiert. Dazu wird dieser Algorithmus mit dem
„Interacting Simulated Annealing“-Partikelfilter (ISA) bei gleichen Rah-
menbedingungen verglichen. Für beide Methoden werden eine sehr
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geringe Populationsgröße von N = 50 Individuen bzw. Partikeln ver-






t− 1 t t + 1
Abbildung 3.14. Beispiel für Fluktuationen der ISA-Posen in drei aufeinanderfolgenden
Zeitschritten.
Die Größe der Elternpopulation beträgt Np = 10. Als Annealing-Schema
wird βm = β
m
0 mit β0 = 0,7 gewählt. Die Prädiktion erfolgt mit dem
schwachen Dynamikmodell gemäß Abschnitt 3.3.5. Im Folgenden wird
die erste Testsequenz des HumanEva-II-Datensatzes betrachtet.
Im ersten Zeitschritt wird die Startpose als unbekannt angenommen.
Es wird lediglich die ungefähre Position der Person im Raum vorgege-
ben. Beide Verfahren zeigen sich in der implementierten Version dazu
imstande, automatisch die Initialpose für das Körper-Tracking zu ermit-
teln. Dies wird dadurch ermöglicht, dass es sich in beiden Fällen um
globale Optimierungsverfahren handelt. Das Tracking kann innerhalb
von ca. drei Zeitschritten die korrekte Pose ermitteln.
Abbildung 3.12 zeigt die Verläufe der Fehler in mm gemäß Glei-
chung (3.59) für ISA und EVP. Es wurde jeweils die gesamte Sequenz
von 1225 Zeitschritten verarbeitet. Beide Verfahren sind in der Lage, sich
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von Fehlern zu erholen und die Person ohne Tracking-Verlust über die
komplette Sequenz zu verfolgen. In Tabelle 3.1 sind Mittelwerte und







































Abbildung 3.15. Ausschnitt der Verläufe einiger Zustandsgrößen des linken (grau) und
rechten Beins (schwarz) für ISA, EVP und Motion Capture-Daten für zwei Schritte einer
gehenden Person.
Die mittels ISA geschätzten Posen weisen über die gesamte Sequenz
höhere Fehler als die Ergebnisse des EVP auf. Nur sehr wenige Posen
des ISA werden als korrekt klassifiziert. Beim Gehen sind die Posen
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Standardabweichungen der Fehler zu sehen. Dabei werden zunächst die
Abschnitte der Sequenz, die die einzelnen Aktionen beinhalten, separat
betrachtet und anschließend die mittleren Fehler der gesamten Sequenz
bestimmt. Der ISA-Algorithmus repräsentiert die Pose eines Zeitschrit-
tes durch den Mittelwert des gesamten Partikelschwarms. Beim EVP
wird das Individuum mit der besten Fitness herangezogen. Zum Ver-
gleich damit wurde für das Ergebnis des ISA der Fehler der Pose mit
der höchsten Gewichtung (MAP) berechnet. Abbildung 3.13 zeigt die
Histogramme der korrekten, akzeptablen und falschen Posen für die
einzelnen Aktionen sowie die gesamte Sequenz.
3.4. Ergebnisse
überwiegend akzeptabel, während beim Joggen und Balancieren die
meisten Posen fehlerhaft sind. Insgesamt liegt die Mehrzahl der Abwei-
chungen oberhalb von 120 mm und somit im als falsch angesehenen
Bereich. Beim EVP gelingt während der Geh-Phase überwiegend die
Schätzung der korrekten Pose. Zwischenzeitlich kommt es zu größeren
Abweichungen, was dadurch verursacht wird, dass die beiden Beine
während eines Schrittes verwechselt werden. Bei den beiden anderen Ak-
tionen verschlechtert sich die Genauigkeit. Insgesamt liegen die meisten
Fehler im akzeptablen Bereich von 80 bis 120 mm.
Auch die Ergebnisse in [85] zeigen, dass für ISA deutlich mehr Partikel
für ein erfolgreiches Tracking benötigt werden. Die dort durchgeführten
Versuche für den ISA-Algorithmus mit lediglich 50 Partikeln ergeben
Fehler in einem sehr ähnlichen Bereich wie in den hiesigen Experimenten.
Um mittels ISA ähnliche Ergebnisse zu erreichen, wie sie in Tabelle 3.1
durch EVP erzielt werden, sind in [85] mit 100 Partikeln doppelt so viele
erforderlich. Durch Verwendung von 200 Partikeln für ISA ergeben sich
etwas bessere Ergebnisse als für EVP mit 50 Individuen.
Anhand der Fehlerverläufe ist zu erkennen, dass bei den ISA-Schät-
zungen häufige Fluktuationen (sog. Jitter) auftreten. Diese sind in der
Literatur als typisches Problem des ISA bekannt [37]. In Abbildung 3.14
sind diese charakteristischen Schwankungen anhand dreier aufeinan-
derfolgender Zeitschritte veranschaulicht. Während beim ISA starke
Fluktuationen im Verlauf der Posen zu sehen ist, weist der evolutionäre
Algorithmus einen wesentlich glatteren Verlauf auf. In Abbildung 3.15
sind Ausschnitte der mittels ISA sowie EVP geschätzten Verläufe einiger
Zustandsgrößen gezeigt. Es sind die Bewegungen der Oberschenkel
nach vorne und hinten, βleg, und die Beugungswinkel der Knie, γleg, ab-
gebildet. Zum qualitativen Vergleich ist ein typischer Verlauf dieser Win-
kel, berechnet aus Motion Capture-Daten des HumanEva-I-Datensatzes,
in der Mitte dargestellt. Auch anhand dieser Verläufe werden die we-
sentlich höhere Genauigkeit und die stark reduzierten Schwankungen
der EVP-Ergebnisse ersichtlich.
In den folgenden Bildern werden geschätzte Posen von ISA und EVP
einiger Zeitpunkte einander gegenübergestellt. Für ISA ist jeweils die
mittlere Pose abgebildet, für EVP das Individuum mit der höchsten
Gewichtung.
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Abbildung 3.16. Tracking-Ergebnisse des ISA (oben) und EVP (unten) in einem Zeit-
schritt, während die Person geht. Der Fehler des ISA beträgt 95,62 mm, der des EVP
60,55 mm. Die Pose des EVP ist korrekt, die des ISA akzeptabel.
In den Abbildungen 3.16 und 3.17 sind zwei Beispiele während der
Geh-Phase zu sehen. Der Fehler des ISA beträgt im ersten Fall 95,62 mm,
die Pose wird demnach als größtenteils richtig akzeptiert. Anhand Ab-
bildung 3.16 ist zu erkennen, dass beide Verfahren alle Körperteile über-
wiegend korrekt lokalisieren. ISA hat jedoch Schwierigkeiten, die Beine
richtig zu schätzen. Da sich die Beine gerade kreuzen und einen geringen
Abstand voneinander haben, kommt es in den Bildern zu Überlappun-
gen und Mehrdeutigkeiten, die ISA Probleme bereiten. Dem EVP gelingt
die korrekte Zuordnung der Beine. Die Arme werden vom EVP ebenso
mit einer höheren Genauigkeit geschätzt, und es ergibt sich eine kor-
rekte Pose mit einem Fehler von 60,55 mm. Im zweiten Beispiel, wie in
Abbildung 3.17 zu sehen ist, platziert ISA die Beine richtig, jedoch treten
große Abweichungen beim Schätzen der Arme auf. Der Fehler beträgt
hier 121,47 mm, die Pose wird knapp als falsch klassifiziert. Beim EVP
werden Arme und Beine korrekt geschätzt und ein sehr geringer Fehler
von 52,87 mm erreicht.
60
3.4. Ergebnisse





Abbildung 3.17. Tracking-Ergebnisse des ISA (oben) und EVP (unten) in einem Zeit-
schritt, während die Person geht. Der Fehler des ISA beträgt 121,47 mm, der des EVP
52,87 mm. Bei ISA wird der Körper in der Kurve zu spät gedreht.
Verfahren weisen beim Joggen größere Fehler auf als beim Gehen, in
beiden Fällen werden überwiegend akzeptable Posen geschätzt (siehe
Abbildung 3.13). Im Beispiel aus Abbildung 3.18 befindet sich die Person
gerade in der Kurve. Beim ISA wird die Rotation des Körpers spät
erkannt, weshalb in diesem Zeitbereich große Fehler auftreten. Auch für
das Beispiel aus Abbildung 3.19 schätzt das ISA eine falsche Pose. Die
Posen des EVP sind in beiden Beispielen akzeptabel mit Fehlern von
89,79 mm und 103,93 mm.
Abbildungen 3.20 und 3.21 zeigen Posen während des Balancierens.
Bei dieser Aktion ergeben sich mittels ISA fast ausschließlich falsche
Posen, während die Posen des EVP überwiegend akzeptabel sind. Im
ersten Beispiel ergibt sich beim EVP eine knapp fehlerhafte Pose, bei
welcher der rechte Arm der Person nicht korrekt platziert wird. Im
zweiten Fall ist die EVP-Schätzung akzeptabel mit einer Abweichung
von 102,11 mm.
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In den nächsten beiden Beispielen joggt die Person. Die Posen beider
3. Aktivitätserfassung durch modellbasiertes Körper-Tracking





Abbildung 3.18. Tracking-Ergebnisse des ISA (oben) und EVP (unten) in einem Zeit-
schritt, während die Person joggt. Der Fehler des ISA beträgt 234,86 mm, der des EVP
89,79 mm.
der Beine und Arme vor – beide Beine werden auf denselben Bildbereich
platziert. Bei den Posen des EVP tritt dieses Verhalten wesentlich seltener
auf. Auch bei den prinzipiell richtig lokalisierten Körperbereichen liegt
beim EVP eine höhere Genauigkeit vor.
3.4.4. Dynamikmodell
Im vorigen Abschnitt sind im Fehlerverlauf des EVP temporär große
Abweichungen der geschätzten von der korrekten Pose zu sehen. Wie
bereits erwähnt wurde, kann dies in Fällen auftreten, wenn während
eines Schrittes das Schwung- mit dem Standbein verwechselt wird. Die-
ser Sachverhalt ist in Abbildung 3.23 oben für den 176-ten Zeitschritt zu
sehen. Auf den ersten Blick erscheint die Pose akzeptabel. In den Bildern
der zweiten und vierten Kamera ist jedoch die Verwechslung der Beine
sichtbar. Dennoch ergibt sich bei den Projektionen der Pose auf die ein-
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Weitere typische Beispiele sind in Abbildung 3.22 zusammengefasst.
Wie man erkennen kann, nimmt das ISA häufig eine falsche Zuordnung
3.4. Ergebnisse





Abbildung 3.19. Tracking-Ergebnisse des ISA (oben) und EVP (unten) in einem Zeit-
schritt, während die Person joggt. Der Fehler des ISA beträgt 202,53 mm, der des EVP
103,93 mm.
gerade dann, wenn sich die Beine kreuzen, da ab diesem Zeitpunkt
durch die Variation der Individuen beide Hypothesen erreicht und hoch
gewichtet werden. Alleine basierend auf dem vorliegenden Bildmate-
rial lässt sich diese Mehrdeutigkeit somit nur schwer korrekt auflösen.
Anhand dieses Beispiels wird ersichtlich, warum in solchen Fällen die
Posenschätzung misslingen kann. Um hierfür Abhilfe zu schaffen, wird
das erweiterte Dynamikmodell gemäß Abschnitt 3.3.5 herangezogen, bei
dem im Falle von Überlappungen vergangene Schätzwerte zur Prädikti-
on einiger Zustandskomponenten verwendet werden. In Abbildung 3.24
sind die Verläufe der Fehler mit schwachem und erweitertem Dynamik-
modell während des Geh-Phase der im vorigen Abschnitt betrachteten
Sequenz abgebildet. Bei Verwendung des schwachen Modells ergibt
sich ein mittlerer Fehler von 78,94 mm± 29,16 mm, mit dem erweiter-
ten 74,90 mm± 13,40 mm. Im Bereich des 176-ten Zeitschrittes ist eine
große Abweichung zwischen den beiden Fehlern zu sehen. Der Fehler
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zelnen Kameraperspektiven eine gute Abdeckung der Person und somit
eine hohe Gewichtung der geschätzten Pose. Die Verwechslung beginnt
3. Aktivitätserfassung durch modellbasiertes Körper-Tracking





Abbildung 3.20. Tracking-Ergebnisse des ISA (oben) und EVP (unten) in einem Zeit-
schritt, während die Person balanciert. Der Fehler des ISA beträgt 267,12 mm, der des EVP
127,31 mm.
geschätzt wird. Die entsprechenden Kamerabilder beider Verfahren zu
diesem Zeitpunkt sind in Abbildung 3.23 zu sehen. Betrachtet man ledig-
lich die Bilder der ersten und dritten Kamera, sehen die Posen ähnlich
aus. Ohne das erweiterte Dynamikmodell ergibt sich allerdings ein Feh-
ler von 182,70 mm, während es mit ihm lediglich 61,77 mm sind. Dies
liegt daran, dass die Abweichung von der wahren dreidimensionalen
Pose im ersten Fall aufgrund der Verwechslung der Beine groß ist, wäh-
rend mit dem erweiterten Modell eine korrekte Zuordnung der Beine
erfolgt. Im Bereich um den 250-ten Zeitschritt haben beide Verfahren
Schwierigkeiten, wobei das erweiterte Modell innerhalb des akzeptablen
Bereichs bleibt, während das einfache falsche Posen schätzt.
Schließlich wird eine Sequenz mit lediglich drei Kameraperspektiven
aus dem HumanEva-I-Datensatz betrachtet. Ein Ausschnitt daraus ist in
Abbildung 3.25 zu sehen, wobei der Verlauf eines Geh-Schrittes durch
vier Zeitpunkte am Beispiel einer Kameraperspektive veranschaulicht
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des schwachen Dynamikmodells wird für eine gewisse Zeit sehr groß,
während mit dem erweiterten Modell durchgehend die korrekte Pose
3.4. Ergebnisse





Abbildung 3.21. Tracking-Ergebnisse des ISA (oben) und EVP (unten) in einem Zeit-
schritt, während die Person balanciert. Der Fehler des ISA beträgt 217,86 mm, der des EVP
102,11 mm.
Kanten- und Silhouettenbilder liefern. Dadurch wird die Auflösung von
Mehrdeutigkeiten bei sich überdeckenden Körperteilen weiter erschwert.
Auch hier kommt es mit dem einfachen Dynamikmodell beim Kreuzen
der Beine zu Fehlern bei der Zuordnung. In Abbildung 3.26 sind die
zugehörigen Verläufe einiger Beinwinkel in einem größeren Zeitfenster
dargestellt. Daraus wird ersichtlich, dass es beim schwachen Modell
nach dem Kreuzen der Beine zu einer Verwechslung von Schwung-
und Standbein kommt, so dass sich zweimal hintereinander das selbe
Bein nach vorne bewegt. Durch Verwendung des erweiterten Dynamik-
modells gelingt es hingegen, die Mehrdeutigkeiten aufgrund der sich
überlappenden Körperbereiche aufzulösen und eine korrekte Zuord-
nung von Stand- und Schwungbein vorzunehmen. Es ergibt sich eine
sehr ähnliche Form der Verläufe wie bei den zum Vergleich dargestellten
Motion Capture-Daten.
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wird. Dabei sind zwei der drei Kameras direkt gegenüber voneinander
positioniert, so dass beide sehr ähnliche Informationen bezüglich der





Abbildung 3.22. Tracking-Ergebnisse des ISA (oben) und EVP (unten) in verschiedenen
Sequenzen.
3.4.5. Diskussion
Sowohl mit dem Interacting Simulated Annealing-Partikelfilter als auch
dem Evolutionären Posen-Tracking gelingt ein robustes Körper-Tracking
über einen längeren Zeitraum. Beide Verfahren sind in der Lage, selbst-
ständig die Pose zu initialisieren und sich von Fehlern zu erholen.
Mittels EVP wird jedoch ein erfolgreiches Körper-Tracking mit deut-
lich weniger Individuen erreicht als es das ISA für vergleichbare Ergeb-
nisse benötigt. Die für das ISA typischen Fluktuationen, bei denen die
geschätzten Posen von einem Zeitpunkt zum nächsten große Sprünge
aufweisen, werden beim EVP weitgehend vermieden.
Die Stärken des EVP sind hauptsächlich durch die verwendeten Evo-
lutionsfaktoren Variation und Selektion begründet. Das Zusammenspiel
von Rekombination und Mutation resultiert in einer großen Artenvielfalt
und einer effizienten Durchsuchung des Zustandsraumes. Bereits in [27]
wurde gezeigt, dass die Einführung eines Crossover-Operators deutliche
Verbesserungen bei der Posenschätzung bewirkt. In dieser Arbeit ist
die Rekombination die Hauptverantwortliche für die Erforschung des
Zustandsraumes. Es werden dabei nicht nur zwei, sondern mehrere
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Abbildung 3.23. Tracking-Ergebnisse mit schwachem (oben) und erweitertem Dynamik-
modell (unten) in einem Zeitschritt. Beim schwachen Dynamikmodell werden rechtes und
linkes Bein vertauscht, was anhand der Bilder von C2 und C4 ersichtlich wird. Der Fehler
beim einfachen Dynamikmodell beträgt 182,70 mm, beim erweiterten 61,77 mm .


















Abbildung 3.24. Verläufe des Fehlers des schwachen (blau) und des erweiterten Dyna-
mikmodells (rot) während der Geh-Phase der Sequenz.
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3. Aktivitätserfassung durch modellbasiertes Körper-Tracking
Schwaches Dynamikmodell
Erweitertes Dynamikmodell
t1 t2 t3 t4
Abbildung 3.25. EVP mit einfachem (oben) und erweitertem (unten) Dynamikmodell in
vier Zeitschritten t1 bis t4.
Eltern durchmischt. Durch die Kombination von Zustandsgrößen ver-
schiedener Eltern können komplett neuartige Posen entstehen. Dadurch
wird eine wesentlich größere Artenvielfalt erreicht, woraus auch bei
schwacher Streuung bei Mutation und Prädiktion große Variationen
der Kinderpopulation resultieren. Während die Mutation beim EVP
eine geringere Rolle spielt, ist das ISA auf die Partikelstreuung in den
einzelnen Annealing-Stufen angewiesen, um Variation in den Partikel-
schwarm zu bringen. Beim EVP werden dagegen nur zufällig einige
Zustandskomponenten mutiert, da die Mutation hier eher die Rolle der
Feinabstimmung übernimmt. Durch die Durchmischung der vorteilhaf-
ten Eigenschaften der Eltern bei der Rekombination werden gerade jene
neuen Bereiche des Zustandsraumes erschlossen, die vielversprechend
erscheinen. Damit gelingt es, große Bereiche des Zustandsraumes auf
intelligente Art zu durchsuchen: Ohne den Rekombinationsoperator wä-
ren mehr Individuen bei stärkerer Mutation nötig, um denselben Bereich
des Zustandsraumes abzudecken. Mit diesem Vorgehen können daher









































Abbildung 3.26. Verläufe von Beinwinkeln (links und rechts) für schwaches Dynamik-
modell, erweitertes Dynamikmodell und Motion Capture-Daten. Die Zeitpunkte t1 bis t4
sind als gepunktete Linien angedeutet.
dem Vergleich mit dem ISA ersichtlich.
Eine Schwierigkeit beim Körper-Tracking ist das Auftreten von Mehr-
deutigkeiten durch sich überdeckende Körperteile in einzelnen Kamera-
perspektiven. Diese erschweren die Posenschätzung vor allem im Falle
weniger Kameras stark. Dies kann beispielsweise dazu führen, dass bei
Geh- oder Lauf-Bewegungen die Beine nach dem Kreuzen miteinan-
der verwechselt werden. Um hierfür Abhilfe zu schaffen, wurde ein
erweitertes Dynamikmodell vorgeschlagen und für Geh-Bewegungen
untersucht. Hiermit konnte im Falle von Ambiguitäten eine deutliche
Verringerung der Fehler erreicht werden.
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Das modellbasierte Körper-Tracking liefert mit Posenverläufen eine sehr
reichhaltige Bewegungsrepräsentation. Kenntnisse über die Pose eines
Menschen und der Bewegung einzelner Körperteile erlauben eine de-
taillierte Analyse der ausgeführten Aktivitäten. Das Körper-Tracking ist
jedoch sehr aufwändig und bisher nicht in beliebigen, unkontrollierten
Szenarien einsetzbar. Gerade bei Aufnahmen einzelner Kameras be-
steht noch großer Forschungsbedarf. Häufig ist man außerdem gar nicht
an den Details der Ausführung von Bewegungen interessiert, sondern
möchte lediglich erkennen, welche Aktionen in einer Szene auftreten.
Für solche Anwendungen eignen sich Methoden der Aktivitätserken-
nung, die auf der Extraktion bestimmter Bild- bzw. Videomerkmale aus
Bildsequenzen basieren. Der Aufwand der Merkmalsextraktion dieser
Ansätze ist wesentlich geringer als bei der Posenschätzung. Es wird
deutlich weniger Vorwissen vorausgesetzt, was eine höhere Vielseitig-
keit bezüglich der Einsatzmöglichkeiten mit sich bringt. Diese Verfahren
sind außerdem sehr flexibel was die Anzahl und Anordnung der Sen-
soren sowie die Umgebung betrifft. Gerade in Szenarien, bei denen
nur Aufnahmen einer Kamera mit dynamischen Hintergründen, Kame-
rabewegungen und Interaktionen zwischen Personen vorliegen, sind
Methoden der merkmalsbasierten Aktionserkennung geeignet, da sie
ohne Weiteres zum Einsatz kommen können.
Das Ziel in diesem Kapitel besteht in der Gewinnung von Informa-
tionen über den dynamischen Verlauf lokaler Merkmale in Form von
Merkmals-trajektorien. Dies wird durch ein Tracking von Merkmalen
realisiert, die besonders charakteristisch für die in einer Sequenz auf-
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tretenden Bewegungen sind. Die Merkmale sollen über einen längeren
Zeitraum verfolgt werden, um auch komplexe Ereignisse in Videos be-
schreiben zu können. Die resultierenden Trajektorien werden durch
verschiedene Deskriptoren repräsentiert. Diese beschreiben Textur und
Bewegung in lokalen Umgebungen der Trajektorien. Die entwickelte
Methodik zielt auf den Einsatz in Szenarien ab, in dem komplizierte Akti-
vitäten auftreten, bei Aufnahmen, die eine ausreichend hohe Auflösung
besitzen, um ein robustes Tracking zu ermöglichen.
In Abschnitt 4.2 werden zunächst die benötigten Grundlagen dar-
gestellt. Dabei wird auf für diese Arbeit relevante Methoden der De-
tektion und Repräsentation von Merkmalen sowie des bildbasierten
Trackings eingegangen. Anschließend wird in Abschnitt 4.3 der entwi-
ckelte Algorithmus zur Gewinnung der Merkmalstrajektorien erläutert,
welcher schließlich in Abschnitt 4.4 in Versuchen angewandt wird. Eine
quantitative Bewertung des Trackings wird bezüglich der Eignung zur
Aktionserkennung in Kapitel 5 durchgeführt.
4.2. Grundlagen
Im Folgenden werden die benötigten Grundlagen für die merkmalsba-
sierte Bewegungserfassung gegeben. Zunächst wird auf die Detektion
und Repräsentation von Merkmalen in Bildfolgen eingegangen. An-
schließend werden einige Methoden der Merkmalsextraktion genauer
vorgestellt, die in dieser Arbeit zum Einsatz kommen und schließlich
wird auf das bildbasierte Tracking mittels Mean Shift eingegangen.
4.2.1. Detektion und Deskription von Interessenspunkten
in Bildfolgen
Methoden der Videoanalyse, die auf lokalen Merkmalen basieren, er-
fordern geeignete Merkmalsdetektoren. Dabei sollen Punkte in einer
Bildfolge gefunden werden, die interessante Ereignisse repräsentieren.
Diese werden als Spatio-Temporal Interest Points (STIP) bezeichnet und
sollen an Punkten (x, y, t) detektiert werden, die in örtlicher und zeit-
licher Dimension Variationen des Bildinhaltes aufweisen. Im Bereich
der merkmalsbasierten Videoanalyse wurde bereits eine Vielzahl von
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Ansätzen zur Detektion solcher STIPs vorgeschlagen. Viele davon sind
Erweiterungen von Merkmalsdetektoren in Einzelbildern auf Bildse-
quenzen.
In einer sehr frühen Arbeit in diesem Bereich haben Laptev und Linde-
berg [56] den Harris-Eckendetektor [42] auf den dreidimensionalen Fall
erweitert. Damit werden Punkte detektiert, welche „Ecken“ in Orts- und
Zeitrichtung darstellen, da diese häufig interessante Ereignisse repräsen-
tieren. Die Detektion erfolgt im Orts-Zeit-Skalenraum. Für den örtlichen
Skalenfaktor σ und den zeitlichen Skalenfaktor τ wird das Eingangsbild
i(x, t) mit einem Gauß-Kern













gefiltert. Die Skalenraum-Darstellung lautet
k(x, t, σ, τ) = g(x, t, σ, τ) ∗ i(x, t) , (4.2)
wobei ∗ den dreidimensionalen Faltungsoperator darstellt. Die Detek-
tion erfolgt mit Hilfe der Matrix der zweiten Momente, die in einem
lokalen Bereich der Bildfolge, gewichtet mit einem Gauß-Fenster, gemit-
telt wird












Die partiellen Ableitungen erster Ordnung von k(x, t, σ, τ) lauten dabei
kx(·) = ∂∂x k(x, t, σ, τ) etc.
Es sollen Punkte detektiert werden, an denen H große Eigenwerte
besitzt. Die Bildung des Detektors erfolgt mittels Spur und Determinante
von H
rHarris3D(x, t, σ, τ) = det(H(x, t, σ, τ))− κspur3(H(x, t, σ, τ)) (4.4)
und die STIPs werden an lokalen Maxima von rHarris3D(x, t, σ, τ) lo-
kalisiert. In [56] werden σ und τ durch automatische Skalenselektion
gewählt.
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Dollár [29] konstatiert, dass direkte dreidimensionale Erweiterungen
von zweidimensionalen Merkmalsdetektoren ungeeignet für die Detekti-
on von STIPs sind, da die Zeit als dritte Dimension andere Eigenschaften
als die örtlichen Dimensionen besitzt und somit gesondert behandelt
werden muss. Gemäß den Beobachtungen in [29] sind dreidimensiona-
le Ecken, wie sie mit Laptevs Detektor aus Gleichung (4.4) gefunden
werden, für Bewegungsabläufe geeignet, die durch eine Umkehrung
der Bewegungsrichtung charakterisiert sind. Dies trifft v. a. auf einfache
Aktionen wie „Winken“ oder „Gehen“ zu, wie sie auch in [56] betrachtet
werden. Aktionen, die eher durch allmähliche Bewegungsabläufe ge-
kennzeichnet sind, enthalten allerdings kaum solche „Ecken“, was zur
Folge hat, dass zu wenige Merkmale detektiert werden. In [29] werden
u. a. Gesichtsausdrücke und das Verhalten von Ratten untersucht. Diese
gehören zu Bewegungsarten, bei denen der Detektor (4.4) ungeeignet
ist.
Dollár stellt stattdessen einen Detektor vor, der eher zur Detektion
von zu vielen als von zu wenigen Interessenspunkten neigt. Als De-
tektorfunktion wird eine Filterung der Bildfolge mit einem Gauß-Filter
g(x, σ) in örtlicher und einem komplexen Gabor-Wavelet in zeitlicher
Richtung durchgeführt. Die Detektorfunktion ergibt sich damit zu
rperiodic(x, t, σ, τ) = (i(x, t) ∗ g(x, σ) ∗ hev(t, τ , ω))
2
+ (i(x, t) ∗ g(x, σ) ∗ hod(t, τ , ω))
2 , (4.5)
mit
hev = − cos(2πtω) e
−t2/τ2 , (4.6)
hod = − sin(2πtω) e
−t2/τ2 , (4.7)
wobei ω = 4τ verwendet wird. Der Detektor reagiert am stärksten auf
periodische Bewegungen, ist aber nicht auf diese beschränkt. Alle Be-
reiche, die örtliche Strukturen aufweisen und komplexe Bewegungen
beinhalten, resultieren in einer Antwort des Detektors. Auf rein transla-
torische Bewegungen erfolgt dagegen keine oder nur eine sehr schwache
Reaktion.
Es existieren eine Menge weiterer STIP-Detektoren. Willems et al. [103]
verwenden die Determinante der dreidimensionalen Hesse-Matrix, um
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einen Detektor zu erhalten, welcher skaleninvariant ist und mehr Merk-
male als Laptevs Detektor liefert. Diese Methode ähnelt einer dreidimen-
sionalen Variante des Speeded-Up Robust Features (SURF)-Detektors [7]
(siehe Abschnitt 4.2.3) und ist effizient aufgrund der Verwendung von
Rechteckfiltern.
In [97] werden verschiedene STIP-Detektoren für die Aktionserken-
nung untersucht und in Kombination mit mehreren Deskriptoren mit-
einander verglichen. Betrachtet werden der periodische Detektor (4.5),
die dreidimensionalen Harris- und Hesse-Detektoren sowie die Ver-
wendung von Punkten, die auf einem dichten, gleichmäßigen Raster
ausgewählt werden. Der periodische Detektor übertrifft die beiden an-
deren diskutierten Methoden, mit Ausnahme bei sehr einfachen Bewe-
gungsarten, bei denen der 3D-Harris-Detektor etwas bessere Ergebnisse
liefert. Es sei angemerkt, dass die dichten Punkte insgesamt am bes-
ten abschneiden, jedoch in einer sehr großen Anzahl an Merkmalen
und somit einem hohen Verarbeitungsaufwand resultieren. Auch in [81]
werden verschiedene Detektoren verglichen: der periodische Detektor,
der 3D-Harris-Detektor, dreidimensionale Gabor-Filter und DoG-Filter
(Difference of Gaussians) in Orts- und Zeitrichtung [19]. Die Detektoren
werden als Baustein eines Algorithmus zur Aktionserkennung evalu-
iert. Der periodische Detektor übertrifft die anderen deutlich bezüglich
der Erkennungsrate, obwohl er nur für einen Skalenfaktor angewandt
wird. Er ist außerdem mit einem wesentlich geringeren Rechenaufwand
verbunden.
Die bisher vorgestellten STIP-Detektoren wurden zum Auffinden iso-
lierter Merkmale entwickelt. Die Deskriptoren der Merkmale werden
in Volumen um diese Punkte berechnet. Diese Volumen, auch als Ku-
boide bezeichnet, haben eine bestimmte Ausdehnung, abhängig von
den zugehörigen Skalenfaktoren σ und τ . Deskriptoren werden häu-
fig aus Bildgradienten oder optischem Fluss ermittelt. In [29] werden
außerdem Deskriptoren direkt aus normierten Grauwerten gebildet. In
[58] werden Histogramme orientierter Gradienten (HOG) und des opti-
schen Flusses (HOF) zur Deskription lokaler STIPs vorgeschlagen. Der
HOG-Deskriptor wurde ursprünglich als globales Merkmal zur Objek-
terkennung entwickelt und wird im folgenden Abschnitt erläutert. In
[97] erweist sich v. a. die Kombination aus Gradienten- und Flussde-
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skriptoren als sehr gutes Merkmal zur Aktionserkennung. Weiterhin
existieren Erweiterungen etablierter Deskriptoren für Bildmerkmale, wie
dreidimensionale SIFT- [80] oder SURF-Deskriptoren [103].
4.2.2. Orientierungshistogramme von Gradienten
und optischem Fluss
In [25] schlagen Dalal und Triggs sog. Histogramme orientierter Gradienten
(HOG) als robuste Merkmale zur Objekterkennung vor und evaluieren
sie am Beispiel der Personendetektion. Der HOG-Deskriptor beschreibt
die lokale Verteilung von Bildgradienten und repräsentiert Form und




Abbildung 4.1. Veranschaulichung der Bestimmung und des Aufbaus des vorzeichenlo-
sen (unsigned) HOG-Deskriptors.
Die Merkmale werden im gesamten Bildbereich ermittelt. Dazu wird
das Bild in Zellen eingeteilt und für jede Zelle ein Histogramm der
Gradientenorientierungen bestimmt. Um Kontrastunterschiede auszu-
gleichen, erfolgt eine lokale Normierung größerer Bildbereiche, indem
mehrere Zellen zu Blöcken zusammengefasst und diese lokal normiert
werden.
Zur Bestimmung der Bildgradienten in horizontaler und vertika-
ler Richtung erfolgt eine Differentiation mit den Filtern [−1, 0, 1]
bzw. [−1, 0, 1]T ohne Glättung. HOG-Deskriptoren können mit Beach-
tung des Vorzeichens der Gradientenrichtung (signed HOG) oder ohne
(unsigned HOG) bestimmt werden. Bei der Personendetektion eignet
sich laut [25] die vorzeichenlose Variante besser, dies gilt aber nicht für
alle Objektarten. Abbildung 4.1 veranschaulicht die Bestimmung und
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den Aufbau der HOG-Merkmale beispielhaft ohne Beachtung des Vor-
zeichens der Gradientenrichtung. Die Standardumsetzung verwendet 9
vorzeichenlose Winkelabschnitte.
In [26] wird im Speziellen die Personendetektion in Videos behandelt,
und es wird zusätzlich zu den Gradientenmerkmalen Information über
die in Videos auftretende Bewegung hinzugezogen. Dadurch erreichen
die Autoren eine bessere Personendetektion, da neben dem Erschei-
nungsbild von Menschen auch typische Bewegungen berücksichtigt
werden. Es werden Merkmale gesucht, die für Personen charakteris-
tische Bewegungen modellieren können und auch bei Kamera- und
Hintergrundbewegung robust funktionieren. Ein Problem bei Kamera-
und Hintergrundbewegung ist, dass die meisten Bewegungsmerkmale
absolute Bewegung modellieren. In [26] wird als Lösung vorgeschlagen,
differenzierten optischen Fluss zu betrachten, um diese Einflüsse zu ver-
ringern. Dazu werden im Wesentlichen zwei neue Merkmale entwickelt
– jeweils in mehreren Varianten.
Sei f x(x) der optische Fluss eines Bildpaares in horizontaler und f y(x)
in vertikaler Richtung. Beim ersten Merkmal werden die beiden Fluss-
Komponenten separat voneinander behandelt und jeweils nach x und y
differenziert. Für die x-Komponente ergibt sich
∂
∂x
f x(x) := f xx(x) ,
∂
∂y
f x(x) := f xy(x) . (4.8)
Aus den beiden Ableitungen in Gleichung (4.8) werden Gradienten-
betrag und -orientierung berechnet und nach dem Schema des HOG-
Deskriptors ein Merkmalsvektor hMBHx gebildet. Das gleiche Vorgehen
wird auf das horizontale Flussfeld f y(x) angewandt, um das Merkmal
hMBHy zu erhalten. Diese Merkmale werden von den Autoren in [26] als
Motion Boundary-Histogramme (MBH) bezeichnet.
Kombiniert man die obigen Ableitungen auf andere Weise und fügt
je die nach x bzw. y abgeleiteten Flusskomponenten zusammen, erhält
man sog. Internal Motion-Histogramme (IMH).
Die hier erläuterten Histogramm-Merkmale werden auch für die De-
skription lokaler Merkmale eingesetzt [58]. In diesem Fall werden die
Deskriptoren nicht global für einen gesamten Bildbereich, sondern le-
diglich in lokalen Nachbarschaften detektierter Merkmale berechnet.
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HOG-Deskriptoren und Histogramme von optischem Fluss (HOF) ha-
ben sich im Bereich der Aktionserkennung bereits als sehr nützlich er-
wiesen [58]. Laptev et al. [58] bestimmen HOG- und HOF-Deskriptoren
in Kuboiden um detektierte STIPs. Die Kuboide werden in nx × ny × nτ
Zellen unterteilt und in jeder Zelle werden Histogramme der Orien-
tierungen der Gradienten und des optischen Flusses gebildet. Die nor-
mierten Histogramme der einzelnen Zellen werden zu HOG- und HOF-
Merkmalsvektoren zusammengefügt. Eine übliche Zelleneinteilung ist
z. B. nx = ny = 3, nτ = 2 [58, 98]. In [98, 99] werden zur Deskription von
Merkmalstrajektorien HOG-, HOF- und MBH-Deskriptoren mit großem
Erfolg eingesetzt, worauf in Abschnitt 4.3.4 eingegangen wird.
4.2.3. Speeded-Up Robust Features – SURF
Der SURF-Algorithmus [7] beschreibt eine Methode zur Detektion und
Deskription lokaler, skalierungs- und rotationsinvarianter Bildmerkmale.
Diese ähneln den Scale Invariant Feature Transform (SIFT)-Merkmalen [59],
können allerdings mit deutlich geringerem Aufwand berechnet werden.
Der SURF-Algorithmus detektiert „Blob“-artige Strukturen mit Hilfe




kxx(x, σ) kxy(x, σ)
kxy(x, σ) kyy(x, σ)
]
, (4.9)
wobei das Grauwertbild i(x) mit Gauß-Filtern gemäß




usw. gefiltert wird. Bei der praktischen Umsetzung werden die Gauß-
Filter durch Rechteckfilter (sog. Box-Filter) angenähert [7]. Die so gefil-
terten Bilder werden als k̃(x, σ) bezeichnet. Die Detektorantwort ergibt
sich als Determinante der approximierten Hesse-Matrix H̃(x, σ) zu
rSURF(x, σ) = det(H̃(x, σ)) = k̃xx(x, σ)k̃yy(x, σ)− (wk̃xy(x, σ))
2 . (4.11)




Abbildung 4.2. Beispiel: Korrespondenzen von SURF-Merkmalen anhand eines Bildes
aus dem Hollywood Human Actions (HOHA)-Datensatz [58].
Die Rechteckfilterung entspricht der Summe der Bildpunkte, an deren
Positionen das Filter den Wert eins annimmt. Die Faltung kann dadurch
mittels Integralbildern realisiert werden, was dazu führt, dass der Be-
rechnungsaufwand unabhängig von der Filtergröße ist. Das Integralbild









und gibt die Fläche des Rechtecks zwischen dem Punkt (x, y) und dem
Ursprung des Bildkoordinatensystems an. Mit Integralbildern kann die
Fläche eines beliebigen Rechtecks mit lediglich vier Additionen berech-
net werden. Laut [7] lassen sich mit dieser Vereinfachung vergleichbare
oder sogar bessere Ergebnisse erzielen als mit diskretisierten Gauß-
Filtern. Mit diesem Vorgehen kann die Skalenraumdarstellung mit sehr
geringem Aufwand konstruiert werden. Es wird kein Downsampling
des Bildes benötigt, stattdessen werden die Filter sukzessive vergrößert
und auf das unveränderte Eingangsbild angewandt.
Der Skalenraum wird in Oktaven unterteilt. Jede Oktave gliedert sich
wiederum in eine feste Anzahl an Skalierungsstufen. Pro Oktave muss
die Filtergröße mehr als verdoppelt werden. Je nach Bildgröße wer-
den bis zu vier Oktaven durchlaufen. Interessenspunkte werden an
Extrema der Detektorantwort (4.11) im Multiskalenraum durch Nicht-
Maximum-Unterdrückung detektiert. Anschließend erfolgt eine genaue
Lokalisierung der örtlichen Merkmalsposition und des Skalenfaktors
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durch Interpolation im Orts-Skalenraum. Die genaue Lokalisierung ist
hier besonders wichtig, da die einzelnen Skalierungsebenen recht weit
auseinander liegen.
Der Deskriptor für die SURF-Merkmale repräsentiert die Verteilung
von Intensitätsänderungen in der Umgebung eines Merkmalspunktes.
Er basiert auf Filterantworten von Haar-Wavelets erster Ordnung in ho-
rizontaler und vertikaler Richtung, wodurch auch hier die Vorzüge der
Integralbilder zum Tragen kommen. Zunächst wird die Hauptorientie-
rung eines Punktes ermittelt. Der Deskriptor wird in einer quadratischen
Region um den Merkmalspunkt bestimmt, die um die Hauptorientie-
rung rotiert wird und deren Größe vom Skalenfaktor des Punktes ab-
hängt. Diese Region wird in Subregionen unterteilt und in jeder Region
werden die Haar-Wavelet-Antworten an bestimmten Abtastpunkten
ausgewertet. Der Deskriptor einer Subregion ergibt sich aus der Summe
der Filterantworten in horizontaler und vertikaler Richtung und den
Summen ihrer Beträge, um Informationen über die Polaritäten der Inten-
sitätsänderungen in den Deskriptor zu integrieren. Daraus ergibt sich
ein vierdimensionaler Vektor für jede Subregion. In der Standardim-
plementierung ergibt sich insgesamt ein 64-dimensionaler Deskriptor,
welcher als SURF-64 bezeichnet wird.
Der SURF-Deskriptor besitzt neben der Rotations- und Skalierungs-
invarianz eine Reihe weiterer vorteilhafter Eigenschaften. Die Wavelet-
Antworten sind aufgrund des Bandpass-Charakters von Wavelet-Filtern
invariant gegenüber dem Offset der Beleuchtung. Durch Normierung
des Merkmalsvektors wird Kontrastinvarianz erreicht. Wird keine Rotati-
onsinvarianz benötigt, kann auf die Bestimmung der Hauptorientierung
und der Rotation der Merkmalsregion verzichtet werden, wodurch einer-
seits eine Ersparnis der Rechenzeit erreicht wird und sich andererseits
aussagekräftigere Deskriptoren ergeben, welche sich dennoch als robust
gegenüber geringen Rotationen erweisen. Eine Reduktion der Rechen-
zeit kann auch durch die Verwendung von weniger Subregionen und
somit eines kürzeren Merkmalsvektors erzielt werden. Diese als SURF-
36 bezeichnete Variante erreicht zwar etwas schlechtere Ergebnisse, stellt
aber einen guten Kompromiss dar, wenn die Rechenzeit im Vordergrund
steht.
In Experimenten zur Objekterkennung [7] werden bessere Ergebnisse
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(b) R = 1, P = 8 (c) R = 2, P = 16
Abbildung 4.3. Verwendete Bildpunkte zur Berechnung der LBPs für verschiedene Nach-
barschaften.
4.2.4. Local Binary Patterns
Local Binary Patterns (LBP) (lokale Binärmuster) [69] sind eine Methode
zur Beschreibung von Bildtexturen. Sie sind invariant bezüglich Rotation
und monotonen Grauwert-Transformationen.
Der Deskriptor an einer Position x wird in einer kreisförmigen Nach-
barschaft um x berechnet. Es werden die Grauwerte von P Bildpunkten
betrachtet, die äquidistant auf einem Kreis mit Radius R und Mittel-
punkt x liegen, und mit dem Grauwert des mittleren Punktes verglichen.
Die Grauwerte an Positionen, die nicht mit den Pixelpositionen über-
einstimmen, werden dabei interpoliert. Abbildung 4.3 zeigt die Punkte
zur Berechnung von LBPs für verschiedene Werte von R und P. i sei der
Grauwert des Mittelpunktes i := i(x). Die Grauwerte der Nachbarpunk-
te werden als ip = i(xp), p = 0, . . . , P− 1, bezeichnet.
Die lokale Textur T in der Nachbarschaft von x wird als Verbunddichte
der Grauwerte der P + 1 Stützpunkte definiert:
T := p(i, i0, . . . , iP−1) . (4.13)
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SURF die Filterantworten der Subregionen aufsummiert werden, wäh-
rend SIFT Histogramme verwendet und damit Informationen einzel-
ner Orientierungsabschnitte der Filterantworten betrachtet. Dies macht
SURF robuster und weniger rauschempfindlich. Abbildung 4.2 zeigt
ein Beispiel für das Matching von SURF-Merkmalen zwischen einem
Originalbild und einer rotierten und skalierten Variante des Bildes.
4. Aktivitätserfassung basierend auf Merkmalstrajektorien
Um Invarianz bezüglich des Grauwertes zu erhalten, wird der Grau-
wert des Mittelpunktes von allen ip subtrahiert und angenommen, dass
die Differenzen ip− i unabhängig von i sind, woraus folgende Näherung
resultiert:
T ≈ p(i)p(i0 − i, . . . , iP−1 − i) . (4.14)
Die Verteilung p(i) beschreibt die gesamte Helligkeit des Bildes und
enthält somit keine relevanten Informationen über lokale Bildtexturen,
weshalb dieser Term weggelassen wird:
T ≈ p(i0 − i, . . . , iP−1 − i) . (4.15)
Weiterhin wird Invarianz bezüglich der Skalierung der Grauwerte er-
reicht, indem nur die Vorzeichen der Differenzen ip − i betrachtet wer-
den




1 , x ≥ 0
0 , x < 0
. (4.17)
Von dieser Binarisierung der Grauwertdifferenzen kommt der Name
„Binärmuster“. Der LBP-Texturdeskriptor ergibt sich, indem der Grau-
wertverteilung aus Gleichung (4.16) ein skalarer Wert aus der Menge






In [69] wird aus dem Deskriptor (4.18) ein diskriminationsstarkes ro-
tationsinvariantes Merkmal gebildet. Dieses basiert auf der Erkenntnis,
dass sog. homogene Binärmuster (engl. uniform patterns) grundlegende
Eigenschaften lokaler Bildtexturen wiedergeben. Homogene Muster
erlauben nur eine bestimmte Anzahl an Diskontinuiäten, d. h. Vorzei-
chenwechsel, in der kreisförmigen Musterdarstellung. Solche homoge-
nen Muster beschreiben beispielsweise Kanten, Ecken oder Punkte. Als
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0 1 2 3 4
5 6 7 8
Abbildung 4.4. Homogene Muster einer Nachbarschaft mit P = 8. Schwarze Kreise
entsprechen Bit-Werten von null, weiße Kreise Werten von eins.
Durch die Verwendung von LBPriu2P,R (x) können Texturmerkmale ge-
bildet werden, welche eine bessere Diskriminationsfähigkeit besitzen
als aus LBPP,R(x) gebildete Merkmale [69]. Der Grund hierfür ist, dass
inhomogene Muster wesentlich seltener auftreten als homogene und
somit ihre Verteilungen schlecht geschätzt werden können. Die Textur
eines Bildbereiches wird schließlich als Histogramm von LBP-Werten
mehrerer Bildpunkte dargestellt, und die Ähnlichkeit zweier Texturen
erfolgt durch Vergleich ihrer Histogramme.
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Homogenitätsmaß UP,R(x) wird die Anzahl an Bit-Änderungen benach-
barter Punkte von LBPP,R(x) definiert. Ein Muster wird als homogen






s(ip − i) , falls UP,R(x) ≤ 2
P + 1 sonst
. (4.19)
Es können P + 1 homogene Binärmuster auftreten. LBPriu2P,R (x) kann
P + 2 Werte annehmen aus {0, . . . , P + 1}. Der Wert P + 1 beinhaltet
hierbei alle inhomogenen Muster. Da hier im Gegensatz zu (4.18) nicht
jedem Muster durch Multiplikation mit 2p ein eindeutiger Wert zugeord-
net wird, sondern lediglich die positiven Vorzeichen der Grauwertdiffe-
renzen gezählt werden, ist LBPriu2P,R (x) invariant gegenüber Rotationen.
Abbildung 4.4 zeigt die homogenen Muster für P = 8.
4. Aktivitätserfassung basierend auf Merkmalstrajektorien
(a) Originalbild (b) LBP1,8-codiertes Bild
(c) LBPriu21,8 -codiertes Bild (d) LBP
major
1,8 -codiertes Bild
Abbildung 4.5. Originalbild und codierte Bilder verschiedener LBP-Varianten.
Merkmale vor, welche dem SIFT-Verfahren ähnelt, jedoch einen gerin-
geren Rechenaufwand besitzt. Die Methode wird als Center-Symmetric
Local Binary Patterns (CS-LBP) bezeichnet, da gegenüberliegende Paare
von Bildpunkten miteinander verglichen werden. Dort wird außerdem
zur Binarisierung der Grauwertdifferenzen ein Schwellwert verwendet,
welcher eine höhere Robustheit bei flachen Bildregionen bewirkt. Wei-
terhin existieren einige dreidimensionale Erweiterungen von LBPs zur
Verarbeitung von Bildfolgen. In [109] werden Local Trinary Patterns als
Bewegungs-Deskriptoren für die Aktionserkennung vorgeschlagen, wel-
che weniger die Bildinformation, sondern hauptsächlich die Bewegungs-
richtung codieren. In [112] wird die LBP-Methodik auf dreidimensionale
Volumen angewandt. Die entwickelten VLBP/LBP-TOP-Deskriptoren
werden zur Klassifikation dynamischer Texturen eingesetzt mit dem
Anwendungsbeispiel von Gesichtsausdrücken.
In [67] wird eine weitere Unterscheidung der homogenen Merkmale
vorgenommen. Dort werden sog. Hauptmuster (Major Patterns) zum
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Es gibt einige Variationen von Local Binary Patterns. Heikkilä et al.
[43] stellen eine auf LBPs basierende Methode zur Deskription lokaler
4.2. Grundlagen
(a) Bild mit Maske aus homogenen
Mustern (th > 0)
(b) Bild mit Maske aus Hauptmustern
(th > 0)
(c) LBPmajor1,8,0 -codiertes Bild (d) LBP
major
1,8,5 -codiertes Bild
Abbildung 4.6. Oben: Vergleich homogener Muster und Hauptmuster. (a): Eingangsbild
überlagert mit einer Maske, welche für homogene Muster Werte von eins und für inho-
mogene Muster Werte von null annimmt. (b): Eingangsbild entsprechend maskiert mit
Hauptmustern. Unten: Vergleich LBPmajor-codierter Bilder mit Schwellwerten th = 0 (c)
und th = 5 (d).
ter). Die Hauptmuster für eine Anzahl von P = 8 Nachbarn sind die
homogenen Muster mit den Indices zwei bis sechs in Abbildung 4.4. Die
Indices der Nebenmuster werden bei diesem Operator zu null gesetzt,
woraus der LBPmajor1,8 -Deskriptor resultiert. Wird wie bei CS-LBP zur
Binarisierung der Grauwertdifferenzen in Gleichung (4.17) ein Schwell-
wert th > 0 verwendet, wird der Deskriptor mit LBPmajor1,8,th bezeichnet.





1,8 . In Abbildung 4.6 werden die Hauptmus-
ter mit den homogenen Mustern verglichen.
Für den Einsatz der Hauptmuster zum Tracking werden Objekte als
Verbund-Histogramme des LBPmajor1,8,th -Deskriptors mit th > 0 und der
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Tracking von Objekten verwendet. Diese Hauptmuster sind z. B. Ecken
und Kanten. Flächen zählen dagegen zu sog. Minor Patterns (Nebenmus-
4. Aktivitätserfassung basierend auf Merkmalstrajektorien
Der Grund für die Konzentration auf die Hauptmuster besteht darin,
dass der Hintergrund häufig aus Nebenmustern, z. B. Flächen, besteht.
Dadurch verhält sich der Tracker robuster, da das Objektmodell we-
niger durch den Hintergrund verfälscht wird. Die Verwendung eines
Schwellwertes th > 0 sorgt ebenso für eine geringere Empfindlichkeit
gegenüber leichten Ungleichmäßigkeiten des Hintergrundes, wie auch
anhand Abbildung 4.6 ersichtlich wird. Diese Methode zeigt sich in [67]
vor allem dann gegenüber alleiniger Verwendung der Farbverteilung als
stark überlegen, wenn sich die Objekte farblich nicht stark vom Hinter-
grund abheben oder wenn das Objektfenster viele Hintergrundpunkte
enthält.
4.2.5. Optischer Fluss
Der optische Fluss wird verwendet, um Bewegung in Bildfolgen zu
beschreiben. Er ist ein Vektorfeld, welcher die Verschiebung jedes Bild-
punktes zwischen zwei Bildern angibt. Wird die Bewegung einer drei-
dimensionalen Szene auf die Bildebene projiziert, resultiert ein zweidi-
mensionales Vektorfeld, welches die Verschiebung jedes Bildpunktes
zwischen zwei Zeitpunkten angibt [35]. Dieses Bewegungsfeld wird
als optischer Fluss bezeichnet. Die Berechnung des optischen Flusses
hat zum Ziel, dieses Feld aus dem Helligkeitsverlauf einer Bildfolge
zu schätzen [35]. Da es hierzu keine eindeutige Lösung gibt, existie-
ren verschiedene Ansätze. Die klassische Herangehensweise sind die
differentiellen Methoden [45].
Dabei wird angenommen, dass lediglich translatorische Bewegung
auftritt und eine konstante Beleuchtung vorliegt. Dann kann das Verhält-
nis der Bildintensitäten an einem Punkt x zweier aufeinanderfolgender
Zeitschritte mit der Abtastzeit ∆t durch
i(x, t) = i(x + f, t + ∆t) (4.20)
beschrieben werden [35]. f stellt dabei die Verschiebung des Punktes
x zwischen den Zeitpunkten t und t + ∆t dar. Diese Annahmen sind
i. d. R. zwar nicht erfüllt, haben sich in der Praxis allerdings als geeignet
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Farbverteilung im RGB-Raum repräsentiert und mittels des Mean-Shift-
Verfahrens (siehe Abschnitt 4.2.6) verfolgt.
4.2. Grundlagen
Taylor-Reihe erster Ordnung angenähert
i(x + f, t + ∆t) ≈ i(x, t) + f∇Ti(x, t) + i t(x, t) (4.21)
mit ∇i = [ix, iy]. Setzt man (4.21) in (4.20) ein, so ergibt sich
i t(x, t) + f∇
Ti(x, t) = 0 . (4.22)
Diese Gleichung wird auch als Kontinuitätsgleichung bezeichnet. Der
Begriff wurde dem entsprechenden Konzept aus der Hydrodynamik
entlehnt [45]. Für die Kontinuitätsgleichung des optischen Flusses exis-
tiert keine eindeutige Lösung. Es sind daher weitere Einschränkungen
bezüglich der Verschiebung f nötig.
Einen Lösungsansatz stellen die differentiellen Methoden erster Ord-
nung dar. Es wird die Gradientenbedingung (4.22) für Punkte in einer
Nachbarschaft um x hinzugenommen. Dabei wird angenommen, dass
diese die gleiche Bewegung ausführen. f kann dann z. B. mittels Least-







f∇Ti(x, t) + i t(x, t)
)2
→ min . (4.23)
Durch Differenzieren von (4.23) nach f x und f y ergibt sich das folgende


















Wenn (4.24) vollen Rang besitzt, ergibt sich die geschätzte Verschiebung
zu f̂T = −Φ−1b.
Es gibt eine Vielzahl an Methoden, diese Schätzung zu verbessern.
Eine Möglichkeit zur Erhöhung der Genauigkeit, v. a. für große Verschie-
bungen, ist eine iterative Schätzung, da in Gleichung (4.24) Terme der
Taylor-Entwicklung höherer Ordnung vernachlässigt werden [35]. Zu
anderen Erweiterungen zählen bessere Bewegungsmodelle anstatt der
Annahme gleichförmiger Bewegung in einer Nachbarschaft, Multiska-
lenansätze sowie probabilistische Formulierungen [35].
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erwiesen. Die rechte Seite des obigen Ausdrucks wird nun durch eine
4. Aktivitätserfassung basierend auf Merkmalstrajektorien
4.2.6. Bildbasiertes Tracking mit Mean Shift-Verfahren
Mean Shift-Verfahren
Das Mean Shift-Verfahren [18, 22] ist eine Methode zur Bestimmung
lokaler Maxima einer Verteilungsdichte p(x). Das Verfahren wurde von
Fukunaga und Hosteler [36] entwickelt und wird in der Bildverarbeitung
für unterschiedliche Aufgaben verwendet, z. B. zur Segmentierung, zum
Clustering oder zum bildbasierten Tracking. Das Verfahren entspricht
einem Gradientenaufstieg mit adaptiver Schrittweite und beruht auf der
Verwendung von Kern-Dichteschätzern.
Da der Gradient von p(x) i. Allg. nicht explizit bestimmt werden kann,
wird mittels Kern-Dichteschätzung eine nicht-parametrische Schätzung
basierend auf einer bestimmten Anzahl an Abtastwerten xi der Dichte p
durchgeführt. Die Kern-Dichteschätzung von p an einem Punkt x ∈ RD













Dabei ist k(x) das Profil des verwendeten Kerns K(x) mit
K(x) = cDk k(‖x‖
2) . (4.26)
Der Parameter h wird als Bandbreite bezeichnet und cDk ist eine Normie-
rungskonstante. Bei Verwendung eines differenzierbaren Kerns ergibt
sich die Schätzung des Dichtegradienten durch den Gradienten des
Dichteschätzers [21, 36]:













Wird eine neue Funktion
g(x) = −k′(x) (4.28)
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definiert, welche das Profil eines Kerns
G(x) = cDg g(‖x‖) (4.29)











(∥∥∥ x−xih ∥∥∥2) − x (4.31)
der D-dimensionale Mean Shift-Vektor [22]. Dieser entspricht der Dif-
ferenz zwischen dem Mittelpunkt x und dem gewichteten Mittel der










Der Mean Shift-Vektor zeigt in Richtung des Dichtegradienten [18, 22].
Er stellt somit einen nicht-parametrischen Gradientenschätzer dar und
kann verwendet werden, um zu einem lokalen Maximum der geschätz-
ten Verteilungsdichte aufzusteigen. Der Gradientenaufstieg erfolgt itera-
tiv. In jedem Iterationsschritt wird der Mean Shift-Vektor an der aktuellen
Position berechnet und anschließend das Suchfenster solange um diesen
Vektor verschoben, bis das Verfahren an einem lokalen Maximum von
p̂(x) konvergiert. Die aufeinanderfolgenden Mittelpunkte des Suchbe-
reichs in den Iterationen j = 0, 1, . . . werden mit {x̃j}, j ∈ {0, 1, . . .},
bezeichnet. Die Iterationsvorschrift lautet





(∥∥∥ x̃j−xih ∥∥∥2) . (4.33)
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Abbildung 4.7. Kern-Dichteschätzer: gegebene Abtastwerte einer unbekannten Dichte
und Kern-Dichteschätzung mit Epanechnikov-Kern.
Wenn der Kern K ein konvexes und monoton abnehmendes Profil besitzt,
ist das Verfahren konvergent [22]. Häufig wird der Epanechnikov-Kern
eingesetzt, der das Profil
kE(x) =
{
1− x für 0 ≤ x ≤ 1
0 sonst
(4.34)
besitzt. Damit ergibt sich für gE(x) das Einheitsprofil und Gl. (4.33)







was dem Mittelwert der Punkte xi in Sh(x̃j) entspricht. Abbildung 4.7
zeigt ein Beispiel für eine Kern-Dichteschätzung mit dem Epanechnikov-
Kern.
Mean Shift-Tracking
Für die Anwendung des Mean Shift-Verfahrens zum Tracken von Ob-
jekten [23] werden ein Objektmodell und ein Ähnlichkeitsmaß zum
Vergleich von Modellen benötigt. Das Zielmodell wird bei der Initialisie-
rung eines Objektes ermittelt und dient als Referenz für die Suche der
Objektposition in nachfolgenden Schritten.
In einem neuen Zeitschritt wird das Objekt in einem Suchfenster um
die alte Position gesucht. Dabei wird angenommen, dass sich das Objekt
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innerhalb eines Schrittes nicht aus dem Suchfenster heraus bewegt. Es
werden Kandidatenmodelle im Suchfenster mit dem Zielmodell durch ein
geeignetes Ähnlichkeitsmaß verglichen um die Position zu finden, an
der die Distanz zwischen Ziel- und Kandidatenmodell minimal ist. Das
Ähnlichkeitsmaß wird mittels des Mean Shift-Algorithmus maximiert
und somit die neue Objektposition ermittelt. Im nächsten Schritt wird
das Suchfenster um die neue Position zentriert.
Das Ziel wird durch seine Wahrscheinlichkeitsdichte q in einem be-
stimmten Merkmalsraum dargestellt. Häufig wird die Farbverteilung
des Objekts verwendet. Die Verteilungen des Ziel- und Kandidaten-
modells müssen aus den vorliegenden Daten geschätzt werden. Dies
erfolgt häufig durch Verwenden von Histogramm-Modellen, um den
Rechenaufwand gering zu halten.
Das Zielmodell wird im eindimensionalen Fall als Histogramm mit m
Abschnitten dargestellt [24]:
q̂ = {q̂u} , u = 1, . . . , m , mit
m∑
u=1
q̂u = 1 . (4.36)
Analog dazu lautet das Kandidatenmodell an der Position x
p̂(x) = { p̂u(x)} , u = 1, . . . , m , mit
m∑
u=1
p̂u(x) = 1 . (4.37)
Die Modelle werden in elliptischen Regionen geschätzt, welche auf den
Einheitskreis normalisiert werden.









δ(b(xi)− u) , (4.38)
wobei {xi}, i = 1, . . . , N , die normalisierten Koordinaten der Bildpunkte
im Bereich des Zielmodells sind. b(xi) gibt den Histogrammindex an
der Stelle xi an. δ(u) ist die Delta-Funktion und C eine Normierungs-
konstante, damit
∑m
u=1 q̂ = 1 gilt. Die einzelnen Bildpunkte werden mit
dem Kern K, zentriert um x = 0, gewichtet. Dadurch werden Punkte am
Rande des Objektbereichs schwächer gewertet.
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Das Kandidatenmodell an der Stelle x wird aus den Bildpunkten {xi},
i = 1, . . . , Nh, in einem Suchfenster Sh(x) berechnet und ergibt sich








δ(b(xi)− u) . (4.39)
h ist ein Skalierungsparameter und bestimmt die Anzahl von Bildpunk-
ten, die zur Berechnung des Kandidatenmodells herangezogen wird.
Gesucht ist die Position xtg, an der das Ziel- und Kandidatenmo-
dell einander am ähnlichsten sind. Als Ähnlichkeitsmaß wird der
Bhattacharyya-Koeffizient verwendet. Dessen diskrete Schätzung basie-
rend auf den Histogramm-Modellen lautet [23]





Geometrisch kann dies interpretiert werden als der Kosinus des Win-
kels zwischen den m-dimensionalen Einheitsvektoren (
√






q̂1, . . . ,
√
q̂m)
T. Mit (4.40) kann die Distanz zwischen den beiden
Modellen angegeben werden als
d(x) =
√
1− ρ(x) . (4.41)
Die Minimierung der Distanz zwischen dem Ziel- und dem Kandida-
tenmodell entspricht der Maximierung des Bhattacharyya-Koeffizienten
bezüglich der Position x. Diese Maximierung erfolgt durch Mean Shift-
Iterationen. Die resultierende Iterationsvorschrift für die Berechnung








(∥∥∥∥ x̂tgj −xih ∥∥∥∥2
) (4.42)
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Gleichung (4.42) entspricht der Iterationsvorschrift aus Gleichung (4.33)
mit den zusätzlichen Gewichten wij, welche den Vergleich der beiden
Modelle beinhalten. Eine Herleitung der Gleichungen (4.42) und (4.43)
ist in Anhang A.1 gegeben.
Mittels des Mean Shift-Verfahrens kann somit in jedem Zeitschritt
iterativ das Maximum von ρ gefunden werden. Bei Verwendung des Epa-
nechnikov-Kerns stellt die Ermittlung der neuen Zielpositionen gerade
eine gewichtete Mittelung der Punkte im Suchfenster dar. Einzelheiten




In dieser Arbeit erfolgt die Extraktion von Bewegungsinformationen
durch das Tracking von Merkmalspunkten. Die Vorgehensweise dabei
ist, zunächst bestimmte Merkmale in einer Videosequenz zu detektie-
ren und diese anschließend über der Zeit zu verfolgen. Dazu werden
Merkmale verwendet, die zum einen robust zu verfolgen sind. Es wird
außerdem eine spärliche Repräsentation angestrebt, daher sollen die
Merkmale möglichst charakteristisch für die in einer Sequenz vorhan-
denen Aktivitäten sein. Dies wird erreicht, indem markante Merkmale
verfolgt werden, welche sich bewegen. Diese werden im Folgenden auch
als Aktionspunkte bezeichnet. Das Tracking erfolgt mittels optischem
Fluss und Mean Shift-Tracking. Das Ergebnis sind Merkmalstrajektorien,
welche Informationen über die Bewegungsdynamik der vorliegenden
Bildsequenz beinhalten. Zusätzlich werden im Verlauf des Trackings
Merkmale extrahiert, welche Textur und Bewegung in einer lokalen
Umgebung der Trajektorien repräsentieren.
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Neue Punkte initialisieren Ninitmax,t = Na,max − Na,t
j = 1, . . . , Na,t−1







Abbildung 4.8. Übersicht über den Ablauf des Aktionspunkt-Trackings.
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4.3. Bewegungserfassung durch Merkmalstracking
Bild 4.8 zeigt einen Überblick über den Ablauf des Merkmalstrackings.
Eine Trajektorie wird zum Zeitpunkt t repräsentiert durch
Zt =
(






xtb , xtb+1, . . . , xt
]
(4.45)
der Positionsverlauf vom Zeitpunkt der Initialisierung tb der Trajektorie
bis zum aktuellen Zeitpunkt. q ist das Zielmodell des Punktes für das
Mean Shift-Tracking, welches bei der Initialisierung bestimmt wird. Dtb :t
ist eine Gruppe von Deskriptoren zur Repräsentation der Trajektorie.
Der Indikator at gibt an, ob die Trajektorie zum Zeitpunkt t aktiv ist.






, j = 1, . . . , Na,t−1 . (4.46)
Ausgehend von der vorigen Position des j-ten Aktionspunktes xj,t−1
wird mit der in Abschnitt 4.3.3 erläuterten Methode die neue Position
xj,t ermittelt.
Bevor die neu ermittelte Position übernommen wird, erfolgt eine
Überprüfung der Trajektorie. Beim Merkmalstracking wird ein Ähnlich-
keitsmaß ρj,t bestimmt, welches die Übereinstimmung des Punktmodells
mit den Beobachtungen an der neu ermittelten Position wiedergibt. Falls
dieses Ähnlichkeitsmaß eine Schwelle ρmin unterschreitet, gilt der aktuel-
le Punkt als verloren. In diesem Fall wird die Trajektorie gespeichert und
aus dem Tracking-Prozess entfernt. Andernfalls wird die neu ermittelte
Position übernommen.
Bei der Initialisierung kann es vorkommen, dass Punkte in Bildbe-
reichen detektiert werden, die keine relevante Bewegungsinformation
enthalten, z. B. im Hintergrund. Solche statische Punkte sollen früh-
zeitig erkannt und nicht weiter verfolgt werden. Dazu wird für jede
Trajektorie einmalig nach einer bestimmten Zeit τstatic die Historie der
Verschiebungsvektoren vt = xt − xt−1 über die gesamte Lebensdauer
der Trajektorie überprüft. Unterschreitet der Median des Betrags der
Verschiebungsvektoren eine bestimmte Grenze vmin,
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wird die Trajektorie als statisch angesehen und sofort gelöscht.
Wenn ein Aktionspunkt seine Bewegung abgeschlossen hat und sich
nicht weiter bewegt, soll er nicht weiter verfolgt werden. Das gleiche
gilt für Punkte, die trotz Überwachung des Ähnlichkeitsmaßes in den
Hintergrund abdriften. In diesen Fällen soll das Tracking des Punktes
beendet und die Trajektorie gespeichert werden. Um zu erkennen wann
ein Aktionspunkt inaktiv wird, werden die Verschiebungsvektoren v
während einer bestimmten Anzahl vergangener Schritte τd überwacht.
Lag der Median des Betrags der Verschiebungsvektoren τd Schritte lang
unterhalb von vmin,
medi=t−τd :t (‖vi‖) < vmin , (4.48)
wird die Trajektorie deaktiviert.
Für die übriggebliebenen aktiven Punkte werden bestimmte De-
skriptoren berechnet, welche Bild- und Bewegungsinformation in ei-
ner lokalen Nachbarschaft des Punktes repräsentieren. Die Deskriptor-
Berechnung wird in Abschnitt 4.3.4 erläutert.
Wenn alle Punkte Zj,t−1 abgearbeitet worden sind, können neue Punk-
te initialisiert werden, falls die maximal erlaubte Anzahl an aktiven Tra-
jektorien nicht überschritten wurde. Auf die Merkmalsdetektion wird
im folgenden Abschnitt eingegangen.
4.3.2. Detektion der Aktionspunkte
Die Kriterien, die in dieser Arbeit zur Detektion der Aktionspunkte heran-
gezogen werden, sollen zum einen berücksichtigen, an welchen Stellen
einer Bildfolge Bewegung auftritt und zum anderen, welche Merkmale
sich zum Tracking eignen.
In verwandten Arbeiten werden zur Initialisierung von Trajektori-
en bereits STIP-Detektoren verwendet, z. B. der Harris3D-Detektor aus
Gleichung (4.4) in [74]. Andere Methoden verwenden lediglich Detekto-
ren von Bildmerkmalen, wie SIFT [92] oder SURF [68]. Wang et al. [98]
verwenden „dichte“ Merkmale, die auf einem gleichmäßigen Bildras-
ter initialisiert werden. Sie wollen dadurch einen Informationsverlust
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medi=tb :tb+τstatic (‖vi‖) < vmin , (4.47)
4.3. Bewegungserfassung durch Merkmalstracking
Akzeptanzkriterium von Shi und Tomasi [82] heranziehen, auf welches
später eingegangen wird. In [110] werden „saliente“ Trajektorien ver-
wendet. Es werden zunächst Wangs dichte Trajektorien extrahiert und
diese nachträglich gefiltert. Dazu werden zwei Salienzmaße vorgeschla-
gen, welche Trajektorien starker Bewegung oder auffälliger Bildmerk-
male charakterisieren. Die besten Ergebnisse erhalten die Autoren durch
Kombination der beiden Salienzmaße.
Zur Frage, welche Merkmale sich zum Tracking eignen, schlagen Shi
und Tomasi [82] ein Akzeptanzkriterium vor. Dieses dient dazu, dass
nur Merkmale in den Tracking-Prozess aufgenommen werden, welche
sich gut verfolgen lassen. Ein allgemeines Kriterium dafür zu formulie-
ren, ist schwierig, da dies vom verwendeten Tracker abhängt. Tomasi
und Kanade [95] definieren gute Merkmale als solche, die von einem
bestimmten Tracker robust verfolgt werden können. Das in [82] vorge-
schlagene Kriterium wird mit Good Features to Track (GFTT) bezeichnet.









eine bestimmte Schwelle überschreiten: min(λ1, λ2) > λ. Zur prakti-
schen Umsetzung kann die Determinante der Matrix (4.49) als Detektor
verwendet werden. Zur Wahl der Schwelle wird in [99] ein adaptiver
Wert vorgeschlagen, welcher vom aktuellen Eingangsbild abhängt:
λ = 0,001 ·max
x
min(λ1(x), λ2(x)) . (4.50)
In dieser Arbeit sollen Bildmerkmale mit Bewegungsinformation kom-
biniert werden. Die Ergebnisse der salienten Trajektorien aus [110] de-
monstrieren die Wichtigkeit einer guten Initialisierung. Mit Verwendung
eines Salienzmaßes, welches Bild- und Bewegungsinformation repräsen-
tiert, erzielen die Autoren deutlich bessere Ergebnisse als mit dichten
Trajektorien. Allerdings werden dort die Trajektorien nachträglich gefil-
tert und die Salienz für die gesamte Trajektorie berechnet. Die Auswahl
geeigneter Punkte soll in dieser Arbeit dagegen bereits bei der Initia-
lisierung der Trajektorien erfolgen, um den Aufwand des Trackings
97
durch zu spärliche Merkmale verhindern. In einer Nachfolgearbeit [99]
verwerfen sie Merkmale in homogenen Bildbereichen, indem sie das
4. Aktivitätserfassung basierend auf Merkmalstrajektorien
(a) STIP-Detektor (b) Detektierte Punkte an
lokalen Maxima der
Detektorantwort
(c) Detektierte Punkte auf
Eingangsbild
Abbildung 4.9. Beispiel für die Detektion von Aktionspunkten mit alleiniger Verwen-
dung des STIP-Detektors (Bildquelle [62]). Zunächst wird die Antwort des STIP-Detektors
des gesamten Bildes berechnet (a). Als Nächstes werden lokale Maxima der Detektorant-
wort ermittelt und die Punkte mit der stärksten Bewegung ausgewählt (b). (c) zeigt die
resultierenden Punkte auf dem Eingangsbild.
zu reduzieren, indem spärliche, möglichst informative Merkmale ver-
folgt werden. Daher werden für die Merkmalsdetektion Salienzmaße für
Bildmerkmale und Bewegung kombiniert. Im Folgenden werden drei
Initialisierungsmethoden vorgestellt.
Die erste ist die Verwendung eines STIP-Detektors. Die Methoden
der STIP-Detektion aus Abschnitt 4.2.1 filtern Bildsequenzen in örtlicher
und zeitlicher Richtung und beinhalten demnach bereits Bild- und Bewe-
gungsinformationen. In dieser Arbeit hat sich der periodische Detektor
aus Gleichung (4.5) als am besten geeignet erwiesen. Er detektiert eine
große Anzahl an Punkten und reagiert auch auf schwache, langsame Be-
wegungen (siehe auch Abschnitt 4.2.1). Andere Detektoren resultieren in
zu spärlichen Punkten oder reagieren zu stark auf Rauschen. Außerdem
hat der periodische Detektor einen sehr geringen Rechenaufwand.
Zur Detektion von Merkmalspunkten wird zunächst das Bewegungs-
bild rperiodic(x, t, σ, τ) nach Gleichung (4.5) berechnet. Merkmalskandi-
daten werden ermittelt, indem lokale Maxima des Bewegungsbildes
durch Nicht-Maximum-Unterdrückung in einer 3× 3-Nachbarschaft
bestimmt werden. Um zur Initialisierung einer Trajektorie akzeptiert zu
werden, wird gefordert, dass der Wert des STIP-Detektors eine Schwelle
rinitmin überschreitet. Des Weiteren wird geprüft, ob sich in einer bestimm-
ten Nachbarschaft des Kandidaten bereits eine aktive Trajektorie befin-
det. Falls ja, wird der Punkt verworfen. Insgesamt dürfen zur Zeit t
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(a) Detektierte SURF-Merkmale (b) Bewegungsdetektor
(c) Mit Bewegungsdetektor gefilterte
Merkmale
Abbildung 4.10. Beispiel für die Detektion von Aktionspunkten mit Verwendung von
SURF- und Bewegungsdetektion (Bildquelle [62]). Zunächst werden SURF-Merkmale
detektiert (a). In (b) ist der Bewegungsdetektor für das gesamte Bild zu sehen. Die SURF-
Merkmale werden mittels des Bewegungsdetektors gefiltert und diejenigen Punkte mit
der stärksten Bewegung ausgewählt (c). Bild (d) zeigt schließlich die gewählten Punkte
auf dem Eingangsbild.
maximal Ninitmax,t neue Punkte initialisiert werden. Dieser Wert ergibt sich
aus der Differenz der maximal erlaubten Anzahl aktiver Punkte und
der Anzahl bereits aktiver Punkte Ninitmax,t = Na,max − Na,t. Aus den lo-
kalen Maxima des Bewegungsdetektors werden schließlich die maximal
Ninitmax Punkte mit der größten Detektorantwort gewählt. Ein Beispiel der
Detektion ist in Bild 4.9 zu sehen.
Ein Nachteil dieses Detektors ist, dass die örtliche Filterung der Ein-
gangsbilder lediglich in einer Glättung mit einem zweidimensionalen
Gauß-Filter besteht. Dies alleine ist kein Detektor für besonders robuste
Bildmerkmale. Daher wird im Folgenden vorgeschlagen, den periodi-
schen Detektor als Salienzmaß für Bewegung zu betrachten und mit
einem weiteren Detektor für Bildmerkmale zu kombinieren. Durch die
Kombination soll die Qualität der detektierten Punkte verbessert und
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(d) Resultierende Punkte auf
Eingangsbild
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mehr Gewicht auf die Bild-Salienz gelegt werden. Hierzu werden zwei
Methoden betrachtet, der GFTT- und der SURF-Detektor.
Dabei werden zunächst mit einer der beiden Varianten Nip Bildmerk-
male mit den stärksten Detektorantworten extrahiert. Punkte, in deren
unmittelbarer Umgebung sich bereits eine aktive Trajektorie befindet,
werden wieder verworfen. Anschließend wird für jeden Kandidaten x̃t,j
der Wert des Bewegungsdetektors rperiodic(x̃t,j, t, σ, τ) geprüft und alle
Punkte verworfen, die die Schwelle rinitmin unterschreiten. Aus den restli-
chen werden die maximal Ninitmax Punkte selektiert, welche die stärkste
Bewegung aufweisen. Abbildung 4.10 veranschaulicht den Ablauf dieser
Methode anhand eines Beispiels mit dem SURF-Detektor.
Schließlich werden in Regionen um die neu initialisierten Punkte
jeweils die Tracker-spezifischen Punkt-Deskriptoren initialisiert, worauf
im folgenden Abschnitt eingegangen wird.
4.3.3. Tracking der Aktionspunkte
Zum Tracking der detektierten Merkmale ist bei verwandten Verfah-
ren die am meisten verbreitete Methode der Kanade-Lucas-Tomasi-
Tracker (KLT) [60]. Sun et al. [91, 92] verfolgen SIFT-Merkmale, indem sie
Korrespondenzen von SIFT-Deskriptoren suchen. Eine andere Methode
ist die Verfolgung von Punkten mit dichtem optischem Fluss [98, 99]. In
[99] wird diese Methode mit dem KLT-Tracker sowie dem SIFT-Matching
verglichen und es wird gezeigt, dass die Verwendung des optischen Flus-
ses den beiden anderen überlegen ist, da sowohl beim KLT-Tracker als
auch beim SIFT-Matching häufige Fehler und große Sprünge in den
Trajektorien auftreten. Außerdem sind beim KLT- und SIFT-Tracker die
Trajektorien meist sehr spärlich bzw. dichtes SIFT-Matching wäre sehr
aufwändig [99]. Durch Tracking mit dichtem optischem Fluss werden
diese Probleme dagegen vermieden und es ergeben sich glatte Trajekto-
rienverläufe [99].
Eine Schwierigkeit beim Merkmalstracking ist, dass die Trajektorien
sehr schnell abdriften und fehlerhaft werden. Daher werden in vielen
Arbeiten Punkte nur über eine kurze Dauer von z. B. 15 Bildern verfolgt
[47, 98, 99, 110]. Es gibt jedoch auch Ansätze, die es sich zum Ziel setzen,
länger andauernde Trajektorien zu gewinnen [62, 78, 91]. Die Motiva-
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tion dazu besteht darin, dass die Beschreibung von Bewegungsarten
unterschiedlicher Komplexität verschiedene Beschreibungsmethoden
erfordert [91]. Dazu zählen auch Trajektorien längerer Dauer und In-
teraktionen zwischen diesen. Zu Herausforderungen dabei zählt, dass
es schwierig ist, Merkmalspunkte über einen langen Zeitraum erfolg-
reich zu verfolgen sowie die Frage, welche Deskriptoren sich eignen,
um Trajektorien variabler Länge darzustellen [91]. Sun et al. [91] setzen
daher drei verschiedene Merkmalsdetektoren und -Tracker ein, um eine
ausreichend dichte Menge lang andauernder Trajektorien zu erhalten.
Diese Arbeit setzt sich ebenfalls zum Ziel, Trajektorien über einen lan-
gen Zeitraum zu verfolgen. Dazu wird die Verwendung verschiedener
Informationsquellen in Betracht gezogen und ein zweistufiger Tracker
vorgeschlagen. Um Punkte bei schnellen Bewegungen nicht zu verlieren,
wird zunächst die Bewegungsrichtung mittels optischem Fluss wie in
[98, 99] verfolgt. Der optische Fluss hat sich für die Gewinnung kurzer
Trajektorien bereits bewiesen, und das Flussfeld wird für die nachfol-
gende Deskriptor-Bestimmung ohnehin benötigt. Für die Extraktion von
Langzeit-Trajektorien ist diese Methode jedoch nicht geeignet, da sie nur
Korrespondenzen zwischen einzelnen Bildern berücksichtigt [78]. Damit
die Punkte nicht abdriften, müssen sie korrigiert werden.
Hierzu wird eine Methode angewandt, welcher Referenzmodelle für
die zu verfolgenden Merkmale zugrunde liegen. Dies erfolgt mittels
Mean Shift-Tracking (MST). Dabei werden keine Annahmen über auf-
tretende Bewegungsformen angenommen. Histogramm-Modelle sind
außerdem robust gegen leichte Objektdeformationen. Für das Objekt-
Tracking mittels Mean Shift werden häufig Farbhistogramme verwendet.
Hier werden aber keine Objekte großer Ausdehnung, sondern einzelne
Bildmerkmale verfolgt. Diese Merkmale stellen Bildregionen markanter
Textur dar. Die Farbverteilung alleine ist nicht geeignet, solche lokalen
Bereiche zu repräsentieren. Daher ist die Textur der Punktregionen ein
wichtiges Merkmal zum Tracking. Der Rechenaufwand des Trackings
hängt mit der Dimension des Objektmodells und der Größe des Such-
fensters zusammen. Da hier lokale Merkmale verfolgt werden und durch
das Tracking mittels optischem Fluss bereits eine erste Schätzung der
Punktposition vorliegt, können kleine Suchfenster verwendet werden.
Um ein effizientes Tracking zu erreichen, sollen möglichst kompakte
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Histogramm-Modelle zum Einsatz kommen.
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Mittels LBPs gelingt eine kompakte und dennoch diskriminations-
starke Texturbeschreibung. LBPs wurden in einigen Arbeiten bereits
zum Tracking von Objekten verwendet. Takala und Pietikainen [94]
verwenden Farbe, Textur und Bewegung zum Tracking. In [67] werden
Farb-Textur-Histogramme im Rahmen des Mean Shift (MS)-Tracking-
Algorithmus eingesetzt. Da in dieser Arbeit nicht einige wenige Objekte,
sondern eine Vielzahl von Interessenspunkten verfolgt werden sollen,
ist der Rechenaufwand ein entscheidender Faktor. Hier werden wie in
[67] Histogramme von Major Patterns (siehe Abschnitt 4.2.4) als Objekt-
modell angewandt. Damit ergeben sich Histogramme mit lediglich 5
Bins. Außerdem wird irrelevante Hintergrundinformation unterdrückt,
was ein robusteres Tracking ermöglicht.
Hochdimensionale Farb-Textur-Histogramme wie in [67] sind für die
hiesige Anwendung jedoch ungeeignet. Dort werden (8× 8× 8× 5)-
dimensionale Histogramme verwendet (3 Farbkanäle, ein Texturkanal),
woraus ein 2560-dimensionales Objektmodell resultiert. Die Nutzung
von Farbinformation als zusätzliches Merkmal soll dennoch ermöglicht
werden. Dies wird umgesetzt, indem separate Texturmodelle für einzel-
ne Farbkanäle bestimmt werden. Verwendet man beispielsweise zwei
Farbkanäle für die Objektdarstellung, ergibt sich ein Zielmodell der
Größe 5× 5.
Das Zielmodell qj für eine Trajektorie Zj, welches für das Mean Shift-
Tracking benötigt wird, wird an ihrem Initialisierungszeitpunkt tb,j in
einem Suchfenster Sh(xj,tb,j) aus i(tb,j) geschätzt. Die gesamte Vorge-
hensweise des Trackings wird im Folgenden erläutert:
Im ersten Schritt erfolgt das Tracking wie in [98, 99] in einem dich-
ten Feld des optischen Flusses. Dort wird der Algorithmus [33] in der
OpenCV-Implementierung [70] verwendet. Sei xt−1 die Position eines
Aktionspunktes zum Zeitpunkt t− 1 und f(x, t) = [ f x(x, t), f y(x, t)] der
optische Fluss zwischen den Bildern i(t− 1) und i(t), dann wird die
Trajektorienposition im Schritt t zunächst initialisiert gemäß
x*t = xt−1 + medW (f(xt−1, t)) . (4.51)
Dabei ist medW (f(xt, t), ) ein zweidimensionales Medianfilter, ange-
wandt auf die beiden Komponenten des optischen Flusses in einer Um-
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Die so ermittelte vorläufige Position wird im nächsten Schritt kor-
rigiert mit Hilfe des zuvor initialisierten Objektmodells des aktuellen
Merkmals-punktes. Zur Bestimmung der endgültigen Punktposition
werden Mean Shift-Iterationen gemäß den Gleichungen (4.42) und (4.43)
ausgeführt, um zum nächsten lokalen Maximum des Bhattacharyya-
Koeffizienten fortzuschreiten.
Das Mean-Shift-Verfahren ist konvergent und findet in der Regel be-
reits nach wenigen Iterationen ein lokales Maximum. Allerdings gibt es
keine Garantie dafür, dass dieses Maximum tatsächlich eine hohe Über-
einstimmung zwischen Ziel- und Kandidatenmodell aufweist. Daher
wird eine minimale Ähnlichkeit ρmin gefordert. Liegt der Bhattacharyya-
Koeffizient von Ziel- und Kandidatenmodell an der finalen Position
unterhalb des geforderten Wertes, wird das Tracking als gescheitert
betrachtet und der Punkt gilt als verloren.
4.3.4. Trajektorien-Deskriptoren
Nach dem Tracking stellt sich die Frage, welche Arten der Repräsentation
für die gewonnenen Trajektorien geeignet sind. Die ermittelten Trajek-
torien werden durch unterschiedliche Deskriptoren dargestellt. Diese
bilden die Grundlage der späteren Aktionsanalyse. Um auch bei kom-
plexeren Szenarien eine gute Aktivitätserkennung zu erreichen, müssen
neben den Positionsverläufen der Trajektorien weitere Informationen
hinzugezogen werden. Hierzu werden Merkmale über Textur und Be-
wegung in lokalen Nachbarschaften um die Trajektorien gebildet.
Der Verlauf der Punktverschiebungen vj,t einer Trajektorie liegt bereits
vor. Daraus resultiert der Dynamik-Deskriptor
ddynj,t = vj,t . (4.52)
Zusätzlich dazu werden aus Volumen um die Trajektorien weitere
Merkmale extrahiert. Diese beinhalten Informationen über Textur und
Bewegung in einer lokalen Umgebung der Trajektorie. Im Folgenden
werden unterschiedliche Deskriptoren erläutert, deren Eignung für die
Aktionsanalyse in Kapitel 5 untersucht wird. In [98] wird eine Kombi-
nation von HOG-, HOF- und MBH-Deskriptoren zur Repräsentation
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von Merkmals-trajektorien vorgeschlagen. Diese Methode hat sich als
sehr erfolgreich erwiesen und wurde in einer Reihe weiterer Arbeiten in
gleicher oder ähnlicher Form verwendet [46, 47, 99]. Zur Verwendung
als Trajektorien-Deskriptoren werden nicht wie bei STIP-Deskriptoren
Kuboide zur Merkmalsbildung herangezogen, sondern Volumen um die
Trajektorien. Diese Volumen werden üblicherweise ebenso in örtliche
und zeitliche Zellen eingeteilt, in [98] werden nσ = 3 örtliche und nτ = 2
zeitliche Zellen gewählt. Die Verwendung zeitlicher Raster ist in den
o. g. Fällen geeignet, da Trajektorien fester Länge vorliegen.
Eine Gruppe der hier betrachteten Merkmale bilden durch [98] in-
spirierte HOG-, HOF- und MBH-basierte Histogramm-Deskriptoren.
In dieser Arbeit liegen Trajektorien unterschiedlicher Länge vor, da-
her wird im Gegensatz zu [98] auf ein zeitliches Raster verzichtet. Die
HOG-Merkmale werden ohne Berücksichtigung des Vorzeichens der
Gradientenrichtung bestimmt. Bei den Merkmalen des optischen Flusses























Abbildung 4.11. Veranschaulichung der Bestimmung des HOG-Deskriptors bei Verwen-
dung eines 2× 2- Rasters.
Abbildung 4.11 veranschaulicht die Bestimmung des HOG-
Deskriptors. Für eine Trajektorie j wird in jedem Zeitschritt, in dem
die Trajektorie aktiv ist, ein Bildbereich der Größe ∆σ × ∆σ um die aktu-
elle Trajektorienposition xj,t zur Merkmalsbildung herangezogen. Dieser
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Bildbereich wird in ein Raster mit nσ × nσ Zellen unterteilt. In einem
Zeitschritt t wird in jeder Zelle c das Histogramm hHOGj,c,t berechnet. Die
Histogramme der einzelnen Zellen c = 1, . . . , C werden zusammenge-
fügt, um das HOG-Merkmal des Zeitpunktes t zu bilden
dHOGj,t =
[





Auf die entsprechende Weise werden die HOF-Merkmale dHOFj,t aus
dem bereits für das Tracking bestimmten optischen Fluss gebildet. Für
die Motion Boundary-Histogramme ergeben sich nach diesem Vorgehen
zwei Deskriptoren dMBHxj,t und d
MBHy
j,t .
Für die Repräsentation der gesamten Trajektorie werden die Histo-
gramm-Merkmale über die gesamte Dauer der Trajektorie gemittelt, um










Dabei ist Lj die Länge der j-ten Trajektorie.
Die einzelnen MBH-Deskriptoren können entweder als separate Merk-






















4. Aktivitätserfassung basierend auf Merkmalstrajektorien
Inspiriert vom Erfolg des SURF-Deskriptors und seinen Vorzügen
gegenüber den auf Histogrammen basierenden SIFT-Merkmalen (hö-
here Robustheit gegenüber kleinen Variationen, einfachere Berechnung
und geringere Merkmalsdimension, da keine Histogramme verwendet
werden) werden in dieser Arbeit Modifikationen der zuvor betrachteten
Deskriptoren vorgeschlagen, die sich am Aufbau der SURF-Merkmale
orientieren. Diese Deskriptor-Familie wird im Folgenden als Summen-
Deskriptoren bezeichnet.
Zur Bildung eines Gradienten-Merkmals wird der betrachtete Bildbe-
reich wie zuvor in nσ × nσ Zellen eingeteilt. Nun werden anstelle von
Orientierungs-Histogrammen ähnlich wie beim SURF-Deskriptor die
Gradienten sowie ihre Beträge jeweils in x- und y-Richtung aufsummiert.















Die Menge Xc bezeichnet dabei alle Punktkoordinaten in der c-ten Zelle.
Die Merkmale der einzelnen Zellen werden zu einem Vektor dSGj,t zu-
sammengefügt. Zur Repräsentation der gesamten Trajektorie wird wie









Analog dazu werden die Sum of Optical Flow (SOF)- und die Motion
























Da während des Trackings bereits LBPs in der Umgebung der Trajek-
torien ermittelt werden, wird aus diesen ein weiterer Deskriptor gebildet.
Hierzu wird der Bildbereich wie oben in Zellen eingeteilt und in jeder
Zelle das Histogramm der Hauptmuster hLBPj,c,t bestimmt. Die Histogram-
me der Zellen werden zu einem Merkmal zusammengefügt und die
Merkmale der einzelnen Zeitschritte gemittelt:
dLBPj,t =
[










In diesem Abschnitt wird auf Versuche des Merkmalstrackings einge-
gangen. Im Gegensatz zum Körper-Tracking ist es bei merkmalsbasier-
ter Bewegungserfassung äußerst schwierig, eine Grundwahrheit zur
Bewertung der gewonnenen Trajektorien zu formulieren. Ohne diese
kann allein basierend auf den Trajektorien kein Qualitätsmaß definiert
werden. Das Ziel bei der Extraktion der Merkmalstrajektorien besteht
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Abbildung 4.12. Beispiel für die Detektion von Aktionspunkten für den ADL-Datensatz
mit dem periodischen Detektor (PD), der Kombination aus periodischem und Good Features
to Track-Detektor (GFTT+PD) und der Kombination aus periodischem und SURF-Detektor
(SURF+PD).
darin, basierend auf den ermittelten Deskriptoren eine möglichst gu-
te Aktionserkennung zu erreichen. Diese stellt somit das wesentliche
Bewertungskriterium über die Qualität der gewonnenen Trajektorien
dar. Eine quantitative Bewertung der vorgestellten Methoden wird da-
her im Hinblick auf die Ergebnisse der Aktionserkennung in Kapitel 5
vorgenommen. Eine Evaluation und Vergleich der Methoden der In-
itialisierung und des Trackings der Aktionspunkte erfolgt im Rahmen
eines Algorithmus zur Aktionserkennung in Abschnitt 5.6. In diesem
Abschnitt wird zunächst eine qualitative Beurteilung durchgeführt. Es
wird zunächst auf die Detektion und anschließend auf das Tracking der
Aktionspunkte eingegangen.
4.4.1. Detektion von Aktionspunkten
Die Abbildungen 4.12, 4.13 und 4.14 zeigen jeweils Beispiele für die
Aktionspunkt-Detektion für die drei in Abschnitt 4.3.2 erläuterten Detek-
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Abbildung 4.13. Beispiel für die Detektion von Aktionspunkten für den ADL-Datensatz
mit dem periodischen Detektor (PD), der Kombination aus periodischem und Good Features
to Track-Detektor (GFTT+PD) und der Kombination aus periodischem und SURF-Detektor
(SURF+PD).
aus dem Activities of Daily Living (ADL)-Datensatz [62]. Dieser enthält
Videos von Testpersonen, die alltägliche Aktivitäten in einem Küchen-
szenario ausführen (siehe Abschnitt 5.6). Da dieser Datensatz für die
Entwicklung von Methoden des Merkmalstrackings erzeugt wurde,
wurden die Videos in einer hohen Auflösung von 1280× 720 Bildpunk-
ten aufgenommen. Die Sequenz aus Abbildung 4.14 stammt aus dem
Hollywood Human Actions (HOHA)-Datensatz [58]. Dieser besteht aus
Ausschnitten von Hollywood-Filmen und enthält somit Aufnahmen
unterschiedlicher Umgebungsbedingungen mit Kamerabewegungen,
Beleuchtungsschwankungen, dynamischen Hintergründen etc.
Für jede der Detektionsmethoden werden maximal Ninitmax = 50 Akti-
onspunkte initialisiert. Die Detektionsschwelle des periodischen Detek-
tors wird zu rinitmin = 200 gewählt. Mit dem GFTT- und SURF-Detektor
werden zunächst bis zu Nip = 200 Bildmerkmale extrahiert. Die Detek-
tion der SURF-Merkmale erfolgt mittels der Implementierung aus der
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OpenCV-Bibliothek [70].










Abbildung 4.14. Beispiel für die Detektion von Aktionspunkten für den HOHA-
Datensatz mit dem periodischen Detektor (PD), der Kombination aus periodischem und
Good Features to Track-Detektor (GFTT+PD) und der Kombination aus periodischem und
SURF-Detektor (SURF+PD).
In der ersten Zeile ist links zunächst die Antwort des periodischen
Detektors abgebildet. In der Mitte sind die mit dem periodischen De-
tektor ermittelten Punkte auf dem Bewegungs- und rechts auf dem
Eingangsbild zu sehen. Die zweite Zeile zeigt die Detektion für die Kom-
bination aus GFTT und periodischem Detektor (GFTT+PD). Links sind
die detektierten GFTT-Bildmerkmale in Grün und die mit dem kom-
binierten Akzeptanzkriterium selektierten Aktionspunkte in Rot auf
dem Eingangsbild abgebildet. Die nächsten beiden Bilder zeigen, wie
in der ersten Zeile, die ausgewählten Punkte auf dem Bewegungs- und
Originalbild. In der dritten Zeile sind die entsprechenden Darstellungen
für die Verwendung des SURF+PD-Detektors zu sehen.
Als Bewertungskriterien für die detektierten Punkte können die Men-
ge und Qualität der Bildmerkmale herangezogen werden. In fast allen
Fällen wird erreicht, dass nur Punkte in Bildbereichen initialisiert wer-
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den, in denen Bewegung auftritt. Im Hintergrund detektierte Bildmerk-
male werden erfolgreich vom periodischen Detektor gefiltert. Für den
4.4. Versuche
ADL-Datensatz liefert die SURF+PD-Detektion die größte Anzahl an
Punkten. Der GFTT-Detektor mit der automatisch bestimmten Schwelle
nach Gleichung (4.50) detektiert dagegen nur sehr wenige Bildmerkmale.
Dies wirkt sich natürlich auf die gesamte Anzahl an Trajektorien aus,
die aus einer Videosequenz gewonnen werden. Dazu wird mit den
drei Detektionsmethoden jeweils ein Merkmalstracking durchgeführt,
wobei alle anderen Parameter wie in Tabelle 4.2 gewählt werden. Bei
Verwendung des GFTT+PD-Detektors mit den oben angegebenen Para-
metern werden so im Mittel 367 Trajektorien aus einem Video extrahiert.
Bei der Initialisierung mit dem periodischen Detektor sind es 719 und
mit SURF+PD 750 Trajektorien pro Video (siehe Tabelle 4.1). Die mit
SURF+PD initialisierten Punkte sind dichter als die mit dem periodi-
schen Detektor alleine detektierten Merkmale, obwohl in beiden Fällen
die gleiche Schwelle rinitmin verwendet wurde. Der Unterschied der beiden
Varianten ist darin begründet, dass bei der PD-Detektion lokale Maxima
des periodischen Detektors gesucht werden, während bei SURF+PD für
die detektierten SURF-Merkmale lediglich geprüft wird, ob der Wert
des periodischen Detektors an den entsprechenden Koordinaten den
Schwellwert rinitmin übersteigt. Für den HOHA-Datensatz werden dage-
gen mehr Punkte mit GFTT+PD als mit SURF+PD ermittelt. Außerdem
werden hier aufgrund von Kamerabewegungen mehr Punkte im Hinter-
grund detektiert.
Die Qualität der Initialisierung bezieht sich hier auf die Fähigkeit, die
Punkte zu tracken, um eine Aktionserkennung zu ermöglichen. Die Be-
wertung der Qualität der verschiedenen Detektoren erfolgt daher in Ka-
pitel 5 anhand von Ergebnissen der Aktionserkennung. In Abschnitt 5.6.1
werden dazu Ergebnisse mit den vorgestellten Trajektorien-Merkmalen
für verschiedene Initialisierungen miteinander verglichen.
4.4.2. Merkmalstracking
Bild 4.15 zeigt einige Beispiele extrahierter Trajektorien. Dabei sind den
dargestellten Bildern die Punktpositionen der Trajektorien vergangener
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Zeitschritte im Zeitraum von einer Sekunde überlagert. Die Trajektorien
weisen einen glatten Verlauf auf. Es gelingt, die Punkte über einen län-
geren Zeitraum erfolgreich zu verfolgen. Im unteren mittleren Beispiel
4. Aktivitätserfassung basierend auf Merkmalstrajektorien
Tabelle 4.1. Trajektorien-Kennwerte für verschiedene Initialisierungsmethoden für den
ADL-Datensatz, gemittelt über alle Videos aller Klassen. Die restlichen Trackingparameter
sind in Tabelle 4.2 aufgelistet. Die mittlere Trajektorienlänge L, der Mittelwert der maxi-
malen Länge Lmax sowie die Standardabweichung der Punktkoordinaten σ liegen für alle
Methoden in einem ähnlichen Bereich. Die Gesamtzahl an resultierenden Trajektorien ist
bei der Initialisierung mit GFTT+PD deutlich geringer als bei den anderen Methoden.
Initialisierung L Lmax σ N
PD 28 118 32,01 719
GFTT+PD 30 112 32,81 367
SURF+PD 27 116 31,94 750
Abbildung 4.15. Beispiele für extrahierte Trajektorien.
In Tabelle 4.3 sind Kennwerte der Trajektorien des ADL-Datensatzes
für die einzelnen Klassen gegeben. Die verwendeten Parameter des
Trackings sind in Tabelle 4.2 aufgelistet. Für alle Versuche wurde der
SURF+PD-Detektor verwendet. Die mittlere Länge der Trajektorien L
und die Standardabweichung der Punktpositionen liegen für alle Klas-
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des HOHA-Datensatzes treten verursacht durch Kamerabewegungen
auch einige Trajektorien im Hintergrund auf.
sen in einem ähnlichen Bereich. Es kann somit ausgeschlossen werden,
dass diese Werte die Klassifikation maßgeblich beeinflussen. Verwandte
Arbeiten, die Merkmale nur während einer kurzen Zeitdauer verfolgen,
4.4. Versuche
Tabelle 4.2. Parameter des Merkmalstrackings der hier dargestellten Versuche bei Detek-
tion mit SURF+PD.
Parameter Wert
Detektion der Aktionspunkte SURF+PD
Skalenfaktoren des periodischen Detektors σ = 3, τ = 1
Anzahl SURF-Merkmale Nip 200
Detektionsschwelle Bewegung rinitmin 200
Fenster Initialisierung 7× 7
Maximal gleichzeitig aktive Punkte Na,max 100
Schwelle Verschiebung statischer Punkte vmin 1,5
Zeitschritte bis Prüfung statischer Punkt τstatic 15
Zeitschritte bis Prüfung inaktiver Punkt τd 15
Maximale Trajektorienlänge Lmax = ∞
Größe Suchfenster optischer FlussW 3× 3
Größe Suchfenster Sh bei Mean Shift 9× 9
Verwendete Farbkanäle rot, blau
Schwelle Ähnlichkeitsmaß ρmin 0,70
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begrenzen die Trajektorienlänge häufig auf Lmax = 15. Hier ist die mitt-
lere Länge fast doppelt so groß, und es werden auch deutlich längere
Trajektorien über einen Zeitraum von bis zu ca. fünf Sekunden gewon-
nen. Auf die Bedeutung der Trajektoriendauer für die Aktionserkennung
wird in Abschnitt 5.6.1 eingegangen.
Tabelle 4.4 vergleicht die Rechenzeit der in diesem Abschnitt ver-
wendeten Methode mit Angaben verwandter Arbeiten aus der Lite-
ratur. Die Rechenzeit des hier durchgeführten Merkmalstrackings ist
mit dem Stand der Technik vergleichbar. Es sei angemerkt, dass die
Implementierung nicht für maximale Effizienz optimiert wurde und
Einsparungen möglich sind. Bei den Angaben handelt es sich um durch-
schnittliche Werte. Sie beinhalten die Detektion und Verfolgung der
Aktionspunkte sowie de Berechnung der Dynamik-, HOG-, HOF-, MBH-
und LBP-Deskriptoren. Es wurden hier nicht die Berechnungszeiten aller
in Abschnitt 4.3.4 vorgestellten Deskriptoren miteinbezogen, da die Ver-
wendung der Histogramm- und Summen-Deskriptoren als Alternativen
zueinander aufzufassen sind.
4. Aktivitätserfassung basierend auf Merkmalstrajektorien
Tabelle 4.3. Trajektorien-Kennwerte nach Klassen für eine Parametrierung des
Aktionspunkt-Trackings für den ADL-Datensatz. Die Werte sind jeweils über alle Videos
einer Klasse gemittelt. L ist die mittlere Länge aller Trajektorien. Lmax ist der Mittelwert
der maximalen Trajektorienlänge. σ ist die Standardabweichung der Punktpositionen
innerhalb einer Trajektorie und N ist die mittlere Anzahl an Trajektorien.
Klasse L Lmax σ N
Telefon abnehmen 28 86 35 256
Banane schneiden 28 110 38 506
Anruf tätigen 25 73 27 300
Wasser trinken 29 143 37 890
Banane essen 22 67 24 479
Snack essen 28 139 28 1488
In Telefonbuch nachschlagen 26 141 27 1471
Banane schälen 30 160 29 814
Mit Besteck essen 29 145 32 955
Auf Whiteboard schreiben 28 93 43 339
Tabelle 4.4. Vergleich des Rechenaufwandes der Trajektorienextraktion mit verwandten
Arbeiten in der Literatur. Der Rechenaufwand wird in Frames pro Sekunde (fps) angegeben.
Methode Verarbeitungszeit / fps
Saliente Trajektorien [110] 0,63 fps bei 360× 240
Spärliche Bewegungstrajektorien [47] 35 fps bei 180× 144
Langzeit-Trajektorien [91] 5 fps bei 320× 240




Nachdem bestimmte Merkmale aus einer Videosequenz extrahiert wur-
den, erfolgt basierend darauf eine Modellierung verschiedener Aktivi-
täten, um eine Erkennung zu ermöglichen. Hierzu werden zwei Her-
angehensweisen betrachtet – der „Bag of Words“ (BoW)-Ansatz und ein
sequenzielles Modell.
Zunächst wird eine Aktionserkennung mittels der in Kapitel 4 ge-
wonnenen Merkmalstrajektorien durchgeführt. Dazu wird das sehr weit
verbreitete BoW-Modell herangezogen, welches in den meisten ver-
wandten Arbeiten eingesetzt wird. Die zugrundeliegende Idee dabei ist,
lediglich zu modellieren, welche Merkmale in einer Sequenz auftreten.
Die Frage, in welcher örtlichen oder zeitlichen Konfiguration die einzel-
nen Merkmale zueinander stehen, wird dabei nicht oder nur schwach
berücksichtigt.
Zur Modellierung von Aktionen werden unterschiedliche Merkmale
herangezogen, um möglichst komplementäre Informationsarten auszu-
nutzen. Diese sind in Abb. 5.1 veranschaulicht. Es interessiert, was in
einer Szene auftritt (Bildinformation) und wie sich dies verhält (Informa-
tion über auftretende Bewegung). Dies wird durch die unterschiedlichen
Trajektorien-Deskriptoren in das Modell eingebracht.
Obgleich der BoW-Ansatz sich in vielen Fällen als sehr mächtiges
Werkzeug erwiesen hat, ist die Struktur des Auftretens der Merkmale
v. a. für komplexe Aktivitäten durchaus wichtig. Es spielt eine Rolle,
wann und in welchem Zusammenhang, örtlich sowie zeitlich, verschie-
dene Ereignisse auftreten. Besonders die Betrachtung der zeitlichen
Abfolge der Merkmale wird meist nicht oder nur schwach berücksich-
tigt. Solche Zusammenhänge können in gewissem Maße dem Modell




Aktion 1 Aktion 2
Aktion 3
Bildmerkmale Dynamik
Örtlicher Kontext Zeitlicher Kontext
was
wo wann
Abbildung 5.1. Betrachtete Informationsarten beim merkmalsbasierten Aktivitätsmodell.
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getrennte Betrachtung lokaler Bildbereiche modelliert. Auf die Berück-
sichtigung zeitlicher Zusammenhänge wird im Rahmen dieser Methode
verzichtet, dies erfolgt bei der sequenziellen Modellierung.
Beim BoW-Modell wird davon ausgegangen, dass in einer gegebenen
Sequenz nur eine Aktion auftritt, und es wird ein globaler Merkmals-
vektor für das gesamte Video erstellt. Für die Verarbeitung der üblichen
Datensätze ist dieses Vorgehen geeignet, da diese bereits segmentierte
Aktionen enthalten. In praktischen Anwendungen liegen jedoch kon-
tinuierliche Aufnahmen vor, so dass nicht nur erkannt werden muss,
welche Aktionen vorliegen, sondern auch die Zeitintervalle ermittelt
werden müssen, in denen sie auftreten.
Daher wird alternativ zum BoW-Ansatz eine sequenzielle Modellie-
rung vorgenommen. Aufgrund des Erfolges diskriminativer Modelle
[89] wird ein lineares kettenförmiges Conditional Random Field (CRF) ver-
wendet. Dieses modelliert Zusammenhänge zwischen einer Abfolge von
Aktionen und einer Beobachtungssequenz. Dabei wird zu jedem Zeit-
punkt ein Merkmalsvektor gebildet und die resultierende Sequenz von
Merkmalsvektoren zur Modellierung herangezogen. Die Verwendung
des CRF erlaubt eine sehr flexible Repräsentation zeitlicher Zusammen-
hänge zwischen Merkmalen.
5.2. Grundlagen
Das Sequenzmodell wird angewandt, um auf Basis der Deskriptoren
der Merkmalstrajektorien eine gemeinsame Segmentierung und Erken-
nung von Aktionen durchzuführen. Außerdem wird seine Eignung
zur Modellierung von Posenverläufen untersucht, indem es auf Moti-
on Capture-Daten sowie Ergebnisse des Körper-Trackings aus Kapitel 3
angewandt wird.
In Abschnitt 5.2 werden zunächst einige Grundlagen zum maschinel-
len Lernen gegeben. Abschnitt 5.3 stellt die Theorie probabilistischer
Sequenzmodelle dar, welche für die sequenzielle Aktivitätsmodellierung
verwendet werden. Anschließend werden in Abschnitt 5.4 die Aktions-
erkennung mit dem BoW-Ansatz und in Abschnitt 5.5 die sequenzielle
Modellierung erläutert. In Abschnitt 5.6 werden schließlich Versuche
und Ergebnisse besprochen.
5.2. Grundlagen
In diesem Abschnitt wird eine Einführung in die für diese Arbeit rele-
vanten Grundlagen der Klassifikation und des maschinellen Lernens
gegeben. Zunächst wird eine kurze Einführung in die Thematik gege-
ben, bevor in Abschnitt 5.2.2 auf die Klassifikation mit Support Vector
Machines eingegangen wird. In Abschnitt 5.2.3 wird die bei der Vektor-
quantisierung eingesetzte K-means-Clusteringmethode erläutert.
5.2.1. Klassifikation und maschinelles Lernen
Die Aufgabe der Klassifikation besteht darin, Objekte in Kategorien –
Klassen – einzuteilen, basierend auf Informationen bestimmter Merkmale,
die über die Objekte vorliegen [31].
Ein Ansatz dazu ist das Lernen aus Beispielen. Dabei ist eine Menge
an Objekten vorhanden, die typisch für die betrachteten Klassen sind.
Wenn die Klassen und die Klassenzugehörigkeiten der Beispielobjekte
bekannt sind, spricht man von überwachtem Lernen. Sollen zunächst ge-
eignete Klassen ermittelt werden, wird der Lernprozess als unüberwacht
bezeichnet [31]. Beim überwachten Lernen liegt der Fokus also auf einer
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möglichst genauen Prädiktion der Klasse neuer Objekte, während beim
unüberwachten Lernen das Hauptanliegen ist, eine genaue und kompak-
5. Aktivitätsanalyse
te Darstellung der Daten zu finden [6]. Zu Methoden des unüberwachten
Lernens zählen beispielsweise Verfahren der Clusteranalyse oder der
Dimensionsreduktion [6, 31, 39].
Überwachtes Lernen
Im Folgenden wird eine Übersicht des überwachten Lernens gegeben,
die sich an [6] orientiert. Dadurch soll die in dieser Arbeit verwendete
Notation vorgestellt werden.
Die betrachteten Objekte werden durch Merkmalsvektoren y re-
präsentiert. Jedes Objekt besitzt eine zugehörige Ausgangsvariable
x ∈ {1, . . . , S}, welche die Zugehörigkeit zu den Klassen s ∈ {1, . . . , S}
angibt. Es sei eine Menge annotierter Merkmale, d. h. Paare von Merk-
malen und ihren zugehörigen Klassenvariablen, Dtrain = {(yi, xi), i =
1, . . . , Ntrain} vorhanden.
Die Aufgabe des überwachten Lernens besteht darin, bei gegebenen
Trainingsdaten Dtrain den Zusammenhang zwischen der Eingangsgröße
y und der Ausgangsgröße x so zu lernen, dass die prädizierte Klasse x∗
für einen neues Merkmal y∗ korrekt ist. Der Begriff Training bezeichnet
den Vorgang, eine Entscheidungsfunktion zu lernen. Häufig entspricht
dies einer Parameterschätzung für ein bestimmtes Modell. Testen bedeu-
tet die Bestimmung des Wertes der Entscheidungsfunktion x∗(y∗) für
ein neues Merkmal, d. h. die Prädiktion des Ausgangswertes für einen
bestimmten Eingangswert.
Die Ausgangsvariable x soll demnach beschrieben werden unter der
Bedingung, dass y bekannt ist. Betrachtet man dies aus der Perspektive
der probabilistischen Modellierung, ist die bedingte Verteilungsdichte
p(x|y,Dtrain) gesucht.
In der hier gegebenen Erklärung wird davon ausgegangen, dass die
Ausgangsvariable x eine endliche Anzahl an diskreten Werten, den
sog. Klassen, annehmen kann. In diesem Fall spricht man von einem




5.2.2. Klassifikation mit Support Vector Machines
Support Vector Machines (SVMs) sind Methoden des überwachten Ler-
nens. Sie können zur Klassifikation oder Regression eingesetzt werden.
In dieser Arbeit werden sie zur Klassifikation verwendet, auf ihre An-
wendung zur Regression wird nicht eingegangen.
Das Lernen der Klassifikationsparameter einer SVM ist ein konvexes
Optimierungsproblem, jede lokale Lösung entspricht also dem globalen
Optimum [8]. SVMs gehören zu den Maximum Margin-Klassifikatoren,
d. h. sie maximieren die Trennspanne zwischen den unterschiedlichen
Klassen, um die bestmögliche Fähigkeit der Verallgemeinerung zu erlan-
gen. Neben linearen Klassifikationsproblemen eignen sie sich auch für












Abbildung 5.2. Veranschaulichung der Klassifikation mit SVMs für ein linear separierba-
res Zwei-Klassen-Problem. Die Merkmale der Klasse s1 sind als graue und die Merkmale
der Klasse s2 als schwarze Kreise dargestellt.
Zunächst wird von einem Zwei-Klassen-Problem ausgegangen, wie
es beispielhaft in Abbildung 5.2(a) dargestellt ist. Es wird der einfachste
Fall angenommen, dass die Daten linear separierbar sind. Gegeben seien
Trainingsdaten Dtrain = {(yi, xi), i = 1, . . . , N
train}, die aus Ntrain Paa-
ren von Merkmalsvektoren yi ∈ R
D und zugehörigen Klassenvariablen
xi ∈ {−1,+1} bestehen.
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Gesucht ist eine lineare Trennfunktion, die die Trainingsmerkmale der
beiden Klassen optimal trennt. Diese stellt eine Hyperebene im D-dimen-
sionalen Raum dar:
H = {y|〈w, y〉+ b = 0} . (5.1)
Die Trennebene H wird durch den Normalenvektor w und die Verschie-
bung b definiert.
Der Vorgang des Trainings ist nun, die Hyperebene so zu bestimmen,
dass die Trainingsdaten getrennt werden. Die Klassifikation eines neuen
Merkmals erfolgt durch Prüfen, auf welcher Seite der Ebene es liegt [8],
was durch das Vorzeichen des Ausdrucks
z(y) = 〈w, y〉+ b (5.2)
angegeben wird. y wird der Klasse s1 zugeordnet, wenn z(y) ≥ 0 ist
und der Klasse s2, wenn z(y) < 0 ist. Die Entscheidungsgrenze liegt
also bei z(y) = 0.
Die Lösung für dieses Problem ist nicht eindeutig. Es gibt unendlich
viele Ebenen, die die Daten trennen können. Daher stellt sich die Frage
nach der „besten“ Ebene. SVMs verfolgen die Strategie, diejenige Lösung
zu wählen, die sich am besten verallgemeinern lässt.
Hierzu wird der Begriff der Trennspanne (engl. „margin“) eingeführt.
Die Trennspanne ist der kleinste Abstand zwischen der Trennebene
und den Trainingsmerkmalen. SVMs gehören zu den Maximum Mar-
gin-Klassifikatoren. Die Entscheidungsgrenze wird so gewählt, dass die
Trennspanne maximal wird. Die Aufgabe des Trainings kann somit fol-
gendermaßen formuliert werden: Finde die Hyperebene, die die beiden
Klassen trennt und die Trennspanne maximiert. Um Overfitting zu ver-
meiden, wird in der Praxis die Forderung nach der genauen Trennung
etwas gelockert, so dass einige Fehler erlaubt werden.
In Abbildung 5.2 wird die Trennspanne mittels zweier Hilfsebenen
angezeigt, die parallel zuH sind und durch die Punkte mit minimalem
Abstand zuH gehen. Es ist ersichtlich, dass sich die größte Trennspanne
ergibt, wenn die Hyperebene gerade in der Mitte zwischenH1 undH2
liegt. Um die Trennspanne zu ermitteln, wird nun je ein Punkt der beiden
Klassen (y1, x1 = 1) und (y2, x2 = −1) betrachtet, der jeweils gerade
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5.2. Grundlagen
den minimalen Abstand annimmt, d. h. y1 liegt aufH1 und y2 liegt auf
H2 . Die TrennebeneH sei so skaliert, dass
〈w, y1〉+ b = 1 ,
〈w, y2〉+ b = −1 (5.3)
gilt. Die Abstände dieser beiden Punkte zur Hyperebene lauten:
























Die Trennspanne ist also gerade 1‖w‖ . Um die Trennspanne zu maxi-
mieren, muss ‖w‖ minimiert werden. Dies entspricht der Minimierung
von ‖w‖2. Es ergibt sich das Optimierungsproblem mit Nebenbedin
gungen
‖w‖2 → min
mit xi · (〈w, yi〉+ b) ≥ 1 , i = 1, . . . , N
train . (5.5)
Zur Lösung wird ein Lagrange-Ansatz gewählt [8, 15]. Dafür gibt es zwei
Gründe [15]: Erstens werden die Randbedingungen in Gleichung (5.5)
durch Randbedingungen der Lagrange-Multiplikatoren selbst ersetzt,
welche sich leichter handhaben lassen. Zweitens werden die Trainings-
merkmale nur noch als Skalarprodukte zwischen Vektoren auftauchen.
Diese Eigenschaft wird später bei der Erweiterung auf nichtlineare
SVMs nützlich sein. Die Lösung des Optimierungsproblems kann in
Anhang A.2 nachvollzogen werden.
Es ergibt sich folgende Entscheidungsfunktion, um die Klasse x∗ eines







Dabei gibt es für jedes der Ntrain Trainingsmerkmale einen Lagrange-





Die Trainingspunkte, für die αi 6= 0 gilt, sind die Support-Vektoren. Dies
sind gerade die Punkte, die am nächsten an der trennenden Hyperebene
liegen. Abbildung 5.2(b) zeigt die Support-Vektoren für das verwendete
Beispiel. Für die Entscheidung werden nur noch diese Punkte benötigt.
Würde man alle anderen Trainingspunkte entfernen und das Training
wiederholen, würde man die gleiche Hyperebene erhalten [15].
Im Folgenden wird darauf eingegangen, wie mit SVMs nichtlineare
Klassifikatoren entworfen werden können. Man stelle sich eine Pro-
blemstellung vor, bei der die Daten nicht linear trennbar in RD sind.
Möglicherweise gelingt aber eine lineare Trennung der Daten in einem
höherdimensionalen Raum. Dann können die Daten mittels einer Merk-
malstransformation φ(y) in eine neue Darstellung überführt werden
und dort durch eine lineare Klassifikation getrennt werden. Diese Dar-
stellung wird als Merkmalsraum bezeichnet. Der Merkmalsraum kann
eine beliebig hohe Dimensionalität besitzen, auch unendlich, um eine
lineare Separierbarkeit zu erreichen [8]. Allerdings müssen Skalarpro-
dukte der transformierten Daten berechnet werden, was zu Problemen
führt, wenn der Merkmalsraum zu groß wird.
Hier kommt der sog. Kernel-Trick ins Spiel [8, 15]. Bei der Entschei-
dungsfunktion in Gleichung (5.6) tauchen die Merkmalsvektoren nur
noch in Form von Skalarprodukten auf. Das Gleiche gilt dank dem
Lagrange-Ansatz für das Training (siehe Anhang A.2). Bei Verwendung
einer Merkmalstransformation fließen die Daten somit in Form von
Skalarprodukten der transformierten Merkmale 〈φ(y), φ(ỹ)〉 ein.
Wird nun eine Kernfunktion als Innenprodukt im Merkmalsraum
formuliert [8],
K(y, ỹ) = 〈φ(y), φ(ỹ)〉 , (5.7)
können die Skalarprodukte durch diesen Kern ersetzt werden.
Es erfolgt hiermit immer noch eine lineare Trennung, jedoch in einem
anderen Raum. Dieser Raum und die Merkmalstransformation φ(y)
müssen nicht explizit bekannt sein, es wird nur noch der Kern als Maß
der Ähnlichkeit zwischen zwei Merkmalen benötigt.
Beispiele für Kerne und Eigenschaften, die eine Funktion erfüllen
muss, um ein gültiger Kern zu sein, können in [8, 15] nachgelesen wer-




Bisher wurde von einem Zwei-Klassen-Problem ausgegangen. Häufig
möchte man jedoch mehr als zwei Klassen voneinander unterscheiden.
Eine übliche Methode, dies zu bewerkstelligen ist es, mehrere SVMs
zu kombinieren, um eine Mehrklassen-SVM zu erhalten [8]. Dazu kann
z. B. ein „Einer gegen Alle (one versus all)“-Ansatz gewählt werden. Hierbei
wird für jede Klasse ein eigenes Modell gelernt, indem die Trainings-
merkmale der aktuellen Klasse als positive und die Trainingsmerkmale
aller anderen Klassen als negative Beispiele verwendet werden. Bei S
Klassen ergeben sich also S Klassifikatoren. Eine andere Möglichkeit
ist der „Einer gegen Einen (one versus one)“-Ansatz. Bei diesem werden
(S(S − 1)/2) Klassifikatoren für alle Paare von Klassen gelernt. Zur Klas-
sifikation wird die Klasse gewählt, die die meisten Stimmen erhalten hat
[8].
5.2.3. K-means Clustering
Der K-means-Algorithmus ist ein weit verbreitetes Verfahren zur Clus-
teranalyse. Die Aufgabe des Verfahrens besteht darin, aus gegebenen
Daten in einem mehrdimensionalen Raum verschiedene Gruppen, auch
Cluster, zu identifizieren [8].
Es seien Merkmalsvektoren {yn}, n = 1, . . . , N, in einem D-
dimensiona-len euklidischen Vektorraum gegeben. Das Ziel ist es, diese
N Punkte in K Cluster einzuteilen. Es wird angenommen, dass die An-
zahl K der Cluster bekannt ist. Die Gruppeneinteilung soll so erfolgen,
dass die Abstände zwischen Punkten innerhalb eines Clusters klein
sind im Vergleich zu Abständen zu Punkten außerhalb. Dazu werden
Cluster-Prototypen µk, k = 1, . . . , K, definiert, welche die einzelnen Clus-
ter repräsentieren sollen. Gesucht sind nun diese Prototypen sowie die
Zuordnung der gegebenen Datenpunkte zu den Clustern.
Die Cluster-Zugehörigkeit der yn wird durch binäre Indikatorvaria-
blen rnk ∈ {0, 1} angegeben [8]. Es gilt rnk = 1 und rnj = 0 für j 6= k,
wenn yn dem k-ten Cluster zugeteilt wird. Damit kann die Summe der
quadratischen Distanzen zwischen den Elementen der Cluster und ihren







2 → min . (5.8)
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Die Minimierung von J erfolgt iterativ in zwei Schritten. Als Startwerte
für die Cluster-Prototypen werden zufällig Punkte aus den gegebenen
Daten {y1, . . . , yN} ausgewählt. Im ersten Schritt wird J bezüglich {rnk}
bei festen µk optimiert. Dabei wird jeder Punkt dem nächsten Prototyp
zugeordnet:
rnk =




Als nächstes werden die optimalen Werte für {µk} berechnet. Durch








, k = 1, . . . , K . (5.10)
µk entspricht also gerade dem Mittelwert der Elemente des Clusters
k. Die Schritte (5.9) und (5.10) werden solange wiederholt, bis die Lö-
sung konvergiert oder eine maximale Anzahl an Iterationen durchlaufen
wurde.
Das K-means-Clustering ist konvergent; es ist jedoch nicht garantiert,
dass das globale Optimum gefunden wird [8]. Das Ergebnis hängt stark
von der Initialisierung ab. Daher wird der Algorithmus häufig mehrmals
wiederholt und die Lösung verwendet, bei der J am Ende des Clusterings
den kleinsten Wert annimmt.
5.3. Probabilistische Sequenzmodelle
Für die sequenzielle Aktivitätsmodellierung in Abschnitt 5.5 wird ein
sequenzielles probabilistisches Modell verwendet. In diesem Abschnitt
werden die dafür benötigten Grundlagen erläutert. Zunächst wird eine
kurze Übersicht über probabilistische Modelle gegeben, danach wird
auf graphische Modelle eingegangen.
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5.3.1. Generative und diskriminative Modelle
Probabilistische Modelle modellieren Zusammenhänge zwischen Varia-
blen. Hier wird auf die Verwendung solcher Modelle in der Entschei-
dungstheorie eingegangen. Die modellierten Größen lassen sich einteilen
in Zufallsvariablen, die beobachtet werden und die latenten Variablen
bzw. Zustände. Dies ist analog zur Diskussion von Klassifikationsme-
thoden in Abschnitt 5.2.1 zu betrachten. Dort sind die Beobachtungen
die Merkmale, durch die die Objekte repräsentiert werden, und die
Klassenzugehörigkeiten stellen die latenten Variablen dar.
Es soll ein Modell formuliert werden, welches die probabilistischen
Zusammenhänge zwischen Beobachtungen Y und latenten Variablen
bzw. Zustandsvariablen X darstellt. Es wird unterschieden zwischen
generativen und diskriminativen Modellen [93]. Ein generatives Modell
beschreibt die Verbunddichte p(X ,Y ) der Beobachtungs- und Zustands-
variablen. Ein einfaches Beispiel eines generativen Modells ist der naive
Bayes-Klassifikator (NBC).
Es sei eine Menge von N Beobachtungsvariablen Y = {y1, . . . , yN}
gegeben und es soll eine einzelne latente Variable x ∈ {1, . . . , S} prädi-
ziert werden, welche die Klassenzugehörigkeit angibt. Dem NBC liegt
die Annahme zugrunde, dass die Beobachtungen bei bekannter Klasse
unabhängig voneinander sind. Die Verbunddichte lautet dann




Ein diskriminatives Modell hingegen modelliert nicht die Verbund-
dichte, sondern die bedingte Dichte der Klassenvariable bei gegebenen
Beobachtungen. Der Gedanke dahinter ist, dass die Beobachtungen
bei Klassifikationsproblemen ohnehin bekannt sind, weshalb Modellie-
rungsaufwand eingespart werden kann, indem auf die Modellierung
der Beobachtungen verzichtet wird. Die diskriminative Entsprechung
zum NBC ist die logistische Regression [93]. Hierbei wird angenommen,
dass die logarithmierte Dichte log p(x|Y ) jeder Klasse eine lineare Funk-













Das Gewicht λx erfüllt hierbei die Funktion der A-priori-Dichte p(x)












Um den Zusammenhang zu den später eingeführten Conditional Ran-
dom Fields (CRFs) zu verdeutlichen, wird eine alternative Notation ein-
geführt. Es werden gemeinsame Gewichte für alle Klassen und separate
Merkmale für jede Klasse eingeführt. Jedes dieser Merkmale nimmt nur
für eine Klasse einen Wert ungleich null an [93]:
f k(x, y) := f s,n(x, y) = 1{x=s}yn , (5.14)
wobei 1{} den Identitätsoperator darstellt. Hierbei ergeben sich K =
S · N Merkmale, deren Laufindex durch k angegeben wird. Das Modell
wird damit zu




λk f k(x, y)
)
. (5.15)
Diskriminative Modelle haben bezüglich der Klassifikation einige
Vorteile gegenüber generativen Modellen [93]. Sie sind besser dazu
geeignet, komplexe, überlappende Merkmale zu verwenden. Der Grund
hierfür ist, dass die Verteilung der Beobachtungen nicht modelliert wird
und demnach auch Zusammenhänge zwischen Beobachtungsvariablen
nicht dargestellt werden müssen. Daher können die Beobachtungen in
beliebiger Weise durch die Merkmale miteinander verknüpft werden.
Dies resultiert in einer größeren Freiheit in der Modellierung. Dabei
besteht allerdings die Gefahr des Overfittings. Ein Vorteil generativer
Modelle ist, dass unüberwachtes Lernen einfacher umgesetzt werden
kann, d. h. nicht oder nur teilweise annotierte Trainingsdaten können
besser gehandhabt werden [93].
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5.3.2. Probabilistische graphische Modelle
Nun werden die für das Verständnis der später diskutierten Aktivi-
tätsmodelle hilfreichen Grundlagen graphischer Modelle erläutert. Au-
ßerdem wird auf ihre Bedeutung hinsichtlich den beiden im vorigen
Abschnitt diskutierten Modellformen – generativ und diskriminativ –
eingegangen.
Graphische Darstellungen sind ein sehr nützliches Hilfsmittel zur
Formulierung und Analyse probabilistischer Modelle. Hierbei wird die
Wahrscheinlichkeitsdichte mehrerer voneinander abhängiger Zufalls-
variablen mit Hilfe von Graphen repräsentiert. Zufallsvariablen, oder
Mengen von Zufallsvariablen, werden als Knoten dargestellt. Kanten
drücken probabilistische Zusammenhänge zwischen Zufallsvariablen
aus. Graphische Modelle geben an, wie die Verbunddichte aller Zufalls-
variablen als Produkt lokaler Faktoren, welche nur von Teilmengen der
Zufallsvariablen abhängen, angegeben werden kann. Dadurch wird eine
intuitive Veranschaulichung und Modellierung der Struktur probabi-
listischer Modelle ermöglicht, indem beispielsweise Abhängigkeiten
verschiedener Zufallsvariablen anhand des Graphen untersucht werden
können. Gerade das Fehlen von Kanten – (bedingte) Unabhängigkeiten –
ist häufig die wichtige Information. Auch Methoden der Inferenz und
Parameterschätzung können durch graphische Manipulationen ausge-
drückt werden [8].
Graphische Modelle können in gerichtet und ungerichtet unterteilt
werden. Gerichtete graphische Modelle (GGM) werden auch als Bayes-
Netze bezeichnet und werden häufig zur Darstellung generativer Mo-
delle verwendet. Ungerichtete graphische Modelle (UGM) werden auch
Markov Random Fields oder Markov-Netze genannt und eignen sich für
diskriminative Modelle. Eine ausführliche Diskussion findet sich z. B. in
[8].
Gerichtete graphische Modelle – Bayes-Netze
Bei Bayes-Netzen wird die Verbunddichte einer Menge von Zufallsva-
riablen als Produkt bedingter Dichten repräsentiert [8]. Sie werden als
gerichtete Graphen dargestellt, d. h. die Verbindungen zwischen Varia-
blen besitzen eine Richtung. In Abbildung 5.3(a) ist ein graphisches
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Modell dreier Zufallsvariablen abgebildet. Die Verbunddichte einer Ver-
teilung, die durch dieses Modell beschrieben wird, lässt sich ausrücken
als
p(X ) = p(x2|x1)p(x3|x1)p(x1) . (5.16)
Mit dem Bayes’schen Gesetz kann die Verteilung (5.16) umgeformt
werden zu
p(X ) = p(x1|x2)p(x3|x1)p(x2) , (5.17)
was dem Graphen 5.3(b) entspricht. Die durch diese beiden Gra-
phen beschriebenen Verteilungen weisen also die gleichen Markov-
Eigenschaften auf.
Die Verbunddichte einer Menge von Zufallsvariablen X =







X pn ist hierbei die Menge der Eltern von xn, d. h. alle Knoten, von de-
nen aus Kanten zum Knoten xn führen. Der Ausdruck (5.18) ist immer
korrekt normiert, wenn die einzelnen Dichten normiert sind. Hieran
werden die Faktorisierungseigenschaften von Bayes-Netzen ersichtlich:
Die Verbunddichte wird als Produkt (lokaler Faktoren) der bedingten











Abbildung 5.3. Beispiel graphischer Modelle.












Abbildung 5.4. Inferenz in gerichteten Modellen.
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Wichtige Eigenschaften zur Analyse der Modelle sind hierbei Markov-
Eigenschaften, d. h. bedingte Unabhängigkeiten zwischen Variablen.
Wenn für die Dichte dreier Zufallsvariablen a,b und c p(a|b, c) = p(a|c)
gilt, dann ist a bedingt unabhängig von b, bei bekanntem c [8]. Für die
Verbunddichte folgt daraus
p(a, b|c) = p(a|b, c)p(b|c) = p(a|c)p(b|c) . (5.19)
Bayes-Netze werden häufig zur Darstellung generativer Modelle ver-
wendet. Gerichtete Graphen können kausale Zusammenhänge zwischen
Zufallsvariablen ausdrücken. Als Beispiel hierfür ist in Abbildung 5.4(a)
ein Modell einer Zustandsvariable x und Messgröße y mit der Verbund-
dichte
p(x, y) = p(y|x)p(x) (5.20)
zu sehen. Dieser Graph drückt den Entstehungsprozess der Beobach-
tungsgröße aus, daher stammt die Bezeichnung als generatives Modell.
Nun soll eine Inferenz in diesem Modell durchgeführt werden. Aus-
gangspunkt sind die A-priori-Dichte p(x) und die Likelihood-Dichte
p(y|x). Die Messgröße y wird beobachtet, was durch eine graue Färbung
des Knotens in Abb. 5.4(b) angezeigt wird. Gesucht ist die A-posteriori-
Dichte p(x|y). Diese kann ausgedrückt werden gemäß












Bei der Inferenz wird die Verbunddichte also durch p(x, y) =
p(x|y)p(y) repräsentiert, was dem Graphen in Abbildung 5.4(c) ent-
spricht Dabei wird somit die Richtung der Kanten „umgekehrt“.
Ungerichtete graphische Modelle – Markov Random Fields
Markov-Netze werden häufig durch ungerichtete graphische Model-
le (UGMs) dargestellt [8]. Hier entfallen die Pfeile der Kanten, d. h. es
werden keine kausalen Zusammenhänge mehr dargestellt, sondern all-
gemeine Abhängigkeiten zwischen Variablen. Auch hier wird die Ver-
bunddichte als Produkt lokaler Faktoren ausgedrückt, welche jeweils
von einer Untermenge der Zufallsvariablen abhängen. Im Gegensatz zu
den Bayes-Netzen müssen diese Faktoren aber keine Wahrscheinlich-
keitsdichten darstellen, sondern werden als Potentiale bezeichnet. Die
Potentiale werden über sog. Cliquen definiert. Eine Clique ist eine Un-
termenge von Knoten, wobei Kanten zwischen allen Knoten der Clique
existieren. Eine maximale Clique liegt vor, wenn kein weiterer Knoten
hinzugenommen werden kann.
Die Verbunddichte wird bei Markov-Netzen als Produkt von Cliquen-
potentialen dargestellt:




ψc(X c) . (5.23)
Die Potentiale ψc(X c) seien nicht-negative Funktionen der maximalen
Cliquen X c. Da die Potentialfunktionen keine Verteilungsdichten sein










Zur Bestimmung von Z muss über alle Kombinationen der Zustände
summiert werden. Die Partitionierungsfunktion wird für die Parameter-
schätzung benötigt. Ihre Berechnung kann sehr aufwändig werden und
ist nicht immer möglich. Beispielsweise müssen bei N Variablen, die
jeweils S Werte annehmen können, NS Summen ausgewertet werden.
In der Praxis sind dazu Approximationen nötig. Dies ist die größte Ein-
schränkung für UGMs. Bei der Bestimmung lokaler bedingter Dichten
und Randdichten entfällt die Bestimmung von Z.
Die Potentialfunktionen geben keine kausalen Zusammenhänge zwi-
schen den Variablen, d. h. keine physikalischen Informationen über den
zugrunde liegenden Prozess, an. Stattdessen beschreiben sie, welche
Konfigurationen lokaler Variablen bevorzugt auftreten. Eine hohe Wahr-
scheinlichkeit einer globalen Konfiguration wird erreicht, wenn diese
eine gute Balance zwischen lokalen Cliquenpotentialen darstellt. UGMs
werden daher häufig zur Darstellung diskriminativer Modelle einge-
setzt.
Eine wichtige Eigenschaft von UGMs ist die lokale Markov-
Eigenschaft [6]. Sind die Nachbarn X nbn eines Knoten xn gegeben, ist der
Knoten bedingt unabhängig von den restlichen Knoten des Graphen:
p(xn|X \ xn) = p(xn|X
nb
n ) . (5.25)
Um einen Zusammenhang zwischen gerichteten und ungerichteten
Graphen herzustellen, wird noch einmal das Beispiel aus Bild 5.3 aufge-
griffen. Mit
ψ1(x1, x2) := p(x2|x1)p(x1) , (5.26)
ψ2(x1, x3) := p(x3|x1) (5.27)
kann die Verteilung (5.16) geschrieben werden als
p(X ) = ψ1(x1, x2)ψ2(x1, x3) . (5.28)
Der entsprechende ungerichtete Graph ist in Bild 5.3(c) zu sehen.
Gerichtete Modelle können auch als UGMs dargestellt werden, wobei
bedingte Dichten in geeigneter Weise zu Potentialen zusammengefasst
werden. Für die Partitionierungsfunktion gilt in diesem Fall Z = 1. Es
können dabei allerdings Unabhängigkeitsinformationen verloren gehen,
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da es nötig sein kann, zusätzliche Kanten hinzuzufügen. Umgekehrt
kann jede Dichte als Bayes-Netz dargestellt werden, welches im schlech-
testen Fall Verbindungen zwischen allen Paaren von Knoten besitzt.
Es können aber nicht alle Abhängigkeiten, die von einem UGM reprä-
sentiert werden können, von einem gerichteten Graphen dargestellt
werden.
5.3.3. Hidden Markov-Modelle
Im Folgenden wird eine kurze Vorstellung von Hidden Markov-Modellen
(HMM) gegeben, um anschließend auf CRFs überzugehen. Hier wird
aus der Perspektive der graphischen Modellierung auf Hidden Markov-
Modells (HMMs) eingegangen, was später hilfreich sein wird, um den
Zusammenhang zu CRFs herzustellen. Ein HMM modelliert die Vertei-
lung einer Sequenz latenter Variablen x = [x1, . . . , xT ] oder Zustände
und einer Beobachtungssequenz y = [y1, . . . , yT ]. Hier wird von diskre-
ten Zuständen und Beobachtungen ausgegangen, mit S Zuständen s






wobei die A-priori-Dichte des ersten Zustandes p(x1) als p(x1|x0) dar-
gestellt wird. Es sei angemerkt, dass hier eine vektorielle Notation der
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x1 x2 xT−1 xT
y1 y1 yT−1 yT
Abbildung 5.5. Hidden Markov-Modell (HMM).
5.3. Probabilistische Sequenzmodelle
Zustands- und Beobachtungsvariablen statt der Mengen-Notation ver-
wendet wird, um den sequenziellen Charakter explizit zu verdeutlichen.
Diesem Modell liegen die folgenden Markov-Annahmen zugrunde:
1. Der aktuelle Zustand hängt nur vom vorigen Zustand ab:
p(xt|x1:t−1) = p(xt|xt−1) . (5.30)
2. Die aktuelle Beobachtung hängt nur vom aktuellen Zustand ab:
p(yt|x1:t) = p(yt|xt) . (5.31)
Die graphische Darstellung eines HMM ist in Abbildung 5.5 zu sehen.
Zusammenhang zwischen HMM und CRF





















ϑr,s = log p(xt = r|xt−1 = s)
µo ,s = log p(yt = o|xt = s) . (5.33)
Dabei ist 1{a=b} die Indikatorfunktion
1{a=b} =
{
1 falls a = b
0 sonst
. (5.34)
Z ist eine Normierungskonstante, die sicherstellt, dass eine gültige Wahr-
scheinlichkeitsdichte vorliegt. Nun können für die Kombinationen von
Zuständen und Beobachtungen Merkmalsfunktionen eingeführt wer-
den:
f r,s(x, x̃) = 1{x=r}1{x̃=s} ,
f o,s(x, y) = 1{x=s}1{y=o} . (5.35)
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x1 x2 xT−1 xT
y1 y1 yT−1 yT
Abbildung 5.6. Lineares kettenförmiges Conditional Random Field (CRF).
Als Nächstes werden alle Merkmalsfunktionen zusammengefasst und
als f k(x, x̃, y), k = 1, . . . , K, geschrieben und die Parameter zusammen-









λk f k(xt, xt−1, yt)
)
. (5.36)
Die bedingte Dichte der Zustandssequenz bei gegebenen Beobachtungen
lautet nun














k=1 λk f k(x̃t, x̃t−1, yt)
) . (5.37)
Dies entspricht einem linearen kettenförmigen CRF mit den Merkmals-
funktionen (5.35). Die graphische Darstellung mit einem UGM ist in
Abbildung 5.6 zu sehen.
Analog zum Verhältnis zwischen dem naiven Bayes-Klassifikator und
der logistischen Regression ist das lineare kettenförmige CRF die diskri-





Abbildung 5.7. Allgemeine Form des kettenförmigen Conditional Random Field (CRF).
5.3.4. Conditional Random Fields





ψt(xt, xt−1, y) (5.38)







ψt(xt, xt−1, y) . (5.39)
Dabei sind ψt(xt, xt−1, y) die Potentiale der maximalen Cliquen
{xt, xt−1, y}.
Häufig wird die Strategie des Parameter-Tying angewandt. Dabei wer-
den sog. Cliquen-Templates mit jeweils festen Parametern angenommen.
Jedes Template besteht aus einem Satz von Faktoren und Parametern. Bei
linearen Ketten-CRFs bedeutet dies, dass zu jeden Zeitpunkt dieselben
Parameter verwendet werden, d. h. es wird ein zeitinvarianter Prozess
angenommen. Die Potentiale ψt = ψ lassen sich damit schreiben als
ψ(xt, xt−1, y) = exp
( K∑
k=1


























λk f k(xt, xt−1, y)
)
. (5.42)
Die Partitionierungsfunktion hängt von der gesamten Beobachtungs-
sequenz ab, d. h. das CRF ist global normiert. Die Berechnung der Par-
titionierungsfunktion wird für die Parameterschätzung benötigt. Hier-
bei muss über alle möglichen Zustandssequenzen summiert werden.
Eine effiziente Berechnung bei linearen Ketten-CRFs wird durch den
Vorwärts-Rückwärts-Algorithmus ermöglicht. Dieser ist aus der Theorie
der HMMs bekannt und kann ohne Weiteres auf lineare CRFs erweitert
werden. Ebenso kann der Viterbi-Algorithmus zur Decodierung bzw. In-
ferenz verwendet werden, um die wahrscheinlichste Zustandssequenz
zu berechnen. Für eine detaillierte Erläuterung der Anwendung dieser
Algorithmen für CRFs sei auf [93] verwiesen.
Die Parameterschätzung erfolgt nach dem Maximum Likelihood-Prinzip
mit Hilfe numerischer Optimierungsverfahren. Dabei wird in der Pra-
xis häufig eine Regularisierung bezüglich der Gewichte vorgenommen.
Diese kann mittels der L2-Norm erfolgen, um Overfitting zu vermeiden
oder mit der L1-Norm, um möglichst spärliche Gewichte zu erhalten. In
Anhang A.3 wird weiter auf die Parameterschätzung eingegangen.
Die Anzahl an Merkmalen kann bei CRFs sehr groß werden, auch
mehrere Millionen [93]. Methoden der Merkmalsselektion zielen darauf
ab, automatisch die besten Merkmale zu wählen. Dies kann beispiels-
weise durch Regularisierung mit der L1-Norm erfolgen. Hierzu gibt
es außerdem Methoden der Merkmalsinduktion, welche zunächst von
einfachen Standardmerkmalen ausgehen und diese auf bestimmte Weise
kombinieren, um neue Merkmale zu erhalten [93].
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5.4. Aktivitätserkennung mit dem
„Bag of Words“-Modell
Der „Bag of Words“ (BoW)-Ansatz stammt aus der Textverarbeitung. Er
basiert auf der vereinfachenden Annahme, dass das Wissen darüber,
welche Worte in einem Text auftreten, bereits sehr aussagekräftige Infor-
mationen über den Inhalt des Textes enthält. Die genaue Anordnung der
Worte besitzt dabei eine untergeordnete Bedeutung. Übertragen auf die
Verarbeitung von Videosignalen bedeutet dies, eine lose Ansammlung
von Merkmalen zu betrachten und nur zu modellieren, welche Merkmale
auftreten.
Als Ausgangspunkt für die Aktionserkennung dienen die Ergebnisse
des Merkmals-Trackings aus Kapitel 4. Durch die verschiedenen Deskrip-
toren, die nach Abschnitt 4.3.4 zur Repräsentation der Merkmalstrajekto-
rien ermittelt werden, stehen sowohl Informationen über den Bildinhalt
und den optischen Fluss in der Nachbarschaft der Trajektorien sowie
der dynamische Verlauf der Merkmalspunkte zur Verfügung. Informa-
tionen über die örtliche Konfiguration der Merkmale wird durch die
separate Betrachtung verschiedener Bildbereiche berücksichtigt, indem
das Bild in bestimmte Raster unterteilt und Merkmale in den Rastern
lokal analysiert werden.
Im Folgenden wird die Vorgehensweise bei der BoW-Modellierung
und die genaue Umsetzung in dieser Arbeit dargestellt. Zunächst wird
eine Übersicht über den Gesamtablauf gegeben, bevor die einzelnen
Schritte im Detail erläutert werden.
5.4.1. Übersicht
Abbildung 5.8 zeigt den schematischen Ablauf der Modellerstellung. Es
seien annotierte Trainingssequenzen
Dtrain = {(ii(t), xi) , i = 1, . . . , N
train} (5.43)
vorhanden. Aus den Trainingssequenzen werden zunächst Merkmal-
strajektorien nach dem Vorgehen aus Abschnitt 4.3 extrahiert. Für jede
Sequenz ergibt sich eine Menge an Trajektorien Z i = {Z1, . . . , ZNi}. Je-
























Dtrain = {(ii(t), xi), i = 1, . . . , Ntrain}
Z train = {(Z i, xi), i = 1, . . . , Ntrain}
Zcb
Y train = {(yi, xi),
i = 1, . . . , Ntrain}
Abbildung 5.8. Ablauf der Modellerstellung am Beispiel eines einzelnen Merkmalstyps.
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Abschnitt 4.3.4 zusammen. Zunächst muss die Menge an Merkmalstra-
jektorien Z einer Beobachtungssequenz in eine geeignete, einheitliche
Form überführt werden, welche eine Klassifikation ermöglicht. Diese
Darstellung wird als Videodeskriptor bzw. Aktionsdeskriptor bezeichnet
und hat die Form eines Merkmalsvektors y.
Das im Folgenden erläuterte Vorgehen wird für jeden Deskriptortyp
separat durchgeführt. Das heißt, es gibt zunächst je einen Aktionsde-
skriptor für die Dynamikmerkmale, die HOG-Merkmale etc. Die Fusion
der unterschiedlichen Merkmale wird in Abschnitt 5.4.4 erläutert. Auf
die Berücksichtigung des örtlichen Kontextes wird zunächst noch nicht
explizit eingegangen.
Die Überführung der Fülle an Deskriptoren für alle Trajektorien ei-
ner Sequenz in den Aktionsdeskriptor erfolgt durch Vektorquantisierung.
5.4. Aktivitätserkennung mit dem „Bag of Words“-Modell
Dazu wird eine Menge an Prototypen-Deskriptoren benötigt. Die Proto-
typen sind in einem sog. Codebook gespeichert
CB = {d̃w} , w = 1, . . . , W , (5.44)
welches aus W Deskriptor-Prototypen besteht. Dieses wird aus den Tra-
jektorien aller Trainingsvideos bzw. einer repräsentativen Untermenge
davon Zcb = {Z1, . . . , Z∑i Ni} gelernt. Die Vektorquantisierung wird in
Abschnitt 5.4.2 im Detail erklärt.
Nachdem das Codebook erstellt wurde, kann die Aktionsmodellierung
vorgenommen werden. Für jede Eingangssequenz wird mit Hilfe des
Codebooks ein Videodeskriptor yi gebildet. Durch Projektion auf das Co-
debook wird jeder Deskriptor dj dem ihm am ähnlichsten Prototyp wj
zugeordnet. wj stellt hierbei den Index des gewählten Prototyps dar und
wird auch als „Wort“ bezeichnet. Der Videodeskriptor ergibt sich aus
der Statistik der in einer Sequenz auftretenden Worte. Auf den Aufbau
dieser Deskriptoren wird in Abschnitt 5.4.3 eingegangen.
Die resultierenden Aktionsdeskriptoren können nun verwendet wer-
den, um einen Klassifikator zu trainieren. Hierzu kann ein einzelner
Merkmalstyp herangezogen oder eine Merkmalsfusion durchgeführt
werden. Die Klassifikation wird in Abschnitt 5.4.4 erläutert.
Abbildung 5.9 zeigt die Vorgehensweise bei der Aktivitätsanalyse.
Der Ausgangspunkt sind hier ein vorhandenes Modell und eine Ein-
gangssequenz i(t) mit unbekannter Klasse. Aus i(t) werden, wie vorher,
Merkmalstrajektorien Z extrahiert. Durch Vektorquantisierung mittels
der im Trainingsschritt gelernten Codebooks wird für jeden Deskriptor-
typ ein Videodeskriptor y ermittelt. Mit den Videodeskriptoren eines
oder mehrerer Merkmale und dem trainierten Klassifikator wird nun
die Aktionserkennung durchgeführt.
5.4.2. Vektorquantisierung
Die Vektorquantisierung besitzt die Aufgabe, eine Menge an Merkmalen
in eine einheitliche, klar vorgegebene Struktur zu bringen. Dies erfolgt
durch Vergleich mit den im Codebook des jeweiligen Deskriptortyps ge-
speicherten Prototypen. Der schematische Ablauf ist in Abbildung 5.10




























Abbildung 5.9. Allgemeiner Ablauf der Aktionsanalyse am Beispiel eines einzelnen
Merkmalstyps.
Die Deskriptoren der Bild- und Flussinformation aus Abschnitt 4.3.4
beschreiben den Mittelwert der Merkmale über die gesamte Trajektori-
endauer und besitzen eine einheitliche und kompakte Dimension. Sie
können also direkt dem Cluster-Algorithmus zugeführt werden. Die
Dynamik-Deskriptoren werden nicht gemittelt, sondern es liegt der
gesamte Verlauf der Verschiebungsvektoren einer Trajektorie vor. Sie
haben demnach unterschiedliche Dimensionalitäten, da in dieser Ar-
beit die Trajektorien eine beliebige Länge aufweisen können. Um einen
zu großen Aufwand des Clusterings zu vermeiden, wird im Falle der
Dynamik-Deskriptoren zuvor eine Dimensionsreduktion durchgeführt.
Im Folgenden wird zunächst auf die Vektorquantisierung ohne und
danach mit Dimensionsreduktion eingegangen.
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Codebook






Abbildung 5.10. Überführung von Merkmalen in Aktionsdeskriptoren beim „Bag of
Words“-Modell mittels Vektorquantisierung.
K-means-Clustering
Zur Vektorquantisierung wird die gesamte Menge an Trajektorien aller
Trainingssequenzen herangezogen. Hieraus kann eine sehr große Menge
an Merkmalen resultieren. Damit der Aufwand des Clusterings nicht zu
hoch wird, wird eine zufällige Untermenge an Trajektorien ausgewählt.
Die Deskriptoren werden mit dem K-means-Verfahren aus Ab-
schnitt 5.2.3 geclustert. Die gewünschte Cluster-Anzahl W muss hierbei
vorgegeben werden. Da eine zufällige Initialisierung durchgeführt wird,
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ist es sinnvoll, das Clustering mehrfach zu wiederholen und das bes-
te Ergebnis zu verwenden, wie in Abschnitt 5.2.3 erläutert wurde. Als
Distanzmaß wird die euklidische Distanz verwendet. Cluster, die eine
minimale Größe unterschreiten, werden verworfen. Die Mittelpunkte
der gefundenen Cluster bilden die Deskriptorprototypen d̃ des Code-
books. Das Codebook ergibt sich somit zu
CB = ({d̃1, . . . , d̃W}) . (5.45)
Zur Vektorquantisierung werden für einen Deskriptor dj die Distan-
zen zu allen Codebook-Elementen berechnet und das Element mit der mi-
nimalen Distanz ausgewählt. Dem Deskriptor dj wird somit ein „Wort“
wj zugeordnet, welches dem Index des ähnlichsten Prototyps entspricht:
wj = arg minw d
euclid(dj, d̃w) . (5.46)
Karhunen-Loève-Transformation und Clustering
Die Trajektorien besitzen unterschiedliche Längen, welche hier nicht
begrenzt sind. Ein Distanzmaß, welches für Signale unterschiedlicher
Länge geeignet ist, ist die Dynamic Time Warping (DTW)-Distanz [77],
welche für die Vektorquantisierung für Merkmalstrajektorien bereits
Einsatz fand [74]. In dieser Arbeit wird die euklidische Distanz in Ver-
bindung mit einer Dimensionsreduktion angewandt, um die Dynamik-
Deskriptoren in eine einheitliche und kompakte Form zu überführen. Die
Komplexität des K-means-Verfahrens hängt linear von der Berechnungs-
dauer der Distanz zwischen zwei Merkmalen ab. Bei der euklidischen
Distanz steigt der Aufwand somit linear mit der Merkmalsdimension,
während er bei der DTW-Distanz i. Allg. quadratisch mit der Signallänge
steigt.
Die Transformation der Dynamik-Deskriptoren in eine Darstellung
geringerer Dimensionalität erfolgt mittels diskreter Karhunen-Loève-
Transformation bzw. Hauptkomponentenanalyse [51, 71]. Dazu werden
die Deskriptoren zunächst als Spaltenvektoren dargestellt und durch
Anhängen von Nullen auf eine einheitliche Länge gebracht, welche der
maximal vorkommenden Länge der Trainings-Deskriptoren entspricht.
Die so erhaltenen Vektoren werden mit uj bezeichnet. Mit Hilfe einer
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Projektion auf eine orthonormale Basis Φ sollen die Deskriptoren in eine
niederdimensionale Darstellung überführt werden.












u1 − µu, . . . , uN′ − µu
]
. (5.48)
Die Eigenvektoren ϕk der Kovarianzmatrix Cuu = E{ZZ
H} sind die
gesuchten Basisvektoren. ZH steht dabei für die transponierte und konju-
giert komplexe Matrix Z: ZH = ZT∗. Cuu enthält N
′ reelle, nicht-negative
Eigenwerte. Durch die Beschränkung auf die K < N′ Basisvektoren mit
den größten Eigenwerten erhält man eine kompakte Signalapproximati-
on. Die reduzierte Basis ist somit









erhält man die Koeffizienten der Signaldarstellung.
Die Prototypen b̃w, w = 1, . . . , W, werden durch Clustering der Koeffi-
zienten bj mit dem K-means-Verfahren wie zuvor ermittelt. Das Codebook
ergibt sich damit zu
CB = (ΦK, µu, {b̃1, . . . , b̃W}) . (5.51)
Zur Vektorquantisierung eines unbekannten Signals wird dieses zu-
nächst gemäß Gleichung (5.50) mit der reduzierten Basis (5.49) projiziert.
Die Zuordnung der erhaltenen Koeffizienten b zu einem Wort w erfolgt




Im Schritt der Vektorquantisierung werden die Deskriptoren einer Se-
quenz {d1, . . . , dN} in Worte {w1, . . . , wN}, d. h. Indices der Codebook-
Elemente, überführt. Der Aktions- oder Videodeskriptor y wird als
Histogramm der Wortvorkommen gebildet





δwj ,w , w = 1, . . . , W . (5.52)
Obwohl der BoW-Ansatz seine Fähigkeiten in vielen Aufgabenstel-
lungen bereits unter Beweis gestellt hat, weist er Schwächen auf. So ist
die örtliche und zeitliche Anordnung der Merkmale bei der Aktivitäts-
erkennung durchaus eine relevante Information, welche hier komplett
ignoriert wird. Besonders in komplexen Szenarien hat sich diese Vorge-
hensweise als unzureichend erwiesen.
In jüngerer Zeit werden daher verstärkt Zusammenhänge zwischen
Merkmalen berücksichtigt und in den BoW-Ansatz integriert. Ein belieb-
tes Beispiel dafür stellt die zellenweise Verarbeitung dar. Dabei werden
die Wort-Histogramme nicht global für die gesamte Videosequenz, son-
dern separat in mehreren lokalen Bereichen ermittelt. Dazu wird das
Bild in ein bestimmtes Raster (engl. grid) an Zellen eingeteilt. Die Zellen-
einteilung kann sowohl in örtlicher als auch zeitlicher Richtung erfolgen.
Häufig werden redundante Raster verwendet. In [58] kommen als ört-
liche Raster GCxCy gleichmäßige Einteilungen in Cx vertikale und Cy
horizontale Zellen sowie um den Bildmittelpunkt zentrierte, sich über-
lappende 2× 2-Raster zum Einsatz. Des Weiteren erfolgt eine zeitliche
Zelleneinteilung in drei Zellen. Die besten Ergebnisse erzielen die Auto-
ren mit den Rastern G11, G13, G31 und G22 Bei der zeitlichen Einteilung
erweist sich eine einzige Zelle – das Verzichten auf eine zeitliche Eintei-
lung – als am besten geeignet. Sun et al. [92] verwenden ebenso die in
[58] vorgeschlagenen Raster. Wang et al. [99] wählen die Einteilungen
G11, G22 und G31 jeweils für ein bis zwei zeitliche Zellen.
In dieser Arbeit werden lediglich örtliche Zelleneinteilungen berück-
sichtigt. Das Eingangsbild wird zunächst in die von einem bestimmten
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Raster vorgegebene Menge an Zellen unterteilt. Der Auftrittsort einer







Damit wird jeder Trajektorie eine Zellenzugehörigkeit cj zugeordnet, in-
dem geprüft wird, in welcher Bildzelle sich der Trajektorienmittelpunkt
befindet.
Nun wird für jede Zelle c ein Aktionsdeskriptor yc wie in Ab-
schnitt 5.4.3 gebildet. Der gesamte Aktionsdeskriptor ergibt such durch
Zusammenfügen der Deskriptoren der einzelnen Zellen
y =
[
y1, . . . , yC
]
(5.54)




δwj ,w δcj ,c , w = 1, . . . , W , c = 1, . . . , C , (5.55)
wobei C die Anzahl der Zellen ist. Werden redundante Raster verwendet,
wird das obige Vorgehen für jedes von ihnen wiederholt. Für jedes Raster
resultiert somit ein Aktionsdeskriptor. Diese redundanten Deskriptoren
werden im Modellierungs- bzw. Klassifikationsschritt fusioniert.
5.4.4. Klassifikation
Zur Aktionserkennung muss auf Basis der Aktionsdeskriptoren der Trai-
ningsdaten ein Klassifikator trainiert werden, welcher anschließend für
unbekannte Beobachtungen die Aktionsklasse prädizieren kann. Die Vi-
deodeskriptoren werden für jeden Merkmalstyp separat bestimmt. Somit
ergeben sich für jede Sequenz mehrere Deskriptoren. Zur Klassifikation
kann ein einziger Deskriptor herangezogen oder eine Merkmalsfusion
durchgeführt werden.
In [111] werden unterschiedliche Merkmale und Klassifikationsmetho-
den zur Objekt- und Texturerkennung untersucht. Die Autoren ziehen
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das Fazit, dass selbst das beste Merkmal alleine nicht so gut ist wie
eine Kombination komplementärer Merkmale. Bei der Kombination von
Deskriptoren sind laut [111] Kernel-Klassifikatoren besser geeignet als
beispielsweise der Nearest Neighbour-Klassifikator, bei dem die Merk-
malsfusion in manchen Fällen schlechter als die Verwendung einzelner
Merkmale abschneidet, wenn ein Merkmal schlechter als die anderen
ist.
Die Aktionserkennung erfolgt hier sowohl für einzelne als auch meh-
rere Merkmale mit einem Support Vector Machine-Klassifikator (SVM).
In den folgenden Abschnitten wird zunächst auf die Klassifikation mit
nur einem Deskriptortyp und anschließend auf die Fusion mehrerer
Merkmale eingegangen.
Klassifikation mit einzelnen Merkmalen
Für die SVM-Klassifikation muss eine geeignete Kernfunktion gewählt
werden, die je zwei Merkmalsvektoren miteinander vergleicht. Dafür
können verschiedene Distanzmaße d(yi, yj) eingesetzt werden.
In [111] werden verschiedene Kernfunktionen untersucht. Dazu ge-
hören der lineare, quadratische, RBF- und χ2-Kern. Diese stellen alle
sog. erweiterte Gauß-Kerne dar und werden aus den entsprechenden
Distanzen gemäß







gebildet. Dabei werden in [111] mit dem χ2-Kern bessere Ergebnisse als
mit den anderen Kernen berichtet. A ist ein Skalierungsparameter, eine
gute Wahl dafür ist die mittlere Distanz zwischen den Trainingsinstan-
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min(yi,m, yj,m) . (5.58)
Dieser Kern zählt die Anzahl der gemeinsamen Werte in Histogramm-
Abschnitten.
Vor der Klassifikation mit SVMs sollten die Deskriptoren zunächst
skaliert werden [17]. Dies hat zum einen den Vorteil, dass bestimmte
Merkmale nicht aufgrund ihres Wertebereiches das Modell dominieren
und zum anderen werden numerische Probleme vermieden [17]. Da-
bei wird jede Merkmalsdimension separat auf den Wertebereich [0, 1]
normiert.
Merkmalsfusion
Bei Mehrkanal-SVMs erfolgt die Fusion mehrerer Kanäle durch Addition
der Distanzen der einzelnen Kanäle. Gegeben seien Deskriptoren für
Nch Kanäle y
ch, ch = 1, . . . , Nch. Es werden der χ
2- und der Histogram
Intersection-Kern verwendet. Für den χ2-Kern hat sich in dieser Arbeit
folgende Vorgehensweise als vorteilhaft erwiesen: Vor der Summation























j ) . (5.59)
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Zur Bestimmung des χ2-Kerns der Mehrkanal-SVM werden die fusio-
nierten Distanzen ein weiteres Mal skaliert. Es ergibt sich schließlich
Kχ


















j ) . (5.60)
Durch die Skalierung der einzelnen Kanäle und der Gesamtdistanz wird
eine deutlich bessere Klassifikation erreicht als wenn nur die fusionierte
Distanz skaliert wird.
Bei der Klassifikation mit dem Histogram Intersection-Kern ist keine
zusätzliche Skalierung notwendig, da die Deskriptoren bereits auf den










Die „Bag of Words“-Modellierung ist eine verbreitete und erprobte Metho-
de zur Aktionserkennung mit lokalen Merkmalen. Da der Videodeskrip-
tor dabei Informationen über die gesamte Aktion bzw. Videosequenz
enthält, ist er bereits sehr aussagekräftig. Durch die lose Sammlung der
Merkmale ist diese Methode außerdem robust gegenüber Variationen
innerhalb der einzelnen Klassen, wie der Ausführungsgeschwindigkeit
oder der Reihenfolge einzelner Teil-Ereignisse. Auch Unterschiede der
örtlichen Anordnung von Szenen werden teilweise kompensiert – ab-
gesehen von den Zellen-Deskriptoren und von Effekten auf die lokalen
Merkmale selbst. Jedoch geht durch das Ignorieren der Zusammenhänge
zwischen Merkmalen eine Menge Information verloren, die insbeson-
dere bei komplexen und ähnlichen Handlungen wichtig ist. Durch die
Verwendung von Rastern in Abschnitt 5.4.3 wird zusätzlich Wissen dar-
über berücksichtigt, wo in der Szene bestimmte Ereignisse stattfinden. In
einigen Arbeiten, wie z. B. [58, 92, 99] wurde der Versuch unternommen,
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die zeitliche Anordnung von Merkmalen ebenso durch die Einteilung
von Videos in zeitliche Zellen zu repräsentieren. Dies ist jedoch nicht
immer erfolgreich – in [58] erweisen die zeitlichen Zellen sich nicht als
vorteilhaft.
Ein weiterer Nachteil an der BoW-Vorgehensweise ist, dass davon
ausgegangen wird, in einer vorhandenen Sequenz lediglich eine Aktion
vorzufinden. Die Verarbeitung unsegmentierter Beobachtungen ist hier
nicht inhärent berücksichtigt. Was einerseits die Stärke dieser Methode
ist – das Betrachten der gesamten Information über eine Sequenz – wird
zur Schwierigkeit, wenn man sich mit der Aufgabe konfrontiert sieht,
eine kontinuierliche Beobachtungssequenz mit mehreren aufeinander-
folgenden Aktionen vorzufinden, ohne die Start- und Endzeiten dieser
Aktionen zu kennen.
Hier ist neben der Aktionserkennung auch eine Aktionssegmentierung
gefragt. Die Segmentierung komplett getrennt von der Erkennung durch-
zuführen, ist schwierig und häufig ungenau [136, 101]. Hier sollen
diese beiden Schritte gemeinsam mittels eines Sequenzmodells erfol-
gen. HMMs und CRFs wurden bereits erfolgreich für die Modellierung
menschlicher Bewegungen eingesetzt. Dies erfolgt allerdings meist im
Zusammenhang mit Posenverläufen oder globalen Merkmalen, z. B. Se-
quenzen von Körpersilhouetten. Solche Modelle haben den Vorteil, dass
die Modellierung zeitlicher Abläufe in ihrer Natur liegt. Neben der Mo-
dellierung zeitlicher Abfolgen von Merkmalen berücksichtigen sie die
Wahrscheinlichkeiten von Zustandsübergängen auf natürliche Weise,
d. h. die Informationen darüber, welche Aktionen häufig nacheinander
auftreten.
In diesem Abschnitt werden die bisher betrachteten Merkmalstra-
jektorien im Rahmen eines Sequenzmodells eingesetzt. Um dies zu be-
werkstelligen, stellen sich zunächst zwei Fragen: Welche Modellform
eignet sich und wie können die lokalen Merkmale in zeitabhängige Be-
obachtungsfolgen überführt werden? Um die Eignung des verwendeten





Die sequenzielle Aktionsmodellierung erfolgt mit einem linearen Ketten-
CRF nach Abschnitt 5.3.4. Dadurch können Beobachtungen und Wissen
über Zustandsübergänge holistisch modelliert werden. Das Wegfallen
der Unabhängigkeitsannahmen bezüglich der Beobachtungen im Ver-
gleich zu HMMs ermöglicht die Modellierung von zeitlichem Kontext,
d. h. der Zusammenhang des Zustandes zu einem bestimmten Zeitpunkt
mit Beobachtungen anderer Zeitpunkte kann in das Modell integriert wer-
den. Zur Erkennung der Aktion zu einem bestimmten Zeitpunkt kann
damit eine längere Zeitspanne betrachtet werden, woraus ein reicheres
Modell resultiert.
CRFs wurden bereits in einigen Arbeiten zur Modellierung menschli-
cher Bewegungen verwendet, sowohl für atomare Aktionen als auch für
komplexe Aktivitäten. In [89] werden lineare Ketten-CRFs mit HMMs
und MEMMs (Maximum Entropy Markov Models) verglichen. Dort werden
zwei unterschiedliche Arten von Merkmalen betrachtet, nämlich zum
einen Sequenzen von (synthetisch erzeugten) Bildsilhouetten und zum
anderen Gelenkwinkel-Verläufe, die beide aus Motion Capture-Daten ge-
wonnen werden. Es werden zehn Aktivitäten betrachtet. Außerdem wird
die Wirkung von Kontext-Merkmalen untersucht, wobei Beobachtungen
von bis zu drei Schritten in die Zukunft und Vergangenheit betrachtet
werden. Es wird gezeigt, dass CRFs den beiden anderen Modellformen
überlegen sind und dass die Verwendung von Kontext-Information
einen Mehrwert für die Erkennung bringt. Ein ähnliches Vorgehen wie
in [89] wird auch hier angewandt.











ψ(xt, xt−1, y, t) . (5.62)
Dabei beschreibt x = [x1, . . . , xT ] die Zustandssequenz mit der Beob-
achtungsdauer T. Der Zustand xt stellt die Aktion dar, die zum diskreten
Zeitpunkt t ausgeführt wird. Die Beobachtungen sind eine Sequenz von
Merkmalsdeskriptoren y = [y1, . . . , yT ].
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Die Potentiale werden formuliert zu
ψ(xt, xt−1, y) = ψtr(xt, xt−1) + ψso(xt, y, t) . (5.63)
Für die Transitions-Potentiale ψtr(xt, xt−1) werden Merkmalsfunktio-
nen verwendet, die nur von Zustandsübergängen zweier aufeinander-
folgender Zeitpunkte abhängen. ψso(xt, y) modelliert die Zusammen-
hänge zwischen Aktionen und Beobachtungen. Die Potentiale in Glei-
chung (5.63) setzen sich jeweils aus bestimmten Merkmalsfunktionen
zusammen, welche aus den Zuständen und Beobachtungen gebildet
werden. Es werden drei Merkmalstypen verwendet: die aktuellen De-
skriptoren selbst, Informationen über Zustandsübergänge und Kontext-
merkmale.
5.5.2. CRF-Merkmale
In Gleichung (5.63) wird eine Formulierung der Potentiale gewählt, die
eine Unterscheidung zwischen der Modellierung der Zustandsübergän-
ge und den Zusammenhängen zwischen Zuständen und Beobachtungen
trifft. Daraus ergeben sich zwei unterschiedliche Arten von Merkmalen.
Die Potentiale der Zustandsübergänge werden aus den Merkmalsfunk-
tionen f tr(xt, xt−1) gebildet:
ψtr(xt, xt−1) = exp
 Ktr∑
k=1
λtr,k f tr,k(xt, xt−1)
 . (5.64)
Die Clique zweier benachbarter Zustände xt und xt−1 wird nun als
X t = {xt−1, xt} bezeichnet. Die Transitions-Merkmale besitzen die Form
f tr,k(xt, xt−1) = 1{X t=X̃ t,k} , k = 1, . . . , Ktr. (5.65)
Die Mengen X̃ t,k beinhalten dabei alle möglichen Paare an Werten, die
die beiden aufeinanderfolgenden Zustände xt und xt−1 annehmen kön-
nen. 1{X t=X̃ t,k} ist die Indikatorfunktion
1{X t=X̃ t,k} =
{





Jede Merkmalsfunktion nimmt nur für eine Konfiguration von X̃ t,k
einen Wert ungleich null an. Dies bedeutet, dass für jeden möglichen Zu-
standsübergang ein Gewicht λtr,k verwendet wird. Können S mögliche
Zustände, d. h. Aktionsklassen, auftreten, ergeben sich somit Ktr = S
2
Merkmalsfunktionen für die Zustandsübergänge.
Die Zustands-Beobachtungs-Potentiale lauten
ψso(xt, y, t) = exp
Kso∑
k=1
λso,k f so,k(xt, y, t)
 (5.67)
mit den Merkmalen f so,k(xt, y, t), welche den Zustand des Zeitpunktes
t mit den Beobachtungen in Verbindung setzen:
f so,k(xt, y, t) = 1{xt=x̃k} f obs,k(xt, y, t) , k = 1, . . . , Kso . (5.68)
Dabei nimmt das k-te Merkmal nur für einen Zustand x̃k ∈ {1, . . . , S}
Werte ungleich null an. Die Funktionen f obs,k(y, t) hängen nur noch
von den Beobachtungen ab. Dies kann so verstanden werden, dass die
Merkmalsfunktionen nur von den Beobachtungen abhängen, jedoch
für jeden Zustand andere Gewichte λ verwendet werden [93]. Um Ver-
wechslungen mit den Merkmalen f so,k(xt, y, t) zu vermeiden, werden
die f obs,k(xt, y) analog zu [93] nicht als Merkmale, sondern als Beobach-
tungsfunktionen bezeichnet. Wenn für jeden Zustand die gleichen Kobs
Beobachtungsfunktionen verwendet werden, ergeben sich Kso = Kobs · S
Merkmale.
Als Beobachtungsfunktionen werden Deskriptoren mit Berücksichti-
gung eines gewissen zeitlichen Kontextes eingesetzt. Der Kontext wird
definiert durch eine Menge an Zeitverschiebungen, für die der Deskrip-
tor ausgewertet wird. Es sei die Menge an Verschiebungen
τ = {τl} , l = 1, . . . , Nτ . (5.69)
Dann lauten die Beobachtungsfunktionen
f obs,k(y, t) = ymk (t− τk) , mk ∈ {1, . . . , M} , τk ∈ τ. (5.70)
Dabei ist τk der Kontext des k-ten Merkmals und M die Deskrip-
tordimension. Es ergeben sich M · Nτ Beobachtungsfunktionen und
Kso = M · Nτ · S Zustands-Beobachtungsmerkmale.
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Abbildung 5.11. Übersicht über die merkmalsbasierte Aktivitätsanalyse mit sequenzieller
Modellierung.
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Die Bestimmung der sequenziellen Deskriptoren stellt eine Erweite-
rung des Vorgehens bei der BoW-Modellierung dar. Im Gegensatz zu
einem Merkmalsvektor y für eine gesamte Sequenz ist nun ein zeitabhän-
giger Merkmalsvektor y(t) gesucht. Im Folgenden wird das Vorgehen
zum Berechnen der Merkmalssequenz beispielhaft für einen Deskriptor-
typ erläutert.
Der Ablauf der merkmalsbasierten Aktivitätsanalyse mit sequenzi-
eller Modellierung ist in Abbildung 5.11 veranschaulicht. Analog zu
Abschnitt 5.4.2 wird zunächst eine Vektorquantisierung vorgenommen.
Dazu wird nach dem gleichen Ablauf wie zuvor das Codebook ermittelt
und jedem Trajektorien-Deskriptor dj durch Projektion auf das Codebook
ein Wort wj zugeordnet.
5. Aktivitätsanalyse
Der sequenzielle Deskriptor hat die Form
y(t) = [y1(t), . . . , yW(t)]
T . (5.71)
Die Komponente yw(t) gibt dabei den Verlauf des Auftretens des w-
ten Wortes über der Zeit an. Im Gegensatz zu früher wird hierbei der
Zeitbereich τj berücksichtigt, in dem die Trajektorie Zj aktiv ist. Dies
ist das Zeitintervall zwischen dem Zeitpunkt tb,j, an dem Zj initialisiert
und dem Zeitpunkt td,j, an dem Zj deaktiviert wurde. Damit ergibt sich






σ(t − tb,j)− σ(t − td,j))
)
, w = 1, . . . , W . (5.72)




0 , t < 0
1 , t ≥ 0
. (5.73)
Der resultierende sequenzielle Deskriptor y(t) wird auf den Wertebe-
reich [0, 1] normiert.
Werden mehrere Merkmalstypen {ych}, ch = 1, . . . , Nch, verwendet,




y1,T(t), . . . , yNch,T(t)
]T
. (5.74)
Dabei ist zu beachten, dass die individuellen Deskriptoren vor dem
Zusammenfügen separat auf den Wertebereich [0, 1] normiert werden.
Die einzelnen Deskriptoren können mit oder ohne Rastereinteilung
gemäß Abschnitt 5.4.3 bestimmt werden.
5.5.4. Sequenzielle Deskriptoren für Posenverläufe
Posenverläufe, die durch Motion Capturing oder markerloses Körper-
Tracking ermittelt werden, stellen bereits sequenzielle Deskriptoren dar.
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Sie können daher ohne Weiteres in das Sequenzmodell integriert werden.
Es werden dazu lediglich einige Vorverarbeitungsschritte durchgeführt.
Im Falle von Motion Capture-Daten liegen Verläufe von Markerpositio-
nen vor. Zur Bildung der Deskriptoren werden 19 Marker ausgewählt.
Diese repräsentieren die Pose des Torsos und die Gelenkpositionen von
Schultern, Ellbogen, Händen, Hüften, Knien und Füßen. Die Markerver-
läufe hängen von der Position der Person im dreidimensionalen Raum
ab. Daher werden alternativ zu den absoluten Werten relative Marker-
positionen betrachtet. Dazu wird die Position der Person durch einen
Bezugspunkt repräsentiert, welcher aus den Markern des Torsos berech-
net wird, und für die restlichen Gelenkpositionen wird der Abstand
zum Bezugspunkt ermittelt. Die Zustandsverläufe des markerlosen Kör-
per-Trackings liegen in Form von Gelenkwinkeln vor. Diese können
entweder selbst als Deskriptoren verwendet werden oder in die virtuel-
len Markerpositionen transformiert werden, wie sie in Abschnitt 3.4.2
zur Fehlerberechnung eingesetzt werden. Ebenso wie im vorigen Ab-
schnitt erfolgt eine Normierung der sequenziellen Deskriptoren auf den
Wertebereich [0, 1].
Alternativ zu den Posenverläufen selbst werden sog. Relational Fea-
tures [66] betrachtet. Diese sind geometrische Merkmale, die aus den
Posenverläufen berechnet werden und qualitativ die räumlichen Bezie-
hungen zwischen Körperteilen wiedergeben. Sie wurden entwickelt, um
die Semantik von Posen zu repräsentieren. Der Gedanke dahinter ist,
dass die gleiche Aktion starke Unterschiede im Posenverlauf aufweisen
kann. Diese Merkmale haben somit zum Ziel, die wesentlichen Charakte-
ristika von Aktionen zu modellieren und irrelevante Bewegungsinhalte
zu ignorieren. Für weiterführende Informationen und Details zur Um-
setzung sei auf [66, 136] verwiesen.
5.6. Ergebnisse
Im Folgenden werden die Ergebnisse der Aktivitätsanalyse besprochen.
In Abschnitt 5.6.1 wird die Aktionserkennung mit dem BoW-Modell
betrachtet. Dazu wird zunächst die vorgestellte Methode des Merkmal-
strackings untersucht. Danach werden die verschiedenen Trajektorien-
Deskriptoren miteinander verglichen und schließlich auf die Fusion
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verschiedener Merkmale eingegangen. In Abschnitt 5.6.2 werden die
Ergebnisse der sequenziellen Modellierung diskutiert. Dies erfolgt zu-
nächst anhand der Segmentierung von Aktionen basierend auf den
Merkmalstrajektorien. Anschließend wird das Sequenzmodell für mo-
dellbasierte Posenverläufe betrachtet.
5.6.1. Bag of Words-Modell
Datensätze
Viele etablierte Datensätze für die Aktivitätserkennung bestehen aus
einfachen Aktionen und Aufnahmen geringer Auflösung. In [62] wurde
ein Datensatz für die Aktivitätserkennung mittels Merkmalstrajektori-
en erstellt, welcher ein Szenario umsetzt, für das Merkmalstrajektorien
besonders geeignet sind. Dieser Datensatz wird als Activities of Daily
Living (ADL)-Datensatz bezeichnet und enthält hoch aufgelöste Auf-
nahmen komplizierter Aktivitäten. Er besteht aus zehn verschiedenen
Aktivitäten, die in jeweils drei Wiederholungen von fünf Personen ausge-
führt werden. Es wird ein Alltags-Szenario in einer Küchen-Umgebung
umgesetzt, bei der die Personen mit einem Abstand von ca. zwei Me-
tern mit 30 Hz und einer Bildauflösung von 1289× 720 gefilmt werden.
Die Testpersonen wurden so ausgewählt, dass sie sich in ihren Erschei-
nungsformen relativ stark unterscheiden. Es werden komplexe Aktivitä-
ten verwendet, die sich auf Basis einzelner Merkmalstypen schwierig
voneinander unterscheiden lassen [62]. Einige Aktivitäten beinhalten
ähnliche Bewegungen, wie das Essen verschiedener Mahlzeiten, jedoch
verschiedene beteiligte Objekte. In anderen Fällen sind die gleichen
Objekte an unterschiedlichen Aktionen beteiligt, wie z. B. das Schälen,
Schneiden und Essen von Bananen oder das Entgegennehmen und Be-
tätigen eines Telefonanrufes. Seit seiner Veröffentlichung wurde der
ADL-Datensatz in vielen weiteren Arbeiten angewandt; in Tabelle 5.1
sind Ergebnisse aus der Literatur aufgelistet. Da das hier vorgeschlagene
Merkmalstracking auf ein solches Anwendungsszenario abzielt, wird
auch hier dieser Datensatz angewandt.
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Tabelle 5.1. Ergebnisse in der Literatur für den ADL-Datensatz.
Methode acc /%
Temporal Templates [11] (getestet von [62]) 33
Kuboide [29] (getestet von [62]) 36
STIPs [58] (getestet von [62]) 59
Quantisierte Geschwindigkeiten [62] 63
Latente quantisierte Geschwindigkeiten [62] 67
Angereicherte Geschwindigkeitsverläufe [62] 89
Tracklets [74] 82,67
Saliente Trajektorien [110] 98
Spärlicher optischer Fluss [54] 82
wiederholt, so dass jede Person einmal die Testperson darstellt. Das Er-
gebnis ergibt sich als die mittlere Genauigkeit acc der Klassifikation über
alle Durchläufe. Die gesamte Auswertung wird dreimal wiederholt und
die mittlere Genauigkeit betrachtet.
Messing et al. [62] vergleichen ihren Trajektorien-basierten Ansatz
mit zwei Methoden, welche lokale STIP-Merkmale verwenden (Dollárs
Kuboide [29] und Laptevs STIP-Merkmale [58]), sowie einem Verfah-
ren, welches ein globales Merkmal für eine gesamte Sequenz ermittelt
(Temporal Templates [11]). Die in [62] erzielten Ergebnisse sind in den
ersten drei Zeilen von Tabelle 5.1 abgebildet, woraus ersichtlich wird,
dass in diesem Szenario Trajektorien-Ansätze deutlich überlegen sind.
Alleine mit Verschiebungsvektoren von Merkmalstrajektorien erzielen
Messing et al. [62] eine Genauigkeit von 63 %. Durch Verwenden von
Zusatzinformationen erreichen sie 89 %. Die salienten Trajektorien von
Yi et al. erzielen eine Genauigkeit von 98 %.
Am Ende dieses Abschnitts wird die hier vorgestellte Methode an-
hand zweier weiterer Datensätze getestet. Der Weizmann-Datensatz [9,
41] setzt ein sehr einfaches Szenario um. Er besteht aus Videos geringer
Auflösung (180× 144) von zehn einfachen Aktionen wie Gehen, Lau-
fen, Springen, Winken etc., die jeweils von neun Personen ausgeführt
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Die Auswertung erfolgt nach dem Leave One Out (LOO)-Prinzip. Da-
bei werden jeweils alle Aufnahmen einer Person als Test- und die der
restlichen Personen als Trainingsdaten verwendet. Dieses Vorgehen wird
5. Aktivitätsanalyse






Lagrangian Particle Trajectories [105] 47,60
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z. B. [102]) erzielt. Auch wenn die hier vorgeschlagene Methode nicht für
ein solches Szenario entwickelt wurde, soll getestet werden, wie sich das
Verfahren bei diesem etablierten Datensatz verhält. Schließlich wird der
Hollywood Human Actions (HOHA)-Datensatz betrachtet. Dies ist ein sehr
anspruchsvoller Datensatz, da er Herausforderungen der Erkennung
realistischer Aktionen in unkontrollierten Umgebungen bietet. Er ent-
hält Ausschnitte aus Hollywood-Filmen, welche in Trainings-, Test- und
Validierungsdaten unterteilt sind. Die verwendeten Klassen sind relativ
einfache, kurze Aktionen, darunter Händeschütteln, Telefon abnehmen
und Küssen. Die große Schwierigkeit liegt hier in den Umgebungsbe-
dingungen. Es gibt große Unterschiede der Ausführung der Aktionen
und der Aufnahmebedingungen, z. B. in der Aufnahmeperspektive oder
der Beleuchtung. Außerdem treten häufig Kamerabewegungen, Bewe-
gungen im Hintergrund, abrupte Szenenwechsel sowie Interaktionen
zwischen Personen auf. Betrachtet man den Stand der Technik bezüglich
dieses Datensatzes (siehe Tabelle 5.2), wird deutlich, dass die Interpre-
tation realistischer Videosequenzen in unkontrollierten Szenarien ein
ungelöstes Problem bleibt. Sun et al. [92] können hierbei durch Kombi-
nation verschiedener Kontextmerkmale eine Genauigkeit von 47,10 %
erreichen. Die Methode in [105] mit einem Ergebnis von 47,60 % befasst
sich explizit mit der Präsenz von Kamerabewegungen, indem Trajekto-
rien zerlegt werden in einen Teil, der von Kamerabewegung herrührt,
und einen aktionsspezifischen Teil.
werden. Für ein solches Szenario eignen sich globale Methoden beson-
ders, und es wurden bereits Erkennungsergebnisse von 100 % (siehe
5.6. Ergebnisse
Tabelle 5.3. Vergleich verschiedener Tracking- und Initialisierungsmethoden der Merk-
malspunkte.
Tracker Lmean Lmax N acc / %
1 OFT15 15 15 1013 75,78
2 OFT∞ 28 120 704 77,44
3 OFT-LBP0,7 25 110 596 77,78
4 OFT-LBP0,8 19 72 354 68,56
5 KLT 29 118 642 81,22
6 SURF+PD 27 116 750 81,44
7 GFTT+PD 30 112 367 71,87
8 PD 28 118 719 79
159
Vergleich der Merkmalstracker
Im Folgenden werden verschiedene Varianten des Merkmalstrackings
und der Trajektorien-Initialisierung aus Kapitel 4 anhand des ADL-Da-
tensatzes untersucht. Dazu werden zunächst verschiedene Tracker mit
der gleichen Initialisierungsmethode betrachtet und anschließend wird
bei gleichem Tracking die Initialisierung variiert. Für die Auswertung
wird zunächst ein einzelner Merkmalstyp, der Dynamik-Deskriptor
(Gleichung (4.52)), betrachtet. Es wird eine Aktionserkennung mit dem
BoW-Modell gemäß Abschnitt 5.4 durchgeführt. Zur Erstellung der Code-
books werden aus allen Trainingsmerkmalen 20 000 zufällig ausgewählt.
Für die Dimensionsreduktion der Trajektorien-Deskriptoren werden 20
Hauptkomponenten verwendet. Die Auswertung erfolgt für Codebook-
Größen von 1000 und 2000 Worten, wobei die Ergebnisse für beide Werte
gemittelt werden. Die Klassifikation erfolgt mittels SVM mit χ2-Kern. Es
wird die Implementierung der LIBSVM-Bibliothek [17] verwendet.
In Tabelle 5.3 sind Ergebnisse verschiedener Varianten der Merkmals-
extraktion zu sehen. Zusätzlich zu der Genauigkeit der Aktionserken-
nung acc sind einige Kennwerte der ermittelten Trajektorien angegeben,
jeweils gemittelt über alle Aktionsklassen. Lmean ist die mittlere Länge
aller Trajektorien in Zeitschritten. Lmax ist der Mittelwert der maximalen
Trajektorienlänge und N ist die mittlere Anzahl an extrahierten Trajekto-
rien.
5. Aktivitätsanalyse
Die Parameter der unterschiedlichen Versuche sind in Tabelle B.1
aufgelistet. Für die Szenarien 1 bis 5 werden verschiedene Tracker-
Varianten mit der gleichen Initialisierungsmethode verwendet. Die In-
itialisierung erfolgt mit der Kombination aus periodischem und SURF-
Detektor (siehe Abschnitt 4.3.2).
In verwandten Arbeiten wird häufig die maximal erlaubte Trajektori-
enlänge begrenzt, so dass nur Trajektorien von sehr kurzer Dauer extra-
hiert werden. Der Grund dafür ist, dass die Tracker schnell abdriften und
somit lange Trajektorien häufig fehlerhaft sind. Es stellt sich allerdings
die Frage, ob lange Trajektorien von guter Qualität mehr Informationen
enthalten, wie beispielsweise in [91] konstatiert wird. In Tabelle 5.3 wird
der sehr erfolgreiche Tracker aus [98] betrachtet (hier als „optischer-
Fluss-Tracker“–OFT bezeichnet), mit Begrenzung der Trajektorien auf
Lmax = 15 Schritte wie in [98] ( 1 OFT15). Als Nächstes wird dieser Tra-
cker ohne Begrenzung der Trajektorienlänge verwendet ( 2 OFT∞). Die
Szenarien 3 und 4 verwenden die in dieser Arbeit vorgestellte Metho-
de, wobei für 4 ein strengeres Matching-Kriterium gewählt wurde, was
in kürzeren und weniger Trajektorien resultiert. Zum Vergleich wird der
KLT-Tracker [60] betrachtet 5 . Es wird die Implementierung aus der
OpenCV-Bibliothek [12] verwendet. Der KLT-Tracker wird in den selben
Rahmenalgorithmus wie die anderen Methoden eingebettet, so dass die
Überprüfung der Trajektorien etc. auf die gleiche Weise durchgeführt
wird. Außerdem werden Trajektorien verworfen, die große Sprünge in
der Punktposition aufweisen, wie sie beim KLT-Tracker häufig auftreten.
Die Szenarien 6 bis 8 verwenden das gleiche Tracking-Verfahren
wie Methode 3 bei unterschiedlicher Initialisierung. Bei 6 wird wie
bei 3 der SURF- mit dem Bewegungsdetektor verknüpft, jedoch wird
eine niedrigere Schwelle für den Bewegungsdetektor gewählt, so dass
mehr Punkte, auch bei schwächerer Bewegung, initialisiert werden. Als
Nächstes wird anstelle von SURF-Merkmalen der Good Features to Track
(GFTT)-Detektor verwendet 7 bei gleichem Schwellwert für Bewegung
wie in 6 . Schließlich wird bei 8 ausschließlich der Bewegungsdetektor
zur Initialisierung eingesetzt.
Die verschiedenen Methoden und Parametrierungen resultieren in
teilweise sehr unterschiedlichen Trajektorien-Kennwerten (Länge und
Anzahl der Trajektorien). Dadurch wird ein fairer Vergleich der Verfah-
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ren erschwert. Es stellt sich beispielsweise die Frage, welche Bedeutung
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Abbildung 5.12. Zusammenhang der Kennzahlen der Trajektorien und dem Klassifikati-
onsergebnis.
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die bloße Anzahl an Trajektorien für die Erkennungsrate hat und ob
man durch Variation der Parameter bei einem vermeintlich schlechteren
Tracker vergleichbare Ergebnisse wie bei einem vermeintlich besseren
Tracker erhalten würde. Ergebnisse in der Literatur besagen, dass Tra-
jektorien nicht zu spärlich sein dürfen, weshalb beispielsweise in [98,
99] auf sehr dichte Merkmale gesetzt wird, die aus einem gleichmä-
ßigen Raster ohne weitere Merkmalsdetektion ausgewählt werden. In
[110] wird allerdings gezeigt, dass durch eine selektivere Auswahl an
Merkmalen bessere Ergebnisse bei weniger Trajektorien erzielt werden
können.
Um einem fairen Vergleich der Methoden näher zu kommen, werden
die Klassifikationsergebnisse der Menge und Länge der Trajektorien
gegenübergestellt. Diese beiden Kennwerte sollten allerdings nicht ge-
trennt voneinander betrachtet werden. Dies wird beispielsweise anhand
Szenario 1 (OFT15) in Tabelle 5.3 ersichtlich, bei dem sich sehr viele, je-
doch kurze Trajektorien ergeben. In Abbildung 5.12 sind die Klassifikati-
onsergebnisse über dem Produkt aus Lmean und N aufgetragen, welches
als grobes Maß für die Größe des durch die Trajektorien abgedeckten
Bereiches der Videos angesehen werden kann. Es ist zu erkennen, dass
Szenarien, die insgesamt dichtere Merkmale ergeben, deutlich bessere
Ergebnisse als spärliche Darstellungen liefern.
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Szenario 3 befindet sich in Abbildung 5.12 oberhalb von 1 und weist
demnach bessere Ergebnisse bei vergleichbarer Trajektorienabdeckung
vor. Bei 2 , 5 , 8 und 6 liegt Lmean · N in einem ähnlichen Bereich.
Hierbei schneiden die Trajektorien von OFT∞ am schlechtesten ab. Die
Initialisierungen bei 6 (SURF+Bewegung) und 8 (nur Bewegung) erge-
ben zwar vergleichbare Trajektorien-Kennwerte, jedoch sind die Ergeb-
nisse ohne SURF-Merkmale schlechter. Die beiden Methoden 4 und 7
liefern schlicht zu wenige Trajektorien, um mit den anderen Szenarien
mithalten zu können. Dies liegt bei ersterer daran, dass die Trajektorien
aufgrund der strengeren Matching-Schwelle schnell verworfen werden.
Im zweiten Fall wurde der GFTT-Merkmalsdetektor verwendet, der
mit der Parametrierung wie in [99] deutlich weniger Merkmale als der
SURF-Detektor liefert.
Mit dem KLT-Tracker werden hier auch sehr gute Ergebnisse erzielt.
Dies steht im Gegensatz zu Angaben der Literatur [99], wonach er deut-
lich schlechter als der auf optischem Fluss basierende Tracker abschnei-
det. Dort wird dies jedoch u. a. durch häufig auftretende „Sprünge“
des Trackers und eine zu geringe Anzahl an Merkmalen begründet. In
dieser Arbeit werden jedoch Trajektorien, die solche Sprünge aufwei-
sen, verworfen. Außerdem wird eine andere Initialisierungsmethode
verwendet, wodurch sich dichtere Trajektorien ergeben. Die Länge der
KLT-Trajektorien ist mit denen des LBP-Trackers vergleichbar. Da später
ohnehin das dichte OF-Feld benötigt wird, wird auf den KLT-Tracker
verzichtet. Dieser stellt jedoch eine interessante Alternative dar, wenn
auf die Flussmerkmale verzichtet werden soll.
Vergleich der Trajektorien-Deskriptoren
Nachdem im vorigen Abschnitt das Augenmerk auf dem Tracking lag,
werden nun die verschiedenen Deskriptortypen und die Klassifikation
mit dem BoW-Modell untersucht. In diesem Abschnitt werden die ein-
zelnen Merkmalsarten separat voneinander betrachtet, bevor auf die
Fusion von Merkmalen eingegangen wird. Die Auswertung erfolgt wie
im vorigen Abschnitt nach dem LOO-Prinzip. Es werden wieder drei Ite-
rationen durchgeführt und die Ergebnisse gemittelt. Die Codebook-Größe
wird hier jeweils von 1000 bis 4000 Wörtern variiert. Auf der Ebene
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Abbildung 5.13. Beispiele geclusterter Trajektorien für den Dynamik-Deskriptor. Trajek-
torien, die einem bestimmten Wort zugeordnet werden, sind in derselben Farbe abgebildet.
der Aktionsdeskriptoren werden die vier Raster G11, G13, G31 und G22
verwendet.
Es werden alle in Abschnitt 4.3.4 erläuterten Deskriptoren ermittelt.
Bei den Histogramm-Deskriptoren (HOG, HOF, MBH) werden wie in
[98] nσ = 2 örtliche Zellen verwendet. Bei den Summen-Deskriptoren
(SG, SOF, MBS) werden außerdem Einteilungen in nσ = 4 Zellen betrach-
tet, da diese mit geringerem Aufwand als die Histogramm-Deskriptoren
berechnet werden können. In Anhang B, Tabelle B.2 wird gezeigt, dass
die 4× 4- den 2× 2-Summen-Deskriptoren überlegen sind. Daher wird
für diese im Folgenden nσ = 4 verwendet. Alle Deskriptoren werden in
einem quadratischen Bildbereich mit ∆σ = 64 bestimmt.
In den Abbildungen 5.13, 5.14 und 5.15 sind Beispiele für die ermittel-
ten Trajektorienwörter für den Dynamik-, SG und den MBH-Deskriptor
zu sehen. Dabei werden alle Trajektorien, die demselben Prototypen
zugeordnet wurden, in der gleichen Farbe dargestellt.
Tabelle 5.4 zeigt die Klassifikationsergebnisse der verschiedenen Merk-
malstypen für die einzelnen Raster sowie die Fusion aller Raster für
Szenario 6 . Zur Klassifikation wird der χ2-Kern verwendet. Die Fu-
163
sion der Raster erfolgt mittels Mehrkanal-SVM, wie in Abschnitt 5.4.4
erläutert. Dabei werden die Einzeldeskriptoren vor der Fusion zunächst
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Abbildung 5.14. Beispiele geclusterter Trajektorien für den SG-Deskriptor. Trajektorien,
die einem bestimmten Wort zugeordnet werden, sind in derselben Farbe abgebildet.
separat auf den Wertebereich [0, 1] skaliert, wie es im Theorieteil darge-
legt wurde. Zusätzlich erfolgt nach der Fusion eine weitere Skalierung
der fusionierten Distanzen. Die letzte Zeile zeigt jeweils den Mittelwert
über alle Merkmalstypen der jeweiligen Raster bzw. der Fusion.
Betrachtet man die Raster einzeln, so schneiden G31 und G13 am besten
ab. G22 liefert die schlechtesten Ergebnisse. Durch Fusion der Raster
lassen sich die Ergebnisse im Mittel weiter verbessern.
Vergleicht man die beiden Deskriptoren HOG und SG, welche beide
Informationen über Bildgradienten im Bereich der Trajektorien bein-
halten, ist zu erkennen, dass der SG-Deskriptor dem HOG-Deskriptor
klar überlegen ist. Bei den Deskriptoren für den optischen Fluss schnei-
den dagegen die Histogramm-Deskriptoren besser ab. Bei den Motion
Boundary-Deskriptoren liefert der MBH- deutlich bessere Ergebnisse als
der MBS-Deskriptor. Die HOF- und SOF-Merkmale unterscheiden sich
dagegen nur gering. Das beste Merkmal insgesamt ist der SG-Deskriptor
mit einer Genauigkeit von 91,78 %, gefolgt vom MBH-Deskriptor mit




Abbildung 5.15. Beispiele geclusterter Trajektorien für den MBH-Deskriptor. Trajektorien,
die einem bestimmten Wort zugeordnet werden, sind in derselben Farbe abgebildet.
Fusion verschiedener Merkmale
Nun werden nicht nur verschiedene Raster, sondern auch Deskriptorty-
pen miteinander fusioniert.
Vorab werden unterschiedliche Zusammensetzungen der Motion Boun-
dary-Deskriptoren betrachtet. Diese bestehen je aus zwei Komponenten
MBHx und MBHy bzw. MBSx und MBSy. In [98] werden die beiden Kom-
ponenten der Motion Boundary-Histogramme zu einem Merkmalsvektor
MBH zusammengefügt. In einer Nachfolgearbeit [99] wird dieser ver-
glichen mit der separaten Verwendung der x- und y-Kanäle. Es werden
leicht bessere Ergebnisse erzielt, wenn die Kanäle getrennt als eigen-
ständige Merkmale in den Klassifikator einfließen. Reddy und Shah
[75] adressieren ebenfalls die Frage, ob es besser ist, Merkmale früh
oder spät zu fusionieren. Mit früher Fusion bezeichnen die Autoren eine
Fusion vor der Klassifikation, beispielsweise durch Zusammenfügen
der Merkmalsvektoren. Bei der späten Fusion werden Ergebnisse der
Klassifikation einzelner Merkmale fusioniert. Die späte Fusion schneidet
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im Mittel besser als die frühe Fusion ab.
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Tabelle 5.4. Deskriptoren einzelner Raster und fusioniert für verschiedene Merkmalsty-
pen. Die Klassifikation erfolgt mit dem χ2-Kern.
Deskriptor accG11 /% accG31 /% accG13 /% accG22 /% accfus/%
HOG 80,56 84,89 83 74,67 86,89
SG 86,22 87,33 85,67 79,78 91,78
LBP 72,56 83,11 75,22 73,67 83,33
HOF 81,44 86,56 85,11 78,89 86
SOF 80,11 85,67 82,44 77,56 86,11
MBH 84,44 86,22 85,78 76,44 88,78
MBS 77 84,44 79,22 74 85,67
Dyn 82,11 83,67 83,67 77,11 84,78
Mittelwert 80,56 85,24 82,51 76,52 86,67
Für den MBH und MBS-Deskriptor werden nun unterschiedliche
Fusionsmechanismen betrachtet, welche in Tabelle 5.5 miteinander ver-
glichen werden. Es werden die gleiche Auswertungsmethode und Pa-
rameter wie im vorigen Abschnitt verwendet. Es sind die Ergebnisse
bei Fusion aller vier Raster abgebildet. Als Erstes wird eine frühe Fusion
betrachtet, welche sich ergibt, wenn die x- und y-Kanäle zu einem De-
skriptor zusammengefügt werden. Dies entspricht dem MBH bzw. MBS-
Deskriptor, der in den vorigen Abschnitten bereits betrachtet wurde. In
Tabelle 5.5 werden die Ergebnisse der frühen Fusion zusammenfassend
mit Fxy bezeichnet und sind in der ersten Spalte zu sehen. Als Nächstes
wird eine Variante getestet, bei der die x-/y-Kanäle als separate Deskrip-
toren in die Mehrkanal-SVM eingehen. Diese Methode wird in [99] der
frühen Fusion gegenüber bevorzugt. Diese Methode wird als späte Fusion
bezeichnet und in Tabelle 5.5 durch FxFy repräsentiert. Es sei angemerkt,
dass der Begriff auf andere Weise als in [75] verwendet wird, denn hier
erfolgt die späte Fusion nicht nach der Klassifikation, sondern indem
die Merkmale als eigenständige Kanäle für den Klassifikator verwendet
werden. Schließlich sind in der dritten Spalte Ergebnisse für eine Fusion
mit redundanten Deskriptoren dargestellt, welche sich aus Kombination
der frühen und späten Fusion ergeben. Hierbei fließen drei Merkmals-
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kanäle in die Mehrkanal-SVM ein, die separaten x- und y-Deskriptoren
5.6. Ergebnisse
Tabelle 5.5. Vergleich von Fusionsmethoden für den MBH- und MBS-Deskriptor anhand
dreier Szenarien. Die erste Spalte zeigt die Ergebnisse der frühen Fusion (Fxy), die zweite
der späten Fusion (Fx Fy) und die dritte die Ergebnisse mit redundanten Merkmalen
(FxyFx Fy).
Deskriptor accFxy / % accFx Fy / % accFxy Fx Fy / %
MBH 3 83,67 82,67 84,44
MBS 3 84,67 85,44 86,67
MBH 8 89,89 88,11 90
MBS 8 85,11 87,11 87,56
MBH 6 88,78 88,67 90,33
MBS 6 85,67 87,67 86,67
Mittelwert 86,30 86,61 87,61
Fx und Fy sowie die kombinierten Merkmale der frühen Fusion Fxy. Die
Auswertung wird für drei Versuchsszenarien durchgeführt. Im Mittel
schneidet die späte Fusion besser als die frühe ab. Dies bestätigt die
Aussagen in [99] und passt auch zu den Erkenntnissen in [75], obgleich
dort die späte Fusion auf andere Weise durchgeführt wird. Interessant
ist ein Blick in die dritte Spalte. Es lassen sich im Mittel weitere Verbes-
serungen erzielen, wenn die beiden vorigen Varianten kombiniert und
redundante Deskriptoren verwendet werden.
Nun werden alle zur Verfügung stehenden Deskriptoren betrachtet.
Tabelle 5.6 zeigt die Klassifikationsergebnisse bei der Fusion verschiede-
ner Deskriptortypen. Es werden jeweils alle vier Raster herangezogen.
Die Auswertung wurde mit und ohne redundante Motion Boundary-
Deskriptoren durchgeführt und jeweils die besten Ergebnisse verwendet.
Zur Klassifikation werden der HIK und der χ2-Kern eingesetzt.
Zunächst werden lediglich die Histogramm- bzw. Summen-
Deskriptoren getrennt voneinander betrachtet. Die Verwendung der
Histogramm-Merkmale HOG+HOF+MBH resultiert in besseren Ergeb-
nissen als die der Summen-Deskriptoren SG+SOF+MBS. Im vorigen
Abschnitt (siehe Tabelle 5.4) wurde jedoch ersichtlich, dass, einzeln
betrachtet, der SG-Deskriptor die besten Ergebnisse erzielt und deut-
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lich besser als der HOG-Deskriptor ist. HOF und SOF liegen in einem
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Tabelle 5.6. Fusion von Merkmalen und Rastern. Die erste Spalte zeigt die Ergebnisse
mit dem HIK und die zweite die mit dem χ2-Kern.












SG+MBH+LBP+Dyn redundante Modelle 95,11 94,44
ähnlichen Bereich, während bei den Motion Boundary-Deskriptoren die
Histogramm-Merkmale deutlich besser sind.
Es liegt daher nahe, jeweils die für den vorliegenden Datensatz am
besten geeigneten Deskriptorkanäle zu selektieren. Daher werden nun
Histogramm- und Summen-Deskriptoren miteinander kombiniert. Tabel-
le 5.6 zeigt Ergebnisse unterschiedlicher Kombinationen von Merkmalen,
wobei bei den Gradienten- und Flussmerkmalen jeweils diejenigen ver-
wendet werden, die einzeln die besseren Ergebnisse erzielen. Außerdem
werden die Dynamik- und LBP-Merkmale hinzugezogen. Im Hinblick
auf eine Reduzierung des Aufwandes bei der Merkmalsextraktion wird
außerdem geprüft, ob auf den HOF-Deskriptor verzichtet werden kann,
da dieser alleine deutlich schlechter als SG und MBH ist und der MBH-
Deskriptor bereits Informationen über den optischen Fluss enthält.
Es erweist sich als sinnvoll, eine Kombination der jeweils besten De-
skriptorarten vorzunehmen. Verwendet man nur SG+MBH oder SG-
+HOF+MBH, erhält man bessere Ergebnisse als in den darüber liegenden
Zeilen in Tabelle 5.6, obwohl weniger Merkmale verwendet werden. In
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den meisten Fällen lassen sich die Ergebnisse verbessern, indem auf
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die HOF-Merkmale verzichtet wird. Das Hinzunehmen der LBP- und
Dynamik-Deskriptoren bringt dagegen weitere Verbesserungen. Dies ist
der Fall, obwohl diese beiden Merkmale einzeln die schlechtesten waren.
Die beste Konstellation ist die Kombination der SG-, MBH-, LBP- und
Dynamik-Deskriptoren. Abbildung 5.16 zeigt dazu die Konfusionsma-
trizen der fusionierten Merkmale verglichen mit den Einzelergebnissen
für den SG-, MBH- und Dynamik-Deskriptor.
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30 0 52,2 0 17,8 0 0 0 0 0
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Abbildung 5.16. Konfusionsmatrizen zu SG+MBH+LBP+Dyn aus Tabelle 5.6: Einzeler-
gebnisse für die SG-, MBH- und Dyn-Kanäle sowie Fusionsergebnis.
Aus den diskutierten Ergebnissen wird ersichtlich, dass die Verwen-
dung komplementärer Informationen wichtig für die Aktionserkennung
ist. Zum Vergleich werden alle zur Verfügung stehenden Deskriptoren
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miteinander fusioniert. Die Ergebnisse sind in der dritten Zeile von
Tabelle 5.6 abgebildet. Durch eine Selektion der besten Kanäle unter
Berücksichtigung der Verwendung möglichst vielfältiger Informations-
quellen ergeben sich bessere Ergebnisse als bei Fusion aller Merkmale.
Für die in Tabelle 5.6 dargestellten Versuche wurden Modelle mit
unterschiedlichen Codebook-Größen verwendet und die mittleren Ergeb-
nisse betrachtet. Aus den bisherigen Erkenntnissen lässt sich schließen,
dass eine gewisse Redundanz der verwendeten Merkmalskanäle durch-
aus vorteilhaft sein kann. Beispielsweise ist die Fusion von Deskriptoren
verschiedener Rastereinteilungen besser als das beste Raster alleine. Das
Gleiche gilt für die redundanten Motion Boundary-Deskriptoren in Tabel-
le 5.5. Daher wird im Folgenden die Verwendung redundanter Modelle
in Betracht gezogen. Dazu werden die Deskriptoren, die man durch Pro-
jektion auf Codebooks unterschiedlicher Größen, 1000 und 2000 Wörter,
erhält, als einzelne Kanäle für einen gemeinsamen Klassifikator verwen-
det. Die Ergebnisse sind in Tabelle 5.6 in der untersten Zeile abgebildet.
Hierdurch lassen sich die Erkennungsergebnisse weiter steigern auf
95,11 % im Falle des HIK.
Zum Abschluss soll die hier vorgestellte Methode auf die Weizmann-
und HOHA-Datensätze angewandt werden. Aufgrund der geringen
Auflösung und der Aufnahmeperspektive des Weizmann-Datensatzes
driften die Trajektorien hier besonders schnell ab. Daher ist es hier vor-
teilhaft, keine Langzeit-Trajektorien zu betrachten. Die Trajektoriendauer
wird daher auf Lmax = 15 begrenzt. Außerdem werden keine Bildras-
ter verwendet. Für alle Trajektorien-Deskriptoren wird ein Bereich der
Größe ∆σ = 32 und eine Zelleneinteilung mit nσ = 2 angewandt. Wie
bereits erwähnt, sind für ein solches Szenario globale Merkmale besser
als Merkmalstrajektorien geeignet. Dennoch wird mit der hier vorge-
schlagenen Methode eine Genauigkeit von 96,30 % erzielt. Die beste
Deskriptorkombination ist hier die Verwendung von Dynamik- und
Summen-Deskriptoren. Im Gegensatz zu Weizmann stellt der HOHA-
Datensatz eine sehr große Herausforderung dar und wird noch nicht
gut beherrscht. Zur Aktionspunkt-Detektion ist hier die Verwendung
von GFTT+PD besser als SURF+PD geeignet, da sich damit dichtere
Merkmale ergeben. Die Trajektoriendauer wird hier nicht begrenzt. Zur
Deskriptorbestimmung wird wie zuvor ∆σ = 32 und nσ = 2 gewählt. Bei
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Verwendung von HOG- und MBH-Deskriptoren wird eine Genauigkeit
von 37,17 % erzielt. Dieses Ergebnis übertrifft die beiden auf Merkmal-
strajektorien basierten Ansätze [61, 74] und ist vergleichbar mit den
STIP-Deskriptoren in [58] (siehe Tabelle 5.2). Bessere Ergebnisse werden
dagegen von Methoden erzielt, die sich stärker auf Kontext-Merkmale
fokussieren [92] oder das Auftreten von Kamerabewegungen explizit
berücksichtigen [105].
Diskussion
Der Vergleich der verschiedenen Methoden zur Gewinnung der Merk-
malstrajektorien zeigt, dass die bloße Menge an Trajektorien die Aktivi-
tätserkennung entscheidend beeinflusst. Mit dichten Trajektorien lassen
sich deutlich bessere Ergebnisse erzielen als mit spärlichen. Jedoch spielt
auch die Qualität der Trajektorien eine wichtige Rolle. Zur Detektion der
Aktionspunkte hat sich die Kombination der Salienzmaße für Bild- und
Bewegungsinformation als am Besten geeignet erwiesen. Für komplexe
Aktivitäten liefert die Gewinnung von Langzeit-Trajektorien bessere
Ergebnisse als das Tracking über einen kurzen Zeitraum. Die hier vor-
gestellte zweistufige Tracking-Methode ist dafür dem reinen Tracking
mit optischem Fluss überlegen, da ein Abdriften der Punkte verhindert
wird.
In Bezug auf die verschiedenen Deskriptoren erlaubt die Fusion von
Merkmalen eine deutlich bessere Aktionserkennung als die Verwen-
dung einzelner Merkmale. Die Fusion von Rastern bringt eine leichte
Verbesserung, während die Verwendung unterschiedlicher Merkmals-
typen z. T. starke Verbesserungen mit sich bringt. Besonders lohnt es
sich, komplementäre Kanäle zu kombinieren. Damit kann eine besse-
re Klassifikation auch durch Hinzunehmen schlechterer Einzel-Kanäle
erreicht werden. Dies stimmt mit den Schlussfolgerungen in [111] über-
ein. Es kann keine allgemeine Aussage darüber getroffen werden, ob
die etablierten Histogramm-Deskriptoren oder die in dieser Arbeit vor-
gestellten Summen-Deskriptoren zu bevorzugen sind. Dazu ist eine




5.6.2. Ergebnisse des Sequenzmodells
Datensätze
Das in Abschnitt 5.5 besprochene Sequenzmodell wird sowohl auf Merk-
malstrajektorien als auch Posenverläufe angewandt. Zur Evaluation der
sequenziellen Deskriptoren der Merkmalstrajektorien wird die gekop-
pelte Erkennung und Segmentierung von Aktionen betrachtet. Dazu
werden die komplexen Aktivitäten des ADL-Datensatzes in atomare
Aktionen zerlegt. Beispielsweise wird die Aktivität „Wasser trinken“
unterteilt in die Aktionen „Kühlschrank öffnen“, „Wasser holen“, „Glas
füllen“ und „Trinken“. Die Annotationen dazu sind in Tabelle B.3 gege-
ben. Es werden jeweils die Daten aller Personen und Wiederholungen
verwendet.
Für die Bewegungsanalyse basierend auf Posenverläufen werden zwei
Datensätze herangezogen. Die CMU Graphics Lab Motion Capture Databa-
se [20] enthält umfangreiche Motion Capturing-Aufnahmen sehr vieler
verschiedener Bewegungsarten. Die Daten werden von zwölf Infrarot-
Kameras mit 120 Hz aufgenommen. Die Testpersonen tragen spezielle
Motion Capturing-Anzüge mit 41 Markern. Der Datensatz enthält Auf-
nahmen von insgesamt 144 Personen mit unterschiedlichen Aktionen.
Die Aktionen zählen u. a. zu den Kategorien Fortbewegung, Sport und
Interaktionen, wobei für viele Aktionen nur wenige Wiederholungen zur
Verfügung stehen. Weiterhin wird der HumanEva-Datensatz (siehe Ab-
schnitt 3.4) verwendet. Dieser wurde für die Evaluation von Methoden
des Körper-Trackings entworfen und enthält nur wenige verschiedene
Aktionen. Dennoch sollen die Ergebnisse des Körper-Trackings aus Ka-
pitel 3 zur Bewegungsanalyse eingesetzt werden. Außerdem werden die
Motion Capture-Daten des HumanEva-I-Datensatzes verwendet.
Sequenzielle Modellierung der Merkmalstrajektorien
Zunächst wird die Eignung der in Abschnitt 5.5 vorgestellten sequen-
ziellen Deskriptoren und des CRF-Modells zur gemeinsamen Segmen-
tierung und Erkennung von Aktionen geprüft. Die Auswertung erfolgt
wie zuvor nach dem LOO-Prinzip.
Die Merkmalstrajektorien selbst modellieren bereits lokale zeitliche
Verläufe der Aktionspunkte. Im Rahmen der sequenziellen Modellierung
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werden durch die Kontext-Merkmale (5.70) längerfristige Zusammen-
hänge hinzugenommen. Diese repräsentieren außerdem keine Zusam-
menhänge innerhalb einer Trajektorie, sondern zwischen den in einer
Sequenz auftretenden Merkmalen, da sie die Verläufe der Wortvorkom-
men der Merkmale modellieren.
Zunächst wird die Auswirkung der Kontextlänge auf die Genauig-
keit der Prädiktion der Zustandsverläufe untersucht. Dazu werden die
Trajektorien aus Versuch 6 aus dem vorigen Abschnitt verwendet. Zur
Verringerung des Aufwandes wird nur jeder 10-te Zeitschritt ausgewer-
tet. Die Parameterschätzung und Inferenz des CRF erfolgt mit Hilfe der
Implementierung der UGM-Toolbox [79]. Es werden hier keine Bildras-
ter berücksichtigt, um die Merkmalsdimension einzuschränken. Diese
können jedoch ohne Weiteres in das Modell integriert werden. Die se-
quenzielle Aktionserkennung wird für Kontextlängen ausgewertet, die
von 0 bis 10 Sekunden variiert wird. Das Kontextfenster ist dabei um
den aktuellen Zeitpunkt zentriert. Abbildung 5.17 zeigt beispielhaft die
Segmentierungsergebnisse für eine Sequenz für Kontextfenster von 0, 3
und 10 Sekunden. Hierbei wird zunächst nur der Dynamik-Deskriptor
verwendet. Es ist deutlich zu erkennen, dass die Miteinbeziehung län-
gerfristiger Zusammenhänge zwischen Merkmalen eine deutliche Ver-
besserung des Modells ergibt.
In Abbildung 5.18 sind die Ergebnisse der Zustandsprädiktion über
der Kontextlänge für den Dynamik–Deskriptor aufgetragen. Als Maß
für die Genauigkeit wird hierbei der Prozentsatz korrekt prädizierter
Zustandsvariablen, d. h. Aktionsklassen, acclab betrachtet. Die Ergebnis-
se sind über alle Personen gemittelt. Mit Verlängerung des Kontextes
steigt die Genauigkeit deutlich an bis zu einer Kontextlänge von ca. zehn
Sekunden, danach tritt eine Sättigung ein.
Im Folgenden erfolgt eine Fusion der verschiedenen Deskriptoren. Im
Rahmen des Sequenzmodells bedeutet Fusion, dass die CRF-Merkmale
für jeden Deskriptor gebildet und in das Modell einfließen. Dabei wer-
den die einzelnen Deskriptoren zunächst auf den Wertebereich [0, 1]
normiert. Es wird ein Kontextfenster von 10 Sekunden verwendet. Zur
Auswahl von Merkmalen wird auf die Erkenntnisse des vorigen Ab-
schnittes zurückgegriffen und diejenigen Deskriptoren verwendet, deren
Kombination bei der BoW-Modellierung die besten Ergebnisse lieferte.
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(a) Kontext 0 s











(b) Kontext 3 s











(c) Kontext 10 s
Abbildung 5.17. Beispiel der Zustandsverläufe für drei verschiedene Kontextlängen.
Schwarz zeigt die wahren, rot die prädizierten Zustandsverläufe.
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Tabelle 5.7 zeigt die Einzelergebnisse des SG- MBH-, Dyn- und LBP-
Deskriptors sowie die Ergebnisse aus Kombinationen dieser Merkmale.
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Abbildung 5.18. Genauigkeit der prädizierten Zustände über der Kontextlänge für den
Dynamik-Deskriptor.
Zusätzlich zur Genauigkeit der prädizierten Zustände acclab wird hierbei
ein weiteres Auswertekriterium betrachtet. Dieses prüft, ob die einzel-
nen Aktionen während der Zeiträume ihres Auftretens überwiegend
korrekt erkannt werden. Dabei wird für jeden Zeitabschnitt, in dem in
den annotierten Daten eine Aktion auftritt, derjenige geschätzte Zustand
ermittelt, der am häufigsten während dieses Zeitintervalls auftritt. Die-
ser wird dann als prädizierte Klasse für diesen Abschnitt betrachtet und
damit die Klassengenauigkeit acccl berechnet. Der Grund für die zusätz-
liche Betrachtung dieses Wertes ist, dass Übergänge zwischen Aktionen
nur sehr ungenau definiert und annotiert werden können. Somit gehen
Ungenauigkeiten in der Bestimmung der Start- und Endzeitpunkte der
Aktionsintervalle weniger stark in die Auswertung ein.
Wie zuvor liefern auch hier der SG- und MBH-Deskriptor einzeln
die besten Ergebnisse. Die Fusion des SG- und MBH-Deskriptors bringt
eine Verbesserung im Vergleich zu den beiden Einzelergebnissen. Durch
Hinzunahme weiterer, komplementärer Informationen lässt sich das
Ergebnis i. Allg. weiter steigern. Die beste Kombination ist auch hier die
Fusion von SG-, MBH-, LBP- und Dynamik-Deskriptoren, welche eine
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mittlere Zustandsgenauigkeit von 89,97 % und Klassengenauigkeit von
94,93 % ergibt.
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Tabelle 5.7. Genauigkeit der sequenziellen Erkennung für verschiedene Deskriptoren
und deren Kombinationen. Es sind jeweils die mittlere Zustands- und Klassengenauigkeit
acc lab / acccl in Prozent dargestellt.








Sequenzielle Modellierung von Posenverläufen
Nun wird das Sequenzmodell auf modellbasierte Posenverläufe ange-
wandt. Dazu werden zunächst Motion Capture-Daten der HumanEva-
und CMU-Datensätze betrachtet. Anschließend werden die Ergebnisse
des Körper-Trackings aus Kapitel 3 verwendet.
Für die Motion Capture-Daten werden sechs verschiedene Szenarien
betrachtet, welche in Tabelle B.4 beschrieben werden. Zwei Szenarien
bestehen aus Motion Capture-Daten des HumanEva-Datensatzes mit vier
bzw. fünf Aktionsklassen. Für die CMU-Daten werden vier Szenarien
verwendet mit fünf bis acht Aktionen. Die CMU-Szenarien bestehen
aus Fortbewegungsarten und sportlichen Aktivitäten und enthalten
teilweise Aktionen, die ähnlich zueinander sind. Dazu zählt die Unter-
scheidung zwischen normalem Gehen und dem Gehen auf unebenem
Grund.
Für die Motion Capturing-Daten werden in Tabelle 5.8 verschiedene
Methoden zur Bildung der sequenziellen Deskriptoren anhand zwei-
er Szenarien miteinander verglichen. Die sequenziellen Deskriptoren
werden aus 19 Markern gebildet, welche die Verläufe verschiedener
Gelenkpositionen wiedergeben. Dabei werden zunächst unnormierte
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Marker betrachtet, d. h. die Verläufe der 19 Marker werden ohne weitere
Verarbeitung zusammengefügt, um den Sequenz-Deskriptor zu erhalten.
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Tabelle 5.8. Vergleich verschiedener Methoden zur Bildung der sequenziellen Deskripto-
ren für Motion Capture-Daten anhand der Szenarien HE-1 und CMU-1. Es sind jeweils die
Zustands- und Klassengenauigkeit acc lab / acccl in Prozent dargestellt.
Deskriptor HE-1 CMU-1
Marker unnormiert 81,89 / 91,67 49,36 / 50
Marker normiert 92,79 / 91,67 83,57 / 93,75
Relative Marker, normiert 83,59 / 87,50 91,15 / 75
RelF 89,94 / 87,50 89,42 / 87,50
Bei den normierten Markern werden die einzelnen Verläufe zunächst
wie in Abschnitt 5.5.4 erläutert normiert. Relative Markerpositionen
werden ermittelt, indem die Gelenkpositionen auf das Körperzentrum
bezogen werden. Schließlich werden die Relational Features betrachtet, in
deren Berechnung dieselben 19 Marker einfließen. Insgesamt schneiden
hier die normierten Marker am besten ab. Die unnormierten Marker sind
besonders für den CMU-Datensatz deutlich schlechter als die anderen
Merkmale. Die Verwendung relativer Marker stellt sich im Falle des
HE-1 Szenarios nicht als nützlich heraus, sie schneiden schlechter as die
absoluten Positionen ab. Das Gleiche gilt für die Klassengenauigkeit des
CMU-1 Szenarios. Betrachtet man hierfür jedoch die Zustandsgenauig-
keit, ergeben die relativen Marker die besten Ergebnisse. Die Relational
Features liefern gute Ergebnisse, liegen jedoch hinter den normierten
Markern zurück.
Tabelle 5.9 zeigt Ergebnisse der sequenziellen Erkennung basierend
auf den durch Motion Capturing gewonnenen Posenverläufen für ver-
schiedene Szenarien. Es werden die absoluten, normierten Markerpo-
sitionen betrachtet. Die CMU-Szenarien bestehen aus sich teilweise äh-
nelnden Aktionen verschiedener Geh-Arten und Sport. Bei Szenarien
mit mehr Klassen verschlechtern sich die Ergebnisse im Allgemeinen.
Dies ist allerdings teilweise dadurch begründet, dass bei einigen der
betrachteten Aktionen nur wenige Trainings-Instanzen vorhanden sind.
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Tabelle 5.9. Ergebnisse sequenzieller Erkennung basierend auf Motion Capture-Daten für
verschiedene Szenarien.
Szenario Anzahl Klassen acclab / % acccl / %
HE-1 4 92,79 91,67
HE-2 5 91,22 86,30
CMU-1 5 83,57 93,75
CMU-2 6 97,62 95,24
CMU-3 7 92,94 83,33
CMU-4 8 61,84 76,92
aus dem HumanEva-II Datensatz verwendet, jeweils eine zum Testen
und die andere zum Lernen des Modells. Es werden die Ergebnisse
des evolutionären Posentrackings verwendet. Als Sequenz-Deskriptoren
zur Bildung der CRF-Merkmale werden drei Varianten betrachtet. Zu-
nächst werden die Verläufe der Gelenkwinkel, die aus dem Körper-
Tracking resultieren, direkt verwendet. Als Zweites werden aus den
Winkel-Verläufen die Positionen der virtuellen Marker berechnet, die
auch zur Berechnung der Fehler der geschätzten Posen in Abschnitt 3.4.2
verwendet werden. Hierbei werden die absoluten Positionen der virtuel-
len Marker betrachtet. Schließlich werden basierend auf den virtuellen
Markern die Relational Features bestimmt. Die Ergebnisse sind in Ta-
belle 5.10 aufgetragen. Dabei wird nur die Genauigkeit der Zustände
betrachtet, da die Klassen in allen Fällen korrekt zugeordnet werden.
Hier lassen sich mittels der Relational Features die besten Ergebnisse
erzielen. Dies steht im Gegensatz zu den Versuchen mit den Motion
Capture-Daten. Der Grund dafür ist darin zu vermuten, dass die Re-
lational Features robuster gegenüber Ungenauigkeiten der geschätzten
Posen sind, da sie keine absoluten Werte, sondern qualitative Relationen
zwischen Körperteilen codieren.
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Zuletzt soll die vorgestellte Methode auf die Tracking-Ergebnisse aus
Abschnitt 3.4 angewandt werden. Hierzu werden die beiden Sequenzen
5.6. Ergebnisse
Tabelle 5.10. Sequenzielle Erkennung der Ergebnisse des markerlosen Körper-Trackings.
Es ist jeweils die Genauigkeit der prädizierten Zustände acc lab in Prozent für die Winkel-
verläufe, die Verläufe der virtuellen Marker und die Relational Features (RelF) dargestellt.
Deskriptor Winkel / % Marker / % RelF / %
Sequenz 1 93,60 82,13 94,20
Sequenz 2 85,20 73,73 99,87
eignet. Die durch das verwendete CRF-Modell ermöglichte Modellie-
rung von zeitlichem Kontext resultiert in starken Verbesserungen der
Ausdrucksfähigkeit des Modells. Hierbei hat sich eine Kontextlänge
von ca. zehn Sekunden als ausreichend herausgestellt. Wie bei der BoW-
Modellierung ist auch hier die Fusion von Merkmalen besser als die
Betrachtung einzelner Deskriptoren. Auf die Verwendung von Raster-
Deskriptoren wurde hier verzichtet, da der Fokus darauf gelegt wurde,
die Eignung der Sequenz-Deskriptoren und der gewählten Modellform
insbesondere im Hinblick auf die Modellierung langfristiger Zusam-
menhänge zwischen Merkmalen zu prüfen. Raster-Deskriptoren können
jedoch ohne Weiteres in das Modell integriert werden, wodurch weitere
Verbesserungen zu erwarten sind. Die Modellierung von Posenverläu-
fen gelingt mit dem verwendeten Sequenzmodell auf einfache Weise.
Da hierbei bereits sequenzielle Deskriptoren vorliegen, sind nur we-
nige Vorverarbeitungsschritte zur Bildung der Deskriptoren vonnöten.
Zur Modellierung sich ähnelnder Aktivitäten auf Basis von Motion Cap-
ture-Daten wurden bessere Ergebnisse mit direkter Verwendung der
Markerverläufe als durch die Relational Features erzielt. Im Falle der
Ergebnisse des markerlosen Körper-Trackings sind die Relational Fea-
tures dagegen vielversprechend. Allerdings muss betont werden, dass
hier lediglich vorläufige Versuche zur Beurteilung der grundsätzlichen
Eignung der Tracking-Ergebnisse unternommen wurden. Für weiterfüh-
rende Betrachtungen sind ausführlichere Untersuchungen mit größeren
Szenarien und mehr Aktionen notwendig.
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Diskussion
Die in dieser Arbeit vorgestellte Methode zur Bestimmung sequenzieller
Deskriptoren der Merkmalstrajektorien ist für die Aktionserkennung




Im Folgenden werden die behandelten Themen zusammengefasst und
es wird dabei auf die Beiträge dieser Arbeit eingegangen. Außerdem
erfolgt ein Ausblick auf weiterführende Betrachtungen.
In Kapitel 3 wurde eine Methode zum markerlosen, dreidimensiona-
len Körper-Tracking mit einem evolutionären Algorithmus vorgestellt.
Das entwickelte Verfahren weist eine ähnliche Vorgehensweise wie das
Interacting Simulated Annealing (ISA)-Partikelfilter auf und verwendet
ebenso Simulated Annealing zur globalen Optimierung. Die wesentli-
che Stärke des evolutionären Posen-Trackings ist das Zusammenspiel
von Rekombination und Mutation zur Erzeugung von Variation in der
Population. Hierdurch wird eine intelligente Durchsuchung des Zu-
standsraumes erreicht und somit ein erfolgreiches Tracking mit halb
so vielen Individuen ermöglicht, als es das ISA benötigt. Um Mehr-
deutigkeiten insbesondere im Falle weniger Kameraperspektiven zu
reduzieren, wurde anhand von Geh-Bewegungen ein erweitertes Dy-
namikmodell untersucht, welches im Falle von Überlappungen von
Körperteilen deren vergangenen Verlauf zur Prädiktion heranzieht. Mit
dieser Vorgehensweise gelingt es, Zuordnungsprobleme im Falle sich
überlappender Körperteile zu reduzieren.
Weiterführende Themen im Bereich des markerlosen Körper-Trackings
könnten sich mit der Entwicklung von Dynamikmodellen befassen, die
sich auf weitere Bewegungsarten anwenden lassen. Hierzu kann das
in dieser Arbeit für Geh-Bewegungen angewandte, erweiterte Dyna-
mikmodell auf weitere Bewegungsarten verallgemeinert werden. Eine
interessante Thematik ist auch die Kopplung des Posen-Trackings mit
der Aktivitätserkennung wie in [108]. Dabei werden niederdimensionale
Dynamikmodelle für verschiedene Aktivitäten gelernt und eine Akti-
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vitätserkennung durchgeführt um geeignete Dynamikmodelle für das
Tracking zu wählen. Weiterhin kann das Posen-Tracking durch aussa-
gekräftigere Gewichtungsfunktionen erweitert werden, beispielsweise
durch Detektion bestimmter Körperteile wie in [88].
Alternativ zum Körper-Tracking wurde in Kapitel 4 ein merkmals-
basierter Ansatz der Bewegungserfassung verfolgt. Hierzu wurde eine
Methode zur Gewinnung von Merkmalstrajektorien vorgestellt, welche
den dynamischen Verlauf von für die auftretenden Bewegungen cha-
rakteristischen Aktionspunkten repräsentieren. Diese Punkte werden
an Orten detektiert, welche markante und sich bewegende Bildmerk-
male enthalten. Dazu wurde ein Salienzmaß entwickelt, welches Bild-
und Bewegungsinformation kombiniert. Damit werden bereits bei der
Initialisierung besonders interessante Merkmale selektiert und nur diese
verfolgt. Die Versuche in Abschnitt 5.6.1 zeigten, dass diese Initialisie-
rungsmethode sich positiv auf die Qualität der Trajektorien und damit
auf deren Eignung zur Aktivitätserkennung auswirkt. Da die Selektion
der Aktionspunkte hier bereits bei der Initialisierung erfolgt und nicht
durch nachträgliche Filterung der Trajektorien, wird der Aufwand des
Trackings reduziert. Das Tracking erfolgt durch die Verwendung von
optischem Fluss und Mean Shift-Tracking, bei dem die Merkmale durch
Local Binary Patterns modelliert werden. Die im Rahmen dieser Arbeit
entwickelte Methode verhindert das schnelle Abdriften der Aktions-
punkte und ermöglicht so das Verfolgen der Punkte über einen längeren
Zeitraum. Aus den erzielten Ergebnissen wurde die Schlussfolgerung
gezogen, dass einerseits die Menge extrahierter Trajektorien ein sehr
wichtiges Kriterium für die Aktionserkennung ist. Andererseits ist auch
die Qualität der Trajektorien von großer Bedeutung, weshalb eine gu-
te Initialisierung der Aktionspunkte und ein robustes Tracking wichtig
sind. Die hier gewonnenen Langzeit-Trajektorien sind besser in der Lage,
komplexe Ereignisse in Videos zu modellieren, als Trajektorien kurzer
Dauer.
Die Trajektorien werden durch verschiedene Deskriptoren dargestellt,
welche neben dem Positionsverlauf Informationen über Textur und
Bewegung in der Umgebung der Trajektorien enthalten. Neben den
etablierten Histogramm-Deskriptoren HOG, HOF und MBH wurden
außerdem Summen-Deskriptoren vorgeschlagen. Diese sind vom Auf-
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bau des SURF-Deskriptors inspiriert und können mit weniger Aufwand
berechnet werden. Analog zu den Histogramm-Deskriptoren wurden
Sum of Gradients (SG), Sum of Optical Flow (SOF) und Motion Boundary
Sum (MBS)-Deskriptoren formuliert, welche Informationen über Bild-
gradienten bzw. optischen Fluss repräsentieren. Außerdem werden die
zum Tracking ohnehin benötigten Local Binary Patterns zur Bildung eines
weiteren Textur-Deskriptors herangezogen.
Die betrachteten Deskriptoren wurden in Kapitel 5 zur Aktivitätser-
kennung eingesetzt. Dazu wurden zwei Modellierungsarten betrachtet.
Zunächst wurde das auch in verwandten Arbeiten am meisten verwen-
dete „Bag of Words“ (BoW)-Modell eingesetzt. Dabei erfolgt eine Fusion
der verschiedenen Deskriptoren mit einer Mehrkanal-Support Vector
Machine. Die Ergebnisse in Abschnitt 5.6 verdeutlichen, dass zur erfolg-
reichen Aktivitätserkennung die Kombination verschiedener Merkmale
wichtig ist. Wesentlich hierbei ist die Verwendung komplementärer
Informationsarten. Eine gewisse Redundanz beispielsweise durch ähn-
liche Merkmale kann durchaus sinnvoll sein, den größten Mehrwert
bringen jedoch unterschiedliche Informationskanäle. Beim Vergleich
der Summen- und Histogramm-Deskriptoren hat sich keine der bei-
den Deskriptorarten als durchgehend überlegen erwiesen. Im Falle des
Activities of Daily Living (ADL)-Datensatzes lieferte der SG-Deskriptor
einzeln betrachtet die besten Ergebnisse, während zur Darstellung des
optischen Flusses die Histogramm-Deskriptoren besser abschnitten. Da-
her ist es sinnvoll – auch um den Aufwand der Merkmalsextraktion zu
reduzieren –, für einen speziellen Einsatzfall die besten Deskriptoren zu
ermitteln und auszuwählen.
Für den ADL-Datensatz, welcher aus komplexen Aktivitäten besteht,
werden durch die hier vorgestellte Methode bessere Ergebnisse erzielt
als von den meisten verwandten Arbeiten, welche kurze, spärliche Tra-
jektorien extrahieren oder schwache Kriterien zur Merkmalsdetektion
einsetzen (vgl. Tabelle 5.1 und 5.6). Lediglich die salienten Trajektorien
[110] erzielen eine höhere Klassifikationsgenauigkeit, sind jedoch deut-
lich aufwändiger zu extrahieren (vgl. Tabelle 4.4). Im Falle des Hollywood
Human Actions (HOHA)-Datensatzes, welcher kurze, einfache Aktionen
in unkontrollierten, realistischen Umgebungen enthält, sind die hier
erzielten Ergebnisse besser als bei anderen, Trajektorien-basierten Ansät-
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zen und vergleichbar mit den STIP-Deskriptoren in [58] (vgl. Tabelle 5.2).
Eine höhere Genauigkeit wird von Verfahren erreicht, die mehr Zusatz-
informationen heranziehen, beispielsweise über den Szenenkontext oder
Kamerabewegungen.
Neben dem BoW-Modell wurde ein sequenzielles Aktivitätsmodell
mit einem Conditional Random Field (CRF) betrachtet. Damit wird neben
der Erkennung auch eine Segmentierung von Aktivitäten ermöglicht.
Diese ist für reale Anwendungen eine wichtige Thematik, wird aller-
dings häufig ignoriert. Da es sich bei CRFs um diskriminative Modelle
handelt, können auch komplexe Zusammenhänge der Beobachtungen
verschiedener Zeitpunkte modelliert werden. Die Untersuchung der
Modellierung von zeitlichem Kontext wurde in der Literatur bereits für
Motion Capture-Daten oder Sequenzen von Bildsilhouetten eingesetzt. Im
Zusammenhang mit Trajektorien lokaler Merkmale wurden diese Aspek-
te nach Wissen des Autors in verwandten Arbeiten noch nicht behandelt.
Zur Darstellung der hier vorliegenden Trajektorien kann nicht das übli-
che Vorgehen wie bei der BoW-Modellierung angewandt werden, bei der
ein globaler Deskriptor für die gesamte Beobachtungssequenz ermittelt
wird. Stattdessen wird eine zeitliche Abfolge von Deskriptoren benötigt.
Für deren Bestimmung wurde die bei der BoW-Modellierung angewand-
te Vorgehensweise erweitert und die zeitlichen Verläufe des Auftretens
der Merkmalswörter ermittelt. Die in Abschnitt 5.6.2 durchgeführten Ex-
perimente haben gezeigt, dass die Betrachtung eines längeren zeitlichen
Kontextes wichtig für die Modellierung komplexer Aktivitäten ist.
Ein mögliches Thema für künftige Arbeiten im Bereich der merk-
malsbasierten Aktivitätserkennung ist zum einen die Umsetzung einer
automatisierten Deskriptor-Selektion. Dies ist sowohl für die BoW- als
auch die sequenzielle Modellierung relevant. Eine solche Methode kann
sowohl für die Selektion von Merkmalsarten, Rastern als auch Kon-
textmerkmalen verwendet werden. In Bezug auf das Sequenzmodell
können außerdem Methoden der Merkmalsinduktion untersucht wer-
den, um automatisch Merkmalsfunktionen zu erzeugen, welche in das
CRF-Modell einfließen. Für die gemeinsame Aktivitätserkennung und
-segmentierung wurden in dieser Arbeit bereits Wahrscheinlichkeiten
der Zustandsübergänge aufeinanderfolgender Aktionen betrachtet. Für
komplexe Aktivitäten oder Szenen, die sich aus mehreren Teil-Aktionen
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zusammensetzen, ist die Modellierung von längerfristigen, logischen
Zusammenhängen zwischen den Aktionen eine Thematik, die künftig
betrachtet werden sollte. Ein möglicher Ansatz hierzu ist die Verwen-
dung hierarchischer graphischer Modelle. In einem solchen Modell kann
auch weiteres Zusatzwissen, beispielsweise über den Kontext der be-
trachteten Szene oder Interaktionen mit Objekten, integriert werden.
Für das Sequenzmodell wurden außerdem Versuche zur Modellierung
von Posenverläufen durchgeführt, und zwar für Motion Capture-Daten
und Ergebnisse des markerlosen Körper-Tracking-Algorithmus aus Ka-
pitel 3. Im Falle der Motion Capture-Daten hat sich die direkte Verwen-
dung der Markerpositionen zur Bildung der Sequenz-Deskriptoren als
geeignet erweisen, um ähnliche Bewegungsarten voneinander zu unter-
scheiden. Für die Posenverläufe des markerlosen Körper-Trackings sind
relationale Merkmale vielversprechend, welche logische Zusammenhän-
ge zwischen Körperteilen codieren und robuster gegenüber Ungenauig-
keiten der Posenschätzung sind. Für weiterführende Betrachtungen sind
hierfür ausführlichere Experimente mit größeren Datensätzen und mehr
Aktivitäten notwendig, was über den Rahmen dieser Arbeit hinausgeht.
Ein interessanter Aspekt hierbei ist es, Aktivitätsmodelle aus Motion




































































































































Aus Gleichung (A.4) wird ersichtlich, dass der Mean Shift-Vektor mG(x)
eine Gradientenschätzung des Bhattacharyya-Koeffizienten darstellt. Es








(∥∥∥∥ x̂ j−xih ∥∥∥∥2
) . (A.5)
Gleichung (A.5) entspricht der Mean Shift-Iteration nach Gleichung (4.33)
mit den zusätzlichen Gewichten wij, die den Vergleich der beiden Mo-
delle beinhalten:









A.2. Bestimmen der optimalen Hyperebene bei linearen SVMs
A.2. Bestimmen der optimalen Hyperebene
bei linearen SVMs
Zur Bestimmung der Hyperebene mit maximaler Trennspanne liegt das
folgende Optimierungsproblem mit Nebenbedingungen vor:
‖w‖2 → min
mit xi · (〈w, yi〉+ b) ≥ 1 , i = 1, . . . , N
train . (A.7)
w ist der Normalenvektor und b die Verschiebung der Trennebene. Es
seien Ntrain Trainingsmerkale Dtrain = {(yi, xi), i = 1, . . . , N
train} gege-
ben. Die Lagrange-Funktion lautet






αi (xi(〈w, yi〉+ b)− 1) , αi ≥ 0 . (A.8)
Dabei gibt es für jeden Trainingspunkt einen Lagrange-Multiplikator
αi ≥ 0, i = 1, . . . , N
train. Nun muss bezüglich w und b minimiert und
bzgl. der αi maximiert werden [15]. Differenzieren und Nullsetzen von
L nach w und b ergibt
∂
∂w
L(w, b, α) = w−
Ntrain∑
i=1






L(w, b, α) =
Ntrain∑
i=1
αixi = 0 . (A.10)






































αixi = 0 . (A.12)
Jetzt liegt ein Optimierungsproblem vor, das nur noch von den
Lagrange-Multiplikatoren abhängt. Es wird auch als duales Problem be-
zeichnet [15]. Ld muss bezüglich der αi maximiert werden unter Berück-
sichtigung der Nebenbedingungen aus Gleichung (A.12). Das Lösen des
Optimierungsproblems erfolgt durch numerische Methoden, weiterfüh-
rende Informationen sind z. B. in [15] zu finden.
Sind die αi gefunden, kann w durch Einsetzen in Gleichung (A.9)
bestimmt werden. Die Verschiebung b taucht im Optimierungspro-
blem (A.12) nur noch implizit auf und wird durch dessen Lösung eben-
falls ermittelt.
Setzt man die Lösung für w in die Gleichung der Entscheidungsfunk-







Sowohl im Optimierungsproblem (A.12) als auch bei der Klassifikation
nach Gleichung (A.13) tauchen die Merkmalsvektoren y nur noch in
Form von Skalarprodukten auf. Diese Tatsache stellt sich als sehr nütz-
lich heraus, um SVMs auf den nichtlinearen Fall zu erweitern (siehe
Abschnitt 5.2.2).
190
A.3. Parameterschätzung bei linearen Ketten-CRFs
A.3. Parameterschätzung bei linearen
Ketten-CRFs
Für die Parameterschätzung bei CRFs wird die Maximum Likelihood-Me-
thode (ML) angewandt. Hier wird von linearen Ketten-CRFs mit Parame-
ter Tying ausgegangen. Gegeben sind Trainingsdaten Dtrain = {xm, ym},
m = 1, . . . , Ntrain, welche aus Ntrain Zustands- und Beobachtungsse-
quenzen
xm = {xm,t, . . . , xm,Tm} ,
ym = {ym,t, . . . , ym,Tm} (A.14)
bestehen. Dabei ist Tm die Länge der m-ten Sequenz. Aufgrund des
Parameter Tying können die Knotenanzahlen und damit die Sequenz-
längen unterschiedlich sein. Um die Notation zu vereinfachen wird im
Folgenden, ohne Verlust der Allgemeingültigkeit, von einer konstanten
Knotenanzahl T ausgegangen.





log p(xm|ym) . (A.15)









maximiert. Dabei wird eine Regularisierung mit der L2-Norm vorge-
nommen, um Overfitting bezüglich der Trainingsdaten zu vermeiden
[93]. Der zusätzliche Term bestraft die euklidische Norm der Gewichte,
wodurch vereinzelte sehr große Gewichte verhindert werden. Eine an-
dere Interpretation ist, dass eine Maximum A-posteriori-Schätzung mit
gaußverteilten Parametern mit dem Mittelwert 0 und der Varianz σ2I
durchgeführt wird. Je größer σ2 gewählt wird, desto größere Gewichte
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werden erlaubt. Die Wahl der Varianz ist abhängig von der Größe des
Trainingsdatensatzes; ein typischer Wert ist 10.
Eine andere mögliche Regularisierungsvariante verwendet die L1-
Norm




Im Gegensatz zu (A.16) wird hier Spärlichkeit ermutigt und die meis-
ten Gewichte werden null. Diese Variante kann zur Merkmalsselektion
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Um diesen Term zu berechnen, muss über alle möglichen Zustandsse-
quenzen x summiert werden. Da dies sehr aufwändig bzw. unmöglich
sein kann, wird stattdessen über alle in den Trainingsdaten vorkommen-






















Die Optimierung kann mittels Gradientenabstiegs erfolgen, hierbei
sind allerdings viele Iterationen nötig. Methoden, die sich als erfolgreich
erwiesen haben, sind Quasi-Newton-Verfahren und konjugierte Gradi-
entenverfahren [93]. Der Aufwand liegt in O(TS2NtrainG), wobei G die
Anzahl der Trainingsiterationen darstellt. Der Aufwand ist also stark
durch die Anzahl an Zuständen beeinflusst.
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B. Details zu Versuchen der
Aktionsanalyse
B.1. Parametrierungen des Merkmals-Trackings
Tabelle B.1. Parameter des Merkmals-Trackings der unterschiedlichen Versuche. Nicht
genannte Werte entsprechen denen in Tabelle 4.2
Tracker Parameter Detektion Parameter Tracking
1 SURF+PD, rinitmin = 1000 OFT, Lmax = 15
2 SURF+PD, rinitmin = 1000 OFT, Lmax = ∞
3 SURF+PD, rinitmin = 1000 OFT-LBP
4 SURF+PD, rinitmin = 1000 OFT-LBP, ρmin = 0,80
5 SURF+PD, rinitmin = 1000 KLT
6 SURF+PD, rinitmin = 200, OFT-LBP
7 GFTT+PD, rinitmin = 200, OFT-LBP
8 PD, rinitmin = 200, OFT-LBP
B.2. Berechnung der Summen-Deskriptoren
In Tabelle B.2 werden die Summen-Deskriptoren SG, SOF und MBS,
jeweils berechnet für nσ = 2 und nσ = 4 Zellen (siehe Abschnitt 4.3.4).
Zum Vergleich sind die Histogramm-Deskriptoren HOG, HOF und
MBH mit nσ = 2 abgebildet. Die Auswertung erfolgt hier beispielhaft
für Szenario 3 nach dem in Abschnitt 5.6.1 beschriebenen Vorgehen.
Die Codebook-Größe wird hier von 1000 bis 4000 Wörtern variiert und
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Tabelle B.2. Vergleich der Summen-Deskriptoren für die Berechnung in Bildbereichen,
die in nσ = 2 bzw. nσ = 4 horizontale und vertikale Zellen unterteilt werden.









die Ergebnisse gemittelt. Es ist zu erkennen, dass die Verwendung von 4
Zellen z. T. deutlich bessere Ergebnisse liefert.
B.3. Annotationen
B.3. Annotationen
Tabelle B.3. Annotationen für die Aktionssegmentierung anhand des ADL-Datensatzes.
In der ersten Spalte sind die betrachteten Teilaktionen aufgelistet und in Klammern die
jeweiligen Aktivitäten derer sie Bestandteil sind. In den weiteren Spalten sind die Zeitin-
tervalle der fünf Personen (P1–P5) aufgelistet mit einer Zeile für jede Wiederholung.
Aktion P1 P2 P3 P4 P5
Messer holen 1–150 1–105 1-181 1–194 1–160
(Banane schneiden) – 1–135 1-150 1–215 1–132
– 1–130 1-157 1–190 1–99
Banane schneiden 151–410 106–272 182–375 195-313 161–294
(Banane schneiden) 1–260 136–279 151–346 216–358 133–271
1–249 131-245 158–356 191–361 100-222
Kühlschrank öffnen 1–98 1–103 1–127 1–118 1–87
(Wasser trinken) 1–90 1–66 1–106 1–105 1–89
1–82 1–77 1–116 1–93 1–117
Wasser holen 99-219 104–212 128–227 119–208 88–197
(Wasser trinken) 91–200 67–163 107–208 106–192 90–194
83–205 78–180 117–226 94–188 118–212
Glas füllen 220–353 213–413 228–351 209–379 198–313
(Wasser trinken) 201–331 164–300 209–313 193–411 195–300
206–320 181–328 227–326 189–333 213–297
Trinken 354–475 414–504 352–431 380–473 314–362
(Wasser trinken) 332–487 301–471 314–420 412–524 307–357
321–470 329–407 327–382 334–419 298–364
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Tabelle B.4. Szenarien zur Evaluation der sequenziellen Modellierung von Posenverläu-
fen mit Motion Capture-Daten. Die ersten beiden Datensätze werden aus dem HumanEva-I-
Datensatz [85] gebildet, die restlichen aus der CMU Graphics Lab Motion Capture Database
[20].
Szenario Beschreibung
HE-1 Klassen: Gehen, Joggen, Boxen, Gestikulieren.
Jeweils zwei Wiederholungen der Personen 1–3.
Test mit Leave One Out (LOO)-Prinzip.
HE-2 Klassen: Gehen, Joggen, Boxen, Gestikulieren, Werfen.
Jeweils zwei Wiederholungen der Personen 1–3.
Test mit Leave One Out (LOO)-Prinzip.
CMU-1 Klassen: Gehen, Joggen, Kicken, Gehen auf unebenem
Grund, Springen.
31 Trainings-, 16 Testinstanzen;
Personen 8–11, 13, 16, 35, 36.
CMU-2 Klassen: Gehen, Joggen, Kicken, Gehen auf unebenem
Grund, Springen, Tanzen.
45 Trainings-, 21 Testinstanzen;
Personen 8–11, 13, 16, 35, 36, 60, 61.
CMU-3 Klassen: Gehen, Joggen, Kicken, Gehen auf unebenem
Grund, Springen, Tanzen, Basketball spielen.
50 Trainings-, 24 Testinstanzen;
Personen 6, 8–11, 13, 16, 35, 36, 60, 61.
CMU-4 Klassen: Gehen, Joggen, Kicken, Gehen auf unebenem
Grund, Springen, Tanzen, Basketball spielen, Boxen.
54 Trainings-, 26 Testinstanzen;
Personen 6, 8–11, 13–17, 35, 36, 60, 61.
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