This paper introduces a novel Hilbert space representation of a counterfactual distribution-called counterfactual mean embedding (CME)-with applications in nonparametric causal inference. Counterfactual prediction has become an ubiquitous tool in machine learning applications, such as online advertisement, recommendation systems, and medical diagnosis, whose performance relies on certain interventions. To infer the outcomes of such interventions, we propose to embed the associated counterfactual distribution into a reproducing kernel Hilbert space (RKHS) endowed with a positive definite kernel. Under appropriate assumptions, the CME allows us to perform causal inference over the entire landscape of the counterfactual distribution. The CME can be estimated consistently from observational data without requiring any parametric assumption about the underlying distributions. We also derive a rate of convergence which depends on the smoothness of the conditional mean and the Radon-Nikodym derivative of the underlying marginal distributions. Our framework can deal with not only real-valued outcome, but potentially also more complex and structured outcomes such as images, sequences, and graphs. Lastly, our experimental results on off-policy evaluation tasks demonstrate the advantages of the proposed estimator.
Introduction
To infer causal relation, it is natural to state the problem in terms of counterfactual question, e.g., would the patient has recovered had the medical treatment been different? This school of thought is influenced predominantly by the potential outcome framework [28] . It has been studied extensively in classical statistics and has a wide range of applications in social science, econometrics, and epidemiology. Moreover, important applications of machine learning such as online advertisement and recommendation system can be reformulated under this framework [6, 21, 29] . Although a randomized experiment-which is considered a gold standard in causal inference-can in principle be employed for these applications, it can be too expensive, time-consuming, or unethical to implement in practice. Hence, this work will focus on what are known as observational studies [26, 28] .
In observational studies, we are interested in inferring causal relation between a treatment T and an outcome Y , which have been recorded along with a covariate X. In an online advertisement, for example, the covariate usually encodes information about the users and the associated queries. The treatment may be an ad placement and the outcome is determined by whether or not the user clicks the advertisement. Throughout, we denote the space of treatments by T , the space of covariates by X , and the space of possible outcomes by Y. For x ∈ X and t ∈ T , Y t (x) denotes the potential outcome for x under the treatment T = t. Likewise, we denote the counterfactual outcome for x under the treatment t * = t after the treatment T = t is already applied by Y t * (x). That is, Y t * (x) is defined after we already observe the value of Y t (x). We refer to the distribution of Y t * (x) as the counterfactual distribution. Then, inferring causal relation between T and Y would have been as straightforward as calculating the difference Y t (x) − Y t * (x) had we known the value of both Y t (x) and Y t * (x). However, as implied in the preceding statement, it is virtually impossible to observe both of them simultaneously due to the fundamental problem of causal inference. Instead, we must resort to a logged dataset
where (x i , t i , y i ) ∈ X × T × Y. From machine learning perspective, attempts have recently been made to formulate the problem above as a supervised learning [19, 30, 37] . For example, one possibility is to fit a predictor h : X × T → Y directly to the dataset D and then use it to estimate Y t * [16, 19] . Unfortunately, the learnt predictor h is almost always biased because only one potential outcome is observed for a given covariate x. Moreover, the treatment assignment mechanism is not always under our control and in general could depend on a hidden confounder. Hence, learning causal relation from logged data D differs fundamentally from standard supervised learning. In [19, 30] , the authors propose to reduce this bias by also learning a joint representation of covariates in treatment and control groups. Other well-known techniques such as inverse propensity score (IPS) weighting [20, 6] , doubly robust estimator [10] , and deep learning [19, 14] have also been applied successfully.
In this work, we propose a novel representation of counterfactual distributions of Y t * called counterfactual mean embedding (CME). The CME relies on kernel mean embedding [4, 31, 24] which maps probability distributions into a reproducing kernel Hilbert space (RKHS). Based on this representation, causal inference can be performed over the entire landscape of counterfactual distribution using the kernel arsenal. We show that this representation can be estimated consistently from observational data. Furthermore, we establish a convergence rate of the estimator which depends on the smoothness regarding the conditional distribution and the Radon-Nikodym derivative of the underlying marginal distributions. Interestingly, we found that our estimator is guaranteed to converge reasonably fast, if either the Radon-Nikodym derivative or the conditional mean is smooth. This property resembles that of doubly robust estimator [7, 10] . Our framework is nonparametric as it requires no parametric assumption about the underlying distributions. Since the CME depends only on Gram matrices evaluated on the data, it can potentially be applied to more complex and structured outcomes such as images, sequences, and graphs. Lastly, we demonstrate the effectiveness of the proposed estimator on simulated data as well as real-world policy evaluation tasks.
The rest of the paper is organized as follows. Section 2 introduces kernel methods and Hilbert space embedding of distributions, which form the backbone of this work. Section 3 introduces counterfactual learning and then provides a generalization of Hilbert space embedding to counterfactual distributions. In this section, we also present the theoretical results and the application of CME in off-policy evaluation. Finally, experimental results on both simulated and real data are provided in Section 4.
Hilbert space embedding of distributions
Let X be a nonempty set and H be a reproducing kernel Hilbert space (RKHS) of functions f : X → R. The RKHS H is uniquely determined by a symmetric, positive definite kernel function k : X × X → R and possesses two important properties [1] : (i) for any x ∈ X , the function k(x, ·) : x → k(x, x ) is an element of H , (ii) the inner product in H satisfies the reproducing property, i.e., for all f ∈ H and x ∈ X , f (x) = k(x, ·), f H . Let P denote the set of probability measures on a measurable space X . Then, the kernel mean embedding (KME) of P ∈ P can be defined as [4, 31, 24] µ : P → H , P → µ P := X k(x, ·) dP(x).
It is well-defined if k is measurable and bounded, i.e., sup x∈X k(x, x) < ∞. By reproducing property of H , E X∼P [f (X)] = f, µ P H for any f ∈ H . Given an i.i.d. sample {x i } n i=1 from P, the empirical estimate of (1) is given byμ P :
n-consistency ofμ P has been established in [32, Theorem 27] and also in [13, 22, 39] .
By virtue of (1), a well-known discrepancy measure called maximum mean discrepancy (MMD) between two distributions P and Q can be defined as MMD 2 [H , P, Q] = µ P − µ Q 2 H . The MMD has been applied extensively in two-sample testing [5, 13] . The RKHS H (and the associated kernel k) is said to be characteristic if MMD 2 [H , P, Q] = 0 if and only if P = Q. In which case, the map (1) is injective which implies that µ P captures all necessary information about P. Examples of characteristic kernels include Gaussian kernel k(x, x ) = exp(− x − x 2 2 /2σ 2 ), σ > 0 and Laplacian kernels k(x, x ) = exp(− x − x 2 /σ), σ > 0 [11, 35] .
The KME can be extended to conditional distributions P(Y |X) via the notion of covariance operators in RKHS [34, 33] . Let (X, Y ) be a random variable taking value on X × Y, where Y is another measurable space, and (H , k) and (F , ) be RKHSs with measurable kernels on X and Y, respectively.
The (uncentered) covariance operator C YX : H → F , which encodes the information of the joint distribution on (X, Y ), is defined as
. If X = Y , we write the covariance operator as C XX : H → H . See Appendix C.1 and, e.g., [11, 42] for furthers details on covariance operators.
under certain assumptions [34, 33, 24] . 3 In what follows, we treat U Y |X and µ Y |x as RKHS representations of P(Y |X) and P(Y |X = x). See, e.g., [33, 24] and references therein for applications of conditional mean embedding.
Counterfactual mean embedding
Throughout, we will assume w.l.o.g. that T = {0, 1}. Then, the causal effect in potential outcome framework is usually characterized by an individual treatment effect (ITE), given by ITE(x) := Y 1 (x) − Y 0 (x), for a covariate x. Since we can never observe both Y 0 (x) and Y 1 (x) at the same time, one often resort to the average treatment effect (ATE) defined by
Unlike the ITE, the ATE can be estimated empirically as ATE :
and {y 0 (x j )} n j=1 are the posttreatment outcomes. Other summary statistics such as ratio and quantile of the distribution have also been investigated [15] .
To make causal claims, we require the following assumptions, which are common in observational studies. Assumption 1. (A1) Stable unit treatment value assumption (SUTVA): the outcome of subject i is independent of the outcomes of other individuals and their received treatments. (A2) Conditional exogeneity/unconfoundedness/ignorability: Y 0 , Y 1 ⊥ ⊥ T |X. In other words, given the covariates X the outcome is independent of the treatment assignment. This assumption implies that the distributions of Y j | X, T = j and Y j | X agree [27, 15, 18] . (A3) The common support assumption:
Under these assumptions, we can claim that ATE = 0 if T has no causal effect on Y . Nevertheless, in many contexts, e.g., applied econometrics, the outcome distribution may change in ways that cannot be revealed by an examination of the averages. For example, wage distributions tend to be skewed to the right in which case mean effects would deem inappropriate [23] . This motivates us to consider the estimator of the entire outcome distribution.
Hilbert space representation of counterfactual distribution
We first introduce the notion of counterfactual distribution and then define corresponding embedding in the RKHS. As a working example, let us consider the following question taken from [9] : "what would women wages have prevailed if they face the men wage schedule, or vice versa?". This type of questions cannot be addressed by randomized experiments, due to an ethical or practical issue.
Let P Y 0|0 and P X0 be probability distributions defined on Y and X , and assume they respectively represent observed distributions of wages and features for men. Similarly, let P Y 1|1 and P X1 be the corresponding observed distributions for women. Then, the counterfactual distribution of wages that would have prevailed for women had they faced the men's wage schedule is defined by [9] as
Assumption (A3) ensures that the above integral is well defined. Note that P Y 0|1 does not arise as a distribution from any observable distribution and hence is not observable in practice. Through (2), we are able to consider counterfactual scenarios, where changes may occur in the covariate distributions, or in the conditional distribution of the outcome given covariates. In this paper, we focus on the effect of changes in the covariate distributions (i.e., the change from P X0 to P X1 ) to the outcomes. This scenario is also related to domain adaptation problems in machine learning [3, 41] . Definition 1 (Counterfactual mean embedding). Assume that (A3) holds. Then an RKHS embedding of the counterfactual distribution (2) is defined by
The counterfactual distribution corresponding to the individual treatment effect (ITE) can be obtained by restricting P X1 to the Dirac measure δ x for some x ∈ X . In what follows, we define P Y * 0|1 as the true interventional distribution associated with the treatment. Then, the following lemma assigns a causal interpretation to the CME, which follows from [9, Lemma 2.1] and Definition 1. Lemma 1 (Causal interpretation). Suppose that (A2) holds, i.e., Y 0 , Y 1 ⊥ ⊥ T |X almost surely for X, and that (A3) holds. Then
Lemma 1 equips µ Y 0|1 with an arsenal to perform causal inference, i.e., it can be viewed as a representation of the actual interventional distribution associated with the specified treatment. If we further assume that is characteristic, then µ Y 0|1 captures all necessary information about P Y * 0|1 .
In practice, it is not possible to obtain a sample from P Y 0|1 , and therefore µ Y 0|1 cannot be estimated directly, which differs from the case of the standard mean embeddingμ P . We therefore propose the following estimator (4), which instead uses samples from P Y0|X0 and P X1 to estimate µ Y 0|1 . The estimator is essentially (or superficially) the kernel sum rule, so the proof of the following proposition can be found in [33, 12] . Note that there is a conceptual difference between our estimator and the standard kernel sum rule: Our estimator is considered as the kernel sum rule equipped with a causal interpretation, provided that the assumptions in Lemma 1 hold. Proposition 1. Given samples (x 1 , y 1 ), . . . , (x n , y n ) from P Y0X0 (x, y) and x 1 , . . . , x m from
be empirical covariance operators and letμ X1 := 1 m m i=1 k(x i , ·) be the empirical kernel mean. Then an empirical estimator of µ Y 0|1 is defined and expressed aŝ
where ε > 0 is a regularization constant,
, and Φ = ( (y 1 , ·), . . . , (y n , ·)) ∈ F n . Note that we can writeμ Y 0|1 := n i=1 β i (y i , ·) where β = (K + nεI) −1K 1 n .
Last but not least, it is generally challenging to perform model selection (in our case, the choice of k, and ε) in counterfactual prediction. To the best of our knowledge, no systematic method has been used in this setting. To this end, we modify the classical cross validation procedure and we use it for model selection. Details are omitted to conserve space (see Appendix B).
Theoretical analysis: consistency and convergence rates
In the sequel we will use the following notation. Let L 2 (P X0 ) be the Hilbert space of squareintegrable functions, 4 and P X0 ⊗ P X0 be the product measure of P X0 and P X0 on the product space X × X . For convergence analysis, we make the following assumption. Assumption 2. (i) X and Y are measurable spaces, k and are measurable kernels on X and Y, and P X0 and P X1 are probability measures on X . (ii) k and P X0 satisfy
(v) Let n = m, and samples (x 1 , y 1 ), . . . , (x n , y n ) and
In Assumption 2, the condition (i) is a minimum assumption, and the condition (ii) is satisfied for instance if k is bounded. The condition (iii) requires the support of P X1 be included in that of P X0 , and thus enforces the common support assumption (A3) in Assumption 1. In (iv) the function θ encodes the information of the conditional distribution P Y0|X0 of Y 0 given X 0 , and the assumption θ ∈ L 2 (P X0 ⊗ P X0 ) is satisfied for instance if the kernel is bounded. The condition (v) requires that samples are √ n-consistent, and is satisfied when (x 1 , y 1 ), . . . , (x n , y n ) are i.i.d. with P Y0X0 (x, y), and x 1 , . . . , x m are i.i.d. with P X1 (x), for instance. However, the condition (v) does not require that samples be independent, and can be satisfied even when (x 1 , y 1 ), . . . , (x n , y n ) and x 1 , . . . , x m are given as time-series data, for example, if they satisfy an appropriate stationarity condition. We assume n = m for simplicity of presentation.
Theorem 1 below established the consistency of the CME estimator (4), where we also require that the RKHS H be dense in L 2 (P X0 ), which is satisfied by commonly used kernels such as Gaussian and Matérn kernels 5 on X = R d . The proof can be found in Appendix C.2.
Theorem 1 (Consistency). Assume that H is dense in L 2 (P X0 ), and that Assumption 2 is satisfied. Then if ε n decays to zero sufficiently slowly as n → ∞, we have
Theorem 1 does not require any parametric assumption on P Y0X0 (x, y) and P X1 (x). Besides, it can be considered as a version of [12, Theorem 8] that proves the consistency of the kernel sum rule. Unlike ours, however, [12] assumes that the function θ belongs to the tensor-product RKHS H ⊗ H ; this is a strong condition that may not be satisfied in practice. On the other hand, for θ we only require that θ ∈ L 2 (P X0 ⊗ P X0 ), which is satisfied if is bounded, as mentioned.
To derive convergence rates, we need to define the following concepts, whose details can be found in Appendix C.1. Define an integral operator T :
, and let (T ⊗ T ) β be the β-th power of T ⊗ T for β > 0. Denote by Range(A) the range of an operator A. Theorem 2 below establishes convergence rates of our estimator; the proof can be found in Appendix C.3.
Theorem 2 (Convergence rates). Let Assumption 2 be satisfied. For g and θ as defined in Assumption 2, assume that g ∈ Range(T α ) for 0 < α ≤ 1, and that θ ∈ Range((T ⊗ T ) β ) for 0 < β ≤ 1. Then for ε n = cn −1/(1+β+max(1−α,α)) with c > 0 being arbitrary but independent of n, we have
Algorithm 1 Kernel Policy Evaluation (KPE) for kernels k and
In the condition g ∈ Range(T α ), the constant α can be considered as quantifying the smoothness of the function g: As α increases, g gets smoother. 6 Since g is the Radon-Nikodym derivative of P X1 w.r.t. P X0 , α being large (or g being smooth) implies that the two distributions P X0 and P X1 are similar, and vice versa. Similarly, the constant β quantifies the smoothness of the function θ.
Based on the above interpretation of the assumptions, let us interpret the rate of Theorem 2. Assume that α is very close to 0, meaning that g may be non-smooth. Even in this case, if β is large, that is if θ is smooth, we can still guarantee a certain rate of convergence. A similar argument holds for the case when β is close to 0: If α is large, then our estimator converges at a reasonable rate. In other words, Theorem 2 states that our estimator is guaranteed to converge reasonably fast, if either the Radon-Nikodym derivative g = dP X1 / dP X0 or the function θ is smooth. This property resembles that of doubly robust estimators [7, 10] . Therefore, even in the situation where the change from P X1 to P X0 is large, we may still expect a good performance with our estimator, given the relationship between X 0 and Y 0 is smooth. This will also be experimentally demonstrated.
Application: Off-policy evaluation
We demonstrate the effectiveness of our estimator in off-policy evaluation task. Let U be a space of user (or context) features, A be a space of treatments, and π : U → A be a stochastic policy which selects a treatment a ∈ A given a user u ∈ U. Given a target policy π * , off-policy evaluation generally aims to provide an unbiased estimate of its performance. It is assumed that we have access to logged data {(u i , a i , r i )} n i=1 obtained from an initial policy π 0 where u i represent the user features, a i ∼ π 0 (u i ) are the selected treatments (e.g., recommendations) given u i , and r i ∼ P 0 (r | u i , a i ) are the rewards, where P 0 (r | u, a) is the conditional distribution of rewards given u and a. The policy π 0 specifies how the set of recommendations, known as slates, are constructed given the user or context information. Finally, the reward r i can simply be the number of clicks on the recommendation.
To adopt our framework, we assume that once the user feature u i and the treatment a i are specified, the reward distribution will be unchanged, i.e., P * (r | u i , a i ) = P 0 (r | u i , a i ), regardless of which policy produced them. (Here P * (r | u, a) is the reward distribution when the policy is π * .) Intuitively, we expect only the recommendations, but not the user behavior/response, to change as a result of a policy change. The covariate distribution may differ depending on the situation. Based on this assumption, the reward distribution P * (r) under the target policy can be obtained as P * (r) = P * (r | u * , a * ) dP * (u * , a * ) = P 0 (r | u * , a * ) dP * (u * , a * ). Since we have access to a sample {(u i , a i , r i )} n i=1 from π 0 and a sample {(u * j , a * j )} m j=1 from π * , the embedding µ P * (r) can be estimated directly using (4) . That is, with the notation of Proposition 1, we let X := U × A, Y := R,
, P X0 := P 0 , P X1 := P * and so on. By virtue of Lemma 1, we can interpret µ P * (r) as the embedding of the actual counterfactual distribution. The resulting algorithm, which is very simple, is summarized in Algorithm 1.
Experiments
We compare our estimator to the following benchmark estimators in the off-policy evaluation task, using both simulated and real-world data. Below
The Direct method fits a regression modelη(u, a) for rewards r based on D null . The estimate is given by
where π * (a|u i ) denotes the recommendation probabilities under the target policy. Note thatη is typically biased toward the distribution P 0 of D null . We used a 3-layer feedforward neural network asη, for which the input feature vector is given by concatenating the vector of user u and all items in the recommendation a.
Weighted Inverse Propensity Score (wIPS). The wIPS estimator obtains an unbiased estimate of the target reward by re-weighting each observation in the logged dataset by the ratio of propensity scores under the target and null policies [17] . The wIPS estimator is defined by
are the propensity weights. Doubly Robust (DR). The DR estimator combines the two aforementioned estimators by exploiting both the regression modelη(u, a) and the propensity scores [7, 10] . The estimator is given by
The Slate estimator assumes that the reward value is linear w.r.t. a given recommendation [38] . It is defined as
where 1 ai ∈ R KM (K and M are the numbers of slots for recommendation and available items, respectively) is the indicator vector whose (k, m)-th element is 1 if the recommendation a i contains the item m in the slot k, Γ † ui is the Moore-Penrose pseudoinverse of Γ ui := E π0 [1 a 1 a |u i ], and q ui := E π * [1 a |u i ]. Because of the linearity assumption, the slate estimator has lower variance than IPS estimator; however, the estimator would suffer from bias if the assumption does not hold true.
For the CME, we used a kernel defined as k((u i , a i ), (u j , a j )) :
To be able to compare to other estimators, we used (r i , r j ) := r i , r j . The regularization parameter ε was selected by the cross validation procedure in Appendix B, while we determined σ u and σ a by the median heuristic, i.e., σ 2 u = median{ u i − u j 2 2 } 1≤i<j≤n and σ 2 a = median{ a i − a j 2 2 } 1≤i<j≤n .
Simulated data
As explained in §3.3, when a user visits a website, the system provides a recommendation as an ordered list of K ∈ N items out of M ∈ N available items to that user. Each item is represented by a feature vector v m ∼ N (0, σ 2 v I d ) for m = 1, . . . , M . Hence, a recommendation is an order list
. . , N where N denotes the total number of users. The reward r i is 1 if the user clicks any of the recommended items and 0 otherwise. Specifically, for each (a i , u j ) pair, let θ ij = P(click | a i , u j ) = 1/(1 + exp(−a i u j + ij )) be the probability of a click, where a i is the mean vector of feature vectors for a i , and ij is a Gaussian white noise. The reward of the recommendation a i is defined as r i ∼ Bernoulli(θ ij ).
For each user j a policy π generates the list of K recommended items by sampling without replacement with a multinomial distribution: The probability of item v l being selected is
where b j is the user preference vector of user j. For the target policy π * , we set b * j = p j u j for j = 1, . . . , N where p j := (p jk ) d k=1 with p jk ∼ Bernoulli(0.5). For the null policy π 0 , we set b j = αb * j where α ∈ [−1, 1]. After generating the item feature vectors {v 1 , . . . , v M }, the datasets
were generated from π 0 and π * , respectively. (Note that we only use r * . . , 10 0 } for our CME. We repeated experiments 30 times to obtain the mean squared error (MSE) for each estimator. Figure 1 depicts the experimental results (note that vertical axis is in log scale). In brief, we found that (i) the performance of all estimators degrade as the difference between π 0 and π * increases (i.e., as α tends to −1), but the CME is least susceptible to this difference, (ii) the Slate estimator does not perform well in this setting because its assumptions do not hold, (iii) all estimators deteriorate as the context dimension increases, but the effect appears to be more pronounced for the Direct, DR, and CME estimators than for the IPS and Slate estimators as they do not rely directly on the context variables, (iv) the opposite effect is observed if we increase the number of available items M , as illustrated in Figure 1(c) , and (v) the CME estimator achieves better performance than other estimators in most experiments. Supplementary results of this experiment can also be found in Appendix A.
Real data
For the real-world dataset, we use the data from the Microsoft Learning to Rank Challenge dataset (MSLR-WEB30K) [25] and treat them as an off-policy evaluation problem; the setup is similar to [38] . The data contains set of queries and corresponding URLs. Each query q and URL u pair is represented by a vector f q,u along with the relevant judgment ρ(q, u) ∈ {0, ..., 4}. For our reward function, we used the expected reciprocal rank (ERR) [8] , which is defined by ERR(q, u) :
For the null and target policies π 0 and π * , the vector f q,u is split into URL feature f url and body feature f body , which are then used to train two regression models to fit ρ(q, u): For π 0 the Lasso is used with f url and denoted by lasso url , and for π * the regression tree is used with f body and denoted by tree body .
The logged data D null is then generated as follows. We first sample query q uniformly from the dataset, and obtain top M candidate URLs based on the relevant scores predicted by tree body . The null policy π 0 then recommends K URLs out of these M candidates, according to the Plackett-Luce model parameterized by p α (u|q) ∝ 2 −α[log 2 rank(u,q)] , where rank(u, q) is the rank of the relevant score predicted by the tree body model and α >= 0 is an exploration rate. For D target , the target policy π * employs the same setting as the null policy π 0 , except that the predicted relevant scores are obtained from the lasso url model. In this experiment, we set α = 1 for the null policy, and consider both deterministic and stochastic target policies. For the stochastic policy, we set α = 2, while the deterministic policy selects the top-K URLs directly from the predicted relevant scores.
In this experiment, we used for the Direct method the regression tree, instead of a neural network. In addition, we included the OnPolicy method as a baseline, which estimates rewards directly from the target policies (and thus, this baseline should always perform the best). To accelerate the computation of the CME, we used the Nyström approximation method [40] . Figure 2 depicts the results. In short, our CME dominates other estimators in most of experiment conditions. (Note also here that vertical axis is in log scale, so the margins are significantly large.) The wIPS clearly suffers from high variance, especially in the deterministic target policy, and DR also suffers from the same issue, except in the top left condition. This would be because, in the deterministic policy setup, the propensity score adjustment requires an exact match between logged and target treatments, but this almost never happens when the treatment space is large. The Slate, Direct and CME are relatively robust across different conditions. The Direct method and CME perform particularly well when sample size is small, regardless of the treatment space, while the Slate estimator requires larger samples, especially in the large treatment space.
Discussion
Our estimator of counterfactual distribution exhibits appealing theoretical properties, and also serves as a practical tool for causal inference. Ultimately, we hope that our work can be useful not only for researchers in disciplines such as social science, epidemiology, and econometrics that rely on the potential outcome framework, but also for the driving machine learning community to solve this challenging problem, because several open questions still remain, e.g., the use of high-order moments of counterfactual distribution, and how to handle a hidden confounder and an instrumental variable.
Appendix A Experimental results
In this section, we provide additional results from extensive experimental studies presented in §4.
A.1 Simulated data
In this section, we investigate the behavior of different estimators as we vary the number of users N , the number of recommended items K, and the number of observations n. Figure 3 depicts the results. 
B Cross validation procedure for counterfactual prediction
One of the key challenges in counterfactual prediction is to perform model selection. Unlike standard cross validation, performing cross validation directly on the logged data results in the wrong choice of parameters. That is, the estimate of the performance measure will always be biased. This is obviously due to the fundamental problem of causal inference. To this end, given a dataset D and a parameter grid P, we propose the following general procedure for parameter selection.
1. Split D into K folds: D k = {(x j , s j , r j )} qk j=q(k−1)+1 for k = 1, . . . , K and q = n/K . 2. For each parameter p = 1, 2, . . . , |P|:
(a) For each fold k = 1, 2, . . . , K: i. Calculate {w j } q j=1 using propensity scores or covariate matching. ii. Re-weight the validation rewardr * k = q j=1 w j r q(k−1)+j (bias correction). iii. Use the remaining logged data D ¬k and validation data {(x * j , s * j )} qk j=q(k−1)+1 to compute the estimated rewardr k and corresponding error e k = (r k −r * k ) 2 . (b) Calculate the mean CV errorē p = 1 K K k=1 e k (variance reduction). 3. Pick the p-th parameter setting whoseε p is smallest.
The algorithm above follows the standard cross validation procedure, except the bias correction step on validation sets. In the bias correction step, we re-weight the sample in the validation set so that the performance estimate computed from this set is unbiased. Nevertheless, the estimate may have high variance, e.g., when the propensity weights are used. This pitfall is alleviated by the variance reduction step.
C Proofs for theoretical results
In this section, we collect proofs for theoretical results presented so far. To this end, we need to introduce certain concepts such as kernel integral operators.
C.1 Preliminaries
Basic definitions and notation. Let X be a measurable space and P X0 be a probability measure on X , and denote by L 2 (P X0 ) the Hilbert space of square-integrable functions with respect to P X0 . Similarly, let P X0 ⊗ P X0 denote the product measure of P X0 and P X0 defined on the product space X × X , and L 2 (P X0 ⊗ P X0 ) be the Hilbert space of square integrable functions w.r.t. P X0 ⊗ P X0 . Let k : X × X → R be a measurable positive definite kernel, and H be the RKHS associated with k.
To be rigorous, we will use the following notation due to [36] : For a function f : X → R, let [f ] ∼ denote the class of functions that are P X0 -equivalent to f :
We will assume the following property for k and P X0 . Assumption 3. The kernel k and and probability measure P X0 satisfy
Integral operators. Define three integral operators T :
Note that while these operators look similar, they are different in their domains and ranges. In particular, C XX is the covariance operator based on which our estimator is defined. Under Assumption 3, [36, Lemma 2.3] implies that the operator S * : H → L 2 (P X0 ) defined by S * g = [g] ∼ , g ∈ H is compact, and thus continuous. This operator S * is the adjoint of the operator S defined in (6) . Since S * is continuous, by [36, Lemma 2.3] , the operators T and C XX can be written as T = S * S, C XX = SS * .
The following lemma summarizes conditions required for eigen-decompositions of (5), (6) and (7) . Lemma 2 (Spectral decomposition of integral operators). Let X be a measurable space, k be a measurable kernel on X and P X0 be a probability measure on X such that Assumption 3 is satisfied.
where the convergence is in L 2 (P X0 ) for (8) , and in H for (9) and (10).
Proof. Since k and P X0 satisfy Assumption 3, it follows from [36, Lemma 2.3] that H is compactly embedded into L 2 (P X0 ). As a result, [36, Lemma 2.12] implies that there exists a family (e)
is an ONS in H , and (8) holds with convergence in L 2 (P X0 ).
We next show (9) 
where the convergence is in H since S is continuous. Note that we have T f ⊥ = 0, since have (8) and [e i ] ∼ , f ⊥ L2(P X 0 ) = 0 for all i. This implies that f ⊥ is in the null space of T . Since the null spaces of S and T are equal [36, Lemma 2.12, Eq.16] , it follows that Sf ⊥ = 0, which implies (9).
Finally we show (10) . First note that C XX e i = SS * e i = S[e i ] ∼ = µe i for all i. Using this and (9), for any g ∈ H we have
where the convergence is in H , which implies (10).
Definition 2. Let X be a measurable space, k be a measurable kernel on X and P X0 be a probability measure on X such that Assumption 3 is satisfied. Let (e i ) ∞ i=1 ⊂ H and (µ i ) ∞ i=1 ⊂ (0, ∞) be as in Lemma 2. Then for a constant β > 0, the β-th powers of T , S and C XX are respectively defined by
Lemma 3. Let X be a measurable space, k be a measurable kernel on X and P X0 be a probability measure on X such that Assumption 3 is satisfied.
be as in Lemma 2. Assume that the mapping S * : H → L 2 (P X0 ) has a dense image in L 2 (P X0 ). Then
Proof. Since k and P X0 satisfy Assumption 3, it follows from [36, Lemma 2.3] that H is compactly embedded into L 2 (P X0 ). Then one can use [36, Theorem 3.1] , which states that the assertion is equivalent to the assumption that the embedding S * : H → L 2 (P X0 ) has a dense image in L 2 (P X0 ).
Finally we define an integral operator T ⊗ T : L 2 (P X0 ⊗ P X0 ) → L 2 (P X0 ⊗ P X0 ) by, for any η ∈ L 2 (P X0 ⊗ P X0 ),
This is an integral operator in L 2 (P X0 ⊗ P X0 ) defined with the product measure P X0 ⊗ P X0 and the product kernel k ⊗ k :
For β > 0, let (T ⊗ T ) β be the β-th power of T ⊗ T for β > 0. This operator has the following property. Lemma 4. Let X be a measurable space, k be a measurable kernel on X and P X0 be a probability measure on X such that Assumption 3 is satisfied. Then for any β > 0, we have
Therefore T ⊗ T admits an eigen-decomposition from Lemma 2. It is easy to show that this eigen-decomposition is given by
where the convergence is in L 2 (P X0 ⊗ P X0 ). Thus, the β-th power of T ⊗ T can be written as
Therefore, for any f, g ∈ L 2 (P X0 ),
Motivated by Lemma 4, we will use the notation T β ⊗ T β := (T ⊗ T ) β in Appendix C.3.
C.2 Proof of Theorem 1
Our proof relies on several lemmas, which are collected and proven in Appendix C.4.
Proof of Theorem 1. By the triangle inequality, we can bound the error of our estimator as
where Eq. (11) can be interpreted as the estimation (statistical) error and Eq. (12) as the approximation error. The estimation error (11) can be shown to converge to 0 in probability as the regularization constant ε n decays to 0 sufficiently slowly, using the exactly same argument as in the proof of Theorem 8 in [12] . Therefore we omit the proof for the estimation error.
Here we aim to prove that the approximation error (12) goes to zero as ε n → 0. Note that to this end, we cannot apply the proof of Theorem 8 in [12] , since it relies on stronger assumptions than ours. We do this by using Lemma 11, which shows that the approximation error can be written as
where g εn = (T + ε n I) −1 T g. Below we show the convergence limits of (13) and (14) as ε n → 0, which conclude the proof.
Convergence of (13). We will show that
Note that we have
Therefore it suffices to show that
To this end, note that by the Cauchy-Schwartz inequality, we have
Thus we focus on showing that
First, by the triangle inequality, the left hand side of the above equation can be upper-bounded as
The first term of Eq. (17) can be written as
Similarly, the second term of Eq. (17) can be written as
= g L2(P X 0 ) g εn − g L2(P X 0 ) → 0 (ε n → 0) (∵ Lemma 9).
We have shown (16) , which concludes (15) .
Convergence of (14). Next, we will show that
(18) From Lemma 9, as ε n → 0, the left hand side converges to
Thus we have shown (18) . The proof completes by substituting (15) and (18) in (13) and (14) respectively.
C.3 Proof of Theorem 2
As in the previous section, the proof relies on lemmas collected in Appendix C.4. As mentioned in Appendix C.1, we will use the notation T β ⊗ T β := (T ⊗ T ) β , motivated by Lemma 4.
Proof of Theorem 2. By the triangle inequality we can bound the error of our estimator as
where (19) is the estimation error, and (20) is the approximation error. We will derive convergence rates for these two types of error separately in the following, and then determine the optimal schedule for the decay of the regularization constant ε n as n → ∞.
Rate for the estimation error (19) We will show that the estimation error (19) decays at the rate C YX ( C XX +ε n I) −1μ X1 −C YX (C XX +ε n I) −1 µ X1 F = O p (n −1/2 ε min(−1+α,−1/2) ) (n → ∞, ε n → 0). (21) First, as in the proof of [12, Theorem 11] , the left side can be upper-bounded as
Note that, by a classic result by Baker [2] , C YX can be decomposed as
Thus, the rate of the first term in (22) is
Next, the rate of the second term in (22) is given by
where c α is a constant depending only on α and g. Finally, for the third term in (22) , the rate is given as
n (∵ (23) and Lemma 8)
Since we will set ε n so that ε n → 0 as n → ∞, the rate of the third term is the slowest in the three terms in (22) . Thus we have shown (21) .
Rate for the approximation error (20) We will show that the approximation error decays at the rate
First note that, by the definitions of θ and g, we have
(25) Therefore, using Lemma 11, we can upper-bound the square of the approximation error (20) as
where g εn = (T + ε n I) −1 T g.
Bound on the first term in (26) . From the assumption θ ∈ Range(T β ⊗ T β ), there exists a function η ∈ L 2 (P X0 ⊗ P X0 ) such that θ = T β ⊗ T β η. We then have
We thus focus on bounding T β g εn ⊗ T β g εn − T β g ⊗ T β g L2(P X 0 ⊗P X 0 ) . By the triangle inequality,
Before proceeding, we note that T β g ∈ Range(T α+β ) holds because of the assumption g ∈ Range(T α ). Therefore by Lemma 10, we have
where c α+β is a constant depending only on α, β and g. The first term of (27) can then be upperbounded as
Similarly, the second term of (27) can be written as
Therefore the first term in (26) is upper-bounded by
Bound on the second term in (26) . First note that
From this and the equivalence (25) , (the half of) the second term in (26) can be written as
. (29) Note that we have θ = T β ⊗ T β η, which implies that
where T β 2 denotes the operator applied to the second argument of a function with two arguments. 7 Thus we have
.
Similarly, we have g, (T + ε n I) −1 T θ(·,x)dP X1 (x)
. 7 Note that (T β 2 η)(·,x)dPX 1 (x) is a function with only one argument, so the expression T β (T β 2 η)(·,x)dPX 1 (x) is justified.
Note that we have T g ∈ Range(T α+β ), which follows from the assumption g ∈ Range(T α ). Thus it follows that
where c α+β > 0 is a constant depending only on α, β and g.
Resulting approximation error rate. Using (28) and (30) in (26), we now obtain a bound on the approximation error:
Since we will set ε n to decay to 0, the rate is dominated by the terms involving ε α+β n . Noting that the above bound is for the squared approximation error, we therefore have the rate (24) for the approximation error.
Balancing the estimation and approximation error rates. Let ε n = n −b for some constant b > 0, which is determined by balancing the two rates (21) and (24) . This yields b = 1/(2 − α + β) for α ≤ 1/2, and b = 1/(1 + α + β) for α ≥ 1/2; equivalently, b = 1/(1 + β + max(1 − α, α)) for 0 < α ≤ 1. The proof completes by substituting the resulting ε n = n −b in (21) and (24) .
C.4 Lemmas
We collect lemmas that are needed for proving the main results.
Lemma 5. Assume that P 1 is absolutely continuous with respect to P X0 , and let g := dP X1 /dP X0 be the Radon-Nikodym derivative. If g ∈ L 2 (P X0 ), we have µ X1 = Sg.
Proof. By the definitions of the kernel mean µ X1 and the Radon-Nikodym derivative g, we have µ X1 = k(·, x)dP X1 (x) = k(·, x)g(x)dP X0 (x) = Sg ∈ H . Lemma 6. Let X be a measurable space, k be a measurable kernel on X and P X0 be a probability measure on X such that Assumption 3 is satisfied. Then for any f ∈ L 2 (P X0 ) and ε > 0, we have
as in Lemma 2. Then by Lemma 2, which is applicable from our assumption on k and P X0 , we have
Lemma 7. Let X be a measurable space, k be a measurable kernel on X and P X0 be a probability measure on X such that Assumption 3 is satisfied. Then for any f ∈ L 2 (P X0 ) and α > 0, we have 
Lemma 8. Let X be a measurable space, k be a measurable kernel on X and P X0 be a probability measure on X such that Assumption 3 is satisfied. Assume that the Radon-Nikodym derivative g := dP X1 /dP X0 satisfies g ∈ Range(T α ) for a constant α > 0. Then for any ε > 0, we have
where c α := S 1/2 h H is a constant with h ∈ L 2 (P X0 ) being a function such that g = T α h (which exists from the assumption g ∈ Range(T α )).
Proof. As in the assertion, write g = T α h for h ∈ L 2 (P X0 ). By Lemmas 5 and 7, we can then write µ X1 as µ X1 = Sg = ST α h = C 1/2+α XX S 1/2 h. Therefore we have
Below we focus on bounding the first term in the above bound. If α ≤ 1/2,
On the other hand, if α > 1/2,
Lemma 9. Let X be a measurable space, k be a measurable kernel on X and P X0 be a probability measure on X such that Assumption 3 is satisfied. Assume that the mapping S * : H → L 2 (P X0 ) has a dense image in L 2 (P X0 ). Then any g ∈ L 2 (P X0 ), we have
be as in Lemma 2. By Lemma 3 and our assumption on S * ,
. From this and Lemma 2, we then have
Thus, by Parseval's identity,
and that lim ε→0 ε(µ i + ε) −1 2 = 0 (which follows from µ i > 0 for all i = 1, 2, . . . ). These facts enable the use of the dominated convergence theorem, from which we have
Lemma 10. Let X be a measurable space, k be a measurable kernel on X and P X0 be a probability measure on X such that Assumption 3 is satisfied. Let g ∈ L 2 (P X0 ), and assume that g ∈ Range(T α ) for a constant 0 < α ≤ 1. Then, for all ε > 0, we have (T + εI) −1 T g − g L2(P X 0 ) ≤ c α ε α , where c α := h L2(P X 0 ) with h ∈ L 2 (P X0 ) being such that g = T α h.
Proof. Let (e i ) ∞ i=1 ⊂ H and (µ i ) ∞ i=1 ⊂ (0, ∞) be as in Lemma 2. As in the assertion, from the assumption g ∈ Range(T α ) there exists h ∈ L 2 (P X0 ) such that g = T α h. Therefore g can be written as
where the convergence is in L 2 (P X0 ), and b i := h, [e i ] ∼ L2(P X 0 ) . It then follows that
Therefore, by Parseval's identity, we have
The right side of the above equation can be upper-bounded as
where the above two inequalities follow from ε > 0 and µ i > 0, and the last inequality uses α ≤ 1. Thus, we have
where the last inequality follows from ([e i ] ∼ ) ∞ i=1 is an ONS in L 2 (P X0 ) and the Parseval's identity.
Remark 1. Different from Lemma 9, Lemma 10 does not require the condition that S * has a dense image in L 2 (P X0 ). In Lemma 9, this condition is required to guarantee that ([e i ] ∼ ) ∞ i=1 is an ONB in L 2 (P X0 ), so that g can be expanded by this ONB. On the other hand, in Lemma 10, g can be written as (31) , thanks to the assumption g ∈ Range(T α ). Therefore Lemma 10 does not need the condition on S * .
The following is the key lemma, based on which we show the consistency and convergence rates of our estimator. Lemma 11. Let X be a measurable space, k be a measurable kernel on X and P X0 be a probability measure on X such that Assumption 3 is satisfied. Assume P X1 is absolutely continuous with respect to P X0 with the Radon-Nikodym derivative g = dP X1 /dP X0 such that g ∈ L 2 (P X0 ). Define a function θ : X × X → R by θ(x, x ) := E Y0,Y 0 [ (Y 0 , Y 0 )|X 0 = x, X 0 = x ]. Then for any ε n > 0, we have
where g εn := (T + ε n I) −1 T g. In the second term of the right hand side, the inner-product is well defined, since we have (T + ε n I) −1 T E Y0 [µ Y 0|1 (Y 0 )|X 0 = ·] ∈ L 2 (P X0 ).
Proof. First note that
F . As shown in the proof of Theorem 8 in [12] , the third term in (32) can be written as
We thus derive the expressions for the first two terms in (32) below.
The first term in (32): Let f ∈ H be arbitrary, and let (X 0 ,Ỹ 0 ) denote an independent copy of (X 0 , Y 0 ). By the definitions of C YX and θ, we have
Now define f := (C XX + ε n I) −1 µ X1 ∈ H . With this choice of f , the quantity C YX f 2 F is equal to the first term in (32) . From (34) , it follows that
= S * f ⊗ S * f, θ L2(P X 0 ⊗P X 0 ) = S * (C XX + ε n I) −1 µ X1 ⊗ S * (C XX + ε n I) −1 µ X1 , θ L2(P X 0 ⊗P X 0 ) = S * (C XX + ε n I) −1 Sg ⊗ S * (C XX + ε n I) −1 Sg, θ L2(P X 0 ⊗P X 0 ) (∵ Lemma 5) = (T + ε n I) −1 T g ⊗ (T + ε n I) −1 T g, θ L2(P X 0 ⊗P X 0 ) (∵ Lemma 6) = g εn ⊗ g εn , θ L2(P X 0 ⊗P X 0 ) ,
where g εn := (T + ε n I) −1 T g.
The second term in (32) : First we have
where (X 0 ,Ỹ 0 ) is an independent copy of (X 0 , Y 0 ). For the first expression in Eq. (36), we can also show that E Y0 [µ Y 0|1 (Y 0 )|X 0 = ·] ∈ L 2 (P X0 ) as follows.
≤ θ 2 (x,x)dP X0 (x) g 2 (x)dP X0 (x)dP X0 (x) (∵ Cauchy − Schwartz) = g L2(P X 0 ) θ 2 (x,x)dP X0 (x)dP X0 (x) < +∞.
We also have
Note that SE[µ Y 0|1 (Y )|X = ·] is well defined, since E[µ Y 0|1 (Y )|X = ·] ∈ L 2 (P X0 ). Now for the second term in (32), we have
