Introduction
Poisson approximation has received extensive interest in recent probability literature. The general problem is to derive bounds on the closeness of a suitable Poisson distribution to the distribution in question (usually of discrete type). To measure the degree of proximity of Poisson approximation, the following distances are usually introduced: for any two random variables X and Y taking values in the set of nonnegative integers (Matusita or Hellinger distance).
In particular, the total variation distance is the most studied one for Poisson approximation problems.
Several different approaches have been proposed, the "big three" (according to Steele [82] ) being:
the Chen-Stein method (cf. [6, 12] ), the coupling (cf. [12, 19, 58, 67, 78] ) and the semi-group method (cf. [22, 23, 24, 76, 93] ). Another less used approach is the characteristic function method which is in essence closer to ours and was employed directly or implicitly by many authors since Uspensky [89] ; see Le Cam [67] , Franken [39] , Kerstan [61] , Shorgin [79] , Deheuvels and Pfeifer [24] , Witte [93] and Steele [82] for further references.
In this paper, we shall describe the asymptotic behaviors of several distances of Poisson approximation to a wide class of discrete distributions covering many examples from number theory, combinatorics and arithmetic semigroups. Our aim is to show that whenever (analytic) generating functions of the random variables in question are available, complex-analytic methods can be used to derive precise asymptotic results for the five distances above. Actually, we shall consider the following generalized distances: let α > 0 be a fixed positive number,
TV (X, Y ) = |P(X = j)
Note that d
(1)
M . Besides the case α = 1 (and α = 1/2 for d 
TV was previously studied by Franken [39] for Poisson approximation to the sum of independent but not identically distributed Bernoulli random variables. We take these quantities as our measures of degree of nearness of Poisson approximation, some of which may be interpreted as certain norms in suitable space as many authors did (cf. [12, 22, 23, 74, 96] ).
For a large class of discrete distributions, we shall derive an asymptotic main term together with an error estimate for each of these distances. Our results are thus "approximation theorems" rather than "limit theorems". The common form of the underlying structure of these distributions suggests the study of an analytic scheme as we did previously for normal approximation and large deviations (cf. [53, 54] ). Many concrete examples from probabilistic number theory and combinatorial structures will justify the study of this scheme. Our treatment being completely general, many extensions can be further pursued with essentially the same line of methods. We shall discuss some of these, including Halász Poisson approximation theorem (cf. [30, 45] ), Bessel approximation, and Prohorovtype normal approximation (cf. [73] ). The approach used in this paper can equally be extended to many other measures, like, for example, the χ 2 -distance and the Kullback-Leibler distance; cf. [74, 96] . We note that, in particular, the Kullback-Leibler distance was usually used to bound the other distances; see, for example, [33, 75, 90] .
From a methodological point of view, we observe that while general effective bounds may be derived for Poisson approximation by the Chen-Stein method (with or without coupling), our method is especially useful for deriving asymptotic estimates when suitable generating functions are available.
The latter is, in essence, less deep and more straightforward, yet the asymptotic character of the quantities in question is usually more transparent. As is well known, these two types of results (effective error bounds and asymptotic estimates) are, in most cases, complementary.
Traditionally, Poisson limit theorem, as opposed to central limit theorem, is a theoretical description of phenomena that are the cumulative effect of many improbable events. However, in many instances, Poisson approximation provides a more uniform asymptotic character. For example, if X is a binomial random variable with parameters n and p > 0, then X is asymptotically Poisson for np → λ, for some finite λ; and asymptotically normal for np → ∞. But the transition will be more smooth by using a Poisson variate with mean np; see [12, 73] for precise quantitative results.
Although we consider mainly in this paper Poisson approximation with large parameter λ, the approach used is also suitable for the case of finite λ; three simple examples will be given in § 5.5.
Application to the classical Poisson binomial distribution will be investigated in a companion paper.
It turns out that Uspensky's integral representations (cf. [89, 79] ) play an important rôle in error estimations.
In the next section, we first develop a general analytic scheme for Poisson approximation based on the asymptotic behavior of the probability generating functions of interest. In order to show that our analytic conditions for the Poisson scheme are reasonably workable, we next develop general analytic tools for justifying, in a much simpler and systematic way, the required conditions for combinatorial distributions. These tools include the singularity analysis of Flajolet and Odlyzko [35] and a more elementary approach which we might term as a convolution method. The latter approach (for deriving uniform estimates for probability generating functions of combinatorial distributions) covers the case when the powerful singularity analysis cannot directly apply due to the presence of natural boundary.
This occurs, for example, for the number of cycles in permutations for which each cycle is of distinct size:
where u "marks" the number of cycles. Our methods permit a systematic treatment of these structures (with or without analytic continuation). Many such examples will be given. Then we briefly consider analytic arithmetic schemes. Extensions will be discussed in § 5. Finally, we conclude with some possible lines of further extensions.
Notation. Throughout this paper, we denote by Φ(x) the standard normal distribution function:
The symbol [z n ]f (z) represents the coefficient of z n in the Taylor expansion of f . Following a numbertheoretic convention, the Vinogradov symbol is used as a synonym of Landau's O(.) symbol. All generating functions will denote functions analytic at the origin with nonnegative coefficients. The symbols ε and δ always denote arbitrarily small but fixed quantities whose values may vary from one occurrence to another. We use y and y to denote the largest (resp. least) integer ≤ y (resp. ≥ x).
The same group of letters are used to denote structures (C), generating function (C(z)), and the counting function (c n ). When α = 1, we write simply
for α = 1/2. All limits, including O, o, ∼, and , whenever unspecified, will be taken as n → ∞.
A scheme for Poisson approximation
Let {X n } n≥n 0 be a sequence of random variables taking only values in the set of nonnegative integers (n 0 ≥ 1). Assume that the probability generating function P n (w) of X n satisfies asymptotically
where h is a fixed non-negative integer,
-g is independent of n and is analytic for |w| ≤ η, where η > 1; g(1) = 0 and g(0) = 0;
-ε n (w) is analytic for |w| ≤ η and satisfies
Let Y = Y h be a Poisson random variable with mean λ + g (1):
Let α > 0 be a fixed positive number and set κ = |g (1) − g (1) 2 |.
Theorem 1.
Under the above assumptions on X n , we have, as n → ∞,
where Γ is the Gamma function and
In particular, we have c(1) = b(1) = 4e −1/2 , c(2) = The choice of Y is motivated by the fact that the expectation of X n satisfies (cf. [57] )
under the same assumptions. One could have used the simpler choice that Y is Poisson with mean λ, the asymptotic main terms would then increase by a factor λ α/2 for each formula of the theorem.
The dependence of Y on h has also the effect of making the magnitudes of the leading constants smaller.
Although our assumptions on X n can be weakened (see § 5), we chose its current form of presentation for three reasons: first, our method of proof is best described by this simplified version and readily amended for more general cases; second, it covers already many concrete applications, the results obtained being new and the best possible (in asymptotic sense); third, we can derive a uniform asymptotic formula for the distribution function of X n as follows.
Theorem 2.
Under the same assumptions of Theorem 1, we have
uniformly for all possible forms of variation of m, where for m ≥ h
Since the different asymptotic behaviors of the Poisson distribution function P(Y ≤ m) are well known (cf. [55, 59] or (16)), the choice of P(Y ≤ m) as a basic asymptotic approximant is also of practical value.
Lemmas
In this section, we derive some useful estimates which, besides their applications to the proof of Theorem 1, are usually of use for Poisson approximation problems.
Lemma 1.
If f (w) is analytic for |w| ≤ η, η > 1, and f (0) = 0, then the integral
for fixed integers k, h ≥ 0 and for h ≤ m ≤ ηλ. On the other hand, if m ≥ ηλ, then
Proof. Clearly, if m = h then (8) holds. We assume m > h. By the choice of r, we have
Using the inequalities
and 1 − cos t ≥ 2 π 2 t 2 for |t| ≤ π, we see that the integral on the right-hand side of (10) is bounded above by
Thus (8) follows from
for m > h. In a similar and simpler manner, taking |w| = η and estimating the integral crudely yield (9) . This completes the proof.
Define for k, m ≥ 0
Then the difference of the sequence e −λ λ m /m! satisfies
by direct calculations. The C k 's are essentially the Poisson-Charlier polynomials (cf. [21, 85] ). Denote the k distinct zeros of C k (λ; m) (as an equation in m) by ζ k1 < ζ k2 < · · · < ζ kk and their integral parts by m kj , j = 1, 2, . . . , k.
Lemma 2. For each fixed positive integer k, the sum
Proof. Observe first that
for each fixed k ≥ 1. Thus if k is even then
On the other hand, if k is odd then
Thus (11) follows.
In particular, since
we have (see also [23] )
. By Cardano's formula for cubic polynomials and by some straightforward computations (with the aid of symbolic computation packages like MAPLE), we also have
Since the formula for S k becomes, although explicit, quite complicated as k ≥ 3, we derive the corresponding asymptotic relations when λ gets large.
Define the Hermite polynomials h k (x) by
Thus h k satisfies
Consider, more generally, the sum
through which our approach to Poisson approximation is best described.
Proposition 1.
For each fixed positive integer k and α > 0, S k (α) satisfies
as λ → ∞, where
We have
and for α = 1,
Asymptotically,
Note that this relation holds identically when k = 0 and 1.
Proof of Proposition 1.
and decompose S k into three parts:
The two sums S [1] k and S [3] k are asymptotically negligible: apply Lemma 1 with h = 0, f ≡ 1, and η = r 2 := 1 + Aλ −1/2 ,
k , we use again Cauchy's integral formula and Laplace's method:
say. The integral I 2 is exponentially small:
For I 1 , we have, by a change of variable and Taylor's expansion,
From the formula 1 2π
it follows that
Since the |h k (x)|'s are piecewise differentiable (except for at the zeros of h k (x)), we can divide the summation range into k + 1 subintervals and in each of which apply the Euler-Maclaurin summation formula (cf. [94] ). (One may also apply the argument by Prohorov [73] .)
In this way, the sum is well approximated by its integral counterpart and we obtain (13).
Proof of Theorem 1
Proof of (2) and (4). Set δ m = P(X n = m) − P(Y = m). As in the last section, we take A = λ 1/7
and set 
Likewise, using the estimate (9), we deduce that
For |m + h − λ| < A √ λ, we choose r = m/λ and write δ m+h = I 3 + I 4 , where
From the fact that ε n (1) = 0, it follows that
For I 3 , we write
and split the integral into two parts: I 3 = I 5 + I 6 , where
By Lemma 1, we have
and by (12) ,
Thus for M 1 < m < M 2 ,
and consequently
Note that |G(1)| = κ/2 and c(α) = ν 2 (α). The result (4) follows from the above formula by elementary calculus and (2) from approximating the sum by an integral as in the proof of Lemma 1.
Proof of (3) and (5). Set
where υ > 0. Note that the integrand has a removable singularity at w = 1. Taking υ = (m − h)/λ,
and thus (15), we obtain
For the remaining range M 1 < m < M 2 , we write ∆ m+h = I 7 + I 8 , where
since ε n (1) = 0. The integral I 7 is evaluated as for I 3 (υ = m/λ):
uniformly for |x| ≤ A. The formulae (3) and (5) now follow as above.
Proof of (6) . (Sketch) Again from Cauchy's integral formula (or Fourier inversion formula), we derive the local limit theorems for X n and Y :
uniformly for |x| ≤ A. The result (6) follows as above.
Proof of Theorem 2
The basic idea of the proof is the same as that in Balazard, Delange and Nicolas [11] (cf. also [10] for details) in which a uniform asymptotic formula was derived for the number of prime factors of a randomly chosen integer between 1 and n. The details having been given in [10] and in [56] for similar integrals, we shall only sketch the main steps.
say. Since ε n (1) = 0, by Lemma 2 and the estimates for Π m (λ), we easily deduce that
(by considering two cases: m < ηλ and m ≥ ηλ). As to I 9 we expand g(w) at w = ρ, giving
where
By the asymptotic estimates for Π m (λ) (cf. [55] ):
M > 0 being sufficiently large, and some detailed analysis (by dividing into three cases m ≤ M 1 ,
in all cases. The asymptotic estimate for ρ follows easily from (16).
Analytic combinatorial schemes
The study of (analytic) combinatorial scheme is motivated by the crucial observation that the statistical properties of parameters in discrete structures are well-reflected by the analytic properties of their (bivariate) generating functions. Thus a classification according to the later and then application of suitable analytic and probabilistic tools for asymptotic analysis make it possible a systematic treatment of the statistical properties of a class of combinatorial structures. This line of investigation, initiated by Bender [13] in the early seventies and then continued by Bender, Canfield, Richmond, Williamson and Gao (cf. [20, 14, 15, 40] ), was recently further developed, most notably, by Flajolet and Soria [36, 37] and Hwang [53] . In particular, the uniformity provided by the powerful singularity analysis of Flajolet and Odlyzko [35] played an important rôle.
In this section, we start with the bivariate generating functions of several different types of the parameter "number-of-components" in partitional complex and multiset constructions (cf. [36, 38, 43] ). Then we review an analytic scheme originally introduced by Flajolet and Soria [36, 37] and studied in detail in Hwang [53, Ch. 5] for which we will be able to, in particular, apply our Poisson approximation formulae of Theorems 1 and 2. We then state the restriction of this scheme and then go on to develop a more general one. Briefly, the former scheme is based on the applicability of the singularity analysis (and thus demands the availability of an analytic continuation of the generating function in question). When the generating function has its circle of convergence as a natural boundary, we shall use another method, more elementary in character, to derive necessary estimates for applying our two theorems. The results obtained (even the trivial consequence of asymptotic normality) seem the first of its kind for structures for which the circle of convergence is a natural boundary yet the singularity is not so "heavy" to apply, say, the saddle-point method as in most problems of integer partitions (cf. [3, Ch. 6]).
Combinatorial constructions
In this section, we list the bivariate generating functions of several notions of the parameter "numberof-components" in labeled and unlabeled combinatorial constructions to motivate our study on analytic combinatorial schemes. Ultimately, we shall show that under general conditions, the number of components in these structures are all well approximated by suitable Poisson distributions.
Consider first labeled structures. Let T be a class of combinatorial structures with exponential generating function T (z) = n≥1 t n z n /n!. Let L be the partitional complex construction of T (cf. [36, 38, 43] ). We consider the following four types of "number of components" ("marked" by w).
1.
[Ω-function] The total number of T -components in L:
The number of components in the subclass of L in which no two components are order-isomorphic:
The number of components in the subclass of L in which every component is of distinct size:
Roughly, we shall show that if t n /n! = θζ n n −1 + smaller order terms, θ, ζ > 0, then the random variables associated with the coefficients of these generating functions are all asymptotically Poisson in the sense of § 2.
In a parallel manner, we consider the multiset construction U of a class of (unlabeled) structure E with ordinary generating function E(z) = n≥1 e n z n and the following types of components (again "marked" by w). 1.
[Ω-function] The number of E-components in U (with multiplicity):
2.
[ω-function] The number of distinct E-components in U (without multiplicity):
The number of distinct component-sizes in U:
4.
[0-function] The number of E-components in the set construction of E (subclass of U in which every E component appears at most once) :
5.
[ -function] The number of E-components in the subclass of U in which no two components are of the same size:
Briefly, we shall show that the general condition e n = θζ n n −1 + smaller order terms, 0 < ζ < 1, suffices to guarantee the application of Theorems 1 and 2 for the random variables associated with the coefficients of these generating functions.
Let P (z, w) be a generic symbol denoting any one of {L σ , U σ }, σ ∈ {Ω, ω, χ, 0, } and C ∈ {T , E}.
By standard analytic arguments, these nine apparently similar generating functions may be roughly divided into two classes depending on whether P can be analytically continued outside its circle of convergence or not. Table 1 shows such a classification when C(z) is logarithmic (cf. [36] or below) and when ζ < 1 for unlabeled structures.
An exp(log)-scheme by singularity analysis
From the previous section, we see that the (bivariate) generating functions of many combinatorial structures can be written into the form
Since we are concerned with Poisson approximation, it is natural to consider the case when C(z) is of logarithmic type. A definition for our purposes is as follows.
Definition.
[Logarithmic function] Let f (z) be a generating function with a unique dominant singularity ζ > 0 on its circle of convergence. We say that f is logarithmic of type (ζ, θ, K), θ > 0,
in which f satisfies
For convenience of reference, let us introduce the following definition. For structures F whose bivariate generating functions satisfy the above conditions, we shall write
Proposition 2. For structures F ∈ SA, we have
uniformly for |w| ≤ η, where
Proof. (Sketch) By assumptions, we have
as z ∼ ζ and z ∈ ∆ 0 . By Cauchy's integral formula and by choosing a suitable Hankel-type contour in the style of Flajolet and Odlyzko [35] , we derive the uniformity of (18) . See [53, Ch. 5] for a detailed proof.
Since the coefficients of F are nonnegative, we can introduce a uniform probability distribution on the set of F-structures of size n:
for sufficiently large n. Then, with λ = θ log n, P n (w) satisfies
, uniformly for |w| ≤ η, where
Thus
where ψ is the logarithmic derivative of the Gamma function. Note that κ = |g
LetF n denote the number of F-structures of size n. ThenF n = n!F n (1) or = F n (1) depending on whether the structures are labeled or unlabeled.
Theorem 3. If F ∈ SA andF n → ∞, then Theorems 1 and 2 both apply with λ = θ log n, h = 1 and g(w) defined in (20) .
Note that the conditionF n → ∞ implies that ζ < 1 in unlabeled case.
The application of this result to structures L and U according to Table 1 is clear. Examples with further discussions will be given later.
An exp(log)-scheme by convolution method
When analytic continuation of either C(z) or S(z, w) is not available or not possible, the above approach has to be suitably modified. In this case, inspired by a theorem of Selberg [77] for complex powers of Riemann's zeta function (see also Tenenbaum [88, Ch. II.5]), we separate the singular part from the smooth part of F (z, w), apply the singularity analysis to the first part and then employ more elementary argument (convolution method, as we might call) to achieve the required estimate for F n (w).
We are thus led to consider the following general scheme in which a unified treatment of both cases (with or without analytic continuation) is incorporated.
[CM-class] Assume that F (z, w) is a bivariate generating function of the form (17) , where the radius of convergence of C(z) is ζ > 0 and -there exists constants θ, β 1 > 0 such that
and -S(ζ, 0) = 0, S(ζ, w) is analytic for |w| ≤ η, η > 1, and there exists a constant β 2 > 0 such that
uniformly for |w| ≤ η.
For structures F whose generating functions satisfy the above conditions, we shall write F ∈ CM.
Let β = min{β 1 , β 2 , 1} and
where φ(w) is given as in (19) and for |w| ≤ η
uniformly in each specified range of w.
Note that the formula (22) is asymptotic when w > −β/θ.
Observe also that we can write
Consequently,
where I(z, w) = e wC 1 (z) S(z, w).
Our method of proof consists in showing first that
and then that the main contribution to F n comes from the singular part (1 − z/ζ) −θw .
Lemmas
The lemmas in this section are the basis of our convolution method.
Lemma 3. Let a, b ∈ R be two constants and define the sum
Proof. Dissecting Σ a,b (n) into two parts:
The required results follow from the elementary estimates
Corollary 3. Let q(z) be a power series defined for |z| < 1. If there exists a constant γ > 0 such
The last estimate implies that [z n ]q (z) n −γ for any ≥ 1 when γ > 1. Making explicit the implied constant, we have the following result.
Lemma 4. Let q(z) = n≥0 a n z n and Q(z) = e q(z) = n≥0 A n z n be power series defined for |z| < 1, a n , A n ∈ C. Then for each γ > 1
Proof 
We have, as in the previous Lemma,
where ζ is Riemann's zeta function. Similarly, by induction,
This completes the proof.
Remark. The case γ = 2 has been encountered in different contexts and different elementary methods of proof have been used; see [44, 63, 69, 70] . Besides these elementary proofs, we can also give an analytic proof along the line of Mellin transform (by deriving a uniform O-estimate of n≥1 n −γ e −nu ) and singularity analysis. Actually, we can show that if a n ∼ wn −γ , w ∈ C \ {0}, γ > 1, then we have
This is the ∼-version of Lemma 4. An o-version can also be established by elementary means. Thus the asymptotic transfer from a n to A n in this simple case is completely characterized.
Lemma 5. Let Ξ(z, w) = n≥0 Ξ n (w)z n be a power series convergent for |z| < 1. Assume that
If there exists a constant γ > 0 such that, uniformly for |w| ≤ η, η > 0,
where, for |w| ≤ η, Θ n (w) n θ w−1−min{1,γ} log n, if w ≥ 0;
Proof. By singularity analysis, we have
uniformly for |w| ≤ η. Note that Stirling's formula loses uniformity for parameter near the negative real axis, the so-called Stokes phenomenon (cf. [94] ). We decompose D n (w) into five parts:
say. By hypothesis, Ξ n (w) n −1−γ , we have
For Z 1 (n), if θw = 1, we use the estimates
and we obtain
If θw = 1, Z 1 (n) = 0 and the estimate still holds. Using B n (w) n θ w−2 , we have
Finally, it is the estimate of Z 3 (n) that gives rise to the restriction on the range of w:
Collecting the results, we obtain
This proves (27).
Proof of Proposition 3
Without loss of generality, we may assume that ζ = 1. Let β 0 = min{β 1 , β 2 }. We first show that (24) holds. By Lemma 4,
uniformly for |w| ≤ η. Since I(z, w) = e wC 1 (z) S(z, w), we have
by Lemma 3. The formula for F n (w) now follows from applying Lemma 5.
Poisson approximation
Assume that F ∈ CM. By (22) with w = 1, we have
Consider the random variables associated with F n (w):
for large enough n. From (22), we obtain P n (w) = wg(w)n θ(w−1) 1 + O n −δθ log n , if w ≥ −β/θ + δ and |w| ≤ η; n −1−β + n −β−δθ−δ , if w < −β/θ + δ and |w| ≤ η,
uniformly for w in each range, where g(w) is given by (20) .
We now show that the result (22) suffices to guarantee the validity of our Poisson approximation formulae. LetF n denote the number of F-structures of size n. ThenF n = n!F n (1) or = F n (1) depending on whether the structures are labeled or unlabeled.
Theorem 4. If F ∈ CM andF n → ∞, then the results in Theorems 1 and 2 hold with h = 1 and λ = θ log n.
Proof. (Sketch) The formula (28) may be regarded as a first extension of the analytic conditions of § 2. We shall not give the details here but only remark that in each of the Cauchy integrals encountered in the proofs of Theorems 1 and 2 the main contribution comes from a neighborhood of the positive real axis, the other portion of the contour being asymptotically negligible.
For completeness, we give the asymptotic formula for the mean and variance of X n (cf. [57] ):
Poisson approximation for labeled structures
In this section, we show the following result.
Theorem 5. Assume that
for some ζ > 0 and The condition (29) is a rather general one and the results further reveal the fact that combinatorial constructions, like set, multiset, cycle, and sequence, usually give rises to "regular" structures.
The key constant κ in these structures is given by
In general, the computation (to great precision) of the two constants κ ω and κ are less trivial since the general terms in the series are of order n −2 .
We first develop our basic lemmas for establishing the smoothness of generating functions and then prove this theorem. Finally, we discuss some typical examples. Almost all our results are new and the best possible (from an asymptotic viewpoint).
Lemmas
The following result will be applied to L ω , L , U χ and U . Lemma 6. Assume that f (z) = n≥2 a n z n is an entire function satisfying a n ξ n n! for some ξ > 0, and {b n } n≥1 is a sequence such that b n n −1 . Then
Proof. We have
Thus (6) follows from Lemma 4.
Remark. In a similar way, if b n n −γ for some γ > 0, then A n ξ n −2γ .
Lemma 7. Let f (z) = n≥2 a n z n be a power series convergent in the unit circle and {b n } n≥1 be a sequence. If a n 1 and b n n −γ ,
Proof. By definition
Take p = (3γ + 1)/γ. By hypothesis, we have
as required, with the convention that a x = b x = 0 if x ∈ Z + .
Proof of Theorem 5
Without loss of generality, we may assume that ζ = 1. By (29) we can write
We have to show that for each of L σ , σ ∈ {Ω, ω, 0, }, we can write
uniformly for |w| ≤ η, for some η > 1. Actually, we shall show that we can take β 2 = 1 in all cases.
The estimate (31) is trivial for L Ω :
Λ Ω (z, w) ≡ 1.
Let w be any complex number satisfying |w| ≤ η where η > 1 is a fixed quantity. Consider
We now show that uniformly for |w| ≤ η
and (31) will hold with β 0 = min{β 1 , 1}. To that purpose, we take
For L 0 , we have
Thus for |w| ≤ η
and Lemma 6 applies. Thus L 0 ∈ CM.
Finally, the estimate (31) for Λ (z, w) follows either from Lemma 6 with
or from Lemma 7 with f (z) = log(1 + wz) − wz.
This completes the proof of Theorem 5.
Examples
In this section, we discuss some typical examples.
Cycles in permutations (or the number of record, Stirling numbers of the first kind, etc.) The exponential generating function for cycles is given by
that is, t n = (n−1)!. Since permutations are partitional complex of cycles, the Poisson approximation formulae in § 2 apply either by Theorem 3 or by Theorem 5.
The constant κ in each case is given as follows (indexed by the corresponding structure):
Only the formulae for d
L for Ω-function were previously obtained by Pfeifer [72] and Roos [76] . All other results are new. For relevant materials on permutations, see Erdős and Turán [31] , Wilf [92] , Greene and Knuth [44] , Arratia and Tavaré [8] , Knopfmacher and Warlimont [63] , and Arratia et al. [7] ; and on record values, Nevzorov [68] and Borovkov and Pfeifer [18] .
Random mappings. Structurally, random mappings are set of cycles of rooted labeled trees. In terms of the notation of § 3.1, the generating function for the number of cycles (T -structures) is given by (cf. [34, 65] )
By the implicit function theorem (or, in this case, one considers n≥1 n n−1 e −n−nu /n! by Mellin transform) and the analytic continuation of K, we have
uniformly for z in any compact region contained in a certain ∆ 0 -domain; and consequently
t n e n = 1 2n
Theorem 3 applies. An explicit expression for t n is easily obtained by the Lagrange inversion formula
For further information on random mappings, see [2, 29, 34, 47, 60] .
Profiles of increasing trees. A plane recursive tree (cf. [16] ) is a (plane) increasing tree, namely, a labeled rooted tree in which labels along any path from the root form an increasing sequence, with degree set {0, 1, 2, . . . }. Let L n,m denote the expected number of nodes at depth m in a random plane recursive trees with size n, where each tree of n nodes is chosen uniformly at random. We have the generating function (cf. [16] )
The definition is extended to w = −1 by letting
Our Poisson approximation theorems apply with
Similarly, the same types of results hold for binary increasing (or search) trees
and for the class of polynomial varieties of increasing trees. Note that the asymptotic normality has been established in [16] . For a recent survey on combinatorial and stochastic properties of recursive trees, see [80] .
The number of cycles in 2-regular graphs with generating function (cf. [36] )
also exhibits our typical Poisson behaviors.
Ramark. The generating polynomials of many combinatorial parameters have a special property:
all zeros are real and non-positive. This is the case, for example, for the number of cycles in permutations and in random mappings. From this nice property, good bounds can be derived by applying the Chen-Stein method or the semigroup method to sums of independent Bernoulli variates.
For these and many probabilistic bounds, see Pitman [71] for a survey.
Poisson approximation for unlabeled structures
In this section, we show the following result. All symbols have the same meaning as those in § 3.1.
for some 0 < ζ < 1 and β 1 > 0. Then the five classes of structures U Ω , U ω , U χ , U 0 and U all belong to CM. Thus the number of components in these structures are asymptotically Poisson in the sense of Theorems 1 and 2.
Note that, by (32) , the case when ζ = 1 is combinatorially uninteresting.
Proof. Since ζ < 1, we have for σ ∈ {Ω, ω, 0}
where Υ σ (z, w) is analytically continuable to a larger circle |z| < ζ 1/2 in the z-plane; see [36, 81] . In particular, the estimate
holds uniformly for |w| ≤ η, for some η < 1/ζ. The case U follows easily from Lemma 6. For the remaining case U χ , we can write
Here a m, satisfies
Thus following the proof of Lemma 6, we obtain
The constant κ of each class of structures is given by
The application of our Poisson approximation theorems to unlabeled structures include random mapping patterns, polynomials over finite fields, or, more generally, divisor functions in additive arithmetic semigroups satisfying Knopfmacher's Axiom A # , multiset of necklaces, etc. Since it is clear, from previous work (cf. [36, 53, 64] ) on these objects, that our general condition (32) holds for these classes of structures, we will not discuss them in further details.
We consider instead the factorization problems of characteristic polynomials of matrices in GL n (F q ), the set of n × n invertible matrices whose entries are in the finite field F q , on which the uniform probability distribution is introduced. Let Ω n and ω n denote the number of irreducible factors, counted with and without, respectively, multiplicity, of the characteristic polynomial of a random T ∈ GL n (F q ). Then, by the "vector space cycle index" (cf. [66, 83] ), we have
, where
Since the function E(z) admits analytic continuations into |z| < q −1/2 , both generating functions belong to the class SA; cf. [41, 42] . Thus precise Poisson approximation formulae follow from Theorem 3.
In a similar way, we can also consider the χ-, 0-and -functions.
The Ewens sampling formula
The Ewens sampling formula, originally developed by Ewens [32] in the context of population genetics, is the probability distribution P n on the set {(r 1 , . . . , r n ) : r j ≥ 0, 1≤j≤n jr j = n} defined by P n (r 1 , r 2 , . . . , r n ) = n! θ(θ + 1) · · · (θ + n − 1)
where θ > 0 is a fixed parameter. It may be regarded as the measure on the set of permutations of {1, 2, . . . , n} whose density with respect to uniform measure is proportional to θ number of cycles .
The Ewens sampling formula has been the subject of many recent publications; see [4, 28] and the references therein.
Let X n denote the number of cycles in a random permutation of {1, 2, . . . , n} (or the number of different alleles in the sample). Then by the singularity analysis (cf. [35] )
, uniformly for |w| ≤ η, for any η > 1. Our Theorems 1 and 2 both apply with λ = θ log n.
Similarly, if X n denotes the number of cycles of distinct size then
and our results in § 3.4 imply that X n is also asymptotically Poisson in the sense of Theorems 1 and 2. In particular, it is asymptotically normally distributed.
Analytic schemes for arithmetic functions
Schematically, we can unify, as in previous sections, the study of the distribution of arithmetic functions by considering analytic arithmetic schemes. However, it should be pointed out that the interest of developing suitable arithmetic schemes becomes less significant if the analytic conditions are hard to verify, which is usually the case for general Dirichlet series except for some well-studied ones like the Riemann zeta function and the Dirichlet L-functions. It is for this reason that our discussion in this section will be brief, referring details to relevant publications.
In this section, we first briefly describe an arithmetic analogue of the class SA suitable for our uses, and then sketch an analogue of the class CM (cf. [88, §II.5.5] and [53, Ch. 9] ). Then we consider classical examples in probabilistic number theory.
A scheme by analytic method
Define a region in the s-plane:
for some non-decreasing real function V satisfying, say, V (0) = 1. For simplicity, throughout this section, we take V (t) = log(|t| + e), t ∈ R, and write simply ∆(ρ, c). Define also
Note that different V will lead to different error terms.
Let P (s, w) be a Dirichlet series with non-negative coefficients
a n,m w m having the form P (s, w) = e wD(s) S(s, w).
Assume that 1. the abscissa of convergence of the Dirichlet series
2. D(s) can be analytically continued into the region ∆ 0 (ρ, c), 0 < c < ρ, where it satisfies (log having its principal value)
H(s) being analytic in ∆(ρ, c);
3. S(s, w) is analytic for s ≥ ρ − δ, and |w| ≤ η(δ), η(δ) > 0;
Note that η(δ) is a non-increasing function of δ and that by definition P 1 (w) ≡ 1, P n (0) = 0 for n ≥ 2.
Set η = η(0), K = H(ρ) and F n (w) = 1≤k≤n P k (w) for n ≥ 1.
Proposition 4.
Under the above assumptions, F n (w) satisfies
Proof. As the proof follows classical lines starting with Perron's integral formula, it is omitted here.
See Tenenbaum [88, Ch. II.5] or Hwang [53] for details.
By the non-negativity of the coefficients of P , we can now associate a sequence of random variables X n by the distribution
for sufficiently large n. From the above result, we readily obtain E(w Xn ) = wg(w)(log n)
, uniformly for |w| ≤ η, where g is as in (20) .
Theorem 7.
If η > 1 then the random variables X n are asymptotically Poisson in the sense of Theorems 1 and 2 with h = 1 and λ = θ log log n.
A scheme by convolution method
The conditions in the last section actually lead to an asymptotic expansion for F n (w) (cf. [88] ). Since what we need is only an asymptotic main term with error estimate, the analytic conditions there can be weakened as already observed by Selberg [77] . More precisely, he observes that the analytic continuation into a ∆-region can be replaced by (3 + η )-times continuous differentiability of S on the line s = 1. A detailed discussion of these properties together with extensions can be found in
Tenenbaum [88] .
In this section, we show that, as long as our Poisson approximation formulae are concerned, the smooth condition of Selberg can be further weakened. Our elementary scheme is as follows.
Let P (s, w) = n≥1 P n (w)n −s be a Dirichlet series convergent for s > ρ > 0. Define
and R n (w) satisfies, for |w| ≤ η,
uniformly for w lying in each specified region.
Proof. The proof is readily amended from the results in [88, §II.5.5] or in [53, pp. 228-230] .
Thus, as in § 3.3, our Poisson approximation results hold for the random variables associated with the coefficients of F n (w).
Examples
In this section, we briefly discuss some typical examples. Even for these classical examples, our results are new.
Let D be a subset of prime numbers. Then the following counting functions are naturally introduced.
[Ω-function] Write each integer as product of factors in D (not necessarily possible for each integer). The number of prime factors (with multiplicity) of an integer:
.
[ω-function]
The number of prime factors (without multiplicity) in D of an integer:
[ -function] The number of prime factors in the factorization of an integer into factors in D,
each being used at most once:
The usual prime decomposition of an integer corresponds to the case when D is the set of prime numbers. In this case, we have
We can compute the sums on the right-hand side to great precision (e.g., 50 digits) by the expression
which is obtained by Möbius inversion formula (cf. [88, §I.2.5]).
For another example, take the subset of prime numbers D = {p : p ≡ k mod q}, where k, q ∈ Z + and (k, q) = 1. From well-known analytic properties of Dirichlet L-series, our analytic scheme, and thus Poisson approximation results, applies with θ = 1/ϕ(q), ϕ(q) being Euler's totient function.
For further examples, see [25, 53] .
Extensions
As our treatment in this paper is completely general, the study may be further pursued in several different lines. We sketch some of them in this section.
Halász's theorem on Poisson approximation
Let P denote the set of prime numbers and E be any subset of P. A deep and highly elegant theorem by Halász in probabilistic number theory for completely additive function states that the number of prime factors in E of a randomly chosen integer from the set {1, 2, . . . , n} follows roughly a Poisson distribution of parameter E(n), where
More precisely, the following is a special case of his general theorem (cf. [30, 45] ).
Let Ω E (n) denote the number of prime factors (multiplicity counted) of the integer n which belong to E. Then the distribution of Ω E (n) is asymptotically Poisson in the following sense:
The result was derived from the following two general estimates. Set r = m/E(n) and
Then, writing w = re iθ , we have for |θ| ≤ θ 0
and for θ 0 < |θ| ≤ π
uniformly in θ, the c j 's being positive constants.
Let Y = Y E be a Poisson random variable with parameter E(n). Following our method (with the above two estimates and cruder estimations), we can show that
The two estimates on E[w Xn ] are actually another extension of our conditions in 2.
We add that Halász [46] proved that
for very general E.
Bessel approximation
In this section, we first consider arithmetic examples to introduce the study of Bessel approximation for which an analytic scheme will be described. Applications to these arithmetic examples will then be briefly discussed.
Arithmetic examples
Let D be the set of positive integers ≥ 2. Let F n denote the set of all factorizations of n into elements of D. For example, 12 = 2 × 6 = 3 × 4 = 2 × 2 × 3, we have |F 12 | = 4. We are interested in the number of factors, with (X
n ) multiplicities, in the factorization chosen at random uniformly from the set ∪ n k=1 F k . Let X ( ) n denote their corresponding square-free (each factor being used at most once) counterpart. Let
Then we have (cf. [52, 53] )
uniformly for m ≥ 1 and r = m(m − 1)/ log n ≤ 2 − ε; and
uniformly for m ≥ 1 and r ≤ M , M > 0.
These results are derived by Perron's formula and Selberg's method using the Dirichlet generating
The function L is related to the modified Bessel function I −1 (z) by
The following asymptotic relation will be useful (cf. [91] ).
as |z| → ∞ and −π < | arg z| ≤ π.
An analytic scheme
Let {X n } n≥n 0 be a sequence of random variables whose probability generating functions satisfy (i)
, uniformly for |w| ≤ η, η > 1, | arg w| ≤ υ, 0 < υ < π, where λ = λ(n) → ∞ and g is analytic for |w| ≤ η; and (ii)
Let Y be a Bessel random variable with parameter Λ := λ + 2g (1) √ λ:
Theorem 8. Under the above conditions on X n , we have
, where b(α) and c(α) are as in Theorem 1.
Proof. (Sketch) The proof proceeds along the lines of the proof of Theorem 1 using the formula (35) .
With the same notation, the above results follow from the estimates:
Bessel approximation
We showed in [53, Ch. 10 ] that (σ ∈ {Ω, ω, })
, uniformly for |w| ≤ 2 − ε and | arg w| ≤ π − δ; and
uniformly for |w| ≤ 2 − ε, where
The theorem then applies with λ = √ log n and we obtain for the constant κ:
6 , κ ω = κ = Other examples can be found in Knopfmacher et al. [62] and in [53] .
The holiday numbers by Wright's Bessel functions
The holiday numbers were introduced by Szabó [84] in investigating Hilbert's fourth problem. Combinatorial and analytic properties were subsequently studied by Székely [86, 87] . Let Székely [87] established central limit theorems for the coefficients ψ β (n, k) (β = 1/2 and 1) using
Harper's arguments [51] . We show that the probability distributions associated with the holiday numbers are well approximated by Wright's generalized Bessel functions (cf. [95] ):
φ(β; z) = j≥0 z j j! Γ( 
Normal approximation
As in Prohorov [73] , we may also consider the following (generalized) distance of normal approximation to X n , where X n is defined as in § 2, Following our approach, we can show that, for X n satisfying the conditions in § 2 (actually, ε n (w) We can extend this consideration to the more general scheme studied in details in [53, Part I] and establish results of similar character.
The Fortet-Mourier and Kolmogorov distances (suitably defined) may also be studied in a similar manner (with continuity correction).
Poisson approximation with bounded parameter
In this section, we show, by three simple examples, that our approach in this paper is also useful for
Poisson approximation problems with bounded parameter.
Consider the number of trees in the forest of Cayley trees:
P (z, w) = e wC(z) with C(z) = ze C(z) .
By the implicit function theorem and the singularity analysis (cf. [34] ), we have e −n [z n ]e wC(z) = we w √ 2π n −3/2 1 − 6w 2 + 12w + 1 9n
, uniformly for |w| ≤ η, for any η > 1. Thus for the number of trees X (c) n in a random forest of n nodes (each being assigned the same probability) E[w 
Conclusions
We have demonstrated, through many discrete examples, that precise asymptotic relations can be derived by a direct analytic approach for Poisson approximation distances when analytic generating functions are available. It is applicable to many other concrete examples; a detailed account will be given in a companion paper.
Structures in the exp(log)-class, like permutations, random mappings, finite fields, finite vector spaces, increasing trees, prime divisor functions, are the most studied ones in the literature partly because the underlying component structure is very "regular" and partly because they exhibit many nice probabilistic properties which are analytically characterizable. Properties like invariant principle (cf. [5, 17, 26, 42, 47, 48, 49] ), order statistics (cf. [27, 50] ), Poisson approximation for component structures (cf. [5, 7, 8, 9] ), etc, have been established for many special cases under stronger analytic settings. Our Poisson approximation for the class CM suggests the possibility of extending previous work under our general scheme. These and related problems will be investigated elsewhere.
