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Saskatchewan, CanadaA B S T R A C TIn a previous report, the ISPOR Task Force on Dynamic Simulation
Modeling Applications in Health Care Delivery Research Emerging
Good Practices introduced the fundamentals of dynamic simulation
modeling and identiﬁed the types of health care delivery problems for
which dynamic simulation modeling can be used more effectively
than other modeling methods. The hierarchical relationship between
the health care delivery system, providers, patients, and other stake-
holders exhibits a level of complexity that ought to be captured using
dynamic simulation modeling methods. As a tool to help researchers
decide whether dynamic simulation modeling is an appropriate
method for modeling the effects of an intervention on a health care
system, we presented the System, Interactions, Multilevel, Under-
standing, Loops, Agents, Time, Emergence (SIMULATE) checklist con-
sisting of eight elements. This report builds on the previous work,
systematically comparing each of the three most commonly used
dynamic simulation modeling methods—system dynamics, discrete-
event simulation, and agent-based modeling. We review criteria for
selecting the most suitable method depending on 1) the purpose—
type of problem and research questions being investigated, 2) the
object—scope of the model, and 3) the method to model the object to
achieve the purpose. Finally, we provide guidance for emerging good
practices for dynamic simulation modeling in the health sector,
covering all aspects, from the engagement of decision makers in the
model design through model maintenance and upkeep. We conclude
by providing some recommendations about the application of theseee front matter & 2015 Published by Elsevier Inc.
(ISPOR).
.1016/j.jval.2015.01.006
a@ucalgary.ca.
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y, 3280 Hospital Drive NW, Rm 3C56 Health Reseamethods to add value to informed decision making, with an emphasis
on stakeholder engagement, starting with the problem deﬁni-
tion. Finally, we identify areas in which further methodological
development will likely occur given the growing “volume, velocity
and variety” and availability of “big data” to provide empirical
evidence and techniques such as machine learning for parameter
estimation in dynamic simulation models. Upon reviewing this report
in addition to using the SIMULATE checklist, the readers should be
able to identify whether dynamic simulation modeling methods are
appropriate to address the problem at hand and to recognize the
differences of these methods from those of other, more traditional
modeling approaches such as Markov models and decision trees. This
report provides an overview of these modeling methods and examples
of health care system problems in which such methods have been
useful. The primary aim of the report was to aid decisions as to
whether these simulation methods are appropriate to address speciﬁc
health systems problems. The report directs readers to other resour-
ces for further education on these individual modeling methods for
system interventions in the emerging ﬁeld of health care delivery
science and implementation.
Keywords: decision making, dynamic simulation modeling, health care
delivery, methods.
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Background to the Task Force
In October 2013, the ISPOR Health Science Policy Council
recommended to the ISPOR Board of Directors that an ISPOR
Emerging Good Practices for Outcomes Research Task Force be
established to focus on dynamic simulation modeling methods
that can be applied in health care delivery research and
recommendations on how these simulation techniques can
assist health care decision makers to evaluate interventions to
improve the effectiveness and efficiency of health care delivery.
The Board of Directors approved the ISPOR Dynamic Simulation
Modeling Emerging Good Practices Task Force in November
2013.
The task force leadership group is composed of experts in
modeling, epidemiology, research, systems and industrial engineer-
ing, economics, and health technology assessment. Task force
members were selected to represent a diverse range of perspec-
tives. Theywork in hospital health systems, research organizations,
academia, and the pharmaceutical industry. In addition, the task
force had international representationwithmembers fromCanada,
The Netherlands, Colombia, and the United States.
The task force met approximately every 5 weeks by tele-
conference to develop an outline and discuss issues to be
included in the report. In addition, task force members met in
person at ISPOR International meetings and European con-
gresses. All task force members reviewed many drafts of the
report and provided frequent feedback in both oral and written
comments.
Preliminary findings and recommendations were presented
in forum and workshop presentations at the 2014 ISPOR Annual
International Meeting in Montreal and ISPOR Annual European
Congress in Amsterdam. In addition, written feedback was
received from the first and final draft reports’ circulation to the
190-member ISPOR Modeling Review Group. Comments were
discussed by the task force on a series of teleconferences and
during a 1.5-day task force face-to-face consensus meeting. All
comments were considered, and most were substantive and
constructive.
Comments were addressed as appropriate in subsequent
versions of the report. All written comments are published at
the ISPOR Web site on the task force’s Webpage: http://www.
ispor.org/TaskForces/Simulation-ModelingApps-HCDelivery.
asp. The task force report and Webpage may also be accessed
from the ISPOR homepage (www.ispor.org) via the purple
Research Tools menu, ISPOR Good Practices for Outcomes
Research, heading: Modeling Methods.
In the course of task force deliberations, in response to
specific comments and suggestions from reviewers, and a
growing concern about length, it became apparent that the
material would need to be covered in two task force reports to
be thorough, covering the essential points, yet keep the report
readable and digestible. With permission from the editors of
Value in Health, the material was split into two articles.
The first article “Applying Dynamic Simulation Modeling
Methods in Health Care Delivery Research—The SIMULATE
Checklist: Report of the ISPOR Dynamic Simulation Modeling
Applications in Health Care Delivery Research Emerging
Good Practices Task Force,” is a primer on how dynamic
simulation modeling methods can be applied to health
system problems. It provides the fundamentals and defini-
tions, and discusses why dynamic simulation modeling
methods are different from typical models used in economic
evaluation and why they are relevant to health care delivery
research. It includes a basic description of each method
(system dynamics, discrete-event simulation, agent-based
modeling), and provides guidance on how to ascertain
whether these simulation methods are appropriate for a
specific problem via the SIMULATE checklist that was
developed by the task force.
This second report provides more depth, delving into the
technical specifications related to the three dynamic simulation
modeling methods. It systematically compares each method
across a number of features and provides a guide for emerging
good practices for outcomes research on dynamic simulation
modeling. This report concludes by providing recommendations
on the application of dynamic simulation modeling methods to
add value to informed decision making, with an emphasis on
problem definition and stakeholder engagement and identifies
areas where further methodological development will likely
occur given the growing “volume, variety, velocity” of “big
data” [1].
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The translation of evidence into policy and clinical care through
implementation in the health care system is a core issue facing
health care delivery system transformation around the world.
Evidence-based practices can be implemented through the aid of
operations research methods to redesign health care delivery
systems and improve patient outcomes and health system per-
formance [2]. In a previous article [3], the ISPOR Task Force on
Dynamic Simulation Modeling Applications in Health Care Delivery
Research Emerging Good Practices introduced the fundamentals of
dynamic simulation modeling by deﬁning complexity and health
care systems interventions and identifying the types of health care
delivery problems for which dynamic simulation modeling can be
used. The article introduced three dynamic simulation modeling
methods most commonly used—system dynamics (SD), discrete-
event simulation (DES), and agent-based modeling (ABM)—and
reviewed where they differ from models more typically used in
economic evaluation such as Markov models and decision trees.
Finally, the System, Interactions, Multilevel, Understanding, Loops,
Agents, Time, Emergence (SIMULATE) checklist was developed and
presented as a tool to help researchers decide whether dynamic
simulation modeling is an appropriate method for modeling theeffects of a particular policy or health care intervention on a health
care system. The SIMULATE checklist identiﬁes eight elements
(System, Interactions, Multilevel, Understanding, Loops, Agents,
Time, Emergence) that characterize problems that could be
addressed more effectively using dynamic simulation modeling
methods rather than other modeling methods.
This report builds on this work by systematically comparing
each of these three dynamic simulation modeling methods, and by
identifying criteria for selecting the most suitable method among
these three alternative methods depending on the type of problem
being addressed. In cases in which different dynamic simulation
modeling methods may be used for the health care delivery
problem, several speciﬁc elements were identiﬁed for differentiat-
ing the methods such as the perspective, the origin of dynamic
interactions in the system, and resource requirements in terms of
manpower and costs. Following the description of the three
modeling approaches, we provide emerging good practices differ-
ent from guidance for other modeling studies reported elsewhere,
covering all aspects from the engagement of decision makers in
the model design through to model maintenance and upkeep. We
conclude with recommendations about how to apply these meth-
ods in practice to inform decision making and by identifying areas
for continued methodological development in applying dynamic
simulation models to health care delivery research.
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Modeling Methods
The ﬁrst task force report [3] has identiﬁed three modeling
approaches commonly used—SD, DES, and ABM.
System Dynamics
SD is a simulation modeling method used for representing the
structure of complex systems and understanding their behavior
over time (dynamic). It captures complex and nonlinear relation-
ships between components of a complex system dynamically. It is
rooted in “industrial dynamics” and was developed by Jay For-
rester, Massachusetts Institute of Technology, in the 1950s [4–6].
SD is a “top-down” learning approach that informs under-
standing of the dynamic behavior of the system being studied.
The process of SD modeling includes gathering insights, valida-
tion, revisiting the results, and updating the model to reﬂect
these learnings. SD has been used to model problems in various
ﬁelds and understand the systems better [7].
SD is based on the core assumption that the behavior of the
system is a consequence of the system structure and not external
forces or factors [8]. The structure of the system can be under-
stood as the feedback loop structure, and the structure of
accumulations and rates, which generate the behaviors (Fig. 1).
At a more technical level, SD models involve 1) a higher level
of aggregation than do other dynamic simulation modeling
methods, 2) quantities that change over time and can be formu-
lated mathematically in continuous time as differential equa-
tions, and 3) feedback loops (balancing or reinforcing).
SD models traditionally aggregate the population in states and
subpopulations rather than analyzing at the individual level.
Therefore, SD models provide a deterministic cross-sectional
view of a system by counting over time the number of people
exhibiting particular combinations of characteristics or in partic-
ular (e.g., health) states. Hence, actions taken in one time period
inﬂuence the actions taken in subsequent periods [8].
Quantities that change over time are called variables [9].
Variables can be one of three types—stock, ﬂow, or auxiliary
(Fig. 1). The state of the system is described by the stock variables.
Stocks are accumulations or aggregations of something, for
example, people, beds, or oxygen.
Stocks (also known as state variables) are accumulations of
inﬂows and outﬂows over a period of time. When the system is
stopped for an instant, stocks will have a value that determines
the state of the system at that instant. The ﬂow variables (also
known as rates of change) change the accumulations of the
stocks and control the rates of ﬂow. Flows (rates) feed in and out
of stocks and have the same units of stocks per time unit, for
example, people per hour, beds per year, or oxygen per minute.
The assumption used to build the SDmodel is that the structure
can be represented using a series of stock and ﬂow variables [4].
The ﬂow variables determine how fast a system is changing. The
rate equation recognizes the system’s goal, compares the goal with
the current state of the system, and makes corrections to narrow
the discrepancy and get closer to the goal [4,10]. The stock and ﬂowPopulation
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to create Figure 1.variables are interlinked with a series of cause and effect relation-
ships that determine the underlying ﬂows of matter and informa-
tion within a system. These relationships and the ﬂow bring the
various components together as a single holistic entity as opposed
to having multiple individual components [9].
Feedback processes describe the circular relationships
between variables in the system. These processes include reac-
tions of actors and the system to decisions that affect them and
their goals. An important concept in SD is nonlinearity. This
concept is tied to the existence of feedback processes, and it
means that an effect is seldom proportional to the cause. Our
decisions and actions today affect our actions and decisions
tomorrow in a nonlinear way as the system and other conditions
change [7,11]. Results from decisions may be immediately appa-
rent or may be dormant and become apparent after a delay. This
delay is due to the accumulation dynamics and the feedback
structures in complex social systems. Social systems contain
feedback processes both reinforcing and balancing [11,12].
SD can be used for policy analysis and design for problems in
complex social, managerial, economic, and ecological systems.
Any dynamic system is characterized by interdependence,
mutual interaction, and feedback. Most applications can be
categorized as 1) recognition and identiﬁcation of behavioral
patterns in a system, for example, in an organization; 2) gain
insight into the processes of a system and the consequences of
decisions; 3) identiﬁcation of leverage points and/or structures in
the system to generate change and foster system redesign; and 4)
reproduction of a given behavior (reference mode)[7].
As an example, Milstein et al. [13] used SD to study and
evaluate the US health system reform that included three main
strategies: coverage, care, and protection. The model was
designed to address questions around the impact of these
strategies nationwide, individually and together. This is a typical
example of a broad problem with systemwide implications that
requires a holistic perspective with attention to dynamic proc-
esses within the system and its structure. The modelers esti-
mated the relative and combined effects of the three strategies
from 2000 to 2010 and asked what might have happened had the
United States taken decisive action in these three areas during
that decade in terms of reducing avoidable deaths and lowering
health care costs for Americans. Results and simulated scenarios
show that all three strategies have the potential of saving
millions of deaths while offering good economic value. Beyond
the 10-year horizon, however, protection yields the best result by
saving more lives and money. The model offers a useful way of
observing how the US health care system tends to respond to
large-scale interventions. Scenarios let planners compare these
major interventions regarding direction, timing, costs, and bene-
ﬁts. The interpretation of these results is as follows: 1) a 10-year
horizon tends to obscure the full effect of interventions;
2) protective interventions could effectively complement cover-
age and care by ensuring that people stay healthy for longer,
hence reducing excess demand on the health care system; and
3) because population-based prevention policies take longer to
yield their full economic and health beneﬁts, they should not be
postponed until positive effects are seen from coverage and care.n with
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on the purpose of the model and the type of problem. In general
terms, SD can produce patterns and trends, as well as mean
values. SD allows for the elicitation of “mental models” from
stakeholders involved in the discussions and also from those
involved in the model-building process. A mental model is an
explanation of the stakeholder’s thought process about how
something works in the real world [7,14]. This methodology
generates a high level of insight about the problem and the
system under study at strategic and policy levels.
Interpretation of outputs also depends on the type of problem
and the purpose for which the model is designed. The model will
not give a unique answer or optimal answer to a problem.
Instead, the model allows experimentation to test alternative
strategies (“what-if scenarios”) for system intervention and
observing their potential outcomes to inform decision making
before implementing a particular strategy.Discrete-Event Simulation
DES is used to represent processes at an individual level where
people may be subject to events, whether they be decisions or
occurrences over time. DES is a simulation method that captures
individual-level heterogeneity and is used to characterize and
analyze queuing processes and networks of queues where there
is an emphasis in the utilization of resources [15].
Core concepts in DES are events, entities, attributes, queues,
and resources [3] (Fig. 2). Figure 2 illustrates these core concepts
in the context of a simpliﬁed emergency department (ED) process
to triage and assess patients. Patients are individual entities with
particular characteristics that ﬂow through the processes of
“triage and admission” and “consult and procedure,” both of
which take a certain amount of time and require resources such
as a triage nurse and a physician. Patients wait in queues for both
processes, proceed through them, and are ﬁnally discharged.
Although DES has been applied for health economic modeling
[16], most problems or questions that DES can help analyze are those
regarding resource utilization and queues, that is, waiting times. In
addition, in health care speciﬁcally, DES can be useful to analyze
effects on health-related outcomes. DES is also useful for problems
for which it is particularly relevant to be able to capture the changing
attributes of entities, for example, patients, and for which the
processes to be characterized can be described by events [16].
An example of a problem that can be addressed with DES is to
facilitate decision making for a health system to invest in
expansion of ED and/or intensive care units (ICUs) based on
variable patient ﬂow. The ﬂow of patients into a hospital is
typically limited by ED capacity; ICUs also limit ﬂow at times
when admissions are high, or patient ﬂow increases from other
parts of the health system such as the ED, surgery, or decom-
pensated patients in general medicine [17]. Thus, future patients
requiring critical care are held in the ED for longer times, and
those who may have had scheduled high-revenue appointments
such as surgery have to be cancelled and rebooked. The lack of
bed availability in the ED prohibits additional patients from being
accepted at a facility. This classical case leaves many health
systems constantly investigating whether to expand ED capacity,
as well as downstream units such as the ICU, to enhance ﬂow.
This case and proposed expansion has several consequences.
Expansion can increase revenue for a facility when higherFig. 2 – Basic structure of a discrete-event simulavolumes of patients are ﬂowing efﬁciently through the ED and
the ICU; however, investment in facility expansions that are
underutilized on a regular basis may not be cost-effective. The
rate of surgical procedures could be limited by bed capacity
afterwards. In addition, patients scheduled for high-revenue
surgical procedures should have beds on reserve.
DES is a ﬂexible, yet data-intensive modeling approach.
Flexibility is deﬁned by the ﬂexibility in building the model
structure representing the processes, and the different sources
of inputs and data formats that may be used, as well as the ease
of model structure modiﬁcation and upkeep. DES also allows
cumulative probability functions for variables in the model,
allowing modeling at the patient level. Outputs of DES can be
point estimates as well as mean values and distributions of
values. Events are traceable because individual entities are
followed throughout processes. Results of DES scenarios and
experimentation can be interpreted or used for system perform-
ance indicators such as resource utilization, waiting times,
number of entities in queues, and throughput of services or
products.Agent-Based Modeling
ABM is a simulation method for modeling dynamic, adaptive, and
autonomous systems [18]. It is useful to discover patterns or
emergence by using “deductive” and “inductive” reasoning. In
contrast to SD or DES models, which begin with a “top-down”
approach of mapping a system or process, ABM begins with a
“bottom-up” approach. The foundation of an ABM model begins
with individual objects and describes their local behavior with
local rules. At the core of an ABM model, these “autonomous”
and “interacting” objects are called agents. Agents are social and
interact with others, they live in an environment, and their next
actions are based on the current state of the environment. In
addition, an agent senses its environment and behaves accord-
ingly on the basis of simple decision rules. Agents may have
explicit goals to maximize or minimize and may learn and adapt
themselves on the basis of experience. The deﬁnition of agent
behaviors uses a range of simple to complex mathematical logic
operators.
The three core concepts that form the basis for ABM are
agency, dynamics, and structure [19]. Agency means that agents
have goals and beliefs and can act. Examples of agents can
include patients, providers, and administrative staff. These
agents can move through space and time, interact with each
other, learn, and disseminate new learnings to other agents in
their social network. Dynamics means that both the agents and
their environment can change, develop, or evolve over time
(Fig. 3). Structure is emergent from agent interaction. For
instance, how populations of people tend to aggregate in certain
locations on the basis of predeﬁned behaviors is an example of
agent interaction.
ABM has been applied to various modeling scenarios: market
forecasting, human migration and movement patterns, urban
design, resource management (e.g., water), political mobilization,
health, and epidemiology [20]. As a general rule, the more active
the objects (e.g., people, vehicles, and products), the more
suitable ABM is to apply as a modeling technique. ABM models
can help address problems that involve both deterministic and
stochastic processes. For example, when patient A becomes sick,tion model. AnyLogic used to create Figure 2.
Fig. 3 – Basic elements of an ABM model. ABM, agent-based modeling. © The AnyLogic Company 2015. Reprinted with
permission.
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to her home (deterministic) but the likelihood that she will
comply with the prescribed drug therapy is speciﬁed by a
probability distribution (stochastic).
ABM is a rapidly maturing health modeling technique well
suited to addressing public health planning, policy needs, and
health care infrastructure investment decisions. The attainment
of speciﬁc population health goals can be simulated at the
population level, and the speciﬁcs of investments needed to
achieve these goals can be investigated in more detail. Primary
goals can be deﬁned by disease outcomes, efﬁciency measures,
return on investment, or costs [21].
An example of ABM is the study published by Macal et al. [22]
in which they model the community-associated methicillin-
resistant Staphylococcus aureus (CA-MRSA) epidemiology in Chi-
cago to identify target interventions to reduce transmission. They
developed an agent-based model to represent heterogeneity in
population locations, behavior, and contact patterns, which are
relevant for transmission and control. Several sources of data
were used including national survey data and a comprehensive
literature review to establish transmission probabilities. The
model represents variation in sociodemographic characteristics,
locations, behaviors, and physical contact patterns. The ABM
generates temporal and geographic trends in CA-MRSA incidence
similar to Chicago from 2001 to 2010. Colonized agents rather
than infected agents were shown to be the source of 95% of
transmission events. This is an important ﬁnding because cur-
rent paradigms in MRSA control in the United States focus on the
infected population, which are unlikely to have a populationwide
impact. The Chicago CA-MRSA ABM included places such as
households, workplaces, schools, gymnasiums, nursing homes,
hospitals, jails, and college dormitories. Each agent in the ABM
has a “daily activity proﬁle” that determines the times he or she
occupies each location. Social contact between agents occurs
when multiple agents occupy the same location at the same time.
Depending on age, for example, some agents are assigned to
schools. Also, households are assigned visits to other households
within the same census area and other areas. Gymnasiums and
hospitals are assigned using the geographically closest one.
Algorithms consider transmission probabilities depending on
the activity; for example, athletic activities are considered to
have a higher risk.
ABM is able to model various outcomes, such as epidemio-
logical disease burden, population sociodemographic character-
istics, health status, system utilization, patient preferences,
health care provider preferences, behaviors, and costs [21,23].Agents can be located in a geospatial environment deﬁned by
a geographic information system map, with real latitude
and longitude coordinates, thus enabling the modeler to con-
ceptualize proximity and distance that agents have in relation to
each other. When agents are connected according to their closest
and most frequent interactions (e.g., family members), the
resulting network can yield insight into how information is
communicated throughout a community or diseases spread.
These properties make ABM well suited to generate insights into
patterns of health and behavior of large populations over time.
The strength of interpretation of ABMs lies in the results of
sensitivity analyses. ABM adds a new dimension to traditional
sensitivity analyses by enabling the modeler to test a range of
assumptions about human behavior: how people learn, how they
disseminate information to their peers or families, and how they
change their behavior in response to new information, incen-
tives, or penalties. For example, introducing a new diabetes
prevention program versus lowering the co-pay for diabetes
medications will produce different behaviors among patient
subgroups. ABMs can be a powerful tool to test assumptions
about human behavior, assist planning, and forecast the effects
of different health system scenarios on population health.
Comparison of Dynamic Simulation Modeling Methods
Table 1 summarizes the relevant aspects to be considered when
comparing the three dynamic simulation modeling methods—
SD, DES, and ABM. This table guides researchers and decision
makers in determining which of the three methods is appropriate
to address the problem at hand and will meet the purpose of the
modeling endeavor. The table identiﬁes 14 aspects to compare
these methods and differentiate them.
We highlight ﬁve key aspects for the initial selection of a
dynamic simulation modeling method. Emphasis must be on the
type of problem to be addressed [3,24] and the perspective required
to answer the research questions. SD is better suited for problems
at the strategic level and for which a systemwide perspective is
required (top-down), whereas DES focuses on process-centered
problems (top-down) and operational/tactical questions. ABM can
be appropriate for problems at multiple levels, that is, strategic,
operational, and tactical; however, ABM is most suited to
individual-level problems focused on how individual interactions
(bottom-up) generate emergent system behaviors and structures.
The individual resolution characteristic of ABM is shared by
DES, as well as its handling of time, that is, discrete, yet, the origin of
the dynamics is quite different. In ABM, active heterogeneous
Table 1 – Comparison of dynamic simulation modeling methods [19,25–28].
Method
Aspect System dynamics Discrete-event simulation Agent-based modeling
Type of problems Strategic, operational Operational, tactical Strategic, operational, tactical
Perspective System-oriented, emphasis on dynamic
complexity (top–down)
Process-oriented, emphasis on detail complexity (top–
down)
Individual-oriented, dynamic and detail
complexity (bottom–up)
Resolution Homogeneous entities, continuous
policy pressures and emergent
behavior
Individual heterogeneous passive entities, attributes, and
events
Individual heterogeneous active agents, decision
rules
Origin of dynamics Deterministic endogenous ﬁxed
structure
Stochastic endogenous ﬁxed processes Agent–agent, agent–environment interactions and
adaptive behavior of agents
Handling of time Continuous Discrete Discrete
Approach Exploratory and explanatory Explanatory Exploratory and explanatory
Basic building blocks Feedback loops, stocks, and ﬂows Entities, events, queues Autonomous agents, decision rules
Data sources Broadly drawn: qualitative and
quantitative
Numerical with some judgmental elements Broadly drawn: qualitative and quantitative
Unit of analysis Feedback loops and stocks’ dynamics Queues, events Decision rules, emergent behavior
Mathematical formulation Differential equations Mathematically described with logic operators Mathematically described with logic operators and
decision rules
Outputs Understanding of structural source of
behavior modes, patterns, trends,
relevant structures, aggregate key
indicators
Point predictions, performance measures Detailed and aggregate key indicators,
understanding of emergence due to individual
behavior, point predictions
Model maintenance Upkeep may require large structure
modiﬁcations, global
Upkeep may require process modiﬁcations, global. Allows
for local modiﬁcations regarding individual
heterogeneity
Upkeep may require simple local modiﬁcations
Development time Dependent on the problem, purpose, and
scope of the model; these models may
require less time to be developed
These models are more data intensive. This requires more
time regarding obtaining data and data analysis to
prepare model inputs. Programming and calibration are
usually very time consuming
These models can be data intensive, which
requires data analysis and time to obtain the
data. Programming and calibration are usually
very time consuming
Cost In general, SD is less costly than are DES
and ABM. This involves data
requirements, and skill sets needed
Because of costs associated with data and skill sets
required, these methods tend to be more costly than is
SD
If the model is data intensive or requires primary
data collection, costs may increase. Skill sets
required may also increase the costs
ABM, agent-based modeling; DES, discrete-event simulation; SD, system dynamics.
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V A L U E I N H E A L T H 1 8 ( 2 0 1 5 ) 1 4 7 – 1 6 0 153agents interact with each other, make decisions, and adapt to
changes in the environment, whereas entities in DES are hetero-
geneous passive objects that are “worked-upon” by speciﬁc
resources in a particular stochastic process. In comparison, in
SD models, homogeneous populations ﬂow through a determin-
istic system structure in continuous time.
Technical aspects such as mathematical formulation and units of
analysis are useful in understanding where the differences lie
between methods and how they work. Nonetheless, these are of
secondary consideration because they should not drive the initial
selection of a method. The remaining comparative aspects are
discussed throughout the report.Criteria for Selecting a Dynamic Simulation Modeling
Method
Selection of a dynamic simulation modeling method for some or
all components of a model will generally take into account
various considerations. We provide an overview of these criteria
here and identify additional resources for further information
[29–33]. Figure 4 provides a high-level summary of criteria for
selecting an appropriate modeling method.
The most central consideration is model purpose, that is, why
we are building the model—the problem or research question
being investigated [34]. This focus on model purpose reﬂects
three facts. First, all models—like maps—are abstractions that are
“wrong” in the sense that they omit myriad details. Second,
selection reﬂects the fact that although the modeling methods
discussed here vary in the details of the formalisms, they differ
even more fundamentally in terms of their aims and the ques-
tions that they prioritize, that is, what we are modeling—object of
study (scope) [34]. For example, SD modeling emphasizes repre-
sentations and processes that help shift stakeholders’ mentalFig. 4 – High-level summary of criteria for selectinmodels. ABM emphasizes agent-agent and agent-environment
interaction and multiscale insights. DES emphasizes insights into
the impact of resource availability—and sometimes location—on
process efﬁciency, workﬂow, and throughput. Finally, and as will
be discussed further below, although it might be possible to use
any of these methods to model a wide range of problem types,
the different methods differ in their ease and capacity to address
speciﬁc types of questions. For example, the implications inher-
ent to SD model assumptions and structures are that SD models
are not ideally suited to inform reasoning about variability in
individual interactions with systems characterized by highly
heterogeneous populations, or evaluating interventions struc-
tured around network dynamics or individual history because
SD models are typically aggregate. Similarly, it is infeasible to use
ABM source code as a discussion tool for interactive stakeholder
participation, feedback, and reﬁnement. Additional speciﬁcs are
discussed below.
Also of critical importance in method selection is the degree
to which one is seeking to capture agent interactions, the
availability of requisite skill sets (e.g., recourse to software
engineering expertise for ABM), the available level of process-
related knowledge and empirical data, what time duration of
simulation is viewed as acceptable, the degree of ﬂexibility
sought in model scope (e.g., types of heterogeneity incorporated
—more ﬂexible for individual-based models than for SD/com-
partmental models), the nature of interventions or counterfactual
situations to be represented, the character of outputs of interest,
and the importance of differences between individuals according
to characteristics, history, and spatial network context, the
importance of insights at multiple scales, the need to support
scaling to large or highly heterogeneous populations, the degree
to which one is seeking the simulation to reproduce statistical
variability, and whether one seeks to use tools to assist in model
analysis or to reason about the possible behavior of theg a dynamic simulation modeling method [34].
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cerning particular discrete scenarios).
Modeling methods that individualize system agents are nota-
bly attractive for capturing information with regard to imple-
menting interventions or governing processes that depend on
agent history (e.g., on an individual’s past care pathways) and
learning and memory effects. The capacity to maintain such
longitudinal information raises particular opportunities for cali-
bration and validation against data from individual-level sources.
Such individual-based models also excel in representing large
amounts of heterogeneity, in contrast to the lower level
of granularity that occurs in aggregate models such as SD.
Such attribute-based disaggregation scales poorly as the number
of distinctions by which we wish to capture heterogeneity
increases [31].
As a result, individual-based models confer substantial
advantages in capturing not only diverse, continuous, and dis-
crete attributes (e.g., sex, income, body mass index, birth weight,
and preferences), but especially evolving conditions such as
comorbidities, but also (possibly dynamic) situational context
(spatial or network position and connections, with associated
exposures, localized perception, resource availability, choice sets,
inﬂuencing local factors). The individual-based character of ABM
and DES models supports not only scalability but also ﬂexibility
in evolving representations of both discrete and continuous
heterogeneity. Adding—or removing—a new dimension of heter-
ogeneity for an individual-based model is a simple, modular
operation.
This contrasts with the situation in aggregate models, in
which a similar change to the heterogeneity captured by a model
is a more complicated operation affecting the structure extending
across much of the model. As a result, ABMs support more
nimble experimentation with the degree to which heterogeneity
is considered. Of particular note in ABMs is the capacity to
capture empirically grounded, rich models of individual decision
making (e.g., using elements of discrete choice theory), which can
aid in endogenously capturing behavioral responses of the
population to interventions.
The ability to capture such heterogeneity can aid in not only
capturing behavioral variability in underlying processes but also
evaluating targeted interventions in speciﬁc populations. More-
over, the actor-centric character of ABM supports the straightfor-
ward and transparent construction of multilevel models, whose
structure—captured with nested or network actors at different
levels of scale—mirrors that of the external world. Such models
can then be used to characterize emergent behavior at multiple
distinct levels of a system, opening opportunities for not only
understanding intervention impact on and across multiple levels
of intervention but also enhancing the ﬂexibility of calibration
and validation.
The stochastic character of most individual-based models
represents both an asset and a liability. On the positive side,
stochasticity supports substantial analysis insights, such as
explaining empirical variability [35] and testing of interventions
and scenarios under expected uncertainties. Stochasticity, how-
ever, also imposes a substantial performance burden in addition
to the already heavy computational demands of individual-based
models, particularly because of the need to run the model many
times as part of different types of Monte Carlo simulations. In a
similar fashion, the ﬂexibility of agent-based models is a double-
edged sword, permitting a tremendously wide repertoire of possible
model designs, but in a way that current ABM modeling environ-
ments require software engineering expertise [36]. For larger models,
this can require ongoing involvement of individuals with program-
ming (preferably, software engineering) background in model con-
struction, maintenance, debugging, and quality assurance.Although SD models can be applied at a wide variety of
levels of aggregation—with some classic models involving
individual-level use of such models [4]—in health applications,
they are most commonly used as compartmental models, in
which the model categorizes an underlying population into a set
of internally homogenous states. In contrast to agent-based
models, smaller SD models are often far faster to construct,
maintain, share, and discuss with stakeholders, and—often—to
understand. Both because they involve fewer “moving parts” and
are not stochastic, such models are also typically faster to
execute than are ABMs and DES models. Because of SD models’
reliance on the creative use of a small modeling vocabulary—
most centrally, stocks and ﬂows—less computationally special-
ized skill sets are required for working with them.
Because of the lower software engineering burden, more time
can be spent learning from a smaller model, rather than main-
taining it, and learning from model changes is considerably
faster. The formal aspects of SD model design are readily under-
standable, which not only facilitates model building but also
distinguishes the technique in terms of its support for participa-
tory processes.
By virtue of SD’s use of both qualitative and quantitative
mechanisms that can be viewed and understood by those with
diverse backgrounds and training, and from the inception of a
project, it supports reﬁned and time-tested processes for use in
group-model building. The consequent beneﬁts include helping
to elicit stakeholder and community mental models and break
down barriers to effective communication among stakeholders,
and this can aid greatly in securing buy-in and energizing a
stakeholder group. The low execution burden associated with
smaller models not only lowers the learning curve but also
supports participatory settings that leverage rapid interaction
and adaptation with scenarios formulated by stakeholders,
community members, or other nontechnical participants.
Although many system dynamics practitioners do not seek to
conduct formal mathematical analyses with their models, SD is
further distinguished by its capacity to support closed-form
analysis.
In addition to beneﬁts accruing to DES as an individual-based
method, it offers strengths in the context of deﬁned workﬂows,
associated with multiple stages of processing for some class of
individual entities (patients, vials of vaccine, etc.), where such
processing is typically contingent on the availability of limited-
capacity resources of one or more types, and where such a
resource can be in use only by one entity at any given time.
Such resources may be ﬁxed in space (a magnetic resonance
imaging scanner, an examination room), portable (a blood pres-
sure cuff, wheelchair, or an intravenous drip), or be mobile with
some limited agency (a clinician, a nurse’s aide, etc.). DES can
effectively and concisely model situations with passive entities,
particularly capturing queuing behavior, the impact of resource
availability, arrival time distributions, and so forth on waiting
times, throughput, queue length, resource utilization, quality
of care, and other outcomes of interest in health services
research.
By mapping entities to space, DES can further represent the
impact of the physical environment— for example, facility layout
and resource placement—on such outcomes as travel time as an
emergent phenomenon. Although DES—like ABM—is character-
ized at an individual-based level, it would require relatively more
time, effort, and software engineering skills to build an ABM
characterizing such interactions between resources, agents, spa-
tial layout, queuing, and so forth. Although DES shines in
representing comparatively more passive entities that are “oper-
ated upon” by processes, it offers far less ﬂexibility for represent-
ing situations when entities need to interact in a ﬂexible fashion
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degree of agency.Dynamic Simulation Modeling Good Practices
Although operations research methods are widely used in indus-
trial and business operations to improve effectiveness and
efﬁciency of processes, they are still relatively new in health
applications [7]. Yet, the feasibility and relevance of these
methods to inform health care delivery system planning and
decision making for improving system efﬁciency have been
demonstrated [37]. Developing good practice guidelines in simu-
lation modeling methods is important to the scientiﬁc ﬁeld and
will advance the application of dynamic simulation modeling
methods in health [38]. A combined ISPOR-SMDM taskforce has
recently published a series of seven articles providing an over-
view of good practices for modeling studies to inform health care
decisions [38]. Also recently, the Consolidated Health Economic
Evaluation Reporting Standards checklist provides an overview of
technical issues to report with regard to health economic model-
ing studies [39]. There is, however, a lack of clear and accessible
guidance for selecting and using dynamic simulation modeling
methods to evaluate interventions in health care delivery sys-
tems. This task force report discusses some of the considerations
speciﬁc to dynamic simulation modeling studies and provides
guidance to modelers, researchers, and decision makers. The
guidance is well aligned with the SIMULATE checklist intended to
guide the investigator in choosing dynamic simulation modeling
[3] and the criteria for selecting the appropriate dynamic simu-
lation modeling method as presented in this article.
In principle, key differences between dynamic simulation and
other modeling methods are as follows: 1) the complex combina-
tion of interactions and scenarios in the model required by the
problems; 2) their capability of capturing emergent behaviors; and
3) the continuous stakeholder engagement in the iterative proc-
esses of deﬁnition and testing of model scope and assumptions,
model veriﬁcation, and calibration. The emerging good practices
discussed here highlight the basics. For more detailed guidance on
designing and building each type of dynamic simulationmodel, the
reader is referred elsewhere throughout the text.
Model Design and Assumptions in Dynamic Simulation
Models
The most fundamental decision involving design of a given
model version is that related to the problem to be addressed,
the model purpose and scope [24], particularly with regard to the
reﬂective delineation of factors falling into each of three catego-
ries: 1) endogenous factors calculated as part of model operation,
and generally exhibiting emergent behavior; 2) exogenous factors
represented in the model, but according to prespeciﬁed assump-
tions using constant values or time series; and 3) factors that are
consciously ignored. Data availability may constrain the scope of
the model; however, at this stage, it is important to have a
complete deﬁnition of the problem regardless of data limitations
[24,38]. Other fundamental decisions to be made upfront include
the scope of the model population, temporal and spatial scales,
including time horizon, spatial extent and topology, and any
discretization imposed.
It is advisable to conceptualize the model incrementally when
making decisions involving model scope. Such discipline is
particularly important for the ABM method, whose very ﬂexibility
raises the risk of scope creep and overly casual inclusion of
additional factors. When decision makers are deeply involved in
the process, preliminary models become tools for discussion that
help better deﬁne the scope of the problem at hand andassumptions and elicit ideas, solutions, and interventions [40].
Being engaged in this iterative process, decision makers ﬁnd their
mental models and preconceived ideas about the system chal-
lenged and are obliged to think broadly about the problem and
reﬂect on the system in which it is embedded [41,42]. Hence,
decision makers are forced to engage in operational thinking and
develop intuition about the system, thinking about the nuts and
bolts of the system and how it really works, including human
behavior assumptions, thereby informing the design of the
system and interventions realistically and more accurately [12].
Iterative Model-Building Strategy and Data Requirements
Simulation models use empirical data in two primary capacities.
The ﬁrst use is for model parameterization (with the data being
incorporated directly or indirectly—for instance, via backing out
—into model formulation). The second use lies in model calibra-
tion, where the data is used as evidence to match against
emergent behavior of a model. For the ﬁrst of these uses,
appropriate documentation is particularly important, and proba-
bilistic sensitivity analysis can be of high value in examining the
response of model outputs—and particularly cross-intervention
trade-offs—in light of uncertainties concerning parameter values.
We emphasize again the importance of maintaining metadata
concerning the provenance of model parameters as a routine
component of model documentation.
Given the counterintuitive behaviors frequently associated
with simulation models, modelers are advised to build and
populate the model incrementally and adaptively, cycling
through steps of adding small pieces to a model, running the
model for insight cross-checked for invariant behavior [43,44]. In
addition, the incremental development [45] enhances model
quality by helping to ensure that latent defects are spotted as
quickly as possible (both due to visible behavior and when
running suites of formal automated tests) [43,44].
Dynamic Simulation Model Validation, Veriﬁcation, and
Calibration
Validation, veriﬁcation, and calibration processes are key. Validation
focuses on the correspondence between a model and the real-
world phenomena under investigation or to be addressed,
whereas veriﬁcation seeks to understand the extent to which the
model is true to its original design.
Traditional model validation approaches vary widely among
the different modeling methodologies discussed here, with DES
having a particularly strong body of practice on the subject [46–49].
Many models also undergo calibration processes, whereby simu-
lation model parameters are adjusted such that the emergent
behavior of a simulation model compares most closely with
empirical data or reference modes. For such processes, information
should at least be provided regarding the calibrated values of
model parameters. Of particular interest are 1) opportunities to
compare model estimates against outcomes from prospective
interventions or natural experiments, 2) testing of predictive
validity of results obtained, and 3) the role of domain experts in
providing feedback on model assumptions and outputs—particu-
larly visualization output—to help identify either quantitative or
qualitative discrepancies from their experience [47].
Model veriﬁcation draws heavily on principles and practices of
software quality assurance [50,51]. Some of the most important
factors promoting model quality have to do with process commit-
ments on the part of the modeling team. Examples include
adherence to regular peer review in both its informal varieties
(e.g., pair modeling and peer desk check of models) and to formal
model inspection, widely acknowledged as a powerful best
practice in software development. Where a model is being
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include practices such as pair modeling (an adaptation of pair
programming) [52], buddy testing (where one party tests the model
components contributed by another party) [44,53], version control,
continuous integration efforts and their associated smoke tests,
automated testing, stylistic analysis, and so forth. Although little
applied in modeling, formal strategies for estimating the occurrence
of latent model implementation defects can confer considerable
value for larger model development efforts. It is highly valuable to
integrate model validation throughout the iterative model develop-
ment process noted above, rather than viewing it as a gating
exercise to be undertaken only at the end of the modeling [47].
Important technical good practices for veriﬁcation include the
use of assertions to check model assumptions. For instance,
assumptions that stocks of physical quantities are non-negative,
that one model variable is strictly less than another, or that several
quantities sum to unity. Where possible, the use of techniques such
as unit testing and mocking is highly desirable for enhancing the
testability of ABMs. Models that include considerable levels of
algorithmic speciﬁcation will also beneﬁt from adherence to quality
coding standards, architectural principles, and possible use of
aspect-oriented mechanisms to capture cross-cutting concerns
[54]. These models will also beneﬁt greatly from periodic refactoring
of code, improving the clarity, modularity, transparency, ﬂexibility,
and generality of the implementation code without changing its
behavior [55].
Finally, model calibration seeks to match emergent model
output against empirical data and often provides much addi-
tional conﬁdence into model suitability and ﬁtness for purpose.
Both calibration and cross-validation processes have particular
texture for individual-based models, as they can leverage addi-
tional types of data (e.g., longitudinal data, spatial and topological
patterns, and patterns at multiple scales), but the data are almost
never sufﬁcient to unambiguously estimate model state in such
models. Inability to meet validation criteria is best recognized not
as a failure of the modeling project, but as an opportunity to
reﬁne the model and the assumptions behind it (recognizing the
model’s role as a tool that helps one learn quickly and reliably by
spotting inconsistencies between one’s theories of the world and
available empirical evidence).
Validation of dynamic simulation models in their entirety can
be challenging because of model complexity and lack of com-
parative data. As such, the iterative model-building process in
dynamic simulation modeling is critical to build the conﬁdence of
the modeling team as the model is continuously cross-checked
by all stakeholders through observation.
Analysis of Outputs and Sensitivity Analysis
A key use of models lies in the analysis of outputs associated
with model scenarios. Sensitivity analysis— structure and
parameters (including one-way, multiway parameter sweeps
and probabilistic analysis)—is highly recommended in under-
standing the variability of a model’s outputs in response to
different assumptions. The details associated with model analy-
sis differ considerably between modeling types, with stochastic
models typically requiring different types of Monte Carlo
simulation-based analyses. Principles of experimental design
[56,57] and dimensional analysis [58] can be of particular value
to allow for the most judicious scenario selection, selecting the
variables to be varied so as to maximize learning.
Reporting and Documentation before, during, and after the
Model Building
Reporting of model results should place a premium on reprodu-
cibility. Given the important role that reproducibility of scientiﬁcresults has traditionally played in scientiﬁc research, it is desir-
able to publish a sufﬁcient degree of detail on a model’s
formulation, including the fundamental speciﬁcation (“source
code”) of the model, the framework in which it was built, model
parameters, any external sources of data used, and initial con-
ditions [59,60]. Beyond this basic criterion, it can be highly
valuable to specify the building blocks of the model whose
semantics is precisely understood, and which characterize it in
terms of what is represented (object), rather than all the details as
to how that is captured. Most importantly, for the growing
number of models whose implementation relies more heavily
on algorithms and computer code, this entails speciﬁcation
beyond the associated code, preferably in terms of mathematical
formalisms (e.g., ﬁnite state machines, hybrid probabilistic
automata, and ﬂowcharts) [61].
Maintaining model documentation is essential not only for
communicating and sharing models but also for avoiding model
defects, enhancing model transparency, reducing the work asso-
ciated with model changes, supporting new members of the
team, and facilitating model evolution. In addition to the clear
delineation of both data sources and parameter assumptions, it is
best to clearly document the formulations used to derive such
model parameter values. Although there are many common
themes in reporting guidelines for dynamic modeling in general,
we refer the reader to methodology-speciﬁc reporting best prac-
tices [48,62–65].
During model construction, that is, model building, a clear
record of model changes (as maintained manually or by version
control systems) [44,66,67] can be instrumental in resolving
model defects. During model construction the output components
of particular model scenarios or scenario collections should be
documented, including discussion of aggregation, summariza-
tion, statistical methods applied, and their parameters. Where
possible, both input factors (e.g., preprocessing code, databases,
text ﬁles, and spreadsheets) and output factors (e.g., code, syntax
ﬁles, scripts, spreadsheets, and database queries) should be
cross-linked to outputs, copied or otherwise made available in
an immutable fashion, and placed under version control for later
reference. It is also common practice to routinely report metadata
as part of or cross-linked to scenario exploration. Most critically,
this includes model version and parameter assumptions, without
knowledge of which thorough interpretation of such results is
often impossible. Additional information could include model
run time data, hardware and software platform used to run the
scenarios, model software settings (e.g., specifying prioritization
of handling of simultaneous equal-prioritized events, time steps,
and numerical integration routines used), and random number
seeds used.
Model Maintenance and Upkeep
Many models seek to serve as persistent assets, contributing
to ongoing deliberations concerning policy trade-offs and
allocation of health care resources, and serve as “learning
tools” by comparing model results against empirical data and
preconceived mental models. For ongoing maintenance, it is
important that a model be periodically updated to reﬂect the
latest evidence, so as to take into account changes in the
system being modeled, in resources availability, and in inter-
ventions of interest. Such updates often require revisiting
steps of the modeling process. Most commonly, some of the
model parameters will need to be updated with new estimates,
and very often new calibration and validation steps are
required. In this regard, DES and ABM may be more ﬂexible
because they allow for local modiﬁcations, usually operation-
ally simple, whereas SD may require larger structural mod-
iﬁcations, that is, global, operationally more complicated. For
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reports on bed occupancy and patient length of stay, or
incident case counts, more automatic methods are advised
such as modern sequential Monte Carlo techniques such as
Particle Filtering [33]. It is also often necessary to reexamine
other assumptions within the model, such as those captured
in the model structure and in terms of decisions concerning
model scope.Recommendations for Applying Dynamic Simulation
Modeling in Practice to Add Value to Informed
Decision Making
Planning health care delivery services is complex due to the
involvement and interactions of people, facilities, processes, and
technology. Making evidence-based decisions while customizing
care to the needs of individual patients and family is critical to
delivering patient-centered care efﬁciently and effectively. In
many instances, the interactions are not only among patients
and providers but also with other system levels such as patients
and payers, and payers and governments.
Compared with Markov models and decision trees used
commonly in health technology assessment, dynamic simulation
modeling methods allow for estimation of the consequences of
unforeseen interactions (emergence) and can become prescrip-
tive in nature [3]. In particular, these models are useful for
prescribing actions/interventions based on scenarios tested
through “what-if” experiments. As such, dynamic simulation
modeling is often a better and more effective method for
evaluating interventions in the context of complex systems.
In light of the advantages and limitations of these methods,
we have six key recommendations for applying dynamic simu-
lation modeling in practice with the goal of adding value to
informed decision making and improving patient-centered
care.1. First, plan to invest sufﬁcient time upfront with stake-
holders to deﬁne the problem clearly. The problem you are
attempting to address needs to be well deﬁned to guide
the purpose of the model and the object (scope). Consider-
ation of the perspective is essential, that is, system-oriented,
process-oriented, or individual-oriented. Without a clear
understanding of the system issues to be modeled and the
questions to be answered, the model design may fail to fully
incorporate essential system elements and interactions that
describe the problem such as feedback, queuing, and individ-
ual behaviors.2. Second, dynamic simulation models should be considered
routinely for health service delivery planning and process and
performance improvement. The feasibility and relevance of
dynamic simulation modeling methods to inform health care
delivery system planning and decision making for improving
system efﬁciency have been demonstrated [37]. To increase
model relevance and usefulness, appropriate model veriﬁca-
tion, validation, and calibration are crucial. This includes,
among others, checking model design assumptions and
parameter assumptions, stakeholder feedback, peer review,
and calibration of estimates against empirical data.3. Third, the SIMULATE checklist [3] is a tool for researchers and
decision makers to facilitate assessment of the relevance and
appropriateness of dynamic simulation modeling methods
compared with more traditional models used in health tech-
nology assessment to address the problem in question.
Although we suggest that dynamic simulation models should
be considered routinely for health service delivery planning
and process and performance improvement, not all problemsrequire dynamic simulation modeling methods. In selecting a
speciﬁc modeling method, consider which method can
address the problem most effectively and efﬁciently.4. Fourth, decision makers and other stakeholders should be
considered an integral part of the modeling team, and as such,
their participation throughout the modeling process, includ-
ing the problem deﬁnition, the model design, and beyond to
include model-building and validation processes, is essential.
Modeling team members with the technical expertise must be
transparent with model details and documentation, and be
willing to communicate clearly to other modeling team
members. This allows stakeholders to gain the appropriate
knowledge of underlying model assumptions, data require-
ments, limitations, and applications of the model to make the
model relevant and useful for them. Furthermore, decision
makers must be prepared to assess the plausibility of each of
the model assumptions. Sensitivity analysis and scenario
testing are vital for decision makers so that the full plausible
range of interactions and emergent behaviors resulting from
decisions can be reviewed.5. Fifth, detailed model documentation is necessary due to the
iterative and incremental nature of the model-building proc-
ess and building strategy. Documentation should include the
problem deﬁnition, research questions, assumptions, data
sources, model version, structure and clear record of modiﬁ-
cations, parameter values, calibration and validation proce-
dures, and scenario outputs. This enhances transparency
within the modeling team, improves communication,
increases conﬁdence in the model, facilitates model main-
tenance and upkeep, and fosters model uptake by decision
makers.6. Sixth, consider the data requirements for the model and the
feasibility of maintaining the model over time. Like any
modeling effort, dynamic simulation models require a con-
siderable investment of time and resources to design and
build, and are often data intensive. Sufﬁcient qualitative and
quantitative research is critical to establish data requirements
and availability. Therefore, it is preferred to use data that are
routinely generated and captured by health care delivery
systems (e.g., claims and electronic medical records) and
readily accessible to reduce the data burden. Although data
from across the clinical continuum of care can be useful in
assessing the processes and outcomes of health care delivery,
it can be challenging to obtain routinely and may require
substantial investments to make it practical to use. For
example, 70% to 80% of the clinical content captured by
electronic medical records typically remains in unstructured
physician notes rather than structured data ﬁelds despite the
structured ﬁelds often being available in the database. In
some instances, primary data collection will be necessary,
especially regarding human behaviors, and this reduces the
ability to update the model routinely for sustainable applica-
tion. The modeling team must consider these factors when
designing the model and balance the advantages of including
each variable in the model (scope).
In summary, application of dynamic simulation modeling
methods can not only enrich decision and policymaking proc-
esses through scenario analyses depicting the what-if questions
and answers, but will also improve outcomes of decisions around
system redesign, such as facility planning, reducing wait time for
services, and alternative models of care delivery. System redesign
is an essential step to achieving sustainable implementation of
evidence-based practice interventions across the care contin-
uum. Dynamic simulation modeling can be useful to estimate
the clinical, economic, and humanistic outcomes associated with
progression of disease, consequences of interventions, and the
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methods can inform the adoption of evidence-based patient care
practices by considering both intended and unintended conse-
quences of health system interventions through model testing
before implementation. Despite these potential beneﬁts of apply-
ing dynamic simulation models to improve patient-centered care,
it must be remembered that models do not solve problems.
Models can only inform potential solutions to problems, and
the ultimate decision responsibility rests with decision makers.Areas for Continued Methodological Development
Applying Dynamic Simulation Models in Health Care
Delivery Research
The dynamic simulation modeling methods described in this
article are not new; for example, SD models have been with us for
more than 50 years [68]. The application of dynamic simulation
modeling to better understand the impact of different interven-
tions on health care systems has, until recently, however, been
largely conﬁned to traditional operations research problems such
as minimizing transportation costs and patient wait times. Such
applications are perfectly appropriate, but the power of dynamic
simulation methods is especially evident when tackling broader
problems such as the simulation of health care reforms [69,70].
The rapidly growing health care literature on dynamic simulation
methods testiﬁes to their increasing application and accessibility
[30] for understanding the effects of policy and medical inter-
ventions in complex health care systems [37].
There will undoubtedly continue to be reﬁnements in meth-
odology as dynamic simulation models are applied to health care
problems, such as the increasingly popular, powerful, and ﬂexible
hybrid models that combine multiple dynamic simulation mod-
eling methods [29]. This report guides the selection of a dynamic
simulation modeling method that is most suitable for a given
problem, recognizing that more than one method could be used,
but may be more or less effective and efﬁcient. Nonetheless, in
health care delivery, the problem to be addressed often involves
different levels (e.g., strategic, operational, and tactical) simulta-
neously; that is, subproblems require distinct perspectives
because of their nature and research questions, thereby requiring
a multimethod or hybrid approach to effectively combine models
with different purposes and objects [71–73].
The most fundamental advances will likely be driven by
factors such as the growing availability of electronically sourced
and cross-linked data and attendant advances in data science.
For more than 20 years, health care data—particularly medical
and drug claims—have been used to analyze the safety and real-
world effectiveness of alternative treatments. In an effort to
improve access to such data to support health care research,
large-scale data warehouses are being assembled around the
globe [74,75]. In many cases, these databases contain not only
information regarding traditional patient interactions with the
health care system reﬂected in claims or medical records but also
primary data collection on patient perspectives. The most recent
developments include the advancement of feeds from personal
mobile devices such as Apple’s iWatch directly into electronic
medical records systems [76]. The “3 Vs” of such data—its greater
volume, variety, and velocity [1]—bring more extensive empirical
evidence as variable inputs to dynamic simulation models, such
as those involving actor behavior, exposures, and preferences.
Of equal signiﬁcance is the growing capacity to use machine
learning together with dynamic simulation. Because of the
complexity and scale of data systems created by such diverse
data feeds, as well as the speed with which they are being
updated, machine learning methods [77] are now starting to be
used to build predictive models of health care interventions [78].Such methods support much more robust and powerful forms of
parameter estimation in dynamic simulation models [79,80], and
techniques for keeping such models routinely and automatically
updated with incoming data feeds, thereby improving the accu-
racy of the data and the model [33,81]. Although some compo-
nents of machine learning methodology, such as cross-
validation, already enjoy longstanding application in dynamic
simulation modeling, the combination of machine learning and
dynamic simulation has been far more recent. Nevertheless, it is
already demonstrating strong beneﬁts in other health simulation
subdomains, and seems likely to soon see broad and powerful
application leveraging big data in the analysis of health care
systems.
Finally, like dynamic simulation methods, there is a growing
recognition of the applicability of optimization methods from
operations research to health care problems. Optimization meth-
ods from operations research were originally developed in World
War II, so they are similar to dynamic simulation models in their
maturity. Optimization methods such as linear, nonlinear, inte-
ger, and dynamic programming are already used in health care
for traditional applications (minimizing wait times or transpor-
tation costs). In the DES example of emergency room expansion
considered earlier, it would be a logical next step to consider
estimation of the optimal solution once the problem, inputs, and
system constraints were sufﬁciently well understood through the
DES modeling process. Optimization methods have only recently
begun to be applied to outcomes research problems such as
ﬁnding the optimal treatment pathway for a particular type of
patient within constraints imposed by the system (insurance
coverage, access to certain types of facilities, etc.) [82]. In either
case, it is apparent that dynamic simulation models would be an
important precursor to optimization, greatly improving our
understanding of the system necessary to formulate the optimi-
zation problem. This creates further opportunities to transfer
learnings from ﬁelds outside of health care to the optimization of
health care systems.Acknowledgments
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