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Abstract 
We present improved algorithms for the recognition and the weighted versions of the 
optimization problems for the class of weakly triangulated graphs. In particular, we improve 
the complexity of the recognition problem from 0(n4.376 ) to 0(mn2), the complexity of finding 
maximum weighted clique and minimum weighted coloring from O(n’) to O(n”), and the 
complexity of finding maximum weighted independent set and minimum weighted clique cover 
from 0(mn3) to O(n’). 
1. Introduction 
A simple, undirected graph is weakly triangulated if neither the graph nor its 
complement contains an induced subgraph isomorphic to a chordless cycle on five or 
more vertices. This class of graphs was introduced by Ryan Hayward [4]. Weakly 
triangulated graphs are a subclass of perfect graphs that include the triangulated 
graphs and their complements. The reader is referred to [2,4-g] for previous work on 
weakly triangulated graphs and their applications. 
Let n denote the number of vertices and m denote the number of edges in a graph. 
Hayward et al. [6] characterized weakly triangulated graphs based on the presence of 
a two-pair, a pair of nonadjacent vertices in a graph such that every chordless path 
between the two vertices in the pair has exactly two edges. They also presented 
algorithms for this class of graphs, which use this characterization, to compute 
maximum clique and minimum coloring in O(nm3) time, and to compute maximum 
independent set and minimum clique cover in O(n’) time. They could also solve 
weighted versions of computing maximum clique and minimum coloring in 0(n6) time, 
and computing maximum independent set and minimum clique cover in 0(mn4) time. 
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Arikati and Pandu Rangan [2], with a faster algorithm for finding a two-pair, 
improved the time complexities of all the above mentioned optimization problems by 
a factor of n. We improve the time complexity of all the algorithms for the weighted 
optimization problems to 0(n4). This does not improve the time complexity of 
the algorithms for the unweighted optimization problems, which is already O(mnz) 
for finding maximum clique and minimum coloring, and O(n”) for finding maximum 
independent set and minimum clique cover, as a consequence of the algorithm 
in [2]. 
Hayward presented a recognition algorithm [S] for the class of weakly triangulated 
graphs that has the time of complexity of 0(n5); his algorithm checks the graph given 
as input as well as its complement for the presence of chordless cycles on five or more 
vertices. Spinard [9], using veriJcation of transitivity as a subroutine, improved the 
time complexity of Hayward’s algorithm to O(U~.~~~). In this paper, we present 
a recognition algorithm with the time complexity of 0(mn2). This is the first recogni- 
tion algorithm for the class of weakly triangulated graphs that uses the structural 
properties of these graphs. 
The algorithms that we present are based on two new ideas. The first observation is 
that the operation of adding an edge between the vertices that make up a two-pair in 
an arbitrary graph preserves the property of being weakly triangulated. The second 
idea is that even though it takes O(mn) time to find a two-pair in an arbitrary graph, 
the two-pairs required by our algorithms, after the first two-pair has been computed, 
can be found in O(n2) time each. 
All the algorithms presented in this paper require O(n3) space. 
1.1. Notation 
We shall refer to a chordless cycle on five or more vertices as a hole and to its 
complement as an antihole. The notation (x1, x2, . . . . x3 will be used to refer to 
a specific hole or antihole on k vertices. In the case of a hole, the order of the vertices 
corresponds to the natural order of the vertices along the chordless cycle. In the case 
of an antihole, the order of the vertices corresponds to the cyclic order of the vertices 
in the complement. Let N(x) denote the set of vertices adjacent o the vertex x, the 
neighborhood of x. Definitions of terms not found in this section are standard, and may 
be found in Cl, 31. 
1.2. Two-pairs and weakly triangulated graphs 
Hayward et al. [6] proved the existence of a two-pair in every weakly triangulated 
graph that is not a clique. Their theorem is as follows. 
Two-pair theorem (Hayward et al. [6]). ZfG . zs a weakly triangulated graph, then every 
induced subgraph of G that is not a clique contains a two-pair. 
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Note that if (x, y} is a two-pair, then x and y together cannot be part of either a hole 
or an antihole; therefore, two-pair theorem characterizes the class of weakly tri- 
angulated graphs [6]. The efficiency of our algorithms can be attributed to the 
exploitation of presence of two-pairs in weakly triangulated graphs. 
2. Finding a two-pair 
Suppose x and y are a pair of nonadjacent vertices in a graph. We can determine if 
{x, y} is a two-pair in O(m) time by checking to see if there is a path between x and y in 
the graph G - (N(x) n N(y)). Therefore, a two-pair can be found in an arbitrary 
graph in O(mn2) time [6]. 
Let us call a set S of vertices in a graph a separator for vertices x and y if the removal 
of S from the graph disconnects x from y. A separator S is minimal if no proper subset 
of S is also a separator. 
Arikati and Pandu Rangan [2], using the idea that {x, y} is a two-pair in G if and 
only if N(x) n N(y) is a minimal separator for x and y in the graph, presented an 
algorithm to find a two-pair in an arbitrary graph in O(mn) time. Their algorithm 
checks each vertex x in the graph to see if there is a vertex y such that {x, y} is 
a two-pair. We borrow the ideas from [2] for finding a two-pair. But, in contrast o the 
algorithm in [2], we also construct some data structures while finding a two-pair for 
the first time so that every two-pair after the first time one can be found in 0(n2) each. 
In this section, we present the algorithm FIND-TWO-PAIR, a paraphrased 
version of the algorithm from [2] along with the data structures introduced. Algo- 
rithm FIND-TWO-PAIR will be used as a subroutine in the remaining algorithms. 
Algorithm FIND-TWO-PAIR (G) 
Input: An undirected graph G. 
Output: A two-pair (x, y}, if one exists. 
for each vertex Xi in V(G) do 
ktep 1. /* compute two-pair-structure of Xi, TPSi */ 
Step 1.1. 
do a breadth first search and compute level(u), the distance of u from xi, for 
every vertex u of G. 
Step 1.2. 
compute the connected components Hi, . . . . Hk or G - xi - N(xJ. 
Step 1.3. 
for each connected component Hj do 
find the minima1 separator Sj of V(Hj) and xt; /* Sj is a subset of N(xJ */ 
compute the cardinality nj of Sj. 
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Step 1.4. 
for every vertex y such that level(y) is 2 do 
{ 
let Hk be the connected component hat y belongs to; 
compute dejciency(y), the number of vertices in Sk that y is not adjacent o. 
Step 2. /* look for a partner to form a two-pair with xi */ 
for every vertex y such that leoel(y) is 2 do 
if dejiciency(y) is zero then 
{ 
Output {Xi, Y}; 
stop. 
We refer to all the information generated in step 1. for a particular vertex xi as the 
two-pair-structure for Xi, TPSi. 
Two-pair-structure theorem. Algorithm FIND_TWO_PAIR jinds a two-pair in the 
given graph and computes all the n two-pair-structures in O(mn) time. 
Proof. All the substeps of the first step of the algorithm can be carried out in O(m) 
time per vertex. Since step 1 is executed at most n times and step 2 takes at most O(n) 
time, the total running time of the algorithm is O(mn). 0 
Note that once the two-pair-structures for all the vertices in the graph have been 
computed and stored, a two-pair in the graph can be found more efficiently; we run 
through the two-pair-structures one after the other, looking at the vertices whose level 
is 2, and pick the vertex whose deficiency is zero to be y. Since there are O(n2) vertices 
that are at level 2 in all of the two-pair-structures considered together, this can be 
done in O(n’) time. This is one of the keys to our improved algorithms; where there is 
a requirement to find two-pairs one after the other, we will show that all but the first of 
the two-pairs can be found in 0(n2) time each. 
3. The recognition problem 
In this section, we present an O(mn’) algorithm for the recognition of weakly 
triangulated graphs. 
The algorithm works on the complement of the graph given as input, rather than on 
the graph itself, a decision motivated by complexity considerations. Since the class of 
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weakly triangulated graphs is closed under complementation, this does not pose any 
problems as far as the correctness of the algorithm is concerned. 
A graph is weakly triangulated if and only if each of its connected components is 
weakly triangulated. Therefore, we can assume that the complement of the given graph 
is connected; if not, we can repeat he algorithm on each of the connected components. 
The algorithm proceeds by computing a sequence of graphs, starting with the graph 
given as input. In each step of this process, the property of being weakly triangulated 
is maintained; also, the graphs that come later in the sequence have strictly more edges 
than the ones that come earlier in the sequence. The basic step involved in computing 
the above mentioned sequence of graphs is: find a two-pair in the given graph and add 
an edge between the vertices involved until there are no two-pairs in the graph. The 
algorithm is as follows. 
Algorithm RECOGNITION (G) 
Input: G, an undirected graph. 
Output: yes, if G is weakly triangulated; no, otherwise. 
C 
find c, the complement of G; 
found_a-two-pair c true 
while (founhatwo-pair) and (G is not a complete graph) do 
if there is a two-pair {x, y} in G then 
add an edge between x and y 
else 
founhatwo-pair c false; 
if (? is a complete graph then 
output yes 
else /* there are no two-pairs in C? */ 
output no 
We shall first establish the correctness of the algorithm, and then analyze its time 
complexity. We require the following lemma for proving the correctness of the 
algorithm. 
Edge addition lemma. Let G = (V, E) be a graph and let {x, y} be a two-pair in G. Let 
G’ = (V, E’) be the graph obtained from G by adding an edge between x and y. Then G is 
weakly triangulated o G’ is weakly triangulated. 
Proof. We prove that the process of adding an edge between the vertices contained in 
a two-pair does not create or destroy either holes or antiholes. 
Note that every pair of nonadjacent vertices that are part of either a hole or 
an antihole have a chordless path between them that contains at least three edges. 
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Therefore, if {x, y} is a two-pair in G, then there cannot be either a hole or an antihole 
in G that contains both x and y. Hence, adding an edge between the vertices forming 
a two-pair cannot destroy either holes or antiholes. 
Suppose adding an edge between the two-pair {x, y> creates the hole 
(x = x1,x2, . ..) xk = y), k 2 5, in G’. This would imply that (x,x2, . . . . xk_ r,y) was 
a chordless path in G containing more than two edges, contradicting the assumption 
that (x, y} was a two-pair in G. 
Suppose adding an edge between the two-pair {x, y} creates the antihole 
(x 1, ...) X = Xi, *e-y Y = Xj, ...) xk), k 2 6, in G’. Note that the antihole created must 
contain at least six vertices ince a hole on five vertices is isomorphic to an antihole on 
five vertices. Since x and y were nonadjacent in G, 0 - i) 2 2. We shall distinguish 
between two subcases. 
CUX 1: Suppose(j - i) = 2.Then(~,xj+r,xi-i,y) must have been a chordless path 
in G, contradicting the assumption that {x, y} was a two-pair in G. 
Case 2: Since the antihole created must contain at least six vertices, we can assume 
that Ii - jl > 3. This would imply that (x,xj+ l,xi+ 1,y) was a chordless path in G, 
contradicting the assumption that {x, y} was a two-pair in G. 0 
Recognition correctness theorem. Algorithm RECOGNITION correctly tests whether 
a graph is weakly triangulated. 
Proof. Follows from the edge addition lemma and the two-pair theorem. Cl 
3.1. Analysis of algorithm RECOGNITION 
Let us suppose that algorithm FIND-TWO-PAIR is used to find the very first 
two-pair {x, y}. Therefore, we have all the two-pair-structures, TPSi, 1 d i < n, for the 
vertices of G computed and available after the first two-pair has been found. We shall 
now show that, when an edge is added between the vertices x and y in G, the required 
changes to all the two-pair structures can be done in 0(n2) time. Given the discussion 
in the previous section, every two-pair from the second iteration onwards can then be 
found in 0(n2) time. We need some notation first. 
Given the two-pair-structure TPSi for the vertex Xi of graph G, we call the vertex xi 
the root of that structure; N(xi) refers to the neighborhood of Xi; the set 021 refers to 
the set of vertices that are at distance 2 from xi; the set of all the other vertices will be 
denoted by RESTi. H refers to the graph G - xi - N(xi); Hj, 1 <j < k, are the 
connected components of H; Sj is the minimal separator for xi and V(Hj); nj is the 
cardinality of Sj. 
Lemma 3.1. Let {x, y} be a pair of nonadjacent vertices in a graph G. Let TPSi be the 
two-pair-structure for vertex xi with respect to G, 1 < i < n. Let G’ be the graph 
obtainedfrom G by adding an edge between the vertices x and y. The two-pair-structures 
for the vertices with respect to G’ can be computed in 0(n2) time. 
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Proof. We can partition the set of two-pair-structures, TPSip 1 < i < n, into the 
following mutually exclusive cases depending on where the vertices x and y occur in 
a two-pair-structure with respect to its root, In each of the cases, we indicate the 
changes that have to be made to a two-pair-structure of G to obtain the corresponding 
two-pair-structure of G’. 
Consider a particular two-pair-structure, TPSi, of G. 
Case 1: Either x or y is the root of TPSi. Recompute the two-pair-structure from G’. 
Case 2: x E N (xi) and y E N (xi). No changes are needed. 
Case 3: x E N(s) and y E D2i. Let H,, be the component that y belongs to. 
If x ES, then 
deJciency(y) c deficiency(y) - 1 
else 
{ 
add x to S,; 
ny + ny + 1 
for all u in V(H,) such that level(u) is 2 do 
dejciency(u) c deficiency(u) + 1 /* account for x */ 
Case 4: x E N(Xi) and y E REST,. Let H, be the component that y belongs to. 
delete y from RESTi; 
add y to D2i; 
level(y) c 2; 
if XES, then 
de$ciency(y) c nY - 1 /* all except x*/ 
else 
1 
add x to S,; 
de$ciency(y) 4- n,; 
ny 4- n,+l; 
for all u in V(H,) - y such that level(u) is 2 do 
de$ciency(u) c deficiency(u) + 1 /* account for x */ 
Case 5: x and y belong to the same component of H. No changes are needed. 
Case 6: x belongs to HI and y belongs to Hz. 
num_xommon 4- ISI n &I; 
for all u in V(H,) such that level(u) is 2 do 
dejiciency(u) + deficiency(u) + n2 - num-common; 
for all u in V(H,) such that level(u) is 2 do 
dejiciencyfu) c dejkiency(u) + nl - num-common; 
merge HI and H2 to get the component H,,,; 
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merge Si and Sz to get the separator S,,,; 
nnew c n, + rt2 - numcommon; 
Finally, an edge is added between x and y in TPSi. Note that the changes required 
in each of the cases except he first one can be accomplished in O(n) time. The first case 
requires O(n’) time, but there are exactly two of the n two-pair-structures that fall 
under this case. For all the other n - 2 two-pair-structures, the changes can be 
performed in O(n) time per two-pair-structure and the lemma is proved. !J 
Corollary 3.1. In the algorithm RECOGNITION, all except the first two-pair can be 
found in O(n2) time each. 
Recognition complexity theorem. Algorithm RECOGNITION runs in O(mn’) time. 
Proof. By the two-pair-structure theorem, the first iteration of the while loop in the 
algorithm RECOGNITION takes O(n3) time (note that G can have O(n’) edges). By 
Corollary 3.1, every iteration of the while loop after the first one can be executed in 
0(n2) time. The maximum number of times a two-pair can be found in G is equal to 
the number of edges absent from G, i.e., the number of edges present in G, m. 
Therefore, the maximum number of times the while loop is executed is m. Hence the 
time complexity is 0(mn2). III 
4. The weighted optimization problems 
In this section, we present improved algorithms for the weighted versions of the 
maximum clique, minimum coloring, maximum independent set, and minimum clique 
covering problems for weakly triangulated graphs. We shall reproduce the definitions 
of these problems from [6]. For each of these problems, the input is a graph G with 
vertices x 1, . . . , x, and positive integers (weights) w(x,), . . . , w(x,) associated with the 
vertices. 
Maximum weighted clique problem. Find a clique K of G, such that the sum of the 
weights of the vertices of K is maximum, over all cliques of G. 
Minimum weighted coloring problem. Find independent sets Si, . .., S, and integers 
X(S,), . . . . X(S) such that 
(1) for every vertex xi, the sum of the integers X (Sj) of all sets Sj such that Xi E Sj is 
at least w&J, and such that 
(2) the sum of all integers X(Si) + ... + X (S,) is minimum, over all sets of integers 
that satisfy (1). 
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Maximum weighted independent set problem. Find an independent set S of G such that 
the sum of the weights of the vertices of S is maximum, over all independent sets of G. 
Minimum weighted clique covering problem. Fluid cliques Ki, . . . . K, and integers 
X(K,), *.*, X(K,) such that 
(1) for every vertex xi, the sum of the integers X (Kj) of all sets Kj such that xi E Kj is 
at least w(xJ, and such that 
(2) the sum of all integers X (K,) + ... + X (K,) is minimum, over all sets of integers 
that satisfy (1). 
Actually, Hayward et al. [6] presented only one algorithm, W-OPT, which solves 
the weighted versions of the maximum clique and the minimum coloring problems; 
since weakly triangulated graphs are closed under complementation, the same algo- 
rithm can be run on the complement of the given graph to solve the other two 
problems. Algorithm W-OPT, as presented in [6] has a time complexity of O(#); it 
runs on the complement of the graph given as input in 0(mn4) time. Using the 
algorithm given in [2] for finding a two-pair, the corresponding complexities can be 
improved to O(n’) and 0(mn3). We make a further improvement in the time complexity 
of the algorithm W-OPT, in both the cases, to 0(n4). We shall briefly describe the idea 
behind the algorithm W-OPT and then reproduce relevant portions of it from [6]. 
Algorithm W-OPT finds a two-pair {x, y} in the given weakly triangulated graph 
G. It then performs certain operations, which are specified below, on the two-pair to 
transform G into a weakly triangulated graph J such that J has either lesser vertices or 
more edges than G; the problem is then solved recursively on J, and the operations 
performed on the two-pair are reversed to obtain a solution for G from a solution for 
J. We now present a skeleton of the algorithm W-OPT; the reader is referred to [6] 
for the details. 
Algorithm W-OPT (G) 
Input: a weakly triangulated graph G with positive weights on the vertices. 
Output: a max. weighted clique KG and a min. weighted coloringfo. 
find a two-pair {x, y} in G; 
if G has no two-pair then /* G is a complete graph */ 
compute KG and fc 
else 
{ 
assume that w(x) < w(y); 
if w(x) = w(y) then 
obtain J as follows: /* identification operation *f 
N(x) + N(x) ” (NY) - N(x)); 
delete y; 
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klse /* w(x) < w(y) */ 
obtain J as follows: /* quasi-identification operation *J 
N(x) + N(x) ” (N(Y) - N(x)); 
add an edge between x and y; 
W(Y) +- W(Y) -w(x); 
K,,f, t W-OPT(J); /* recursive step */ 
undo the operations on the two-pair to get Ko, fo from KJ, fJ; 
Note that the details of the steps of the algorithm that are in italics have been left 
out as they are not critical in determining the time complexity of W-OPT. In our 
version of W-OPT, we use algorithm FIND-TWO-PAIR to find the first two-pair 
and to set up the two-pair-structures. From then on, we simply update the two-pair- 
structures according to the changes done to the graph by the identification and the 
quasi-identification operations. Therefore, every two-pair after the first one can be 
found in 0(n2) time (refer to Corollary 3.1). We now show that, during the course of 
execution of W-OPT, the total cost of maintaining the two-pair-structures as required 
by the identification operations and quasi-identification operations is O(n4). 
Lemma 4.1. Let {x, y} be a two-pair in a weakly triangulated graph G. Let TPSi be the 
two-pair-structure for vertex xi with respect to G, 1 < i < n. Let J be the graph obtained 
from G by performing the identification operation on {x, y>. The two-pair-structures for 
the vertices with respect to J can be computed in 0(n3) time. 
Proof. Derive the graph J from G and then run the algorithm FIND-TWO-PAIR 
on J. 0 
Theorem 4.1. The maximum weighted clique and the minimum weighted coloring prob- 
lems for weakly triangulated graphs can be solved in 0(n4) time. 
Proof. We show that the time complexity of the algorithm W-OPT is 0(n4). The time 
complexity of W-OPT is determined by the following three components: time spent in 
finding a two-pair, time spent in maintaining the two-pair-structures during an 
identification operation, and the time spent in maintaining the two-pair structures 
during a quasi-identification operation. We shall prove that the time spent in each of 
these three cases is O(n4). 
Every time the algorithm finds a two-pair, it performs either an identification or 
a quasi-identification operation on the two-pair; hence, every time a two-pair is found, 
either a vertex gets deleted from the graph or at least an edge gets added to the graph. 
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Therefore, the total number of times W-OPT finds a two-pair is O(n’); by Corollary 
3.1, the total time spent on finding two-pairs is 0(n4). 
Since a vertex gets deleted every time the identification operation is done, the 
maximum number of times W-OPT performs the identification operation is O(n); by 
Lemma 4.1, the total time spent on the identification operations is O(n”). 
The quasi-identification operation, as far as the cost incurred in maintaining the 
two-pair-structures i concerned, is equivalent o adding edges to the graph. The total 
number of times W-OPT could add edges to a graph is O(n2); by Lemma 3.1, the total 
time spent on the quasi-identification operations is O(n”) and the proof is com- 
plete. 0 
Theorem 4.2. Algorithm W-OPT runs on the complement of the weakly triangulated 
graph given as input in O(n”) time. 
Proof. Similar to the proof of Theorem 4.1. II 
Corollary 4.1. The maximum weighted independent set and the minimum weighted clique 
covering problems for weakly triangulated graphs can be solved in O(n4) time. 
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