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Abstract

1.2 Fuzzy data processing

In many real-life situations, we cannot directly measure or estimate the desired quantity r. In these situations, we measure or estimate other quantities r1 : : : r related to
r, and then reconstruct r from the estimates
for r . This reconstruction is called data processing.
Often, we only have fuzzy information about
r . In such cases, we have fuzzy data processing. Fuzzy data means that instead of
a single number r , we have several numbers
that describes the fuzzy knowledge about the
corresponding quantity. Since we need to
process more numbers, the computation time
for fuzzy data processing is often much larger
than for the usual non-fuzzy one. It is, therefore, desirable to select representations and
processing algorithms that minimize this increase and thus, make fuzzy data processing
feasible.
In this paper, we show that the necessity to
minimize computation time explains why we
use fuzzy numbers, and describes what operations we should use.
n

i

i

i

1 Formulation of the problem
1.1 Why data processing
In many real-life situations, we cannot directly measure or estimate the desired quantity r. For example,
we cannot directly measure the distance to a star or
the amount of oil in a well.
In these situations, we measure or estimate other quantities r1 : : : r related to r, and then reconstruct r
from the estimates for r . This reconstruction is called
data processing.
n
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In many real-life applications, we have to deal with
quantities r whose values we do not know precisely,
and instead, we only have expert (fuzzy) knowledge
about these values. This knowledge is usually described in terms of membership functions  (x) that
assign to every real number x the expert's degree of
belief  (x) 2 0 1] that the actual (unknown) value of
the quantity r is equal to x.
We want to use the expert (fuzzy) knowledge about
the values r1  : : : r of some quantities to predict the
value of some quantity r that is related to r . In this
paper, we will consider the simplest case when \related" means that we know the exact form of the dependency r = f (r1  : : : r ) between r and r, and the
only uncertainty in r is caused by the uncertainty in
the values of r .
In such situations, we must transform the fuzzy knowledge about the values r into a fuzzy knowledge about
r = f (r1  : : : r ). This transformation is called fuzzy
data processing.
It is usually implemented by using extension principle
(see, e.g., 10]):
i
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 (x) =

(1 (x1 )& : : : & (x ))
(1)
where & is an \and"-operation (t-norm).
r

sup

n :f (x1 :::xn )=x

x1 :::x

n

n

1.3 Fuzzy data processing takes longer than
non-fuzzy one
Fuzzy data means that for each i, instead of a single
number r , we have several numbers that describes the
fuzzy knowledge about the corresponding quantity.
Since we need to process more numbers, the computation time for fuzzy data processing is often much larger
than for the usual non-fuzzy one.
In some cases, formulas are still rather easy to implement: e.g., if f (r1  : : : r ) is a linear function, t-norm
is a product, and we use Gaussian membership funci

n

 (x) = exp(;(x ; a )2 =( )2 ):
In this case, for  (x), we also get a Gaussian membership function, with easily computable a and . E.g.,
for f (r1  r2) = r1 + r2 , we have
;2 + a2(2 );2
a = a1 ((1));2 +
(2);2
1
and ();2 = (1);2 + (1 );2 10], 23]. These are
computationally very simple formulas to implement.
There are simple formulas for several other cases (see,
e.g., 10] and references therein).
However, in general, fuzzy data processing can be computationally complicated. It it, therefore, desirable to
select representations and processing algorithms that
minimize this increase and thus, make fuzzy data processing feasible.

must be computationally doable, in which we pick a
value x for which (x) takes the largest possible value.
We will show that this very natural requirement implies that we should restrict ourselves to membership
functions that attain maximum in exactly one point
x. This conclusion justies the use of fuzzy numbers
in fuzzy data processing.
Comment. It is a known experimental fact in numerical mathematics (see, e.g., 5], 6], 7], 8], 9]) that
in general, it is easier to nd a point (x1  : : : x ), in
which a given function f (x1  : : : x ) attains its maximum, when there is only one such point, and much
harder when there are several. There are several theoretical results that explain these experiments see, e.g.,
15], 16], 17], 18], 19], 20], 21], 22]. In this paper,
we show that these results are true if instead of arbitrary functions, we only consider membership functions.

1.4 Additional computational problem:
defuzzi cation

2.2 De nitions and known result

tions

i

i

i

r

If the result r goes to an expert, then it is better to
give the expert all possible choices x with their degree
of possibility  (x).
However, in many real-life situations, the result of data
processing goes to an automatic decision-maker (e.g.,
controller) in such situations, we need to defuzzify the
membership function  (x), i.e., transform it into a
single number x that is, in some reasonable sense, representative of this membership function. This defuzzication requires additional computation steps. so, if
we want to save computation time, we must choose as
simple a defuzzication procedure as possible.
Several defuzzication procedures are known, the simplest of them is the one that goes back to the rst papers of Zadeh: we choose a value x from which  (x)
takes the largest possible value. So, we must choose
fuzzy sets and operations in such a way that at least
this simplest defuzzication should be computationally feasible.
r

r

r

1.5 What we are planning to do
In this paper, we show that the necessity to minimize
computation time explains why we use fuzzy numbers,
and describes what operations we should use.

2 Why fuzzy numbers
2.1 Main idea
Even if there is no fuzzy data processing involved,
there is still a need for defuzzication. So, before
we consider any fuzzy data processing algorithms,
we must select membership functions in such a way
that will make defuzzication computationally doable.
At least, the above-described simplest defuzzication

n

n

We are interested in computing the real number x at
which a given membership function (x) attains its
maximum. In the computer, all we have is rational
numbers. What does it mean to \compute a real number"? It is natural to say that a real number is computable if we can compute its rational approximation
with an arbitrary given accuracy. This denition and
its analysis can be found, e.g., in 1], 2]):
De nition 1. A real number x is called constructive
(or computable) if there exists an algorithm (program)
that transforms an arbitrary integer k into a rational
number x that is 2; ;close to x. It is said that this
algorithm computes the real number x.
k

k

Comment.

 When we say that a constructive real number is

given, we mean that we are given an algorithm
that computes this real number.
 Similarly, we can dene a constructive function
from real numbers to real numbers, as a function
that, given a computable real number x, computes
f (x) with an arbitrary accuracy.
The following result is known (see, e.g., 16], 18], 11],
12]):

Proposition. There exists an algorithm that is applicable to an arbitrary computable function f (x1  : : : x )
on a computable box X = x;1  x+1 ]  : : :  x;  x+]
that attains its maximum on X at exactly one point
n

n

n

x = (x1  : : : x ), and computes this point x.
n

2.3 New result
If we allow the possibility that maximumis attained at
two points instead of one, then the problem of computing this maximum becomes algorithmically decidable:

Theorem 1. No algorithm is possible that is applica-

So, if one of the approximations is negative, then  =
0, else  6= 0. Hence, based on U , we can construct
the following algorithm V that would check whether a
constructive real number  is equal to 0 or not:

This result explains why fuzzy numbers should be
used, because for a fuzzy number whose membership
function is strictly increasing then strictly decreasing,
the maximum is attained at exactly one point.

 apply U to g (x), and compute both roots with

ble to any computable membership function (x) that
is dierent from 0 on an interval x; x+ ] and that attains its maximum at exactly two points, and returns
these two points.

2.4 Proof
The proof of Theorem 1 uses the fact that it is algorithmically impossible to tell whether a real number 
from the interval ;0:5 0:5] is equal to 0 or not (see,
e.g., 1], 2]).
We will prove this Theorem by reduction to a contradiction. Assume that such an algorithm U exists. So,
U is applicable to an arbitrary computable function
that attains its maximum at exactly two points, and
returns exactly these points. As an example of such
a polynomial, let's take g (x) = max(0 1 ; f 2 (x)),
where
f (x) = (x ; 1 ; 2)  (x ; 1 + 2 )  ((x + 1)2 + 2)
and  is some constructive real number from the interval ;0:5 0:5].
One can easily check that g (x) is indeed a membership function (i.e., a function whose values belong to
the interval 0 1]), and that the only way for this function to attain the largest possible value 1 is to have
f (x) = 0.
It is easy to check that for every , the polynomial
f (x) has exactly two roots (i.e., points x for which
f (x) = 0). Indeed, f (x) is the product of three
factors, so f (x) = 0 if and only if one of these factors
is equal to 0. We will consider two cases:
 If  = 0, then f (x) = (x ; 1)2  (x + 1)2, so
f (x) = 0 if either x = 1, or x = ;1.
 If  6= 0, then the third factor is positive, so for
f (x) to be 0, one of the rst two factors must be2
equal to 0. In other
words, the roots are x = 1;
and x = 1 + 2 .
Now, we can get the desired contradiction: for every
constructive number , we can apply U to the polynomial g (x) and get the maxima (i.e., the roots of the
polynomial f (x)) with an arbitrary accuracy. Let's
compute them with the accuracy 1=4. Depending on
whether  = 0 or not, we have two cases:
 If  = 0, then one of the roots is ;1, so the (1/4)approximation to this root will be a negative rational number.
 If  6= 0, then both roots are  1 ; (1=2)2 = 3=4,
hence, their (1=4);approximations are greater
than 0.






























accuracy 1/4
 if both resulting approximations are positive, return the answer \ 6= 0", else return the answer
\ = 0".

But we have already mentioned that such an algorithm
is impossible. So, our initial assumption (that an algorithm U exists) was wrong. The theorem is proven.

3 Which operations with fuzzy
numbers
3.1 Possible choices
According to our description of fuzzy data processing, the only choice we face is the choice of selecting
a t-norm (\and"-operation). There are many possible t-norms to choose from the most well-known and
the most widely used ones are the two operations contained in the original paper by Zadeh 31] that started
the fuzzy logic:
 a&b = min(a b)
 a&b = a  b.

3.2 At rst glance, we should choose
minimum
If our only goal was only to compute a&b for two given
numbers a and b, then, to minimize computation time,
we should choose minimum min(a b): indeed, on most
computers, minimum is a fast hardware-supported operation (for precise formulation and proof of this conclusion, see, e.g., 24]).

3.3 In reality, minimum may not necessarily
be optimal
Our actual goal is, however, more complicated: to
compute the function as described by the formula (1).
Of course, if we simply follow this formula, i.e., if we:
 nd all possible tuples (x1  : : : x ), for which
f (x1  : : : x ) = x
 compute 1 (x1)& : : : & (x ) for each such tuple,
and then
 nd the largest of these values,
n

n

n

n

then the only way to minimize the computation time
is to minimize the time spent on computing &, i.e., use
min.

However, for fuzzy numbers, many faster methods of
computing (1) are known, see, e.g., 23], 10], 4], 13],
14].
With these indirect faster methods, it may happen
that minimum no longer leads to the fastest computations.
It turns out that which t-norm is the fastest depends
on the function f (x1  : : : x ). We will start our analysis by considering linear functions f (x1  : : : x ), then
go to quadratic ones.
n

n

3.4 What does it mean to compute a
membership function?
Our goal is to compute the membership function
 (x). Before we start our analysis, let us re-visit the
question of what it means to compute a membership
function.
 In general, for arbitrary membership functions, it
means (as we have mentioned earlier) that we are
able, given x, to compute the value  (x) for this
x with an arbitrary accuracy.
 However, from the practical viewpoint, we are interested not so much in knowing the value  (x)
for a single given x, but rather in describing all
values x for which the corresponding membership
value exceeds a certain level . This set (called
-cut) gives the user an indication of what values of r are possible with this possibility level.
When a membership function corresponds to a
fuzzy number, then for every  2 (0 1], the -cut
is an interval r;() r+ ()]. From this viewpoint,
to compute a membership function means to be
able, for every given , to compute the endpoints
of this interval.
Comment. When we use min(a b) as a t-norm, then we
can deduce, from the extension principle (1), a simple
formula for computing the desired interval:
r; () r+()] =
f (r1; () r1+()] : : : r;() r+()] =
ff (x1  : : : x ) j x 2 r; () r+()]g
where r; () r+ ()] denotes an -cut of the membership function  (x) this formula was rst proposed
and proven in 28] (see also 29]).
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3.5 At second glance, we should also choose
minimum (case of linear data processing
algorithms)
Let us start with linear data processing algorithms
f (x1  : : : x ) = c1  x1 + : : : + c  x + c0.
n

3.5.1 Minimum

n

n

If we use minimum min as a t-norm, then, for this
linear function, the above interval formula leads to the

following expression:
r; () r+()] =
c1  r1; () r1+ ()] + : : : + c  r;() r+ ()] + c0 
where:
 c  x; x+ ] is equal to c  x; c  x+ ] if c  0 and
to c  x+  c  x; ] if c < 0 and
 x;1  x+1 ] + : : : + x;  x+] =
x;1 + : : : + x;  x+1 + : : : + x+ ].
This is an easy-to-compute expression.
n

n

n

n

n

n

n

3.5.2 Product
If we use product as a t-norm, then the simplest possible computations happen when we use Gaussian membership functions, i.e., functions of the form exp(;P )
for some quadratic function P (see, e.g., 23]). So,
for every i,  (x ) = exp(;P (x )) for some quadratic
function x . Let us see how for these functions, we can
compute the endpoints of the desired interval for r.
According to the extension principle,  (x)   if
and only if there exist values x1  : : : x for which
f (x1  : : : x ) = x and+ 1(x1 )  : : :   (x )  .
The upper endpoint r () is, therefore, the largest
value x for which there exist x1 : : : x such that
f (x1  : : : x ) = x and 1 (x1)  : : :   (x )  . In
other words, this upper endpoint is a solution to the
conditional optimization problem:
f (x1  : : : x ) ! max
(2)
under the condition that
1 (x1)  : : :   (x )  :
(3)
Substituting the exponential expressions for  (x )
into this inequality (3), we can reformulate its lefthand side as
exp(;P1 (x1))  : : :  exp(;P (x )) = exp(;z )
where we denoted z = P1(x1 ) + : : : + P (x ): Hence,
the inequality (3) is equivalent to exp(;z )  . The
function exp(;z ) is strictly decreasing and therefore,
this inequality is, in its turn, equivalent
to z A,
where we denoted A = ; ln(). Thus, r+ () is a solution of the following conditional optimization problem:
(2) under the condition
P1(x1) + : : : + P (x ) A:
(4)
i
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Standard methods of calculus enable us to easily solve
this problem: Namely, the maximum of f (x1  : : : x )
in the closed domain (4) is attained:
 either in the interior point of this domain (in
which case it is a global maximum),
 or on the border of this domain.
n

Since a linear function does not have global maxima,
the maximum must be attained on the border, i.e.,
when
P1(x1) + : : : + P (x ) = A:
(5)
The resulting conditional optimization problem can be
then easily solved by Lagrange multiplier method, as
a global maximum of a function
F (x1 : : : x ) =
f (x1  : : : x ) +  (P1(x1 ) + : : : + P (x )) (6)
where the Lagrange multiplier can be determined
from the condition (5).
The function F (x1 : : : x ) is quadratic, hence, its
derivatives are linear expressions and therefore, we can
nd its global minimumby solving the system of linear
equations @F=@x = 0, 1 i n.
Similarly, the lower endpoint r; () of the desired interval can be obtained as a solution of a similar problem in which we minimize f (x1  : : : x ) instead of
maximizing it.
n

n

n

n

n

n

n
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3.5.3 Comparison

For linear data processing algorithms, both the use of
minimum and the use of the algebraic product lead
to feasible fuzzy data processing algorithms. As can
be seen from the example of addition (given above),
formulas for minimum are usually slightly less complicated and require fewer computation time.
This conclusion is in good agreement with the previous conclusion about the comparative computational
complexity of min(a b) and a  b.
Interestingly, for non-linear data processing algorithms, we have a reverse situation:

3.6 For quadratic data processing algorithms,
we have an unexpected result: product is
computationally easier than minimum
Let us now consider the simplest non-linear data processing functions f (x1  : : : x ), i.e., quadratic ones.
This time, we will start with the product.
n

3.6.1 Product

If we use product as a t-norm, and if we use Gaussian
membership functions, then, similarly to the previous
section, we can nd both the lower and the upper endpoints r; () and r+ () of the desired interval by nding the global minimum and maximum of a quadratic
function (6). Similarly to the previous section, we can
therefore conclude that this computation can be done
by a feasible algorithm. Thus, we can make the following conclusion:

Theorem 2. When we use algebraic product as

a t-norm, and when all membership functions are
Gaussian, then for quadratic data processing functions
f (x1  : : : x ), fuzzy data processing can be done by a
feasible algorithm.
n

3.6.2 Minimum

For minimum, the situation is quite di erent. The
problem here is equivalent to computing the interval range of a given quadratic function f (x1  : : : x )
over given intervals r1;() r1+ ()] : : : r;() r+ ()].
This problem is known to be computationally intractable (NP-hard) (30], 22] for a brief intro to this
notion see the appendix). Thus, we can make the following conclusion:
n

n

n

Theorem 3.

When we use minimum as a tnorm, then for quadratic data processing functions
f (x1  : : : x ), fuzzy data processing is NP-hard.
n

3.7 Conclusion
If we want to minimize the computation time of fuzzy
data processing, then:
 If we need no data processing at all, or if we only
need linear data processing, then it is better to
use minimum as a t-norm.
 If we need non-linear data processing, then, for
Gaussian membership functions, it is better to use
the algebraic product.
No data
processing
Linear
data
processing
Quadratic
data
processing
(Gaussian
membership
functions

a&b =
min(a b)
feasible,
slightly
easier
*
feasible,
slightly
easier
*
NP-hard

a&b =
ab
feasible
slightly
more
complicated
feasible
slightly
more
complicated
feasible
*

Comment. A similar simplicity result holds if we

use, instead of the product, an arbitrary strictly
Archimedean t-norm. Each such t-norm has the form
a&b = g(g;1 (a) + g;1 (b)) for some strictly decreasing function g(x). In this case, instead of a Gaussian
membership functions, we will have to use the membership functions of the type (x) = g(P (x)) for some
quadratic function P (x). The fact that these results
are the same is a particular case of the general transformation principle which is described, e.g., in 27].
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4 Appendix: The notions of feasibility
and NP-hardness { brief
introduction
4.1 What does \feasible" mean? the main
idea
Some algorithms are not feasible. In theory of

computation, it is well known that not all algorithms
are feasible (see, e.g., 3], 25], 26]): whether an algorithm is feasible or not depends on how many computational steps it needs.
For example, if for some input x of length len(x) = n,
an algorithm requires 2 computational steps, then for
an input of a reasonable length n 300, we would need
2300 computational steps. Even if we use a hypothetical computer for which each step takes the smallest
physically possible time (the time during which light
passes through the smallest known elementary particle), we would still need more computational steps
than can be performed during the (approximately 20
billion years) lifetime of our Universe.
A similar estimate can be obtained for an arbitrary
algorithm whose running time t(n) on inputs of length
n grows at least as an exponential function, i.e., for
n

which, for some c > 0, t(n)  exp(c  n) for all n. As
a result, such algorithms (called exponential-time) are
usually considered not feasible.
Comment. The fact that an algorithm is not feasible,
does not mean that it can never be applied: it simply
means that there are cases when its running time will
be too large for this algorithm to be practical for other
inputs, this algorithm can be quite useful.
Some algorithms are feasible. On the other hand,
if the running time grows only as a polynomial of n
(i.e., if an algorithm is polynomial-time, then the algorithm is usually quite feasible.

Existing de nition of feasibility: the main idea.

As a result of the above two examples, we arrive at the
following idea: An algorithm U is called feasible if and
only if it is polynomial-time, i.e., if and only if there
exists a polynomial P (n) such that for every input x
of length len(x), the computational time tU (x) of the
algorithm U on the input x is bounded by P (len(x)):
tU (x) P (len(x)).
In most cases, this idea works. In most practical cases, this idea adequately describes our intuitive
notion of feasibility: polynomial-time algorithms are
usually feasible, and non-polynomial-time algorithms
are usually not feasible.

This idea is not perfect, but it is the best we can
do. Although in most cases, the above idea adequately

describes the intuitive notion of feasibility, the reader
should be warned that this idea is not perfect: in some
(very rare) cases, it does not work (see, e.g., 3], 25],
26]):
 Some algorithms are polynomial-time but not feasible: e.g., if the running time of an algorithm is
10300  n, this algorithm is polynomial-time, but,
clearly, not feasible.
 Vice versa, there exist algorithms whose computation time grows, say, as exp(0:000 : : : 01  len(x)).
Legally speaking, such algorithms are exponential
time and thus, not feasible, but for all practical
purposes, they are quite feasible.
It is therefore desirable to look for a better formalization of feasibility, but as of now, \polynomial-time" is
the best known description of feasibility.

4.2 When is a problem tractable?
What would be an ideal solution. At rst glance,

now, that we have a denition of a feasible algorithm, we can describe which problems are tractable
and which problems are intractable: If there exists a
polynomial-time algorithm that solves all instances of
a problem, this problem is tractable, otherwise, it is
intractable.
Sometimes, this ideal solution is possible. In
some cases, this ideal solution is possible, and we either

have an explicit polynomial-time algorithm, or we have
a proof that no polynomial-time algorithm is possible.
Alas, for many problems, we do not know. Unfortunately, in many cases, we do not know whether a
polynomial-time algorithm exists or not. This does not
mean, however, that the situation is hopeless: instead
of the missing ideal information about intractability,
we have another information that is almost as good:

What we have instead of the ideal solution.
Namely, for some cases, we do not know whether the
problem can be solved in polynomial time or not, but
we do know that this problem is as hard as practical
problems can get: if we can solve this problem easily, then we would have an algorithm that solves all
problems easily, and the existence of such universal
solves-everything-fast algorithm is very doubtful. We
can, therefore, call such \hard" problems intractable.
Formally, these problems are called NP-hard.
In order to formulate this notion in precise terms, we
must describe what we mean by a problem, and what
we mean by the ability to reduce other problems to
this one.

4.3 How can we de ne a general practical
problem?
What is a practical problem: informal idea.
What is a practical problem? When we say that there
is a practical problem, we usually mean that:

 we have some information (we will denote its com-

puter representation by x), and
 we know the relationship R(x y) between the
known information x and the desired object y.

In the computer, everything is represented by a binary sequence (i.e., sequence of 0's and 1's), so we will
assume that x and y are binary sequences.
Two examples of problems. In this section, we
will trace all the ideas on two examples, one taken from
mathematics and one taken from physics. Readers who
do not feel comfortable with one of the example (say,
with a physical one) are free to simply skip it.
 (Example from mathematics) We are given a

mathematical statement x. The desired object
y is either a proof of x, or a \disproof" of x (i.e.,
a proof of \not x"). Here, R(x y) means that y
is a proof either of x, or of \not x".
 (Example from physics) x is the results of the experiments, and the desired y is the formula that
ts all these data. Imagine that we have a series of
measurements of voltage and current: e.g., x consists of the following pairs (x(1 ) x(2 )), 1 k
10: (1:0 2:0) (2:0 4:0) ::: (10:0 20:0) we want
to nd a formula that is consistent with these experiments (e.g., y is the formula x2 = 2  x1 ).
k

k

Solution must be checkable. For a problem to be

practically meaningful, we must have a way to check
whether the proposed solution is correct. In other
words, we must assume that there exists a feasible algorithm that checks R(x y) (given x and y). If no such
feasible algorithm exists, then there is no criterion to
decide whether we achieved a solution or not.
Solution must not be too long. Another requirement for a real-life problem is that in such problems,
we usually know an upper bound for the length len(y)
of the description of y. In the above examples:
 In the mathematical problem, a proof must be not
too huge, else it is impossible to check whether it
is a proof or not.
 In the physical problem, it makes no sense
to have a formula x2 = f (x1  C1 : : : C40)
with, say, 40 parameters to describe the results
(1)
(10) (10)
(x(1)
1  x2 ) : : : (x1  x2 ) of 10 experiments.
In all cases, it is necessary for a user to be able to read
the desired solution symbol-after-symbol, and the time
required for that reading must be feasible. In the previous section, we have formalized \feasible time" as a
time that is bounded by some polynomial of len(x).
The reading time is proportional to the length len(y)
of the answer y. Therefore, the fact the reading time
is bounded by a polynomial of len(x) means that the
length of the output y is also bounded by some polynomial of len(x), i.e., that len(y) P (len(x)) for some
polynomial P .
So, we arrive at the following formulation of a problem:
De nition. By a general practical problem (or problem from the class NP), we mean a pair hR P i,
where R(x y) is a feasible algorithm that transforms
two binary sequences into a Boolean value (\true" or
\false"), and P is a polynomial.
De nition. By an instance of a (general) problem
hR P i, we mean the following problem:
GIVEN: a binary sequence x.
GENERATE either y such that R(x y) is true and
len(y) P (len(x)), or, if such a y does not exist,
a message saying that there are no solutions.
For example, for the general mathematical problem
described above, an instance would be: given a statement, nd its proof or disproof.
Comments. Problems for which there is a feasible algorithm that solves all instances are called tractable, or
\problems from the class P". It is widely believed that
not all problems are easily solvable (i.e., that NP6=P),
but it has never been proved.
One way to solve an NP problem is to check R(x y)
for all binary sequences y with len(y) P (len(x)).
This algorithm requires exponential time (2 L (len( )) )
and is therefore, not feasible.
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