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ABSTRACT




Quadrotors and multirotors in general are common in many inspection and surveillance
applications. For these applications, visual-inertial odometry is a common way to localize
the vehicles and observe the environment. However, unlike with wheeled mobile robots,
quadrotor localization algorithms often do not use knowledge of the control inputs and
the full vehicle dynamics as a process model for localization. Rather, they use kinematic
models, with the IMU providing acceleration and angular velocity. One of the reasons for
avoiding the use of dynamics is that, until recently quadrotor aerodynamic effects have not
been considered in the literature and hence the dynamic models for quadrotors have been
less accurate than those for wheeled mobile robots. The main aerodynamic terms that are
significant are first-order effects that are linear in velocity and angular velocity. They are
predominantly caused by aerodynamic interaction with the spinning propellers. This work
investigates the models for such effects, as well as what can be gained if such aerodynamic
effects are incorporated into the dynamic model and the full dynamics are used for state
estimation. We develop novel IMU-based filters, the end results of which are used to estimate
the wind velocity of the quadrotor or, indoors, when the ambient wind is zero, the velocity
of the quadrotor. In addition, these filters estimate the many aerodynamic parameters in
the model online. They may also be used to estimate sensor biases and inertial parameters.
We demonstrate the effectiveness of these filters through experiments. We also present
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Recent advances in micro-electromechanical systems (MEMS) sensors have led to miniatur-
ization of unmanned aerial systems, resulting in micro-scale quadrotors and multirotors in
general [12]. Such small-scale platforms have potential use for search and rescue applications
[46, 54], inspecting structures and buildings [50], transporting payloads [28], and monitoring
and surveillance. Quadrotors are suited for many of these applications, especially indoor and
inspection applications, because of their vertical takeoff and landing (VTOL) capabilities,
as well as the ability to hover in place, which allows them to work in proximity to structures
and fly within indoor environments. Although the tasks required for the aforementioned
applications can be performed by pilots, the training and operator time required to accom-
plish these tasks is demanding. Furthermore, autonomous quadrotors have the potential
to outperform human pilots in terms of safety, reliability, and mission duration. Finally,
these quadrotors may need to perform in dangerous environments without a communica-
tions link. Hence, it is desirable to develop micro-scale platforms that can perform these
tasks autonomously.
1.1 Modeling and Compensating for Drag Effects
Many of the aforementioned tasks, such as search and rescue, are time sensitive as well. This
implies that quadrotors used for these tasks should operate quickly, often being required to
1
move at high speeds. During moderate and even high speed flight, aerodynamic effects that
are often ignored become significant. Some such effects include profile and induced drag
on propellers and variation in thrust due to ascending/descending flight. Although there
are other effects as well, the first part of this dissertation covers the offline estimation and
compensation for the aforementioned aerodynamic effects because when ignored they affect
quadrotor trajectory tracking performance, especially when the robot speed increases. In
addition, blade flapping is a significant phenomenon that is not considered at the beginning,
but later in our work.
Most of the work field of quadrotor aerodynamics is based on classical work on helicopter
aerodynamics [18, 24]. In [31], a model for induced drag and other first-order aerodynamic
effects is derived. In [2, 25], velocity estimators are implemented using this model, but they
do not compensate for this induced drag in the control loop. In [9, 17], the parasitic drag on
the quadrotor, which is quadratic in velocity, is modeled and compensated for. However, the
induced and profile drag are not modeled, and these effects are much more significant than
the parasitic drag at reasonable flight speeds. In [42], the first-order profile and induced
drag effects are compensated for, but their control approach differs from the one covered in
this work, and they do not consider the change in thrust due to ascending/descending flight.
In contrast to the work done on drag effects, little work has been done on characterizing
the thrust of a quadrotor as a function of velocity. In [5], blade element momentum theory
(BEMT) is used to derive a more precise thrust model for quadrotor propellers that takes
into account the vehicle’s velocity relative to the air. However, this model is presented as a
function of the induced velocity at the actuator disk, which is not known.
The first part of this dissertation, demonstrates that incorporating simple lumped pa-
rameter models for propeller aerodynamics into the quadrotor dynamics and compensating
for them in a control loop can reduce the RMS position error during tracking of constant-
velocity trajectories by up to 75%. We show that this reduction in error is consistent over
many repeated trials. We further demonstrate that the parameters for these models may be
identified offline using flight data in which the mass and speed of the quadrotor are varied.
2
1.2 State Estimation
The next focus is on using the newly developed thrust model from the previous section to
improve state estimation. Traditionally, there are two approaches to state estimation: odom-
etry, or mere localization, and simultaneous localization and mapping (SLAM). Odometry
involves only getting a locally consistent estimate of the robot’s state, while SLAM seeks
to get a globally consistent estimate of the state of the robot as well as the features in the
environment. As a consequence, SLAM is a more computationally difficult problem than
odometry, but unlike odometry, the drifts in estimation error may be corrected in SLAM
through loop closure [61].
Practically, both of the above types of methods may be achieved by using computer vision
and LIDAR [62, 63]. Visual odometry/visual inertial odometry (VO/VIO) have been used
in micro-scale quadrotors for odometry-based navigation. Visual odometry (VO) uses only
video input from a monocular or stereo camera to recover the motion of the camera [41]. In
the case that a monocular camera is used, the scale of the motion cannot be recovered with
video input alone [40], while stereo video data allows for absolute scale recovery. However,
if the monocular video data is fused with an inertial measurement unit (IMU), the pose,
including scale, may be recovered as well [36]. LIDAR is different in that it provides range
measurements, so a single LIDAR can be used with or without the IMU to obtain the scale
of the motion.
It is obvious that these methods of navigation require additional sensors which introduce
extra payload to the platform. Furthermore, vision-based methods require a significant
computational cost. For indirect methods, features must be detected and tracked, both of
which are expensive operations. If RANSAC is used to reject outlying correspondences,
additional computation is required. These sensors may also be subject to failure, especially
in certain environments. In these environments, the MAV must rely on other sensors for its
odometry, such as an inertial measurement unit (IMU), which contains 3-axis accelerometers
and gyroscopes. IMUs are now available on all quadrotor platforms. IMU-based information
is low-dimensional and easy to process and IMUs are ubiquitous and reliable, making them an
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ideal sensor for many estimation tasks. The work in the second part of this dissertation seeks
to use the prior drag and thrust models to extract more information about the quadrotor’s
state from the IMU than would otherwise be possible.
As previously mentioned, relevant work in state estimation includes [2], in which the
IMU was used along with a known profile and induced drag coefficient to estimate the roll
and pitch of the quadrotor, as well as the velocity projected into the rotor plane, and [25],
which does the same thing but while estimating the drag coefficient online.
In the previous works, the vertical velocity in the body frame cannot be estimated
because there is not an explicit model relating the accelerometer measurement directly to
this velocity. This work addresses the issue by using the more accurate thrust model referred
to in the previous section. In [3], the authors developed a nonlinear observer to estimate
the attitude and the full velocity in the body-fixed frame. However, their results are only
obtained through simulations, they assume the power supplied to the motors is known, and
they do not estimate the aerodynamic model parameters (e.g., thrust and drag coefficients)
in a way such that they can be fed back for control purposes.
The second part of this dissertation describes the algorithm design and implementation
of a drift-free tilt and 3D body-fixed frame velocity estimator for quadrotors that only re-
quires an IMU. This filter incorporates a linear drag model to concurrently estimate the
tilt, velocity, aerodynamic model parameters, and accelerometer biases. We outline a Rie-
mannian unscented Kalman filter (UKF) that estimates the tilt component of the attitude
on the 2-sphere. Riemannian UKFs are described generally in [13]. The estimator assumes
that the quadrotor is indoors or in an environment with no ambient wind. The key insight
to the approach in this work is that, if the drag and thrust model depend on the velocity
relative to the air expressed in the body-fixed frame, then the IMU is measuring functions
of the velocity so it does not need to be integrated, but the quadrotor’s velocity relative to
the (still) air can be directly obtained from the accelerometer. RPM measurements are used
as known control inputs to the vehicle. A nonlinear observability analysis is performed to
show the observability properties of the system.
4
1.3 Vision-Based Yaw Estimation
Because the aforementioned filter does not estimate the heading of the quadrotor, for com-
pleteness this dissertation presents a novel vision-based algorithm which uses the tilt-velocity
estimation filter to speed up yaw estimation. Although small platforms may be outfitted
with lightweight cameras, computer vision algorithms require many computational resources
[44]. For example, vision-based algorithms often reject outliers using an iterative sampling
method known as as random sample consensus (RANSAC) [10]. An ongoing area of research
is focused on improving the quality of information that can be extracted from small sensors
such as the IMU and reducing the computational cost of extracting visual information from
the environment.
Past work on speeding up monocular camera motion estimation includes [52], in which
the gyro angular rates are used to efficiently compute the camera motion from a minimum of
one point from the scene under the assumption that the camera moves orthogonally to the
direction of gravity. That work proposes a 1 point RANSAC method for outlier rejection
under these assumptions, as well as a method that completely bypasses RANSAC. In [53],
a similar approach is used to utilize gyro information about the change in orientation to
compute the camera motion using a minimum of two points, but this time with no prior
constraints on the motion of the vehicle. A two point RANSAC method is presented in that
work as well.
In contrast to these works, the method presented in this dissertation uses a five point
linear algorithm presented in [11] to estimate the motion between scenes, with the tilt
component of that motion being obtained from the tilt and velocity filter. Outliers are then
rejected in a similar way to the RANSAC-free method presented in [52]–by using the motion
predicted from the filter to reproject the points into the image plane and thresholding the




Quadrotor vehicles are also being designed and tested for use in package delivery [20] and
construction [26], applications which require the transportation of varying payloads. To
perform package delivery effectively, quadrotors must be able to estimate many parameters
including mass, moment of inertia and center of mass. These parameters will change at
discrete points in time when the vehicle picks up or deposits a payload. Since the attitude
controller depends on the moment of inertia and the position controller depends on the
mass, quadrotors should be able to estimate their inertial parameters online. The next part
of this dissertation focuses on incorporating rotation dynamics into the filter we developed
for velocity and attitude estimation to perform inertia estimation with only an IMU.
Previous works on inertial parameter estimation for quadrotors include [21], where the in-
ertia is estimated online (but not in flight) using a bifilar pendulum to oscillate the quadrotor
and IMU measurements to determine the period of oscillation. In [59] the authors estimate
the inertia of a quadrotor and a payload by employing extended and unscented Kalman fil-
ters that fuse IMU, motor speed and orientation measurements from visual-inertial odometry
(VIO). In contrast to these works, our filter only uses IMU and motor speed measurements
to estimate inertial parameters online while in flight, not relying on orientation measure-
ments from exteroceptive sensors or motion capture systems for estimation. VIO is only
used to control the drone and for ground truth.
Because a dynamic model incorporating the moments on the quadrotor is used in this
work, it is important to ensure that all of the significant moments are properly modeled. This
work covers some aerodynamic effects that were previously not modeled, namely the blade
flapping moment due to the quadrotor’s rotor-plane component of velocity. This moment,
which is found in [31], was originally assumed to be insignificant. However, experimental
data shows that it is indeed important to include the blade flapping moment to get a
reasonable moment of inertia estimate.
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1.5 Wind Estimation
Because the previously mentioned filters estimate velocity relative to the air, it is natural to
consider whether they can be combined with vision, which can be used to estimate velocity
relative to the ground, to estimate wind velocity. Wind estimation is important for many
tasks such as predicting the spread of forest fires [14]. Wind estimation is also used to select
sites for wind farms and to predict the external loads on buildings [60]. Furthermore, wind
estimation can be used to plan more efficient quadrotor trajectories and reject disturbances.
In extreme cases, a quadrotor may need to land if the winds are so strong that they prevent
reliable control of the vehicle. Quadrotors are ideal platforms for wind estimation at points
in space due to their ability to hover, unlike fixed wing aircraft which must maintain a
nonzero velocity in space. In addition, quadrotors are significantly affected by relative wind
speed through induced and profile drag, and the blade-flapping moments due to the propeller
interaction with the air.
Past work on wind estimation using quadrotors includes [39, 48, 56, 57]. In [57], the
authors use a linear drag term and a blade flapping term to estimate the wind velocity with
an extended Kalman filter (EKF). However, they model the blade flapping effect differently
from our model–they assume it vectors the thrust and does not cause a moment if the
propellers are not raised above the center of mass–and their results are only in simulations.
In [39], the authors compute the relative airspeed from parasitic drag on the vehicle using the
IMU. They use GPS to determine the ground speed and use the wind triangle to estimate the
wind speed. They present field tests outdoors as well. In [48], a quadrotor was used indoors
to estimate the wind velocity generated by a fan. This work uses a model for variation
in thrust due to wind speed and the inclination angle to compute the wind velocity. The
quadrotor is mounted to a test stand, however, and constrained to rotate along a ball joint,
so it is not flying autonomously. In [56], the authors develop a method to estimate wind
velocity from the dynamics of the quadrotor. The wind velocity is obtained by filtering
the accelerometer and accounting for the thrust force through known motor speeds. This
method most closely resembles ours.
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Our work differs from the aforementioned works in the following ways. First, our work
models an important blade flapping moment that is absent from the other works, but has
been demonstrated to be significant. Secondly, we incorporate the dynamics and measure-
ments elegantly into an unscented Kalman filter to do the wind estimation. Finally, unlike
most the previous works, which do experiments indoors using a fan in a fixed direction, our
approach is tested while flying in an open outdoor environment and estimating a dynami-
cally changing wind speed over time, while being compared with ground truth from a nearby
ultrasonic anemometer.
1.6 Outline
The layout of this dissertation is as follows. Chapter 2 gives a preliminary overview of
the quadrotor dynamic modeling including representing attitude, frames of reference, and
the Newton-Euler dynamics of the quadrotor without considering additional aerodynamic
effects. Chapter 3 presents an overview of the aerodynamic model we have chosen to use
for the quadrotor. It also provides results of experiments used to identify parameters for
and validate the proposed model. It also shows how a simple controller can be used to
compensate for aerodynamic effects. Chapter 4 presents an overview of an estimator that
exploits this aerodynamic model to estimate the velocity and attitude with no drift using
only an IMU. Chapter 5 discusses the addition of a vision pipeline to recover a very low-drift
yaw estimate. Chapter 6 explains how the attitude and motor dynamics may be added to
the UKF in Chapter 4 to estimate many useful quantities, including inertial parameters.
Chapter 7 explains how to extend the filter that was developed in Chapter 6 to estimate




This chapter is an attempt to provide background information for relevant topics. Much
of what we lay out here will be referenced in the rest of the dissertation. However, the
reader who is familiar with the basic quadrotor dynamic model, IMU measurements, Kalman
filtering and nonlinear observability is welcome to skim or to skip this section entirely.
2.1 Quadrotor Modeling
The following section presents an overview of preliminaries when modeling quadrotors.
2.1.1 Notation for Vector Equations
We try to refrain from using coordinates to resolve vector quantities except when it is more
convenient to use coordinates. The boldfaced, italicized expression v is an n-dimensional
vector, which is an object that has only magnitude and direction in n-dimensional Euclidean
space. At this point, it cannot be thought of as an array of n numbers–that is only possible
when it has been resolved into components using a coordinate frame F = {f1, . . . ,fn}, for
which fi is the ith basis vector. In this case, we write vF =
(
v1 v2 . . . vn
)>
, where
vi = v · f i. If we take the time-derivative of vF , we write v̇F = ddt(vF ) 6= (dvdt )F . When
coordinates are used, it is convenient to define the standard basis vectors ei, i ∈ {1, . . . , n},
which is an n-dimensional column vector in which all components are zero but the ith
component, which is 1.
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Figure 2.1: The body-fixed frame B and inertial frame W.
2.1.2 Quadrotor Configuration
Consider a quadrotor with mass m. Consider also a right-handed inertial frame W =
{w1,w2,w3} consisting of three orthonormal basis vectors attached to a point on the sur-
face of the earth near which the quadrotor is operating. The basis vector w1 and w2 are
orthogonal to one-another and tangent to the surface of the earth and w3 points upward,
away from the gravitational acceleration vector and normal to the surface of the Earth. Fur-
thermore, we assume that the quadrotor’s center of mass is coincident with the geometric
center, which is also coincident with the geometric center of the rotor hubs, and that the
air speed relative to W is zero (this is a reasonable assumption for indoor environments).
Consider a body-fixed frame B = {b1, b2, b3}. The origin of this frame is fixed to the center
of mass of the quadrotor. The vectors b1 points in the forward direction, b2 points to the
left of the quadrotor, and b3 points in the direction given by the cross product b1×b2, which
is parallel to the axis of rotation of the motors and in the direction of the thrust generated
according to the standard quadrotor model. These frames are visualized in Figure 2.1.
The orientation of the quadrotor is given by the rotation matrix R ∈ SO(3), whose
(i, j)th entry [R]ij is the direction cosine of wi and bj :
[R]ij = wi · bj . (2.1)
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The jth column of R may be though of as the vector bWj , which is the jth basis vector of the
frame B expressed in the coordinates of the frame W. This interpretation makes rotation
matrices more intuitive to understand. The set of matrices {R : detR = 1, R>R = I} is the
Lie group known as SO(3). Notice that R−1 = R> for any rotation matrix R.
We sometimes represent the orientation of the frame B relative to A as RAB . If we have
a vector vB expressed in the coordinates of B, we can get the coordinates of vA expressed
in the coordinates of frame A by taking RABvB. In this way, rotation matrices are used to
express vectors in different frames. Rotation matrices may also be used to actively rotate
vectors. The matrix RAB represents the orientation of B relative to A, or the rotation from
A to B. If we have a vector v, then premultiplying it by RAB can also be thought of as
physically rotating that vector by the same rotation that rotates frame A into frame B.
Although this is a valid interpretation of a rotation matrix, it is the less-used interpretation
in this dissertation. Typically, rotation matrices are used in this work to express the same
vector in different coordinate frames.
Finally, it should be stated that rotation matrices may be naturally composed to get
transformations between frames. For example, if RBC is the orientation of frame C with
respect to B, then we get:
RAC = R
A
B ·RBC . (2.2)
The position vector of the quadrotor relative to some point on the ground o is denoted po.
When convenient we drop the o from the notation and just say the position of the quadrotor
is p. A pose of a rigid body is simply the position and orientation of the body-fixed frame
attached to that body in space. The set of all poses of a rigid body is known as the Lie
group SE(3), which is equivalent to R3 × SO(3). The configuration of a quadrotor is its
pose.
2.1.3 Quadrotor Kinematics
Quadrotor kinematics are merely rigid body kinematics. This topic is covered in [37], but
the basics will be presented here for completeness.
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Consider a rigid body moving through 3D Euclidean space with linear velocity v and
angular velocity ω. The rate of change of position is equal to the velocity:
ṗ = v. (2.3)









that ḃi = ω × bi. So it follows that
Ṙ = [ωW ]×R, (2.4)











so that, if w and v are expressed in the same frame, v ×w = [v]×w.
If the angular velocity ω is expressed in the body-fixed frame, we can write:
Ṙ = [RωB]×R. (2.6)
We then use the following identity, which will be referred to later in the dissertation:
[Rω]× = R[ω]×R
>, R ∈ SO(3), ω ∈ R3, (2.7)
where ω is expressed in an arbitrary frame. so we may write:
Ṙ = R[ωB]×. (2.8)
Equations (2.3), (2.4), and (2.8) describe the kinematics of a single unconstrained rigid body
translating and rotating in three dimensions, such as a quadrotor.
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2.1.4 Quadrotor Dynamics
Figure 2.2 shows a free body diagram of the forces and moments acting on the quadrotor
according to the standard model.
Figure 2.2: Forces and moments acting on the quadrotor per the standard model. Pure forces
are shown in red, and pure moments in orange. The thrust forces T i also generate moments
on the vehicle body, which are not shown. The drag moments M i for each propeller are
used to control yaw.
The Newton-Euler approach to quadrotor dynamics may be divided into two steps. The
first step is to use Newton’s second law of motion to model the position dynamics of the
vehicle. Newton’s second law states that, in an inertial frame, the derivative of the linear
momentum mv of a rigid body with mass m and velocity v is the sum of the forces F i acting
on the body. This is the equation commonly known as
∑
i F i = ma, or F = ma, where
F =
∑
i F i. Assuming instantaneous control over the motor speeds ηi, i ∈ {1, . . . , 4}, the





where kf is a positive constant. The only other force the standard quadrotor model considers






η2i b3 −mgw3, (2.10)
where v is the velocity of the quadrotor’s center of mass, m is the mass of the quadrotor
and g is the acceleration due to gravity.
The second step in the Newton-Euler approach is to model the rotation dynamics of
the vehicle. A good reference covering the derivation of rotation dynamics is Chapter 9
of [8]. Analogously to the linear momentum of a rigid body, the derivative of the angular







M i = M . (2.11)
That is, the derivative of the angular momentum of the vehicle is proportional to the sum
of the individual moments M i on the vehicle, or the net moment M . The definition of the




(‖r‖2I− r ⊗ r)dm, (2.12)
where r is the vector from the center of mass of the rigid body to the mass element dm, I is
the identity tensor mapping each element of R3 to itself, and ⊗ is the dyadic tensor product
such that, for a, b, c ∈ R3:
(a⊗ b)(c) = (b · c)a. (2.13)
This is the coordinate-invariant way of expressing the inertia tensor. With this method, the
inertia tensor may be expressed in the basis F as the matrix JF .
In contrast to the mass of a quadrotor which does not vary with position, the moment
of inertia JW of a quadrotor depends on the orientation of the vehicle. Hence, when taking
the time derivative of the angular momentum in (2.11), we must use the product rule and
keep track of the rate of change of the moment of inertia. To solve this problem, we express
all quantities, including J, in the body-fixed frame B, the frame in which J is resolved into
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a constant matrix JB.




, we get the
relationship:
v = v1b1 + v2b2 + v3b3. (2.14)
























Now, since the frame B is rotating with angular velocity ω, we have:
d
dt




v = v̇1b1 + v̇2b2 + v̇3b3
+ v1ω × b1 + v2ω × b2 + v3ω × b3.
(2.17)







v = v̇1b1 + v̇2b2 + v̇3b3
+ v1(ω1b1 + ω2b2 + ω3b3)× b1
+ v2(ω1b1 + ω2b2 + ω3b3)× b2
+ v3(ω1b1 + ω2b2 + ω3b3)× b3.
(2.18)
Now, using the rules b1 × b2 = b3, b2 × b3 = b1, and b3 × b1 = b2, as well as bi × bi = 0,
we can expand and rearrange to get:
d
dt
v = (v̇1 − v2ω3 + v3ω2)b1 + (v̇2 + v1ω3 − v3ω1)b2 + (v̇3 − v1ω2 + v2ω1)b3. (2.19)
15









(vB) + ωB × vB. (2.20)
This is an important identity. It states that, when expressed in the basis of the rotating
frame, derivative of a vector must be corrected by the term ωB × vB. We apply this to









(ωB) + ωB × JBωB = MB. (2.21)
In the rest of this work, we refer to JB simply as J , as we never resolve J into a frame other




(ωB) = MB − ωB × JωB. (2.22)
All that remains is to model MB. This is simple under the standard quadrotor model,
where the only moments acting on the body are those caused by the thrust forces T i which







i ri × e3 − kmεiη2i e3), (2.23)
where km is the positive drag moment coefficient, ri is the distance from the center of mass
to the ith propeller hub’s axis of rotation, and εi is the direction that the ith motor is
spinning (+1 for counterclockwise, -1 for clockwise).
2.1.5 IMU Measurements
A good tutorial on IMU measurements is given in [25]. Even so, the basics are presented
here. An IMU consists of a three-axis accelerometer and a three-axis gyroscope. Each axis
of the accelerometer may be modeled as a mass-spring system with mass m within a housing
that has mass M , as shown in Figure 2.3. In this model, spring deflection is associated with
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the accelerometer measurement signal. Although it is a simplification, this model will serve
our purposes.
Figure 2.3: A model of an accelerometer axis aligned with gravity. Forces are shown as red
vectors. On the left, the accelerometer is in free fall and the mass isn’t deflected. On the
right, the accelerometer is being held in place and the mass deflects.
In free-fall, the massm experiences the same acceleration as the housing massM . Hence,
the housing and the inner mass accelerate at the same rate and the springs do not deflect.
Because of this, the force of gravity is never detected by the accelerometer. In contrast,
a non-gravitational force acts on the housing alone, and the disparate accelerations of the
housing and inner mass cause the mass to deflect until its acceleration matches the hous-
ing. At this point, the springs exert the required force to keep the masses moving at the
same acceleration and velocity. The deflection of the springs is what allows the accelerom-
eter to sense non-gravitational forces. We say that the accelerometer measures the specific
acceleration, which is the acceleration caused by all non-gravitational forces acting on the
IMU.
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Of course, this acceleration is measured in the frame of the accelerometer itself, which
is usually chosen to be the body-fixed frame of the quadrotor to which it is attached. In
addition, the accelerometer measures a bias ba, which is assumed to follow a random walk,









+ ba + ηa, (2.24)
where F i is the ith force acting on the IMU (the set {F i} includes the weight −Mge3). In
this case, m is negligible and M is chosen to be the weight of the vehicle, since the housing
is attached to the vehicle.
The above model actually assumes that the accelerometer is at the center of mass of the
vehicle. If the position pIMU is not equal to zero, we must account for the acceleration of
the IMU due to the rotational motion of the quadrotor. If the quadrotor is rotating with









+ ωB × (ωB × pBIMU) +αB × pBIMU + ba + ηa. (2.25)
The gyroscope is simpler to mathematically model. It merely measures the angular velocity
of the IMU in the frame of the IMU, plus a gyro bias bg and Gaussian noise ηg:
ωBm = ω
B + bg + ηg. (2.26)
This model is valid no matter where the IMU is placed on the quadrotor.
2.2 Unscented Kalman Filtering
Since this work deals with state estimation for nonlinear systems, a brief overview of un-
scented Kalman filtering is presented here. The basics follow the outline in [51].
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2.2.1 Probabilistic State Estimation
The idea behind state estimation is as follows. Given a system’s dynamic model ẋ =
f(x,u,ηk) and a sequence of (possibly incomplete) measurements of the state {yk =
h(xk,uk,νk)}, as well as a sequence of system inputs {uk}, the goal is to determine the most
likely state that explains the measurements and control inputs. A probabilistic algorithm
that does this will incorporate the following:
• An initial state estimate x̂0 and initial uncertainty
• All of the measurement sequence {yk} and control sequence {uk}
• The dynamic model f and measurement model h
• The uncertainty of the dynamic model f
• The uncertainty of the measurement model h
In the aforementioned description, x ∈ Rn is the state vector of the system and u ∈ Rm is
the control input vector of the system, which are assumed to both be elements of Euclidean
space for now.
If the system f is nonlinear, then it is intractable to analytically find the optimal solu-
tion. However, a variety of suboptimal methods have been developed based on the Kalman
filter, which is the optimal solution to the state estimation problem when f and h are lin-
ear, as well as when all uncertainties (initial estimate, dynamic and measurement model
uncertainties) are given by Gaussian distributions. Most of these nonlinear methods involve
assuming that the initial uncertainty distribution is Gaussian, and then at each step finding
a Gaussian that in some sense approximates the true distribution of the uncertainty, which
is not Gaussian. The Kalman filter does not need to do this because, under the assump-
tions that the process and measurement models are linear and that the uncertainties are all
Gaussian, the uncertainty of the state estimate at each time step will be Gaussian as well
[51].
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2.2.2 Unscented Kalman Filter
The unscented Kalman filter (UKF) algorithm is one of the nonlinear state estimation al-
gorithms that was derived from the Kalman filter. It was originally presented in [19, 55].
Its advantage is that it provides a more accurate linearization of the transformation of the
Gaussian than the commonly used extended Kalman filter. It is also simpler to apply as
it does not require the computation of Jacobians. It does, however, run slower than the
extended Kalman filter. The ease of implementation is really where the UKF stands out,
however. This filter has the advantages of not requiring the programmer to recompute the
Jacobian if he or she changes the dynamic model. Since models were changed many times
to capture all important physical phenomena in this work, this provided significant time
savings and was the main reason the UKF was chosen as the state estimation algorithm of
choice.
The UKF works in a similar manner to the particle filter, which selects random samples
from the state space and propagates them through the nonlinear functions to approximate
the new distribution. However, the samples selected by the UKF, called sigma points, are
chosen carefully to capture the moments of the underlying distribution and are not random.
The UKF algorithm is given by the following steps, laid out in the following subsections:
Initialization
The initialization step of the UKF is to simply provide an initial estimate x̂0 with initial
uncertainty covariance P0. In addition, the process noise covarianceW and the measurement
noise covariance M may be chosen as well, if they do not depend on time.
Draw Sigma Points
The set of sigma points is drawn from the mean and the covariance. Usually, 2n+ 1 sigma
points are selected, where n is the dimension of the state space. This is done by performing
a Cholesky decomposition on the uncertainty Pk, denoted Sk =
√
Pk so that Pk = SkS>k .
The columns of Sk are then multiplied by weights and added (and subtracted) from the state
estimate x̂k to get a set of sigma points. The weights and associated sigma points are called
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sigma point sets, and the state estimation community is generally lacking in guidance and
good explanations of why certain sigma point sets are used and how they work. A helpful
resource is [6], which explains the theory behind selecting such sigma point sets in much
detail.
The sigma point set we have chosen to use is the one presented in [55]. If the ith sigma
point at time step k is denoted Xi,k and the corresponding weights wi, then this set is
described:
X0,k−1 = x̂k−1, (2.27)
Xi,k−1 = x̂k−1 +
√
n+ λSk−1ei, i ∈ {1, . . . , n}, (2.28)
Xn+i,k−1 = x̂k−1 −
√









where λ = α2(n+ κ)− n and α ∈ (0, 1] and κ > 0 are scaling parameters.
Process Update
The next step in the UKF algorithm is to propagate the 2n + 1 sigma points through the
process dynamics f . This is done as follows:
X−k,i = Xk−1,i + ∆tk,k−1f(Xk−1,i,uk−1), (2.32)
where X−k,i is the sigma point Xk−1,i after propagation and ∆tk,k−1 = tk − tk−1 is the time
step from k to k + 1. The weighted average of the sigma points is taken to compute the











(wi + δi0(1− α2 + β))(X−i,k − x̂−k )(X−i,k − x̂−k )> +W, (2.34)
where δi0 is the Kronecker delta, which is equal to zero unless i = 0, and β is another tuning
parameter, which is usually set to 2. Thus, the term 1− α2 + β is only added to the zeroth
weight w0 for the purposes of covariance calculation. Finally, we redraw the sigma points




The next step involves incorporating the measurement yk into the estimate. First, the sigma
points X−i,k are mapped into the measurement space:
Yi,k = h(X−i,k). (2.35)














(wi + δi0(1− α2 + β))(Yi,k − ŷk)(X−i,k − x̂−k )>. (2.38)
The innovation is the difference between the measurement and the predicted measurement,
yk − ŷk. It determines how the state is corrected. The Kalman gain Kk is used to weight
22




The correction step is given:
x̂k = x̂
−
k +Kk(yk − ŷk). (2.40)
Finally, the covariance is corrected:
Pk = P
−
k −KkPyy,kK>k . (2.41)
The process then repeats with the second step, which is drawing the sigma points.
In practice, whenever a covariance P is computed, it should be projected back into the




(P + P>). (2.42)
This is because numerical floating point precision errors may cause the covariances calculated
by the above equations to not be symmetric, although in theory these equations guarantee
that the matrices are symmetric positive definite.
2.3 Control
The naive approach to controlling the quadrotor is to linearize the dynamics about a nom-
inal hover state [33]. This section explains the basics of a linearized control approach and
highlights why the inertial parameters are important in maintaining consistent control of
the vehicle.
2.3.1 Attitude Control
Traditionally, Euler angles have been used to represent rotations as compositions of elemen-
tary rotations. Using the ZY X Euler angle convention, for example, the orientation R of a
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cψcθ cψsφsθ − cφsψ sφsψ + cφcψsθ




In the above equation, s and c are shorthand for sin and cos, respectively. Using such an
attitude representation, the nominal hover state may be expressed θ = φ = 0, ψ = ψ0,




(ωB) = MB. (2.44)
Since the quadrotor has bilateral symmetry, J is diagonal and we get:
jiiω̇i = Mi, (2.45)



















 = ω. (2.46)
If we linearize this about hover, we get ω1 = φ̇, ω2 = θ̇ and ω3 = ψ̇. Hence, ω̇1 = φ̈, ω̇2 = θ̈,
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This is just a double integrator. Neglecting the reference accelerations φ̈, θ̈, and ψ̈, it may
be controlled with a PD controller of the form:
M1 = −j11(kdφėφ + kpφeφ),
M2 = −j22(kdθėθ + kpθeθ),
M3 = −j33(kdψ ėψ + kpψeψ).
(2.48)
The stability requirements for this system are merely that each proportional and derivative
gain are positive. Once such gains are selected, then if the inertia J is changed, as long as
the control law (2.48) is used with the new value of J , then the system performance will
theoretically remain unchanged. This is how the inertia estimate can be used to maintain
the same attitude control tracking performance, and it motivates the work done in Chapter
6. Despite the simplicity of this controller, however, the more complex nonlinear controller
found in [23] was used in our experiments.
2.3.2 Position Control
Now that we have an inner loop attitude controller, the question is how to derive a position
controller that determines the thrust and orientation commands from a reference trajectory
which includes position and yaw. This may be done as follows. First, we wish to drive the





p = 0, (2.49)
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. We then solve for
the commanded acceleration p̈:
p̈W = p̈Wd −KdėWp −KpeWp . (2.50)
In the world frame, we have:




d −KdėWp −KpeWp + ge3). (2.52)
This equation cannot be solved exactly, since the right hand side may not be aligned with




d −KdėWp −KpeWp + ge3) · (Re3). (2.53)
Note that this control law for the thrust magnitude depends on the mass of the vehicle.
Without knowing the vehicle’s mass, it is impossible to precisely and consistently control
the vehicle.
We also must derive a control law for the commanded values of θ and φ, which are
denoted θcmd and φcmd. This may be done by finding the θ and φ that, when ψ = ψcmd,
satisfy the equation:
Re3 =
p̈Wd −KdėWp −KpeWp + ge3
‖p̈Wd −KdėWp −KpeWp + ge3‖
= bW3,cmd. (2.54)

























In this work, we will be determining the observability properties of multiple nonlinear sys-
tems. A basic overview of nonlinear observability is presented here. The more inquisitive
reader may refer to [15], from where most of the content originates.
2.4.1 Nonlinear Observability Concepts




where x ∈ M ∈ C∞(n) is the state which lies on an n-dimensional infinitely differentiable
manifold, y ∈ Rm is the output u ∈ Ω ⊂ Rk is the input.
We may define the input-output map Σx0 for the initial condition x(t0) = x0 that maps
an admissible input ua(t) to be the output ya(t) for t ∈ [t0, t1] corresponding to the solution
to ẋ(t) = f(x(t),ua(t)) with initial condition x(t0) = x0 being driven by the input ua(t):
Σx0(ua(t)) = h(x(t)) such that ẋ(t) = f(x(t),ua(t)),x(t0) = x0, t ∈ [t0, t1]. (2.58)
The distinct states x1 and x2 are indistinguishable if the input-output maps Σx1 = Σx2 ,
which means that for all admissible control inputs, the output does not differ whether the
initial condition was in state x1 or x2. The system Σ is observable at x0 if x0 is only
indistinguishable from itself. If Σ is observable at all xi ∈M, then Σ is observable.
A similar notion to indistinguishability is U -indistinguishability. If U ⊂ M is an open
neighborhood of x1 and x2, then x1 and x2 are U -indistinguishable if the input-output
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maps Σx1 and Σx2 are equal when restricted only to inputs u(t) that keep the trajectory
within U . If x0 is only U -indistinguishable from itself for all open U ⊂ M such that
x0 ∈ U , then Σ is locally observable at x0. If Σ is locally observable at all points in
M, then it is locally observable. The concept of local observability is stronger than that
of observability. This is because indistinguishability implies U -indistinguishability, so that
not being U -indistinguishable implies not being indistinguishable. Hence, x0 not being U -
indistinguishable with all other points for some U implies that x0 is not indistinguishable
with all other points.
Finally comes the notion of weak observability, which may be combined with the concepts
of observability and local observability. Weak (local) observability of Σ at x0 means that
there exists an open neighborhood V containing x0 such that x0 is only (U -) distinguishable
with itself (for all open U ⊂ V containing x0). Σ is weakly locally observable if it is weakly
observable at every x ∈ M. As its name implies, weak (local) observability is a weaker
condition than (local) observability. However, it is often satisfactory because, when doing
state estimation, the uncertainty should not grow beyond a certain point. Hence, we often
do not need to consider whether a state is indistinguishable from a point far away on M,
because we know more or less where the state lies. It is also easier to prove that a system is
weakly locally observable than that a system is locally observable. The following subsection
lays out the method used to determine weak local observability of a system.
2.4.2 Nonlinear Observability Analysis
We perform multiple nonlinear observability analyses in this work. We do so by checking
the observability rank criterion, a technique developed in [15] and exemplified in [32]. This
method involves writing the system in control affine form:




Once this is done, the unforced, or drift vector field f0 and the control input vector fields
f i are used to take Lie derivatives of the measurement function h(x, ui∈{1,...,m}). The
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observability matrix∇O is obtained by stacking these Lie derivatives and taking the gradient
with respect to the state vector. Finally, the rank of the observability matrix is computed.
A sufficient condition for weak local observability of the system at the point x in the state
space is that the rank of ∇O must be the dimension of the state space when ∇O is evaluated
at x. If this is true for any x in the state space, then the system is weakly locally observable.
If it is true except on a set of measure zero in the state space, we say that the system is
weakly locally observable in the almost global sense.
The Lie derivatives are computed as follows. First, the zeroth order Lie derivative of h
is merely h itself:
L0h = h. (2.60)
The first order lie derivative of h with respect to the vector field f is denoted L1fh, and it
is obtained by taking the transpose of the gradient (with respect to the state) of the zeroth
order lie derivative and multiplying it by the vector field f :
L1fh = (∇L0h)>f . (2.61)
Then, given another vector field g, the second order Lie derivative, first with respect to f ,
and then with respect to g, may be taken. It is denoted L2fgh, and computed in the same
way: by taking the transpose of the gradient of the previous Lie derivative and multiplying
by g:
L2fgh = (∇L1fh)>g. (2.62)




Aerodynamic Modeling and Control
This chapter will discuss the work on modeling the dominant aerodynamic effects on a
quadrotor during low to moderate flight speeds (less than 10 m/s).
3.1 Modeling Horizontal Drag
If we are using an ideal accelerometer without noise or bias to measure specific acceleration





Unfortunately, this model gives no information about the vehicle’s motion. If we know the
commanded motor speeds ηi, then this model can only give information about the thrust
coefficient kf . Furthermore, as noted in [31], it is clearly not the case that a quadrotor in
flight only measures an acceleration in the z direction, as indicated by (3.1). It is for this
reason that we seek a model with higher fidelity to the true physics of quadrotor flight.
The first step is to model the H-force of a propeller, as done in [31]. The H-force is the
sum of the induced drag, which is the drag caused by the tilt in the thrust direction due to
blade flapping, and the profile drag, which is the drag caused by the friction on the propeller
surface. The model comes from blade-element momentum theory [18]. It is used to estimate
the quadrotor’s velocity in [2] and [25]. The model for the H-force of the ith propeller, H i,
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is [31]:
H i = −ηikd(vi − (vi · b3)b3) = −ηikdvi,rp, (3.2)
where, using dyadic notation, (·)rp = (I− b3b3)(·) is the vector (·) projected into the rotor
plane. Expressed in the coordinates of W, we have:
HWi = −ηikdRPR>vWi , (3.3)
where P = diag(e1 + e2) projects a vector onto the horizontal plane in the frame with
respect to which that vector is expressed, kd is the positive drag coefficient and vi is the
linear velocity of the hub of the ith propeller.
Notice that the H-force is linear in the velocity of the quadrotor. This seems counter-
intuitive, since drag is typically proportional to the square of velocity. Following [5], but
simplifying the analysis, we will show why H-force is linear in the velocity of the quadrotor.
Assume the quadrotor is in forward flight with constant velocity v = vhb1+vzb3. Assume
for now that the propeller blade is not flapping. Referring to Figure 3.2, the inflow velocity
U at the airfoil varies with the azimuth angle ψ. We are primarily concerned with the
horizontal component’s magnitude Uh of the inflow velocity, which is a function of ψ and
the position r radially from the blade hub:
Uh,i(ψ, r) = rηi + vh sinψ. (3.4)
Now, we assume that the differential dF1,i of the drag force in the −b1 direction for the ith
propeller is quadratic in the velocity Uh,i by the drag constant cd, but it is clearly dependent
on the azimuth angle ψ as well:
dF1,i(ψ, r) = −cdU2h,i sinψ
= −cd(r2η2i sinψ + rηivh sin2 ψ + v2h sin3 ψ).
(3.5)
If we assume for now that this drag force, which is called the profile drag, is the only
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force acting in the −b1 direction, we get the following expression for the H-force at the ith








(r2η2i sinψ + rηivh sin
2 ψ + v2h sin
3 ψ)dψdr, (3.6)
where Nb is the number of blades on the propeller and rmax is the radius of the propeller,
or the distance from the hub to the tip of a blade. Noticing that the first and third terms











which is linear in velocity and motor speed.
Figure 3.1: Free body diagram showing the effect of the H-force on the system, shown in red.
Here, ηs =
∑4




i is the magnitude of
the thrust.
In addition, [31] models a Y-force for the propeller which is perpendicular to the H-force:
Y i = εiηikyvi × b3, (3.8)
where εi is the spinning direction of the motor (1 for counterclockwise, -1 for clockwise) and
ky is a positive constant. Other forces on the propeller modeled by [31] are small when the
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angular velocity ω of the vehicle is small. We make this assumption for the time being.
Hence, we assume vi,rp = vrp. Furthermore, we assume that the angular acceleration of the
quadrotor is small. Hence, η1 = η2 = η3 = η4 and therefore
∑
Y i = 0. Thus, we are only
concerned about the H-force H =
∑
H i. We add this force to the dynamic model, and the


























We can now see that the accelerometer provides information about the body-frame velocity
R>vW = vB of the quadrotor relative to the air. Unfortunately, the measurement only
contains information about the projection of v onto the rotor plane. The b3 component of
v is lost due to this projection. Consequently, [2] and [25] were only able to estimate the
projection of the velocity into the rotor plane. It is for this reason that we look for a new
model that contains information about v · b3.
3.2 Vertical Flight Modeling
It is reasonable to suspect that the b3 component of velocity affects the propeller aerody-
namics and hence affects the thrust generated by the propellers. This happens because
increasing this velocity component increases the inflow angle φ, thereby reducing the angle
of attack α on which the lift depends. This is shown in Figure 3.2. Determining the relation-
ship between the thrust and this component of velocity can thus lead to an accelerometer
measurement model that gives information about the missing velocity component from the
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Figure 3.2: In climb, the vertical component of the air velocity Uz increases, increasing the
inflow angle φi and reducing the angle of attack α, which is the difference between the blade
pitch θp and the inflow angle.
measured thrust. For this purpose, we turn to blade element momentum theory, with some
simplifying assumptions. The main assumptions that are made about the propeller are as
follows [5]:
• The aspect ratio is infinite
• The chord length c and pitch angle θ0 of the blade are constant
• The lift is zero when the angle of attack is zero
• The lift is linear with increasing angle of attack by the coefficient Clα
In addition, the inflow and flapping angles are assumed to be small. The thrust model for






















where Nb is the number of blades, rmax is the radius of the blade, ηi is the rotation speed
of the ith propeller, and λi and µi are the vertical inflow ratio and the advance ratio,
respectively, which are defined:
λi =








where ‖ · ‖ is the Euclidean norm, νzi is the b3 component of induced velocity and νhi is the
horizontal component of induced velocity which is caused by the asymmetric airflow during
horizontal flight. If we had made the additional assumption that the horizontal component
of the air speed relative to a cross section of the propeller at a distance r from the hub is
dominated by the term ηir and that the term νhi+‖v−(v ·b3)b3‖ is negligible in comparison,
which in practice is true for the region of the propeller that is shaped like an airfoil and















If the reader is not satisfied with the aforementioned assumption, then they can consider
the model in (3.15) a linearized version of (3.12) about the state of hover. The µ2i term is
negligible because µ is small for our flight regime. Hence, we have
Ti = c1η
2
i − c2ηi(νi + vz), (3.16)
where νi = νzi, the cj ’s are positive constants for j ∈ {1, . . . , 3}, vz = v · b3, and vh =
‖v − (v · b3)b3‖. In order to have a useful model to make predictions, we are required to
know the induced velocity νi. The induced velocity depends on the climb velocity vz and
the speed of the propeller ηi. However, a closed form expression is difficult to determine.
For this reason, we empirically determine the relationship through experiments combined
with some momentum theory.
For our experiments, we flew a quadrotor in purely vertical flight at a constant velocity.
Each trial we varied the speed. Then we repeated with varying masses. Assuming drag
in the z direction was negligible, this means that the thrust of each propeller was mg/4.
We did this for varying masses of the quadrotor so that the thrust and hence the motor
speeds would vary as well. From the average motor speed and the thrust of a propeller,
we computed the induced velocity ν from momentum theory based on the thrust T of the
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Figure 3.3: A plot of the induced velocity ν calculated by momentum theory against the
climb velocity vz and average propeller speed.
propeller and the climb velocity vz:
T = 2ρAν(vz + ν). (3.17)
A plot of the resulting points is shown in Figure 3.3. From performing a linear regression
on the data, we found that a linear model fit the data well, giving an adjusted R2 value of
0.974. Hence, we choose to model the induced velocity:
ν = aη − bvz, (3.18)
where a and b are positive constants. With this model, (3.16) becomes:
Ti = kfη
2
i − kzηivz, (3.19)











η2i is the sum of squared motor speeds and ηs =
∑
ηi is the sum of motor
speeds. Adding this term to the quadrotor model gives:
mv̇ = kfηssb3 − kdηsv − (kz − kd)ηs(v · b3)b3 −mgw3. (3.21)
or, in a slightly easier to understand notation:
mv̇ = kfηssb3 − kdηsvrp − kzηsvb3 −mgw3, (3.22)
where, again in dyadic tensor notation, (·)b3 = b3b3(·) is the projection of the vector (·) onto
the vector b3. The model for this thrust difference in vertical flight is shown in Figure 3.4.
In the coordinates of W, the model is written:
Figure 3.4: Free body diagram for the thrust modification due to vertical flight. Notice
that the thrust modification vector, shown in red, looks like a drag term with a different
coefficient.
mv̇W = kfηssRe3 − ηsRDR>vW −mge3, (3.23)




is a diagonal matrix of positive coefficients. This means that
the loss in thrust due to increasing the b3 component of the velocity and thereby reducing
the angle of attack behaves like a damping drag in the b3 direction, although we assumed
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there is no such drag. Now, the accelerometer measurement model becomes:
maBimu = kfηsse3 − ηsDR>vW . (3.24)
This model contains information about the body-frame velocity of the quadrotor. As we will
see, it can be used to estimate the quadrotor’s velocity in the body-fixed frame. Equation
(3.24) is different from equation (3.11) in that the singular matrix kdP has now been replaced
by an invertible drag matrix D = kdP + kze3e>3 , meaning that the full velocity v may be
recovered in the coordinates of the body-fixed frame B.
3.3 Control
To validate the previously mentioned model, a simple controller based on [23] was derived
and used to compensate for the effects of drag and reduced thrust during climb. This section
derives that controller and shows experimental results for aerodynamic compensation. The
acceleration commanded by the controller is given:
aWcmd = a
W
des −KveWv −KxeWx , (3.25)
where ades is the desired acceleration of the trajectory, Kv and Kx are positive semidefinite
gain matrices, and ev = v − vdes and ex = x − xdes are the velocity and position errors,
respectively. Substituting in the acceleration from (3.23) where Fcmd = kfηss − ηskzvz, we
want the commanded force, Fcmd, to satisfy:
FcmdRe3 = m(a
W




We wish to determine the thrust Fcmd that we should command in order to follow the
desired trajectory. In general, the above equation cannot be exactly satisfied by selecting
Fcmd because the vectors on the left and the right hand side are not aligned. The best we





where α is as shown in (3.26). This is the same equation that is used to compute the desired
thrust in the controller without drag. This happens because the drag force is orthogonal to
the thrust vector, so the thrust vector cannot directly compensate for the drag. However,
we may compensate for the drag by changing the attitude of the vehicle. We wish to find
the commanded attitude Rcmd such that there exists an Fcmd such that:
FcmdRcmde3 − kdηsRcmdPR>cmdvW = α. (3.28)








, where bic is the desired direction of bi, which the







W +α) = 0, (3.30)
bW>2c (kdηsv
W +α) = 0. (3.31)
Equations (3.30) and (3.31) indicate that bW1c and b
W
2c are both orthogonal to the vector
kdηsv






To resolve the sign ambiguity, choose the direction that makes Fcmd nonnegative in equa-
tion (3.29). b1c and b2c can then be chosen from the desired yaw.
To compensate for thrust according to the model, we make the assumption that the yaw
moment magnitude Mi of the ith propeller is proportional to the thrust of that propeller Ti
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by the constant kM :
Mi = kMTi. (3.33)
For the configuration of the quadrotor shown in 2.2, the equation that relates the net thrust
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Given the net thrust and net moment, (3.34) may be inverted to compute T1 through T4.
Then, using known vz, we may solve
Ti = kfη
2
i − kzvzηi (3.35)
for ωi in closed form since it is quadratic in ηi.
3.3.1 System Identification
This section deals with the estimation of kf , kd and kz offline using flight data.
The drag coefficient kd can be identified using accelerometer and velocity data during
forward flight. Recall that the accelerometer measures the specific acceleration of the quad
[25] (the acceleration minus acceleration due to gravity), which is the acceleration due to
thrust and the drag forces, plus a bias, which we assume to be constant:
aBIMU = R






is the bias of the accelerometer expressed in the body-fixed




ηsvh cos θ + b1, (3.37)
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where θ is the forward pitch angle of the quadrotor and vh is the quadrotor’s speed in forward
flight. To identify kd, we flew the quadrotor in hover and forward flight at speeds varying
from 0 m/s to 8 m/s with increments of 0.25 m/s and fit a least squares linear model to
the measured accelerometer, velocity, and commanded motor speed data. Only the data
from the constant velocity segments of the trajectories was used in the linear regression. We
assumed that the response of the motor controllers is fast so that the motor RPMs settle
dobwn to steady state values in the constant velocity segment of the trajectory. The data
fit well with an R2 value of 0.975. The plot of the fit is shown in Figure 3.5.
Figure 3.5: Least squares linear regression used to compute the induced drag coefficient kd.
Now we focus on estimating kf and kz. During the constant velocity vertical flight,∑4
i=1 Ti ≈ mg, where aIMUz is the z reading of the accelerometer, assuming that the ac-
celerometer bias is small. The coefficients kf and kz were identified by fitting a least squares
linear model to vertical flight data using (3.20), in which all the other quantities are known.
The quality of the fit was very good with an R2 value of 0.955. A plot of a linear regression
used to compute the parameters kf and kz from vertical flight data is shown in Figure 3.6.
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Figure 3.6: Linear regression used to compute a and b from vertical flight data.
3.3.2 Experiments
This section discusses experimental results for controllers designed to compensate for the
aforementioned aerodynamic effects of drag and propeller thrust variation with velocity. For
these tests, we flew an Ascending Technologies Hummingbird due to its light weight and
agility. The vehicle weighs around 500 g and has a size of 540 mm x 540 mm x 85.5 mm
[1], and is shown in Figure 3.7. For on board computation and data logging we added
an Odroid C2 unit to the robot due to its light weight and high computing power. The
propellers selected for the vehicle are the black AR Drone 2.0 propellers, which were chosen
because of their availability. The computation of position control inputs was done externally
on a base station, and the commanded attitude and desired thrust force were transmitted
to the quadrotor using 2.4 GHz wireless communication. The desired thrust and orientation
are used by the orientation controller running on the robot to compute the desired motor
speeds.
In order to evaluate the performance of the drag compensating controller, the quadrotor
was flown on 25 forward flight trajectories with and without drag compensation. The velocity
profile of the trajectories is shown in Figure 3.8a. The x position error which is associated
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Figure 3.7: The AscTec Hummingbird used in our experiments
with the e1 direction is shown in Figure 3.8b.
(a) x velocity (b) x position error
Figure 3.8: (a) x velocity and (b) x position error for forward flight with and without drag
compensation.
Figure 3.8b indicates that, for the steady state velocity segment, the drag compensating
controller reduces the magnitude of the x position error from an RMS value of 26 cm to 6.6
cm.
The quadrotor was flown on 25 vertical flight trajectories with and without the refined
thrust model, using the kf and kz terms. Figure 3.9a shows the velocity profile for the
trajectory we used, and Figure 3.9a shows the velocity profile for the trajectory we used,
and Figure 3.9b shows the z position error for the trajectories.
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(a) z velocity (b) z error
Figure 3.9: (a) z velocity and (b) z position error for vertical flight at 1.5 m/s with standard
and refined thrust models
Table 3.1: The RMS errors in the x and z position when flying forward and vertical trajec-
tories using the controllers proposed in our work.
Trajectory Controller x error [cm] z error [cm]
forward standard 26.0 3.0
forward drag 6.6 4.7
forward drag + thrust 6.5 5.1
vertical standard - 7.3
vertical thrust - 2.0
Figure 3.9b shows that the z position error is significantly reduced from an RMS value
of 7.3 cm with the standard thrust model to 2.0 cm with the refined thrust model. It is
suspected that the bumps in position error during the acceleration and deceleration phases
of the trajectory are caused by transient effects during the ramp-up and ramp-down times
for the motor speeds.
Table 3.1 shows an overview of the root-mean-square (RMS) errors in steady state flight
for different trajectories using different forms of compensation.
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Chapter 4
Velocity and Attitude Estimation
This chapter will discuss the process of using the IMU along with the aerodynamic model
in (3.23) to estimate the velocity, two degrees of freedom of the rotation which we call the
tilt, the accelerometer biases, the thrust coefficient kf , and the damping coefficients kd and
kz. First, we discuss some technical details with estimating the attitude. Then, we discuss
the observability of the aforementioned variables we seek to estimate. Finally, we present
an unscented Kalman filter (UKF) that can estimate these variables.
4.1 Attitude Representation
It is not immediately obvious that any information about the attitude may be obtained from
the dynamics (3.23) and the measurement model (3.24) in a way that makes any part of
the attitude observable. However, we will soon find out that two degrees of freedom of the
attitude are indeed observable.
The orientation of the quadrotor lives in SO(3), the space of all 3 × 3 real orthogonal
matrices of determinant 1. This is a three-dimensional space that has additional structure.
However, it is challenging to think about and visualize this space since it is not homeomorphic
to R3. The purpose of this section is to seek an intuitive way to factor out two degrees of
freedom from the orientation that can be estimated from an IMU.
An IMU without a magnetometer cannot measure the heading of a robot. It is, under the
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Figure 4.1: Almost all orientations in SO(3) may be decomposed into a tilt from the red
frame into the green frame, followed by a yaw from the green frame to the blue frame.
zero-acceleration assumption in which the quadrotor is assumed to be in static equilibrium,
able to measure the direction of the negative gravity vector, w3, expressed in B. Therefore,
it can measure the third row of R, or the third column of R>.
Recall from (2.43) that the orientation of a quadrotor can be expressed as a product
of three elementary rotation matrices that are functions of the roll ψ, pitch θ, and yaw ψ.




, which may be used
to recover θ and φ, but as we can see it provides no information about ψ. The same is true
of an IMU used with our model.
There are a number of problems with the Euler angle convention, however. One such
problem is well-known singularity that occurs when θ = π/2 or θ = 3π/2 [4]. Another
problem is that roll and pitch are unnecessarily “coupled”, resulting in a twisting motion of
the z axis even when ψ = 0. This can be seen by a simple planning example.
Because of these previously mentioned problems, we seek a more elegant way of express-
ing the orientation of a quadrotor. We look to the Hopf fibration for this purpose. The
Hopf fibration is a way of locally representing SO(3) by the manifold S2 × S1, where S2
is two-dimensional unit sphere and S1 is the one-dimensional unit Sphere (or the unit cir-
cle). This product manifold may be used to represent SO(3) almost everywhere except for
any axis-angle rotation where the magnitude of the angle is equal to π [58], in which case
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b3 = −w3 and the quadrotor is upside-down. Figure 4.1 shows how an orientation may be
decomposed into a “tilt” of the b3 vector on S2 followed by a “yaw” about that axis. We call
this way of representing orientnation the tilt-yaw convention. Although it is more elegant
than the Euler angle convention, it too has problems, as we shall see. Using the tilt-yaw



































= R[ωB − ψ̇e3]×R>yaw,
(4.2)
where ω is the angular velocity of the quadrotor. Now, we see a potential problem with
the tilt-yaw convention: the rate of change of the tilt requires knowledge of the yaw. This
means that we cannot stabilize the quadrotor without knowing the yaw. This problem
may be remedied by reversing the parameterization of the orientation so that the tilt is









w1 · y1 w1 · y2 w1 · y3
w2 · y1 w2 · y2 w2 · y3




































where [v]× denotes the skew-symmetric matrix such that, for all v,w ∈ R3, v×w = [v]×w




is the b3 axis expressed in the coordinates of Y. Now if we









But, equating the third rows from (4.5), we get:
ż1 = ω3z2 + ω2z3, (4.6)
ż2 = −ω3z1 − ω1z3, (4.7)





. These equations may be rewritten:
ż = −Ryaw(π)[ωB]×Ryaw(π)z, (4.9)




represents an elementary rotation about e3 by π radi-
ans. As we can see from (4.9), the rate of change of the tilt is now independent of the yaw.
Thus, with what we name the yaw-tilt convention, we can stabilize the tilt by only knowing
the tilt itself and the angular velocity. Furthermore, we can estimate the tilt without know-
ing the yaw. Since the tilt is the most important component of orientation, this is a major
advantage of the yaw-tilt convention. Although the ZY X Euler angles have this advantage
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as well, the yaw-tilt convention’s singularities are further from hover than those of the ZY X
convention.
Since the tilt is independent of the yaw, from (4.5) it follows that ψ̇ must be independent
of yaw. We may derive an expression for ψ̇ that depends only on the tilt z and ωB. First,
we equate the upper right entries of (4.5) to get:















Substituting (4.6) and solving (4.10) for ψ̇ and simplifying using the fact that ‖z‖ = 1 gives:





To perform the observability analysis, we wish to express the orientation of the quadrotor
in minimal form. Hence, we are required to use two coordinates for the tilt, since it lies
on the 2-sphere. We choose to use stereographic coordinates, which may be visualized as a
way of projecting all points of the sphere except one onto the plane R2. The way the points
















Figure 4.2: The stereographic projection maps the red point (p1, p2, p3) on the sphere to the
green point (s1, s2) on the plane through the blue point at the south pole (0, 0,−1) of the
sphere.
The inverse mapping is given:
z1 =
2s1











1− s21 − s22





One can verify that, after substituting expressing R = Ryaw(ψ)Rtilt(z) and substituting




 −2s1s2 s21 − s22 + 1 2s2
s21 − s22 − 1 2s1s2 −2s1
ωB = A(s)ωB. (4.14)
Now, we describe the model for the system we are analyzing. The state vector is:
x =
(








= R>vW is the velocity of the quadrotor relative to the air
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is a vector containing the thrust and damping parameters for the
system normalized by the mass (e.g., k̄f = kf/m). Notice that the yaw ψ is not a state. This
is because it is not observable with an IMU consisting of triaxial accelerometers and gyros.
However, it is not necessary to know the yaw to estimate the state, as we shall soon see, and
the following dynamics, which consist of rotational kinematics and Newtonian dynamics,
are independent of yaw:
ṡ = A(s)ω, (4.16)
mv̇B = kfηsse3 − ηsDvB −mgr3 − ωB ×mvB, (4.17)
ḃ
B
= ˙̄k = 03×1, (4.18)
























= R>v̇W + Ṙ>vW
= R>v̇W + (R[ωB]×)
>vW
= aB − ωB ×R>vW
= aB − ωB × vB,
(4.20)
where aB is the acceleration of the quadrotor relative to the air expressed in B.
Notice that for our system we have expressed the velocity in B. This is necessary when
the yaw is unknown because, without knowing the full rotation, we cannot estimate vW .
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The measurement model is given:
h(x, ηss) = k̄fηsse3 − ηsD̄vB + bB, (4.21)





We choose only one control input, that being ηss because it is proportional to the thrust.
The moments are not selected as inputs because they do not appear in the model. In control
affine form, our system looks like:




































The first order Lie derivative of h with respect to f0 is:



























− k̄zηsv3 + ω2v1 − ω1v2
)
 , (4.26)
and the first order Lie derivative of h with respect to f1 is:






The second order Lie derivatives are computed:
Lf0f0h = (∇Lf0h) · f0, (4.28)
Lf0f1h = (∇Lf0h)>f1. (4.29)










Finally, the gradient ∇O is computed. If this matrix is rank 11, then the observability
rank criterion is satisfied and the system is, in general, observable. Although it is the case
sometimes, it is not the case in hover, when s1 = s2 = ω1 = ω2 = 0. The system is analytic,
and therefore its Lie derivatives and the determinant of ∇O(∇O)> are analytic. Hence, the
determinant is zero on a set of measure zero, as proved in [35]. This means that ∇O has
full column rank except on a set of measure zero, which means that the system is weakly
locally observable in the almost global sense.
4.3 UKF Implementation
For the system in question, we use the equations (4.16) through (4.18), but we add Gaussian
noise to them on the tangent space (except for the equation ˙̄k = 03×1). In addition, to dead-
reckon the yaw we use equation (4.11). The inputs to the system are the motor speeds ηi
and the angular velocity from the gyro ω. The measurement model is given by (4.21), but
again with Gaussian noise added.
The state and measurement spaces in question are non-Euclidean because they involve
the tilt and the yaw, which are on S2 and S1, respectively. An overview of UKF implemen-
tation on Riemannian manifolds is given in [16], but the basics will be presented here as
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well.
In our implementation, we used stereographic coordinates for the tilt and angles on the
interval (0, 2π] for the yaw. This was arbitrary and the filter does not depend on the choice
of coordinates. We can choose not to use coordinates by using unit vectors in R2 to represent
the yaw in S1 or unit vectors in R3 to represent the tilt in S2. In our implementation we
convert back and forth from unit vectors to do various tasks like computing sigma points.
Hence, we will discuss the UKF procedures such as sigma point generation and parallel
transport on manifolds without using coordinates.
4.3.1 Generating Sigma Points
Let p be a point on an m dimensional smooth manifoldM. In our case,M is either S1 or
S2 and hence p is a unit vector. Let {t1, t2, . . . , tm} be an orthogonal basis for the tangent
space of M at the point p, which is denoted TpM. Like p, the tangent vectors ti are
expressed in Rn, the Euclidean space in whichM is embedded.
Let expp : TpM →M be the exponential map that maps a tangent vector v at point
p ∈ M to the point on M obtained by traveling along the geodesic of length ‖v‖ in the
direction of v. The exponential map on S2 is computed as follows: given a point p ∈ S2
and a vector v ∈ Tp(S2), we can construct a rotation matrix Rpv to get expp(v) = Rpvp.
Rpv is constructed using Rodrigues’ formula, with the axis u and angle θ
u =
p× v
‖p× v‖ , θ = ‖v‖. (4.31)
For S1, we obtain the exponential map from that on S2 by restricting p to S1 and v to
TpS
1.






where δij is the jth component of δi.
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4.3.2 Sigma Point Integration
If Pi ∈ M is the ith sigma point on the manifold and vi ∈ TPiM is the velocity of Pi
obtained from the dynamics, then the updated sigma point P+i over the time interval ∆t
may be obtained by using Euler integration:
P+i = expPi(∆tvi). (4.33)
4.3.3 Averaging
The weighted average P̄ of points Pi ∈ M, i ∈ {1, . . . , N}, with corresponding weights wi,
is the point P̄ on M that minimizes the weighted sum (using the same weights wi) of the
geodesics from the Pi’s to P̄. Notice that P̄ may not be unique.
Assuming that the sigma points are not spread out, a good estimate for P̄ may be
obtained by computing
∑N
i=1wiPi and projecting this result back onto the manifold (by
normalizing the vector, in the case M = S1 or S2). However, a better estimate may in
general be obtained by using an iterative algorithm in which an initial guess for P̄ is made
and refined over each step by computing the weighted average deviation from this guess to
each sigma point Pi and taking a step in that direction. The logarithm map onM is used
to compute the weighted average deviation, and the exponential map is used to travel along
the manifold in the direction of the deviation. The log map logp :M→ TpM is the inverse
of the exponential map expp in the sense that expp(logp(q)) = q for all q ∈M. It computes
a tangent vector v that points in the direction of the geodesic from p to q, with magnitude
equal to the distance along that geodesic.
The log map on S2 is computed as follows: given two points p and q on S2, with vector
representations p and q, we wish to find the vector v = logp(q) ∈ Tp(S2) whose direction
and magnitude represent the direction and length of the geodesic from p to q. Assuming
that ‖v‖ < π, then we can compute the direction v̂:
v̂ =
(p× q)× p
‖(p× q)× p‖ , ‖v‖ = cos
−1(p · q). (4.34)
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The log map can easily be computed for S1 by restricting the domain of the log map on S2
to S1 ⊂ S2.
4.3.4 Parallel Transport
The tangent vectors ti must be parallel transported as the state evolves on M. When
M = S2, the parallel transport of v ∈ TpM from p ∈ M to q ∈ M depends on the path
from p to q. However, whenM = S1, the parallel transport only depends on q.
In the appendix we show that parallel transporting a vector vp ∈ TpS2 to vq ∈ TqS2
along the geodesic from the point p ∈ S2 to the point q ∈ S2 is the same as rotating the
vector vp by the rotation matrix Rqp that directly rotates the unit vector p into the unit
vector q. That is:




‖p× q‖ , θpq = cos
−1(p · q), (4.36)
assuming the angle of rotation from p into q is less than or equal to π radians. For S1,
there is only one possible tangent vector that can be obtained by transporting v through
any path from p to q.
4.3.5 Computing Covariances
Now that we have discussed the computation of the mean of sigma points Pi, we can discuss
the computation of the covariance. The covariance is interpreted with respect to the tangent







where, if T =
(






Equation (4.38) is just resolving logP̄(Pi) in the components of the tangent basis via taking
inner products. It should be noted that if the covariance is being computed in the state space,
the tangent basis is the one that has been parallel transported along the state trajectory,
but if it is computed in the measurement space, the tangent basis may be arbitrarily chosen.
However, one must be consistent, as the tangent basis will be used again for the measurement
update.
4.3.6 Measurement Update
If y ∈ M is the measurement and h(x̂) ∈ M is the predicted measurement corresponding
to the state estimate x̂, then we can update the state to x̂+ as follows:
x̂+ = expx̂(∆x), (4.39)
with
∆x = KT> logh(x̂)(y), (4.40)
whereK = ΣxyΣ−1yy is the Kalman gain and T is the matrix of the same tangent basis vectors
that were used to compute the measurement covariance Σyy and the cross covariance Σxy.
Note that the exponential map on the state space means that we must sum the component
of the state vector that corresponds to Euclidean space (the usual notion of sum is the
exponential map for Euclidean space) and that we must use the corresponding exponential
map for any component of the state vector that lives on a non-Euclidean manifold.
4.4 Filtering Results
This section reports the results from experiments run at the Penn Engineering Research
Collaborative Hub (PERCH) to determine the performance of the UKF on flight data ob-
tained from a real platform. The platform we use is the Qualcomm Dragonfly, which is a
250 gram quadrotor that uses a Qualcomm Snapdragon flight board for processing, and for
sensing uses two forward-facing and a single downward-facing camera [29]. The quadrotor
is shown in Figure 4.3.
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Figure 4.3: The Qualcomm Dragonfly platform used in these experiments
Figures 4.4a and 4.4b show the tilt and velocity estimates for our filter over a 60 second
run of a Lissajous trajectory without using vision for yaw estimation. To demonstrate that
this filter works without yaw estimation, we forced the yaw estimate to zero. During the
trajectory the quadrotor reached speeds of up to 3.2 m/s. Note that the velocity is expressed
in the body-fixed frame.
(a) attitude (b) velocity
Figure 4.4: (a) Attitude and (b) velocity of our filter compared to visual odometry for a 60
second run without using vision and forcing the yaw estimate to zero.
Figures 4.5a and 4.5b show two cases when the tilt estimation does not work well. The
first case is when the trajectory is too slow, and hence when the system is too close to hover.
In this case, the previous trajectory was slowed down so that the maximum velocity was
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around 1.2 m/s from the previous 3.2 m/s. The second case is when the tilt-yaw convention is
used instead of the yaw-tilt convention, and the yaw is unknown. In this case, the trajectory
was the same as that corresponding to Figures 4.4a and 4.4b, and the yaw estimate was
forced to zero. This run demonstrates that the filter using the tilt-yaw convention cannot
adequately estimate the tilt if the yaw is unknown. The estimator diverges before the 40
second mark.
(a) attitude (b) velocity
Figure 4.5: Tilt estimate of our filter when (a) the speed is too low and (b) the tilt-yaw




This chapter will cover the use of vision to estimate the yaw in a low-drift manner. When
the yaw is dead-reckoned in our previously mentioned UKF, the drift is higher than desired.
We can significantly reduce the drift by using visual data to estimate the yaw between a
current frame and a keyframe. This data is obtained by using a downward-facing camera
mounted to the quadrotor. Figure 5.1 shows the camera frame C = {c1, c2, c3} in relation
to the frame W and B.
Figure 5.1: The camera frame C with the body-fixed frame B and inertial frame W.
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Figure 5.2: Overview of the architecture of our state estimator.
5.1 Vision Pipeline
The vision pipeline is shown at a high level in Figure 5.2.
5.1.1 Feature Tracking
We track FAST features [43] from the image in the previous camera frame, denoted PC,
to the image in the current camera frame, denoted CC, using a KLT tracker [45] with
pyramids. The initial estimates for the tracked features in the current frame are obtained
by multiplying the normalized and undistorted homogeneous coordinates of the features in




PC , which can be computed from
the filter outputs at the previous and current frames. The resulting feature coordinates
are renormalized, distorted, and multiplied by the matrix of camera intrinsics to obtain the
image coordinates.
5.1.2 Yaw Estimation
To estimate the yaw, we used the linear five point algorithm with known tilt, which was
originally proposed in [11, 38]. This algorithm uses point correspondences in two images,
as well as the known tilts in the two angles, to estimate the translation, up to a scale, and
the full orientation of the camera between the two images. This is done by decomposing
the essential matrix as the product of a skew-symmetric matrix and an elementary rotation
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matrix and taking advantage of the resulting structure to simplify what would be the eight-
point linear algorithm [30].
Although we track images from the previous frame to the current frame, we use the
correspondences between the current frame and a fixed keyframe to estimate the motion.
This helps to minimize the drift in the yaw estimate. The keyframe camera frame is denoted
KC. The keyframe is only updated when the number of tracked features falls below a specified
threshold. This is common practice.
Without loss of generality, we will assume that the origins of the camera and body frames
are coincident, but that the orientation of the camera frame relative to the body frame is





CC xiCC = 0, (5.1)
where xiKC and xiCC are the homogeneous normalized coordinates of the ith tracked feature










where KB is the body frame at the time of the keyframe image and CB is the body frame
at the time of the current image. But RKCCC may be decomposed into a tilt rotation matrix






This results in a modified epipolar constraint:
x>iKCEx̃
>
iCC = 0, (5.4)
























−tycψ + txsψ txcψ + tysψ 0
 ,
(5.5)
where sψ and cψ are abbreviations for sinψ and cosψ, respectively. The structure of the







This observation does not take advantage of the full structure of the essential matrix,
but it is enough to devise a simple linear algorithm to back out what each entry should
be. This algorithm rewrites (5.4) as a linear equation of the form Ae = 0, where e =(
E1 E2 . . . E6
)>
, and uses a singular value decomposition to determine the entries of
E up to a scale. Thus, the algorithm only requires 5 points, but more points may be used.
For more information, refer to [11].
Upon determining the entries of E, we are not guaranteed that the resulting matrix is
the product of a skew-symmetric matrix with an elementary yaw rotation matrix. In fact,
we are not even guaranteed that the result is an essential matrix. Hence, we project the
matrix onto essential matrix space and then decompose it into the product of a rotation
matrix with a skew symmetric matrix [30]. There are two possible rotations. To determine
the correct rotation, we pick the rotation matrix that minimizes trace(I − R̂KC>CC Rci), where
I is the 3 × 3 identity matrix, R̂KCCC is an estimate of RKCCC obtained from the output of the
UKF, and Rci is the ith candidate solution for the rotation, where i ∈ {1, 2}. Finally, we
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decompose the rotation matrix into the product of an elementary yaw matrix with a tilt
matrix (the tilt should be close to the identity). At this point, we have recovered RKCCC,ψ, and
so we may determine what the yaw of the body frame is relative to the world frame by recon-
structing RKCCC using (5.3) and then solving for R
W
CB in (5.2). We then incorporate a simple
measurement update to update only the yaw on S1 in the UKF, where the measurement is
the yaw returned by the previous procedure.
5.1.3 Outlier Rejection
The filter publishes a position estimate in the world frame, which is obtained by rotating
the velocity into the world frame and applying a first-order Euler integration. The position
estimate is therefore prone to drift. However, when computing the estimate t̂KCCC of the
position of the camera in the current frame relative to the keyframe it is the relative and
not the absolute position that matters. From our experiments, the position output of our
filter is good enough to compute the motion hypothesis between the current frame and the
keyframe. In addition, the filter outputs the attitude at each frame, so we can compute the
attitude estimate R̂KCCC of the current frame relative to the keyframe. Using the estimate





eCC = −RCCKC t̂
KC
CC , (5.8)
where eKC is the camera center in the current frame projected into the keyframe and eCC is
the camera center in the keyframe projected into the current frame. Assuming the camera
doesn’t undergo purely lateral translation, these points will not be at infinity and we can
compute the distance from the epipoles to the epipolar lines. First, we compute the epipolar
line coefficients `ij for the ith correspondence in the jth frame, where j ∈ J = {KC, CC}:
`ij = ej ×Rjj′xij′ , (5.9)
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where j′ = k ∈ J such that j 6= k. Finally, we compute the distance dij from the epipolar











. Finally, we threshold diKC + diCC to determine whether the
ith point correspondence is an outlier. This outlier rejection scheme is very fast and allows
us to completely avoid time consuming random sampling methods such as RANSAC. This
is a key contribution.
5.2 Filtering Results
Figure 5.3 shows the yaw error, in radians, of the filter for three cases: when not using vision,
when using vision but no outlier rejection, and when using vision with outlier rejection to
estimate the yaw for the same dataset. When vision wasn’t used, the IMU was dead-reckoned
to estimate the yaw. Notice that using vision to estimate the yaw can result in a significant
reduction of the yaw error drift. Furthermore, choosing not to reject outliers can cause the
state estimate to drift.
The root mean squares and standard deviations of the errors for the velocity and attitude
from t = 20 seconds to t = 50 seconds are listed in Table 5.1. The yaw and tilt errors were
computed in the tangent space, so they may be interpreted in radians. Table 5.1 shows that
using vision to estimate the yaw affects the estimation of the tilt and velocity as well. This
is to be expected since (4.11) shows that the derivative of the yaw is a function of the tilt,
so there is still a coupling and the yaw does provide information about the other states.
This information is incorporated only during the yaw measurement update, so if vision is
not used, the yaw state does not affect any of the other states. For these reasons, we used
one filter to estimate everything instead of estimating the yaw with a separate filter.
The UKF and vision pipeline were used to postprocess the data on a laptop with an Intel
Core i7 processor. The UKF was also run on the quadrotor platform, which has an ARM
processor. The average and median times required to complete each major step are shown in
65
Table 5.2. For the UKF, the steps are the process model, accelerometer measurement, and
yaw measurement. For the vision pipeline, the steps are FAST feature detection, creating
the image pyramid, KLT tracking, outlier rejection, and the 5-point algorithm. Since the
IMU rate is at 100 Hz and the camera is 30 frames per second, we have 10 ms to perform
the process update and 33 ms to perform the measurement update making the approach
suitable for small scale, computationally limited platforms.
Table 5.1: Root mean square and standard deviation of velocity and attitude errors with
and without using vision.
v1 v2 v3 ‖v‖ s1 s2 ‖s‖ yaw
without vision
RMS 0.465 0.454 0.299 0.715 0.0664 0.0625 0.0911 0.241
STD 0.442 0.444 0.284 – 0.0664 0.0623 – 0.0850
with vision
RMS 0.457 0.454 0.298 0.710 0.0658 0.0624 0.0907 0.0621
STD 0.423 0.442 0.285 – 0.0658 0.0624 – 0.0534
Figure 5.3: The yaw error without using vision, using vision with outlier rejection, and using
vision without outlier rejection.
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Table 5.2: Average, median, and maximum times for each major step in the UKF and vision
pipeline, in milliseconds.
UKF vision
process acc meas yaw meas detection pyramid tracking outlier 5 point total
avg (i7) 0.0558 0.0333 0.0370 1.14 2.26 0.410 0.0110 0.136 3.44
med (i7) 0.0566 0.0330 0.0370 1.04 2.22 0.396 0.0110 0.142 2.94
avg (arm) 0.265 0.155 0.128 4.81 13.1 2.16 0.0209 0.408 18.3




This chapter presents the theory and experimental results for a modified version of the UKF
from Chapter 5. This modification was designed to incorporate the attitude dynamics of the
filter. In addition, the thrust coefficient kf and the yaw moment coefficient km are assumed
to be known from static thrust tests. With the new dynamics at our disposal, we are able to
estimate the angular velocity and moment of inertial parameters of the quadrotor, as well
as other parameters shown in Table 6.1.
Table 6.1: Estimated parameters in our filter.
Name Symbol Value Units
mass m 227 g
x moment of inertia j11 0.644 g·m2
y moment of inertia j22 0.739 g·m2
z moment of inertia j33 0.903 g·m2
x position of CT xCT -5.60 mm
y position of CT yCT 0.325 mm
x position of IMU xIMU 40.8 mm
y position of IMU yIMU 15.7 mm
z position of IMU zIMU -26.2 mm
horizontal drag coeff kd 1.33e-5 N · s2/m
vertical drag coeff kz 2.00e-5 N · s2/m
flapping moment coeff kflap 1.04e-6 N · s2
motor torque coeff kτ 2.47e-5 N ·m · s
blade/motor inertia jb 6.96e-4 g ·m2
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Figure 6.1: When the quadrotor rotates with some angular velocity projected into the rotor
plane ωrp (blue), the difference in hub velocities causes the effective drag vectors (red). This
generates a counter moment (green) that resists the angular velocity of the quadrotor. l is
the distance from the center of mass to the motor hub.
6.1 Dynamics
6.1.1 Newtonian Dynamics
The force generated by the ith propeller, F i, is
F i = T i +Di, (6.1)
where T i is the thrust and Di consists of aerodynamic drag and drag-like effects on the
vehicle. These are expressed below, in the body-fixed frame B:
T Bi = kfη
2
i e3, (6.2)
DBi = −ηiDvBi , (6.3)
where kf is the thrust coefficient for the propellers, ηi is the speed of the ith motor, vi is the




is the matrix of effective drag
coefficients. Note that we lift the assumption from Chapter 3, which stated that the angular
velocity of the vehicle is small and hence that the hub velocities were equal to the velocity of
the center of mass. This allows for capturing a damping moment caused by angular velocty,
as shown in Figure 6.1.
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The hub speed vi is given:
vi = v + ω × ri, (6.4)
where v is the velocity of the quadrotor’s center of mass, ω is the angular velocity of the
quadrotor, and ri is the position of the ith motor hub relative to the center of mass. In
body-frame coordinates, we have:
F Bi = kfη
2
i e3 − ηiDvBi , (6.5)









i e3 − ηiDvBi ). (6.6)









i e3 − ηiDvBi )
−m(gR>e3 + ωB × vB).
(6.7)
6.1.2 Rotation Dynamics







MBi − ωB × JωB, (6.8)




is the inertia tensor expressed in B and M i is the moment
generated at the ith motor hub, which can be expressed:
M i = M i,force +M i,flap +M i,yaw, (6.9)
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where M i,force is the moment caused by the force F i, M i,yaw is the collective motor torque
which is due to each motor’s acceleration and aerodynamic drag, and M i,flap is a blade-
flapping term which is originally proposed in [31]. These terms are shown below:
M i,force = ri × F i, (6.10)
M i,yaw = −εi(kτ (ηci − ηi) + kmη2i )b3, (6.11)
M i,flap = kflapηivi × b3, (6.12)
where kτ , km and kflap are positive coefficients, ηci is the commanded speed for the ith
motor, and εi is the rotational direction of the ith motor (+1 for counterclockwise and -1






















εi(kτ (ηci − ηi) + kmη2i )e3
− ωB × JωB.
(6.13)
Now, we make one more substitution. First, we define the center of thrust CT as the
line of action in the direction of thrust through the centroid of the propellers. Since the
center of mass is not precisely known, neither is ri. However, the location of CT may be




to be the position of rotor hub










is the position of the center of thrust CT relative to the
center of mass CG (the third component is set to zero because this component corresponds




The motor controller is assumed to be a proportional integral (PI) controller. The integral
term is used to counter the drag torque on the propeller, which would otherwise produce a
steady-state error in ηi. We assume that this integral term closely tracks the drag torque.
The dynamics for the ith motor speed ηi are therefore given:
jbu̇i = kτ (ηci − ηi), i ∈ {1, . . . , 4}. (6.15)
where kτ is the control torque gain and jb is the moment of inertia of the propeller and
motor assembly about the axis of rotation.
6.2 Observability Analysis
Adding the rotation dynamics to the system allows us to estimate the inertia J and the
angular velocity ω, as well as other parameters in Table 6.1. In this section, we present
results from a nonlinear observability analysis on our system. We seek to estimate the
following 32-dimensional state vector:
x =
(
s> vB> ωB> bB> η> I> k>
)>
, (6.16)






∈ R6 is the IMU bias
vector which contains the accelerometer bias ba ∈ R3 and the gyro bias bg ∈ R3, η =(
η1 η2 η3 η4
)>
is the vector of motor speeds, I ∈ R9 is a vector of inertial parameters,


























∈ R2 is the horizontal component of the translation from
the center of mass to the center of thrust in the body-fixed frame and k̄j = kj
∑
i ηi for
j ∈ {d, z, flap}. Specifically, we assume that ∑i ηi is constant. In addition, we assume that
the different hub velocities vi ≈ v. Finally, we neglect the Coriolis term ω × Jω in the
rotation dynamics. These assumptions computationally simplify the observability analysis
in a way that is still conservative.
The dynamic model of the system is given by the rotation kinematics, represented in


















. The Newtonian dynamics are given by (6.7), where R>e3 is

















We also have the rotation dynamics (6.13). The derivatives of the IMU bias b and parameters
I and k are all zero. To proceed with the observability analysis, we write the dynamics in
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, i ∈ {1, . . . , 4}, (6.22)
where D̄ =
∑
i ηiD and ēi ∈ R4, for i ∈ {1, . . . , 4}, is the ith standard basis vector in R4.
In the expression for f0, the term εikτηcie3 is added to cancel the opposing term inM
B
i,yaw.
The output vector of the system is the biased measurement given by the IMU, as well













aIMU = ω × (ω × rIMU) +α× rIMU, (6.24)
where α = ddtω. The observability analysis was performed in Wolfram Mathematica and
the notebook can be found on GitHub1. We followed the same procedure as in [49], using
1https://github.com/jsvacha/observability_analysis
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We then take the gradient ∇xO and find that its column rank is 32, which is the same
dimension as the state space. However, there are certain points in the state space that are
degenerate in the sense that ∇xO becomes rank deficient. One such point is during hover,
when the quadrotor has zero tilt and velocity. Since det∇xO>∇xO is analytic, its value is
zero on a set of measure zero in the state space [35], so the system has the property of weak
local observability in the almost global sense. Thus, in theory, it should be possible to only
use two of the four inputs to distinguish a state in the system from its neighbors.
6.3 Blade Flapping Moment
This section demonstrates the evidence for the blade flapping moment Mi,flap due to dif-
ferential lift and explains the underlying physics. As mentioned earlier, the blade flapping
moment is proportional to v × b3. In forward flight, it resists the tilt of the quadrotor, as
shown in Figure 6.2.
6.3.1 Evidence for Flapping Moment
At the outset of our experiments, we assumed that the blade-flapping moment presented
in [31] was negligible, so we developed a version of the UKF that did not account for
this moment. From experiments, this filter could not adequately estimate the moment of
inertia, giving inconsistent values that were at least an order of magnitude different from
the ground truth. To investigate, we compared the moment acting on the quadrotor per the
model (corrected by the Coriolis moment) with the moment acting on the quadrotor per the
75
Figure 6.2: The blade flapping moment (green) resists the tilt of the vehicle in forward flight




r̂i,k × F̂ i − ω̂ × Jω̂, (6.26)
where (̂·)k represents the estimate of (·) at time step k. The moment per the IMU is given:




where J is the ground truth moment of inertia and ∆t is the time step from step k − 1 to
step k. Upon analyzing the b1 and b2 components, it was clear that there was a discrepancy
between ∆M = M IMU −Mmodel. This suggested an error in the rotation dynamic model.
Figure 6.3 is a plot regressing the y component of ∆M against the x component of v.
The maximum value of the moment per the regression model is around 0.01 N·m in the
plot. Since the RMS moment was estimated to be 0.008 N·m maximum under our most
aggressive maneuvers, this suggests that there is an unmodeled moment that is proportional
to velocity. Adding this moment to the process model of the UKF results in a more accurate
and consistent inertia estimate. This shows that the Mflap moment is significant, even for
small quadrotors with stiff blades like ours, and it cannot be neglected for even trajectories
involving moderate velocity if a reasonable inertia estimate is desired.
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Figure 6.3: A linear regression of the y component of ∆M (pitching moment) compared to
the x component of v (forward velocity).
6.3.2 Physics
The flapping moment is a restoring moment caused by the deflection of the propeller blade
during flapping. Our analysis follows chapter 5 section 13 of [18]. In this chapter, the blade
is modeled as a hinged beam with a rotational spring whose stiffness represents the constant
by which the restoring moment is proportional to the flapping angle. This model is shown
in Figure 6.4.
We begin our analysis by defining an aerodynamic hub frame Ai for each motor hub.
The convention is shown in Figure 6.5. Let the velocity of the wind relative to hub i be
−vi. For this analysis, we assume the ambient air velocity field is zero, but we relax the
assumption that the velocities of the hubs are equivalent to the velocity of the geometric
center of the quadrotor. The ai1 axis is oriented in the rotor plane away from the direction
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Figure 6.4: The propeller blade is modeled as a hinged beam with a rotational spring. The
flapping angle β is a function of the azimuth angle of the propeller blade.
of the apparent wind velocity −vhi = −vi + (vi · b3)b3.
Figure 6.5: Convention of the azimuth angle ψ and the frame Ai for counterclockwise
propellers (blue) and clockwise propellers (red)
For the ith propeller, the flapping angle βi is a function of the blade azimuth angle ψi.
For notational convenience we will drop the dependence on i. The flapping motion may be
approximated by the first two harmonic terms of a Fourier series [18]:
β(ψ) = β0 + β1c cosψ + β1s sinψ. (6.28)
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Our convention for the azimuth angle ψ is to have it increase in the direction of propeller
rotation, as shown in Figure 6.5
For our analysis, we assume zero coning of the blade, so that β0 = 0. This is a reasonable
assumption for stiff propellers. Because the cyclic pitch inputs are zero, we have from [18]:






















where γ is the Lock number of the blade and θ is the blade pitch, both of which are constants,
and λ is the inflow ratio at the no-feathering plane, which in our case is also assumed to be
a small constant since the tip speed is much greater than the inflow velocity. In addition,
µ is the advance ratio and ν2 − 1 is the dimensionless flapping frequency which is large for




, ν2 − 1 = kβ
Iβη2
, (6.31)
where vh is the magnitude of vh (we have dropped the i subscript from the notation), rmax
is the radius of the propeller, η is the propeller angular speed, which is assumed to be the
motor speed, kβ is the spring constant, and Iβ is the blade’s flapping moment of inertia.
For our propeller, ν2 − 1 is very large because the spring constant is much greater than the
flapping inertia. Solving for β1c and β1s gives:
β1c =
4γ2(4θ − 3λ)µ(2 + µ2)
3γ2(µ4 − 4)− 768(ν2 − 1)2 , (6.32)
β1s = −
64γ(4θ − 3λ)µ(ν2 − 1)
3γ2(µ4 − 4)− 768(ν2 − 1)2 . (6.33)
We can simplify (6.32) and (6.33) by assuming that, since the quadrotor’s advancing speed
is much smaller than the tip speed, integer powers of µ greater than 1 are negligible. In
addition, since ν2 − 1 is large for our blades, we assume that the (ν2 − 1)2 term dominates
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the denominator. Hence, we have:
β1c ≈ −
γ2(4θ − 3λ)µ
96(ν2 − 1)2 , (6.34)
β1s ≈
γ(4θ − 3λ)µ
12(ν2 − 1) . (6.35)
Figure 6.6: Diagram of blade flapping moment (red) and its components (blue). The max-
imum upflap happens at azimuth angle ψc = atan2(β1s, β1c). It can be seen that the
components of the flapping moment are proportional to the corresponding components of
the Fourier series for the flapping angle.
The flapping moment and its components are shown in Figure 6.6. The x component is
in the ai1 direction and the y component is in the ai2 direction. They are proportional to









Notice that the ai1 component of the flapping moment depends on εi, the motor spinning
direction. This is because the azimuth angle is defined differently for the clockwise and
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counterclockwise spinning propellers, but the magnitude of the azimuth angle corresponding
to maximum flap is the same. This is shown in Figure 6.7.
Figure 6.7: Azimuth angle ψc corresponding to maximum upflap for (left) counterclockwise
and (right) clockwide propellers. The ai1 components of the flapping moment in these two
cases will be opposite, while the ai2 components will be the same.










Now, we substitute ν2−1 and µ from (6.31). We also treat λ as a constant, as we are primarily
concerned with the behavior of the flapping moment with the horizontal velocity. The
constant εi = ±1 represents the propeller angular velocity direction in Ai. Reintroducing
the index i, we have, for the ith propeller,




But, since vhiai1 = −vhi = −vi + (vi · b3)b3 and vhiai2 = vi × b3, we have, for the total
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blade flapping moment M i on the ith blade:
M i = −εikMxηi(vi − (vi · b3)b3)
+ kMyη
3
i vi × b3.
(6.42)
Now, if we have a multirotor platform with N rotors, where N is an even integer, we can
compute the flapping moment Mflap from summing up the M i’s. We assume here that the
speeds of each motor are the same, so that η1 = η2 = . . . = ηN . In this case, the multirotor
is commanding a pure force and no moment, which is a reasonable assumption when the
quadrotor is not performing highly aggressive maneuvers that require large moments such






















and, since vi = v + ω × ri, we have:
N∑
i=1




Now, for multirotor vehicles for which
∑N
i=1 ri = 0, we get
∑N










First, since we have an even number of propellers,
∑N
i=1 εi = 0. Since adjacent propellers
alternate the sign of their corresponding εi’s, we have that εi has different signs for the even











The expression above is zero if the sum of the ri’s for the clockwise propellers is equal to
the sum of the ri’s for the counterclockwise propellers. Hence, we have
∑N
i=1 εivi = 0, so
that:




η3i v × b3,
(6.47)
where Nη3 ≈ ∑Ni=1 η3i is included in the model to capture the variation in the flapping
moment with the motor speeds. The above result is true for any quadrotor for which∑N
i=1 ri = 0 and for which the sum of the ri’s for even propellers is equal to the sum of ri’s
for the odd propellers.
This is different from the flapping moment given in [31], which assumes that the moment
is only linear, and not cubic, in motor speed. However, from experiments, we didn’t see a
significant difference in performance between the two models when incorporating each into
the filter, and the results in the next section are reported for the model that is linear in
motor speeds.
6.4 Experimental Results
This section reports the results from experiments on the same platform and environment
used in Chapter 4. First, we show the importance of executing trajectories that prescribe
large reference velocities and large angular accelerations in order to achieve accurate state
estimates. Then, we demonstrate the performance of the filter on the compound Lissajous
trajectory.
6.4.1 Trajectory Requirements
We present our trajectory generation method in the Appendix C. High linear velocities
are required to observe the tilt and linear velocity components of the state vector, while
sufficient angular accelerations are required to observe the moment of inertia. Attempting
to obtain the right observability conditions with a simple Lissajous resulted in very aggressive
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trajectories that would cause the motor inputs to saturate. However, by superimposing a
high frequency, low speed Lissajous onto a low frequency, high speed Lissajous, we were
easily able to get the desired observability properties without saturating motors. Hence, we
were able to estimate the moment of inertia while maintaining a good tilt and linear velocity
estimate. The velocity profile of the compound Lissajous trajectory can be seen in Figure
6.8. It should also be noted that we used a compound sinusoid for the yaw, whose trace is
given:




Table 6.2 shows the RMS velocity error as a percentage of the RMS ground truth velocity
when running the filter on a simple and a compound Lissajous trajectory. It also shows the
percent error in the inertia estimates, when compared to the CAD inertias from [59]. When
interpreting the inertias, it should be clear that the vehicle was modified for the work in
[59] and that the CAD model is not entirely accurate. The percent errors in inertia do not
account for these facts. We have more confidence in the inertias estimated by our filter for
reasons that we will explain in the next subsection. The table shows that, with the exception
of the z moment of inertia, the filter performs better on the compound Lissajous trajectory,
reducing the magnitude of the errors significantly.
Table 6.2: RMS error over RMS signal (% error) on simple vs. compound Lissajous.
tilt v1 v2 v3 j11 j22 j33
simple 42.5% 44.3% 33.7% 48.4% -21.6% -19.7% 6.72%
compound 21.9% 36.5% 27.6% 37.6% 4.94% 10.9% -15.6%
6.4.2 General Performance
Figures 6.8 and 6.9 show the UKF velocity estimate and tilt estimate, respectively, compared
to ground truth (VIO) for the compound Lissajous trajectory. For the velocity estimate,
the velocity was rotated into the world frame using the known tilt and yaw from VIO. The
tilt is shown in stereographic coordinates.
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Figure 6.8: UKF velocity estimate (rotated into world frame using ground truth orientation)
compared to ground truth for a 60 second compound Lissajous trajectory
6.4.3 Changing Inertia
To evaluate how the filter estimates a change in the mass and moment of inertia, weights
were added to the quadrotor along the booms, as shown in Figure 6.10. The filter was run
on 9 datasets, four that did not include weights and five that did include weights. Table 6.3
shows the inertial parameter estimates, and their changes, both per the filter and calculated
by hand using the parallel axis theorem. The results show that the filter accurately estimates
the change in inertia, providing evidence that the filter’s inertia estimates are more reliable
than the ground truths given in [59].
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Figure 6.9: UKF tilt estimate compared to ground truth for the last 20 seconds of the
compound Lissajous trajectory
Figure 6.10: Mass added along the booms of the experimental platform to test inertia
estimation performance
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Table 6.3: Mass and moment of inertia estimates for quadrotor with and without adding
mass.
m j11 j22 j33
g g·m2 g·m2 g·m2
no weights (filter) 227 0.644 0.739 0.903
weights (filter) 281 0.871 0.990 1.32




This chapter covers the tailoring of our previous methods so that a quadrotor can estimate
wind both in hover and while executing trajectories. This is done by incorporating visual-
inertial odometry into our previous filter.
7.1 Dynamic Model
Wemust change the dynamic model to incorporate position kinematics. In addition, we must
lift the assumption that the wind velocity is zero. We do this by modeling the aerodynamic
forces and moments as a function of the difference between the quadrotor’s velocity and the
wind velocity.
7.1.1 Kinematics
The position kinematics are given:
ṗ = v (7.1)
where p is the position and v is the velocity of the quadrotor. The rotation kinematics are
written:













is a matrix representing an elementary yaw rotation
about the angle π, ω is the angular velocity of the quadrotor, which, when expressed in








. When integrating (7.2) and
(7.3), one must make sure to keep the quantities zY and yW within S2 and S1, respectively.
This is done by “wrapping” the tangent velocity vector multiplied by the time step onto the
manifold (this is a description of the exponential map on a smooth manifold).
7.1.2 Dynamics
The Newtonian dynamics of the quadrotor describe the motion of the center of mass of the










where ∆vi = vi − w is the velocity of the ith hub relative to the wind velocity w,





is the diagonal matrix of positive drag coefficients. In addition, kf , is
the positive thrust coefficient for a propeller, m is the quadrotor’s mass, g is the magnitude
of the acceleration due to gravity, and ηi is the ith motor speed. It should be noted that
different induced drag coefficients are used in the x and y directions, unlike in Chapter 6.
This is simply a generalization of the model used for inertia estimation.
The relationship ∆vi + w = vi is known as the wind triangle [39]. It states that the
ground velocity of an object v is equal to the object’s velocity relative to the air v−w plus
the wind velocity w. This simple vector addition principle is shown in Figure 7.1.
The rotation dynamics are:




flap − ωB × JωB (7.5)
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Figure 7.1: The wind triangle states that an object’s ground velocity v is just the sum of
the wind velocity w and the velocity of the object relative to the air v −w.
















i × e3 (7.8)
for the moments on the vehicle. In the above equations, km is the positive drag moment





is the matrix of positive flapping coefficients. The fact that
the first two diagonal entries of F are different shows again a generalization of the model
used for inertia estimation. The force on a propeller F i is given, in the body-fixed frame:
F Bi = kfη
2
i e3 − ηiD∆vi (7.9)
Finally, we have the motor dynamics. If η =
(
η1 η2 η3 η4
)>
is the vector of motor
speeds and ηc =
(
ηc1 ηc2 ηc3 ηc4
)>
is the vector of commanded motor speeds, then the




(ηc − η) (7.10)
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This corresponds to a proportional velocity controller with a feedforward term to cancel the
drag moment in the motor dynamics. The term kτ is the proportional torque gain and the
term jb is the moment of inertia of the motor-propeller assembly about the axis of rotation.
7.2 Measurement Model
First, we write the state vector x that is to be estimated as an ordered list of terms:
x =
(









∈ R6 is the vector containing the accelerometer bias ba ∈ R3 and
the gyro bias bg ∈ R3, both in the body-fixed frame, and η ∈ R̄4+ = R4+ ∪ {04×1} is the
vector of motor speeds. From (7.11) we see that the state vector x ∈ S2 × S1 × R18 × R̄4+,
which is a 25-dimensional smooth manifold with boundary. It is not a Lie group, however,
since S2 and R̄4+ are not Lie groups. This may be remedied by estimating the orientation
on SO(3) or S3, which are Lie groups, instead of on S2 × S1 and by thinking of the motor
speeds as living in R4. We leave this to future work.
In simple terms, the measurement model of our filter may be thought of as follows: first,
the pose and linear velocity of the quadrotor are directly measured using visiual inertial
odometry (VIO). It is also possible to use GPS for this purpose. Secondly, the wind velocity
w is measured indirectly using the IMU accelerometer combined with information about the
control inputs (the motor speeds) from the process model. The quadrotor’s angular velocity
is measured using the IMU gyroscope. The gyro bias may be observed when holding a fixed
position since the orientation is directly measured with VIO. Likewise, the accelerometer
bias may be observed while holding a fixed position since the pose is measured directly by
VIO. A more formal observability analysis will follow in Section 7.3.
The VIO measurement is given:
hVIO =
(




The IMU measurement is given:
hIMU =





B × (ωB × pBIMU) +αB × pBIMU (7.14)
where pIMU is the position of the IMU relative to the center of mass and α = ω̇. Finally,
we measure the motor speeds:
hRPM = η (7.15)
7.3 Observability Analysis
We now proceed with an observability analysis following the procedure laid out in [15]. The
full analysis is not presented here, but the Mathematica notebook maybe found on Github1.
We estimate the state in (7.11). However, for the purposes of the observability analysis
only, we represent the yaw using the coordinate ψ ∈ [0, 2π) and the tilt using the stere-

















1 − s22 − 1)− 2ω3s1 + 2ω2s1s2), (7.17)
ψ̇ = ω3 − s1ω1 − s2ω2. (7.18)
The analysis we use will simplify certain aspects of the dynamics, as is commonly done
in the literature. First, the hub velocity vi is assumed to be coincident with the velocity v
of the center of mass, for the purpose of computing the drag forces on each hub. This is a
reasonable approximation when the angular velocity is not large. The second assumption
that we make is that the sum of the motor speeds
∑
i ηi is a constant, and we absorb this
constant into kd, kz, and kflap, again for the purposes of computing the drag forces and
1https://github.com/jsvacha/observability_analysis
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aerodynamic flapping moment. Finally, we assume that the Coriolis term ωB × JωB in the
rotation dynamics is negligible. Although all of these effects are accounted for in our filter,
for the purpose of the observability analysis, omitting these modeling details is conservative
because they enrich the Lie derivatives. Hence, we substitute these changes into (7.4) and









2 (ω2(1 + s
2




1 − s22 − 1)− 2ω3s1 + 2ω2s1s2)


























 , i ∈ {1, . . . , 4} (7.20)
where ∆v = v −w is the quadrotor’s velocity relative to the air and ēi is the ith standard


















The observability analysis is completed by computing the Lie derivative Lf0h = (∇h)f0.
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We then take the gradient of O and verify that its column rank is 25, which is the same rank
as the state space. We also note that the wind estimation works in hover, when v = ω = 0.
This is because of the presence of VIO in our system.
In conclusion, the observability rank condition in [15] is satisfied, meaning that the
system is locally weakly observable.
7.4 Experimental Results
To test the wind estimation performance of the UKF, we utilized the outdoor flying space
at the Penn Engineering Research Collaborative Hub (PERCH). An ultrasonic anemometer
was placed in the space to measure the ground truth wind speed at 10 Hz. The quadrotor
platform used is the Qualcomm Dragonfly. The VIO runs at a rate of 30 Hz and the IMU
at a rate of 500 Hz. The quadrotor was placed approximately five feet away from the
anemometer so that it would not disturb the anemometer. We assume that, mainly because
of the openness of the flying space and the absence of obstacles, that the wind velocity does
not vary significantly spatially.
For our static flight tests, the quadrotor was commanded to hover until its two cell
battery voltage drained to around 6.7 volts. Over five such runs, we collected the flight
data, including RPMs, VIO pose and velocity, and IMU data as well as the ground truth
anemometer data. Figure 7.2 shows the results for these five trials. Qualitatively, the filtered
wind velocity estimate appears to follow the same trend as the anemometer measurement,
especially in the horizontal (v1 and v2) directions. In the v3, or the vertical direction, there
is some bias, but the wind velocity error is bounded. It should also be noted that the
anemometer is not ideally set up to measure vertical wind velocity, and this is the least
important component of the wind velocity in most applications.
In addition to hover tests, the quadrotor was flown in horizontal circles while estimating
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(a) Hover 1 (b) Hover 2
(c) Hover 3 (d) Hover 4
(e) Hover 5
Figure 7.2: Static (hover) wind speed estimates compared to ground truth
the wind. The results for six trials are shown in Figure 7.3. It was expected that the quality
of the estimate would decease because of unmodeled effects from the quadrotor’s motion.
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However, the quadrotor still estimates the wind velocity well. This shows that the quadrotor
can estimate wind velocity while flying at moderate speeds.
For both sets of flight tests, the root-mean-square (RMS) error in the wind velocity is
computed, where the error is the filter velocity minus the anemometer measurement. Then,
the RMS error of the anemometer signal is computed. We divide the RMS error by the RMS
of the ground truth to get an error metric for each dataset. This is presented in Table 7.1.
Looking at the figures and table, one concludes that the w3 component of velocity is the
only one that is consistently inadequately estimated. For most of the runs, the w1 and w2
component errors are much lower than the w3 component error. However, the w3 error is
lower in the circle datasets than it is in the hover datasets.
In the circle 2 dataset, it was realized that the quad was placed in a slightly yawed
configuration. This may be the cause of the poorer performance. The cause of the poor
performance in the circle 6 dataset is unknown as well, but it should be noted that the
anemometer measurements are much noisier in this dataset.
Table 7.1: Normalized RMS wind estimation errors by dataset.
Dataset w1 error w2 error w3 error
Hover 1 45.2% 38.2% 155%
Hover 2 38.2% 57.1% 204%
Hover 3 25.7% 52.3% 169%
Hover 4 35.1% 86.7% 179%
Hover 5 38.8% 77.1% 222%
Circle 1 44.7% 52.2% 117%
Circle 2 111% 61.6% 116%
Circle 3 53.3% 57.1% 111%
Circle 4 77.6% 66.1% 105%
Circle 5 64.5% 57.6% 117%
Circle 6 126% 60.1% 105%
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(a) Circle 1 (b) Circle 2
(c) Circle 3 (d) Circle 4
(e) Circle 5 (f) Circle 6




This dissertation covered the modeling of aerodynamic forces and moments on a quadrotor,
compensation for the forces in the control loop, and the development and experimental
testing of three novel filters that leverage the aerodynamics of the quadrotor and primarily
rely on an IMU.
First, a model was developed for the change in thrust of a propeller in axial flight due
to the ascent or descent velocity. This model represented this change in thrust by a linear
drag damping term, in the same way that the induced and profile drag were represented.
In order to validate this model, a controller was developed to compensate for the change in
thrust and the aerodynamic drag force. This drag controller was able to significantly reduce
the position tracking error of the quadrotor in forward flight by 75% and in vertical flight
by 72%.
From this drag model, a filter was developed to estimate a quadrotor’s linear velocity
relative to the air, the tilt component of orientation, IMU biases and the aerodynamic
parameters. The filter was developed in a way that was yaw-independent, so that the yaw
is not required in order to estimate other parameters. In addition, a novel RANSAC-free
vision-based algorithm was developed to estimate the yaw of the quadrotor. The algorithm
was sped up from the previously mentioned filter, which made it possible to estimate yaw
with only 5 image points in a linear manner, and also made it possible to perform outlier
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rejection without random sampling. Experimental tests demonstrated that the filter does
indeed perform well even if the yaw is unknown. They also showed that, for the vision-based
yaw estimation, the outlier rejections scheme performs well.
Another filter was then developed by adding the rotation dynamics to the process model.
This filter estimates the vehicle’s twist, tilt component of orientation, IMU biases, and the
inertial and aerodynamic parameters. The development of this filter shed much insight on
the aerodynamic effects acting on the quadrotor during aggressive maneuvers when trying to
estimate moment of inertia. In particular, it was found that a blade-flapping moment that is
commonly neglected in the literature is indeed significant. Furthermore, when the quadro-
tor’s yaw is oscillating frequently, it was realized that the moments required to accelerate
the motors are necessary in order to get good inertia estimates.
Finally, the last filter was extended by adding visual inertial odometry to estimate the
linear and angular velocity of the quadrotor as well as the wind velocity and IMU biases.
This filter was developed from the previous one by generatlizing the model and freezing
all constant parameters. Experimental field tests were run both while flying in hover and
executing dynamic trajectories, and the results were compared with a nearby ultrasonic
anemometer for ground truth. Although the filter was not successful at accurately estimating
the vertical component of wind velocity, it was in most cases able to estimate the horizontal
wind velocity with reasonable error.
For future work, we wish to improve the speed at which the filters run without com-
promising the quality of the state estimate. One of the ways we can do this is by using an
error-state Kalman filter (ESKF) approach. The ESKF has the advantage that it operates
on the smaller error state whose dynamics are much closer to the linearized approxima-
tion [47]. Future work can also involve the development of nonlinear geometric observers
that abandon the probabilistic framework. These observers do not suffer from inconsistency
problems, and they have convergence guarantees that nonlinear variants of the Kalman filter
do not have.
For future work, we also wish to use the estimated parameters to control the vehicle
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more accurately, as it is clear from experiments that knowing the effective drag coefficients
can be used to compensate for drag effects, and knowing the inertial parameters is critical
for control. Finally, we wish to explore how scaling affects the aerodynamics, and to see
when the parasitic drag on the vehicle becomes significant due to velocity and scale. For
vehicles moving at the same velocity, we predict that scaling the vehicle down will increase
the effect of parasitic drag. This is because, if the vehicle has characteristic length l, then
the drag force scales with l2 while the mass scales with l3. Hence, the acceleration caused by
parasitic drag, which is the ratio of the parasitic drag force to the mass of the vehicle, scales
with l2/l3 = l−1, which means that a larger quadrotor should be less affected by parasitic
drag than a smaller quadrotor.
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Appendix A
Parallel Transport on S2
In this appendix, we demonstrate that the parallel transport on S2 with the Levi-Civita
connection corresponding to the metric induced by R3 is equivalent to (4.35), assuming
the vector is transported along the geodesic from p to q. Without loss of generality, we




when the sphere is naturally
embedded in R3) of the 2-sphere, since this manifold is symmetric under rotation.
Parallel transport is a linear operation on vectors because the covariant derivative is
linear [22]:
∇X(Y + Z) = ∇XY +∇XZ, (A.1)
∇X(fY ) = f∇XY +∇fX · Y. (A.2)
If f is a constant, ∇fX = 0, and thus for constants a and b:
∇X(aY + bZ) = a∇XY + b∇XZ. (A.3)
If we denote the parallel transport of a vector u = av + bw from the tangent space at p to
the tangent space at q through the geodesic from p to q by τpq(u), we have:
τpq(u) = aτpq(v) + bτpq(w), (A.4)
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for a, b ∈ R and vectors v and w in the tangent space at p.
Hence, if we can show that, for some basis vectors v‖ and v⊥ in the tangent space TpS2,
τpq(v‖) = Rqpv‖, τpq(v⊥) = Rqpv⊥, (A.5)
then we have shown that (4.35) is true for any vector vp in the tangent space at p. We will
show this by first constructing differential equations from the parallel transport equation,
then by showing that they are satisfied by the components of tangent vectors v‖ and v⊥
moving according to (4.35). We use stereographic coordinates during this process.
First, the vectorial representation q of the point q on the sphere is represented as a
function of the stereographic coordinates
q(t) =
1









From now on, we suppress the dependence of sx(t) and sy(t) on t unless necessary. Differ-























2(1 + s2x − s2y)
−4sy
 (A.8)
By taking the dot products of these vectors, we obtain the components of the induced metric
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tensor
gxx = gyy =
4





gxy = gyx = 0. (A.10)


















where i, j, k,m ∈ {x, y} and gkm are the components of the inverse of the metric tensor gkm.
The Christoffel symbols for the affine connection are
Γkij =
2





sk i = j 6= k
−sk i 6= j or i = j = k.
(A.12)
Any vector v in the tangent space TpS2 can be constructed
v = vxex + vyey. (A.13)










, k = 1, . . . , n (A.14)
or, after substituting the Christoffel Symbols,
v̇x =
2((sy ṡx − sxṡy)vy + (sxṡx + sy ṡy)vx)




2((sxṡy − sy ṡx)vx + (sxṡx + sy ṡy)vy)





Now, we construct v‖ and v⊥ and see that their components, in terms of ex and ey, satisfy






|t=0 = [ω]×p, (A.16)
where ω is an angular velocity vector that is orthogonal to both p and q. If v‖ is transported






where we have used the fact that, since Rqp = exp(θqp[ω]×), it commutes with [ω]×. We
also define v⊥
v⊥ = [p]×v‖ = [p]×[ω]×p. (A.18)
























(the third component is zero since ω is orthogonal to p, which is the
north pole of the sphere), then, from (A.6) and (A.17)
τpq(v‖) =
1

























x − s2y − 1)− ω2sxsy.
(A.22)
If we substitute (A.22) into (A.15) and simplify, we obtain
(ω1sx + ω2sy)ṡy










But we know that ω is orthogonal to q. Hence, from (A.6), we have ω1sx+ω2sy = 0. Thus,
eq.s A.15 are satisfied by (A.22).























x − s2y)− ω1sxsy.
(A.25)
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Substituting (A.25) into (A.15) and simplifying yields
(ω1sx + ω2sy)ṡx










Again, since ω is orthogonal to q, then ω1sx + ω2sy = 0 and these equations are satisfied.
Now, we have shown (4.35) satisfies eq. (A.15) for the basis vectors of the tangent space





The following algorithms summarize the implementation of the UKF for a state that is on
the 2-sphere, when the measurement lies in Euclidean space.
Algorithm 2 Weighted average of points p1, . . . ,pn on a sphere














Algorithm 1 Riemannian UKF on S2










for i = 0, . . . , 4 do
X−i,k ← f(Xi,k−1,uk−1)
end for
x̂−k ← WeightedAvgSphere(X−0,k, . . . ,X−4,k)
T−k ← ParallelTransport(Tk−1, x̂−k )
for i = 0, . . . , 4 do

























∆x,k ← P̂xy,kP̂−1yy,k(yk − ŷk)
x̂k ← expŝ−k (T
−
k ∆x,k)
P̂k ← P̂−k −KkPyy,kK>k
Tk ← ParallelTransport(T−k , x̂k)
return x̂k, P̂k, Tk
end procedure
Algorithm 3 Parallel transport of the tangent basis T to the point p
procedure ParallelTransport(T,p)
q ← (Te1)× (Te2)
θ ← cos−1(q · p)
u← (q × p)/‖q × p‖






This appendix describes the design of a 3D Lissajous trajectory which is used extensively in
this dissertation to sufficiently excite the IMU to enable quality state estimation.
We design a general Lissajous trajectory ps : [0, Ts]→ R3, where Ts ∈ R+ is the period
of the trajectory. This trajectory does not have a smooth ramp-up and ramp-down, so we
then reparameterize the trajectory to pt = ps ◦ s : [0, Tt] → R3 so that s : [0, Tt] → [0, Ts]
has continuous derivatives up to the third order. This is done so that the trajectory has
continuous jerk, which means that the angular velocity command, which is a function of the
jerk, will not have discontinuities.
C.1 Trajectory Before Reparameterization
The trajectory is given:
ps(s) =

Ax(1− cos(2π · nx · s/Ts))
Ay sin(2π · ny · s/Ts)
Az sin(2π · nz · s/Ts)
 . (C.1)
The designer of the trajectory specifies 7 parameters relating to the trace: the overall period
Ts, three amplitudes Ax, Ay and Az, and the number of cycles nx, ny, and nz per period Ts
for each coordinate axis.
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C.2 Reparameterization
We now design the reparameterization s(t). The function ṡ(t) will have a smooth ramp-up
at the beginning of the trajectory, when t < tr, followed by a section where it is equal to
unity, when tr < t < Tt − tr, followed by a smooth ramp-down at the end of the trajectory,
when Tt − tr < t < Tt. The parameter tr is chosen by the designer of the trajectory, and Tt
will is calculated, as we will show, as a function of Ts and tr.
We denote the ramp-up function sr(t). Its derivative ṡ(t) is designed to be a polynomial
function of degree 7. However, we constrain ṡr(0) = s̈r(0) =
...
s r(0) = 0, so the zeroth, first,







There are five unknown coefficients, so we need five more constraints to determine ṡr(t).
The next constraint is that d
4sr
dt4








































































sr(t) 0 ≤ t ≤ tr
sr(tr) + t− tr tr < t ≤ Tt − tr






ṡ(t)dt = 2sr(tr) + Tt − 2tr. (C.7)
In the expression above, Tt− 2tr is the duration over which ṡ(t) is zero. Hence, we have the
relationship necessary to determine Tt as function of Ts and tr.
If wish to run multiple cycles of the Lissajous trajectory between the ramp-up and ramp-
down, we have the ability to specify this as well, with only a slight change in the approach.
This modification is easy to make and it is not discussed.
C.3 Compound Trajectories
In order for the velocity and drag coefficients to be observable, the quadrotor must reach
a sufficiently high linear velocity. At the same time, in order to observe the moment of
inertia, the quadrotor must achieve a significant angular acceleration. We have observed
that, with a single Lissajous trajectory, it is difficult to achieve both of these requirements
without saturating the motors. However, by “summing” two such trajectories, this goal
becomes more feasible. In our case, we sum low-frequency, high-velocity trajectory with a
higher frequency, low velocity trajectory. The first trajectory helps with observability of the
linear velocity, while the second helps with the observability of the moment of inertia. The
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