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ABSTRACT
We explore the connection between the UV luminosity functions (LFs) of high-z galaxies and the distribution of
stellar masses and star-formation histories (SFHs) in their host dark matter halos. We provide a baseline for a redshift-
independent star-formation efficiency model to which observations and models can be compared. Our model assigns a
star-formation rate (SFR) to each dark matter halo based on the growth rate of the halo and a redshift-independent
star-formation efficiency. The dark matter halo accretion rate is obtained from a high-resolution N -body simulation
in order to capture the stochasticity in accretion histories and to obtain spatial information for the distribution of
galaxies. The halo mass dependence of the star-formation efficiency is calibrated at z = 4 by requiring a match to the
observed UV LF at this redshift. The model then correctly predicts the observed UV LF at z = 5 − 10. We present
predictions for the UV luminosity and stellar mass functions, JWST number counts, and SFHs. In particular, we
find a stellar-to-halo mass relation at z = 4 − 10 that scales with halo mass at Mh < 1011 M as M? ∝ M2h , with a
normalization that is higher than the relation inferred at z = 0. The average SFRs increase as a function of time to
z = 4, although there is significant scatter around the average: about 6% of the z = 4 galaxies show no significant mass
growth. Using these SFHs, we present redshift-dependent UV-to-SFR conversion factors, mass return fractions, and
mass-to-light ratios for different intial mass functions and metallicities, finding that current estimates of the cosmic
SFR density at z ∼ 10 may be overestimated by ∼ 0.1− 0.2 dex.
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1. INTRODUCTION
In recent years, there has been a rapid improvement
in our understanding of the stellar mass assembly of
galaxies at the peak of cosmic star-formation rate den-
sity (SFRD) at z = 1−3 (e.g., Ilbert et al. 2013; Muzzin
et al. 2013). However, stellar masses of galaxies at z & 4
have only been measured poorly, mainly because of in-
sufficient data quality: the sensitivity and resolution of
present observations are too low to probe the light of
old stars at wavelengths longer than the age-sensitive
Balmer break, which moves into the mid-IR at these
redshifts (e.g., Stark 2016). On the other hand, the UV
luminosity function (LF) and its evolution with cosmic
time are well constrained observationally out to red-
shifts of z ' 8 (e.g., Finkelstein et al. 2015; Bouwens
et al. 2015). In this paper, we investigate the informa-
tion content of the UV LF as a proxy for the stellar
mass assembly of galaxies by coupling the evolution of
the UV LF to the dark matter halo population from a
high-resolution, N -body simulation. In particular, this
paper attempts to derive the star-formation efficiency of
dark matter halos at z = 4 using the UV LF. We then
use this efficiency, assuming that it is redshift indepen-
dent, to make predictions for the stellar mass growth
of galaxies, which we expect to be measurable with the
upcoming James Webb Space Telescope (JWST ).
The ΛCDM cosmological model (Blumenthal et al.
1984) provides a theory for predicting early structure
formation and the general properties of dark matter
halos in which galaxies form. However, a fundamen-
tal theory for determining the stellar content associated
with a given dark matter halo is still lacking. In most
modern numerical/semianalytical models of galaxy for-
mation, star formation in small halos at high redshifts
is suppressed by means of ‘feedback’ mechanisms that
inhibit star formation by heating and/or removing gas
from galaxies. Proposed mechanisms include photoion-
ization by the UV background (Barkana & Loeb 1999),
stellar feedback by supernovae (Dekel & Silk 1986), radi-
ation pressure from stars (Thompson et al. 2005; Murray
et al. 2010; Hopkins et al. 2010), and suppression of the
formation of molecular hydrogen in low-metallicity envi-
ronments (Krumholz & Dekel 2012). However, present
models can only achieve moderate resolution, leading to
the use of simplified recipes (so-called ‘sub-grid’ models)
that are designed to capture the overall effects of com-
plex feedback processes (see Somerville & Dave´ 2015 for
a review). As a result, the effects of these processes
then become tunable via free parameters, limiting the
predictive power of such models.
An alternative approach is to connect halos to ob-
served galaxies in a statistical way (see, e.g., Wechsler
& Tinker 2018, for a comprehensive review), thereby by-
passing the explicit modeling of baryonic physics. Such
empirical models are useful for interpreting observations
and making predictions for upcoming surveys. Further-
more, they provide useful scaling relations that can be
used to constrain physical processes incorporated in nu-
merical models. For example, feedback schemes in many
hydrodynamical simulations are adjusted to reproduce
the empirically determined stellar-to-halo mass relation.
Empirical and numerical models are, therefore, comple-
mentary approaches in studying the physical processes
driving galaxy evolution (e.g., Moster et al. 2018).
The link between galaxies and halos can also be used
to infer the evolution of galaxy properties from the evo-
lution of dark matter halos (e.g., Conroy et al. 2007;
White et al. 2007; Zheng et al. 2007; Firmani & Avila-
Reese 2010; Wang et al. 2013; Tinker et al. 2013; Birrer
et al. 2014; Sun & Furlanetto 2016; Cohn 2017; Mitra
et al. 2017). Conroy & Wechsler (2009) employ this ap-
proach to constrain the average stellar mass growth of
galaxies in halos since z = 2. Moster et al. (2013) and
Behroozi et al. (2013, see also Rodr´ıguez-Puebla et al.
2017) developed this method further using a semiempir-
ical technique to infer observed galaxy properties from
dark matter merger trees out to z ∼ 8. While this ap-
proach successfully describes the average evolution of
galaxy properties, it does not self-consistently track the
growth history of individual galaxies. Hence, in such an
approach, galaxy properties depend only on halo mass,
and not on the unique formation history of the halo.
This could potentially be a limitation for understanding
the properties of galaxies, since it is known, for exam-
ple, that the spatial distribution of dark matter halos
depends on their formation time (e.g., Gao et al. 2005;
Paranjape et al. 2015). Recently, Moster et al. (2018, see
also Rodr´ıguez-Puebla et al. 2016) addressed this issue
by presenting an empirical model for galaxies, assigning
a star-formation rate (SFR) to each dark matter halo
based on its growth rate, following Mutch et al. (2013).
The resulting model is in good agreement with key ob-
servations, particularly for the clustering of star-forming
and quenched galaxies (Moster et al. 2018), indicating a
realistic assignment of galaxies to halos.
The approach of linking the SFR to the growth rate
of the dark matter halo has also been used to study the
evolution of the UV LF at high redshifts. The connec-
tion between the high-redshift galaxies and their dark
matter halos has been studied mainly through cluster-
ing since the first Lyman break galaxies were discovered
(Giavalisco & Dickinson 2001; Adelberger et al. 2005;
Lee et al. 2006). In Tacchella et al. (2013), we pre-
sented a simple model to predict the evolution of the
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UV LF. Specifically, we extended an earlier model by
Trenti et al. (2010) by making the more realistic as-
sumption that, at any epoch, all massive dark mat-
ter halos host a galaxy with a star-formation history
(SFH) that is related to the time of halo assembly as
predicted by Extended Press-Schechter (EPS) formal-
ism (Press & Schechter 1974; Bond et al. 1991). The
model is calibrated by constructing a galaxy luminos-
ity versus halo mass relation at z = 4 via abundance
matching. After the initial calibration, the model cor-
rectly predicts the evolution of the LFs from z = 0 to
z = 8. While the details of star-formation efficiency
(defined as SFR/M˙h) and feedback are implicitly mod-
eled within the calibration, our study highlights that
the primary driver of cosmic SFRD across cosmic time
is the buildup of dark matter halos, without needing to
invoke a redshift-dependent efficiency in converting gas
into stars. This model has been developed further and
used in Trenti et al. (2015) to study the galaxies hosting
gamma-ray bursts, in Mason et al. (2015) to constrain
the UV LF before the epoch of reionization (EoR), and
in Ren et al. (2018) to study the cosmic web around
the brightest galaxies during the EoR. Similarly, Trac
et al. (2015) use abundance matching to estimate the
luminosity-mass relation and the luminosity-accretion
rate relation, finding a universal luminosity-accretion-
rate relation. Consistent with these studies, Harikane
et al. (2018) analyze the clustering of ∼ 600, 000 Lyman
break galaxies at z ∼ 4− 6, finding that a model where
the star-formation efficiency does not evolve with red-
shift largely fits UV luminosity functions from z = 10
to z = 0. These findings are consistent with the key as-
sumption of this paper (and of Tacchella et al. (2013)) of
a redshift-independent efficiency of converting gas into
stars.
Our goal in this paper is to extend beyond predic-
tions of the UV properties of the high-redshift galaxy
population and focus on the assembly of stellar mass
in these galaxies. We present a simple empirical model
that can be used as a baseline for a comparison to obser-
vations and numerical models of galaxies at early cosmic
epochs (z & 4). The simplicity of the model stems from
the assumption that the star-formation efficiency does
not evolve with redshift and that each dark matter halo
hosts only a single galaxy. These assumptions are funda-
mentally different from those in more elaborate empiri-
cal models (e.g. Behroozi et al. 2013; Rodr´ıguez-Puebla
et al. 2017; Moster et al. 2018) that are constructed to
describe the evolution of the galaxy population over a
wider range of redshifts (down to z ∼ 0). In such models,
the efficiency of star-formation depends on halo mass,
halo accretion rate, and redshift and includes treatments
for satellite galaxies (i.e. multiple halo occupation). We
use our redshift-independent efficiency model to make
predictions for the SFHs of galaxies at z & 4, which will
be measurable by JWST. We further quantify the evolu-
tion of the stellar mass function and the stellar-to-halo
mass relation for the galaxy population at z & 4.
An important distinction between our present model
and the one in Tacchella et al. (2013) is that the
growth history of dark matter halos is now computed
using merger trees obtained from an N -body simulation,
rather than with the EPS formalism. This has the ad-
vantage that the merger history of halos has been fully
and self-consistently evolved in a cosmological setting,
while also allowing us to predict the spatial distribution
of galaxies (e.g. clustering). In our model, we assume
that the SFR of each dark matter halo is proportional to
its accretion rate, multiplied by a redshift-independent
efficiency. The assumption that the star-formation effi-
ciency is redshift independent allows us to calibrate the
efficiency at a single redshift (z = 4 in this work) via
the UV LF (Section 2). After calibration, our model is
able to reproduce the evolution of the observed UV LF
in the range of z = 4−10. We also make predictions for
the stellar mass function and stellar-to-halo mass rela-
tion at z = 4−14 (Section 3). Finally, we highlight that
current analyses of observations at z = 10 may overesti-
mate the cosmic SFRD because the UV-to-SFR conver-
sions typically used are not appropriate for increasing
SFRs (Section 4).
The framework in this analysis has been implemented
in a flexible manner, allowing us to run the model on any
arbitrary cosmological model. Throughout this paper,
we assume the cosmological parameters derived from
the 7-year Wilkinson Microwave Anistropy Microwave
Probe (WMAP-7, Komatsu et al. 2011): Ωm = 0.272,
ΩΛ = 0.728, h = 0.704, ns = 0.967, and σ8 = 0.81.
All observational data that we compare our model to
are adjusted to match this cosmology. Furthermore, all
magnitudes are quoted in the AB system. Finally, we
denote the UV magnitude as the magnitude measured
at rest frame 1500 A˚.
2. MODEL DESCRIPTION
In this section we describe how our model relates the
growth of galaxies to the growth of their host dark mat-
ter halos. We first extract dark mater halo merger trees
from an N -body simulation (Section 2.1). These are
then populated with galaxies by assuming that the SFR
of a halo is proportional to its accretion rate, normal-
ized by a redshift-independent efficiency in converting
gas into stars (Section 2.2). Spectral energy distribu-
tions (SEDs) of the galaxies are then calculated from
4 Tacchella, Bose, Conroy, Eisenstein & Johnson
9.5 10.0 10.5 11.0 11.5 12.0 12.5
[ ]
5
4
3
2
1
0
/
[
]
z=4
z=6
z=8
z=10
z=12
z=14
Sheth, Mo & Tormen (2001)
without correction
with correction
Figure 1. Evolution of the dark matter halo mass function
in the color simulation. We plot the halo mass function
with and without completeness corrections with thick and
thin lines, respectively. The dashed black lines show the an-
alytical halo mass function from Sheth et al. (2001). The
simulated halo mass functions are in good agreement with
the analytical estimates. At the high-mass end, where the
simulations are volume limited, the completeness corrections
bring the results of the simulation in agreement with the an-
alytic mass functions. The gray region starting at 109.5 M
marks the nominal convergence limit of the simulation (300
dark matter particles).
a stellar population synthesis model (Section 2.3). Fi-
nally, we calibrate the star-formation efficiency by the
observed UV LF at z = 4 (Section 2.4).
2.1. Dark Matter Framework
In semianalytical models, halo merger trees are typi-
cally constructed in one of two ways: (i) sampling ana-
lytic halo mass functions and generating realizations of
merger histories using a Monte Carlo approach following
the EPS model (e.g. Kauffmann et al. 1993; Somerville
et al. 2000; Cole et al. 2008; Yung et al. 2018), or (ii)
directly extracting the merger history of halos from an
N -body simulation (e.g. Helly et al. 2003; Guo et al.
2013; Lacey et al. 2016).
Each of these approaches has its advantages and draw-
backs. A great benefit of the Monte Carlo approach is
that it is possible, in principle, to achieve arbitrary reso-
lution with relatively little computational cost. Further-
more, it is also possible to fully sample the halo mass
function at any given redshift, as Monte Carlo trees do
not suffer from finite volume. N -body trees, on the other
hand, are limited by both the resolution and volume of
the simulations they are extracted from, but have the
advantage that the growth history of halos has been
fully and self-consistently evolved in a cosmological set-
ting, taking into account tidal forces, dynamical friction,
tidal stripping, etc. Furthermore, trees extracted from
N -body simulations also allow us to predict the spatial
distribution of galaxies, enabling us to study their clus-
tering. A quantitative comparison of N -body vs. Monte
Carlo merger trees is presented in Appendix A.
To this end, we make use of merger trees obtained
from the Copernicus complexio Low Resolution (color)
simulations (Hellwing et al. 2016; Sawala et al. 2016).
color follows the evolution of 16203 dark matter par-
ticles within a periodic box with volume (70.4 Mpc/h)3,
resulting in an effective dark matter particle mass of
6.196 × 106 M/h. The gravitational softening corre-
sponds to 1 kpc/h. The mass and temporal resolution
of these simulations are particularly suited for tracing
the progenitors of z = 4 galaxies to higher redshifts.
color assumes cosmological parameters derived from
WMAP-7. Zoom-in simulations based on color have
appeared as part of the coco (Hellwing et al. 2016; Bose
et al. 2016) and apostle (Fattahi et al. 2016; Sawala
et al. 2016) suite of simulations.
The color volume was evolved from z = 127 to
z = 0 using p-gadget-3 (Springel et al. 2008), an up-
dated version of the publicly available gadget-2 code
(Springel et al. 2001b, 2005). Halos are first constructed
using the friends-of-friends algorithm (Davis et al. 1985),
while the gravitationally bound substructures associated
with them are identified with the subfind algorithm
(Springel et al. 2001a). subfind entities are then con-
nected between snapshots by identifying sets of objects
that share some fraction of their most bound particles
between outputs, using the formalism outlined in Jiang
et al. (2014). New branches in the merger tree are cre-
ated whenever a new subfind object is identified in the
halo catalog. A total of 160 simulation snapshots (regu-
larly spaced by ∆ ln(a) = 0.0239) were used to construct
the merger trees from color. In what follows, we will
be primarily concerned with merger trees of central (i.e.
independent) halos rather than their substructures. A
pathology with merger tree construction is the misiden-
tification of subhalos as centrals when they orbit a re-
gion of low-density contrast (e.g., near the center of a
larger halo); we are careful to eliminate these instances
from our halo catalogs. The fraction of contaminants is
small, typically composing 8-10% of the halo population
at each redshift. In total, we count 294569, 51332, and
2287 halos at z = 4, 8, and 12, respectively, above our
mass resolution limit of 109.5 M
Since the color simulation probes only a finite vol-
ume, our halo catalogs are devoid of some of the rarest
and most massive halos. This is apparent in the dark
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matter halo mass function, shown in Figure 1. At z = 4,
the number density of halos with Mh = 10
12.5 M is
underpredicted by about 0.4 dex with respect to the an-
alytical prediction of Sheth et al. (2001). Similarly, at
higher redshifts, we also miss the highest-mass objects
that have number densities of ≈ 10−5 Mpc−3. In order
to correct for this, we apply a completeness correction:
we estimate the magnitude of the correction from the
difference between the analytical halo mass function of
Sheth et al. (2001) and our measured halo mass function
at each snapshot. As visible in Figure 1, the correction
is up to 0.4 dex. Further details, in particular the ef-
fect of the completeness correction on the UV LF, are
outlined in Appendix B.
We note, however, that halos with Mh > 10
13 M,
which are absent in our simulations, are rare (number
densities of . 10−6 Mpc−3). As a result, we do not
expect that the absence of these halos will have a sig-
nificant impact on any of our results. In the context
of the JWST mission, our model probes the bulk of the
galaxy population at z = 4−12 since JWST has a rather
small field of view, probing a rather limited volume of
∼ 104 − 105 Mpc3 at z ∼ 10. We postpone a more de-
tailed discussion of the impact of cosmic variance on our
results to future work.
2.2. Star Formation in Dark Matter Halos
Most numerical and (semi)analytical schemes model
star-formation so as to reproduce empirical scaling re-
lations such as the Kennicutt-Schmidt law, i.e., by cor-
relating the SFR in the halo to the total (volume or
surface) gas mass (density): SFR ∝ Mgas,dense, where
Mgas,dense is the mass contained in cold, dense gas. At
low redshifts (z < 2), the gas reservoirs of galaxies are
large and the typical star-formation timescales are long
(often quantified in terms of the gas depletion time,
tdep = Mgas/SFR > 10
9 yr; e.g. Genzel et al. 2015;
Tacconi et al. 2018). Semenov et al. (2017) attribute
this longer timescale for star-formation to multiple cy-
cles of gas into and out of a dense, star-forming phase. In
particular, SFR is limited by the fact that only a small
fraction of star-forming gas is converted into stars be-
fore star-forming regions get dispersed by feedback and
dynamical processes. The SFR is determined by the pro-
duction and disruption of dense, star-forming gas, which
depends on gravity, gas compression, and the regulat-
ing nature of feedback (Thompson et al. 2005; Ostriker
& Shetty 2011; Faucher-Gigue`re et al. 2013). The gas
accretion rate in low-z galaxies, therefore, has little to
do with the SFR itself, which is set by the availabil-
ity of cold, dense gas (see, e.g., the discussion on the
self-regulating nature of star-formation and stellar feed-
back in Schaye et al. 2015). The star-formation mode is
reservoir limited.
At higher redshifts, the newly accreted gas is expected
to transition to the dense gas phase quicker because of
the overall higher density at these early times. As a fur-
ther consequence, feedback also becomes less effective in
disrupting the star-forming, dense gas: Faucher-Gigue`re
(2018) argues that, at high redshifts, the characteristic
galactic dynamical timescales become too short for su-
pernova feedback to effectively respond to gravitational
collapse in galactic disks (see also Lagos et al. 2013 for
a semianalytical model for the evolution of the mass
loading in supernova feedback in the presence of higher
gas densities and molecular gas fractions). This is con-
sistent with current observations of high molecular gas
fractions in z ∼ 1 − 3 galaxies (Tacconi et al. 2013,
2018; Genzel et al. 2015) and predicts a high molecular-
to-neutral fraction in these early galaxies. Along similar
lines, Krumholz et al. (2012) argue that in high-z galax-
ies, star-forming regions are unable to decouple from the
ambient interstellar medium (ISM), the result being that
the free-fall times are then set by the large-scale prop-
erties of the ISM. We therefore expect that the forma-
tion of dense, star-forming gas in high-z galaxies is more
closely related to the gas accretion rate onto the galax-
ies themselves, i.e. star formation is accretion limited.
Thus, we adopt a star-formation law where SFR ∝ M˙gas.
Specifically, we link the SFR of a galaxy to the growth
rate of its halo. We assume that (i) the rate of infalling
baryonic mass is proportional to the mass accretion rate
of the halo, rescaled by the universal baryon fraction
fb = Ωb/Ωm = 0.167; and (ii) the star-formation effi-
ciency, ε(Mh), depends solely on halo mass. The SFR
of a galaxy at redshift z in a dark matter halo of mass
Mh can then be written as the product of the baryonic
growth rate times the star-formation efficiency in the
following way:
SFR(Mh, z) = ε(Mh)× M˙gas
= ε(Mh)× fb × d˜Mh
dt
(Mh, z),
(1)
where d˜Mhdt is the delayed and smoothed accretion of
dark matter onto its halo. The dark matter accretion is
delayed by the dynamical time of the halo in order to
take into account dynamical as well as dissipative effects
within the halo. The dynamical time at the virial radius
of the dark matter halo can be written as
τDM,dyn =
(
3pi
32Gρ200,crit
)1/2
∼ 0.1τH, (2)
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where τH is the Hubble time. Additionally, we smooth
the dark matter accretion by 0.05τH in order to mitigate
against sharp features that arise from the discrete snap-
shot sampling. This smoothing scale is smaller than (at
z > 4) or comparable to (at z ∼ 4) the lifetime of UV-
bright stars, ensuring that the impact on the inferred
UV luminosity is negligible.
In this framework, the only function that then needs
to be constrained is the star-formation efficiency ε(Mh).
This star-formation efficiency describes how efficiently
gas is converted into stars, encapsulating complicated
baryonic processes such as gas cooling, star formation,
and various feedback processes into a single parameter.
We assume – for simplicity – that it depends only on
halo mass and is redshift independent, allowing us to
calibrate ε(Mh) at a single redshift. We choose to cal-
ibrate ε(Mh) at z = 4 by requiring that the model re-
produces the observed UV LF at this redshift. Further
details of the calibration are given in Section 2.4.
2.3. Predicting the SED
With the formalism introduced in the previous sec-
tion (Equation 1), we are able to construct the SFHs
for individual galaxies. We then predict the SED for
each galaxy by using the Flexible Stellar Population
Synthesis code (FSPS1; Conroy et al. 2009; Foreman-
Mackey et al. 2014). FSPS has been extensively cali-
brated against a suite of observational data (for details
see Conroy & Gunn 2010). Throughout this work, we
adopt the MILES stellar library and the MIST isochrones.
We do not consider first-generation (Population III)
stars since their contributions to the UV LF and the
cosmic SFRD are minor at z . 14 compared to the sec-
ond generation of stars (e.g. Pallottini et al. 2014; Jaacks
et al. 2018).
Other important parameters include the initial mass
function (IMF), the stellar metallicity (Z), and dust at-
tenuation. Our fiducial choice for the IMF is the one by
Salpeter (1955), but we also investigate the implications
of adopting a Chabrier (2003) IMF. In the subsequent
subsections, we discuss the treatment of metallicity and
dust attenuation in the derivation of the SEDs.
2.3.1. Metallicity
The metallicity and the abundance pattern of galax-
ies at z & 4 are still unconstrained observationally.
Throughout this work, we assume a solar abundance
pattern and Z = 0.0142 (Asplund et al. 2009). We
adopt two different metallicity implementations in our
model. In the first case, we assume a constant metallic-
1 https://github.com/cconroy20/fsps
ity of 0.02 Z for galaxies at all redshifts. In the sec-
ond, we adopt simple mass conservation to calculate the
metallicity from star formation, outflows, and gas accre-
tion. Although these two assumptions produce rather
different metallicity distributions in the galaxy popula-
tion, the impact on our main results is negligible. For
simplicity, our default model is the one that assumes a
constant metallicity.
Troncoso et al. (2014) and Onodera et al. (2016) mea-
sured the oxygen abundance for star-forming galaxies
at z = 3 − 4 (see also Maiolino et al. 2008), finding
12 + log(O/H) ≈ 7.5 − 8.5 with a weak trend in mass
(higher-mass galaxies have a higher metallicity). These
observations have large uncertainties, as the metallic-
ity calibration itself is uncertain. Using this, the Tron-
coso et al. (2014) and Onodera et al. (2016) observa-
tions correspond to Z ∼ 0.1 − 0.3 Z for galaxies with
M? ≈ 1010 M. We expect the stellar metallicity to
be comparable to or slightly lower than this gas-phase
estimate. Hence, our fiducial model, which we denote
as ‘Z-const’, assumes a constant metallicity of 0.02 Z
for galaxies at all redshifts. As shown in Section 3.1
and Figure 3, varying the metallicity from 0.001 to 0.1
has no measurable effect (change in UV magnitude of
. 0.1 mag at 1500 A˚ on average) on the UV LF and
therefore our calibration. Changing it to solar metallic-
ity (Z = 1.0 Z) has an impact, making the magnitudes
fainter by 0.5 mag on average.
Although the derived UV magnitudes do not depend
significantly on metallicity at Z . 0.1 Z, we explore a
mass- and redshift-dependent evolution of the metallic-
ity content of our model galaxies. Specifically, we track
the evolution of the metallicity of individual galaxies
by solving the equation of mass conservation (Bouche´
et al. 2010; Dave´ et al. 2012; Lilly et al. 2013; Dekel &
Mandelker 2014). Details are described in Appendix C.
We call this version of the model ‘Z-evo’. We find a
rather large diversity of metallicity (scatter of 0.5 dex
at a given stellar mass) in the galaxy population, with
massive galaxies reaching Z ≈ 0.1−0.3 Z, roughly con-
sistent with observed values (Figure 21). Since metal-
licities in this model are overall higher than in the de-
fault model (‘Z-const’), the star-formation efficiency of
this model needs to be higher in order to reproduce the
same UV LF (see Section 2.4). However, the increase
in the efficiency is only ∼ 0.1 dex, leading to only a
small increase (∼ 0.1 dex) in the stellar content of the
galaxies (see Section 3.4 for implied change in the mass
functions).
2.3.2. Dust Attenuation
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Since the star-formation efficiency in our model,
ε(Mh), is calibrated by requiring a match with the
observed UV LF, it is important that dust attenuation
is properly taken into account. Hence, there is – in ad-
dition to the assumed stellar population properties (e.g.
metallicity and IMF) – also a degeneracy between the
assumed dust attenuation prescription and ε(Mh). The
dust attenuation mainly affects UV-bright galaxies, i.e.
halos with high accretion rates and SFRs. We discuss
the derivation of ε(Mh) and its degeneracies further in
the next subsection.
We account for dust attenuation in our model by fol-
lowing the procedure adopted in observations by Smit
et al. (2012), as we did in Tacchella et al. (2013). We
assume that the rest-frame UV part of the spectrum can
be described as a power law, fλ ∝ λβ , where β is the
UV continuum slope. We estimate β from the observed
MUV−β relation: 〈β〉 = a ·(MUV−19.5)+b. The values
for a and b are taken from Bouwens et al. (2014, Table
3). There have also been other comprehensive investiga-
tions of the UV slopes at high redshifts (e.g., Finkelstein
et al. 2012; Rogers et al. 2014). They are overall in rough
agreement with each other after taking into account dif-
ferent measurement methods and biases as shown by
Bouwens et al. (2014). Specifically, at z = 5, Rogers
et al. (2014) find a slope of −0.12±0.02, while Bouwens
et al. (2014) find a consistent value with −0.14 ± 0.02.
Important to note is that the scatter is in this relation-
ship is large. We assume a Gaussian distribution for β
at each MUV value with a dispersion of σβ = 0.34 at all
redshifts, which is roughly the scatter of the β−MUV re-
lationship for bright z ∼ 4 and z ∼ 5 galaxies (Bouwens
et al. 2009, 2012, 2014; Castellano et al. 2012; Rogers
et al. 2014).
In order to estimate the UV attenuation, we assume
that the UV attenuation depends on the UV contin-
uum slope β (i.e., IRX-β relation). The shape and nor-
malization of the IRX-β relation at high redshifts are
still debated (Capak et al. 2015; McLure et al. 2018;
Bouwens et al. 2016; Reddy et al. 2018; Koprowski et al.
2018; Narayanan et al. 2018). For typical little or mod-
estly obscured systems, the results are broadly consis-
tent with the Meurer et al. (1999) IRX-β relationship.
Therefore, following Tacchella et al. (2013), we adopt
in our fiducial model the Meurer et al. (1999) IRX-β
relation (IRX = 2.07 × [100.4(4.43+1.99β) − 1]), which
leads to – after incorporating the scatter – an average
attenuation of 〈AUV〉 = 4.43 + 0.79 ln(10)σ2β + 1.99〈β〉.
This fiducial dust attenuation prescription gives AUV =
[1.51, 1.05, 0.60] mag for a galaxy with an observed mag-
nitude of MUV = [−22.0,−20.0,−18.0] mag at z ∼ 4.
For the same magnitudes at z ∼ 8, we obtain AUV =
[1.40, 0.60, 0.0] mag. In order to explore how different
IRX-β relations influence our results, we also adopt the
IRX-β (IRX = 1.79× [100.4(1.07+2.79β) − 1], see Gordon
et al. 2003) from the Small Magellanic Cloud (SMC),
which is favored by the z = 5 observations of Capak
et al. (2015). We call this model version ‘SMC’.
A concern with this dust attenuation prescription is
that it is computed solely using UV light. It seems that
IR-luminous, highly obscured galaxies deviate from the
Meurer et al. (1999) IRX-β relation, such as high-z sub-
millimeter sources with SFR of up to 1000 M yr−1
(Casey et al. 2014). In our model, we are unable to
reproduce these high SFRs. We find a maximum of
SFR ≈ 200 M yr−1. One possibility is that these
high SFRs are extremely rare and the volume of the
color simulation is not enough to contain the corre-
sponding halos. Some authors have also suggested that
a top-heavy IMF in starbursts may be needed to produce
highly star-forming submillimeter galaxies in a ΛCDM
cosmology (e.g. Baugh et al. 2005; Zhang et al. 2018).
Another possibility is that we have not implemented any
enhancement of the star-formation efficiency that could
be induced by mergers, which could result in these high
SFRs (e.g. Sargent et al. 2015).
Summarizing this section, our dust attenuation pre-
scription closely follows observations. We are therefore
confident that it describes the bulk of the galaxy popu-
lation at z & 4 well. Our fiducial model (‘Z-const’) as-
sumes the Meurer et al. (1999) IRX-β relation, while we
also explore the SMC IRX-β relation in the model ver-
sion ‘SMC’. In a future publication we will use our model
to predict the infrared galaxy LF and the infrared back-
ground in order to test our model and our assumed dust
prescription. However, our model clearly has limited
predictive power concerning star-forming galaxies with
extreme SFRs, in which the star formation is so heavily
enshrouded in dust that no UV photons can leave the
star-forming region.
2.4. Calibration of the Model
The only function that needs to be calibrated against
observations is the star-formation efficiency, ε(Mh). We
achieve this by adjusting ε(Mh) until the observed UV
LF φUV at z = 4 is reproduced.
If the halo dark matter accretion rate is proportional
to dark matter halo mass (as in EPS), one can sim-
ply perform abundance matching and equate the UV-
brightest galaxy (galaxy with highest SFR) to the most
massive halo. However, as shown in N -body simula-
tions, dark matter halos show a range of accretion rates
at a given halo mass, and the most massive halo is
not necessarily the one with the highest accretion rate
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Figure 2. Calibration of the model. Left panel: star-formation efficiency as a function of halo mass, which is calibrated
to reproduce the observed UV LF at z = 4. The dashed line with the gray shaded region shows the expected relation from
abundance matching and its scatter. The solid green line shows the best fit to Equation 3 assuming (ε0,init, Mc,init, βinit, γinit) =
(0.26, 7.10 × 1010, 1.09, 0.16). In order to match the observed UV LF, we need to modify the turnover in this relation at high
mass. Our best fit for the default ‘Z-const’ model is plotted as the solid red line (γ = γinit + 0.2), while the orange line indicates
an extreme case of a low star-formation efficiency at high halo masses (γ = γinit + 0.4). The solid blue and purple lines show the
best-fit efficiency for the ‘Z-evo’ model and the ‘SMC’ model, respectively. Right panel: the UV LF obtained from our model
compared to the observed UF LF at z = 4 (Bouwens et al. 2015). The different lines correspond to the different efficiencies
plotted on the left; the solid red line, the solid blue line, and the purple line indicate the ‘Z-const’ (fiducial) model, the ‘Z-evo’
model, and the ‘SMC’ model, respectively.
(see Appendix A). We therefore need to go beyond halo
abundance matching.
Since each realization of our model takes several hours
to run (the bottleneck being the derivation of the SEDs
with FSPS), we cannot simply fit an arbitrary ε(Mh). We
use abundance matching to compute an initial guess for
εinit(Mh), which we call εinit(Mh), following the same
approach as in Tacchella et al. (2013). In particular,
we first run a first iteration of the model assuming
ε(Mh) = 1.0. We then derive a UV luminosity ver-
sus halo mass relation at redshift 4, LUV(Mh, z = 4),
by equating the number of galaxies with a UV lumi-
nosity greater than LUV (after dust correction) to the
number of halos with mass greater than Mh. From the
LUV(Mh, z = 4) relation, we can solve for εinit(Mh).
At each Mh we find a distribution of εinit(Mh), reflect-
ing the diversity of UV luminosities that stems from a
diversity of halo accretion histories. The left panel of
Figure 2 shows εinit(Mh) and its 16th/84th percentile.
The shape of εinit(Mh) can be well parametrized with
a double power law following Moster et al. (2010) (see
also Moster et al. 2018; Behroozi et al. 2013):
ε(Mh) = 2ε0
[(
Mh
Mc
)−β
+
(
Mh
Mc
)γ]−1
, (3)
where ε0 is a normalization constant, Mc is the char-
acteristic mass where the efficiency is equal to ε0, and
β and γ are slopes that determine the decrease at low
and high masses, respectively. We find the following
values: (ε0,init, Mc,init, βinit, γinit) = (0.26, 7.10 ×
1010, 1.09, 0.16).
As shown in the right panel of Figure 2, this εinit(Mh)
overproduces the abundance of UV-bright galaxies.
In order to match the UV LF at z = 4, we mod-
ify the high-mass slope γ. We find that the best
value is γfinal = γinit + 0.2 = 0.35. Our best-fit
εinit(Mh) for our default model with constant metallic-
ity (‘Z-const’) is then (ε0,final, Mc,final, βfinal, γfinal) =
(0.26, 7.10 × 1010, 1.09, 0.36). In order to calibrate
our model ‘Z-evo’, we use the best-fit values from
above and only change the normalization. Doing so,
we find (ε0,final, Mc,final, βfinal, γfinal) = (0.37, 7.10 ×
1010, 1.09, 0.36). The ‘Z-evo’ model has a higher star-
formation efficiency because the metallicities in this
model are overall higher than in the default model
(‘Z-const’), which in turn leads to a lower UV flux
per unit star formation. As we will show below (Sec-
tion 3.4), the increase in normalization by 0.1 dex
has only a minor impact on the stellar masses of
the galaxies, shifting the galaxy stellar mass function
by ∼ 0.1 dex. For the ‘SMC’ model, where we as-
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sume the SMC IRX-β relation instead of the Meurer
et al. (1999) relation, we obtain (ε0,final, Mc,final, βfinal,
γfinal) = (0.22, 6.30 × 1010, 0.89, 0.40). With the SMC
model, we find a higher star-formation efficiency at low
halo masses and a lower efficiency at high halo masses
than with our fiducial model. This is because at low β
values (< −1.9), i.e. at faint magnitudes and hence low
halo masses, SMC predicts a higher IRX ratio (more
dust attenuation) than Meurer et al. (1999), while the
opposite holds at higher β values (> −1.9).
As shown in Figure 2, the star-formation efficiency in
our model depends strongly on halo mass, peaking at
a characteristic halo mass of 1011 − 1012 M. A sim-
ilar relation is found at lower redshifts (e.g. Conroy &
Wechsler 2009; Moster et al. 2010; Behroozi & Silk 2015;
Moster et al. 2018). At these times, feedback from mas-
sive stars (supernovae and stellar winds) and feedback
from active galactic nuclei are thought to suppress the
star formation at the low- and high-mass end, respec-
tively (e.g. Mo et al. 2010; Silk & Mamon 2012). At high
redshifts, these feedback mechanisms are likely to be less
efficient (see Section 2.2), but their effects on galaxies at
z > 4 are unknown. Ab initio models, such as numeri-
cal simulations, we will help to understand the baryonic
processes that shape the star-formation efficiency.
2.5. Contribution of Mergers to the Stellar Mass
Growth
In our model, stellar mass growth is solely a result of
star formation. However, another contribution to the
gain in stellar mass comes from mergers, which can be
calculated by convolving the halo merger rate and the
stellar-to-halo mass relation. Behroozi & Silk (2015) use
the the halo merger rate and stellar-to-halo mass rela-
tion from Behroozi et al. (2013) to gauge the importance
of mergers. Their main finding is that mergers con-
tribute about 12− 18% of the total stellar mass in most
galaxies at 4 < z < 8, rising to 30% for galaxies in halos
with Mh & 1012 M. This small fraction arises from the
fact that the stellar-to-halo mass ratio declines toward
lower halo mass, so most of the incoming mass will come
from major mergers. Since the star-formation timescale
of these high-z galaxies is short (. 150 Myr) compared
to the typical timescale of major mergers (& 300 Myr;
see Fakhouri & Ma 2008, 2010; Behroozi et al. 2013),
mergers provide a minor contribution to the stellar mass
growth. We therefore neglect this mode of mass growth
in what follows.
3. RESULTS
In this section, we present predictions from our
redshift-independent efficiency model. These predic-
Table 1. Best-fit Schechter function (Equation 4) parame-
ters of our galaxy UV LF.
redshift φ∗UV M
∗
UV αUV
[10−5 Mpc−3] [mag]
z = 4.0 137.3± 24.2 −21.09± 0.19 −1.63± 0.02
z = 5.0 93.0± 20.9 −21.07± 0.23 −1.72± 0.02
z = 6.0 119.9± 25.7 −20.41± 0.19 −1.72± 0.03
z = 7.0 108.0± 20.5 −19.99± 0.16 −1.68± 0.04
z = 8.0 56.7± 10.5 −19.9± 0.15 −1.69± 0.04
z = 9.0 23.5± 8.3 −19.92± 0.28 −1.81± 0.05
z = 10.0 12.4± 1.2 −19.6(fixed) −1.84± 0.06
z = 12.0 1.2± 0.5 −19.6(fixed) −1.99± 0.24
Note—The errors indicate the one standard deviation er-
rors on the parameters. Since the UV LFs at z & 10 do
not show a clear turnover from the power law to the ex-
ponential cutoff, we fix M∗UV to −19.6 mag.
tions are intended to serve as a baseline against which
observations and numerical models can be compared.
3.1. UV Luminosity Functions
After calibration, our model is able to reproduce the
UV LF at z = 4 by construction. In a first step, we
use our model to predict the UV LF at higher redshifts
and compare it with observations. The measurements of
the UV LF have improved over the past 10 years, mainly
thanks to the installation of the Wide-Field Camera 3 on
board the Hubble Space Telescope (HST ; Bunker et al.
2004; Beckwith et al. 2006; Bouwens et al. 2007, 2011;
Finkelstein et al. 2010; McLure et al. 2010; Schenker
et al. 2013). The most recent z = 4 − 8 measure-
ments of the UV LF from HST imaging (Bouwens et al.
2015; Finkelstein et al. 2015) are based on 4000 − 6000
z ' 4 galaxies, 2000 − 3000 z ' 5 galaxies, 700 − 900
z ' 6 galaxies, 300− 500 z ' 7 galaxies, and 100− 200
z ' 8 galaxies. The Bouwens et al. (2015) study is
currently the largest effort, including galaxies from all
five CANDELS fields (Grogin et al. 2011; Koekemoer
et al. 2011), the BoRG/HIPPIES fields (Trenti et al.
2011; Yan 2011), and the HUDF/XDF and its associ-
ated parallels (Illingworth et al. 2013). Typically, these
photometric samples are expected to have contamina-
tion levels of ∼ 10% at z ' 6 − 8 owing to uncertain-
ties in the estimation of the photometric redshifts. The
current observational frontier lies at z ' 9 − 11, where
the Hubble Frontier Field dataset (Lotz et al. 2017) re-
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Figure 3. Evolution of the UV LF. Left panel: The thick solid, thin dashed, and thin dotted lines show the UV LFs at
z = 4, 6, 8, and 10 in our ‘Z-const’ (fiducial), ‘Z-evo’, and ‘SMC’ models, respectively. The observational data are taken from
Bouwens et al. (2015); Finkelstein et al. (2015); Oesch et al. (2018) and McLeod et al. (2016). At z = 6 − 10, there is good
agreement between the predictions of our model and the observed data. Right panel: the z = 4− 14 evolution of the UV LF for
our fiducial model with dust attenuation (constant metallicity of Z = 0.02 Z), our fiducial model without dust attenuation,
and our model with two different metallicities (Z = 0.1 Z and Z = 1.0 Z) is shown as solid, dashed, dotted, and dot-dashed
lines, respectively. Reducing the metallicity to Z . 0.1 Z has negligible impact on the UV LF, while the correction for dust
attenuation clearly dominates the bright end at z < 10.
cently provided an additional search volume and larger
samples of galaxies at z ∼ 10 (Zitrin et al. 2014; Oesch
et al. 2015, 2018; Infante et al. 2015; Ishigaki et al. 2015,
2018).
Figure 3 shows the predicted evolution of the UV LF
at z = 4 − 14. We fit the UV LF of our model with a
single Schechter function:
φ(MUV)dMUV = φ
∗ ln(10)
2.5
10−0.4(MUV−M
∗
UV)e−10
−0.4(MUV−M∗UV) .
(4)
The best-fit parameters are listed in Table 1. We find
that the knee of the LF decreases from MUV = −21
at z = 4 to −19.6 at z = 10. Furthermore, we find a
steepening of the faint-end slope from −1.61 ± 0.02 at
z = 4 to −2.1± 0.05 at z = 12.
In the left panel, we compare our predicted UV LF
to observations at z = 4 − 10 (Bouwens et al. 2015;
Finkelstein et al. 2015; Oesch et al. 2018; McLeod et al.
2016). All three versions of the model, our fiducial one
with a constant metallicity of Z = 0.02 Z (Z-const),
the one with an evolving metallicity (Z-evo), and the
one where we replace the fiducial Meurer et al. (1999)
IRX-β relation with the SMC relation (SMC), are re-
markably consistent with the observed data, despite our
simplifying assumption of a redshift-independent star-
formation efficiency. This agreement is perhaps to be
expected, given the success of previous implementations
of this class of models that evolve according to accretion-
limited growth (Trenti et al. 2010, 2015; Tacchella et al.
2013; Mason et al. 2015). We find that our model nat-
urally predicts the rather fast evolution of the UV LF
from z ∼ 6− 8 to z ∼ 10, although observationally this
trend is still uncertain because of the small sample size
and survey volumes of current observations at z & 8.
Since dust attenuation and metallicity only play a minor
role for the evolution of the UV LF at z > 8 (see below),
accommodating a weaker redshift evolution of the UV
LF is difficult with our model. In particular, in order to
increase the UV LF at z > 8, one would have to either
change the star-formation efficiency in our model (mak-
ing low-mass halos more efficient at higher redshifts) or
change the gas accretion prescription (i.e., decoupling
the gas accretion rate from the dark matter accretion
rate). The SMC model increases the star-formation ef-
ficiency for low-mass halos, resulting in a small increase
of the faint-end slope of the UV LF at z ∼ 10, but not
in an overall weaker evolution of the UV LF. In order to
achieve a weaker z-evolution of the UV LF, one would
need to increase the efficiency with redshift. Further-
more, studying the impact of changing the gas accretion
prescription is of interest, but beyond the scope of this
work.
We evaluate the impact of dust attenuation and metal-
licity in the right panel of Figure 3. The dashed lines
show the dust-free UV LF. By construction (see Sec-
tion 2.3), the dust attenuation mainly affects the bright
end of the UV LF. At z . 8, the bright end is com-
pletely dominated by the dust attenuation prescription.
star-formation and stellar masses in dark matter halos 11
At z > 8, the UV LF appears to be less affected by
the dust attenuation, although it must be kept in mind
that, indirectly, the impact of dust attenuation depends
on the specific dust prescription used in the calibration
at z = 4. This can be seen when comparing the Z-const
with the SMC model: the SMC model has an underlying
efficiency that is higher for low-mass halos. At the cali-
bration redshift z = 4, the SMC model agrees well with
the fiducial model. Toward higher redshifts, in particu-
lar z > 8, the SMC model predicts more galaxies with
MUV > −18 (steeper faint-end slope) than the fiducial
model.
With regard to the metallicity, we find that there is
little difference between the two versions of our model
(Z-const versus Z-evo; left panel). Additionally, in the
right panel of Figure 3, we show how the UV LF of
the Z-const model is affected by a change in metallicity,
while keeping the initial calibration fixed. At low, sub-
solar metallicity (Z . 0.1 Z), a change in metallicity
has a negligible effect on the UV LF: the dotted lines
(Z = 0.1 Z) are barely differentiable from our fiducial
model (Z = 0.02 Z). Changing the metallicity to solar
metallicity (Z = 1.0 Z, dot-dashed lines) has a mea-
surable effect: at z . 8, the impact is smaller than the
one from dust, but it is comparable to or larger than the
dust correction at z > 8.
Finally, we look into the faint-end turnover of the UV
LF. Observationally, the best constraints are obtained
from the Hubble Frontier Fields (Lotz et al. 2017), which
can probe a possible turnover in the LF at faint lumi-
nosities thanks to lensing. In particular, the UV LF
can be reliably measured down ∼ 3 mag fainter than
the HUDF. Below that, systematics due to lensing in-
crease significantly (e.g. Bouwens et al. 2017). Current
observations show that the UV LF continues down to
MUV ≈ −15, with a possible turnover below that mag-
nitude (e.g. Atek et al. 2018). Our model is consistent
with these observations (Figure 3). We find a turnover
at a magnitude of MUV ≈ −14 (corresponding to an
SFR of ∼ 0.02 M/yr), evolving only weakly with red-
shift (increasing to brighter luminosities with increasing
redshift). The turnover in our model arises because of
the resolution limit of the color N -body simulation,
which is at Mh = 10
9.5 M (see Section 2.1). There
is only a weak evolution of the turnover with redshift
because the Mh −M? and MUV −M? relations evolve
only weakly with redshift. Changing the efficiency for
low-mass halos leads to a change in the turnover. Specif-
ically, increasing the efficiency leads to a turnover at
brighter magnitudes, as visible when going from the Z-
const to the SMC model. Since the turnover is a reso-
lution effect, we do not interpret this further.
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Figure 4. Cosmic star-formation rate density ρSFR. The
solid, dashed, and dotted red lines show the SFR density
predicted by the fiducial model, with the SFR limited to
0.3 M/yr, 0.1 M/yr and 0.02 M/yr, respectively. The
solid purple line shows the SMC model, which produces a
higher ρSFR than our fiducial model owing to the higher
star-formation efficiency for low-mass halos. The solid blue
line shows the Z-evo model. The observational measure-
ments are compiled from Finkelstein et al. (2015); Bouwens
et al. (2015); Oesch et al. (2018); Ishigaki et al. (2018) and
McLeod et al. (2016), and are obtained by integrating the
UV LF down to a magnitude of −17.0 AB, corresponding to
an SFR = 0.3 M/yr. Overall, we find good agreement with
the observations. Our model prefers a rather sharp decline
of the cosmic SFRD at z > 8, roughly consistent with the
model by Mashian et al. (2016), but inconsistent with the
Behroozi & Silk (2015) and Behroozi & Silk (2018) models.
We find that the cosmic SFRD declines from z ' 4 to z ' 14
by about 5 orders of magnitude.
3.2. Cosmic SFRD
In observations, the measurement of the UV LF at
z > 4 is used to constrain the history of star forma-
tion and stellar mass growth in the first billion years
(see Madau & Dickinson 2014, for a detailed review).
Calculations of the SFRD from the UV LF require a
correction for dust and a conversion between the UV lu-
minosity and the SFR. As discussed in Section 2.3.2,
the UV LF is typically corrected for dust using the
Meurer et al. (1999) relation. The dust-corrected UV
luminosity is then transformed to an SFR via a con-
version factor (LUV/SFR) that is sensitive to stellar
population properties such as age, SFH, and metallic-
ity. Most SFR measurements use a value in the range of
LUV/SFR = 0.6−1.0×1028 erg s−1 / (M yr−1), which
assumes a Salpeter IMF in the mass range 0.1−100 M,
continuous star formation for more than 100 Myr and
a metallicity in the range of log Z/Z = [+0.2,−1.0]
(Madau & Dickinson 2014). For an increasing SFH, a
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stellar population will produce more UV luminosity for a
given average SFR, leading to a larger conversion factor
by up to 0.2 dex. This is discussed further in Section 4.3.
The SFRD estimated from the observed UV LFs is
shown in Figure 4. When computing the SFRD, a
lower-luminosity limit of MUV = −17.0 (which corre-
sponds to the SFR = 0.3 M yr−1) when integrating
the UV LFs and a conversion factor of LUV/SFR =
0.87 × 1028 erg s−1 / (M yr−1) has been assumed
(Oesch et al. 2018). The different observational datasets
are in good agreement with each other in the range
z ∼ 4 − 8: a power-law fit to the z ' 4 − 8 values re-
sults in an SFRD evolution ∝ (1 + z)4.2 (Bouwens et al.
2015; Finkelstein et al. 2015). At z > 8, the evolution
of the SFRD is more controversial. Oesch et al. (2018,
consistent with Oesch et al. 2014; Bouwens et al. 2016;
Ishigaki et al. 2018) find a steep decline of the SFRD
from z ' 8 to z ' 10: the extrapolation of the power
law from z ' 4− 8 to z ' 10 lies a factor of 5− 6 above
the Oesch et al. measurement, which is in contrast with
other measurements (e.g. McLeod et al. 2016).
Our model predicts a rather steep decline with red-
shift. This strong decline is a direct consequence of our
assumption that the star-formation efficiency is redshift
independent: the characteristic mass of the dark matter
halo mass function decreases with increasing redshift,
far below the peak of the star-formation efficiency of
Mh ∼ 1011 − 1012 M. We estimate that the cosmic
SFRD declines from 7.2×10−2 M yr−1 Mpc−3 at z ∼ 4
to 7.2×10−7 M yr−1 Mpc−3 at z ∼ 14, i.e. by 5 orders
of magnitude. This is in excellent agreement with obser-
vational estimates at z . 8, and it is also consistent with
the uncertainties in the observations at z ∼ 10 by Oesch
et al. (2018) and Ishigaki et al. (2018). As discussed in
Section 4.3, the UV-to-SFR conversion factors adopted
in these observational works at z ∼ 10 neglect the fact
that most SFHs are increasing, which overestimates the
cosmic SFRD at z ∼ 10 by 0.1 − 0.2 dex (depending
on metallicity). Furthermore, our SMC model declines
slightly more weakly than our fiducial model, because
the star-formation efficiency is higher for low-mass ha-
los.
The model by Mashian et al. (2016) uses abundance
matching at z = 4− 8 to construct the SFR−Mh rela-
tion in each redshift bin. The authors find that the re-
sulting SFR−Mh scaling law remains roughly constant
over this redshift range. This is, to first order, consis-
tent with our main assumption here, namely, that the
star-formation efficiency remains more or less constant
with cosmic time. Mashian at al. then use the aver-
age SFR −Mh relation to make predictions at z > 8.
Similar to our model, they find a rather steep decline of
the SFRD. On the other hand, Behroozi & Silk (2015)
assume a constant relation between the sSFR of the
galaxy and the specific mass accretion rate of the halo,
i.e. sSFR ∝ M˙h/Mh, while we assume SFR ∝ M˙h. The
Behroozi & Silk (2018) model solves for the SFR as a
function of halo mass and redshift for satellites and cen-
tral galaxies using the observed stellar mass functions,
SFRs, quenched fractions, UV LF, UV magnitude versus
stellar mass, autocorrelation functions, and quenching
dependence on environment at z = 0 − 10. Both these
models predict a relatively slow decline in the SFRD at
z > 8, which is in contrast to our prediction. Further-
more, as shown in Section 4.1, while our model implies
a rather constant stellar-to-halo mass relation with cos-
mic time, these models lead to a strong increase of the
median galaxy mass at a fixed halo mass at z > 4.
3.3. MUV-M? relations
The stellar masses, and in particular the stellar mass
functions, offer a more direct probe of the mass assem-
bly of galaxies than the UV LF. First, we study the
relation between the observed (not corrected for dust)
UV magnitude and stellar mass (MUV −M? relation).
While the observed MUV can be obtained in a straight-
forward manner, the stellar mass, M?, remains poorly
constrained because of insufficient data quality (both the
sensitivity and resolution of current observations are too
low to probe the light of old stars at wavelengths longer
than the age-sensitive Balmer break, which moves into
the mid-IR at z & 4).
There are two common ways to define the stellar mass
of a galaxy: (i) the integral of the past SFR, which we
denote in this work with Mint; and (ii) the mass in stars
and remnants, i.e. after subtracting stellar mass loss due
to winds and supernovae, which we label M?. These two
mass definitions are related to each other via the mass
return fraction R:
M? = Mint(1−R). (5)
We use FSPS to calculate the mass in stars and rem-
nants. Specifically, FSPS follows the mass loss of stars
due to winds and follows the prescription of Renzini &
Ciotti (1993) in assigning remnant masses to dead stars.
Most observational and theoretical works2 use the def-
inition of M? in Equation 5 when quoting the stellar
mass of a galaxy. We therefore also adopt this as the
2 There are some scientific questions, in particular related to the
evolution of quiescent galaxies, where it is more useful to adopt
Mint as the stellar mass, since with this definition the stellar mass
of a quiescent galaxy remains constant with time; see Carollo et al.
(2013); Fagioli et al. (2016); Tacchella et al. (2017).
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Figure 5. Rest-frame UV magnitude (MUV) versus stellar mass (M?). Top left panel: MUV-M? relation at z = 4 in our model
compared to observations. The gray 2D histogram shows the distribution of galaxies from our model (fiducial model with dust).
The red points and blue line show the median relations from our model with dust and without dust. The observational data is
taken from Lee et al. (2012); Stark et al. (2013); Duncan et al. (2014); Song et al. (2016) and Salmon et al. (2015). Top right
and bottom left panels: same as the top left panel, but for z = 6 and z = 8, respectively. The filled pink points are from the
‘FirstLight’ simulations of Ceverino et al. (2017). Bottom right panel: the MUV-M? relation for z = 4 − 10. At fixed stellar
mass, galaxies have a brighter UV magnitude at earlier cosmic time. The dashed black lines indicate the best fit, Equation 6.
Overall, we find good agreement with the observations by Duncan et al. (2014), but our predictions lie systematically above the
relation found by Song et al. (2016), particularly toward faint magnitudes at z = 4 and z = 8.
fiducial definition of the stellar mass of a galaxy. An
extended discussion of the return fraction is presented
in Section 4.4.
Figure 5 plots the MUV−M? relation predicted by our
model at z = 4 − 10. We find that the slope of this re-
lation stays constant, while the normalization decreases
with increasing redshift. Fitting the MUV−M? relation
with
logM? = a(MUV + 19.5) + logM?,0, (6)
we find a redshift-independent slope of a = −0.5
and a zero-point that decreases with redshift follow-
ing logM?,0/M = −2.4 log(1 + z) + 11.0.
Figure 5 also compares our predicted MUV−M? rela-
tion to observed and simulated relations from the liter-
ature. We plot the observational measurements of Lee
et al. (2012), Stark et al. (2013), Duncan et al. (2014),
Salmon et al. (2015), and Song et al. (2016). There are
discrepancies of 0.3 − 0.7 dex between different studies
in the measured median mass at a given UV magnitude
even at z ∼ 4, in particular toward the fainter magni-
tude bins. This may reflect a number of systematic un-
certainties associated with sample selection and stellar
mass estimation. Lee et al. (2012) assume solar metal-
licity, an age grid from 5 Myr to the age of the universe
at a given redshift, and SFHs that are either declining
τ -models or constant. Stark et al. (2013) utilize a mod-
erately restricted grid, varying only the age, dust red-
dening, and normalization factor, fixing the SFH as ei-
ther constant or rising with time following the t1.7 power
law and including the contribution from emission lines.
Salmon et al. (2015) derive their stellar masses assuming
a constant SFR and a fixed metallicity of Z = 0.2 Z.
Duncan et al. (2014) and Song et al. (2016) combine
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CANDELS HST data and Spitzer/IRAC data, though
they use different IRAC data, different fields, and a dif-
ferent treatment of photometric redshifts. Both fit the
SEDs to the Bruzual & Charlot (2003) stellar popula-
tion synthesis models, assuming exponentially increas-
ing and decreasing SFHs, metallicity ranging from 0.02
to 1 Z, and a dust attenuation that is allowed to vary
in the range 0 ≤ AV ≤ 2. These two studies assume
a slightly different grid in the characteristic timescale τ
of the SFH and in the allowed model ages. In partic-
ular, Song et al. (2016) allow the age to vary between
1 Myr and the age of the universe, while Duncan et al.
(2014) limit the range to between 5 Myr and the age
of the universe. Duncan et al. (2014), consistent with
Lee et al. (2012), in general find higher stellar mass at
fixed MUV than Song et al. (2016) (after accounting for
different assumptions for the IMF), which, on the other
hand, is consistent with Stark et al. (2013). As we will
see in the next section, this difference propagates into
their measurements of the stellar mass function.
Our model predictions are in good agreement with the
measurements by Lee et al. (2012) and Duncan et al.
(2014). On the other hand, we predict 0.2 − 0.7 dex
higher stellar masses for a given UV luminosity than
Song et al. (2016) and Stark et al. (2013) at z = 4.
We find better agreement with Song et al. (2016) and
Stark et al. (2013) at z = 6, but again a rather large
difference with Song et al. (2016) at z = 8. The obser-
vations of Salmon et al. (2015) prefer a flatter slope in
the MUV−M? relation than our model. This is, in fact,
more consistent with the dust-corrected relation of our
model, even though Salmon et al. have not corrected
their UV luminosity for dust.
We compare our predicted MUV−M? relation at z = 6
to the one of the FirstLight project (Ceverino et al. 2017,
2018), which is a cosmological zoom-in simulation of 290
halos with Mh = 10
9 − 1011 M. These simulations in-
clude prescriptions for the cooling of gas through atomic
and molecular hydrogen cooling (the latter, in particu-
lar, may be important in the buildup of the first gener-
ations of galaxies at high redshift). Subgrid models for
photoionization of neutral gas, the input of thermal en-
ergy and radiative feedback from supernovae and stellar
winds are included to regulate star-formation. As shown
in the top right panel of Figure 5, our model is in ex-
cellent agreement with their prediction. This agreement
is perhaps not so surprising, as the UV luminosities in
these simulations are obtained by assuming a propor-
tional relationship to the SFR of the galaxy, which is
heuristically similar to the procedure we have followed.
In summary, current observations show a large scat-
ter in the MUV −M? relation. The main reason for this
Table 2. Best-fit Schechter function (Equation 7) pa-
rameters of our galaxy stellar mass function.
redshift φ∗ log M∗ α
[10−5 Mpc−3] [M]
z = 4 261.9± 25.0 10.16± 0.07 −1.54± 0.01
z = 5 201.2± 22.3 9.89± 0.08 −1.59± 0.01
z = 6 140.5± 17.3 9.62± 0.08 −1.64± 0.01
z = 7 78.0± 12.9 9.38± 0.1 −1.70± 0.01
z = 8 38.4± 11.0 9.18± 0.16 −1.76± 0.01
z = 9 37.3± 18.3 8.74± 0.26 −1.80± 0.04
z = 10 8.1± 8.5 8.79± 0.99 −1.92± 0.06
z = 11 3.9± 0.8 8.50 (fixed) −2.00± 0.06
z = 12 1.1± 0.2 8.50 (fixed) −2.10± 0.06
Note—The errors indicate the one standard deviation
errors on the parameters.
is the uncertainty in the derivation of the stellar mass
of galaxies. However, we are unable to clearly pinpoint
the source of the discrepancy. A possible explanation of
the discrepancy is the prior assumption that goes into
the SED modeling. As highlighted by Behroozi & Silk
(2018), MUV −M? relation from Song et al. (2016) re-
quires very low mass-to-light ratios, typical of recent
burst or steeply rising SFHs. Song et al. (2016) indeed
include SFHs with ages as short as 1 Myr, while Dun-
can et al. (2014) and Lee et al. (2012) assume a min-
imal age of 5 Myr, which could explain the difference
in the derived stellar masses of these two studies. A
possible other source for the disagreement could be the
different treatment of the correction for emission lines.
Future JWST observations will provide a much tighter
constraint on the MUV−M? relation by measuring stel-
lar masses more accurately.
3.4. Stellar Mass Functions
The evolution of the galaxy stellar mass function over
the past 10 billion years (z = 0 − 3) has been exten-
sively studied and rather well constrained (e.g. March-
esini et al. 2009; Peng et al. 2010; Baldry et al. 2012; Il-
bert et al. 2013; Muzzin et al. 2013; Tomczak et al. 2014;
Weigel et al. 2016). On the other hand, in the first few
billion years after the big bang, the galaxy mass function
remains poorly constrained (e.g. Song et al. 2016; Dun-
can et al. 2014; Grazian et al. 2015), because of limited
sample size and systematic uncertainties in the stellar
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Figure 6. Evolution of the stellar mass function. Left panel: The thick solid, thin dashed, and thin dotted lines show the
stellar mass functions at z = 4− 14 for our ‘Z-const’ (fiducial), ‘Z-evo’, and ‘SMC’ model, respectively. The observational data
are taken from Song et al. (2016) and Duncan et al. (2014). Right panel: Zoom-in on the comparison of the z = 4 stellar mass
function from our model and from observations (Duncan et al. 2014; Grazian et al. 2015; Song et al. 2016; Santini et al. 2012;
Stefanon et al. 2017; Davidzon et al. 2017), showing good overall agreement at the high-mass end. At the low-mass end, the
observed mass function of Duncan et al. (2014) has a significantly steeper slope than that of Song et al. (2016). Our model lies
between these two datasets, but prefers a higher normalization at low masses than Song et al. (2016). This is consistent with
our finding in Figure 5, where we infer a higher M? for a given MUV than Song et al. (2016).
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Figure 7. Cosmic stellar mass density ρM? . The dashed,
solid, and dotted red lines, respectively, show the stellar
mass density in our simulation box integrated down to a
stellar mass limit of M? = 10
9 M, 108 M and 107 M.
The blue and purple lines show the Z-evo and SMC model,
respectively. The observational data are taken from Song
et al. (2016); Grazian et al. (2015) and Duncan et al. (2014),
adjusted to the Salpeter IMF and an integration limit of
108 M. Our model is consistent with the current observa-
tional constraints up to z ' 8. When integrating down to a
limit of M? = 10
7 M, we find that the cosmic stellar mass
density declines from z ' 4 to z ' 14 by about 5 orders of
magnitude.
mass estimation, which we have highlighted in the pre-
vious subsection.
In Figure 6, we plot the evolution of the stellar mass
function from z = 4 − 14. At z . 10, the stellar
mass function shows the well-known shape of a Schechter
(1976) function: a power law at low masses and an ex-
ponential cutoff at high masses. The knee of the mass
function shifts to lower masses at higher redshifts, which
is in contrast with the evolution at z < 4 where it re-
mains roughly constant (Ilbert et al. 2013; Muzzin et al.
2013). Furthermore, we find that the low-mass-end slope
steepens with increasing redshift. More quantitatively,
we fit a single Schechter function to our predicted galaxy
stellar mass functions:
φ(M?)dM? = φ
∗
(
M?
M∗
)α+1
exp
[
−M?
M∗
]
dM? (7)
which is characterized by a power law with a low-mass-
end slope of α, an exponential cutoff at stellar masses
larger than a characteristic mass, M∗, and a normal-
ization φ∗. The best-fit values are provided in Table 2.
We find that the characteristic mass, M∗, indeed de-
creases from log M∗/M = 10.16 ± 0.07 at z = 4 to
log M∗/M = 8.79 ± 0.99 at z = 10, while the low-
mass-end slope of α steepens from α = −1.54± 0.01 at
z = 4 to α = −1.92 ± 0.06 at z = 10. The SMC model
(shown as dotted lines in Figure 6) produces higher-mass
galaxies in low-mass halos, leading to a slightly higher
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normalization in the early universe (z & 8) and a steeper
low-mass-end slope at z = 4− 8.
We additionally compare our predicted galaxy stel-
lar mass functions with the ones from observations in
Figure 6. In the left panel, we compare the redshift
evolution with observations of Song et al. (2016) and
Duncan et al. (2014). In the right panel, we zoom in
on z = 4, additionally including observations by San-
tini et al. (2012), Grazian et al. (2015), Stefanon et al.
(2017), and Davidzon et al. (2017). Even after taking
into account the different IMFs and cosmologies, there is
a scatter of 0.3 − 0.8 dex in the observational data. At
M? > 10
10.5 M, the different datasets are consistent
with each other and with our model within the obser-
vational uncertainties. Our predicted mass function lies
slightly below the data, even after accounting for the in-
completeness in the halo mass function. Although this
difference is not significant (∼ 1σ from observations), it
hints that the most massive galaxies in our model are
missing some stellar mass, possibly because we have ne-
glected mass brought in through mergers.
At lower masses (M? < 10
10 M), the observa-
tional data of Song et al. (2016) and Duncan et al.
(2014) diverge significantly from each other. In partic-
ular, Duncan et al. (2014) measure a much steeper low-
mass slope (α = −1.89+0.15−0.13) than Song et al. (2016)
(α = −1.55+0.08−0.07). Our model estimate lies above the
mass function of Song et al. (2016), though the low-
mass slope we measure (α = −1.54 ± 0.01) is in ex-
cellent agreement. The difference between Song et al.
(2016) and Duncan et al. (2014) has already been seen
in the MUV-M? relation (Section 3.3): at a given UV
luminosity, Song et al. (2016) determine a smaller M?
than Duncan et al. (2014), despite using similar datasets
(CANDELS with Spitzer/IRAC data) and methodolo-
gies for the derivedM?, although Song et al. (2016) allow
for younger ages, and hence lower mass-to-light ratios,
than Duncan et al. (2014) (see Behroozi & Silk 2018
for an extended discussion). In the case of Song et al.
(2016), the determination of the stellar mass function
depends strongly on the MUV-M? relation, since they
use the observed UV LF of Finkelstein et al. (2015) and
convolve it with this relation to obtain the stellar mass
function. On the other hand, Duncan et al. (2014) use
the individual M? measurements and compute the mass
function using the 1/Vmax method of Schmidt (1968),
where Vmax is the maximum comoving volume in which
a galaxy can be observed.
Figure 7 shows the evolution of the cosmic stellar
mass density. The inferred stellar mass density depends
strongly on the stellar mass to which one integrates
down the stellar mass function, which is not surprising
given the steepness of the slope at the low-mass end of
the mass function. Using the fiducial integration lower
limit of M? = 10
8 M, we find that that stellar mass
density increases from z ∼ 12 to z ∼ 4 by 5 orders of
magnitude from 102 M Mpc−3 to 3× 107 M Mpc−3.
The redshift evolution of the stellar mass density of our
model agrees qualitatively with the observed one (Dun-
can et al. 2014; Grazian et al. 2015; Song et al. 2016).
3.5. Star-Formation Main Sequence
At z = 0 − 3, a nearly linear relation between the
SFR and the stellar mass of a galaxy has been found,
also known as the star-forming main sequence (MS; e.g.
Brinchmann et al. 2004; Daddi et al. 2004; Elbaz et al.
2007; Noeske et al. 2007a; Salim et al. 2007; Whitaker
et al. 2012; Speagle et al. 2014; Pannella et al. 2015).
An important feature of the MS is the rather small
scatter of σMS ∼ 0.2 − 0.3 dex. This small scatter in
the MS at different redshifts indicates that most galax-
ies are in fact not undergoing dramatic major mergers
(Rodighiero et al. 2011; Noeske et al. 2007a,b), but are
sustained for extended periods of time in a quasi-steady
state of gas inflow, gas outflow, and gas consumption
(Bouche´ et al. 2010; Daddi et al. 2010; Genzel et al.
2010; Tacconi et al. 2010; Dave´ et al. 2012; Dekel et al.
2013; Lilly et al. 2013; Tacchella et al. 2016).
We plot the MS relation of our model in Figure 8.
The left panel shows the prediction for the MS for z =
4 − 12. We define the SFR in the simulation to be the
average SFR over the past 100 Myr. For a given M?,
forming all stars within the last 100 Myr provides an
upper limit for the SFR, which is indicated as the dashed
brown line in the figure (taking into account the mass
return fraction of R = 0.1, see Section 4.4). We find
a linear relation between the SFR and M?, while the
normalization increases with redshift and converges to
the upper limit. More quantitatively, we find for the
best fit
SFR =
M?
M?,0
, (8)
with logM?,0 = 9.7− 1.6 log(1 + z).
In the middle panel of Figure 8, we compare the MS
from the model with the one from the observations by
Santini et al. (2017) and Salmon et al. (2015) at z = 4.
We find good agreement overall, with a hint of slightly
lower SFRs at M? ≈ 108 − 109 M. The right panel
shows the evolution of specific SFR (sSFR) as a function
of redshift: since the MS in our model has a slope of 1,
the sSFR evolution for all masses looks very similar. It is
again important to highlight that there exists an upper
limit in sSFR given the averaging timescale of 100 Myr
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Figure 8. SFR versus stellar mass (M?): the star-forming main sequence (MS). Left panel: the evolution of the MS between
z = 4 − 12. The SFR is averaged over 100 Myr, making it comparable to UV-derived SFR estimates from observations. The
dashed brown line indicates the region where the SFR is equal to the stellar mass divided by 100 Myr (taking into account the
mass returned to the ISM with R = 0.1): by definition, no galaxy can lie above this line. At all masses, the SFR of the MS is
proportional to M?. At earlier epochs, the normalization of the MS increases (∝ (1 + z)1.6), converging toward the dashed line,
which indicates that galaxies at z > 8 formed most of their mass in the last 100 Myr (see also Figure 10). Middle panel: The
MS in our model compared to observations by Santini et al. (2017) and Salmon et al. (2015). The gray 2D histogram counts
the number of galaxies in our model at a given value of M?-SFR. The median relation from our model tracks the observational
trends well. Right panel: evolution of the normalization of the MS: sSFR as a function of redshift. The different colored lines
indicate the evolution of the sSFR for three different stellar masses. Since the MS in our model has a slope of 1, the evolution
of the sSFR with redshift for all masses is similar. The dashed line shows again the upper limit given the averaging timescale of
100 Myr and R = 0.1. The red dotted line indicates the best fit: log(sSFR/yr) = −9.7 + 1.6 log(1 + z). We find good agreement
with observational estimates from Gonza´lez et al. (2014), Salmon et al. (2015), and Santini et al. (2017).
and the mass return fraction of R = 0.1. With the best-
fit relation for the MS (Equation 8), we put forward that
the sSFR is proportional to (1 + z)1.6 at z & 4, which is
consistent with observational data (see also Faisst et al.
2016).
Figure 9 shows the scatter of the MS, σMS, as a func-
tion of M? and z. At z = 4, we find a weak dependence
on M?: σMS decreases weakly from 0.28 dex to 0.22 dex
from 107 M to 1010 M. This trend can be explained
by the fact that lower-mass galaxies have a burstier SFH.
Furthermore, we find a strong trend with redshift: σMS
decreases from z = 4 to z = 10 by ∼ 0.17 dex. The
main cause for this is that the MS is already close to
the upper limit in the SFR. In other words, the stellar
ages of the galaxies at z = 10 are comparable to the av-
eraging timescale of 100 Myr (see also Figure 10 for the
age distribution of our model galaxies). When averaging
over the dynamical time (τdyn ' 0.1τH), the difference
in σMS for different redshifts decreases. This assimila-
tion of σMS points toward the importance of dynamical
effects in setting σMS.
3.6. Star Formation Histories
The SFH is one of the fundamental ingredients and
outcomes of SED modeling (e.g. Pacifici et al. 2012;
Conroy 2013). Most SED-fitting analyses are based on
parametric SFHs (in many cases, on a fixed grid of pa-
rameters), for which a good understanding of the shape
of the SFH is fundamental. This is also true for non-
parametric approaches, since these typically require a
reasonable prior.
In Figure 10, we first show the large diversity of SFHs
produced by our model. The left panel shows the stellar
mass growth as a function of redshift, with around 100
galaxies in each stellar mass bin. Some galaxies reach
their final M?(z = 4) early on, while others do so later
on. In order to quantify this, we look at the half-mass
time distribution of galaxies and of the dark matter ha-
los that host them. We define the half-mass time as the
look-back time at which half the stellar mass was assem-
bled. The middle panel of Figure 10 shows the half-mass
time of the galaxies as a function of mass for z = 4−10.
Overall, there is only a very weak trend with mass (more
massive galaxies are slightly older), which can be un-
derstood by noting that, on average, our galaxies trace
the MS with a slope of 1 (i.e. the sSFR is constant as
a function of mass), implying that the mass doubling
timescale is constant as a function of M?. The rather
strong dependence with redshift is expected from hier-
archical growth, where galaxies at higher redshift and
lower masses are younger.
The dashed line in the middle panel of Figure 10 shows
the dark matter halo assembly time (i.e., the time when
the host halo had half of its final mass). This is larger
for all galaxies at all times and masses. This can also
be seen in the right panel, where the galaxy half-mass
time and the halo assembly time (for galaxies of M? =
18 Tacchella, Bose, Conroy, Eisenstein & Johnson
7.0 7.5 8.0 8.5 9.0 9.5 10.0 10.5 11.0
[ ]
0.00
0.05
0.10
0.15
0.20
0.25
0.30
[
]
z=4
z=6
z=8
z=10
z=12
Figure 9. Scatter of the MS, σMS. The large filled circles
and the small translucent circles show the scatter of the MS
as a function of stellar mass for the SFR averaged over 100
Myr (fiducial) and the dynamical time (τdyn ' 0.1τH), re-
spectively. We find a strong trend with cosmic time: the
scatter in the MS decreases from ∼ 0.25 dex at z = 4 to
0.08 dex at z = 10. This reflects the young stellar ages of
galaxies (see also Figure 10). Furthermore, we find a weak
mass dependence at z = 4, with high-mass galaxies exhibit-
ing a slightly smaller scatter than their lower-mass counter-
parts. The trend with cosmic times weakens and σMS shows
a trend of assimilation when averaging the SFR over τdyn,
which points toward the importance of dynamical effects that
set σMS.
107.5−108.5 M) as a function of redshift are compared
to the age of the universe. Galaxies are always younger
than their dark matter halo at M? . 1010 M because
the star-formation efficiency ε(Mh) increases with Mh,
making the star formation in a galaxy more efficient at
late times.
We investigate the shape of the SFHs in Figure 11.
We plot the median SFHs and their 16th and 84th per-
centiles as a function of time since the big bang for four
different stellar mass bins at z = 4. All median SFHs are
increasing with time. At later times, the median SFRs
do not increase as quickly as at early times, which can
be understood by slower growth of dark matter halos at
later times. Furthermore, the thin gray lines show the
individual SFHs for 10 galaxies in the most massive bin
(M? = 10
10.5 − 1011.0 M), reflecting the large scatter
for individual galaxies. In particular, individual galaxies
do not always have increasing SFHs with time, but they
can actually have phases with declining SFRs.
We now characterize the median SFH with a para-
metric function. We will focus on the SFH of the most
massive bin, but the results hold also for the lower-mass
bins. Clearly, the rising SFH is not well fit by an in-
creasing or decreasing τ -model, or a constant SFH fit.
We therefore use three other parameterizations. In par-
ticular, we fit the SFH with the following:
(i) a delayed τ -model, which allows linear growth at
early times followed by an exponential decline at
late times,
SFR(t) = C · (t− t0) · e−t/τ ; (9)
(ii) a lognormal SFH (Gladders et al. 2013; Abramson
et al. 2015; Diemer et al. 2017),
SFR(t) = C/t · e(ln t−t0)2/(2τ2); (10)
(iii) an EPS-based SFH (Neistein & Dekel 2008; Dekel
et al. 2013),
SFR(z) = C · e−α·z · (1 + z)β . (11)
All of these parameterizations have three free param-
eters, have a rising SFR at early times and declining
SFR at later times. We find that the median SFH is
well described by the lognormal and EPS-based SFH
parameterizations, while the delayed τ -model is a bit
too high at early and late times and too low at interme-
diate times. It is not surprising that both the lognormal
and EPS-based parameterization lead to essentially the
same result, since their shapes are very similar. It is
worth highlighting here that the motivation for adopting
a lognormal SFH prescription is directly inspired by the
growth histories of dark matter halos. Although the log-
normal and EPS-based parameterizations describe well
the median SFH, individual galaxies do not follow these
parameterizations on a ∼ 100 Myr timescale. In partic-
ular, we find that galaxies exhibit suppressed SFR for
up to a few hundred megayears, which could possibly be
the first quiescent galaxies in the universe.
3.7. Slow Growers in the Early Universe
The first quiescent galaxies in the early universe can
help to better understand the physics that leads to a
halt in star formation (‘quenching’). Hence, finding such
galaxies is of great interest. Observationally, Straat-
man et al. (2014) have identified a population of massive
(∼ 1011 M), z ∼ 4 quiescent galaxies. Their selection
is based on the (U−V )-(V −J) color-color diagram (UVJ
diagram) that is able to differentiate between red galax-
ies that are quiescent and red galaxies that are dusty and
star-forming (Williams et al. 2009). In our model, some
galaxies do show periods of a reduced SFR (see Fig-
ure 11, right panel), however, none of the galaxies have
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Figure 10. Stellar mass growth of galaxies in our model. Left panel: Stellar mass as a function of redshift. The individual
lines show the growth in M? for individual galaxies. The color-coding corresponds to the final (z = 4) mass. Overall, we find a
wide diversity of mass growth histories. Middle panel: Half-mass time as a function of M? and z. We define the half-mass time
to be the look-back time at which half the stellar mass was assembled. We find a rather strong dependence with redshift and
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had half of its final mass). Right panel: The blue and red lines show the half-mass times of galaxies (with M? = 10
8 M) and
of dark matter halos (assembly time), respectively, as a function of redshift. The black solid line shows the age of the universe.
At all masses and redshift, the halo assembly time is systematically longer than the half-mass time of the galaxies.
200 400 600 800 1000 1200 1400 1600
[ ]
0
10
20
30
40
50
60
70
80
[
]
/
. .
. .
. .
. .
200 400 600 800 1000 1200 1400 1600
[ ]
0
10
20
30
40
50
60
70
80
[
]
log-normal
EPS
delayed-tau
4681016 4681016
Figure 11. SFHs as a function of M?. Left panel: SFR as a function of time since the Big Bang (BB). The solid lines show
the median (shaded regions the 16th and 84th percentiles) SFHs at z = 4 for different mass bins. Right panel: Same as the
left panel, but we fit the median SFH of the highest-mass bin with three different parameterizations (Equations 9-11). The
lognormal parameterization and the one based on the EPS formalism are able to reproduce the model well; the delayed τ -model,
less so. Furthermore, the gray lines show SFHs of 10 individual galaxies of the most massive bin.
UVJ colors that fulfill the cut for being quiescent: all
of them are in the star-forming region. This is not sur-
prising since it takes ∼ 3 Gyr to become UVJ-quiescent
for a simple stellar population (SSP) with Z = 0.02 Z,
which is longer than the age of the universe at z ∼ 4.
For an SSP with Z = 1.0 Z, this timescale reduces
to ∼ 0.5 Gyr. This directly implies that any UVJ se-
lection of quiescent galaxies at z & 3 misses quiescent
galaxies with such low metallicities. Therefore, a dif-
ference in metallicity could explain why we do not find
any UVJ-quiescent galaxies in our model, while observa-
tionally these galaxies may indeed exist. Another pos-
sible difference could be that, with the limited volume
of our simulation, we are unable to probe galaxies with
masses of ∼ 1011 M, which is the mass range where
most of these quiescent galaxies are found in observa-
tions (Section 3.4). Finally, a third reason could be that
we indeed miss additional physical mechanisms that stop
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Figure 12. Abundance of ‘slow growers’. We define slow
growers as galaxies with a low SFR that have a mass e-folding
timescale that is longer than the Hubble time (sSFR−1 >
tH). We plot the number density as a function of redshift
of slow growers with mass above a certain threshold. We
find such galaxies only at z < 8. In particular, their number
density increases significantly toward lower redshift, though
their fraction remains rather low (. 6%).
star-formation in galaxies for an extended period, result-
ing in a reddening of galaxy colors.
In addition to looking at the UVJ diagram, one can
look into the SFR to judge whether a galaxy is still
growing as a result of star formation. Specifically, the
inverse of the sSFR is the e-folding timescale (roughly
the mass doubling timescale) for stellar mass growth.
Therefore, galaxies with sSFR−1 > tH are no longer
growing their mass significantly via star formation. We
call these systems ‘slow growers’. As shown in Figure 12,
we identify a population of slow growers at z < 8. At
z = 6, such galaxies make up a negligibly small fraction
of the whole population. At z = 4, the number density of
slow growers with M? > 10
8 M is 10−3 Mpc−3, making
up roughly 6% of the galaxy population at this epoch.
There is also a weak trend in mass: the fraction declines
to 5% at > 1010 M. The origin of these slow growers
is the drop in the cosmic accretion rate of baryons into
their halos compared to previous epochs.
4. IMPLICATIONS
4.1. Stellar-to-halo Mass Relation
As highlighted in the introduction, our empirical
model provides useful scaling relations that can be used
to constrain the physical process of numerical models.
In addition to the UV LF, stellar mass function, and the
MS, an important scaling relation is the stellar-to-halo
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Figure 13. Redshift evolution of the stellar-to-halo mass
relation, which shows a weak evolution in time. The nor-
malization of this relation decreases slightly with redshift
(∝ (1 + z)−0.6). At all redshifts, the stellar-to-halo mass
relationship at masses below 1011 M is well described by
M? ∝M2h .
mass relation. Figure 13 shows the ratio of M?/Mh as
a function of halo mass and redshift.
The stellar-to-halo mass relation exhibits the famil-
iar peak around 1011.5 M. Since our model probes a
limited range in halo mass (see Section 2.1), we are un-
able to comment on the stellar-to-halo mass relation at
masses higher than ∼ 1012 M, and we therefore fo-
cus on the range between 109.5 − 1011.5 M. We find
that the stellar-to-halo mass relation stays roughly con-
stant with redshift, which is a direct consequence of our
assumption of a constant star-formation efficiency with
redshift. We fit the stellar-to-halo mass relation with a
double power law, following Equation 3, finding
M?
Mh
= 0.05 ·
[(
Mh
Mc
)−1.0
+
(
Mh
Mc
)0.3]−1
(12)
with Mc = 1.6·1011 M. The low-mass slope of −1.0 im-
plies that M? ∝M2h at halo masses below 1011 M. The
proportionality M? ∝ M2h follows directly from ε ∝ Mh
at Mh < 10
11 M and our assumed star-formation law:
M? =
∫
SFR(t)dt ∝ ∫ ε(Mh)M˙hdt ∝ M2h . The scatter
in the stellar-to-halo mass ratio is roughly constant as
a function of halo mass and increases slightly with red-
shift: from 0.14 dex to 0.18 dex from z = 4 to z = 10.
The normalization of the stellar-to-halo mass relation
decreases weakly with redshift as ∝ (1 + z)−0.6 (Fig-
ure 13). At first glance, this is surprising since we expect
a constant or slightly rising (due to reduced stellar mass
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Figure 14. Stellar-to-halo mass relation of our model in comparison with other estimates from the literature. Top panel:
Comparison of our stellar-to-halo mass relation with the ones of the empirical models of Sun & Furlanetto (2016), Moster et al.
(2018), and Behroozi & Silk (2018). The dashed, solid, and dotted lines indicate the stellar-to-halo mass relation at z = 4,
z = 6, and z = 8, respectively. Although there are large difference between different models, the stellar-to-halo mass relation of
our model lies above the others. We find good agreement with the estimate of Sun & Furlanetto (2016) at z = 8. Furthermore,
our relation shows little evolution, while the other empirical models show more evolution. Bottom panel: Comparison of our
stellar-to-halo mass relation with numerical simulations (Ceverino et al. 2017; Ma et al. 2018; Rosdahl et al. 2018; Xu et al.
2016), as well as a crude estimate inferred from local dwarf galaxies (Madau et al. 2014) at z ∼ 6. There is large scatter between
different numerical simulations, some of them reproducing an even higher stellar-to-halo mass relation than our estimate.
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loss) relation toward earlier times. Furthermore, most
other models (see next paragraph) predict a constant
or rising relation. We obtain this weak decline toward
earlier times because of the time delay of 0.1τH in our
model (see Section 2.2). Since SFHs are more sharply
increasing at earlier times, the time delay has a larger
impact at higher redshifts, where it moves a larger frac-
tion of the mass accretion (and hence star formation)
beyond the epoch considered. Removing the time delay
from our model leads to a constant stellar-to-halo mass
relation (less than 0.05 dex difference between z = 4 and
z = 10).
Observationally, it is still difficult to constrain the
evolution of the stellar-to-halo mass relation with red-
shift. Based on the abundance matching, Stefanon et al.
(2017) find that the stellar-to-halo mass ratio at fixed cu-
mulative number density is roughly constant with red-
shift for Mh & 1012 M. Harikane et al. (2018) find, by
combining the halo occupation distribution models and
clustering measurements, that the stellar-to-halo mass
relation increases from z ∼ 4 − 7 by a factor of 4 at
Mh ∼ 1011 M, while the stellar-to-halo mass relation
shows no strong evolution in the similar redshift range
at Mh ∼ 1012 M.
In Figure 14 we compare the stellar-to-halo mass re-
lation of our model with others in the literature. The
red lines indicate our model. The dashed, solid, and
dotted lines mark the z = 4, z = 6, and z = 8 esti-
mates, respectively. The blue, orange, and green lines
in the top panel of Figure 14 show the empirical mod-
els of Sun & Furlanetto (2016), Moster et al. (2018),
and Behroozi & Silk (2018), respectively. It is impor-
tant to stress that these models use different cosmolo-
gies: in our model we assume WMAP-7 cosmological
parameters, while the other models assume Planck or
some other variation of cosmological parameters (e.g.
Ωm = 0.28,ΩΛ = 0.72, σ8 = 0.82, ns = 0.95 and h = 0.7
in the case of Sun & Furlanetto 2016). Together with
slightly different halo mass definitions, this can intro-
duce differences of up to 0.2 dex in the stellar-to-halo
mass relation. It is, however, not a straightforward task
to correct for a difference in cosmology between empir-
ical models since one needs to rerun the whole model
(in addition to renormalizing halo number densities and
differences in accretion rates onto halos). We therefore
present the stellar-to-halo mass relation of other empir-
ical models as presented in the literature, solely correct-
ing for differences in the assumed IMF. However, these
possible systematics should be borne in mind when com-
paring models in Figure 14.
Sun & Furlanetto (2016) use halo abundance matching
(UV LF) over the redshift range 5 < z < 8 and assum-
ing smooth, continuous gas accretion to model the star-
formation efficiency of dark matter halos at z > 6. The
star-formation efficiency evolves with redshift, where
lower-mass halos are forming stars more efficiently at
higher redshifts. Therefore, their stellar-to-halo mass
relation evolves with redshift: at z = 6, our relation lies
above their relation, while at z = 8 the relations are
consistent with each other.
As mentioned in the introduction, the Moster et al.
(2018) model also assumed that SFR is proportional to
the dark matter halo accretion rate. Their model is tai-
lored to describe the galaxy population at z = 0−8 and
is therefore more complex than ours, including prescrip-
tions for satellites and quiescent galaxies. In addition to
the halo accretion rate, the star-formation efficiency also
depends on redshift and halo mass, i.e., ε(Mh, M˙h, z).
They then constrain ε(Mh, M˙h, z) by using the observed
stellar mass functions, cosmic SFRD, sSFRs, fractions
of quiescent galaxies, and projected galaxy correlation
functions. Similarly, Behroozi & Silk (2018) model the
SFR distribution of halos as a function of halo mass and
redshift, using stellar mass function, SFRs, quenched
fraction, UV LFs, MUV −M? relations, autocorrelation
functions, and quenching dependence on environment.
Since most of these observations have large uncertain-
ties at z & 4, both models are mainly constrained by
low-z observations. This does not imply that they are
less trustworthy at high z.
Interestingly, the Moster et al. (2018) and Behroozi &
Silk (2018) models not only predict a different stellar-
to-halo mass relations at z = 4 − 8, but while Moster
et al. (2018) predict only little evolution, Behroozi &
Silk (2018) predict a significant evolution with redshift.
At Mh ≈ 1011.5−1012.0 M our empirical model roughly
agrees with the ones of Moster et al. (2018) and Behroozi
& Silk (2018). However, toward lower halo masses, we
find a shallower decrease than Moster et al. (2018), while
we are consistent with the slope of Behroozi & Silk
(2018). Furthermore, our model predicts nearly no evo-
lution with redshift, while the Behroozi & Silk (2018)
relation, on the other hand, evolves by ∼ 0.5 dex from
z = 4 to z = 8.
The gray point in the bottom panel of Figure 14 marks
a z = 6 estimate from nearby isolated dwarf galaxies in
the local universe by Madau et al. (2014), who combine
resolved SFHs with simulated mass growth rates of dark
matter halos. They show that these dwarfs have more
old stars than predicted by assuming a constant or de-
creasing star-formation efficiency with redshift, which
leads to a high stellar-to-halo mass ratio at early times.
We also compare our predicted stellar-to-halo rela-
tion to relations inferred from numerical simulations.
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In particular, we compare it to the following: (i) The
FirstLight project (Ceverino et al. 2017, 2018), which
is a cosmological zoom-in simulation of 290 halos with
Mh = 10
9 − 1011 M. This simulation includes a pre-
scription for the thermal energy and radiative feedback
(as a local approximation of radiation pressure; Cev-
erino et al. 2014) for the injection of momentum com-
ing from the (unresolved) expansion of gaseous shells
from supernovae and stellar winds (Ostriker & Shetty
2011). (ii) SPHINX (Rosdahl et al. 2018), a suite of
simulations that includes a series of cosmological boxes
with volume (5-10 cMpc)3, in which halos are well re-
solved down to or below the atomic cooling threshold
(3 × 107 M, resolution of 11 pc at z = 6). The simu-
lations are the first nonzoom radiation hydrodynamics
simulations of reionization that capture the large-scale
reionization process and simultaneously predict the es-
cape fraction of ionizing radiation from thousands of
galaxies. (iii) The Renaissance simulations (Xu et al.
2016), a suite of zoom-in cosmological radiation hydro-
dynamics simulations focusing on the first generation
of galaxies. This simulation contains 3000 halos with
Mh = 10
7 − 109.5 M at redshifts of 15, 12.5, and 8
and incorporates the effects of radiative and supernova
feedback from Population III stars. (iv) The FIRE-2
project (Hopkins et al. 2018; Ma et al. 2018), which is
a suite of cosmological zoom-in simulations in the halo
mass range Mh = 2× 109 − 1012 M.
As visible in Figure 14 (bottom panel), there is con-
siderable scatter between the different numerical sim-
ulations that arises because of different treatments of
the feedback, as well as the star-formation process. The
Renaissance simulations, which target low-mass halos
(Mh < 10
9.5 M), lie about 1 order of magnitude above
our estimate. The SPHINX simulation lies slightly
above our relation by about 0.3 dex. The FirstLight
project is in excellent agreement with our estimate.
FIRE-2 seems to lie rather low, about 0.6 dex below
our estimate. Finally, both FirstLight and FIRE-2 find
no strong evolution of this relation with redshift: FIRE-
2 seems to not show any redshift evolution (see their
Fig. 4 in Ma et al. 2018), while the median stellar-to-
halo mass ratio for halos with Mh ∼ 1010 M decreases
with from z = 10 to z = 6 by less than a factor of 2
(0.24 dex). It is not clear how this relation evolves for
SPHINX.
The manner in which the stellar-to-halo mass relations
are derived in these simulations is quite different from
the model we have presented in this work. Hydrody-
namical simulations model a number of complex physical
processes such as the radiative cooling of gas, the conver-
sion of dense gas into stars, feedback from photoioniza-
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Figure 15. Predicted number counts of galaxies brighter
than apparent magnitude mUV (rest-frame UV) per square
degree for z = 6 − 12 based on our model UV LFs. We
plot the coverage of future JWST surveys as shaded regions:
the ERS program CEERS and the medium and deep GTO
programs JADES-M and JADES-D, respectively. The pre-
dicted number counts are indicated by the black numbers.
With these three extragalactic programs, we expect of the
order of 1000 z ∼ 8 galaxies, 100 z ∼ 10 galaxies, and a few
z > 10 galaxies.
tion and supernovae, etc., to build up galaxy populations
over cosmic time. The exact manner in which these pro-
cesses are treated varies from simulation to simulation.
On the other hand, the model we present in this paper
has no explicit treatment of galaxy formation physics.
By requiring a match to an observed relation (the z = 4
UV LF in our case), we are able to translate the dark
matter halo population into a galaxy catalog; the physics
is therefore modeled implicitly. Despite this, however,
the mean trend in statistics like the stellar-to-halo mass
relation are comparable in simulations and in our model.
This suggests that while galaxy formation is a complex
network of processes, there are some derivative quan-
tities, such as the stellar-to-halo mass relation, which
can be measured by simply matching overall population
statistics (e.g. the LF) with simple models. Note, how-
ever, that while the mean relations are reproduced, this
may not be equally true for the scatter at fixed halo
mass – as shown, for example, in the bottom panel of
Figure 14. This is where the stochastic impact of phys-
ical processes on individual galaxies in hydrodynamical
simulations may be particularly informative.
4.2. Number Count Predictions for JWST
In Section 3, we have shown that our new empirical
model is able to reproduce current observational con-
straints. Furthermore, we have made predictions for
24 Tacchella, Bose, Conroy, Eisenstein & Johnson
the galaxy UV luminosity and stellar mass functions at
z > 8. We now use our model to make predictions for
the number counts of JWST NIRCAM high-z dropout
surveys. In particular, we focus on two extragalactic
surveys that are currently planned with JWST. The
first is a large (∼ 720 hr) observational program, the
JWST Advanced Deep Extragalactic Survey (JADES),
a joint program of the NIRCam and NIRSpec Guar-
anteed Time Observations (GTO) teams. The second
is the Cosmic Evolution Early Release Science Survey
(CEERS; PI Finkelstein), which is an Early Science Re-
lease (ERS).
We use our predicted UV LFs to make the number
count predictions. We assume that the galaxies are de-
tected with at least 10σ (assuming point-source detec-
tion limits) in two rest-frame UV photometric bands:
that closest to 1500 A˚, and the nearest band at a longer
wavelength. The detection bands correspond to F115W
and F150W at 6 < z < 7, F150W and F200W at
7 < z < 9.6, and F200W and F277W at 9.6 < z < 13.
JADES has a medium and a deep component: the deep
component (JADES-D) covers an area of 46 arcmin2,
with an average depth of 29.7 AB mag (10σ point-source
limit; assuming to hold for all passbands), while the
medium component (JADES-M) covers 190 arcmin2 at
28.7 AB mag. The CEERS program covers an area of
area of 100 arcmin2 and reaches an average depth of 28.0
mag.
Figure 15 shows the predicted number counts for red-
shifts 6 . z . 12 and the regions of CEERS, JADES-M,
and JADES-D. The numbers in the figure indicate the
expected number of dropouts. Our model predicts of the
order of 1000 z ∼ 8 galaxies, 100 z ∼ 10 galaxies, and
a few z > 10 galaxies. This is consistent with the num-
bers quoted in Williams et al. (2018), who extrapolate
low-z scaling relations and provide a mock catalog for
extragalactic observations with JWST. Our model fore-
casts a significant drop in number density from z ∼ 6
to z ∼ 10 compared to lower redshifts (see also Cowley
et al. 2018). Observationally, due to large uncertainties
that stem from small sample sizes and survey volumes
at z & 8 in current observations, there remain discrep-
ancies in the literature as to how fast the LF evolves
(Oesch et al. 2012, 2014; Zheng et al. 2012; Ellis et al.
2013; McLeod et al. 2016; Bouwens et al. 2015). The
most recent observations by Oesch et al. (2018, see also
Ishigaki et al. 2018) are consistent with the fast evo-
lution predicted by our model. JWST will accurately
measure the evolution at z > 8, thereby constraining
the relationship between the star-formation efficiency
and the evolution of the halo mass function at early
times, testing our fundamental assumption made in this
work of a redshift-independent star-formation efficiency
(Tacchella et al. 2013; Mason et al. 2015).
We note that these number count predictions are not
significantly affected by short-term (< 30 Myr) fluctua-
tions of the SFH. Since this is below the time resolution
of our dark matter merger tree (∼ 60 Myr), a complete
treatment is beyond the scope of this work. However,
to first order, the far-UV luminosity traces the SFH av-
eraged over a timescale of 20 − 50 Myr, which is com-
parable to the temporal resolution of our model. There-
fore, short-term fluctuations will only affect our num-
ber count predictions minimally. On the other hand,
one has to keep in mind that these UV-selected galaxy
populations are not representative of a mass-complete
galaxy sample. The importance of this effect can be di-
rectly seen from the scatter in the MUV −M? relation
(Figure 5 in Section 3.3). For example, at z ∼ 8, the
maximal difference in MUV amounts to [2.5, 1.7, 1.2]
mag for galaxies with M? = [10
7, 108, 109] M.
4.3. Luminosity-to-SFR Conversion
As highlighted above, the UV luminosity is commonly
used as a tracer of the SFR. The UV luminosity output
by a stellar population depends on metallicity, IMF, and
SFH (for a given stellar library and isochrones). The
conversion between UV luminosity and SFR is typically
made assuming that the SFR is approximately constant
for at least 100 Myr (Madau et al. 1998; Kennicutt
1998). However, if the SFR varies on shorter timescales,
the conversion between luminosity and SFR becomes
more complicated (e.g., Wilkins et al. 2012). In partic-
ular, as discussed in Faucher-Gigue`re (2018) and in Sec-
tion 2.2, bursty star formation occurs where there is an
imbalance between stellar feedback and gravity, which
is the case for all galaxies at high redshifts (z > 1) and
for local low-mass galaxies. For example, in the dwarf
galaxy regime, Johnson et al. (2013) show that there is
a factor of two dispersion in the ratio of UV luminos-
ity to SFR. Furthermore, both Weisz et al. (2012) and
Kauffmann (2014) find that in low-mass galaxies the am-
plitude of star formation bursts can be up to a factor of
30. As shown in Shivaei et al. (2015), various uncertain-
ties (e.g., dust attenuation, IMF, and stellar population
models) make it difficult to constrain the stochasticity of
star formation in high-z galaxies. Based on SFRs mea-
sured from Hβ and far-UV, Guo et al. (2016) claim that
burstiness increases toward higher redshifts and lower
stellar masses.
In Figure 16 we explore the conversion factor between
UV luminosity and SFR in our model at z = 4 for dif-
ferent metallicities and IMFs. We plot the ratio of the
UV luminosity at 1500 A˚ (LUV) and the SFR average
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Figure 16. UV-to-SFR conversion factor LUV/< SFR >tavg as a function of the timescale over which the SFR is averaged
(tavg). The UV luminosity is measured at 1500 A˚. Our fiducial model with Z = 0.02 Z and a Salpeter IMF at z = 4 − 10 is
represented by the solid lines, with the shaded region indicating the 16th and 84th percentiles at z = 4 and 10. The histogram
on the right shows the distribution of LUV/< SFR >tavg=100Myr for an averaging timescale of 100 Myr (indicated with the
vertical gray band). At z = 4 − 8, we find good agreement between the conversion factor derived from our model and one
obtained assuming a constant SFR (horizontal black lines; dotted, dashed, and solid lines indicate Z = 1.0, 0.1, and 0.02 Z,
respectively). Deviation of the order of & 0.1 dex at large tavg and high redshift can be explained by the increasing SFHs.
Changing metallicity and the IMF lead to an overall shift in the conversion factor.
over a timescale tavg as a function of this timescale tavg.
For a Salpeter IMF in the mass range 0.1−100 M, the
MILES stellar library, the MIST isochrones, and a con-
stant SFR, the FSPS model of Conroy et al. (2009) yields
log LUV/SFR = (27.85, 28.01, 28.06) for log Z?/Z =
(0.0,−1.0,−1.7); these values are shown as vertical
dashed lines in Figure 16. Our fiducial model, which
assumes a Salpeter IMF and log Z?/Z = −1.7, is
shown as solid blue line. The 16th to 86th percentile
region is indicated as the shaded area. For intermediate
timescales (tavg ≈ 100 Myr), the UV-to-SFR conversion
factor of our model is consistent with one obtained by as-
suming a constant SFR. For longer averaging timescales,
we find that the conversion factor is slightly higher. This
can be explained by the nature of the SFHs, which are on
average increasing in our model as shown in Section 3.6.
In particular for z = 10, where nearly all SFHs are in-
creasing steeply, our model predicts a conversion con-
version factor of log LUV/ < SFR >100Myr= 28.15
+0.09
−0.08,
which is 0.21 dex higher than the one used by Oesch
et al. (2018), who adopt the conversion factor of Madau
& Dickinson (2014), which is a compromise of different
metallicities and constant and slightly increasing SFHs.
Using our conversion factor would decrease their cosmic
SFRD estimate to 10−3.5 M yr−1 Mpc−3.
The distribution of conversion factors for averaging
timescales of 100 Myr is shown in the histogram in the
right panel of Figure 16. At all redshifts, we find a scat-
ter of ∼ 0.1 dex (higher at higher redshifts), which can
be attributed to variations of the SFHs on timescales of
∼ 50 − 100 Myr. Furthermore, for a Chabrier IMF,
we find a 0.2 dex higher conversion factor, while for
log Z?/Z = 0.0 and−1.0, the conversion factor is lower
by 0.05 and 0.2 dex, respectively. The exact conversion
factors, as a function of redshift, are listed in Table 3.
Summarizing the discussion above, for the same
metallicity and IMF, we find a consistent UV-to-SFR
ratio in our model with that when assuming a constant
SFR at z = 4 − 8. At z = 10, we find a 0.1 dex higher
UV-to-SFR ratio than when assuming a constant SFR,
which can be explained by the increasing SFHs in our
model. In addition, we find a scatter of ∼ 0.05−0.1 dex
that increases with redshift. This can be attributed to
variation in the SFH on timescales of . 100 Myr.
4.4. Mass Return Fraction
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Table 3. UV-to-SFR conversion factor (LUV/< SFR >100Myr) in
erg s−1/(M yr−1).
redshift Salp./0.02Z Chab./0.02Z Salp./1.0Z Salp./0.1Z
4.0 28.07+0.07−0.07 28.29
+0.07
−0.07 27.86
+0.07
−0.09 28.02
+0.07
−0.07
5.0 28.06+0.08−0.08 28.29
+0.09
−0.09 27.87
+0.10
−0.11 28.02
+0.09
−0.09
6.0 28.07+0.09−0.10 28.29
+0.10
−0.10 27.88
+0.11
−0.12 28.02
+0.10
−0.11
7.0 28.06+0.09−0.09 28.29
+0.09
−0.09 27.88
+0.11
−0.11 28.02
+0.09
−0.10
8.0 28.06+0.10−0.10 28.29
+0.10
−0.10 27.88
+0.12
−0.12 28.02
+0.11
−0.10
9.0 28.10+0.11−0.10 28.33
+0.11
−0.10 27.94
+0.13
−0.12 28.07
+0.11
−0.11
10.0 28.14+0.11−0.11 28.37
+0.11
−0.11 27.99
+0.13
−0.13 28.12
+0.12
−0.12
11.0 28.18+0.12−0.11 28.42
+0.12
−0.12 28.05
+0.14
−0.14 28.16
+0.13
−0.12
12.0 28.2+0.12−0.11 28.44
+0.12
−0.11 28.06
+0.13
−0.13 28.19
+0.12
−0.11
13.0 28.28+0.11−0.12 28.52
+0.12
−0.12 28.16
+0.13
−0.14 28.27
+0.12
−0.12
14.0 28.34+0.12−0.12 28.57
+0.12
−0.12 28.21
+0.14
−0.13 28.32
+0.12
−0.12
Note—The errors indicate the 1σ scatter.
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Figure 17. Distribution of the mass return fraction (R).
The mass return fraction is defined as the mass fraction of
each generation of stars that is put back into the interstellar
medium, i.e. R = 1 −M?/Mint, where M? is the mass in
stars and remnants, and Mint is the integral of the SFH. The
histograms show the distribution of R for z = 4, 6, 8 and 10.
The vertical lines from the left to the right indicate R for
an SSP (Salpeter IMF) with an age of 0.1 Gyr, 0.3 Gyr, 1.0
Gyr and 10.0 Gyr. None of high-z galaxies have values of
R > 0.25, because the majority of galaxies have increasing
SFHs and hence a young stellar age.
In Section 3.3, we discussed two different stellar mass
definitions. The fiducial one (M?) that we adopt in this
work is the mass in stars and remnants, i.e. after sub-
tracting stellar mass loss due to winds and supernovae.
Table 4. Mass return fraction (R) as a
function of redshift, metallicity and IMF.
redshift Salp./0.02Z Chab./0.02Z
4.0 0.15+0.01−0.02 0.27
+0.02
−0.02
5.0 0.14+0.01−0.02 0.25
+0.02
−0.02
6.0 0.13+0.01−0.01 0.23
+0.02
−0.02
7.0 0.12+0.01−0.01 0.21
+0.02
−0.02
8.0 0.11+0.01−0.01 0.20
+0.02
−0.02
9.0 0.10+0.01−0.01 0.18
+0.02
−0.02
10.0 0.10+0.01−0.01 0.17
+0.02
−0.02
11.0 0.08+0.01−0.01 0.15
+0.02
−0.02
12.0 0.08+0.01−0.01 0.15
+0.01
−0.02
13.0 0.07+0.01−0.01 0.13
+0.02
−0.02
14.0 0.07+0.01−0.01 0.13
+0.02
−0.02
Note—The errors indicate the 1σ scatter.
The second is the integral of the past SFR (Mint). These
two mass definitions are related via the mass return frac-
tion R (see Equation 5), which is defined as the total
mass fraction returned to the ISM by a stellar genera-
tion.
Under the assumption of ‘instantaneous recycling’,
where the release and mixing of the products of nu-
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cleosynthesis by all stars more massive than m0 oc-
cur on timescales much shorter than the Hubble time,
whereas stars with m < m0 live forever, Madau & Dick-
inson (2014) obtain a return fraction of R = 0.27 for
m0 = 1.0 M and a Salpeter IMF in the range of
0.1 M < m < 100.0 M. Under the same assump-
tions, they obtain R = 0.41 for a Chabrier IMF, a higher
value because the Chabrier IMF is more weighted to-
ward short-lived massive stars.
Since we follow both stellar mass definitions in our
model, we are able to provide a more physically moti-
vated estimate of the mass return fraction R. In partic-
ular, we can abandon the assumption of instantaneous
recycling and instead use FSPS to follow the mass loss of
stars due to winds as they evolve along the isochrones.
We follow the stars until the end of their lifetime, where
we then assign remnant masses according to Renzini &
Ciotti (1993).
Figure 17 shows the distribution of the R values of
the galaxies in our model. We find that for our fiducial
model (Salpeter IMF, Z = 0.02 Z), R lies below the
typically quoted value of R ≈ 0.3 for a Salpeter IMF
at all redshifts. We find that R monotonically increases
with cosmic time from R = 0.10 at z = 10 to R = 0.15
at z = 4 (Table 4). These low values of R are expected
since galaxies at these early times are all young, as seen
in Figure 10. In Figure 17 we also plot with vertical lines
the values of R for different input ages for the SSP. Our
model galaxies lie roughly between the ages of 0.1 Gyr
and 0.3 Gyr, which is fully consistent with our age es-
timates (Section 3.6). A similar analysis concerning the
mass-to-light ratio conversion of a Salpeter and Chabrier
IMF is shown in Appendix D.
This mass returned to the ISM can again be available
for star formation or be ejected from the galaxy. Al-
though the mass return fraction is rather small at these
early cosmic times, it is a non-negligible fraction toward
lower redshifts (z < 4) that could lead to an increase
in star-formation. Therefore, it should be taken into
account for models that describe the galaxy population
toward z = 0.
5. SUMMARY AND CONCLUSIONS
In this paper, we have presented an empirical model
that connects the dark matter halo population to the
stellar mass and star-formation content of galaxies at
z & 4. We assume that the star formation of a galaxy is
accretion limited, implying that we can write the SFR
as the product of the star-formation efficiency and the
baryon accretion rate: SFR = ε(Mh)×M˙gas. We further
assume that ε(Mh) is simply a function of the halo mass
Mh and that the baryon accretion rate is proportional
to the dark matter accretion rate, which we obtain from
the color N -body simulations.
We calibrate ε(Mh) at z ' 4 with the UV LF rather
than the stellar mass function because the observational
uncertainty on the UV LF is much smaller than that
on the stellar mass function. After calibration, our
model correctly predicts the evolution of the UV LF at
z = 4 − 10. In particular, our model predicts a rather
strong decline of the cosmic SFRD with redshift (5 or-
ders of magnitude from z = 4 to z = 14). The main
cause of this decline is that there are fewer and fewer
halos that are massive enough to be able to form stars
efficiently. Additionally, a second-order effect is that the
dark matter accretion rates onto halos are decreasing.
Concerning the stellar content of the galaxies, the
stellar mass functions of observations show a significant
amount of scatter (about 0.7 dex at M? = 10
8.5 M).
Our model is in the ballpark of these observations. We
predict a steepening of the low-mass-end slope and a
decrease of the mass scale of the knee of the Schechter
function toward higher redshifts. Our model predicts a
linear relation between SFR and M? (star-forming MS)
with a scatter of ∼ 0.25 dex at z ∼ 4 that declines
to < 0.1 dex at z & 10. The decreasing scatter can
be understood by the fact that an increasing number
of galaxies have assembled all their stellar mass within
the timescale probed by the SFR (∼ 100 Myr for the
UV). This is consistent with the age constraints we ob-
tain for our model galaxies: < 60 Myr for galaxies at
z & 10. This implies that the SFR (or UV flux) is a
good tracer of M?. Furthermore, our model galaxies
show a large diversity of SFHs. On average, they are
well described by a lognormal and an EPS-based pa-
rameterization. Since the SFHs are rising (particularly
at z > 8), this leads to a modification of the UV-to-SFR
conversion factor: SFRD measurements based on a con-
stant or only slightly increasing SFH underestimate the
true SFRD. Finally, our model predicts a stellar-to-halo
mass relation that evolves only little with redshift and
is well described with M? ∝M2h at Mh < 1011 M.
In conclusion, the strength of our model is that it is
based on an N -body merger tree, which has the ad-
vantage that the growth history of halos is fully and
self-consistently evolved in a cosmological setting, tak-
ing into account tidal forces, dynamical friction, and
tidal stripping. Furthermore, it also allows us to predict
the spatial distribution of galaxies, enabling us to study
their clustering, and it includes the diversity of accretion
histories of halos.
A drawback of our model is the finite resolution and
volume of the N -body simulation. With the color
simulation used in developing this model, we are cur-
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rently unable to go beyond z = 14. Furthermore, we
miss some of the most massive and rarest galaxies at
z = 4. Another caveat of our model is its calibration,
which is currently based on the UV LF. Since our pre-
dicted UV fluxes are dust-free, we are required to adopt
a dust prescription to be able to compare our model
prescriptions with observations. Although our adopted
dust prescription closely follows what is adopted in ob-
servations, there is a degeneracy between the dust pre-
scription and the star-formation efficiency. We explored
this degeneracy by substituting the fiducial Meurer et al.
(1999) IRX-β relation with the SMC relation, which
leads to an overall higher efficiency for low-mass ha-
los (Mh ≈ 109.5) and hence a slightly higher SFRD at
z & 10, but this does not affect our conclusions quali-
tatively. With JWST, the stellar masses of galaxies will
provide a stronger constraint, allowing future calibra-
tions to be based on the stellar mass functions.
Finally, future high-z observations will allow us to
gain an understanding for how far the assumption of
a redshift-independent star-formation efficiency model
remains a good one. Which observations would imme-
diately show that a more complicated model is neces-
sary? The assumption of a redshift-independent star-
formation efficiency combined with the accretion-limited
star-formation law directly leads to a linear M? − SFR
relation, a rather steep decline of the cosmic SFRD, and
a stellar-to-halo mass relation that is rather constant
with redshift and M? ∝ M2h at low masses. A nonlin-
ear M? − SFR relation would imply that the SFR does
not track mass accretion as closely as assumed. Fur-
thermore, an observed evolution in the stellar-to-halo
mass relation, together with a constraint on the cosmic
SFRD, would indicate that the star-formation efficiency
must be changing as a function of time. In particu-
lar, a redshift-dependent efficiency that increases at low
masses with cosmic time would lead to a higher cosmic
SFRD at earlier times and to a stronger evolution of the
stellar-to-halo mass relation, with more massive galaxies
at lower halo masses at earlier cosmic times.
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APPENDIX
A. COMPARING MONTE CARLO AND N -BODY MERGER TREES
In this appendix, we present a comparison of halo merger trees obtained from the color N -body simulation with
those that have been generated using the EPS formalism. In particular, the Monte Carlo trees make use of the
Parkinson et al. (2008) algorithm, which has been specifically tuned to match the results from numerical simulations
at z . 4. In this comparison, we select (at random) 100 merger histories of halos with z = 0 mass ∼ 1.1×1012M from
color; additionally, we generate 100 realizations of halos with the same mass using EPS. For consistency between
the two methods, the mass resolution of the Monte Carlo trees is set equal to that in color.
Figure 18 compares the mass accretion histories (MAHs) of the main progenitor branch for the two sets of merger
trees. In general, the two methods agree in the overall shape of the MAH, with the EPS trees showing a similar level
of scatter to what is seen in color at z . 2. At higher redshifts, however, there is clearly a wider diversity in the
MAHs in color than is sampled by the EPS trees.
A second metric for comparing the two sets of merger trees is shown in Figure 19, which shows the conditional mass
function (CMF) for 1012M halos. The CMF quantifies the fraction of the final halo mass, M2, that is contained
in progenitors with mass M1 at a particular redshift. As we can see from Figure 19, EPS trees reproduce the CMF
measured in color at z < 4 (where the Parkinson et al. 2008 method has been calibrated), but there are systematic
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Figure 18. Mass accretion histories (MAHs) of ∼ 1.1 × 1012M halos identified at z = 0. In this comparison, we generate
100 realizations of halo merger trees using the EPS formalism, following the scheme outlined by Parkinson et al. (2008); this is
shown in crimson. Similarly, we randomly select 100 halos with a z = 0 mass in the interval logM/M = [12, 12.7] from the
color simulation (in gray). The mass resolution of the EPS-derived trees is set equal to the mass resolution in color. The
shaded regions encapsulate the 16th and 84th percentiles of the accretion histories. The MAHs plotted in this figure simply
follow the main progenitor branch of each individual halo. Merger trees extracted from the N -body simulation exhibit a wider
diversity of MAHs than those constructed via a Monte Carlo approach, particularly at z & 3.
differences at higher redshift. In particular, the EPS-generated trees tend to underestimate the cumulative mass
contained within the most massive progenitors at z & 4. As this is the regime of interest, merger trees obtained from
an N -body simulation are more appropriate for the objectives of our present work.
B. COMPLETENESS CORRECTION
We compare the halo mass function of the color simulations, which we adopt in this work, to the one obtained
from the analytical formalism of Sheth et al. (2001). At all redshifts, we miss some of the most massive halos because
the simulation only probes a finite volume. In order to correct for this, we calculate the completeness correction by
taking the difference from our estimated halo mass function and the analytical one. At low masses (masses below the
knee of the mass function), this correction is negligible. At high masses, the correction is up to 0.4 dex.
Figure 20 shows the effect of the completeness correction on the UV LF. At z = 4−6, the completeness correction not
only affects the brightest halos, since in our model the brightest halos have a variety of halo masses. Toward higher
redshifts, the correspondence between brightness and halo mass increases, and hence the completeness correction
mainly affects the bright end.
C. METALLICITY IMPLEMENTATION
Our fiducial model, ‘Z-const’, assumes a metallicity of 0.02 Z for all galaxies at all cosmic times. Undoubtedly, we
expect the metallicity to evolve with cosmic time for individual galaxies, as well as the global galaxy population as a
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Figure 19. Fraction of mass of halos with mass M2 = 1.1 × 1012M at z = 0 that is contained in progenitors of mass M1 at
z = 2, 4, 8, and 10. The gray histogram is obtained from color; the dashed lines show the equivalent result using the Parkinson
et al. (2008) algorithm as described in Figure 18. While there is good agreement between the two sets of merger trees at z = 2,
the consistency between the N -body and Monte Carlo trees worsens at higher redshift. In particular, EPS trees at z & 4 tend
to underestimate the mass contained in the most massive progenitors.
whole. We track the evolution of the metallicity of individual galaxies by solving the equations of mass conservation.
We call this version of the model ‘Z-evo’. As shown above, the key observational predictions do not change in the
model ‘Z-evo’ with respect to the fiducial model ‘Z-const’. In particular, the UV luminosity for a given SFH and IMF
does not strongly depend on metallicity at Z . 0.1 Z. Hence, the UV LF and the calibration only changes weakly.
In order to calculate the redshift evolution for the individual galaxies, we follow Lilly et al. (2013, see also Bouche´
et al. 2010; Dave´ et al. 2012; Dekel & Mandelker 2014) and express the change in the mass of metals mZ:
dmZ
dt
= (y(1−R)− (Z − Z0)(1−R+ λ)) · SFR + Z0 dmgas
dt
, (C1)
where y is the yield, Z0 is the metallicity of the accreting gas, λ is the mass-loading factor (assume that the mass-loss
rate from the galaxy is equal to λ · SFR), and R is the faction of mass that is converted into stars, as measured by the
SFR, that is promptly (we assume instantaneously) returned to the ISM. We define the yield to be the mass of metals
returned to the ISM per unit mass that is locked up into long-lived stars, i.e. (1−R) times the mass of stars formed.
We assume that the gas-phase metallicity and the stellar metallicity are the same, which is a reasonable assumption
since the mass doubling timescale is short for these high-z galaxies.
In order to solve Equation C1, we need to make several assumptions. The key input from our model is the SFR.
Furthermore, from the stellar population modeling, we can self-consistently find R ≈ 0.1 (see Section 4.4). All other
terms in Equation C1 (y, Z0, λ, and dmgas/dt) need to be estimated.
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Figure 20. Effect of the completeness correction in the halo mass function on the UV LF. The solid and dashed lines,
respectively, show the UV LFs at z = 4, 6, 8, and 10 with and without completeness correction. The completeness correction
was introduced to adjust the lack of massive halos in our simulation box as shown in Figure 1. The most massive halos typically
exhibit the highest SFRs and are also the brightest in UV; the completeness correction therefore boosts the bright end of the
UV LFs, particularly at earlier cosmic times where the size of the completeness correction is larger.
The stellar nucleosynthetic yields depend on metallicity, rotation, and the mass limit for black hole formation MBH.
By integrating over the IMF the subsolar metallicity stellar yields (where the effect of mass loss is negligible) tabulated
by Maeder (1992) from 10 M to MBH = 60 M, Madau & Dickinson (2014) obtain y = 0.023, which lies within the
observed range of 0.010− 0.036 and calculated range by Vincenzo et al. (2016). Throughout this paper, we assume a
fixed yield of y = 0.023.
For the metallicity of the accreting gas, we assume Z0 = 10
−3 Z. The main motivation for this comes from
observations of Lyman limit and Lyα forest systems, which are typically enriched at 10−3.5 . Z/Z . 10−2 (Meiksin
2009).
We assume that the mass loading follows a weak inverse relationship with mass: λ = λ10 · (M?/1010)−1/3. The
motivations for this dependence come from theoretical models: the momentum-driven wind model of Murray et al.
(2005) has λ ∝ M−1/3? . On the other hand, an energy-driven wind model has λ ∝ M−2/3? (Dekel & Silk 1986). We
choose the normalization to be λ10 = 0.4, motivated by the fit of Equation C1 to the observed Fundamental Metallicity
Relation by Lilly et al. (2013).
In order to constrain the last term in Equation C1, dmgas/dt, and to be able to convert from MZ to Z, we need to
estimate the (total) gas mass Mgas of the galaxy. We estimate Mgas from the stellar mass M? by extrapolating the
observed scaling relation at z = 0− 3 of Tacconi et al. (2018) with an upper limit of log(Mgas/M?) = 3.0.
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Figure 21. Evolution of the mass-metallicity (M? − Z) relation. The metallicity is quantified as gas-phase oxygen abundance
(12 + log O/H) on the left-hand y-axis and as the mass fraction of elements heavier than helium (Z) on the right-hand y-axis,
assuming a solar abundance pattern (Asplund et al. 2009). The filled points show the median relations at z = 4, 6, 8 and 10;
the error bars show the 16th and 84th percentiles. Gas-phase metallicity measurements at z = 3 − 4 made by Onodera et al.
(2016) and Troncoso et al. (2014), respectively, are shown with the gray squares and triangles. The M? − Z relation declines
weakly with redshift. At z = 4, our model quantitatively reproduces the slope of the observed M? − Z relation, albeit with a
slightly lower normalization.
With these assumptions, we are able to predict the metallicity evolution for individual galaxies. Figure 21 shows
the M? − Z relation at z = 4 − 10 predicted from our model. For a comparison, we plot also the observations
of Troncoso et al. (2014) and Onodera et al. (2016) of the gas-phase oxygen abundance of star-forming galaxies at
z = 3−4. Although the zero-point of the observations is rather uncertain because of the uncertainty in the metallicity
calibration, we find that our model M? − Z relation relation lies slightly below the observations, as we expect for
galaxies at higher redshifts.
Our model predicts a relation between metallicity and stellar mass of Z ∝ M0.35? , which is consistent with the
observed slope of 0.31 ± 0.05 at lower redshifts (Onodera et al. 2016). Furthermore, we find that the normalization
declines with redshift as ∝ (1 + z)−2, which is driven by our prescription for deriving the gas mass.
D. IMPLICATIONS ON THE MASS-TO-LIGHT RATIO FROM THE IMF
Different analyses assume different IMFs. In order to make different measurements (such as M?) comparable, we
need to convert the measurements to the same IMF. Figure 22 shows the mass-to-light (M?/L) ratio conversion factor
between Salpeter and Chabrier IMF. We use – as in Section 4.4 – our SFHs to derive stellar masses and rest-frame
luminosities in the V - and J-band via FSPS. We find a nearly redshift-independent distribution with a median of
0.539+0.005−0.005.
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Figure 22. Distribution of the mass-to-light (M?/L) ratio conversion factor between a Salpeter and Chabrier IMF. The M?/L
conversion factor for the J- and V -band is shown in the left and right panels, respectively. Our model galaxies have a conversion
factor of 1.85-1.95 (or about 0.28 dex), with little redshift evolution.
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