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LINEAR RELATIONS AMONG HOLOMORPHIC QUADRATIC
DIFFERENTIALS AND INDUCED SIEGEL’S METRIC ON Mg
MARCO MATONE AND ROBERTO VOLPATO
Abstract. We derive the explicit form of the (g − 2)(g − 3)/2 linearly in-
dependent relations among the products of pairs in a basis of holomorphic
abelian differentials in the case of canonical curves of genus g ≥ 4. It turns
out that Petri’s relations remarkably match in determinantal conditions. We
explicitly express the volume form on the moduli space Mˆg of canonical curves
induced by the Siegel metric, in terms of the period Riemann matrix only. By
the Kodaira-Spencer map, the relations lead to an expression of the induced
Siegel metric on Mˆg, that corresponds to the square of the Bergman repro-
ducing kernel. A key role is played by distinguished bases for holomorphic
differentials whose properties also lead to an immediate derivation of Fay’s
trisecant identity.
1. Introduction
In spite of the remarkable progresses in understanding the Schottky problem,
the characterization of the Schottky locus as the zero set of modular forms on the
Siegel’s upper half-space remains a fundamental open question. Such a question
is strictly related to the problem of characterizing the Schottky locus by means of
(g − 2)(g − 3)/2 linearly independent conditions. As suggested also by Mumford
(see pg. 241 of [1]), a possible solution of that problem should follow by a deeper
understanding of Petri’s construction [2, 3]. Actually, since Petri’s theorem deter-
mines the ideal of canonical curves of genus g ≥ 4 by means of linear relations
among holomorphic abelian differentials, it seems the natural framework for such
an investigation.
Let {η1, . . . , ηg} be the Petri’s basis for H
0(KC), with C a canonical curve of
genus g. In Petri’s work the coefficients Ckij in the relationships among quadratic
differentials
∑g
i,j C
k
ijηiηj = 0, k = 1, . . . , (g − 2)(g − 3)/2, are not determined.
Finding such coefficients is a necessary condition for an explicit characterization
of the ideal of canonical curves. Here, we express Petri’s relation in determinantal
form, so that, besides the explicit determination of the coefficients, it is shown that
the locus of canonical curves corresponds to a determinantal variety.
We introduce modular invariant bases for holomorphic differentials, leading to a
refinement of Petri’s basis and to an immediate derivation of Fay’s trisecant identity
[4]. A key point is the introduction of a indexing, which includes the combinatorics
of the Petri construction, mapping the components of matrices in the Siegel upper
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half-space to vector components. This provides the volume form on the moduli
space Mˆg of canonical curves induced by the Siegel metric which, remarkably, is
expressed in terms of the period Riemann matrix only. By the Kodaira-Spencer
map, the above relations lead to an expression of the metric on Mˆg, induced by the
Siegel metric, that corresponds to the square of the Bergman reproducing kernel.
In the case of branched covering of the torus, corresponding to Jacobians with
a distinguished complex multiplication [5], the derived relations should lead to
identities of number theoretical interest. Our results, of interest also in superstring
theory [6], provide the key for the (g− 2)(g− 3)/2 combinatorial θ-identities in [7].
2. Determinantal characterization of canonical curves
Let C be a canonical curve of genus g ≥ 4 and {ωi}i∈Ig , In := {1, . . . , n}, a
basis of H0(KC), with KC the canonical line bundle of C. Denote by Mˆg the
corresponding locus in the moduli space Mg of compact Riemann surfaces. Each
element of H0(K2C) can be written as a linear combination of the M := g(g + 1)/2
elements in
S := {ωiωj |i ≤ j ∈ Ig} .
SinceN := h0(K2C) = 3g−3, there areM−N = (g−2)(g−3)/2 linearly independent
relations among the quadratic differentials ωiωj .
Let p1, . . . , pg and q1, . . . , q2g−2 be two sets of arbitrary points on C. Choose a local
trivialization of the canonical line bundle and set
aij,r := det ω(p1, . . . , pi−1, qr, pi+1, . . . , pg) det ω(p1, . . . , pj−1, qr, pj+1, . . . , pg) ,
where det ω(x1, . . . , xg) := det ωi(xj). Set
A(k, l) :=


a12,1 . . . a1g,1 a23,1 . . . a2g,1 akl,1
a12,2 . . . a1g,2 a23,2 . . . a2g,2 akl,2
...
. . .
...
...
. . .
...
...
a12,2g−2 . . . a1g,2g−2 a23,2g−2 . . . a2g,2g−2 akl,2g−2

 ,
3 ≤ k < l ≤ g, g ≥ 4.
Theorem 2.1.
det A(k, l) = 0 , 3 ≤ k < l ≤ g .
Set
∆mn := (−)
m+n det
i6=m
j 6=n
A(k, l)ij , Dp q := (−)
p+q det
i6=p
j 6=q
ωj(pi) ,
and denote by Aij,r(k, l), i, j ∈ Ig, r ∈ I2g−2, the matrix obtained from A(k, l) by
replacing the row (a12,r, . . . , akl,r) with (D1iD2j , . . . , Dk iDl j).
Corollary 2.2. For each r ∈ I2g−2, the following relations
g∑
i,j=1
det Aij,r(k, l)
∆r 2g−2
ωiωj = 0 ,
3 ≤ k < l ≤ g, provide (g− 2)(g − 3)/2 linearly independent conditions on S which
are independent of the points qi, i ∈ I2g−2.
LINEAR RELATIONS AMONG HOLOMORPHIC QUADRATIC DIFFERENTIALS 3
3. Distinguished bases of H0(KnC)
Set Nn := (2n− 1)(g − 1) + δ1n, n ≥ 1, with δij the Kronecker delta. Note that
N1 = g and N2 ≡ N . Fix a system of local coordinates on C.
Proposition 3.1. Fix n ≥ 1 and let p1, . . . , pNn be a set of points in C such that
det φ(p1, . . . , pNn) 6= 0 ,
for an arbitrary basis {φi}i∈INn of H
0(KnC). Then
(3.1) γni (z) :=
det φ(p1, . . . , pi−1, z, pi+1, . . . , pNn)
det φ(p1, . . . , pNn)
,
i ∈ INn , determines a basis of H
0(KnC) which is independent of the choice of the
basis {φi}i∈INn and, up to normalization, of the local coordinates on C.
Proof. The matrix [φ]ij := φi(pj) is non-singular. Then γ
n
i (z) =
∑
j [φ]
−1
ij φj(z),
i ∈ INn , is a basis of H
0(KnC). 
Note that γni (pj) = δij , furthermore
(3.2) det γn(p1, . . . , pj−1, z, pj+1, . . . , pNn) = γ
n
j (z) .
Remark 1. As we will see, the Fay trisecant identity [4] directly follows by expressing
Eq.(3.1) in terms of theta functions.
For n = 1, the choice of g points p1, . . . , pg ∈ C, with det ωi(pj) 6= 0, determines
the basis {σi}i∈Ig of H
0(KC), where
(3.3) σi(z) := γ
1
i (z) , i ∈ Ig .
We now introduce a refinement of Petri’s basis for H0(K2C) [2, 3] which provides
a modular invariant construction. Let us assume that the points p1, . . . , pg are in
“general position” and that the effective divisor (σ1) + (σ2) −
∑g
i=3 pi consists of
3g − 3 distinct points. Consider the following M elements of H0(K2C)
vi :=


σ2i , i ∈ Ig ,
σj+kσj , i = k + j(2g − j + 1)/2 , j ∈ Ig−1 , k ∈ Ig−j .
Proposition 3.2. {vi}i∈IN is a basis of H
0(K2C).
Proof. Set D :=
∑g
i=3 pi and let us consider the effective divisors Di := (σi) −D,
i = 1, 2. Let us first prove that σi is the unique 1-differential, up to normalization,
vanishing at Di, i = 1, 2. Any 1-differential σ
′
i ∈ H
0(KC) vanishing at Di, corre-
sponds to an element σ′i/σi of H
0(O(D)), the space of meromorphic functions f on
C such that (f) +D is an effective divisor. Suppose that there exists σ′i such that
σ′i/σi is not a constant, so that h
0(O(D)) ≥ 2. By Riemann-Roch theorem
h0(KC ⊗O(−D)) = h
0(O(D)) − degD − 1 + g ≥ 3 ,
so that there exist at least 3 linearly independent 1-differentials vanishing at D
and, in particular, there exists a linear combination of such differentials vanishing
at p1, . . . , pg. This implies that det η(p1, . . . , pg) = 0 for an arbitrary basis {ηi}i∈Ig
of H0(KC), contradicting the hypotheses. Fix ζi, ζ1i, ζ2i ∈ C such that
g∑
i=3
ζiσ
2
i +
g∑
i=1
ζ2iσ1σi +
g∑
i=2
ζ1iσ2σi = 0 .
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Evaluating this relation at the point pj , 3 ≤ j ≤ g, yields ζj = 0. Set
(3.4) t1 := −
g∑
j=2
ζ1jσj , t2 :=
g∑
j=1
ζ2jσj ,
so that σ1t2 = σ2t1. Since D, D1 and D2 consist of pairwise distinct points, ti
vanishes at Di, i = 1, 2 and then t1/σ1 = t2/σ2 = ζ ∈ C. By (3.4)
ζσ1 +
g∑
j=2
ζ1jσj = 0 , ζσ2 −
g∑
k=1
ζ2kσk = 0 ,
and, by linear independence of σ1, . . . , σg, we have ζ = ζ1j = ζ2k = 0, 2 ≤ j ≤ g,
k ∈ Ig. 
4. Proofs of Theorem 2.1 and Corollary 2.2
Let W (P ) be the Wronskian W (v1, . . . , vN )(P ) of the basis {vi}i∈IN at a generic
point P ∈ C, and Wˆij(P ) := W (v1, . . . , vi−1, vj , vi+1, . . . , vN )(P ).
Lemma 4.1. The (g − 2)(g − 3)/2 linearly independent relations
(4.1) vi(z)W (P ) =
N∑
j=1
vj(z)Wˆji(P ) ,
i = N + 1, . . . ,M , hold ∀z ∈ C.
Proof. Immediate consequence of the Cramer rule. 
Remark 2. The ratio Wˆij(P )/W (P ) does not depend on P .
Remark 3. Since for i ∈ Ig
(4.2)


vj(pi) = δji , j ∈ Ig ,
vj(pi) = 0 , j = g + 1, . . . ,M ,
it follows that for z = pi Eq.(4.1) gives Wˆij(P ) = 0 for i ∈ Ig and j = N+1, . . . ,M .
Remark 4. The Wronskians in the expansion (4.1) can be replaced by the corre-
sponding determinant det vj(xi), where x1, . . . , x3g−3 are arbitrary points on C.
Proof of Theorem 2.1. Assume that det ω(p1, . . . , pg) 6= 0. Define
xi :=


pi , i ∈ Ig ,
qi−g , i = g + 1, . . . , N + 1 .
Fix k, l with 3 ≤ k < l ≤ g and consider the matrix


v1(x1) . . . vN (x1) σk(x1)σl(x1)
...
. . .
...
...
v1(xN+1) . . . vN (xN+1) σk(xN+1)σl(xN+1)

 .
By (4.2), this matrix has diag (1, . . . , 1) in the g × g upper left corner, 0 in the
g × (2g − 2) upper right corner and (det ω(p1, . . . , pg))
−2A(k, l) in the (2g − 2) ×
(2g − 2) lower right corner. On the other hand, by Lemma 4.1 and by Remark 4
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the determinant of this matrix vanishes. Since such relations hold for (p1, . . . , pg)
in a dense subset of Cg, they hold ∀(p1, . . . , pg) ∈ C
g and the theorem follows. 
Proof of Corollary 2.2. Divide the relations in Theorem 2.1 by ∆i 2g−2 and note
that
amn,r =
g∑
i,j=1
DmiDnjωi(qr)ωj(qr) .
Independence of the points qi, i ∈ I2g−2, follows by noting that the coefficients of
ωiωj in the relations are functions of qi with no zeroes or poles. 
Define
(1i, 2i) :=


(i, i) , 1 ≤ i ≤ g ,
(1, i− g + 1) , g + 1 ≤ i ≤ 2g − 1 ,
(2, i− 2g + 3) , 2g ≤ i ≤ 3g − 3 ,
...
...
(g − 1, g) , i = g(g + 1)/2 ,
so that 1i2i is the i-th element in the M -tuple (11, 22, . . . , gg, 12, . . . , 1g, 23, . . .).
∀u ∈ Cg and for all the g × g matrices A, set
(4.3) uui := u1iu2i , (AA)ij :=
A1i1jA2i2j +A1i2jA2i1j
1 + δ1j2j
, Ai := A1i2i ,
i, j ∈ IM . In the following we will repeatedly make use of the identities
(4.4)
g∑
i,j=1
f(i, j) =
g∑
i≤j
f(i, j) + f(j, i)
1 + δij
=
M∑
k=1
f(1k, 2k) + f(2k, 1k)
1 + δ1k2k
.
In particular, if f(i, j) = f(j, i), then
(4.5)
g∑
i,j=1
f(i, j) =
M∑
k=1
(2− δ1k2k)f(1k, 2k) ,
where we used the identity
2− δij =
2
1 + δij
.
With this notation, and observing that σi =
∑g
j=1[ω]
−1
ij ωj, we have
(4.6) vi = σσi =
M∑
j=1
([ω]−1[ω]−1)ijωωj , i ∈ IM .
Set wij := Wij/W , where Wij(P ) := W (v1, . . . , vi−1, ωωj, vi+1, . . . , vN )(P ), and
note that
(4.7) ωωi =
N∑
j=1
wjivj , i ∈ IM .
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5. Siegel’s induced measure on Mˆg and Bergman reproducing kernel
Let
Hg := {Z ∈Mg(C) |
tZ = Z, Y > 0} , Y := ℑZ ,
be the Siegel upper half-space and {α1, . . . , αg, β1, . . . , βg} a symplectic basis of
H1(C,Z). Denote by {ωi}i∈Ig the basis of H
0(KC), dual of H1(C,Z), so that∮
αi
ωj = δij , i, j ∈ Ig. Let τij :=
∮
βi
ωj ∈ Hg be the Riemann period matrix of C.
Under the symplectic transformation(
α˜
β˜
)
=
(
D C
B A
)(
α
β
)
,
(
A B
C D
)
∈ Sp(2g,Z) ,
we have ω˜ = t(Cτ +D) ·ω, with τ˜ij and τij related by the modular transformation
τ˜ = (Aτ +B) · (Cτ +D)−1 .
Note that the basis {σi}i∈Ig , defined in Eq.(3.3), is independent of the choice of
the basis of H0(KC) and therefore is modular invariant.
The Siegel metric
(5.1) ds2 := Tr (Y −1dZY −1dZ¯) ,
defines the volume form
dν =
iM
2g
∧g
i≤j(dZij ∧ dZ¯ij)
detY g+1
.
We use the indexing introduced in Eq.(4.3) to express the Siegel metric on Hg
where now the matrix elements Zij , i, j ∈ IM , are seen as the components of the
M -dimensional vectors Z := (Z1, . . . , ZM ).
Proposition 5.1.
(5.2) ds2 =
M∑
i,j=1
gijdZidZ¯j ,
where
(5.3) gij := (2− δ1i2i)(Y
−1Y −1)ij .
Proof. By (4.4) and (4.5)
ds2 =
g∑
i,j,k,l=1
Y −1ij dZjkY
−1
kl dZ¯li
=
g∑
i,l=1
dZ¯li
M∑
m=1
Y −1i1mY
−1
l2m
+ Y −1i2mY
−1
l1m
1 + δ1m2m
dZ1m2m
=
M∑
m,n=1
(2− δ1n2n)dZ¯1n2n
Y −1
1n1m
Y −1
2n2m
+ Y −1
1n2m
Y −1
2n1m
1 + δ1m2m
dZ1m2m
=
M∑
m,n=1
(2− δ1n2n)(Y
−1Y −1)nmdZmdZ¯n .

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Let k be the Kodaira-Spencer map identifying the quadratic differentials on C
with the fiber of the cotangent of the Teichmu¨ller space at C. We have
k(ωiωj) = (2πi)
−1dτij .
By Corollary 2.2 it follows that
(5.4)
g∑
i,j=1
det Aij,r(k, l)
∆r 2g−2
dτij = 0 ,
3 ≤ k < l ≤ g. Set dτi := dτ1i2i , i ∈ IM . Eq.(5.3) yields an explicit expression for
the volume form on Mˆg →֒ Hg/Sp(2g,Z) induced by the modular invariant Siegel
metric on Hg. Set τ2 := ℑτ , and let
∣∣τ−12 τ−12 ∣∣i1...iNj1...jN , with ik, jk, k ∈ IN , distinct
elements of IM , be the determinant of the N × N submatrix of (τ
−1
2 τ
−1
2 )ij , built
by taking the rows i1, . . . , iN and the columns j1, . . . , jN .
Theorem 5.2. The volume form on Mˆg induced by the Siegel metric is
(5.5) dν|Mˆg =
( i
2
)N M∑
iN>...>i1=1
jN>...>j1=1
∣∣τ−12 τ−12 ∣∣i1...iNj1...jN
N∏
k=1
(2− δ1ik2ik )
N∧
1
(dτik ∧ dτ¯jk) ,
so that
(5.6) Vol(Mˆg) =
∫
Mˆg
dν|Mˆg .
Proof. Let
ω :=
i
2
M∑
i,j=1
gijdZi ∧ dZ¯j ,
be the (1, 1)-form associated to the Siegel metric on Hg. By Wirtinger’s theorem
[8], the volume form on a d-dimensional complex submanifold S is
1
d!
ωd ,
so that the volume of S is expressed as the integral over S of a globally defined
differential form on Hg. Set g
τ
ij := (2− δ1i2i)(τ
−1
2 τ
−1
2 )ij , i, j ∈ IM , and note that
dν|Mˆg =
iN
2NN !
M∑
i1,...,iN=1
j1,...,jN=1
N∏
k=1
gτikjk
N∧
k=1
(dτik ∧ dτ¯jk)
=
iN
2NN !
M∑
iN<...<i1=1
jN<...<j1=1
∑
r,s∈PN
ǫ(r)ǫ(s)
N∏
k=1
gτir(k)js(k)
N∧
k=1
(dτik ∧ dτ¯jk ) ,
where PN is the group of permutations of N elements and ǫ(s) is the sign of the
permutation s. The theorem then follows by the identity
∑
r,s∈PN
ǫ(r)ǫ(s)
N∏
k=1
gτir(k)js(k) = N !
∣∣τ−12 τ−12 ∣∣i1...iNj1...jN
N∏
k=1
(2− δ1ik2ik ) .

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Petri’s basis of H2(K2C) corresponds, through the Kodaira-Spencer map, to a
basis for the cotangent space of the Teichmu¨ller space. Setting dΞi := 2πi k(vi),
i ∈ IN , it follows by Eq.(4.7) that
(5.7) dτi =
N∑
j=1
wjidΞj , i ∈ IM .
Corollary 5.3. Fix the points p1, . . . , pg ∈ C in general position, so that {vi}i∈IN ,
is a basis of H0(K2C). The metric on Mˆg induced by the Siegel metric is
(5.8) ds2
|Mˆg
=
N∑
i,j=1
gΞijdΞid Ξ¯j ,
where gΞij :=
∑M
k,l=1(2 − δ1k2k)wik(τ
−1
2 τ
−1
2 )klw¯jl.
Proof. Immediate. 
By using a suitable basis of H0(K2C) and its image under the Kodaira-Spencer
map, it turns out that the metric g is related to the Bergman reproducing kernel.
Fix the points z1, . . . , zN ∈ C satisfying the conditions of Proposition 3.1. The
basis {γi}i∈IN of H
0(K2C), with γi ≡ γ
2
i , i ∈ IN , defined by Eq.(3.1) in the case
n = 2, satisfies the relations
ωωi =
N∑
j=1
ωωi(zj)γj , vi =
N∑
j=1
vi(zj)γj , i ∈ IM .
Set Γi := (2πi)
−1k(γi) and [v]ij := vi(zj), i, j ∈ IN .
Theorem 5.4.
(5.9) ds2
|Mˆg
=
N∑
i,j=1
B2(zi, z¯j)dΓid Γ¯j ,
in particular, the Siegel induced modular invariant volume form on Mˆg is
(5.10) dν|Mˆg =
( i
2
)N
det B2(zi, z¯j)
∧N
1 (dΓi ∧ d Γ¯i) ,
where
B(z, w¯) :=
g∑
i,j=1
ωi(z)(τ
−1
2 )ijω¯j(w) ,
z, w ∈ C, is the Bergman reproducing kernel.
Proof. Use dτi =
∑N
j=1 ωωi(zj)dΓj , i ∈ Ig, and the identity
M∑
k,l=1
(2− δ1k2k)ωωk(zi)(τ
−1
2 τ
−1
2 )klω¯ω¯l(zj) = B
2(zi, z¯j) , i, j ∈ IN .
Note that by (5.8)
∑N
k,l=1[v]kig
Ξ
kl[v¯]lj = B
2(zi, z¯j), which also follows by (4.7). 
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6. Fay’s trisecant identity from the distinguished basis of H0(KnC)
Let Ii(p) :=
∫ p
p0
ωi, p0, p ∈ C, i ∈ Ig, be the Abel-Jacobi map, which extends to
a map from divisors of C to the Jacobian J(C) := Cg/(Zg + τZ
g). We consider
Riemann θ-functions θ(D + e) := θ(I(D) + e, τ), e ∈ J(C), evaluated at some
0-degree divisor D of C. By the Riemann vanishing theorem, there is a divisor
class ∆ of degree g − 1 with 2∆ = K, such that −I(∆) is the vector of Riemann
constants. Let E(z, w) be the prime form, and set
σ(z) := exp
(
−
g∑
i=1
∮
αi
ωi(w) lnE(z, w)
)
.
Proposition 6.1. Fix n ∈ N and let {φni }i∈INn be an arbitrary basis of H
0(KnC),
n ≥ 1. Let y, x1, . . . , xNn be arbitrary points of C. Then, for n = 1
(6.1) detφ1i (xj) = κ1[φ
1]
θ
(∑g
1 xi − y −∆
)∏g
i<j E(xi, xj)
∏g
1 σ(xk)
σ(y)
∏g
1 E(y, xi)
,
whereas for n > 1
(6.2) detφni (xj) = κn[φ
n]θ
(Nn∑
1
xi − (2n− 1)∆
) Nn∏
i<j
E(xi, xj)
Nn∏
i=1
σ(xi)
2n−1 ,
where κ1[φ
1] and κn[φ
n] are constants depending only on the choice of the bases.
Proof. κ1[φ
1] is a nowhere vanishing section in xj , j ∈ Ig, and θ(
∑g
1 xi−y−∆) = 0
for y = x1, . . . , xg, so that it is also a nowhere vanishing section in y and since it has
trivial monodromy it must be a constant. Eq.(6.2) follows by a similar proof. 
Set w :=
∑Nn
1 pi − (2n − 1)∆, n > 1, and assume that p1, . . . , pNn ∈ C satisfy
the hypothesis of Proposition 3.1. By Proposition 6.1 we have
(6.3) γni (z) =
θ(w + z − pi)σ(z)
2n−1
∏Nn
k=1
k 6=i
E(z, pk)
θ(w)σ(pi)2n−1
∏Nn
k=1
k 6=i
E(pi, pk)
, i ∈ INn .
Theorem 6.2. Propositions 3.1 and 6.1 imply the Fay trisecant identity [4]
θ(w +
∑m
i=1(xi − yi))
∏
i<j E(xi, xj)E(yi, yj)
θ(w)
∏
i,j E(xi, yj)
= (−)
m(m−1)
2 detij
θ(w + xi − yj)
θ(w)E(xi, yj)
,
m ≥ 2, ∀x1, . . . , xm, y1, . . . , ym ∈ C, w ∈ J(C).
Proof. Fix m ≥ 2, x1, . . . , xm, y1, . . . , ym ∈ C and w ∈ J(C), with θ(w) 6= 0.
Choose y1, . . . , ym distinct, otherwise the identity is trivial. Set pi := yi, i ∈ Im, and
fix n ∈ Z, Nn ≥ m, and pm+1, . . . , pNn ∈ C, so that w =
∑Nn
1 pi−(2n−1)∆. By Ja-
cobi inversion theorem such a choice is always possible, provided thatNn−m ≥ g. It
is also clear that, for n large enough, pm+1, . . . , pNn can be chosen pairwise distinct
and distinct from y1, . . . , ym. Eq.(6.2) implies that, by construction, detφ
n
i (pj) 6= 0,
for any basis {φni }i∈INn of H
0(KnC), since the points p1, . . . , pNn are pairwise dis-
tinct and θ(w) 6= 0. Therefore, one can define a basis {γni }i∈INn ofH
0(KnC) by (3.1)
and consider det γn(x1, . . . , xm, pm+1, . . . , pNn), which can be expressed by (6.3) or
by (6.2), with κn[γ
n] determined by applying (6.2) to det γni (pj) = 1. Comparing
these formulas the theorem follows. 
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