The goal of this paper is to introduce an adaptive load frequency control (LFC) technique for power systems. The concept of the proposed adaptive technique is built on the on-line tuning of the gain of an integral controller using Electro-Search optimization (ESO) supported by a modification called the 'balloon effect'. The main target is to regulate the frequency of isolated and interconnected power systems. The balloon effect is designed to obtain the input/output signals of the power system plant at any moment; then, these signals are utilized to calculate the value of the open loop transfer function of the plant at the same time. This will emphatically affect the specified objective function of the ESO approach and increase its sensitivity to and effect on system difficulties such as system step load changes, parameter uncertainties and the effect of the penetrations resulting from renewable sources. Delayed time resulting from the communication process between the area and control center is considered in the dynamic model of interconnected MGs, and nonlinearities, such as governor dead bands (GDBs) and generation rate constraints (GRCs), are included in the simulation model. The simulation results demonstrate the effectiveness and success of the proposed controller tuned by the ESO approach with a balloon effect and provide better performance of frequency regulation than a fixed controller, as well as other methods such as standard Jaya and ESO methods.
I. INTRODUCTION
The entrance of micro grids (MGs) into power systems results from challenges, such as growing reliability, environmental issues and increasing demands for energy in power systems [1] . The instability and complexity of the system are raised by these new technologies. The increment of economic and environmental issues and the reliability of traditional power systems are the main MG input factors in power systems [2] .
Changes in state parameters of the system and operating conditions are particularly rapid in an isolated MG with fluctuant renewable sources and EVs. Conventional controllers cannot guarantee regulating the frequency in the presence of V2G and other modules [3] , [4] because they are not optimal for the entire set of operating conditions and configurations. Furthermore, it is not easy to take the capacity constraints The associate editor coordinating the review of this manuscript and approving it for publication was Ravindra Singh. and generate the rate of the LFC modules into the controller design [5] . As a result, in an isolated MG, it is necessary to have a controller that operates strongly and performs robustly over a wide range of system operating conditions [4] . Load frequency control is intended to maintain the system's power balance such that it deviates in frequency from its nominal value to within specified bounds and according to a practically acceptable dynamic performance of the system [3] , [5] .
Numerous controllers, such as the model predictive control method [3] , adaptive control [4] , conventional PID control [5] and intelligent control [6] , have been utilized to form a better response for LFC. Additionally, many robust, optimal and intelligent control techniques have been discussed as load frequency controllers [7] - [12] . Additionally, a novel, unknown input functional observer-based optimizer has been presented in [13] .
Recently, some attempts to apply optimization approaches to tune the control parameters have been made because of their ability to address uncertainties and disturbances [14] - [19] . The participation of optimization techniques has appeared in many research papers such as a hybrid lustlbo optimized fuzzy-pid controller [14] , a harmony search algorithm [15] , bee-colony [16] , particle swarm optimization (PSO) [17] , firefly algorithm [18] gravitational search algorithm [19] , and comparative study between optimization methods [16] . Additionally, optimization techniques have been used for the off-line tuning of classic PI-LFCs, such as in [20] , [21] .
There have been attempts to use optimization methods to enable the on-line tuning of adaptive LFC parameters [22] , [23] . One of the weaknesses of these methods is the complex construction of these approaches. Two main parts are used to tune the LFC controller: the first is the optimization technique used to adjust the parameters of the fuzzy or neural algorithm; the second consists of the fuzzy or neural method, which is used to tune the gain of LFC controller, as shown in Fig. 1 . One solution to the complexity of the two-part adaptive LFC is applying soft computing technique to optimize the LFC parameters directly [24] - [29] , as shown in Fig. 2 . In addition to reducing the system complexity, applying soft computing techniques directly to tune the controller parameters will lead to minimizing the computational time, which is an important factor in controller evaluation.
In [24] - [29] , the most important criteria used for the objective function are the integral of absolute error (IAE), integral of time multiplied by absolute error (ITAE), integral of squared error (ISE) and integral of time multiplied by squared error (ITSE), where the cost function is a function of the frequency deviation and tie-lie power change, and the effect of load disturbance and parameter change is scientifically weak.
In [30] , the Jaya optimization method was applied to enable the on-line tuning of the LFC controller, and the objective function was a function of settling time, overshoot, and oscillation damping improvement. However, this technique depended on only the frequency deviation as a feedback signal, which made the Jaya objective function solely as a suggested controller gain value. This decreases the efficiency of the control approach in the face of system disturbance or parameter changes.
In a multi-area interconnected power system, there is signal transmission between control centers of power system areas. This leads to communication delay time, and some research papers have shed light on this issue [31] - [33] .
On the other hand, ESO which presented in [34] has several advantages: there is no need to tune its parameters during the computations. The controlling of the algorithm specific parameters in each iteration is not as easy as it seems due to a waste of time, and this whole process does not belong to the proposed approach, unlike other approaches, such as Jaya that introduced by Rao R. in [35] . Additionally, it is appropriate for discrete optimization issues and capable of resolving the unconstraint and constraint problems.
One of the weaknesses of the classic ESO application in the adaptive control problem can be expressed as follows [36] : the objective function is designed according to the nominal transfer function of the plant considering no load disturbance. Therefore, poor performance may occur at the moment of load disturbance and in the case of variations of the system parameters.
This paper provides an adaptive load frequency integral controller based on a modified (ESO+BE) algorithm. The balloon effect (BE) modulation is added to a standard ESO algorithm to increase its sensitivity in loading disturbances and changing system parameters. The entire BE concept is designed to sense the plant's input and output signals to determine the actual transfer function at each iteration (i), which can be included within the desired objective function of ESO.
The contributions of this work can be outlined as follows:
• ESO, with the help of balloon effect modification, has been applied to enable the on-line tuning of integral LFC gain.
• A system with the proposed control approach can deal efficiently with system difficulties, such as load disturbance and parameter uncertainties.
• Based on the authors' knowledge, this is the first attempt to use the ESO technique with the balloon effect for adaptive load frequency control in a single area with interconnected microgrids.
The rest of the paper is organized as follows: VOLUME 8, 2020 Section II defines the model of isolated microgrids (MGs). Section III discusses the standard ESO and modified (ESO+BE) algorithm in detail in Section IV. The robustness and stability of the proposed scheme is presented in Section V. In Section VI, a modified ESO-based frequency control is described. Section VII offers the simulation results and a discussion of the proposed controlled systems. Finally, Section VIII concludes the work and suggests some directions for future studies. Figure 3 illustrates a block diagram of a MG. The following equations can describe the dynamic model of the proposed single-area MG [37] . The total load-generator dynamic relationship between the supply error P d − P L and the frequency deviation ( df dt ) can be expressed as:
II. DYNAMIC MODEL OF POWER SYSTEMS A. MODEL OF A SINGLE-AREA MICROGRID
The diesel generator dynamics can be expressed as:
The governor dynamics can be expressed as:
where f : Frequency deviation P g : The governor output power change P d : The diesel power change P L : Power change in demand load P c : Supplementary control action M:
Equivalent inertia constant D:
Equivalent damping coefficient R:
Speed drop characteristic T g :
Governor time constant T d :
Turbine time constant 
B. MODEL OF A MULTI-AREA POWER SYSTEM
The behavior of the frequency in any control area for an interconnected multi-area power system affects the frequencies of other areas. The tie-line power signal should be considered in the dynamic model of a multi-area system. Figure 4 illustrates a microgrid with N control areas [38] . The dynamic of the generator load between the frequency deviation ( f i ) and the additional mismatch power ( P di -P Li ) for any area (i) can be stated as follows:
Governor dynamics can be expressed as:
Turbine dynamics can be expressed as:
The total tie-line power deviation between area i and others can be calculated as:
To maintain the power balance between system areas, an additional control loop should be added to the interconnected power system. This control action can be accomplished by summing the tie-line power and area frequency, making the area error ACE i [12] :
where B i : Tie-line frequency bias of area (i) (pu/Hz). P tie,i : Tie-line power change at area (i) (pu). T ti :
Turbine time constant (sec). T ij :
Synchronizing coefficient of tie-line with area j. ACE i :
The control error of area (i). τ :
The communication delay P m :
The mechanical power change
The effect of the communication time delay can be represented as a first-order transfer function as follows [12] :
III. CLASSIC ELECTRO-SEARCH ALGORITHM
Electro-Search algorithm was developed by Tabari and Ahmed [34] by considering movements of orbiting electrons in the context of a molecular space. In detail, a typical ESO algorithm employs a three-phase scheme by inspiring some essential physical principles. In this way, the optimum value is found over the trajectory associated with progressive atoms. Algorithmic details in the context of three stages are as follows:
Atoms (n particles of candidate solutions) are randomly placed within the related search space and associated with the fitness function in the target optimization issue.
B. TRANSITIONS FOR ORBITS (STAGE 2)
Based on the concept of quantized energy, electrons around each nuclei attempt to move to a greater orbit to achieve a higher energy level (which means a better fitness value). The transition is as follows: 10) where E is the electron, rand is a random number, Ni is the current position for the nuclei i, n is the energy level (vicinity for positioning the electrons), and r is the orbital radius.
The new electrons with the highest level of energy around each nuclei are considered the best electron (E best ) and are used to relocate the atom in the next step.
C. RELOCATING THE NUCLEI (FINAL STAGE)
In this stage, the current position of the new nuclei (Nnew) is set according to the energy of an emitted photon, as related to the difference of energy between two atoms (using the Rydberg Formula). As a result, the nucleus relocation is defined as follows:
where D k is the relocation distance in current iteration k, N k is the current position for the nuclei, N best is the best nuclei position (for now), E best is the best electron around the nuclei, N new,k is the new position for the nuclei, Ac k is the accelerator coefficient, and Re k is the Rydberg's energy constant coefficient. This step is continued for realizing the atom movements towards the global optimum point. This stage is performed for all nuclei, leading to a gradual repositioning of all atoms towards the desired global optimum point, as shown in Fig. 5 . According to the above equations, the speed convergence of the algorithm is related to the Rydberg's energy constant (Re) and accelerator coefficient (Ac). These numbers are selected randomly for the first iteration, while they are updated in the next iteration via an in-system optimization approach, which is called the Orbital-Tuner.
D. ORBITAL-TUNER METHOD
The Orbital-Tuner is an additional approach for eliminating the need for using initially set parameters along all iterations for a solution process.
where f is the fitness function, and Ac best and Re best are coefficient values regarding N best. The trajectory information of all repositioned atoms is utilized to iteratively navigate all other atoms towards the global optimum, as shown in Fig. 6 . Based on the algorithmic steps, the standard flowchart of the ESO algorithm [35] is shown in Fig. 7 .
IV. ELECTRO-SEARCH WITH THE BALLOON EFFECT
In the case of providing the classic ESO for the adaptive control issue, the input of the algorithm is used only as an indicator to guide the algorithm if there is a need to modify the controller gain; it is also used to stop determinations if this signal within the constraint value can deduce the computation timing. Figure 8 shows the standard ESO for the adaptive integral control system.
To make ESO more interactive with online system problems such as system disturbances and parameter variations, 'balloon effect' has been added to enhance the algorithm process. The expression 'balloon effect'' represents the effect of the system changes on the on-time system open loop transfer function, which is similar to the effect of air on balloon size, as shown in Fig. 9 .
The balloon effect has been designed to make the optimization technique more sensitive to the variations that affect the system, such as load variation and changes in the system parameters. The block diagram of the modified ESO with the balloon effect for the adaptive integral control system is shown in Fig. 10 .
As shown in Fig. 9 , for any iteration (i), the plant input and output will be applied to the optimization method to calculate the on-time plant transfer function as:
Additionally, G i (S) can be computed using the value of the plant transfer function G 0 (S) as:
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where
According to Fig. 8 , the 'balloon effect' means that the effect of the disturbance and system uncertainties on the on-time open loop transfer function G i (s) is similar to the effect of the air entering/exiting into/from the balloon. Figure 11 shows the flowchart of modified ESO with the balloon effect.
V. ROBUSTNESS AND STABILITY OF PROPOSED SCHEME
The system with the proposed control scheme can be represented by a block diagram shown in Fig. 12 .
The system can be expressed as:
c * 0 is the nominal value of the feedforward controller's gain. The regressor (w) can represented as [39] - [41] :
is the error matrix, n is the output noise
Considering the nominal plant transfer function G 0 (S) as the base of the proposed adaptive controller, in the case of nominal parameters, the system output will be defined as:
Now, the actual output: It is assumed that H a is a casual operator satisfying
where γ a and β a are two constants with small values, and for all t ≥ 0, β a may include the possible presence of output bounded disturbance.
The following theorem ensures the stability of the adaptive system in the presence of parameter uncertainties:
It is assumed that the trajectories of the adaptive system are continuous with respect to t.
If w m is persistently exciting, then, x 0 , γ a , β a are small values, and the state trajectories of the adaptive system are bounded.
Proof: Let T > 0 such that x(t) ≤ h for t ∈ [0, 1]. In addition, considering n = H a .u with assumption of:
VOLUME 8, 2020 FIGURE 12. System block diagram for stability [41] .
For t ∈ [0, T ], and using Eq. (20)
For t ∈ [0, T ], and assuming γ a , β a are small values, so γ a γ u < 1, and β a + γ a β u 1 − γ a γ u < c n (28) where c n is a constant. Since β a , β u , γ a , andγ u do not depend on T , |x(t)| < h for all time periods. Additionally, as a result of the past sequence, a value of T>0 can be found such that |x(t)| ≤ h for all t ∈ [0, T ] and x (T ) = h, and this theorem would be applied since x (T ) < h. Figure 13 illustrates a reduced model of the proposed microgrid; this model is used to calculate the parameters of a closed loop second-order system for the controlled area:
VI. ESO-BASED ADAPTIVE FREQUENCY REGULATION A. CLASSIC ESO-BASED ADAPTIVE FREQUENCY CONTROL
where D o , R o and M 0 are the nominal values of D, R and M, respectively, 
The objective function of ESO is chosen as:
From (18) and (21), it can be noted that at any iteration i, the objective function is a function in only the gain ki, (j = f (k i )), which means the objective function of classic ESO will not be affected by any of changes in load disturbance or system parameters, which acts as a weakness point in the design of the adaptive controller using classic ESO.
B. ESO WITH THE BALLOON EFFECT BASED ON ADAPTIVE FREQUENCY CONTROL
The simplified model of the suggested microgrid with the proposed ESO+BE, which has been used to calculate a closed loop second-order system parameters, is shown in Fig. 14. From Fig. 14, it can be noted that at any iteration i,
where,
Therefore, the closed loop transfer function at any iteration i can be calculated as:
Then,
It is clear now that J at any iteration i is a function in k i , AL i (J = f (k i , AL i )). This means that any change in the system parameters or the load demand will appear immediately as a change in the value AL i , which leads to a change in the objective function at this iteration and will increase the ability of ESO to address the system difficulties.
The stability of the system with the proposed control scheme can be tested using the reduced system model by adding a filter to reduce the effect of output noise as shown in Fig. 15 .
Assuming c 0 = 1 and at any iteration i, the effect of system parameter changes can appear in the value of the plant transfer function G i (S), as in Eq. (33) , the transfer function between the output frequency deviation to the load power change P L can be represented as:
Therefore, to maintain system stability, d 0 should be
VII. RESULTS AND DISCUSSION

A. FOR SINGLE-AREA MICROGRID
The proposed (ESO+BE) algorithm is applied to tune the load frequency controller of a small single-area power system. MATLAB/Simulink software is used as a simulation environment. The studied system consists of a 20 MW diesel generator, as shown in Fig. 16 .
The nominal system parameters and ESO selection parameters are listed in Table 1 and Table 2 .
To validate the proposed adaptive integral controller adjusted by ESO + Balloon Effect, a system with the proposed controller has been tested under three scenarios: 
1) FIRST SCENARIO
In this scenario, the system was evaluated in the case of step load variation L = 0.02 p.u at t = 2 sec) while the turbine GRC = 10% per minute and the maximum value of dead band for the governor = 0.05 pu [11] . Figure 17 shows both f and P d in the case of applying a fixed parameter integral controller, an adaptive integral controller using Jaya, a standard ESO method, and an adaptive controller using the proposed ESO with the Balloon Effect. Compared to the system with other controllers, the system with an adaptive controller tuned by (ESO+BE) can provide the best performance; it has not only zero overshoot but also the smallest settling and rising time.
In Figure 18 , the output control signal efforts of (ESO+BE) are higher than those of other controllers, clarifying that it takes action that gains any external disturbances and parameter uncertainties at any moment. The previous figures indicated that ESO + balloon effect made more efforts to enhance the system response during the simulation period. 
2) SECOND SCENARIO
In this scenario, the MG system is subjected to five disturbance stages. First, 1.5% of the load is added at 5 sec; then, 1.5% of the load is added. After that, 1% of the load shed at sec, followed by a further 2% of the load applied at 45 sec, as shown in Fig. 19 . Figure 20 describes a comparison between the system frequency and power responses obtained by applying the four controllers (I-fixed, I-tuned by Jaya, I-tuned by classic ESO, and I-tuned by modified ESO). From this figure, it is obvious that the system responses for the conventional I-controller are not acceptable against the case of disturbance change, while the systems I-tuned by classic ESO and I-tuned by (ESO + BE) can deal efficiently with these issues. In addition, the system with the proposed control scheme offers more effectiveness and better performance with the smallest oscillation and minimum settling time. Therefore, the LFC succeeded in readjusting the frequency and power to their normal values in all five stages of this scenario, as shown in Fig. 18 .
3) LAST SCENARIO
In this scenario, the system was studied after adding a 6 MW PV as an additional generation power source. Figure 21 shows the change in PV power. Figure 22a shows the frequency deviation, where the system frequency deviation in that case reaches an unacceptable value, thus leading to system instability and collapse. In contrast, the proposed modified ESO technique offers superior performance when successfully treating this contingency. As a result, this provides strong evidence for the robustness and effectiveness of the suggested controller over the other comparative methods. Figure 22b indicates that the produced diesel power change P d in the case of modified ESO is smaller than that with standard controllers in the presence of renewable energy sources.
The previous figures support the notability of the modified ESO controller compared to the standard ESO, Jaya, and fixed approaches.
B. FOR TWO-AREA POWER SYSTEM
The suggested tuning of the integral load frequency controller has been extended to the interconnect power system. For a multi-area power system, it is necessary to keep the tie-line power at the scheduled values in addition to restoring the system frequency to its desired value. Digital simulations were performed for two-area interconnected power systems to validate the effectiveness of the proposed modified technique. All performance indices, such as overshoot, rising time, settling time, and steady-state error, are reduced for various disturbances in load and step load perturbations.
The dynamic model of the studied two-area power system with the proposed control scheme is shown in Fig. 23 , and the nominal data of the suggested two-area power system are shown in Table 3 . In addition, the architecture of the communicated two-area power system is shown in Fig. 24 . As discussed previously in section VI.1, the simulation results have been studied in 3 scenarios in the case of a twoarea power system, along with a generation rate constraint (GRC) equal to 10% per minute and 0.05 pu for the maximum value of dead band for the governor of each area. In addition, the communication delay time is assumed to be 1 sec. 
C. FIRST SCENARIO
The frequency deviation in two areas ( f 1 and f 2 ) and the power change in the tie-line ( P tie ) were examined under a step load change of 20% at 2 sec, as shown in Fig. 25 . The system frequency response with the adjusted controller compared with the fixed gain controller, standard ESO, and Jaya improved the overall transient microgrid performance in terms of over/under shoot, settling and rising time. As noted from Fig. 26 , the change in tie-line power between the two areas is effectively enhanced with the modified ESO technique compared to other adaptive controllers.
D. SECOND SCENARIO
In this case, the power system behavior is tested under the same conditions of load disturbance as the second scenario in a single-area model, but this load will affect area 1 and area 2 at the same time. Figure 27 shows the frequency change response of the proposed adaptive controller with standard ESO, Jaya techniques, conventional integral controller and modified ESO in the presence of load change disturbances for both area 1 and area 2. These figures depict that even during these severe disturbances, the system with an adaptive integral controller tuned by the proposed ESO + balloon effect remains more stable, with a small over/undershoot compared to the system with adaptive controllers tuned by the standard ESO, Jaya, and fixed parameter integral controller. As noted in Fig. 28 , the tie-line power change between the two areas is effectively improved with the modified technique.
The LFC has the ability to control and restore the frequency to its steady-state value in the case of modified (ESO+BE) compared to other adaptive controllers.
E. LAST SCENARIO
The system has been studied in this scenario after adding a 150 MW PV to the proposed area 1 as an additional generation source. Fig. 29 shows the change in PV power. Fig. 30 shows the frequency deviations in ( f1 and f2) for controlled areas, where the system frequency deviation in that case reaches an acceptable value, thus leading to system instability and collapse. In contrast, the proposed modified ESO technique offers superior performance when successfully treating this contingency. As a result, this provides strong evidence for the robustness and effectiveness of the suggested controller over the other comparative methods.
Additionally, the power change in the tie-line ( P tie ) is stated in Fig. 31 . These figures support the superiority of the suggested on-line tuned (ESO+BE) controller compared with standard ESO, Jaya techniques, and a conventional I-controller.
VIII. CONCLUSION
This paper introduced a modified ESO optimization method to be applied to adaptive load frequency control applications.
The proposed modification is called the 'balloon effect', and its concept is to use the input and output of the open loop plant to calculate an on-time actual transfer function that includes the effect of the plant disturbance and parameter variations. The calculated on-time system transfer function is included in the desired objective function of ESO at any iteration. This modification decreases the system complexity and minimizes the computational time. This increases the efficiency of the ESO technique in the face of on-time system difficulties.
A comparative study of performances between the adaptive proposed controller adjusted by the modified ESO algorithm, fixed parameter integral controller, Jaya, and classic ESO algorithms is performed in cases of single-and two-area power systems. It is obvious that the modified ESO approach can be effectively applied to enable the on-line tuning of an adaptive load frequency controller to minimize the oscillations in the frequency of the system.
Nonlinearities such as turbine GRCs and governor dead bands are considered in the simulation model. In addition, the communication delay time in the case of an interconnected power system is considered in the multi-area power system dynamic model.
Thus, the results emphasized the efficiency of the proposed controller in comparison to Jaya, classic ESO algorithms, and a traditional I-controller. In addition, the proposed controller with gains tuned by ESO + balloon effect was able to handle high perturbations in step changes and severe load disturbances more efficiently. In general, an adaptive control scheme using the proposed ESO+BE can deal efficiently with major system problems (such as disturbances and parameter variations) with less system complexity and reduced computational time.
APPENDIX
A simplified variable solar power system model is shown in Fig. 32 . The effect of output power variation in PV module systems due to both temperature and radiation is described by [42] , [43] :
where (S) is the measured zone equal to 4084 m 2 , ( ) is the efficiency of diversion, which varies from (9 to 12) %, (η) is the radiation of sun equal to 1 kW/m 2 , and Ta is the ambient temperature and equal 25 • C.
