Abstract. Recent years, the trend of total GDP in Mongolia has been increasing fast, the total GDP has been 1.77 trillion yuan in 2014, which reflects the level of economic development and economic strength to a certain extent. In addition, it is an important role to the analysis of economic growth and inflation. It is a good method to make a precise economic development plan to predict the total GDP in 2016. Therefore, the total GDP of Mongolia prediction research is of great economic and practical significance. The prediction method includes gray model GM (1, 1) method, a geometric growth, exponential smoothing method that have different characteristics. For example, the advantage of exponential smoothing method is that it can use a special weighted average method for data to achieve the purpose of prediction [1] . Using exponential smoothing method do not have to quantitative study of the inner factor and their interconnections of complex systems, but only need to find useful information from the time itself. The basic principle is to give greater weight for older data and give less weight for the earlier data. In this situation, the earlier data can have less affect to prediction results and the recent data can have greater effect to the prediction results. It is full of strong rationality and science and suitable for short-term forecasting. In this essay, based on data from 2004 to 2014 and using the secondary exponential smoothing method to predict GDP for Mongolia in 2016.
The Advantage of Exponential Smoothing
The exponential smoothing method has many advantages. At first, the lower cost of exponential smoothing can be calculated in an ordinary computer and operated easily. Secondly, it is full of adaptability, strong scientific and rationality, and can be used in a wide range which can be applied to almost any time series prediction and widely used in the economy, natural science and other fields. Next, for example, the principle is that it prefers recent data to earlier data, which is a good method to make the prediction more accurate [2] . The data processing need to use all of the historical data, and through using recent data instead of earlier data can decrease the impact of outliers. Finally, it can have a better result to save a lot of time, and it can calculate the future prediction value by using the recent actual data and the corresponding prediction which can save the time cost of data calculating and data processing.
The Principle of Exponential Smoothing
American scholar Brown first proposed exponential smoothing which also known as an exponentially weighted average method in 1959. This method is based on the chronological order of historical research and then predicts which is better than the moving average method. The moving average forecast is not fully use all the time series data and the number of data involved in computing with equal weight is lack of rationality and scientific. For example, the process of exponential smoothing is clear, easy to calculate and can be widely used to predict in investment, economic and military aspects [3] . It includes an exponential smoothing, secondary exponential smoothing and it needs to analyze the trend of time series to determine in the actual prediction.
The Model of a Exponential Smoothing
A exponential smoothing model is widely used in the stationary data prediction. It assumes that the time sequence y1, y2, y3, ……, n y , using the current observation t x and prediction value t y weighted average as the next period prediction value, and 1 t y + as the first value, and the first observation value 1 x as the first prediction value 1 y , in this situation the formula of exponential smoothing is in Eq. (1) and Eq. (2).
The formula of prediction is in Eq. (2). refer to the t and t-1 period of exponential smoothing value, α is the smoothing factor(0<α<1), t x refers to the actual observation value in the t period, t y and 1 t y + refer to the prediction value of the period of t and t+1 respectively.
The Prediction Model of Secondary Exponential Smoothing
The secondary exponential smoothing is based on the exponential smoothing to do it again, and the prediction model is applicable to the case of time series which in the linear trend, the formula is in Eq. The linear model factor is: 
Determining the Initial Smooth Value of the Exponential Smoothing Method
There are two methods to determine the initial smooth value by using exponential smoothing method to establish trend prediction model. The first one is 1 1 x y = , the predicted value will have a large impact for the second phase and even further predicted value. However, for example, with the increase of t, the impact will be gradually reduced, but it also can guarantee high impact first phase for the second phase to improve the accuracy of prediction, and this method is more commonly used [4] .
The next one is that in the long time series and α is large, and the effect of the size of the initial value of prediction is very small, according to the general experience , the initial prediction value cannot have large impact for the second and even further prediction value. In this essay, it will use the first method.
Choosing Exponential Factor α
It is a significant factor to choose exponential factor α in the exponential smoothing method. It represents the reaction rate for the change of time series and the ability of reducing random errors while determining prediction. α represents the impact ratio of the t period actual data in the period of 1 t y + . Therefore, the impact ratio will be larger when the greater value of α . The principle of choosing is the value between 0 and 1, and the predicted value and the time sequence between the observed mean square deviation S and the average absolute error is minimized. In practice, through the gradual test method to make the mean squared deviations (represented by MSE) minimum and to determine α . . It also can judge by experience:
When the time sequence is more stable trend level, it should select the smaller α generally ranging between 0.05 and 0.2, so that the observed value in actuality can pretty close to the exponential smoothing right size, in this situation, it can have a similar effect on the predicted results for each predicted value.
When the time sequence is volatile and it does not have a large change in the long term, it can choose a larger α ranging between 0.1 and 0.4.
When the time sequence is volatile and there is a large change in the long term which shows significant upward or downward trend, it is desirable to select a larger value of α ranging between 0.6 and 0.8. It can improve the sensitive of forecasting model and adapt quickly to fluctuations in the data.
When the time series data is the type of increasing or decreasing obviously, it should choose the α between 0.6 and 1.
The GDP Application of Second Exponential in Mongolia
Choosing Data The data comes from GDP statistics in the China Statistical Yearbook of gross regional production, for data selection, the standard data is based on the final determine, for example, the data from 2004 to 2008 in the presence of the statistical yearbook 2010, and the total GDP in the 2008 is 776.16 billion yuan, however, the total GDP in the 2008 is 849.62 billion yuan on the statistical yearbook 2013 [5] . In this situation, this paper will use 849.62 billion yuan in the 2008 which using the latest updated data, and so forth, the data is in the table1.
Calculating by Using Excel
According to observe, it can be found that the time series is a linearly increasing trend and use secondary exponential smoothing method to predict. α is determined by step tested and to find the corresponding predicted values. At first, selecting the initial value, and the initial value of this prediction is y1=x1=3041.07. Next, selecting the smoothing factor α . According to the relative essay, for example, when the development trend of type of data in the time series is upward or downward, α should choose the large one ranging between 0.6 and 1 [6] . Based on the above principle, it can choose α =0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95 to have a secondary exponential smoothing prediction and the result in the table 2.
Furthermore, the calculation process of the table 3. Through   table 2 , it can be found that in the secondary exponential smoothing prediction the difference of result accuracy is vary greatly by using different α . With the smoothing coefficient α value increases, for example, the result can trend to the value of time series and the error is getting smaller and smaller [7] .
It shows that as the value of α increases, the accuracy of predicted result trends to increase. When the is α 0.95, the predicted error is minimized, so the excellent α is 0.95 and the secondary exponential smoothing predicted result can be found in the table 4. 
The Comparison of the Actual Value and the Predicted Value
According to the figure 1 and 2 , it can be found that the predicted value are mostly same as the actual value which represents the prediction is full of reliable. Figure 2 . The comparison of actual GDP and the value of secondary exponential smoothing.
Predicting GDP of Mongolia in 2016
When the α is 0.95, the average percentage error of time series forecasting (MAPE) is 6.22% which can meet the requirement. The square root of the mean square error is 
Conclusions
The predicted values from 2004 to 2014 are almost same as the actual consumption values, which indicating that predicting the total GDP of Mongolia by using secondary exponential smoothing method is accurate and reliable and full of a certain reference value. The predicted GDP of Mongolia in 2016 can be used to guide its economic development plan.
When predicting by using exponential smoothing method, it needs to analyze the trend of time series in order to the number of exponential smoothing and the suitable initial smoothing value. When the time series have an obvious linear upward or downward trend, using secondary exponential smoothing method to predict is a good way which can fit well with the actual value. For example, smoothing coefficient directly influences the level of accuracy of the prediction effect [9] . Usually, the minimum error can be selected by experience to calculate. When the time series are not complicated, for example, in order to improve the accuracy of prediction, the smoothing coefficient may choose the larger one [10] . If becomes larger than before, the information contained in the prediction time series may decrease, in this situation, the size value of the smoothing coefficient should be in the range of experience and also need to consider the degree of fluctuation and the trend. In the actual forecast, as long as the time series is not complicated, the value only needs to choose the large one in the allowable experience range.
