ABSTRACT Mission-critical wireless sensor networks are attractive for information gathering in various complex environments and support many mission-critical applications, such as industrial automation and security surveillance. However, in order to fully exploit these networks for such applications, agile and scalable network management for data transfer and computing task implementation are essential. Thus, in this paper, we propose a software-defined mission-critical wireless sensor network (MC-SDWSN) which can solve the existing challenging issues in tradition WSNs, such as resource utilization, data processing, system compatibility, and strict latency requirement. The architecture is based on the idea of SDN architecture, combining the hierarchical cloud and edge computing technologies. Based on the MC-SDWSN architecture, a novel centralized computation offload strategy in sensor network application is proposed to show the feasibility. The simulation results in confirm the MC-SDWSN architecture, and the edge offloading strategy could support the critical missions effectively.
I. INTRODUCTION
Wireless Sensor network (WSN) is a distributed intelligent network system that can complete assigned task according to the environment, which is composed of a large number of small sensor nodes with wireless communication and computing capability deployed in certain region. WSN could be used in traffic management, environmental monitoring, medical and health care, smart city areas. It could also be used in some application areas with critical missions such as military, disaster early warning, industrial manufacturing and emergency rescue areas.
Mission-critical WSN (MC-WSN) applications are defined as applications demanding data delivery bounds in the time and reliability domains [1] . In most of the application areas, sensors need to support variety critical missions such as battlefield environment detection, fire alarm and so on. To support MC-WSN applications, WSN tasks must be executed flexible with limited bandwidth and energy. Moreover, WSN must have high time efficiency that could handle critical missions on time. Finally, it should also be security enough to defense aggression.
Thus, traditional MC-WSN is still facing following challenges:
• Stringent low latency and high reliability guarantee. Ensuring the reliable and low-latency information transmission is important to achieve the reliability and efficiency of MC-WSN. Traditional WSN uses flexible schemes such as CSMA(Carrier Sense Multiple Access). However, deterministic routing and scheduling schemes like TDMA(Time Division Multiple Access) are recommended in current MC-WSN standard.
• Low energy consumption and computation capability Generally, constrained by the limited physical size, sensor nodes have limited battery energy supply. Therefore, their memories, computational and communication capabilities are restricted. However, some critical missions need complex computation capability which brings a challenge to MC-WSN.
• Scalability As the number of connected sensors increases, the large amount of sensing data and the management of network entities rises as a significant challenge to network administrator.
• Security issue The ensure of data confidentiality, authenticity, and integrity is essential to MC-WSN. With distributed sensor nodes attached to the network, the design of networking protocol should make the communication safe from external attacks and intrusion.
Therefore, Software Defined Mission-Critical Wireless Sensor Networking (MC-SDWSN) is introduced which is the combination of Software Defined Networking (SDN) and MC-WSN. Wireless sensor network control and management functions are logically centralized in MC-SDWSN to bring higher processing and operation performance. It could avoid most of the before-mentioned drawbacks. Specially, our contributions are:
• Propose a new Software Defined Mission-Critical Wireless Sensor Network (MC-SDWSN) architecture for MC-WSN, and analyze the control and management process by the example application of edge computation.
• Based on the MC-SDWSN architecture and the characteristics of computing tasks, we propose a centralized edge computation offloading strategy.
The rest of the paper is organized as follows. Section II introduces the architecture of MC-SDWSN, its advantages and related works. Section III analyses the application of MC-SDWSN in solving the computing offload problem and the unique features of typical missions. The system model, problem formulation and solutions are given in Section IV. We present the performance simulation in Section V. Finally, Section VI concludes the work.
II. SOFTWARE DEFINED MISSION-CRITICAL WIRELESS SENSOR NETWORKING A. THE ADVANTAGE OF MC-SDWSN
SDN is an emerging approach of networking paradigm that allows directly programmable network control. SDN makes basic infrastructures transparent to user by separating the control plane and data plane. It provides promising solutions to the problems of traditional WSN. There are some emerging architectures of SDN in the field of WSN. In part of the architecture, all sensor nodes have SDN functions, the flow table is strong to support routings in order to reduce the communications between controllers and sensors [2] , [3] . Some other researchers proposed the architecture that only a few sensor nodes have SDN function, and regular sensor nodes only run minimum transmission energy routing (MTE) [4] , [5] . Compared with traditional WSN, SDN based WSN are more energy efficiency, long lifetime and have higher performance. Most of the previous architecture focus more on energy saving but ignore the latency and security. However, in critical missions, latency and security are also important indicators. Therefore, this paper proposed a MC-SDWSN architecture and edge offloading strategy. It considers the requirements of MC-WSN, then combines the superiority of SDN and MEC with MC-WSN. Thus, it has following advantages:
The controller has a centralized control function to manage the distributed computing, storage and communication resource. As it is shown in later section, the distributed computing resource (including the edge computing resource and the local resource) in the network is globally managed by the central controller.
By jointly manage computing, storage and communication resources, the latency and energy consumption of task execution could be optimized.
• Fast deployment SDN helps wireless sensors accelerate application deployment and delivery, dramatically reducing costs by providing automated, on-demand application delivery and mobility at any scale. Since the number of sensors in MS-WSN changes all the time, this could solve the scalability problem of MS-WSN.
• Abnormal message handling In SDN structure, the abnormal message will trigger Packet_In event and an asynchronous message will be sent to the controller where the message will be treated by specific policies. Based on the centralized control plane in SDN, the flow table statistic is collected from the controller online, and the abnormal traffic is detected. This could bring high reliability of MS-WSN effectively.
• Reliable Security performance Under the SDN architecture, the security policy configuration of 2-7 layers can be realized through the controller, providing more fine-grained security control. Network Managers can make changes effectively by quickly limiting and viewing capabilities within the network from a central point of view, and perform traffic shaping and packet QoS in a more secure manner. Any message which accords to OpenFlow protocol goes through the controller is using an TLS encrypted channel. This could bring communication safe of MC-WSN from external attacks and intrusion.
MC-SDWSN has not been confirmed can handle all the challenges that mentioned, but its abilities of powerful centralized management, concurrent data collection and high processing performance indicate that MC-SDWSN has great potential and value in the construction of MC-WSN.
B. RELATED WORKS
Now, using SDN architecture in wireless sensor network has been attracting significant attention in recent years. And there have been several works about SDWSN [6] - [11] .
Arslan et al. [6] proposed a low latency mobile edge computing framework based on SDN architecture. A general architecture of SDWSN has been designed in [4] , it used MTE routing protocol, with part of SDWSN deployed. Security and privacy are two of the main challenges to the IoT, so that [11] has proposed a few solutions and models for securing the IoT devices and the communications using SDN architecture. Meanwhile, the performance of data offloading schemes and edge computing based on SDWSN in several scenarios such as cloud server and mobile tasks have been discussed in [7] and [8] .
Nowadays, most of the SDWSN researches are using the controller for resource management or big data analysis by combing with cloud computing. As for the computation offloading technology, authors improve the computing time delay and reduces energy consumption of face recognition applications by using the architecture [9] . In [6] and [10] , Mobile devices can extend the standby time by computation offloading. Many previous researches paid more attention to the special purposes such as energy saving, but did not focus on the detail of the whole system architecture and operation.
Traditional WSN network uses routing protocols such as Flooding, SPIN, HREEMR, LEACH. However, most of the protocols cannot support critical missions. Thus, in [11] a 2-hop neighborhood information based cover set selection to determine the most relevant cover sets was proposed to serve MC-WSN which could enable fast packet delivery and high transmit quality. In [12] , a platform which benefits from both static and mobile sensors with low latency is proposed.
However, above protocols have no global view of the network and cannot realize the joint optimization of bandwidth, latency, energy and reliable. Moreover, security was considered incomplete. These cannot meet the requirement of MC-WSN.
C. MC-SDWSN ARCHITECTURE
Since MC-SDWSN has many attractive advantages that have been mentioned before, we propose a MC-SDWSN architecture as shown in Fig.1 . On a top-down view, the MC-SDWSN architecture contains four layers: Field Device, Data transport plane, Distributed MC-SDWSN control plane and Cloud platform. Field devices include the basic devices such as sensors, actuator, cameras, etc.
1) Data transport plane
Data transport plane includes switches, wireless access points and gateways. All nodes could be controlled by receiving the commands (such as computing decision in the following computing offloading decision algorithm) from the control plane through southbound interface.
2) Distributed MC-SDWSN control plane The distributed SDN controllers are responsible for centralized management of the data plane devices and edge computation servers. Controllers receive the requests from devices in data transport plane and run the offloading decision algorithm by considering both the mission requirements and the status of edge computation servers. As given in Fig.1 , twotier heterogeneous controller structure (domain controller and super controller) is one of the deployment solutions in MC-WSN.
3) Cloud platform The cloud platform has series of cloud service applications that are composed of a bundle of application systems. The super controller lays more emphasis on resource management and the authorization of distributed SDN controllers.
Besides, edge computing servers are more powerful than the computing capability of local sensor nodes in MC-WSN. Due to the edge servers are located near the sensor network, it can provide lower and more stable latency than the cloud computing server. The offloading of computing task from local sensor network and cloud computing platform to edge servers is named as computing offloading in MC-WSN.
III. COMPUTING TASK AND OFFLOAD IN MISSION CRITICAL SCENARIO
In the concept of Mission critical network, there are lots of computing tasks during the operation, such as Automatic Guided Vehicle (AGV) navigation, operation control of mechanical arms, identify of fire alarm and so on. These services and applications may require significant computation resources and constrained time delays. However, the computational capabilities of the field devices are limited due to cost and size limitation. To meet the increasing computation demand of these applications, offloading the computation tasks to edge computing servers is an appealing idea, which is also named as edge computing offload.
A. CRITICAL MISSION COMPUTING TASK
After investigation, the critical mission computing task has following unique features: 1) Stringent computing delay tolerant In MC-WSN, the distributed sensors, controllers, and edge computing devices need to collaborate together to achieve real-time operation or complete the critical missions. In order to minimize the influence to the sensor network, the latencysensitive missions require delay from tens of milliseconds to hundreds of milliseconds.
2) Diverse computing factors As mentioned before, typical computing tasks in MC-WSN could be classified into following types with diverse characteristics and QoS requirements.
• Data Preprocessing (such as sampling or averaging the data to reduce the processing pressure to the upper data center) Characteristic: continuous periodic incoming data packets with little size, small computing resource required.
With the maximum transmission delay of 100ms.
• Image or video recognition (such as fire hazard monitor, invasion detection) Characteristic: huge amounts of raw input data, small size of computing result data. With the maximum transmission delay of 10-100ms.
• Localization and mapping (such as enemy positioning on the battlefield) Characteristic: high computing accuracy, huge computing resource required. With the maximum transmission delay of 10-20ms. We consider the case where the network supports two types of computing tasks, which is defined as critical computing tasks (P c ) and normal computing tasks (P n ). P c represents the time-critical computing task with emergency nature such as fire alarm image identify and emergency shutdown. This type of task is always critical and is bounded by strict deadlines. P n task refers to non-critical periodic traffic such as periodic monitoring.
To study the effects of the computation task characteristics on the design of offloading schemes, we classify the normal computing tasks into I types. Each type of normal computing task has various QoS requirements. According to normal computation task types, the sensors can be correspondingly classified into I types. Let us assume that one kind of sensors only generates one type of normal computing task.
3) Different task pattern Generally, the computing task originate from the noncritical periodic traffic has a fixed cycle. To simplify the analysis, the arrival of single normal computing task P n is modeled as regular arrival. However, considering the asynchronism of non-critical traffics, the arrival of normal tasks at the edge server could be treated as Poisson flow.
B. COMPUTING OFFLOAD PROCEDURE BASED ON THE MC-SDWSN ARCHITECTURE
The decision of whether local computing or offloading the computing task to the edge server is an important and difficult procedure in MC-SDWSN. Generally, the computing latency in remote edge side is much shorter than that of local computing. However, the transmission latency and queue delay at the edge server will have great influence on offloading latency, which is vital performance factor for critical missions. Fig.2 gives the computing decision process based on the MC-SDWSN architecture. The normal working process includes two stages: maintenance and update. In the maintenance stage, domain controllers broadcast the domain offloading strategy (the offloading probability of each computing task type, denoted as ξ i , i ∈ I = [1, 2, ...I ], to field devices ( 1 in Fig.2 ). Field devices(type i) generate a random number ς between 0 and 1. If this number is less than ξ i , then the computing will be offloaded to the edge server. Otherwise, the computing will be implemented in local computing unit.
Update stage is trigged by the change of environment and other factors, such as the increasing of computing task frequency, adjust of task scheduling, triggering of emerging critical mission. It contains three parts: requests collection, mode decision, computing, as follows:
The devices collect update data (information of computing tasks) and send it to the data transport plane through the access points. Then the update request message is send to its domain SDN controller by southbound interface ( 3 in Fig.2(a) ).
For critical task P c , as shown in the Fig.2(b) device firstly transmits a reservation request message to the controller by the control channel. The reservation request message contains the type of the computing task, a payload which represents the start time of the task, a binary coded payload which corresponds to the decimal value d i of the expire time (in ms) of the task. The range of the d i values is determined according to the critical application in the environment.
• Mode decision The domain controller exacts the computing capability parameters from the latest update request message / reservation request message and edge computing server (from the load report message, as 2 in Fig.2) , then it will run the decision algorithm described in Section IV and return the domain offloading strategy. For normal task, the offloading strategy means the offloading probability of each computing task type, ξ i . For critical task, the strategy is the permission or rejection message of the computing offloading.
• Computing and feedback Similar with the maintenance stage, field devices decide whether offloading the task to the edge server or not after received the domain offloading strategy. For instance, if the device chooses the remote computing, field device will upload the necessary data and code to the edge server ( 4 in Fig.2) , and receive the computing result from the server afterward ( 5 in Fig.2 ).
IV. SYSTEM MODEL AND OFFLOADING ALGORITHM
Considering most of devices in wireless sensor network are powered with batteries, generally the energy consumption of local computing is of the same order as the consumption in data transfer procedure in edge computing. And it is assumed that the edge computing servers have stable power supply, thus the energy consumption of edge computing server in the computing procedure could be ignored. Therefore, the designed computing offload policy only considers the goal of minimizing computing delay.
A. SYSTEM MODEL
For the computing latency, it is divided into the following five aspects for decision analysis: local computing delay D Local , data transmission delay from the local device to the edge server T Data , the task queuing delay in edge computing server D Queue , edge computing server processing delay D Remote and computing result transmission delay from edge server to local devices T Result . We represent the computing tasks of type i by
, where D i represents the size of computation data involved in the type-i task, that is the total number of bits. C i represents the number of CPU cycles required to complete the type-i task, and T i represents the maximum delay tolerance of the type-i task.
According to their normal computation task types, the proportion of the field devices with type-i tasks is given by π i , where i∈I π i = 1.
The local computing unit capability is defined as f l i , and f r represents the CPU computation cycles per second that the edge server can provide. We assume that infinite buffer exists in the edge servers, and at most one computing task is served by the edge server simultaneously. Then the latency components could be calculated as (2) -(5).
where r i represents the transmission rate between the local node and the edge server node (either uplink or downlink), the unit is bps; r i is related with channel bandwidth W , transmission power p and signal-to-noise ratio (SNR) of the channel
; h i represents the gain of the channel from local node i to edge server, N 0 represents the noise power spectral density in the channel. D r i represents the size of computation result for type-i task. In general, its size is proportional to the amount of computation data C i , the proportion factor is a constant K i .
As shown in Fig.3 ,reservation request packet contains a binary coded payload, which corresponds to the task expire time (in ms) of the P c task i, denoted by decimal value d i .
For the critical task, the controller will always insert the incoming critical task into the header of the computing queue to guarantee the computing task will be implemented immediately. In the case that multiple critical tasks arrival at the edge computing server, the Earlier Expire Time(EET) scheduling will be used to schedule the critical tasks. The task with earliest expire time will be processed firstly. Such that, the node with the lowest d i will gain the highest priority in the EET schedule and immediately access the computing resource. This is to prioritize the most urgent task to complete its computation within its deadline bound.
B. LATENCY ANALYSIS OF NORMAL COMPUTING TASK
For the normal task, without considering the influence of critical task, the queue delay D queue is estimated by multiple class M/D/1 queue theory. FIFO (First In, First Out) scheduling will be used to schedule normal tasks. Here we consider two typical cases: FIFO with equal priority (EP in short) and Non-preemptive priority queue (NPP in short). Denoted the arrival rate of all type-i normal tasks by λ i , which could usually be estimated at the domain controller by historical data. Therefore, the real arrival rate of type-i normal tasks at the edge server is ξ i λ i . VOLUME 7, 2019 Assuming at the schedule time, the set of accepted critical missions that has not been served at the domain controller is represented by J . The service time of critical mission j is calculated as Equation (3).
The mean service time of type-i E(S i ) is deterministic, and equals to D queue (i). We define the probability that the server is busy and busy with a type-i task as ρ and ρ i respectively. Obviously
Case A: Equal Priority(EP): Before discussion the average queuing latency, we first introduce the Little theory.
Theorem: If the system being in equilibrium and the marked flow being conservative, E(R) is the mean response time or delay of the marked units. E(N ) is the mean number of marked customers in the system. Then, consider the M /M /1 queue:
Then, based on Little theory and PASTA (Poisson arrivals see time averages) property, the average queuing latency is equal to the average queuing latency of each class, which could be estimated by
Case B: Non-preemptive priority(NPP) If type 1 has non-preemptive priority over type 2, then a type 2 task cannot be preempted once it enters service. Type 1 task still have priority over any type 2 task that are waiting but not being served. Let us assume that if i < j, then type i has non-preemptive priority over type j. For type 1 task,
For type i > 1, again using little and PASTA,
Therefore, the average computing latency for each type of normal computing task could be obtained as:
C. OFFLOADING POLICY OF CRITICAL COMPUTING TASK
The computing latency for each critical computing task could be estimated by the controller. Similar with the normal computing task case, at that moment (t) that reservation request message of critical computing task j arrived at the controller, the set of critical computing tasks that has lower expire time than task j is denoted by K, the remaining processing time for normal computing task that is running in the edge computing sever is represented by R(t). The queue delay D queue of critical computing task j is estimated by
Following algorithm is implemented at the controller to make the offloading decision for critical mission when new reservation request message arrived at the controller. The output Decision j is contained in the computing offloading permission or rejection message.
Algorithm 1 Offloading Strategy for Critical Mission
Decision j = 1 7: end if 8: Output Decision j
D. OFFLOADING POLICY FOR NORMAL COMPUTING TASK
The optimization goal is minimizing the total computing latency of all computing units, including the edge offloading units and local computing units under the constraints of allowed maximum delay tolerant of each unit T i , the optimization problem is mathematically modeled as:
update ξ k i with all ξ k j (for all j = i) fixed by It is known from [9] that the optimization problem above is convex optimization. Thus, one can use the block coordinate descent (BCD) approach to deal with it as in the following iterative algorithm, where ε is the predefined iteration termination value.
The arrival of critical computing task are modeled as beta distribution with parameter(α = 3, β = 4) in the duration of [3 − 4] and [7 − 8] seconds. The total simulation time is 10 seconds.
V. SIMULATION AND RESULTS ANALYSIS
In this section, we use MATLAB simulation to evaluate the performance of proposed edge computation offload scheme. The computation tasks of field devices are classified into four types with the probabilities π i : {0.1, 0.3, 0.4, 0.2}.
The incoming computing flow of each type of normal computing task obeys Poisson distribution of parameter λ. Other parameters are listed in Table 1 . In addition, the computational capability f l i = 2GHz, f r = 10GHz, r i = 20Mbps, K i = 10 −5 . The link bandwidth bottleneck and transmission error are ignored. Fig.4 evaluates the percentage of various types of the tasks that are off-loaded under different computing task density λ in equal priority case. We found that the offloading percentage of the type-1 and the type-4 tasks is nearly 0% and 100% in all the λ values, respectively. With the increase of task density, the offloading percentage decrease due to higher queuing latency at the edge server. Fig.5 shows the offload probability for each type of tasks under different computing task density λ in non-preemptive priority case. Compared with EP case, type-2 tasks will increase the offload probability slightly due to higher priority in high load region. 6(a) depicts the average delay of periodic missions of proposed central offloading scheme, All-local computing and All-remote computing scheme in EP case. In the case where arrival rate of periodic mission is 10, Fig.6(b) shows the average delay of critical missions by changing the number of critical mission devices. Fig.7 shows the probability of outage (The probability that the computing latency larger than the maximal allowed latency) of those schemes in EP case. Fig.7 (a) depicts the outage probabilities of periodic missions. In the case where arrival rate of periodic mission is 10, Fig.7(b) shows the outage probabilities of critical missions by changing the number of critical mission devices. The delay and outage probability prove the feasibility of proposed offloading scheme. With the growing of computing load, the performance of All-remote computing solution will grow worse due to the increasing queuing delay. The offloading scheme proposed in the paper can greatly reduce the computing latency and improve the computing QoS for critical mission tasks and periodic tasks.
VI. CONCLUSION
The area of Mission critical wireless sensor network has drawn many attention from the research community, especially the control and resource management architecture and methods. The mission-critical applications demand data delivery and computing implementation bounds in both the time and reliability.
In this paper, we propose a SDN based Mission critical wireless sensor network architecture and a kind of centralized computing resource management strategy. The strategy provides timely and reliable computing and communication resource for mission-critical applications.
Simulation results showed that the proposed strategy could achieve better performance in terms of delay guarantee which indicated the feasible and effective of the proposed architecture.
Future work will include the investigation of how the proposed architecture can be extended for more complex scenarios. 
