INTRODUCTION
Condition monitoring system is very crucial to assure the reliability and safety of automatic, unmanned and adaptive machining. It is necessary to monitor the machining systems real-timely and accurately, especially to cutting tools [1] . Tool condition directly affects the quality, efficiency and safety of production. The tool change strategy is also change from the old practice, to the feasibility of instituting tool change procedures based on monitoring the amount of wear on the cutting tool-edges through the adaptive tool monitoring mechanisms. Many scholars, at home and abroad, have been doing many researches into tool wear monitoring technology. Roth John T
[1], Teti R [2] and Abellan-Nebot [3] analyze the development states, trends and existing issues of tool condition monitoring system. The process of data-driven tool wear monitoring generally includes three steps: Monitoring signal acquisition; Feature extraction; Wear states identification.
The application of sensors encompasses many sectors of industry [4] . Tool wear monitoring has been performed using many different sensing techniques including cutting temperature, motor current, acoustic emission, vibration and force [5] . And among these sensing techniques, force sensor is most expensive [6] , cutting vibration signal is free from the influence of chips and coolant, it is also very direct, real and low cost [7] . Meanwhile, the condition monitoring technology based on vibration signal is quite mature, and many achievements have been got in tool condition monitoring and fault diagnosis area. So the cutting vibration has been chose as sensing information in this paper. The features are extracted by time-domain statistical algorithms and wavelet packet algorithm. It is the aim of this work to integrate the vibration sensors to extract the largest possible effective information and got the tool wear by recognition model in cutting process.
Feature selection that is the process of adopting an appropriate subset of features out of the feature space is the key to the tool condition monitoring. An effective feature subset that is sensitive to tool wear is the basis of tool wear monitoring [2] . Usually, the original feature set is composed of the sensor information that reflects a specific dynamical behavior of the cutting tool, but some features are extracted as abstract mathematical representations without a particular physical meaning. Feature information in tool monitoring signals related to the discrimination of the tool wear states is therefore represented by a large dimensional space, which hinders the correct identification of the tool wear states. The known difficulties of large dimensionality spaces are: high processing times, complexity, and the well-known effect of the curse of dimensionality. It is necessary to extract a smaller feature set from high dimensional feature space with feature selection algorithm, which can improve the sensitivity of monitoring features.
In recent years, many feature selection technologies for tool condition monitoring have been developed, which were reviewed in [2] and [8] . Peculiarly, under the framework of SVM, Jebara and Jaakkola [9] proposed the maximum entropy discrimination for feature selection. Weston etal [10] applied the gradient descent method to select good indicators under the given number of features. Support Vector Machine Recursive Feature Elimination (SVM-RFE) has become an attractive method for feature selection [11] . It gradually eliminates a variable whose removal changes the objective function used by the SVM the least in a sequential backward elimination manner. In order to extend binary SVM-RFE to multi-class SVM-RFE, several methods based on binary SVM have been proposed such as "one-versus-rest" (OVR), "one-versus-one" (OVO) [12] .
This study uses an approach based on OVO-SVM-RFE for tool wear feature selection. With the help of SVM-RFE, the features which are irrelevant or less relevant to the tool wear will be deleted. The experimental result shows that the developed method can yield the more effective feature set in the tool wear identification.
Wear states identification modeling of performance degradation process is a critical procedure to estimate the tool wear. There is still shortage of satisfactory methods to model the performance degradation process when only few degradation samples are available. It is difficult of current performance degradation models to describe machining performance degradation of tool wear, which have small samples available. Neural networks (NNs) have been widely employed as the 451 classifier to identify the tool state [8] . Compared with other learning algorithms, the SVM possesses a firm background and excellent features, such as minimizing the system complexity, yielding a significant gain in classification accuracy. SVM is a novel machine learning method based on statistical learning theory, which can be used for the classification and regression with small samples, nonlinearity, high dimension and local minima [13] . Least Squares Support Vector Machines (LS-SVM), derived from the standard SVM, has a better resistance impatient capacity and a faster operation speed [14] . Therefore, LS-SVM is introduced to analyze the process of machining performance degradation on the tool wear in this paper.
The rest of the paper is organized as follows. Section II gives a short description of two-class SVMs, OVO multi-class SVMs, and multi-class SVM-RFE feature selection method; Section III is about the experimental study on milling datasets for feature selection and wear identification.
Section IV contains the conclusions.
II. RESEARCH METHOD
Tool wear monitoring system is composed of an accelerometer, data-acquisition devices and a micro-computer. The flank wear of cutting tool is the monitoring object. Multi-channel vibration signals are collected and converted to digital signals to feed into the computer which will accomplish data processing. Figure 1 is the schematic diagram of the milling tool wear states monitoring system. theory and structural risk minimization [15] . The basic concept of SVM is to transform the input vectors to a higher dimensional space by a nonlinear transform, and then an optical hyperplane which separates the data can be found. This hyperplane should have the best generalization capability.
For training data set
x y x y y  , to find the optical hyperplane H, a nonlinear transform, () Zx  , is applied to x, to make x become linearly dividable. A weight w and offset b satisfying the following criteria will be found [16] :
Assume that the equation of the optical hyperplane H is 00 0 
Then the search of the optimal plane H turns to a problem of a second order planning problem.
By using Lagrange method, the decision function of 0 1
From the functional theory, a non-negative symmetrical function ( , ) i K x x uniquely define a
Hilbert space H. This stands for an internal product of a characteristic space:
Then the decision function can be written as: In this study, the binary SVM-RFE was extended to multi-class SVM-RFE. OVO-SVM were proposed for multi-class classification with feature ranking scores computed from weight vectors of multiple binary SVM classifiers. The nonlinear RBF kernel function was preferred in this study to deal with the nonlinear relationship between product form features. SVM is given here; more details are given in [18] .
The LS-SVM model is defined in its primal weight space by [19] :
Where    x is a function which maps the input space into a higher dimensional feature space, x is the N-dimensional vector, w and b the parameters of the model. In LS-SVM for function estimation, the following optimization problem is formulated: 
Subjects to the equality constraints
The Lagrangian is defined as
With Lagrange multipliers k R   (called support values).
The conditions for optimality are given by According to the LS-SVM regression algorithm, the regularization parameter γ and RBF kernel parameter σ play an important role to the assessment results from the posterior reliability assessment model. In the paper, these parameters were determined as follows [20] [21]: First, Coupled Simulated Annealing (CSA) determines suitable starting points for every method. Second, these parameters are then given to a second simplex optimization procedure to perform a fine-tuning step.
III. EXPERIMENTAL RESULTS a. Experimental design
The experimental data sets were provided by PHM Society After i-level wavelet packet decompositions, the energy of the j-th node in i-th level can be computed as:
where ri=(ri (1) , ri (2) , · · · , ri(n)) is the reconstructed signal obtained from the wavelet packet coefficients corresponding to different frequency rang.
In this paper, a 7-level Daubechies wavelet packet transform is used to calculate the frequency bands energy of tool monitoring signal, and 128 frequency bands were got in each acquisition channels. Because the energy of high-frequency noise is small and has no contribution to the tool These features cannot be intuitively compared and decided which one is more suitable and reliable to be used as monitoring indices or as an input feature vector to decision algorithm, since most of them fluctuate greatly in the whole machining process(as shown in Figure 5 ). In the following section, the selection method of these features will be discussed. The proposed approach aims to construct a smaller feature set form original features by selection model based on OVO-SVM-RFE. First, an OVO multiclass SVM model using a RBF kernel was constructed; each tool-wear sample was assigned a class label and formulates a multiclass classification problem divided into a series of OVO SVM sub-problems; each test sample was sequentially presented to each of the n(n-1)/2 OVO classifiers (there are 60 wear levels, n=60).
Then, a multiclass SVM-RFE process was conducted to select the critical features. The relative importance of the features can be analyzed during each iterative step.
To quantify the performance of our algorithm in a comparative manner, other two feature selection methods were used: Fisher Score (FS): The fisher score is a method for determining the most relevant features for classification. It uses discriminative methods, and generative statistical models to accomplish this.
Fisher Score is an effective supervised feature selection algorithm, which has been widely applied in many real applications. Meanwhile, OVO-SVM-RFE algorithm performs especially well when the number of selected features is small from figure 6. Comparing to FS and IG, SVM-RFE can achieve much more compact representation without sacrifice of discriminating power. Figure 7 gives the results of the LS-SVM estimation for the optimal values of γ=2011 and σ 2 =129. Figure 8 gives the results of the network whose architecture was 20-41-1 network based on minimum RMS error. Comparing the results of these two methods, the error of the ANN is greater than the error obtained with LS-SVM. In other words, it seems that LS-SVM presents a greater capability of generalization than the ANN. 
Information Gain (IG):

