complete problem and is also a hot topic in the operational research. But traditional methods might suffer from slow convergence and the curse of large sizes, heuristics-based swarm intelligence can be an efficient alternative. Particle swarm optimization (PSO) is known to effectively solve engineering optimization problems. In this paper, the PSO in solving VRP is comprehensive surveyed from two basic aspects: the improved PSO algorithms and the particle encoding method. For each application, technical details that are required are all discussed. Finally, a summary is given together with suggestions for future research.
INTRODUCTION
Vehicle Routing Problem (VRP) was first proposed by Dantzig and Ramser in 1959 [1] . Its purpose is to design the least costly routes for a fleet of capacities vehicles to serve geographically scattered customers. According to the characteristics of different applications, many extended VRP types were defined and classified. VRP has been proved to be an NP-complete problem. Due to the complexity of VRP, exact algorithms often perform very poorly. As a result, meta-heuristic algorithms are conspicuously preferable in practical applications. The main advantage of the metaheuristic techniques is their flexibility for handling numerous qualitative constraints that are common in the VRP [2] .
Particle Swarm Optimization (PSO), inspired by social behavior of bird flocking or fish schooling, is a population based stochastic optimization technique proposed by Kennedy and Eberhart [3] . PSO is a computational intelligence-based technique that is not largely affected by the size and can be easily implemented on computer, and also can converge to the optimal solution in many problems.
It can, therefore, be widely applied to different optimization problems. A number of papers have been published in the past few years that focus on its application [4] [5] [6] . PSO was originally developed for optimization in a continuous space and has shown its robustness and efficiency. Recently many researchers have been conducted for extending PSO to discrete optimization problems. Aimed at VRP, some methods based on the PSO were also proposed . The normal methods for solving it are to proposed an improved approach based on PSO or to design a newly particle encoding mode. This paper provides a comprehensive survey of solving VRP by PSO from two basic aspects: the improved PSO algorithms and the particle encoding modes. Each group of approaches is detailed described.
II. PRBOLEM DESPCRITION OF VRP
The VRP is described as follows: The problem with one center storehouse and some customers is considered. Some vehicles are available to carry the cargo for all the customers. The main objective function is to minimize the transport cost. Generally the transport cost is simplified as the routing length. Assume that the depot is node 0(i=0), and L(i=1,2,…,I) customers are to be served by K(k=1,2,…,K) vehicles, the demand of customer i is g i , the capacity of vehicle k is q, the distance of traveling from customer i to customer j is c ij . Then the objective function is shown as below:
(1) mize min
Subject to:
where x ijk is a binary variable indicating whether vehicle k arrives at node j from node i, if vehicle k arrives at node j from node i, then x ijk =1, otherwise, x ijk =0. y ki is a binary variable indicating whether the node i is served by vehicle k, if the node i is served by vehicle k, then y ki =1, otherwise, y ki =0. The objective function in (1) aims to minimize the total distance. Constraint set (2) regulates that the load of each vehicle should not exceed its capacity. Constraint set (3) represents each customer demand must be satisfied and only fulfilled by one vehicle. Constraint sets (4) and (5) ensure that there has only one vehicle which arrival and departure from a customer.
III. PARTICLE SWARM OPTIMIZATION
PSO is a population based search algorithm. In a Ddimensional search space, each particle is treated as a point and has two attribute values: position and velocity. The position of the ith particle is represented as x i =(x i1 , x i2 , x i3 ,…, x iD ). The velocity of the ith particle is represented as
. PSO was initialized with a group of random particles and then search for optimum solution via updating velocity and position of each particle. In each generation, each particle updates itself continuously by following two extreme values: the best position found by the particle by far (pbest) and the best position in the swarm at that time (gbest). After finding the above extremes, the scheme for updating the position and velocity of each particle is shown as follows: ) ( ) (
where k id v is the velocity of the ith particle in the kth iteration of the dth dimensional; k id x is the position of the ith particle in the kth iteration of the dth dimensional; r 1 and r 2 is a random number on the interval [0, 1]; c 1 and c 2 are learning factors, in general, c 1 = c 2 =2; w k is the inertia weight factor selected between (0.1, 0.9). Equation (6) is used to calculate the particle's new velocity according to its previous velocity and the distances of its current position from its own best experience and the group's best experience. The particle flies toward a new position according to equation (7) .
IV. PSO: APPLICATIONS TO VRP
This section presents an overview of the applications of the PSO technique to VRP.
A. PSO with different social structures
PSO use a population-based model as the backbone of the algorithm and solve problems by sharing information via social interaction among particles in the population. In the standard PSO, each particle learns from not only its own experience but also the experience that gains from other particles. In the processing of social learning, the social structure for the PSO is determined through the formation of neighborhood to communicate. It has been reported that the social structure have a great influence on the overall performance of the PSO technique. The standard PSO is called the global version in which each particle can communicate with every other particle, forming a fully connected social network. However, the global version may suffer from the problem of premature convergence. To overcome this problem, other social structures have been proposed to impede the communication among particles and preserve the swarm diversity.
1) GL-PSO:
In 1999, Suganthan presented a local version PSO based on neighborhood operator. In the initial stages of the optimization, the PSO algorithm's neighborhood will be an individual particle itself. During the evolution, the neighborhood will be gradually extended to include all particles. The variable gbest in the equation is replaced by lbest, which is the best solution within a neighborhood of a particle to be updated. Compare with the global version, the local version is not easy to be trapped into local optimum but a little bit slower. Learn from the global version and local version, N.Li [7] , Z.J.Shao [8] . and X.G.Luo [9] adopt an mixed approach, namely GL-PSO, for solving VRP, Vehicle Routing Problem with stochastic travel time, Vehicle Routing Problem with non-full load, respectively, and the experimental results have indicated that the mixed approach not only is an effective method on the area of the success rate of searching best route but also has the quick search capabilities for above problems. GL-PSO allied the global version with the local version, that is, use the gbest and the lbest to update its velocity at the same time. The velocity update equation is as follows:
2) FDR-PSO:
N.Z.Zhang [10] applied FDR-PSO (Fitness-DistanceRatio based PSO) to facility VRP. Social learning behaviors of a particle in FDR-PSO include not only the gbest but also the nbest. The nbest is the best positions visited by the near neighbors of a particle, and accomplished by using selecting a particle that maximizes the ratio of the fitness difference to the one-dimensional distance. The velocity update equation is as follows:
where |...| denotes the absolute value, and it is presumed that the fitness function is to be maximized.
3) GLNR-PSO:
One recent publications have been devoted to the application GLNR-PSO algorithm to resolving vehicle routing problem with simultaneous pickup and delivery (VRPSPD) [11] and the capacitated vehicle routing problem (CVRP) [12] . GLNR-PSO is a multiple social structure technique that is build by combining the three well-known [ ]
where the w k was been redefined. The lbest is the best position of among several adjacent particles. The nbest is determined based on FDR. GLNR-PSO was tested on VRPSPD and CVRP using benchmark data sets available from literatures. The computational result shows that the GLNR-PSO is competitive with other published results.
4) multi-population PSO:
For a complex combinatorial optimization problem, particle of the original PSO with single population has the possibility of focusing in a non-optimal solution and cannot continuous achieve the better solution. Y.Wu [13] designed a multi-population PSO aimed at the local convergence for VRPTW. The multi-population PSO takes two populations initialized with two different methods: the random method and the construction method. Two populations import the memory mechanism in each particle, and choose the better particle into memory. After parallel operation alone to a number of iterations, two populations select some particles to replacement inferior particles of the other population. In comparison with the PSO and the GA, this algorithm is proved an efficient method for VRPTW.
B. Hybrid PSO
Under this category, a natural evolution of the particle swarm algorithm can be achieved by incorporating methods that have already been tested in other optimization techniques. Many authors have considered incorporating selection, SA, GA, ACO, as well as the TS, and other methods into the PSO algorithm for VRP.
1) Hybrid of Simulated Annealing and PSO (SA-PSO):
Simulated annealing (SA), first proposed by Kirkpatrik et. al. is a heuristic technique that mathematically mirrors the cooling of a set of atoms to a state of minimum energy and suitable for solving combinatorial optimization problems. For solving VRP, many researchers proposed a hybrid PSO algorithm which combines the fast optimum search ablity of original PSO with probability jump property of SA [14] [15] [16] . Use PSO for optimization task assignment at first, and then use SA for optimization routing. In SA-PSO, Q.Yang [17] adopted 2-opt exchange method to construct neighborhood solution. The method of exchange in sequence to construct neighborhood solution was employed by Q.Liu [14] . Based on the real traffic investigation data of Xi'an City and the classical VRP, the VRP model is calculated and simulated through programming. The Simulation result shows the SA-PSO is validity.
2) Hybrid of Guided Local Search and PSO (GLS -PSO):
L.Lu [18] discussed combining PSO based on population search algorithm with the GLS based on trajectory search algorithm to solve stochastic vehicle routing problem (SVRP). In the first, use PSO to search with the characterizes of population parallel and overall random in different regions of the search space, and use GLS algorithm to further search for better solutions in certain region. This algorithm introduces the guided local search to reduce the possibility that the search for particle falls into the local optima so as to obtain a more optimal solution.
3) Hybrid of Ant Colony Optimization and PSO (ACO-PSO):
S.X.Wang [19] used hybrid optimization algorithm which was composed of PSO and improved ACO to settle the multi-depots vehicle routing problem. Order numbers for vehicles to freight were got by particle position vector, single vehicle route was got by ACO, and then evaluated and filtered particles according to optimal vehicle routes, circulated until terminate qualification. The result shows the optimization vehicle route length by swarm mix algorithm is less than modified ACO.
4) Hybrid of Tabu Search and PSO (TS-PSO):
C.X.Zhao [20] constructed hybrid algorithm by merging PSO with tabu search algorithm. In his study, carry out tabu search for the gbest when the change is too small after a numbers of iterations. Based on the implementation of hybrid optimal algorithm and by comparison with the result generated by basic PSO, hybrid algorithm has enhanced the speed of solving evidently and the deficiency of converging slowly.
5) Hybrid of Chaos Search and PSO (CS-PSO):
Y.G.Cai and M.Wei [21] presented a new adaptive chaos particle swarm optimization algorithm for vehicle routing problems (AVRP). During the calculating process, the current best particle to search the effective position by introducing chaos is determined by the variance of the population's fitness and the current optimal solution. By combining PSO with the chaotic partial searching, the proposed algorithm can avoid local optimum caused by original PSO and improve the accuracy in the later evolution period compared with original PSO.
In addition to, Z.X.Zhang and C.W.Lu [22] proposed algorithm integrates niche technology with PSO. In the iteration, the local best positions are determined by niche technology. In 2008, Population-Based Increased Learning (PBIL) algorithm combined with PSO algorithm is put forward to solve VRP. With the test on VRP of an actual logistics company, the PBIL-PSO is proved to have high performance and efficiency. Improved PSO with GA and SA were applied to solve Open Vehicle Routing Problems (OVRP) has been developed by Z.X.Chen [23] . On one hand, execute mutation and crossover operations, look for the pbest and the gbest; on the other hand, search the better particle make use of SA. The good convergence state of the global best solution has proved the algorithm applied to solve OVRP was effective.
C. PSO: variants
This section describes different variants of the PSO algorithm. Some of these variants have been proposed to incorporate either the capabilities of other evolutionary computation techniques, such as mutation or cross for a better performance.
1) PSO with mutation operator
The standard PSO converge relatively rapidly in the first phase of the search and then slow down or stop. This behavior has been attributed to the loss of diversity in the population. This character can lead to the whole swarm being trapped in a local optimum from which it becomes impossible to escape. To enhance the diversity of particle, F.Wang [24] applied PSO with the mutation operator in vehicle routing problem with stochastic demands (VRPSD). In the later phase of evolution, if the change of gbest was zero or a little after certain iterations, it will was reserved and reinitialize few dimensions of other particles in the population. Experimental results indicate that the advanced PSO can improve the global convergence ability and is superior to basic PSO and GA. In order to solve the VRPTW with multiple objectives, a solution was also proposed by combining PSO with mutation operator [25] . In the solution, with the help of roulette-wheel selection and mutation operator, the discrete problem with multiple objectives could be converged to optimal Pareto set and equally distributed along Pareto curve. Result of the experiments showed that the algorithm was simple and effective.
2) PSO with cross operator
The idea of inter-cross from genetic algorithm is employed by B.Wu [26] . Two particles selected from the whole population form new particles through re-arrangement according to the cross probability. The original particles are called parents; the rearranged particles are called child. If child is better than parent, then the parent were replaced with the child, otherwise, give up child. Twelve numerical examples designed by Augerat and Christofides were tested. The scale of the problems is from 22 to 80. The experimental results show the better performance of the proposed algorithm compare with PSO and GA.
3) PSO with adaptive inertia weight In 2008, T.J.Ai and V.Kachitvichyanukul proposed an adaptive version of PSO based on the social structure of GLNR-PSO [27] . This method has additional capability to self-adapt its inertia weight (w). The w is controlled so that the balance between exploration and exploitation phases of the swarm is maintained. The performance of this adaptive PSO is evaluated for solving VRP instances and is compared with the existing application of PSO for VRP. The computational experiment shows that the adaptive version of PSO is able to provide better solution than the existing nonadaptive PSO with slightly slower computational time.
V. ENCODING DESIGN
Solution representation of vehicle routes is one of the key elements for effective implementation of PSO for VRP. The better decoding scheme gives higher possibility to get feasible solution.
A. matrix expression
To solve multi-depots single vehicle routing problem based on PSO, particle position matrix expression is presented in Equation (13) [12] . The computational result shows that SR-1 and SR-2 is competitive with other methods for solving CVRP in term of solution quality and computational time. The solution representation of SR-1 with n customers and m vehicles will require particle with (n+2m) dimension. Each particle dimension is encoded as a real number. The first n dimensions represent priorities of customers; each customer is represented by one dimension. The other 2m dimensions are related to vehicles, each vehicle is represented by two dimensions. The summary of solution representation and its main conversion are displayed in Fig.1 . The decoding method of SR-1 starts by transforming the particle to a priority list of customers to enter the route and a priority matrix of vehicles to serve each customer. The vehicle routes are constructed based on the customer priority list and vehicle priority matrix. The solution representation SR-2, which expands the basic idea of SR-1, consists of 3m dimensional particle and each particle dimension is encoded as a real number. All dimensions are related to vehicles, each vehicle is represented by three dimensions: two dimensions for the reference point and one dimension for the vehicle coverage radius. SR-2 starts with the transformation of particle to the vehicle orientation points and the vehicle coverage radius. The vehicle routes are then constructed based on these points and radius. For each vehicle, starting from the first to the last vehicle, a feasible route consists of customers that located inside its coverage area and have not been assigned to other vehicle is constructed. Vehicle coverage area is defined as an area inside a circle centered at its reference point within its coverage radius.
VI. CONCLUSIONS AND FUTURE RESEARCH PATHS
VRP in real life has widely applications and has been proved to be an NP-complete problem. Because PSO has the advantage of fast convergence, easy to calculate and good robustness, consequently, many researchers applied PSO to VRP and proposed a number of improved methods based on it. In this paper we have given a very comprehensive review of the most important Vehicle Routing Problem techniques developed for PSO. This paper provides a comprehensive survey of solving VRP by PSO from two basic aspects: the improved PSO algorithms and the particle encoding methods. Each group of approaches is detailed described. However, there is still plenty of room for new techniques and more research in this area. For example, further research to design the general particle encoding schemes method in order to solving variants of VRP should be carried out. Since the variants of VRP differ from one another only on the specific problem constraints, the adjustment is only required in the constraint feasibility checking of the decoding method. However, the effectiveness of this idea needs further exploration. 
