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Structural Generative Descriptions for Time Series
Classification
Edgar S. García-Treviño and Javier A. Barria
Abstract—In this paper, we formulate a novel time series
representation framework that captures the inherent data depen-
dency of time series and that can be easily incorporated into
existing statistical classification algorithms. The impact of the
proposed data representation stage in the solution to the generic
underlying problem of time series classification is investigated.
The proposed framework, which we call structural generative
descriptions moves the structural time series representation to
the probability domain, and hence is able to combine statistical
and structural pattern recognition paradigms in a novel fashion.
Two algorithm instantiations based on the proposed framework
are developed. The algorithms are tested and compared using
different publicly available real-world benchmark data. Results
reported in this paper show the potential of the proposed rep-
resentation framework, which in the experiments investigated,
performs better or comparable to state-of-the-art time series
description techniques.
Index Terms—Statistical-structural pattern recognition, struc-
tural generative descriptions (SGDs), time series classification,
time series representation.
I. INTRODUCTION
T IME series classification constitutes an important sub-set of data mining applications since a large number
of domains consists of this particular class of temporal data.
Notable application domains are among others, medical sig-
nal analysis, speech recognition, fault condition monitoring,
mining in temporal databases, and robot sensor analysis.
Machine learning and data mining communities have exten-
sively studied the problem of time series classification, result-
ing in a plethora of solutions and algorithms. However, the
bulk of statistical clustering and classification techniques avail-
able are formulated in the context of static data (data whose
feature values do not change over time) [1]. In order to apply
classification methods developed for static data to the con-
text of time series, usually one of the following strategies is
followed [1]. The first strategy is an algorithmic-based solu-
tion that modifies the classification algorithms developed in
the context of static data to allow them to handle data whose
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features change with time, this is generally accomplished by
replacing the distance measure used for static data with one
suitable for time series. The second strategy converts time
series into static data and then directly apply classification
techniques developed for static data. However, the high amount
of data dependency present in time series data is generally
ignored by readily available static data algorithms.
In this paper, we look at the generic problem of time series
classification, and investigate the corresponding impact of the
data representation stage in the solution. To this end, we
formulate a novel time series representation strategy that cap-
tures the inherent data dependency of time series and that
can be easily incorporated into existing statistical classifica-
tion algorithms. Specifically, by moving the structural time
series representation to the probability domain, the proposed
framework is able to combine statistical and structural pattern
recognition paradigms in a novel fashion.
The proposed structural generative descriptions (SGDs)
framework is motivated by the observation that in complex pat-
tern recognition problems, in which the structural dependency
is important, an effective strategy would be to describe each
pattern in terms of simpler subpatterns and the relationship
among them [2]. The proposed representations, first decom-
poses time series patterns into simpler subpatterns, and then
learns a probabilistic model for each of these subpatterns (we
note that each probabilistic model can also be divided into
simpler elements or primitives). The representations are com-
pleted by defining the set of attributes and relationship between
primitives. In this context, we name the probabilistic mod-
els as probability domain generative subpatterns and, we term
their corresponding simpler elements (primitives) as probabil-
ity domain generative primitives. This representation provides
a description on how input time series patterns are constructed
from their given probabilistic subpatterns and primitives. Note
also that we use fixed-length feature vectors to describe the
probability domain subpatterns and primitives. This enables us
to select any of the well established statistical techniques in a
subsequent supervised/unsupervised classification stage.
The SGDs framework proposed here treats time series
sequences as stochastic processes for which the probabil-
ity density function contains all the statistical information
required for its characterization. If this is the case, time
series patterns and subpatterns can be effectively characterized
by considering their associated specific stochastic properties.
Note that the assumption underlying the proposed approach
is general and does not depend on the particular class of
objects to be recognized. It holds for a great variety of time
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series applications for which the hypothesis of grouping pat-
terns according to their corresponding structural generative
properties is valid. Furthermore, the development of a SGDs
framework is also motivated by the fact that structural and sta-
tistical pattern recognition frameworks possess complementary
properties and then a combined approach overcomes some of
their associated deficiencies while exploiting some of their
advantages.
The time series description strategy using the SGDs frame-
work proposed in this paper has three main advantages: 1) it
provides a compact representation of time series patterns; 2) it
allows the construction of domain-independent time series
classification systems; and 3) it also provides a description
of the generation process of input time series data.
The reminder of this paper is organized as follows. In
Section II relevant work in the area of time series classifi-
cation is briefly reviewed. In Section III the proposed SGDs
framework is presented. Two algorithmic instantiations are
formulated in Section IV. Section V includes the evaluation
of the proposed framework. Final remarks can be found in
Section VI.
II. RELATED WORK
There is a great body of research, within machine learning
and data mining communities dedicated to investigate time
series classification issues; however, to the best of our knowl-
edge, none of the existing approaches has considered time
series representations similar to the proposed SGDs before. In
this section, we review the literature on time series supervised
and unsupervised classification using as criterion the chosen
time series representation. An experimental comparison of
time series representation methods and distance measures can
be found in [2], while an overview of time series clustering
techniques can be found in [1].
A. Time Series Representations Found in Classification
Approaches
According to the pattern recognition framework the time
series representations used by classification approaches can be
categorized into statistical or structural. The great majority of
the representation approaches available fall within the frame-
work of statistical pattern recognition which, by combining
the categorizations introduced by [1] and [3], they in turn can
be grouped into two categories. The first group are descrip-
tive techniques which are based on the direct comparison of
observations (raw data-based approaches) or the conversion
of time series data into a fixed-length feature vector (feature-
based approaches), and the subsequent application of distance
measures. The second category includes inferential techniques
(also known as model-based approaches in [1]) that rely on
the construction of statistical models for time series and the
posterior evaluation of dissimilarity measures. But in this case,
with respect to the underlying generation process of time series
patterns, generally assumed to be linear and Gaussian.
Within raw data-based descriptive approaches, we can dis-
tinguish techniques based on sampling, piecewise approxi-
mation, and salient point. Feature-based descriptive methods
can be categorized according to the transformation technique
they employ or the domain in which the distance similarity
measure is applied namely, autocorrelation, cross-correlation,
Fourier, Wavelets, principal component analysis (PCA), and
single value decomposition (SVD). On the other hand, infer-
ential time series classification approaches can be grouped
according to the statistical model in which they are based on,
e.g., ARIMA, ARMA, and Hidden Markov Models.
Although, the majority of existing approaches fall within
the framework of statistical pattern recognition, some domain-
specific solutions can be found relying on structural pattern
recognition concepts.1 Relevant approaches within this cat-
egory are codebooks of key sequences, waveform parsing
systems, least squares-based signal decomposition algorithms
as well as fuzzy structural pattern recognition systems. Note
that the so called symbolic aggregate approximation [5] and
its variants fall within this category. Shapelet transform-based
techniques [6] which use shapelets as pattern primitives can
be also considered structural approaches. Note also that time
series structural representations are common in other time
series mining tasks such as periodic pattern detection [7].
B. SGDs Versus Wavelet-Domain Gaussian Mixtures Models
Techniques, such as the popular wavelet-domain Gaussian
mixture models of Mel-scale cepstral coefficients (Wavelet-
MFCCs-GMM) from speech recognition [8], may look similar
to the proposed SGDs framework since both combine a
wavelet decomposition block with a Gaussian mixture model
(GMM). However, the two algorithms are essentially differ-
ent. There are three fundamental differences between the two
techniques. The first difference is that different features are
used for each technique, in MFCCs-GMM techniques they
are the MFCs coefficients whereas in the proposed algorithm
the features include the parameters of each of the Gaussian
Models employed to describe each pattern. This means that
in our case, we have a reduced number of features indepen-
dent of the size of the time series analyzed. On the contrary,
the number of features when we consider the MFCCs-based
approach is equal to number of samples in the time series mul-
tiplied by the number of decomposition bands. Note also that,
Gaussian models play a different role in these approaches.
In the proposed approach they are used for feature extrac-
tion whereas in techniques based on MFCCs-GMM they are
employed as a part of the classifier. The second difference is
that, for the classifier a different type of learning is employed.
Techniques based on MFCCs-GMM rely on a classifier with
generative learning. In contrast, discriminative learning is used
in the proposed SGDs approach. The third difference is that,
although techniques based on MFCCs-GMM consider some
structural ideas (decomposition of input patterns into subpat-
terns) they are not fully formulated using structural concepts
(i.e., patterns, subpatterns, primitives, as well as primitive’s
attributes and primitive’s relationships) as in the proposed
approach.
1Since structural techniques are based on the conversion of time series
data into symbolic form, they are also referred in the literature as symbolic
techniques [4].
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Fig. 1. Proposed SGDs for time series.
III. STRUCTURAL GENERATIVE DESCRIPTIONS
FRAMEWORK
The proposed SGDs times series representations comprises
a multiresolution decomposition, where input time series are
decomposed into subpatterns at different resolutions using a
given decomposition transform, and a density estimation stage,
where the obtained subpatterns are mapped into the probability
domain by using a selected density estimation technique.
A key point of the time series description method pro-
posed here, is the extraction of a representation of time series
based on a combined time-domain and probability-domain
structural procedure: the multiresolution pattern decomposi-
tion is done in the time domain, while pattern analysis and
primitives extraction are performed in the probability domain.
This procedure is depicted in Fig. 1. Note that since in the
proposed SGDs representation framework we assume primi-
tives of probability subpatterns to be the base functions (i.e.,
Gaussian or wavelet functions) used by the selected density
estimation technique, then finding primitive’s attributes and
primitive’s relationships can be done by means of nonpara-
metric density estimation techniques. Note also that although
the proposed SGDs representations are not formulated in lin-
guistic terms, they are structural in essence. This remark is in
accordance to findings reported in [9], where the term struc-
tural pattern recognition is meant to refer to all methodologies
which attempt to describe objects in terms of their parts and
the juxtaposition relations between them.
A. Structural Generative Description Block
The proposed SGDs assume a set of N univariate time series
X = {xi}, i ∈ N = {1, 2, . . . , N}, here each xi = {xi(t)} is
an ordered sequence of n real-valued observations taken at
discrete times t ∈ T = {1, 2, . . . , n}. The objective of the
description task is to extract, for each time series xi, a fixed-
length feature vector fxi suitable to perform the subsequent
supervised or unsupervised classification tasks.
The first stage of the SGDs framework is a multiresolution
transformation ∗ that decomposes the input time series pat-
tern xi = {xi(t)}t∈T into a finite set {xip}p∈P of P different
time-domain resolution versions of the input pattern. For this,
consider that initially xi is decomposed according to the fol-
lowing general equation: xim = {xim(t)} = (xi; m), where the
index m ∈ M = {M, M − 1, . . . , 1} with M ⊂ Z, is associ-
ated to the resolution and M denotes the coarsest resolution of
the decomposition process. If, in order to avoid redundancy,
instead of working directly with subpatterns xim we consider
the differences x˜im between consecutive xim, which are calcu-
lated using: x˜im = xim−1 − xim. Then the set {x˜iM, x˜iM−1 . . . , x˜i1}
is the set of different resolution structural time-domain sub-
patterns containing complementary information for xiM . In
this paper, we consider a multiresolution transformation ∗
based on the concept of nested subspaces with an approxi-
mation operator that follows the properties described in [10]
for multiresolution approximations. Hence, the input pattern
xi can be assumed similar to the highest resolution pattern
xi0, and in that sense it can be alternatively expressed as
xi = xi0 = xiM + x˜iM + x˜iM−1 . . . + x˜i1. Note here the struc-
tural characteristics of the decomposition process, in which the
input pattern xi is constructed by combining its corresponding
subpatterns associated to different resolutions.
The second stage of the proposed SGDs is the map-
ping of the obtained subpatterns into the probability domain
by estimating their probability density functions. Let us
consider the set of subpatterns defined by: {x¯ip}p∈P =
{xiM, x˜iM, x˜iM−1 . . . , x˜i1}, where {x¯ip}p∈P with P = {1, 2, . . . , P}
and P = M + 1 denotes the set of P multiresolution time
domain subpatterns of the time series pattern xi contain-
ing complementary information at different resolutions, where
x¯i1 = xiM and x¯iP = x˜i1, here x¯ip refers to the p time domain
subpattern of the input pattern xi.
Then the approximated probability density for the subpat-
tern x¯ip using the estimator parameters θ ip = {θ ik}k∈K, with
K = {1, . . . , K} and K denoting the number of parameters,
is expressed by fˆ ip(x¯ip, θ ip). Note that a key assumption in
the framework proposed here, is that the estimated density
fˆ ip(x¯ip; θ ip) is a probability domain version of x¯ip, denoted as
x˘ip, and in that sense, it is a probability domain subpattern for
the time series pattern xi. Consequently, the set {x˘ip}p∈P is the
set of probability domain subpatterns of xi.
Note that in the proposed framework there are no assump-
tions about the functional form of the probability densities
employed, and as a consequence their estimation is not
restricted to a particular parametric or nonparametric tech-
nique. The only requirement is an sparse density represen-
tation, which means that for the subpattern x¯ip the estimated
density fˆ ip(x¯ip; θ ip) is expressed by a reduced number of param-
eters θ ip. Since probability density functions embody all the
information for the characterization of stochastic processes,
the obtained probability domain subpatterns {x˘ip}p∈P can
be used to generate or synthesize time domain subpatterns
with similar stochastic properties than {x¯ip}p∈P . This property
makes the proposed probability domain subpatterns essentially
generative.
Although, there are different procedures for density estima-
tion in the literature, the three most commonly used methods,
that is, kernel-based, Gaussian mixtures, and orthogonal series
can be defined, in broad terms, as the weighted combination
of k base functions namely, kernels, Gaussian functions, or
orthogonal functions. Considering this, the estimated density
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for the time domain subpattern x¯ip can be expressed accord-
ing to: fˆ ip(x¯ip; θ ip) =
∑
k α
i
p,kh(x¯
i
p;β ip,k), where αip,k represents
the weight for the kth term, and h(x¯ip;β ip,k) denotes the base
function with parameters represented by β ip,k. Note that in the
left side of the equation the set of parameters θ ip is equal to
{αip,k, β ip,k}k∈K.
For the SGDs representations proposed here, the set of
base functions {h(x¯ip;β ip,k)}k∈K constitute structural genera-
tive primitives for the probability domain subpattern x˘ip while
the sets {β ip,k}k∈K and {αip,k}k∈K, are the corresponding set
of primitive’s attributes and the set primitive’s relationships,
respectively. While the former set specifies particular char-
acteristics of the primitive, the latter set describes the way
primitives are related in order to construct a given probability
domain subpattern.
The set of probability domain subpatterns is constructed
using the same primitive (e.g., kernels, Gaussian functions,
orthogonal functions), but with different numerical attributes.
The SGDs framework is based on describing the time series
subpattern x¯ip using its primitive attribute set {β ip,k}k∈K and
its relationships set {αip,k}k∈K. In this way, the input time
series pattern xi is described using the set of attribute
sets {{β ip,k}k∈K}p∈P of structural probability domain primi-
tives together with the corresponding set of relationship sets
{{αij,k}k∈K}p∈P , both grouped together in fxi , which is a fixed-
length feature vector. In Fig. 1, we show a general block
diagram for the proposed SGDs representations.
B. Statistical Discriminative Classification Using SGDs
The classification of time series based on the proposed
SGDs do not require a grammar or a parsing algorithm, since
the descriptions provided are fixed-length pattern representa-
tions, and as a consequence, they allow the subsequent use
of well-established techniques from statistical decision theory.
Hence, the supervised or unsupervised classification block can
be formulated in general terms as the task of finding a discrim-
inant function g(fxi) which determines the class membership of
the generative structural description of the pattern xi expressed
by the feature vector fxi .
IV. TWO ALGORITHMIC INSTANTIATIONS
In this section, two algorithms based on the proposed SGDs
framework are developed. They only differ in the density
estimation technique used to obtain the structural generative
descriptor. The first method, that we call SGDG, relies on
the use of finite Gaussian mixtures (FGM) which belongs
to the semi-parametric category of density estimation tech-
niques. The second algorithm, referred to as SGDW, is founded
on wavelet density estimators (WDE) and belongs to the
nonparametric density estimation category. Both algorithms
use discrete wavelet transform (DWT) for the multiresolution
decomposition stage.
We have selected DWT since: 1) it is the most popular
multiresolution decomposition method; 2) it has strong the-
oretical foundations; 3) there are fast algorithms available;
and 4) it is a nonredundant wavelet transform. Regarding the
WDE and FGM estimators they have been considered because:
1) among the sparse density estimators, these techniques are
among the simplest to implement and 2) they consider dif-
ferent base functions namely, wavelet and Gaussian functions,
and in this way they show how the proposed SGDs framework
can be implemented using different generative primitives.
A. Wavelet-Based Multiresolution Decomposition
For this stage, let the time series xi be decomposed into
scaling and wavelet coefficients according to DWT equations
aiM,l =
〈
xi(t), φM,l(t)
〉 (1)
dim,l =
〈
xi(t), ψm,l(t)
〉 (2)
where M ∈ Z, m ∈ M = {M, M − 1, . . . , 1}, l ∈ L ⊂ Z
and the operator 〈.〉 denoting the inner product in L2(R). In
(1) and (2), aiM,l and dim,l are the corresponding scaling and
wavelet coefficients associated to resolutions 2−M and 2−m,
respectively. With the scaling function defined as φM,l(t) =
2−M/2φ(2−Mt − l) and the wavelet functions expressed by
ψm,l(t) = 2−m/2ψ(2−mt − l). Here, the index M is related
to the coarsest resolution 2−M .
Therefore, the time domain subpattern corresponding to the
coarsest resolution 2−M is xiM = {xiM(t)}t∈T where xiM(t) is
calculated using: xiM(t) =
∑
l a
i
M,lφM,l(t).
Note that, for the proposed DWT framework, detail coeffi-
cients dim,l, and their corresponding reconstructed time domain
subpatterns x˜im = {x˜im(t)}t∈T are the differences between sub-
patterns associated to consecutive resolutions x˜im = xim−1 −
xim. Therefore, x˜im(t) can be directly expressed as: x˜im(t) =∑
l dim,lψm,l(t).
In the DWT context, the highest resolution of the analysis is
20 and its associated pattern xi0 is assumed equal to the input
pattern xi. Hence, it can be alternatively expressed as: xi =
xi0 = xiM + x˜iM + x˜iM−1 . . . + x˜i1. Note that all the information
of xiM and x˜im is already contained in the corresponding set of
scaling coefficients aiM = {aiM,l}l∈L and wavelet coefficients
dim = {dim,l}l∈L. In that sense aiM,l and dim,l can be viewed as
compact representations of xiM and x˜im and hence considered
wavelet domain subpatterns of xi. For clarity consider
{x¯ip}p∈P = {aiM, diM, diM−1 . . . , di1} (3)
where {x¯ip}p∈P withP = {1, 2, . . . , P} with P = M + 1 denotes
the set of P multiresolution wavelet domain subpatterns of the
time series pattern xi containing complementary information at
different resolutions. Here, x¯i1 = aiM and x¯iP = di1.
B. Density Estimation
The second stage in the SGDs framework is mapping the
wavelet domain subpatterns of (3) into the probability domain.
This is done by estimating their corresponding probability
densities using the WDE and FGM algorithms.
1) Wavelet-Based Density Estimator: WDE relies on rep-
resenting the probability density as an orthogonal series of
scaling and wavelet functions. We restrict ourselves to the
WDE with the lowest computational complexity which only
considers scaling functions φ.
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In the SGDs context, the probability domain subpattern x˘ip is
the density of the time domain subpattern x¯ip = {x¯ip(vp)}vp∈Vp ;
Vp = {1, . . . , |x¯ip|} evaluated at point uq, and it is defined by
the following WDE equation:
x˘ip = fˆ ip(uq) =
∑
k
cˆip,j0,kφj0,k(uq) (4)
where φj0,k(uq) = 2−j0/2φ(2−j0uq − k) is the scaling func-
tion associated to the base resolution 2−j0 with j0 ∈ Z and
k ∈ K ⊂ Z. Here uq ∈ U = {u1, . . . , uQ}; U ⊂ R is a set of
Q points in which the corresponding density is evaluated. The
selection of the number of points uq involves sampling Q lin-
early spaced points within the interval [0, 1]. In the experiment
carried out we have selected Q to be equal to 10 for each level
of decomposition p. Therefore, when there are more than one
decomposition levels the total number of points uq evaluated
is equal to 10P. In (4), the scaling function coefficients cˆip,j0,k
are estimated according to: cˆip,j0,k = 1n
∑
vp
φj0,k(x¯ip(vp)).
Note that for convenience WDEs are usually restricted to
the space L2([0, 1]), which implies that the input data requires
to be normalized to the interval [0, 1]. In this way, at resolution
2−j0 , the set of translation parameters is k ∈ K = {−(2nφ −
1), . . . , 2j0} ⊂ Z, where nφ denotes the order of the scaling
function filter (for instance, nφ = 1 for db1, nφ = 2 for db2,
and so on).
2) Finite Gaussian Mixtures Estimator: The second den-
sity estimation method suggested is the FGM estimator which
assumes that the component distributions belong to the para-
metric family of Gaussian functions. Here, the probability
domain subpattern x˘ip which is the probability density of the
wavelet domain subpattern x¯ip = {x¯ip(vp)}vp∈Vp with Vp =
{1, . . . , |x¯ip|}, can be expressed according to the following
equation:
x˘ip = fˆ ip(uq) =
K∑
k=1
wˆip,kϕ
i
p,k(uq)
=
K∑
k=1
wˆip,kN (uq; μˆip,k, 	ˆip,k) (5)
where K is the number of components in the mixture,
N (uq; μˆip,k, 	ˆip,k) is a normal distribution with mean μˆip,k,
covariance matrix 	ˆip,k, and mixture weight wˆ
i
p,k evaluated at
point uq ∈ U . Note that the mixture weight for this case has
the constraint
∑K
k=1 wˆip,k = 1.
C. Remarks on SGDW and SGDG Algorithms
The block diagram for the proposed algorithms is presented
in Fig. 2. Note that since SGDW algorithm relies on linear
WDE as density estimate, primitives are the scaling func-
tions φ(·), while their parameters {k}k∈K and their coefficients
{cˆip,j0,k}k∈K are primitive’s attributes and primitive’s relation-
ships, respectively. Regarding the SGDG algorithm, primitives
are the Gaussian functions ϕ(.) employed by the FGM density
estimator, with {μˆip,k}k∈K and {	ˆip,k}k∈K denoting primitive’s
attributes and {wˆip,k}k∈K related to primitive’s relationships.
Fig. 2. Proposed SGDW (density estimator = WDE) and SGDG (density
estimator = FGM) algorithms.
D. Features and Normalization Strategies
The different alternatives for the feature vector proposed in
this section differ in the normalization strategy they follow,
as well as in the characteristics of the primitive selected as
features.
Normalization is required for SGDW algorithm to restrict
the evaluation of basis functions in the density estimation stage
to the interval [0, 1]. Each data point x¯ip(vp)}vp∈Vp of the p time
domain subpattern xip is normalized according to the equation
xˆip(vp) = (x¯ip(vp) − blowerp )/rp; where xˆip(vp) is a normalized
data point and the interval rp is defined by rp = bupperp −
blowerp . With b
upper
p and blowerp denoting the upper and the lower
observation bounds, which are related to the smallest and the
greatest observation that can be included in the WDE density
estimate. Note that all those data points outside the interval
rp would be ignored by the WDE algorithm since they are
outside the support of the corresponding basis functions.
In this paper, we study global and local normalization
strategies that differ in the selection of the upper and lower
observation bounds, bupperp and blowerp . Global normalization
considers blowerp = μXp − 3σXp and bupperp = μXp + 3σXp ,
where μXp and σXp denotes the mean and standard deviation
of all the p time domain subpattern x¯ip of all the time series
in a given data set X. This strategy, suitable in cases in which
the whole data set is available, enables the use of the same set
of basis functions for each WDE of all time series in a data
set and hence is less computational demanding. On the other
hand, in local normalization we have blowerp = μxip − 3σxip
and bupperp = μxip + 3σxip , where μxip and σxip are the mean
and standard deviation of a particular time domain subpat-
tern x¯ip. Here, since different bases functions are employed
for each time series, additional parameters or attributes need
to be included in the feature vector. As a result, this strategy
is computationally more expensive than the global one.
Among the advantages between choosing a particular fea-
ture and normalization strategy we can highlight that, on the
one hand, working with wavelet and scaling coefficients for the
case of SGDW, or means, covariances, and mixture weights
for the case of SGDG, is less computationally expensive than
working with the reconstructed density function. This could
be expected since the coefficients/parameters can be seen as
a compact representation of the densities. On the other hand,
different normalization strategies, e.g., global and local, offer
different discrimination capabilities, as it will become evident
in the empirical evaluation of Section V.
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TABLE I
FEATURES AND NORMALIZATION STRATEGIES FOR SGDW AND SGDG
1) Features and Normalization Strategies for SGDW: The
following three strategies are studied.
a) Global coefficients as features: It considers that all
probability domain subpatterns x˘ip for all time series in a data
set are constructed using a set of scaling functions {φj0,k}k∈K
with the same parameters k’s. Then, by defining a vector of
scaling coefficients cip = {cˆip,j0,k}k∈K, the corresponding fea-
ture vector for pattern xi is fxi = [ci1 • . . . • ciP], where the
symbol • denotes concatenation.
b) Local densities as features: This strategy works
directly with the probability domain subpattern x˘ip =
{fˆ ip(uq)}uq∈U which is the density function evaluated at some
specific points uq ∈ U ; U ⊂ R. According to this the feature
vector fxi is expressed by: fxi = [x˘i1 • x˘i2 • . . . • x˘iP].
c) Local coefficients as features: This strategy assumes
scaling functions with different parameters k for the proba-
bility domain subpatterns x˘ip of each time series in a data
set. If in (4) instead of using a generic k ∈ K, we con-
sider a specific kp ∈ Kp = {−(2nφ − 1), . . . , 2j0} ⊂ Z
then the vector kip = Kp corresponding to each x¯ip is addi-
tionally included on the feature vector which has the form:
fxi = [ci1 • . . . ciP • ki1 • . . . • kiP].
2) Features and Normalization Strategies for SGDG: In
this case no normalization strategy is required, however, two
different alternatives for the features are investigated.
a) Parameters as features: This strategy constructs fea-
ture vectors directly from the sets of means, covariances and
mixture weights of each probability domain subpattern x˘ip.
For this purpose, we define the vectors μip = {μˆip,k}k∈K,
ip = {	ˆip,k}j∈K and wip = {wˆip,k}k∈K. Then, for each sub-
pattern p, we sort in an increasing order the vector μip, in
such a way that, μip,l < μˆ
i
p,l+1 with l ∈ {1, 2, . . . , K − 1}.
Finally, we rearrange ip and wip according to resulting order
of μip. By following this strategy, the feature vector for xi can
be expressed as: fxi = [μi1•. . .•μiP•i1•. . .•iP•wi1•. . .•wiP].
b) Densities as features: Similar to the third strategy for
SGDW, it considers the density of x¯ip evaluated at some spe-
cific points uq ∈ U ; U ⊂ R. Using x˘ip = {fˆ ip(uq)}uq∈U to denote
the vector containing the corresponding values of the density
evaluated at some points uq, the feature vector are then be
defined by: fxi = [x˘i1 • x˘i2 • . . . • x˘iP].
Table I shows a summary of the above mentioned fea-
ture and normalization strategies for both SGDW and SGDG
algorithms.
3) Number of Features: For SGDW algorithms the num-
ber of features depends on, P, j0, and the feature strategy
selected. For the first feature strategy the number of fea-
tures is equal to P(2j0 + 2nφ). Note that since we use the
wavelet Sym4 then nφ = 4. The second strategy includes P(Q)
features, where Q is the number of points uq in which the
density is evaluated. Finally, when we use local coefficients
as features, we consider 2P(2j0 + 2nφ) features. Regarding
SGDG algorithms, the number of features depends on M,
K, and the feature strategy. For the first strategy we have
P(3K) features, and for the second strategy its number is equal
to P(Q).
E. Computational Complexity
In this section, we include the complexity analysis of the
proposed SGDW and SGDG time series representations. Since
these representations comprise two subsequent steps, their
complexity can be estimated by considering the complexity
of each algorithm involved at each step.
The DWT decomposition has a complexity of
O(N log N) [11]. Regarding the complexity of the selected
density estimation algorithm, we have that for linear WDE it
is O(N(2j0 + 2nφ)(2nφ − 1)3) where the term Nb = 2j0 + 2nφ
refers to the number basis functions evaluated at resolution
2−j0 to fully cover the interval [0, 1], nφ denoting the order
of the scaling function filter, and r expressing the precision
in the evaluation of φ(.) [12]. For the case of FGM the
complexity is O(4IKN) [13], where K is the number of
Gaussian functions in the mixture and I is the number of
iterations employed.
In this way, for WDE, the complexity of strategies based
on coefficients as features (first and third strategies) is the
same as the complexity of the density estimation algorithm,
that is O(N(2j0 + 2nφ)(2nφ − 1)3). Similarly, the complexity
for the first strategy based on FGM, parameters as features, is
equal to the complexity of estimating FGM, ∼ O(4IKN). On
the other hand, for strategies relying on densities as features,
which considers the evaluation of the density at Q data points,
the complexity is O((N + Q)(2j0 + 2nφ)(2nφ − 1)3) for WDE
and O(4IKN + QK) for FGM.
In our framework, the density estimation step is applied over
the subpatterns generated by the DWT decomposition which
have a reduced length that depends on the decomposition level.
By considering that DWT includes an approximation of length
N/2M and a set of details at different resolutions with lengths
N/2 + N/4 + · · · + N/2M then the complexity of estimating
the density of each element in a DWT structure using WDE is
O(N(2j0 + 2nφ)(2nφ − 1)3), for the first and the third feature
strategies and O((N + Q(M + 1))(2j0 + 2nφ)(2nφ − 1)3), for
the second strategy. In a similar way, the complexity of all the
densities in a DWT structure using FGM is O(4IKN), for the
strategy based on parameters, and O(4IKN +QK(M +1)), for
the strategy based on densities.
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TABLE II
DISTANCE MEASURES USED IN THE EXPERIMENTS
Finally, by combining the complexity of DWT decomposition
and density estimation steps, we can obtain the overall complex-
ity. For SGDW it is given by O(N(2j0 +2nφ + log N)(2nφ −1)3)
when using coefficients as features, and O((N+Q(M+1))(2j0 +
2nφ + logN)(2nφ − 1)3) when using densities as features. For
SGDG we have a complexity equal to O((4IK + log N)N) when
usingparametersas featuresandO((4IK+log N)N+QK(M+1))
when using densities as features.
V. EMPIRICAL EVALUATION
The empirical evaluation of the proposed SGDs algorithms
includes three classification experiments using both synthetic
and real-world data as well as comparisons against benchmark
time series classifiers.
A. Comparisons Against Benchmark Representations
For this evaluation, we first obtain the representation using
the proposed SGDs algorithms or a particular benchmark
method, for each and every one of time series in a given data
set. Each representation is evaluated considering different val-
ues for its associated tuning parameters using the five distance
measures of Table II. The resulting representations, are then
used as input features for a classification algorithm.
Since the main purpose of these evaluations is the compari-
son of the description capabilities of time series representation
methods, we use the resulting representations as inputs for one
simple classifier. The chosen classifier is the 1-NN algorithm,
which among the time series classification and clustering
community is strongly recommended for comparisons [14].
For SGDs algorithms we construct a grid with nodes
(W, M, j0) for SGDW and with nodes (W, M, K) for
SGDG, where each node is a particular combination of the
corresponding tuning parameters. Then, we evaluate the
classification performance for each node. Specifically, for
the wavelet W of the DWT decomposition stage we use W =
{db1, db3, db6, bior1.3, bior5.5, coif 1, coif 3, sym2, sym4}
for the first two experiments. For the third classification
experiment we use W = {db1, db3, db6}. Regarding the
number of decomposition levels, we evaluate M ∈ {1, . . . , 6}.
For the base resolution j0 of the WDE stage in SGDW
algorithms and the number of Gaussian functions K in the
FGM stage of SGDG approaches we choose j0 ∈ {1, . . . , 6}
and K ∈ {1, . . . , 6}, respectively. We select the Symlet of
order 4 (Sym4) as basis function for the WDE stage in
SGDW-based algorithms since it is the least asymmetric
compactly supported orthogonal wavelet function [15].
Regarding the benchmark time series representations the
evaluation considers the 22 techniques listed in Table III,
where the last column includes information about the param-
eters setting of each representation, indicating the tuning
parameter and the corresponding range of values considered
in the evaluation. Note that in Table III, DFT refers to the
method in which the periodogram is used as feature vector.
Regarding DFTW, it refers to the Welch’s method of power
spectrum estimation in which the Fast Fourier Transform is
used to estimate the power spectra based on sectioning each
time series, obtaining the periodogram for each section, and
then averaging these localized periodograms [16]. With respect
to DFT2 it relies on transforming a given time series into
the frequency domain using DFT and uses the corresponding
coefficients as features [17]. In the same table, DCT refers
to a DCT-based quantization method in which thresholding is
applied over the DCT coefficients of a given time series, and
the time series reconstructed from these thresholded coeffi-
cients is used as feature vector. DCT2 is the technique that
considers DCT coefficients directly as features.
Regarding wavelet-based algorithms we select db6 as
wavelet, with the maximum level of decomposition corre-
sponding to the last level for which at least one coefficient
is correct (see [21] for details). On the other hand, regarding
cases in which the length of the time series is less than 100
data points in DCT2 and DFT2 representations the range of the
tuning parameters is chosen to be {10, 20, 30, . . . , nmax ∗ 10}
with nmax = l \ 10 where l is the length of the time series
and the symbol \ denotes the integer division operator.
We follow a similar experimental setting for the three exper-
iments. We use a stratified shuffle and split cross-validation,
which is based on dividing the data sets into training, vali-
dation, and testing sets. For the construction of each set we
randomly select 25%, 25%, and 50% of the time series for
training, validation, and testing sets, respectively. The selec-
tion of the best parameters for each representation is based on
applying the 1-NN algorithm to classify the time series from
the validation set using the ones included in the training set.
The representations with the parameters that provided the best
performance are selected for the final evaluation, which con-
siders a 1-NN classifier that predicts the class of the time series
of the testing set using the time series of both training and
validation sets. We repeat the experiment 100 times using the
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TABLE III
BENCHMARK REPRESENTATION TECHNIQUES USED IN THE EXPERIMENTS
averaged classification error over the 100 trials as performance
metric.
1) Experiment With Synthetic Data Set: The first experi-
ment considers the evaluation of time series representations
using a set of 3200 time series of 1000 data items each of
them. There are 32 classes in this data set, 100 time series for
each class.
The synthetic data is generated using the 32 prototype time
series of Table IV. The generation process of the time series
related to a particular prototype involves distorting the proto-
type horizontally, by randomly modified its given amplitude
and by adding noise, and vertically, by introducing a random
shift.
Denoting a given prototype time series as p(t) then its
corresponding 100 time series are generated according to
the following equation: x(t) = (1 + h(t))p(t) + g(t), with
t = {1+q(t), 2+q(t) . . . , 1000+q(t)}, where h(t) and q(t) are
normally distributed random signals whose points are drawn
from N (0, 0.01), and N (0, 25), respectively. Regarding g(t),
it is a uniformly distributed random noise to produce a signal-
to-noise ratio (SNR) of 30 dB. All the time series belonging
to a particular class are normalized using a procedure simi-
lar to the global normalization strategy of Section IV-D which
involves mapping the 99.7% of the data in a time series within
to the interval [0, 1].
a) Results and discussions on synthetic data assessment:
Results for the experiment are summarized in Fig. 3. Note
that only the node related to the best wavelet is considered for
SGDW and SGDG algorithms.
We note from Fig. 3 that the three SGDW-based algo-
rithms proposed report the three best performances; and that
the SGDG1 algorithm performs consistently better than the 22
time series representations investigated. Since the time series
included in this data set are periodic signals it is expected that
a method designed for the analysis of this type of signals such
as DFT, DFT2, DFTW, DCT, and DCT2 would bring the best
TABLE IV
SYNTHETIC TIME SERIES DATA SET
result. However, the proposed SGDW-based algorithms out-
perform such representations in this context. Moreover, note
that for all the distance measures evaluated, with the exception
of SE, the SGDW1 algorithm produces the best representa-
tion irrespectively of the chosen wavelet. According to the
above results, we can say that, in general, both SGDW-based
and SGDG-based algorithms offer high performance, in terms
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Fig. 3. Errors for different distance measures for synthetic data experiment.
of lower classification error, regardless the distance measure
selected for the 1-NN classifier.
It can also be observed from Fig. 3 that, as it is expected, a
frequency analysis-based approach (DFT2) is the best bench-
mark representation for this experiment. This method provides
the fifth best results in four out of five distance measures.
In order to provide more insights on how the proposed algo-
rithms perform when different levels of decomposition M and
different base resolutions j0 are chosen, in Fig. 4 we show
pixel plots (one per each alternative wavelet) for the SGDW1
[Fig. 4(a)] and the SGDG1 [Fig. 4(b)] algorithms using ED
as distance measure.2 In these pixel plots the color is related
to the averaged classification error over 100 trials. The darker
the color the smaller the classification error. Note that to facil-
itate visualization we use a different scale for each method.
From Fig. 4, it can be seen that low classification errors can
be obtained with different wavelets. This implies that regard-
less of the wavelet employed in the decomposition stage, the
proposed SGDs-based algorithms will consistently perform at
acceptable levels. Note also that, for this particular experiment,
SGDW1 provides a good performance with a wider range
of values for its parameters M and j0. In contrast, using the
SGDG1 algorithm, low classification errors are only obtained
when M = 0 which refers to the situation in which the density
estimation stage directly works with input time series patterns,
without any multiresolution decomposition involved.
2) Experiment With Data From Case Western Reserve
University Bearing Data Center: This experiment is per-
formed in the context of bearing health condition identification
where the diagnosis is based on the analysis of vibration sig-
nals in the form of time series. The data set includes 765 time
series of length 2048 from 12 bearing conditions. The number
of time series per condition is not the same for all conditions.
This experiment is conducted on rolling element bear-
ing vibration data obtained from the Case Western Reserve
University Bearing Data Center (CWRU) [22]. The data set
for the experiment is constructed according to the experimen-
tal setting proposed in [20], where data samples of 2048 points
are extracted from the original signals to form the data set.
2Note that due to space restrictions, in this paper we only present results
for ED.
Fig. 4. Pixel plots for (a) SGDW1 and (b) SGDG1 algorithms in synthetic
data experiment using ED as distance measure.
Note that the length of the data samples is selected to be 2048
points based on the fact that the time spanned by each of them
covers about five motor revolutions. Further details about the
CWRU vibration data can be found in [22].
a) Results and discussions on the CWRU experiment:
Fig. 5 shows, for each distance measure, the averaged classi-
fication error reported for each representation. We note from
Fig. 5 that MFCC is the best overall technique and the best
benchmark representation providing the lowest classification
error for the five distance measures studied. We also note
that the SGDW1 and SGDW3 algorithms show consistently
high performance. The above results suggest that vibration
data from different motor conditions presents very specific fre-
quency and autocorrelation patterns. This is the reason why not
only MFCC and ACF but also DFT2 and the autoregressive
models i.e., ARIMA and ARMA are some of the best represen-
tations for this kind of data. Another observation is that the
structural generative strategy used by the proposed SGDW1
and SGDW3 algorithms allow them to distinctively capture
changes in the frequency content and in the autocorrelation
structure of data as results presented in Fig. 5 clearly show.
The second aspect that is important to highlight is that, as
observed in Section V-A1, no matter which wavelet we select the
SGDW1 algorithm performs consistently well. Specifically, in 3
out of 5 distance measures (ED, SE, and CH) the classification
error obtained using whichever wavelet W in the SGDW1
algorithm is lower than the error provided by the majority
of the benchmark algorithms studied. Regarding SGDG-based
algorithms, it can observed from Fig. 5 that in four out of
the five distances evaluated SGDG1 reports better results than
SGDG2. The above results suggest that selecting coefficients
as features, which is the case for SGDW1 and SGDW3, or
selecting parameters as features, which is the case SGDG1,
outperform strategies based on densities (i.e., SGDW2 and
SGDG2). The reason for this is the fact that the corresponding
coefficients or parameters, depending on the case, condense
all the information contained in the density using a reduced
number of features. Note that improved generalization can
be obtained with a reduced number of highly discriminative
features instead of with a combination of redundant and vague
features. Moreover, the local approximation capabilities of the
basis functions used in the density estimation stage of SGDW
algorithms makes them superior to the SGDG algorithms that
consider global Gaussian functions for this stage.
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Fig. 5. Errors for different distance measures for CWRU experiment.
To analyze the difference in performance in SGDW1 and
SGDG1 algorithms when different wavelets W, different levels
of decomposition M, and different parameters j0 and K are
used, we use the pixel plots of Fig. 6. Each of these plots,
which show the averaged classification error over 100 trials
using ED as distance measure, is related to one wavelet. For
ease of visualization different color scales are used for each
method.
It can be seen from Fig. 6(a) and (b), that the SGDW1 algo-
rithm provides good results with a wider range of values for its
parameters (M and j0) than the SGDG1 algorithm. Note that
this is in agreement with the good localization capabilities of
the basis functions employed by density estimation technique
considered in the SGDW1 algorithm. This implies that the
resulting representations will be highly specific for different
values of j0. Contrary to results obtained for the synthetic data
set of experiment of Section V-A2, in this experiment low clas-
sification errors are obtained when K, the number of Gaussians
in the mixture of the density estimation stage, is equal to one.
Note that since vibration data is almost normally distributed
then using a single Gaussian function would be enough to
characterize the corresponding density. This also applies for
the density of the decomposed subpatterns. The reason why
more discrimination between classes is obtained using SGDs
with K = 1 is due to the fact that the support of the additional
Gaussian functions would be almost the same for time series
of all classes, hence negatively impacting the generalization
performance of the classification algorithm.
In order to show how the features from the proposed algo-
rithms look like, in Fig. 7 we present them for an example
time series from each class of the CWRU data set.
3) Experiment With Data From University of California
Riverside: In the third experiment, the proposed SGDs time
series representations are evaluated using 42 benchmark data
sets from the UCR time series clustering/classification reposi-
tory [14]. The length of the time series varies from 60 to 1639
data items depending on the data set. The number of classes
in the data sets goes from 2 to 50 classes and the number of
time series per data set varies 56 from 9236.
a) Results and discussions on UCR experiment: Results
for both benchmark and proposed representations, are shown
in Fig. 8. Specifically, Fig. 8 presents the number of data sets
Fig. 6. Pixel plots for (a) SGDW1 and (b) SGDG1 algorithms in CWRU
experiment using ED as distance measure.
Fig. 7. Features for example time series from the CWRU data set using the
proposed algorithms and their different features strategies.
for which a given representation reported the best result for
each of the five distance measures.
The first observation from Fig. 8 is that, for the 42 data sets
evaluated, there is no particular time series representation that
always brings the best performance. This finding agrees with
Jain [23], in the sense that there is no universally good data
representation and, as it was recognized by [24], each repre-
sentation generally tends to encode only those features well
presented in its own representation space and inevitably incurs
in the loss of useful information for the, in this case, classifica-
tion task. These results demonstrate the difficulty in choosing
an effective representation for a given time series data set with-
out prior knowledge and careful analysis. Nevertheless, it is
important to highlight that the proposed SGDW3 algorithm
offers a consistent performance in the experiments evaluated.
According to results shown in Fig. 8 this algorithm is the best
overall representation, reporting the lowest classification error
for a larger number of data sets than any other representa-
tion. Specifically, the SGDW3 algorithm is the best algorithm
for ED, CO, CH, and CR distances, and the second best for
SE. It can also be noted that, when CR is used as distance
measure, in 18 out of 42 data sets the lowest classification
error is obtained using one of the proposed algorithms. On
the other hand, when ED, CO, or CH are considered, the pro-
posed algorithms provides the best performance in 14 or more
of the data sets. For the case of SE SGD-based algorithms
give the best result in 11 out of 42 data sets. Note here that
many factors influence the complexity of a classification task
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Fig. 8. Number of data sets for which the representations evaluated reports
the best result in the UCR experiment.
for a given data set. Among them we could cite for instance,
not only aspects related to the data set itself like the number
of classes, the length and the complexity of the time series,
but also characteristics intrinsic to the representation space
of the time series representation algorithms selected, like for
example, the separation between classes and the geometrical
complexity of class boundaries.
We note that PCA is consistently good in this context
due to its feature reduction capabilities. Note that the highly
dimensional nature of time series negatively impacts the gen-
eralization performance of classification algorithms. Hence,
PCA, which extracts a reduced number of features from data,
enables classification algorithms to focus only on a few num-
ber of time series components with high variability and then,
indirectly, it improves generalization.
In order to provide more insights regarding the performance
of the proposed algorithms compared to the performance of
benchmark representation techniques we also include Fig. 9,
in which the SGDW3 algorithm is compared against the three
best benchmark representations for each distance measure.
Note that for these comparisons the performance of each
algorithm is shown in terms of averaged accuracy instead of
averaged classification error. The main observation is that the
proposed SGDW3 algorithm outperforms in eight of the com-
parisons, matches in four and underperforms in three. While
the proposed algorithm is clearly superior than benchmark
techniques for CO and CR distance measures it reports a
degraded performance for SE, which is in line with Fig. 8.
The statistical comparison of classifiers based on benchmark
and proposed representations is also assessed. For this pur-
pose, we follow the procedure suggested in [25] and [26] for
experimental settings involving multiple classifiers evaluated
with multiple data sets. The procedure, which is performed
for each distance measure employed, consists, in applying
first the Friedman test to check if there is not a significant
difference in the performance of the algorithms (null hypoth-
esis). If the null hypothesis is rejected then we use Nemenyi
test as a post-hoc test to compare which classifiers perform
significatively different respect to the best classifier.
The first step in Friedman test ranks the performance of
the algorithms for each data set: a rank of 1 is assigned to
Fig. 9. Performance comparisons between 1-NN classifiers using the pro-
posed SGDW3 algorithm and the three best benchmark representations for
the five distance measures evaluated.
TABLE V
VALUES FOR FRIEDMAN STATISTIC AND ITS IMPROVED VERSION IN THE
UCR EXPERIMENT
the best algorithm, a rank of 2 to the second best, and so on.
In case of ties, average ranks are assigned. The second step
obtains the average ranks Rj for each algorithm j by averaging
its associated ranks over all data sets. Afterwards, Friedman
statistic χ2F and its improved version FF [27], which compare
the average ranks of the k = 27 algorithms on the N = 42
data sets, are calculated. Note that χ2F is distributed according
to the χ2 distribution with k−1 degrees of freedom, while FF
is distributed according to the F-distribution with k − 1 and
(k − 1)(N − 1) degrees of freedom. For our experiment, the
values for these two statistics are reported in Table V for each
of the five distance measures employed.
Considering that the critical value for the χ2 with k = 27 is
38.89 for a significance level of 0.05 and the critical value for
the F-distribution with k = 27 and N = 42 for the same signif-
icance level is 1.51 then, in our experiment, the null hypothesis
can be rejected. This means that there is a significative differ-
ence in performance among the 27 representations. To find out
which classifiers actually differ, we compare a control classi-
fier (the best classifier for each distance measure according to
the average rank of Friedman test) against the remaining ones
using Nemenyi test.
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TABLE VI
AVERAGE RANKS AND CRITICAL VALUES FOR NEMENYI TEST IN
COMPARISONS WITH A CONTROL CLASSIFIER IN THE UCR EXPERIMENT
The Nemenyi statistic q is computed considering the dif-
ference in average ranks between a selected classifier and the
control one. The statistic q is distributed over the studentized
range distribution with (k−1)(N −1) degrees of freedom con-
sidering a scaling factor of
√
2. In this case, the null hypothesis
is related to the situation in which the performances of the two
classifiers compared are not significatively different.
In Table VI we show the average ranks for Friedman test
and the corresponding value for the Nemenyi q statistic for
each of the 27 algorithms evaluated. By considering that for a
significance level of 0.05 the scaled by
√
2 studentized range
distribution with ∞ degrees of freedom and k = 27 is ≈ 3.7
we can note that, according to the Nemenyi test, approximately
half of the algorithms perform quite similarly than the best
classifier, with the proposed algorithms are all included in the
best performing set. Note that Nemenyi test involves averaging
Friedman’s ranks over different data sets. Hence, a given algo-
rithm that could be the best ranked in half of the data sets will
be highly penalized if it performs badly in a reduced number
of them. Note also that neither Friedman NOR Nemenyi tests
were formulated taking into account averages over multiple
runs and for this reason they pay to much attention on con-
trolling the so called family wise error which is the probability
of making Type 1 errors.
B. Comparisons Against Benchmark Time Series Classifiers
In this section, we present comparisons against benchmark
time series classification algorithms. For this purpose, we have
selected two 1-NN classifiers working on raw data, while the
first one relies on ED as distance measure, the second algo-
rithm considers DTW [28]. Among the time series research
community these two algorithms are usually selected as ref-
erence [14]. In addition to these two algorithms we also
Fig. 10. Performance comparisons between a SGDW3-1NN algorithm and
benchmark classifiers.
consider an SVM classifier with a Gaussian kernel working
on raw data, where the soft margin parameter C is set to
be equal to 1000, and nine different values for the kernel
width are evaluated {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 15, 10}.
We use the SGDW3 representation combined with a 1-NN
algorithm using ED distance measure as the proposed classi-
fier. In this experiment we consider the 44 data sets from the
three experiments of Section V-A. The results are shown in
Fig. 10 in terms of classification accuracy. We note that the
number of data sets for which the best performance is pro-
vided by the proposed classifier is only larger than the one
reported by the first benchmark method (RAW-1NN), while
the proposed algorithm, SGDW3-1NN, is the best in 26 data
sets, RAW-1NN is the best in the remaining 18. Regarding
DTW-1NN we obtain the same number of best results with 22
for each method. Finally, the proposed algorithm outperforms
RAW-SVM only in 17 out of 44 data sets. The above results
indicate that the SGDW3-1NN algorithm is only appropriate
for some particular data sets.
Since the algorithms based on our framework outperform
benchmark representations only for some particular data sets
then, it is critical to be able to tell in advance for which of
the data sets our SGDs algorithms will be more accurate than
the selected benchmark classifiers. To this end, sharpshooter
plots which have been introduced in [29] are useful to ana-
lyze if the accuracy reported by a given classifier during the
validation phase will be maintained during the testing phase.
Fig. 11 shows the corresponding sharpshooter plots (each point
represents a given data set) for the comparisons between the
proposed classifier versus benchmark classifiers.
For the generation of the sharpshooter plots of Fig. 11 we
follow the procedure described in [29] which is based on
calculating the expected and actual accuracy gains that are
obtained by dividing the accuracy of the proposed classifier
by the accuracy of the benchmark or reference algorithm. For
the expected accuracy gain we use accuracies obtained dur-
ing the validation phase, while for actual accuracy gain we
use the testing accuracies of the algorithms. Note here that
values greater than one in the x-axis indicate that we expect
that our algorithm will outperform the selected benchmark
classifier. On the other hand, values greater than one in the y-
axis represents the situations in which our algorithm actually
outperformed the reference methods.
Regarding a detailed interpretation of each region in sharp-
shooter plots. In the TP region we claimed ahead of time that
SGDs would perform better and we were correct. In the TN
region we correctly claimed ahead of time that SGDs would
not produce gains in accuracy. In the FN we claimed ahead
of time that SGDs would decrease accuracy but the result
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Fig. 11. Sharpshooter plots between a SGDW3-1NN algorithm and
benchmark classifiers.
was the opposite, that is, accuracy was increased. Finally, all
data points falling within the FP region indicates that we were
wrong in expecting better results from the proposed algorithm
since its performance degenerated on the testing phase. Note
that the last one is the worst scenario.
Note that regarding comparisons against the first two clas-
sifiers, DTW-1NN and RAW-1NN, the number of data points
that fall within the FP region is minimal, with 3 and 2 for
the first and the second algorithm, respectively. These points
are related to data sets MotS, SnS2, and Trce for DTW-1NN
and ChlC and SnS for RAW-1NN. On the other hand, when
comparing our algorithm against the third benchmark classi-
fier, RAW-SVM, the number of data sets for which we have
degraded performances is larger, equal to 7. This means that
for Beef , CriX, CriY , DiSR, Ltg7, OliO, and SweL data sets
we cannot guarantee that our algorithm will perform better
than the third benchmark method.
It is important to highlight that since SGDs are a new time
series representation approach rather than a particular classifier
we can combine them with more robust algorithms in the clas-
sification stage and then produce more powerful ensembles. In
the above evaluations, we compared a simple 1-NN classifier
based on SGDs representations against three benchmark clas-
sifiers. In order to show how gains in performance can be
realized using other classifiers, we evaluate the SGDW3 rep-
resentation with an SVM. Note that for this purpose we use the
best node selected for the SGDW3-1NN algorithm and, in this
sense, we only replace the 1-NN algorithm by an SVM clas-
sifier. The SVM classifier considers a Gaussian kernel, with
C = 1000, and nine different values for the kernel width are
evaluated {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 15, 10}.
We perform comparisons against benchmark algorithms
following a similar methodology than the one used for
Figs. 10 and 11 to produce Figs. 12 and 13, respectively.
The main observation from these figures is that, in general,
the SGDW3-SVM algorithm provides improved results com-
pared to SGDW3-1NN. Specifically, in Fig. 12 we observe that
the new proposed classifier outperforms the three benchmark
methods, reporting the best accuracy in 28, 31, and 23 data
sets out of 42 when compared against DTW-1NN, RAW-1NN,
and RAW-SVM, respectively. The most important observation
is that the number of data sets falling in the FP region has
been reduced to only two and one data sets when comparing
a SGDs-based algorithm against RAW-1NN and RAW-SVM,
respectively. And for DTW-1NN there is no data set in the FP
region. These results exemplify how by combining the pro-
posed SGDs representations with different classifiers we can
produce ensembles with different classification capabilities.
Fig. 12. Performance comparisons between a SGDW3-SVM algorithm and
benchmark classifiers.
Fig. 13. Sharpshooter plots between a SGDW3-SVM algorithm and
benchmark classifiers.
We would like to recall here that the main contribution of
this paper is not on a new time series classifier. Instead of that;
we consider the relevance of our work is in unveiling a new
way to perform the representation of time series. Moreover, as
we point out throughout the paper, the SGDs framework can be
implemented in a variety of ways so, the algorithms developed
here are just specific algorithmic instantiations examples.
VI. CONCLUSION
In this paper, a novel time series representation suitable for
applications involving time series classification is proposed.
Two algorithmic instantiations based on this framework as well
as different strategies for their features are assessed using syn-
thetic and real world data. The real world data includes bearing
vibration data from an inductor motor, as well as a collection
of 42 benchmark time series from diverse disciplines used
as benchmark for the research community. Results reported
in this paper show that the proposed time series representa-
tions outperform the 22 benchmark time series representation
included in the evaluation.
The most relevant advantage of proposed SGDs represen-
tation framework is that it provides a compact structural
representation for time series patterns expressed using a fixed-
length vector of statistical features. This representation is very
useful when performing classification in a subsequent stage.
Future work should explore the formulation and applicabil-
ity of the proposed framework in other primary data mining
tasks such as clustering, segmentation, summarization as well
as change, and anomaly detection. Furthermore, as in this
paper we evaluated the proposed SGDs framework using one
of the simplest discriminative classifiers, the 1-NN algorithm,
future work should investigated improvements in performance
when more sophisticated methods are used in the feature-based
discriminative classification stage.
Even though WDE and FGM were suggested as methods
for the density estimation block in the SGDs algorithms, the
proposed framework is not restricted to a particular density
estimation technique. The only requirement is a sparse density
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representation, which means that for the extracted subpatterns
the estimated density is expressed by a reduced number of
parameters or attributes. This is an interesting venue for further
research, as increased discriminative power can be obtained by
structural descriptions with primitives with a balanced tradeoff
between sparsity and localization.
Another interesting topic for future research is the fact that
improved classification results can be expected in SGDs rep-
resentations by selecting different sets of parameters for the
densities at each level of decomposition. However, we should
keep in mind that, in order to allow the subsequent feature-
based classification, all the time series in a data set need to
be represented using the same set of features. Hence, follow
up research can also be directed toward investigating proce-
dures for the selection of points uq since, for the proposed
algorithms, we can expect better classification performance
when an optimization procedure is followed in the selection
of these points. Moreover, since a representation strategy based
on treating time series as stochastic processes has associated
some lost of information regarding the shape of the time series,
an important venue for future research is the improvement of
the SGDs detection capabilities in contexts involving specific
shifts or distortions in a given reference time series.
Finally, the encouraging results obtained using the pro-
posed time series representation are laying the foundations
to an exciting venue for further research in the area of data
representation and its applications.
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