Fast magnetic fluctuations due to thermal torques have useful technological functionality ranging from cryptography to stochastic computing. Accelerating these thermal fluctuations can increase the operating speed of emerging devices. We show theoretically and via numerical simulations that the intrinsic magnetic fields present in easy plane and antiferromagnetically-coupled low-barrier magnets can give rise to precessional speed-up of thermal fluctuations by multiple orders of magnitude.
Fast magnetic fluctuations due to thermal torques have useful technological functionality ranging from cryptography to stochastic computing. Accelerating these thermal fluctuations can increase the operating speed of emerging devices. We show theoretically and via numerical simulations that the intrinsic magnetic fields present in easy plane and antiferromagnetically-coupled low-barrier magnets can give rise to precessional speed-up of thermal fluctuations by multiple orders of magnitude.
Introduction.-Nanoscale magnets driven by torques due to magnetic fields [1] , charge currents [2] , electric fields [3] and thermal fluctuations [4] [5] [6] have attracted rigorous interest in the recent past. On a fundamental level, these nanomagnets have served as a model dynamical system for studying the interplay of nonlinear dynamics and stochastic processes [7] . While on the technological front, nanomagnets are being considered as promising next-generation memory [8] , communication [9] and information processing elements [10] . Traditionally, above applications require encoding information in the stable configurations of the magnetic order parameter. Consequently, both fundamental and technological studies have primarily focused on the regime when the energy barrier between the stable states of the magnet is much larger than the thermal energy, referred as the nonvolatile regime. More recently, it has been realized that the order parameter dynamics even in the other extreme, namely low-barrier volatile regime, can be utilized to engender useful technological functionality, including true random number generation [11] , stochastic computing [12] , optimization [13] , machine learning [14] and quantum emulation [15] .
Motivated by increasing the operating speed of these wide range of devices, a problem of fundamental importance is to induce ultrafast dynamics of the order parameter in nanomagnets. In the nonvolatile regime, precessional speed-up has been proposed as one promising approach to address this problem. Within this approach, the speed-up is achieved by triggering large angle non-linear precessional dynamics around magnetic [16] and electric drives [17] . However, to the best of our knowledge strategies for speeding up emerging devices in the volatile regime are currently missing. In this letter, we fill this gap by exploiting the interplay of thermal fluctuations and non-linear dynamics in easy-plane and antiferromagnetically-coupled low-barrier magnets.
Main Results.-We are interested here in the fluctuating magnetization dynamics of a nanomagnet, as induced by its interaction with a thermal bath at a temperature T in the limit of ∆/k B T → 0. Here, ∆ is the energy barrier between the stable states of the magnet and k B is the Boltzmann constant. The physical quantity of cen-tral importance is the time, τ c , for which the state encoded in the orientation of the order parameter remains correlated with the initial state of the nanomagnet. By mapping the stochastic magnetization dynamics onto the problem of Brownian motion, in his seminal work, Brown obtained τ c ∼ (1+α 2 )/αγH th for a low-barrier ferromagnetic nanomagnet [4, 6] . Here, α is the Gilbert damping parameter and strength of the stochastic thermal field, with M s and V being the saturation magnetization and volume of the nanomagnet, respectively. The correlations are erased via diffusive motion of the magnetization over a sphere, as induced by H th . The resultant correlation time scale is thus set by the thermal field and is on the order of ∼ ns for typical nanomagnets. The central idea of this letter is to decrease τ c by utilizing additional order parameter-dependent internal fields, which in combination with the thermal fields give rise to ultrafast precessional loss of correlations. For this purpose, we propose two nanomagnetbased systems: (i) easy-plane magnets (EPM), and (ii) antiferromagnetically-coupled magnets (AFM) (see Fig.  1 (a) ). In EPMs, the minimum energy configurations are obtained when the magnetization, parameterized by a unit vector m ≡ (m x , m y , m z ), lies within a plane (easyplane). Such EPMs are naturally formed in thin film circular ferromagnets, where the shape-induced dipolar energy defines an easy-plane to be normal to the thickness [19] . The case with an x − y easy-plane is shown in Fig. 1 (a). Thermal fields in this case give rise to random deviations, m z , away from the easy-plane. This results in fluctuating internal fields H i = H D m z oriented normal to the easy-plane. As the first main result of the letter, we find that for experimentally relevant case of low damping (α H th /H D ) and H D H th the correlations are now lost via random precessions of m around H i within the easy-plane with:
Much like EPMs, AFMs provide another route to realize the precessional speed-up. AFMs consist of two negatively exchange coupled magnetic sublattices, which can either occur naturally [20] or be synthesized by coupling two ferromagnets via negative RKKY interactions [21] . The order parameter in AFM is parametrized by the Neel vector l ≡ (m 1 − m 2 )/2, where m 1 and m 2 are the unit vectors oriented along the sublattice magnetizations. In the absence of thermal fields, the requirement to minimize the exchange energy enforces the configuration with anti-aligned sublattice magnetizations, with m ≡ (m 1 + m 2 )/2 = 0. Thermal fields disturb this configuration by canting sublattice magnetizations and produce random non-zero m. Similar to EPMs, this deviation is accompanied by generation of a random internal field H i = H ex |m| normal to the order parameter l, and gives rise to a precessional loss of correlations in l. In contrast to EPMs, where the precessions occur within a fixed easy-plane, the precession for l occurs over a unit sphere. As the second main result of this letter, we find that such random precessional dynamics gives for the experimentally relevant regime of α H th /H ex and H ex H th :
For the typical values of H D and H ex achievable in existing EPMs and AFMs, the correlation time can be reduced by nearly two orders of magnitude, when compared with the low-barrier magnets in the absence of internal fields ( Fig. 1 (b) ). This provides a route to speedup emerging technological applications exploiting volatile magnets.
Magnetization dynamics.-Within the single domain limit of stochastic Landau-Lifshitz-Gilbert (sLLG) phenomenology [22] , the order parameter dynamics for nanomagnets are governed byṁ i = −γm i ×H eff,i +αm i ×ṁ i , where γ is the gyromagnetic ratio, and α is the Gilbert damping parameter. H eff,i = −δF/δm i M s + H fl is the effective magnetic field, where the first term describes contributions from external and internal fields derived from a free energy density F, and the second term denotes field due to thermal fluctuations [22] . For EPMs, m i = m, with m being the unit vector order parameter oriented along the magnetization, while
The first term in the free energy represents the out-of-easy-plane demagnetization energy, with H D = 4πM s , while the second term denotes anisotropy energy due to a uniaxial anisotropy field H K . For AFMs, m i labels the sublattice magnetization unit vector, which is related to the Neel order parameter by l ≡ (m 1 − m 2 )/2, and
We are specifically interested here in the low-barrier regime
In this case, the strength of internal fields for EPM and AFM are dominated by H D and H ex , respectively.
To characterize the magnetic fluctuations, we numerically integrate the order parameter dynamics and analyze its auto-correlation in a particular direction (here in +x-direction). The corresponding auto-correlation function is defined by
, where for EPM and AFM O = m x and O = l x , respectively, and the brackets ... denote the time/ensemble average in equilibrium.
Thermal fluctuations of magnets with uniaxial anisotropy have been analyzed by several authors [4] [5] [6] . The auto-correlation function has been obtained in Refs. [4, 23] by solving the Fokker-Planck equation. For ∆ → 0, and H intr = H D = H ex = 0, the solution is dominated by the first non vanishing eigenvalue and can be expressed as C 0 (t) = exp(−2αγH th |t|/(1 + α 2 )). Fig.  1 (b) shows the auto-correlation function obtained from numerically solving sLLG equation and time averaging of the order parameter over a time much longer than any timescales of the system. From Fig. 1 (b) , we see that our numerical results for H intr = 0 agree well with the analytical expression. In Fig. 1 (b) , we also plot numerical solutions of C(t) for EPM, AFM for typical experimental parameters. The primary finding shown in the figure is that the time scales of memory loss for EPM and AFM are in the subnanosecond regime and much lower than time scales when the internal fields are absent.
We next provide an analytical model to explain the observed reduction of correlation time for EPM and AFM.
Analytical model.-To analytically understand the influence of internal fields on magnetization dynamics, we focus on the regime where the internal fields dominant the dynamics of EPM and AFM. To this end, for analytical models we consider H K = 0 and H D , H ex H th . In this regime, we begin by deriving the dynamics in the absence of thermal field, which is then supplemented with the influence of fluctuating fields to derive an expression for the auto-correlation function.
For EPM, due to large H D the magnetization excursions out of the easy x − y plane are small, that is m z 1. The deterministic dynamics of the order parameter, as derived by expanding LLG up to the first order in m z , can then be expressed in cylindrical coordinates (m x , m y , m z ) → (r, ϕ, m z ) as [24] :
Next, we utilize the fact that experimentally relevant systems have a low Gilbert-damping. In this limit (we will derive the validity range of α a posteriori), we can write Eqn. 3 asφ = −γH D m z andṁ z = 0. The resultant dynamics can be understood as the precession of the order parameter around the demagnetization field H D = −H D m z z. It follows for the time dependent angle ϕ(t) of the in-plane precession
where we have now added a subscript to distinguish it from the AFM case. Similar precessional dynamics can be dervied for AFM. Substitution of m = (m 1 + m 2 )/2 and the Néel order parameter l = (m 1 − m 2 )/2 in the LLG equation giveṡ l = l × (γH ex m + αṁ) [25] . In the low alpha limit which becomes˙l = γH ex (l × m)
Due to large H ex , now |m| 1 and l ≈ m 1 ≈ −m 2 . The Néel vector l is restricted to the plane orthogonal to m. If we define a cylindrical coordinate system where m shows in z-direction, the Néel vector l can be expressed by l x = cos(ϕ AFM ), l y = sin(ϕ AFM ) and l z = 0. The time derivative of the angle of precession of l can be expressed asφ AFM = −γH ex |m|. By integrating we obtain ϕ AFM (t) = −γH ex |m|t
Comparing Eqns. 4 and 6 we see that the low damping deterministic time dynamics for EPM and AFM are very similar. Both magnetizations precess around their intrinsic fields. The similarity in magnet dynamics between EPM and AFM is highlighted in Fig. 1 (a) and table I. In a deterministic system due to Gilbert-damping, the perpendicular components of the magnetization (m z for EPM and m for AFM) eventually decrease to zero and the magnet becomes static. However, with the introduction of thermal noise the perpendicular components fluctuates due to thermal torques so that H D and H ex will lead to precession as described by Eqns. 4 and 6. Depending on the absolute values of m z and |m| the frequencies of precession differ resulting in a fast memory loss of the magnet.
The dynamics of the perpendicular components change at a timescale of ∼ 1/αγH intr . As long as we time average over a time t avg 1/αγH intr , we can assume that the perpendicular components are distributed according to the Boltzmann distribution (see supplemental information for more details). By using this fact, we can use Boltzmann statistics to derive expressions for the autocorrelation functions for EPM and AFM. With ϕ EPM (t) given by Eqn. 4 and m x (t) = cos(ϕ EPM (t)), the autocorrelation C(t) = cos(ϕ(t)) / cos(ϕ(0)) 2 for EPM can be evaluated by solving
Since the integral dies down for low values of m z we can extend the integral boundaries to ±∞. The integrals evaluate to
with ω D = γ √ H th H D . For AFM we note that the plane of precession for l is not fixed to the x − y plane, instead l rotates in a plane perpendicular to m. For a given l, m is in turn bounded to a plane perpendicular to l. Hence, the Boltzmann integral for the auto-correlation of l x (t) = cos(ϕ AFM (t)) becomes two-dimensional and together with Eqn. 6 we obtain C AFM (t) = where ρ = m 2 y + m 2 z with m y and m z being the y and zcomponent of the total magnetization vector m. Solving the integrals with ρ → ∞ since |m| ≈ 0 gives
with ω ex = γ √ H ex H th and the Dawson function given by D F (x) = exp (−x 2 )
x 0 exp(t 2 )dt. Eqns. 8 and 10 as a function of t are plotted in Fig.  2 together with numerical solutions for auto-correlation of m x and l x for EPM and AFM respectively. The derived equations are in good agreement with the numerical sLLG simulations. Small deviations can be explained with the fact that the time sequence for calculating the auto-correlation is finite. In addition, the integral boundaries had to be extended to infinity for the analytical expressions of Eqns. 8 and 10 which can explain additional deviations.
Correlation Time.-To quantitatively characterize the time after which a magnet changes its state, we define the correlation time τ c as the full width half max of the auto-correlation function as shown in Fig. 2 . Namely, C(t = τ c /2) = 1 2 . For the correlation time τ EPM c with FWHM for EPM we obtain the first main result of the letter (Eqn. 1).
For AFM, Eqn. 10 is not directly invertible and no exact expression can be found. It is however possible to plot this function with the parameters used in the simulations and find the correlation time defined by FWHM. With the assumption that τ c ∝ 1/ω ex the prefactor obtained from Eqn. 10 is ≈ 1.56 as stated in Eqn. 2 which is the second main result of this paper. Putting τ AFM c = t/2 back into Eqn. 10 gives 1 − 1.56/ √ 2 D F (1.56/(2 √ 2)) ≈ 1 2 . Fig. 3 shows the correlation time τ c as a function of the exchange field H ex for AFM and the demagne- tization field H D for EPM. For H intr H th , τ c follows the derived equations. As shown the correlation time for common parameters for H D and H ex are multiple orders of magnitude smaller than for the cases when H intr = 0. The correlation time of AFM is about a factor of ≈ 2/3 smaller than for EPM for the given parameters due to the additional dimension of the integral in Eqn. 9. For high H D , high H ex the correlation time is on a ps-time scale. For very small intrinsic fields AFM and EPM become identical and the correlation time is given by τ c = (1 + α 2 ) ln(2)/αγH th .
Having derived the correlation times for EPM and AFM, we are now ready to discuss the range of α for which this form is valid. We note from Eqn. 3 for EPM that a finite α results in decrease of m z on a characteristic time scale of τ mz ∼ 1/αγH D . This decrease in m z in turn decreases the internal fields and slows down the precessional loss of correlation, which is neglected in our theory. For internal self consistency, we thus require the extracted correlation time to be shorter than the time in which m z changes appreciably. Namely, the validity range of α can be obtained by using τ EPM c τ mz , which gives for EPM α H th /H D . Using similar arguments for AFM in combination with the correspondence between H D and H ex , the validity condition for AFM becomes α H th /H ex . In conclusion, we have shown that intrinsic magnetic fields, namely demagnetization and exchange fields, can lead to significant speed-up of magnetic fluctuations in the presence of thermal torques. With proper design for read out, for example by integrating the low-barrier magnets in a Magnetic Tunnel Junction, emerging technologies can be accelerated by multiple orders of magnitude. Time dynamics of magnetization for EPM and AFM -In the manuscript the auto-correlation is extracted by time averaging. In Fig. S2 the time-dependent magnetization used to calculate the auto-correlation is shown for a window of 10 ns for the parameters stated in the caption. For collecting the statistics for the auto-correlation a time window much larger than t avg 1/αγH intr is used. Boltzmann distribution of perpendicular components-In this section we show that the perpendicular components (m z and m) are indeed following the Boltzmann distribution for the numerical data shown in the main manuscript when averaged over a time window t avg 1/γαH intr . The equilibrium statistics of the perpendicular components m 2 z and m 2 can be obtained with Boltzmann statistics (BM) and are plotted in Fig. S3 for different magnitudes of the intrinsic fields for EPM and AFM, respectively. The general form of BM for a single magnet in spherical coordinates in a unit sphere for dynamical variable A is given by A = dφdρ A(φ, ρ) exp (−E/k B T ) with the free energy E [3, 4] .
For EPM the following integrals for the Boltzmann distribution were solved with E EP = M S H D V m 2 z . For AFM in spherical coordinates [(m x , m y , m z ) → (r, θ, ϕ)]the total magnetization vector is given by m(θ 1 , θ 2 , ϕ 1 , ϕ 2 ) = (m 1 + m 2 )/2 with the sublattices m 1 (θ 1 , ϕ 1 ) and m 2 (θ 2 , ϕ 2 ). The Boltzmann distribution of m 2 is given by m(θ 1 , θ 2 , ϕ 1 , ϕ 2 ) 2 = N D with N = π 0 π 0 2π 0 2π 0 m 2 exp(−E AFM /k B T ) sin(θ 1 ) sin(θ 2 ) dϕ 2 dϕ 1 dθ 2 dθ 1 D = π 0 π 0 2π 0 2π 0 sin(θ 1 ) sin(θ 2 ) exp(−E AFM /k B T ) sin(θ 1 ) sin(θ 2 )dϕ 2 dϕ 1 dθ 2 dθ 1 (S4) with E AFM = M S V H ex m 2 /2. Eqn. S4 was solved numerically.
In Fig. S3 for high intrinsic fields (H intr H th ) m 2 z and m 2 become very small showing that the assumptions made in Eqns. 3 and 5 of the main manuscript are valid.
