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Figure 1 – Ecoulement d’eau autour d’une sphe`re. Le nombre de Reynolds vaut 15000 a` gauche
et 30000 a` droite (cliche´s ONERA).
Introduction
Vu de loin, tout a l’air pourtant assez simple.
Un des proble`mes de physique non line´aire les plus ce´le`bres est sans doute celui de la turbu-
lence hydrodynamique : les e´quations qui re´gissent le mouvement d’un fluide newtonien incom-
pressible sont connues depuis 1822, et il semble pourtant impossible d’en donner une solution
ge´ne´rale. Il n’y a qu’a` regarder la complexite´ des motifs cre´e´s par la fume´e d’une cigarette pour
comprendre qu’une description de ces structures en termes de fonctions mathe´matiques simples
paraˆıt fortement compromise : la solution est instationnaire et la fume´e forme des structures
complexes sur une large gamme d’e´chelles spatiales. Si les fluides turbulents se rencontrent dans
de nombreux domaines de la physique, tels que la ge´ophysique, l’oce´anographie, l’astrophysique
ou l’hydraulique, c’est peut-eˆtre dans le cadre de l’ae´rodynamique que le proble`me est pose´ de la
manie`re la plus simple et na¨ıve possible : quelle est la force de frottement exerce´e par un fluide
turbulent s’e´coulant autour d’un objet de forme donne´e ?
L’e´coulement turbulent d’eau a` haut nombre de Reynolds autour d’une sphe`re est repre´sente´
sur la figure 1. On constate qu’a` Re = 30000, les bulles pre´sentes dans l’eau, qui permettent
d’imager les structures de l’e´coulement, constituent un sillage flou derrie`re la sphe`re. ”Vu de
loin”, il semblerait donc que l’on peut s’affranchir des mouvements erratiques du fluide a` petite
e´chelle, pour ne de´crire que le mouvement a` grande e´chelle d’un fluide de nature diffe´rente. Cette
approche est a` l’origine de la notion de ”viscosite´ turbulente” utilise´e en inge´nierie : le fluide
a un comportement turbulent extreˆmement complique´ et dissipe beaucoup d’e´nergie. On peut
supposer que ce mouvement turbulent est e´quivalent a` l’e´coulement laminaire d’un fluide qui au-
rait une viscosite´ plus e´leve´e. Il y aurait alors une viscosite´ de´pendante du nombre de Reynolds
local qu’il suffirait d’introduire dans l’e´quation de Navier-Stokes avant d’en calculer la solution
laminaire. Cette approche e´choue rapidement de`s que l’on se rend compte que la valeur de cette
”viscosite´ turbulente” de´pend fortement de la ge´ome´trie de l’e´coulement conside´re´, si bien que
la the´orie n’a aucun pouvoir pre´dictif.
Dans un contexte de ge´ophysique externe, les e´coulements atmosphe´riques et oce´aniques ont
lieu dans des couches de fluide dont l’e´paisseur est tre`s faible devant leur extension horizontale.
En premie`re approximation, on peut conside´rer l’e´coulement comme e´tant bidimensionnel, et on
est ramene´ au proble`me de la turbulence a` deux dimensions. Or la turbulence a` deux dimensions
est re´pute´e pour former des structures de grandes tailles, par la fusion de structures de tailles
plus petites. Dans ces e´coulements, les grandes e´chelles sont donc pre´dominantes. Ces grandes
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Figure 2 – A gauche : carte me´te´orologique mettant en e´vidence un anticyclone couvrant une
grande partie de l’Europe (en haut) et planisphe`re des courants oce´aniques majeurs (en bas). A
droite : la grande tache rouge de Jupiter (cliche´ NASA).
structures sont visibles sur la carte me´te´orologique et sur la carte des courants marins pre´sente´es
sur la figure 2. Un exemple astrophysique est celui de la grande tache rouge de Jupiter, un
gigantesque anticyclone qui mesure deux a` trois diame`tres terrestres. La premie`re observation
remonte a` 1664 et la structure perdure depuis.
En plus de l’observation de cette se´paration d’e´chelles spatiales, les grandes structures de
l’e´coulement bidimensionnel peuvent pre´senter une dynamique relativement lente, mettant en
e´vidence e´galement de grandes e´chelles temporelles. Un exemple d’une telle dynamique est le
phe´nome`ne ”el Nin˜o” [1] repre´sente´ sur la figure 3. Ce phe´nome`ne se caracte´rise au niveau des
latitudes e´quatoriales par une augmentation de la tempe´rature de surface de l’oce´an pacifique
Est. Cette anomalie de tempe´rature se propage ensuite un peu plus a` l’inte´rieur de l’oce´an pa-
cifique. Cette augmentation de tempe´rature de surface oce´anique est couple´e a` une anomalie
de l’intensite´ du vent dans la re´gion. La forte corre´lation entre les trois se´ries temporelles de
la figure 3 traduit l’existence d’une structure de grande taille. Cette structure est repre´sente´e
pour le phe´nome`ne el Nin˜o de 1997. Ces e´ve`nements se produisent ale´atoirement, avec un temps
moyen entre deux e´ve`nements de l’ordre de quelques anne´es environ, et chaque e´ve`nement dure
quelques mois. Cette dernie`re e´chelle de temps est de l’ordre de grandeur du temps de retourne-
ment d’une structure de quelques milliers de kilome`tres dans un courant marin ayant une vitesse
de l’ordre de la dizaine de centime`tres par seconde. A ces grandes structures correspond donc
une e´chelle de temps longue d’e´volution.
Dans les exemples pre´ce´dents, on s’inte´resse aux grandes e´chelles d’un e´coulement qui par
ailleurs contient de plus petites e´chelles turbulentes. C’est donc le meˆme champ (le champ de
vitesse) qui contient a` la fois les grandes et les plus petites e´chelles. Une se´paration plus nette
est rencontre´e dans le cadre de l’e´tude de l’effet dynamo : au sein des plane`tes et des e´toiles, le
mouvement turbulent d’un fluide conducteur d’e´lectricite´ est le sie`ge d’une instabilite´ par lequel
des courants e´lectriques et un champ magne´tique apparaissent spontane´ment. Vus de loin, la
12
Figure 3 – A gauche : Anomalie de tempe´rature de surface aux latitudes e´quatoriales, pour
l’oce´an pacifique Est (a) et central (b). La variation annuelle a e´te´ retire´e. En bas : anomalie du
vent dirige´ vers l’Est dans l’oce´an pacifique central, aux latitudes e´quatoriales (c). La corre´lation
entre ces trois signaux sugge`re l’existence d’une structure de grande e´chelle, qui est repre´sente´e
en termes d’anomalie de tempe´rature de surface en C˚ pour l’e´ve`nement ”el Nin˜o”de 1997 (a`
droite). Se´ries temporelles issues de [1] et planisphe`re issu du National Center for Environmental
Prediction, US.
Terre et le Soleil posse`dent un champ magne´tique de structure dipolaire, dont l’e´chelle typique
est le rayon de l’objet conside´re´. Nous verrons dans le premier chapitre que le champ magne´tique
terrestre s’est renverse´ ale´atoirement pendant les temps ge´ologiques, tandis que celui du soleil
oscille avec une e´tonnante pe´riodicite´ de 22 ans. C’est donc un exemple d’instabilite´ dans lequel
un champ domine´ par des grandes e´chelles (spatiales et temporelles) apparaˆıt sur un e´coulement
turbulent. L’expe´rience Von Karman Sodium, qui constitue la motivation de la plupart des
chapitres de cette the`se, a reproduit en laboratoire un tel champ magne´tique domine´ par des
grandes e´chelles, et engendre´ par instabilite´ dynamo dans un e´coulement pleinement turbulent.
Comment re´duire le nombre de degre´s de liberte´ ?
Ces syste`mes ont e´te´ observe´s, mesure´s, quantifie´s, pour certains depuis plus de 300 ans.
Pourtant ils soule`vent encore un grand nombre de questions aussi na¨ıves que fondamentales
auxquelles il est difficile de donner une re´ponse pre´cise : quelle force exerce l’air sur une balle de
ping-pong ? Quand le champ magne´tique terrestre se renversera-t-il a` nouveau ? Peut-on pre´dire
avec pre´cision le temps qu’il fera dans une semaine ?
Pire encore, on connaˆıt relativement bien les e´quations qui re´gissent la dynamique de ces
syste`mes : l’e´quation de Navier-Stokes de´crit le mouvement d’un fluide et la turbulence hydro-
dynamique qu’il peut engendrer. Si le fluide conduit l’e´lectricite´, on fait appel a` la loi d’Ohm
et aux e´quations de Maxwell pour de´crire le champ magne´tique auquel est couple´ le champ
de vitesse. S’il pre´sente des variations de tempe´rature et de densite´, on inclut la gravite´, une
e´quation d’e´tat et l’e´quation de la chaleur. Malheureusement, on ne peut exprimer la solution
ge´ne´rale de ces e´quations. Depuis quelques de´cennies, une possibilite´ consiste a` calculer des so-
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lutions approche´es avec un ordinateur, qui dans le meilleur des cas fournira autant voire plus
d’informations sur le syste`me qu’une expe´rience ide´ale. Cette me´thode, tout comme l’approche
expe´rimentale, a permis de comprendre un grand nombre de me´canismes physiques par lesquels
on acquiert une certaine intuition du comportement de ces diffe´rents syste`mes.
Ne´anmoins, cette me´thode ne re´sout pas un proble`me essentiel : On se fiche pas mal des
de´tails de la dynamique du syste`me, on ne veut pas de´crire toutes les e´chelles de la turbulence,
on ne tient pas a` connaˆıtre le champ magne´tique a` toutes les e´chelles. Au contraire, on aimerait
pouvoir de´gager des lois ge´ne´rales pour quelques grandeurs macroscopiques : la force exerce´e
par la turbulence sur un objet, l’intensite´ d’un cyclone ou d’un grand courant marin, ou encore
l’amplitude et la fre´quence d’oscillation du champ magne´tique solaire.
Boltzmann a re´ussi le tour de force de ramener la dynamique d’un gaz forme´ de 1023 particules
a` celle de trois variables macroscopiques que sont la tempe´rature, la densite´ et la pression. Graˆce
a` la me´canique statistique, il a simplifie´ drastiquement l’e´tude des syste`mes a` l’e´quilibre, et a
du meˆme coup complexe´ des ge´ne´rations a` venir de physiciens de la turbulence et des syste`mes
non-line´aires : comprendre un syste`me physique, c¸a semble eˆtre isoler les quelques grandeurs ou
degre´s de liberte´ pertinents pour de´crire le syste`me. A l’issue de cette ope´ration, on peut faire
des analogies et de´gager des grandes classes de syste`mes qui auront le meˆme comportement.
Structure du manuscrit
En physique non-line´aire, la the´orie des formes normales joue ce roˆle. Elle permet, dans le
cadre de l’e´tude d’une instabilite´ hydrodynamique, de passer de l’infinite´ de degre´s de liberte´ que
constitue le champ de vitesse du fluide en tout point de l’espace, au peu de degre´s de liberte´ que
sont les amplitudes de quelques modes marginalement stables. Bien que son domaine de validite´
soit relativement restreint, nous verrons dans cette the`se que cette the´orie permet d’expliquer de
manie`re relativement simple la dynamique d’un champ magne´tique engendre´ par effet dynamo,
et ce meˆme dans un e´coulement pleinement turbulent.
Cette interpre´tation des re´sultats expe´rimentaux en termes de syste`mes dynamiques constitue
le premier chapitre de cette the`se. Apre`s quelques rappels de magne´tohydrodynamique, nous
revenons sur un me´canisme de renversements de champ magne´tique propose´ re´cemment que
nous e´tendons au re´gime de bistabilite´ entre dynamo stationnaire et dynamo oscillante. Le champ
magne´tique a` grande e´chelle est alors de´crit a` l’aide de deux modes qui se couplent line´airement
lorsque l’on brise faiblement une syme´trie du syste`me. Cette approche en termes d’e´quation
d’amplitude est de´veloppe´e en de´tails dans les deux chapitres suivants.
Dans le second chapitre, nous utilisons un mode`le de dynamo cine´matique simple pour faire
des pre´dictions sur la ge´ome´trie a` grande e´chelle du champ magne´tique engendre´. Nous expli-
citons le passage de l’e´quation d’induction a` l’e´quation d’amplitude re´gissant l’e´volution des
deux modes couple´s, avant de faire le lien entre les renversements du champ magne´tique et le
phe´nome`ne de localisation he´misphe´rique de ce champ. Ces pre´dictions sont confronte´es a` des
donne´es astrophysiques et aux donne´es de l’expe´rience Von Karman Sodium.
Le troisie`me chapitre porte sur la de´rive d’un motif pe´riodique lorsqu’une syme´trie est faible-
ment brise´e. Ce syste`me, plus simple et intuitif que le proble`me magne´tique, pre´sente une forte
analogie avec ce dernier. En effet, si les deux syste`mes de de´part sont a priori tre`s diffe´rents, ils
peuvent tous les deux eˆtre de´crits a` l’aide de deux modes couple´s, et conduisent donc au meˆme
type d’e´quations d’amplitudes. La relative simplicite´ du proble`me de de´rive d’un motif permet
d’en faire une e´tude exhaustive dans les re´gimes line´aire et non-line´aire. Nous en de´duisons une
pre´diction pour l’expe´rience VKS, valable si cette dernie`re peut eˆtre conside´re´e comme e´tant
forme´e de ”deux dynamos e´loigne´es”.
Le quatrie`me chapitre pre´sente un me´canisme d’effet dynamo dans lequel une modulation
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de la perme´abilite´ magne´tique d’une paroi permet d’engendrer du champ magne´tique a` partir
d’un e´coulement particulie`rement simple. C’est un exemple de ge´ne´ration de champ a` grande
e´chelle par une modulation des conditions aux limites a` petite e´chelle. Ce phe´nome`ne constitue
une explication possible du roˆle des pales ferromagne´tiques des disques de l’expe´rience VKS.
Enfin, le dernier chapitre porte sur la dynamique d’une circulation a` grande e´chelle engendre´e
dans un e´coulement cellulaire a` petite e´chelle. Nous pre´sentons une solution analytique de´crivant
cette circulation a` haut nombre de Reynolds, ainsi que les petites e´chelles avec lesquelles elle
coexiste. Nous e´tudions ensuite nume´riquement le re´gime de renversements erratiques du sens
de rotation de la circulation globale. Ces renversements sont plus complexes que ceux e´tudie´s
dans les trois premiers chapitres, en ce sens que la re´duction a` une forme normale ne peut
pas eˆtre applique´e a` ce syste`me : on est en pre´sence de renversements dans un syste`me a` grand
nombre de degre´s de liberte´. Nous caracte´risons ces renversements a` l’aide des outils des syste`mes
dynamiques.
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Chapitre 1
Effet dynamo et expe´rience Von
Karman Sodium
Dans le langage courant, le mot dynamo fait re´fe´rence au dispositif qui permet d’alimenter
un phare a` partir du mouvement de la roue d’une bicyclette. Ce dispositif est constitue´ d’un
aimant entraˆıne´ en rotation par le mouvement de la roue. Imaginons un dispositif plus simple au
sein duquel un disque me´tallique tourne dans le champ magne´tique cre´e´ par un aimant. Le mou-
vement de ce disque dans le champ magne´tique de l’aimant engendre une force e´lectromotrice
qui permet a` un courant e´lectrique de circuler dans l’ampoule du phare. Ce dispositif convertit
donc une partie de l’e´nergie me´canique de la roue en e´nergie e´lectrique.
Afin de s’affranchir de la pre´sence de l’aimant, on peut le remplacer par une ou plusieurs spires
de fil conducteur. Ce dispositif et le pre´ce´dent sont repre´sente´s sur la figure 1.1 : le courant cre´e´
passe dans la spire et engendre lui-meˆme le champ magne´tique ne´cessaire a` la conversion. Le
champ magne´tique apparaˆıt alors par un me´canisme d’instabilite´ : une petite perturbation de
courant e´lectrique engendre une perturbation de champ magne´tique. Du fait du mouvement du
disque conducteur, ce champ magne´tique cre´e´ une force e´lectromotrice et amplifie donc le cou-
rant initial. Si le disque tourne lentement, ce me´canisme d’amplification est peu efficace et la
perturbation de courant est rapidement dissipe´e par effet Joule. En revanche, si la roue tourne
suffisamment vite pour compenser les pertes ohmiques dans les diffe´rents conducteurs, le courant
e´lectrique qui parcourt le circuit croˆıt exponentiellement par instabilite´. Ce dispositif s’appelle la
dynamo de Bullard. Plus ge´ne´ralement, en physique on appelle effet dynamo une telle cre´ation
de champ magne´tique par un me´canisme d’instabilite´. Cet effet est a` l’origine de la production
industrielle de la majeure partie de l’e´lectricite´ que nous consommons.
Cette instabilite´ est e´galement un the`me important de recherche en physique fondamentale,
depuis que Larmor proposa en 1919 qu’elle fuˆt responsable du champ magne´tique de nombreux
objets astrophysiques [2]. L’hypothe`se de Larmor e´tait que les mouvements internes des corps
ce´lestes permettent l’amplification spontane´e d’un champ magne´tique par effet dynamo. Il in-
siste essentiellement sur le cas du soleil, mais mentionne le fait que le meˆme me´canisme pourrait
eˆtre a` l’oeuvre au sein de la Terre. On sait aujourd’hui que le noyau externe de la Terre est
constitue´ de me´tal liquide, un fluide conducteur d’e´lectricite´. Le soleil est une boule de plasma,
qui conduit lui aussi l’e´lectricite´. La forte diffe´rence de tempe´rature entre le centre de ces objets
et leur surface est responsable (entre autres) de vigoureux mouvements de convection.
La question alors pose´e e´tait de savoir si, a` condition de choisir judicieusement le champ de
vitesse au sein du fluide conducteur, on pouvait cre´er spontane´ment du champ magne´tique par
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Figure 1.1 – A gauche : la rotation d’un disque dans le champ magne´tique B d’un aimant
engendre le courant I qui permet d’allumer une ampoule. A droite : l’aimant a e´te´ remplace´
par une spire. Si la rotation du disque est suffisamment rapide, le champ magne´tique est auto-
entretenu.
instabilite´ dynamo. Des e´coulements mode`les relativement simples furent propose´s (G.O. Ro-
berts [3], Ponomarenko [4]), puis re´alise´s expe´rimentalement beaucoup plus re´cemment ([5], [6]).
Ne´anmoins, ces e´coulements de fluide e´taient fortement contraints, et la question de l’existence
d’un effet dynamo dans un e´coulement pleinement turbulent restait ouverte.
Conside´rons quelques objets du syste`me solaire :
– Le champ magne´tique solaire est a` grande e´chelle un dipoˆle oriente´ selon l’axe de rotation,
dont l’amplitude varie pe´riodiquement dans le temps avec une pe´riode de 22 ans. Le champ
a` la surface du soleil est en moyenne de l’ordre de 1 G. A ce champ a` grande e´chelle se
superposent les ”re´gions actives”, ou` se trouvent les taches solaires. Ce sont des zones
de fort champ magne´tique, qui peut atteindre jusqu’a` 4000 G. La latitude de ces taches
solaires est trace´e en fonction du temps sur la figure 1.2.
– Selon les nombreuses e´tudes pale´omagne´tiques, le champ magne´tique terrestre a toujours
e´te´ domine´ par un dipoˆle, oriente´ lui aussi en premie`re approximation selon l’axe de ro-
tation. Cependant, le sens de ce dipoˆle s’est inverse´ brusquement dans le temps, et ce de
manie`re comple`tement erratique. L’e´volution du dipoˆle magne´tique terrestre durant les
deux derniers millions d’anne´es est repre´sente´e sur la figure 1.2.
– Les champs magne´tiques de Saturne, Jupiter, Neptune et Uranus sont des dipoˆles faisant
respectivement des angles de 0, 10, 47, et 59 degre´s avec l’axe de rotation de la plane`te.
– Mars actuellement n’est plus une dynamo, mais en a e´te´ une. De plus, le champ re´manent
est localise´ uniquement dans l’he´misphe`re Sud de la plane`te.
Derrie`re cette grande diversite´ de ge´ome´tries et de dynamiques, il faut noter une caracte´ristique
commune a` tous ces objets astrophysiques : ils posse`dent un champ magne´tique a` grande e´chelle
dont la dynamique est plutoˆt lente, alors que l’e´coulement qui l’engendre est turbulent, fluctue
rapidement, et posse`de une taille caracte´ristique a priori petite devant le rayon de l’objet. Le
proble`me du champ magne´tique des objets astrophysiques soule`ve donc des questions fondamen-
tales sur la dynamique d’une structure a` grande e´chelle engendre´e sur un fond turbulent :
– Quel est le roˆle des petites e´chelles de vitesse sur la ge´ne´ration du champ magne´tique ?
– Quel est l’effet de la turbulence sur la valeur a` saturation du champ magne´tique ?
– Quel est l’effet de la turbulence sur la dynamique temporelle du champ magne´tique ?
L’expe´rience Von Karman Sodium (VKS) a e´te´ conc¸ue entre autres pour re´pondre a` ces ques-
18
−2 −1.5 −1 −0.5 0−2
−1
0
1
2
temps (Millions d’années)
In
te
ns
ité
 re
la
tiv
e 
du
 d
ip
ôl
e
Figure 1.2 – En haut : diagramme papillon du soleil. La latitude d’apparition des taches solaires
est trace´e en fonction du temps. Le motif se reproduit avec une pe´riode de 11 ans, qui traduit
la pe´riodicite´ de 22 ans du champ magne´tique solaire (d’apre`s [7]). En bas : Renversements du
dipoˆle magne´tique terrestre au cours des derniers millions d’anne´es (d’apre`s [8]).
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tions. Son succe`s en 2006 a constitue´ la premie`re de´monstration expe´rimentale de l’effet dynamo
dans un e´coulement pleinement turbulent [9]. Parmi les trois questions pose´es pre´ce´demment,
le pre´sent chapitre se focalise sur celle des re´gimes dynamiques de champ magne´tique. Apre`s
quelques brefs rappels de magne´tohydrodynamique, je pre´senterai les re´gimes dynamiques de
l’expe´rience VKS, puis je de´crirai un mode`le simple permettant de les expliquer, avant de me
concentrer plus particulie`rement sur le re´gime de bistabilite´ entre champ stationnaire et champ
oscillant.
1.1 Magne´tohydrodynamique d’un fluide incompressible
La magne´tohydrodynamique est la me´canique des fluides conducteurs d’e´lectricite´, dans la
limite ou` la vitesse du fluide reste faible devant la vitesse de la lumie`re. Dans cette limite, les
e´quations d’e´volution du syste`me couplent le champ de vitesse du fluide et seulement le champ
magne´tique.
1.1.1 Equation d’induction
Conside´rons donc un fluide de conductivite´ e´lectrique σ. Soit ~v son champ de vitesse, ~E le
champ e´lectrique, ~J la densite´ de courant e´lectrique et ~B le champ magne´tique. Rappelons que
la loi d’Ohm n’est valable que dans le re´fe´rentiel ou` le fluide est au repos. Si l’on note avec un ′
les grandeurs dans ce re´fe´rentiel, et sans ′ les meˆmes grandeurs dans le re´fe´rentiel du laboratoire,
le changement de re´fe´rentiel s’e´crit dans la limite v ≪ c :
~J ′ ≃ ~J (1.1)
~B′ ≃ ~B (1.2)
~E ′ ≃ ~E + ~v × ~B (1.3)
L’e´quation de Maxwell-Faraday, puis la loi d’Ohm ~J ′ = σ ~E ′ conduisent a` :
−∂t ~B = ~∇× ~E = ~∇×

 ~J
σ
− ~v × ~B

 (1.4)
Dans la limite d’un mouvement non-relativiste du fluide, le courant de de´placement peut eˆtre
ne´glige´ dans la loi de Maxwell-Ampe`re, ce qui permet d’e´crire :
−∂t ~B = ~∇×
(
1
µ0σ
~∇× ~B − ~v × ~B
)
(1.5)
En utilisant ~∇. ~B = 0, on obtient l’e´quation d’induction, qui re´git l’e´volution du champ
magne´tique :
∂t ~B = ~∇× (~v × ~B) + 1
µ0σ
∆ ~B (1.6)
Dans le cas d’un fluide incompressible, la divergence de ~v est e´galement nulle, ce qui permet de
re´e´crire l’e´quation sous la forme :
∂t ~B + (~v.~∇) ~B = ( ~B.~∇)~v + 1
µ0σ
∆ ~B (1.7)
Quelques commentaires sur l’e´quation obtenue : le membre de gauche est la de´rive´e totale du
champ magne´tique. Le champ magne´tique est donc advecte´ par le champ de vitesse. Le membre
de droite comprend deux termes :
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– Le premier terme est appele´ terme d’e´tirement du champ magne´tique. Ce terme traduit
le fait qu’un gradient de vitesse peut amplifier un champ magne´tique pre´-existant. C’est
cette amplification qui est responsable de l’effet dynamo.
– Le second terme est un terme diffusif, qui correspond a` la dissipation ohmique dans le
fluide. La quantite´ (µ0σ)
−1 s’appelle la diffusivite´ magne´tique, et est parfois note´e η.
Remarquons de plus que si le champ de vitesse est fixe´, ou inde´pendant de ~B, cette e´quation est
line´aire. Le proble`me de ”dynamo cine´matique” consiste a` se donner le champ de vitesse ~v du
fluide, et a` e´tudier la stabilite´ de perturbations infinite´simales de champ magne´tique. De telles
perturbations ne pourront eˆtre instables que si le terme amplificateur parvient a` compenser la
diffusion ohmique. Notons L une taille caracte´ristique du champ de vitesse, et V une vitesse
caracte´ristique du fluide. On peut construire un nombre sans dimension en faisant le rapport des
deux termes a` droite de l’e´quation d’induction :
Rm =
( ~B.~∇)~v
η∆ ~B
=
V L
η
(1.8)
La similarite´ entre ce nombre sans dimension et le nombre de Reynolds, dans lequel on au-
rait remplace´ la diffusivite´ cine´matique ν par la diffusivite´ ohmique η, lui vaut l’appellation de
nombre de Reynolds magne´tique. Si ce nombre est grand, les effets amplificateurs du champ sont
importants, et on peut e´ventuellement observer du champ magne´tique par effet dynamo. S’il est
faible, ce sont les effets dissipatifs qui dominent, et toute perturbation de champ magne´tique est
rapidement amortie. En d’autres termes, l’apparition de champ magne´tique par effet dynamo
a lieu au-dela` d’une valeur critique du nombre de Reynolds magne´tique, appele´ seuil de l’effet
dynamo.
Revenons sur l’approximation non-relativiste effectue´e pre´ce´demment. Si l’on conserve le
courant de de´placement dans la loi de Maxwell-Ampe`re, on obtient :
η
c2
∂tt ~B + ∂t ~B = ~∇× (~v × ~B) + η∆ ~B (1.9)
Le temps caracte´ristique de relaxation de ∂t ~B vers le forc¸age effectue´ par le membre de droite
est η/c2. Pour des vitesses non-relativistes, ce temps est tre`s court devant un temps advectif
L/V , ou un temps de diffusion ohmique L2/η. Ce terme en de´rive´e seconde de ~B est donc un
terme relativiste, qui doit eˆtre ne´glige´, puisque nous avons ne´glige´ les termes relativistes lors de
l’e´criture du changement de re´fe´rentiel.
1.1.2 Principaux effets ge´ne´rateurs de champ magne´tique
Il existe deux me´canismes d’induction principaux, qui permettent de comprendre l’amplifica-
tion de champ magne´tique par un champ de vitesse. Le premier s’appelle l’effet ω, et traduit le
fait qu’un cisaillement de fluide ~v = Sz~ex va induire une composante de champ selon x a` partir
d’un champ selon z. Ceci se comprend de la manie`re suivante : lorsque la dissipation ohmique
est tre`s faible, les lignes de champ magne´tique sont ”gele´es” dans le fluide. Si l’on conside`re une
ligne de champ initialement verticale, le champ de vitesse entrainera plus rapidement le haut de
cette ligne que le bas. La ligne de champ est donc tordue, et l’on a cre´e´ du champ selon x. Ce
me´canisme est repre´sente´ sche´matiquement sur la figure 1.3.
Le deuxie`me me´canisme d’induction, moins intuitif, s’appelle l’effet α. Conside´rons un e´coule-
ment stationnaire, pe´riodique dans l’espace, dont le champ de vitesse a une moyenne spatiale
nulle, et dont la taille et la vitesse caracte´ristiques l et V conduisent a` un nombre de Reynolds
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Figure 1.3 – A gauche : sche´matisation de l’effet ω. Une ligne de champ est advecte´e plus
rapidement par le fluide situe´ en haut que par celui qui est en bas, ce qui induit du champ
dans la direction de l’e´coulement. A droite : sche´matisation de l’effet α. L’he´lice entraine la ligne
de champ en la tournant d’un quart de tour, et induit donc du champ selon l’autre direction
perpendiculaire a` son axe (voir texte).
magne´tique V l/η faible. Conside´rons de plus que cet e´coulement s’e´tend dans un domaine de
tre`s grande taille L, si bien que le champ magne´tique dispose d’une grande e´chelle pour se
de´velopper. Le nombre de Reynolds magne´tique a` grande e´chelle V L/η est grand. Ecrivons alors
le champ magne´tique sous la forme ~B +~b, ou` ~B est une composante a` grande e´chelle, et ~b≪ ~B
est une composante a` petite e´chelle. Conside´rons une moyenne glissante < ... > sur une taille
interme´diaire entre l et L. Ecrivons la moyenne de l’e´quation d’induction, puis retranchons cette
moyenne a` l’e´quation d’induction, pour obtenir approximativement les e´quations :
∂t ~B = ~∇× < ~v ×~b > +η∆ ~B (1.10)
η∆~b = −( ~B.~∇)~v (1.11)
Pour simplifier ces e´quations, nous avons utilise´ le fait que ~b ≪ ~B, que les de´rive´es spatiales
de ~v et ~b sont beaucoup plus grandes que celles de ~B, et que le champ ~b suit adiabatiquement
les variations de ~B dans la limite V l/η ≪ 1. La deuxie`me des e´quations pre´ce´dentes permet
d’obtenir une expression de ~b en fonction de ~B, qui peut eˆtre reporte´e dans la premie`re e´quation.
Le terme < ~v×~b > est alors line´aire en ~B, et s’e´crit sous la forme ~~α ~B, ou` ~~α s’appelle le ”tenseur
d’effet alpha”. L’e´quation sur le champ grande e´chelle prend alors la forme ferme´e :
∂t ~B = ~∇× ~~α ~B + η∆ ~B (1.12)
Avec un e´coulement bien choisi, le tenseur d’effet α permet d’amplifier du champ magne´tique.
L’e´coulement le plus simple qui met en e´vidence cet effet est sans doute l’e´coulement de G.O. Ro-
berts, un e´coulement cellulaire forme´ d’une juxtaposition d’e´coulements he´lico¨ıdaux. De manie`re
ge´ne´rale, les e´coulements qui re´alisent l’effet α de manie`re efficace posse`de des lignes de cou-
rant en forme d’he´lice.Le me´canisme par lequel un champ de vitesse he´lico¨ıdal induit du champ
magne´tique est repre´sente´ sur la figure 1.3 : conside´rons une ligne de champ perpendiculaire a`
l’axe de l’he´lice. Imaginons que cette ligne de champ soit une corde gele´e dans le fluide. Si l’on
prend cette corde dans son poing, et que l’on avance ce poing en le tournant d’un quart de tour,
selon un mouvement he´lico¨ıdal, on cre´e´ une boucle de champ magne´tique. On induit donc du
champ selon l’autre composante perpendiculaire a` l’axe de l’he´lice.
Bien que le terme d’effet α n’ait de sens en toute rigueur que dans la limite d’une se´paration
d’e´chelles entre le champ de vitesse et le champ magne´tique, il est parfois utilise´ abusivement pour
de´signer le processus par lequel un champ de vitesse he´lico¨ıdal amplifie du champ magne´tique.
L’expe´rience dynamo de Karlsruhe a produit un champ dynamo a` l’aide d’une juxtaposition
d’e´coulements he´lico¨ıdaux, tandis que l’expe´rience de Riga a produit du champ a` l’aide d’une
22
seule he´lice de vitesse de plus grande taille. La question de savoir si un e´coulement turbulent
peut posse´der spontane´ment les petites e´chelles he´lico¨ıdales ne´cessaires a` l’amplification d’un
champ magne´tique constitue le proble`me encore ouvert de l’existence de ”l’effet α turbulent”.
L’effet dynamo est l’instabilite´ d’un champ de vecteur. En ge´ne´ral, le me´canisme de cette
instabilite´ comprend aux moins deux e´tapes, qui font intervenir deux composantes du champ
magne´tique : les effets inductifs produisent une composante de champ magne´tique B2 a` partir
du champ initial B1. Cette nouvelle composante B2 est a` nouveau transforme´e par l’e´coulement
pour venir re´-amplifier B1. Chacune de ces deux e´tapes peut eˆtre re´alise´e au choix par de l’effet α
ou de l’effet ω. Selon les me´canismes mis en jeu, on parlera donc de dynamo α2, αω, ou ω2. Nous
montrerons dans un chapitre ulte´rieur qu’une de ces deux e´tapes de conversion peut e´galement
eˆtre re´alise´e non pas au sein du fluide, mais au sein d’une paroi dont la perme´abilite´ magne´tique
ou la conductivite´ serait structure´e spatialement.
1.1.3 Re´troaction du champ magne´tique sur le champ de vitesse
Une fois le seuil dynamo atteint, des perturbations de champ magne´tique peuvent croˆıtre
exponentiellement dans le temps. Quand le champ magne´tique devient suffisamment intense, la
force de Lorentz re´agit sur l’e´coulement. Dans le plus simple des cas, elle freine l’e´coulement, et
limite ainsi la croissance du champ magne´tique, qui sature. L’e´quation qui re´git le mouvement
du fluide est donc l’e´quation de Navier-Stokes, a` laquelle est ajoute´e la force de Lorentz. Pour
un fluide de densite´ ρ et de viscosite´ cine´matique ν, cette e´quation s’e´crit :
∂t~v + (~v.~∇)~v = −~∇P
ρ
+ ν∆~v +
1
ρµ0
(~∇× ~B)× ~B (1.13)
Remarquons que cette e´quation, comme l’e´quation d’induction, est invariante par changement de
signe du champ magne´tique. Si ~B est une solution du proble`me complet, − ~B est e´galement une
solution. Nous verrons dans ce chapitre que l’effet de la force de Lorentz n’est pas toujours une
simple saturation du champ magne´tique : elle peut eˆtre responsable de branches sous-critiques de
champ magne´tique, ainsi que d’une bistabilite´ entre un re´gime de champ magne´tique stationnaire
et un re´gime oscillant.
1.2 La dynamo Von Karman Sodium
1.2.1 Dispositif expe´rimental
L’expe´rience Von Karman Sodium a e´te´ conc¸ue dans le but d’observer l’effet dynamo au sein
d’un e´coulement turbulent non contraint. La ge´ome´trie utilise´e est celle de l’e´coulement de Von
Karman : deux disques de rayon R = 155 mm munis de pales de hauteur 41 mm tournent l’un
en face de l’autre dans une cuve cylindrique de rayon 289 mm et de longueur 606 mm, ce qui
produit un e´coulement fortement turbulent. On note F1 et F2 les fre´quences de rotation des
disques.
On appelle re´gime de contra-rotation exacte le re´gime ou` les deux disques tournent a` la meˆme
vitesse et en sens oppose´s (F1 = F2). L’e´coulement moyen obtenu dans ce re´gime est sche´matise´
sur la figure 1.4. Il se compose d’une forte rotation diffe´rentielle, puisque la vitesse azimutale
est e´gale a` la vitesse de chacun des disques a` leur contact. A ceci s’ajoute une recirculation
poloidale : le fluide est entraine´ vers l’exte´rieur par la force centrifuge au voisinage des disques,
et revient vers l’axe du cylindre dans le plan central de la cuve. Pre´cisons que les pales des
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Figure 1.4 – A gauche : Repre´sentation sche´matique de l’e´coulement moyen obtenu en contra-
rotation exacte. A la rotation diffe´rentielle s’ajoute une recirculation poloidale. A droite : Position
des sondes de mesures.
disques sont courbe´es, si bien que l’e´coulement obtenu n’est pas exactement le meˆme suivant le
sens de rotation des disques.
La cuve contient environ 150 litres de sodium liquide, qui a une faible densite´ et est tre`s bon
conducteur e´lectrique. Sa viscosite´ cine´matique vaut ν = 10−6 m2.s−1, sa conductivite´ e´lectrique
σ = 107 Ω−1.m−1, et sa densite´ ρ = 930 kg.m−3. Le sodium fond a` 97 degre´s Celsius, et les
expe´riences sont effectue´es entre 110 et 160 degre´s. Les disques sont entraine´s en rotation par
4 moteurs de 75kW , ce qui permet d’atteindre une fre´quence de rotation maximale de l’ordre
de 25 Hz, soit un nombre de Reynolds de l’ordre de 106. Pre´cisons que l’effet dynamo n’a e´te´
observe´ dans l’expe´rience que lorsqu’un au moins des disques et ses pales sont en fer doux, un
mate´riau fortement ferromagne´tique. Le roˆle de ce mate´riau ferromagne´tique sera discute´ au
chapitre 4. Les mesures de champ magne´tique sont effectue´es a` l’aide de sondes a` effet Hall dont
le positionnement est repre´sente´ sur la figure 1.4. Nous discuterons des mesures effectue´es en
profondeur (capteurs P1, P2, P3), ainsi que des mesures re´alise´es en bord de cuve (capteurs
P’1, P’2). Lorsque l’on fera re´fe´rence a` l’expe´rience, on utilisera soit le syste`me de coordonne´es
carte´siennes repre´sente´ sur la figure 1.4, soit des coordonne´es cylindriques, la coordonne´es axiale
e´tant oriente´e depuis le disque 1 vers le disque 2. On de´finit enfin les deux nombres de Reynolds
magne´tiques Rm1,2 = µ0σ2πR
2F1,2.
1.2.2 Effet dynamo et re´gimes dynamiques
L’effet dynamo est observe´ en contra-rotation exacte lorsque la fre´quence de rotation des
disques de´passe 13 Hz, soit un nombre de Reynolds magne´tique critique Rm1 = Rm2 ≃ 25. Des
se´ries temporelles du champ axial mesure´ a` la position P1 sont repre´sente´es sur la figure 1.5. A
12Hz le champ magne´tique est tre`s proche de ze´ro, et pre´sente des fluctuations dues a` l’induction
par l’e´coulement sur le champ magne´tique terrestre. A 14 Hz le champ magne´tique est beaucoup
plus fort, il a une moyenne temporelle non nulle et pre´sente de fortes fluctuations autour de cette
valeur moyenne du fait de la turbulence de l’e´coulement. On repre´sente e´galement une courbe de
bifurcation du champ magne´tique, mesure´ a` la position P3 : le champ semble bifurquer continu-
ment a` partir de ze´ro. Notons que des mesures ont fait apparaˆıtre une le´ge`re sous-criticalite´ au
voisinage du seuil, en particulier en de´but de campagne de mesure. Cette sous-criticalite´ pourrait
venir des disques ferromagne´tiques, qui ont besoin de s’aimanter dans la bonne direction pour
produire l’effet dynamo. Notons de plus que le champ semble croˆıtre a` peu pre`s line´airement
en l’e´cart au seuil dynamo, alors qu’une bifurcation fourche pre´voit un comportement en racine
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Figure 1.5 – A gauche : Champ magne´tique axial mesure´ de part et d’autre du seuil dynamo, a`
la position P1. A droite : Courbe de bifurcation du champ magne´tique mesure´ a` la position P3.
carre´. Encore une fois, on ne peut pas exclure l’hypothe`se selon laquelle ce comportement aurait
pour origine une imperfection due a` l’aimantation re´manente des disques ferromagne´tiques.
Des mesures effectue´es en diffe´rents points de l’expe´rience montrent que le champ magne´tique
moyen est domine´ par un dipoˆle aligne´ avec l’axe de l’expe´rience : en contra-rotation, on mesure
un fort champ poloidal dans l’axe de la cuve autour duquel un champ azimutal tourne dans le
sens indirect. Le champ poloidal reboucle en pe´riphe´rie de la cuve. On a observe´ dans l’expe´rience
les deux orientations de ce dipoˆle axial, en accord avec la syme´trie ~B → − ~B des e´quations de la
magne´tohydrodynamique.
Un des points forts de l’expe´rience VKS est qu’elle posse`de deux parame`tres de controˆle, qui
sont les deux fre´quences de rotation F1 et F2 des disques. En faisant varier inde´pendamment ces
deux fre´quences, on modifie la ge´ome´trie de l’e´coulement qui produit le champ magne´tique. Si
l’on s’e´loigne de la contra-rotation exacte F1 = F2, on conserve un champ stationnaire lorsque
|F1 − F2| est faible, avant d’observer un champ oscillant dans le temps pour une plus grande
diffe´rence de fre´quences. Une se´rie temporelle du champ magne´tique mesure´ aux positions P1 et
P’2 est repre´sente´e sur la figure 1.6 pour F1 = 25 Hz et F2 = 18 Hz. On observe une oscillation
cohe´rente des trois composantes du champ magne´tique mesure´ en P1. De plus, cette oscillation
est cohe´rente avec le champ selon y mesure´ en P’2, si bien que la structure de champ magne´tique
mise en jeu dans l’oscillation s’e´tend sur toute la taille de la cuve. Enfin, il est frappant de
constater combien le signal est pe´riodique, et ce malgre´ les fortes fluctuations turbulentes : le
champ magne´tique posse`de des fluctuations erratiques autour d’un ”signal moyen” qui lui ne
semble pas du tout affecte´ par ces fluctuations. Ceci est la signature d’une dynamique sous-
jacente de´terministe, et de basse dimensionalite´, c’est-a`-dire qui met en jeu peu de modes.
Pour observer un effet des fortes fluctuations turbulentes sur cette dynamique, il faut se
placer au voisinage de la frontie`re entre dynamo stationnaire et dynamo oscillante. Sur la figure
1.7 est repre´sente´e une se´rie temporelle du champ selon y mesure´ a` la position P ′2 pour F1 =
22.5 Hz et F2 = 18.75 Hz : le champ reste longtemps dans une polarite´ donne´e, avant de
se renverser soudainement pour rejoindre l’autre polarite´. Ces renversements se produisent de
manie`re erratique dans le temps et ne sont pas sans rappeler ceux du champ magne´tique terrestre
[10]. L’espace des re´gimes dynamo observe´s en fonction de F1 et F2 est repre´sente´ sur la figure
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Figure 1.6 – Oscillation du champ magne´tique mesure´ en re´gime de´cale´ (F1 = 25 Hz et F2 =
18 Hz). On repre´sente les trois composantes du champ a` la position P1 (a` gauche) et le champ
selon y mesure´ en P’2 (a` droite).
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Figure 1.7 – Champ selon y mesure´ au point P’2, dans un re´gime de renversements erratiques
(F1 = 22.5Hz, F2 = 18.75Hz).
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1.8, pour deux configurations expe´rimentales diffe´rentes : la premie`re configuration correspond
aux mesures de´crites pre´ce´demment. Les donne´es sont issues d’une campagne de deux semaines
de mesures intitule´e VKS2R. La seconde configuration correspond a` une campagne de mesure
nomme´e VKS2J, pour laquelle un cylindre interne de cuivre, de rayon 206 mm et d’e´paisseur
4 mm a e´te´ place´ dans la cuve. L’espace des parame`tres s’en trouve un peu complexifie´, mais
on observe toujours la meˆme phe´nome´nologie, a` savoir des poches d’oscillation aux frontie`res
desquelles sont e´ventuellement observe´s des renversements erratiques du champ magne´tique.
1.2.3 Dynamique de basse dimensionalite´
Comme nous l’avons e´voque´ pre´ce´demment, le fait que les re´gimes dynamiques observe´s
soient cohe´rents spatialement sur la taille de l’expe´rience et peu affecte´s par la turbulence de
l’e´coulement est un signe que la dynamique implique uniquement quelques modes de champ
magne´tique couple´s. On peut en pratique se contenter de deux modes de champs magne´tiques : un
mode de syme´trie dipolaire et un mode de syme´trie quadrupolaire, qui a` grande e´chelle sont axi-
syme´triques. Ils sont repre´sente´s sur la figure 1.9. L’hypothe`se principale est que ces deux modes
ont des seuils dynamo tre`s proches. De nombreux exemples de calculs dynamo cine´matiques
dans des ge´ome´tries similaires ont mis en e´vidence cette proximite´ de seuil des modes dipolaire
et quadrupolaire ([11], [12], et re´sultats du chapitre 2). En ce qui concerne l’expe´rience VKS en
contra-rotation exacte, l’argument suivant permet de justifier cette hypothe`se : dans la limite
ou` les disques seraient infiniment e´loigne´s l’un de l’autre, chacun des disques pourrait cre´er un
champ axisyme´trique ± ~B en son voisinage, et ne ”verrait” pas le champ cre´e´ par l’autre disque.
Autrement dit, les modes localise´s pre`s de chacun des disques auraient le meˆme seuil dynamo.
Si l’on rapproche maintenant les disques, les modes magne´tiques cre´e´s par chacun des disques
deviennent le´ge`rement couple´s : si les deux champs sont aligne´s l’un par rapport a` l’autre, on
obtient un mode dipolaire. Si ils pointent dans des directions oppose´s, le mode est quadrupolaire.
Ces deux modes - dipolaire et quadrupolaire - ont alors des seuils diffe´rents, mais tre`s proches
dans la limite ou` les disques sont encore e´loigne´s l’un de l’autre.
Lors des mesures de VKS, les fre´quences de rotation des disques atteignent au maximum
deux fois la fre´quence critique de la dynamo. Autrement dit, on reste toujours proche du seuil.
Dans ce cas, seuls les deux modes dipolaire ~D(x, y, z) et quadrupolaire ~Q(x, y, z) sont potentiel-
lement instables, tandis que tous les modes magne´tiques plus structure´s sont fortement amortis.
On e´crit alors le champ magne´tique sous la forme ~B = d(t) ~D + q(t) ~Q, et l’e´volution temporelle
du syste`me est alors re´gie par un syste`me dynamique du premier ordre en temps qui couple
les amplitudes d(t) et q(t). D’un point de vue mathe´matique, c’est le the´ore`me de la varie´te´
centrale qui assure que l’on peut prendre en compte uniquement ces deux modes au voisinage de
leur seuil. Dans le cas ou` l’e´coulement est simple, les techniques de de´veloppement faiblement
non-line´aire permettent ensuite d’e´crire les e´quations du syste`me dynamique. Par ce processus,
on simplifie e´norme´ment le proble`me a` re´soudre, puisque l’on passe de l’infinite´ de degre´s de
liberte´ que repre´sente le champ ~B(x, y, z, t) aux deux degre´s de liberte´ que sont les amplitudes
d(t) et q(t).
Dans le cas pre´sent, c’est a` l’aide d’arguments de syme´trie que nous allons obtenir le syste`me
d’e´quations qui couple les amplitudes des deux modes magne´tiques. Conside´rons la variable
complexe A(t) = d(t) + iq(t). La syme´trie ~B → − ~B impose l’invariance A→ −A de l’e´quation
cherche´e. Si on se limite aux termes non line´aires d’ordre trois, on peut alors e´crire :
A˙ = µA+ νA¯ + β1A
3 + β2A
2A¯+ β3AA¯
2 + β4A¯
3 (1.14)
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Figure 1.8 – En haut : Espace des parame`tres de l’expe´rience VKS2 (campagne R). En bas :
Modification de cet espace des parame`tres lorsque l’on ajoute un cylindre interne en cuivre
(campagne J). croix : pas de dynamo, rond : dynamo stationnaire, e´toiles : re´gimes dynamiques.
Les losanges dans VKS2R de´signent plus particulie`rement les renversements ale´atoires.
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Figure 1.9 – Repre´sentation sche´matique des modes dipolaire (a` gauche) et quadrupolaire (a`
droite). Le premier est change´ en son oppose´ par la rotationRπ, tandis que le second est invariant.
L’autre syme´trie importante dans ce syste`me est une rotation d’angle π autour d’un axe radial
situe´ dans le plan me´dian de l’expe´rience. On appelle Rπ cette syme´trie. Elle est repre´sente´e
sur la figure 1.9 : en contra-rotation exacte, elle laisse le dispositif expe´rimental inchange´. En
re´gime de´cale´, elle e´change les disques 1 et 2. Par ailleurs, elle transforme le dipoˆle magne´tique
en son oppose´, tandis qu’elle laisse invariant le quadrupoˆle. En contra-rotation exacte, cette
syme´trie impose donc l’invariance A → −A¯ de l’e´quation d’amplitude. On en de´duit que dans
cette situation les coefficients de l’e´quation d’amplitude sont re´els. Si l’on brise le´ge`rement la
syme´trie Rπ en imposant F1 6= F2, la partie imaginaire de ces coefficients devient non-nulle, et
est au premier ordre line´aire en F1 − F2. Ecrivons donc µ = µr + iµi, ν = νr + iνi, et e´tudions
la stabilite´ line´aire de la solution A = 0 : le syste`me a deux valeurs propres. En contra-rotation
exacte, µi = νi = 0, et les deux modes propres sont le dipoˆle et le quadrupoˆle. Leurs taux de
croissance sont respectivement µr + νr et µr − νr. En re´gime de´cale´, ces deux taux de croissance
deviennent :
s± = µr ±
√
|ν|2 − µ2i (1.15)
Conside´rons dans un premier temps le cas simple ou` |µi| augmente avec F1−F2, alors que νi varie
peu. Lorsque l’on brise la syme´trie, l’argument de la racine carre´ diminue jusqu’a` devenir ne´gatif.
On passe donc d’un point fixe qui a deux directions instables a` un foyer instable, correspondant
a` une bifurcation de Hopf. Le re´sultat de cette analyse line´aire est re´sume´ sur la figure 1.10 :
lorsque µr augmente, la bifurcation observe´e est stationnaire si |µi| < |ν| et oscillante dans
le cas contraire. Le point (µr = 0, µi = |ν|) est un point ou` le syste`me est au seuil a` la fois
d’une bifurcation stationnaire et d’une bifurcation oscillante. Un tel point s’appelle un point de
codimension 2. En son voisinage le syste`me a une dynamique particulie`rement riche, qui sera
de´crite dans le cadre de l’e´tude de la bistabilite´ du champ magne´tique.
Remarquons que si νi croˆıt plus vite que µi quand on brise la syme´trie, on ne pourra jamais
avoir |µi| > |ν|, et on ne pourra voir de bifurcation oscillante. Cette situation sera de´crite en
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Figure 1.10 – Stabilite´ line´aire de la solution A = 0. En franchissant le demi-cercle en trait
plein, le point fixe A = 0 acquiert une direction instable. En franchissant le demi-cercle tirete´,
il en acquiert une deuxie`me. Suivant l’importance de la brisure de syme´trie, la bifurcation peut
eˆtre stationnaire ou oscillante.
de´tails au chapitre suivant.
Conside´rons maintenant le cas simple ou` les termes non-line´aires ont pour seul effet de saturer
l’instabilite´ : trois espaces des phases (d,q) sont repre´sente´s sur la figure 1.11. En contra-rotation
exacte, et pour νr > 0, le syste`me dynamique posse`de un point fixe stable correspondant a une so-
lution de syme´trie dipolaire, et un point fixe instable correspondant a` une solution quadrupolaire.
Du fait de l’invariance ~B → − ~B, il existe les syme´triques de ces deux points fixes par rapport
a` 0, ce qui fait un total de quatre points fixes. Lorsque l’on brise le´ge`rement la contra-rotation
exacte, les points fixes se rapprochent par paires, et le champ magne´tique observe´ est maintenant
un me´lange de dipoˆle et de quadrupoˆle. Pour une valeur critique de la brisure de syme´trie, les
points fixes collisionnent deux a` deux, avant de disparaˆıtre. C’est une bifurcation noeud-col, qui
conduit a` la formation d’un cycle limite qui relie les polarite´s + ~B et − ~B. On explique ainsi
tre`s simplement le me´canisme qui permet de passer d’un champ stationnaire a` une oscillation
non-line´aire lorsque l’on se de´cale de la contra-rotation exacte dans l’expe´rience VKS. De plus,
peu avant la bifurcation noeud-col, le point fixe stable est tre`s proche d’un point instable, si bien
que les fluctuations turbulentes peuvent suffire a` faire passer le syste`me de l’autre coˆte´ du point
fixe instable : le syste`me est alors attire´ de manie`re de´terministe vers le point fixe de polarite´
oppose´. On obtient ainsi un me´canisme simple par lequel des fluctuations d’amplitude arbitrai-
rement faible peuvent de´clencher des renversements erratiques du champ magne´tique, pour peu
que l’on soit suffisamment proche de la frontie`re stationnaire-oscillant. Ceci explique que les ren-
versements de champ magne´tique soient observe´s en bordure des poches d’oscillation de l’espace
des parame`tres. La dynamique de´terministe fait e´galement passer le dipoˆle par un maximum
(en valeur absolue) avant de rejoindre le point fixe stable : ce maximum, de´signe´ par le terme
anglais ”overshoot”, est e´galement observe´ a` la fin d’un renversement de l’expe´rience VKS. La
simulation de l’e´quation pre´ce´dente, sur laquelle on bruite le´ge`rement les coefficients, permet de
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Figure 1.11 – Espaces des phases dans le plan dipoˆle-quadrupoˆle. A gauche : en contra-rotation
exacte, au-dessus des seuils du dipoˆle et du quadrupoˆle. Au centre : re´gime faiblement de´cale´. A
droite : au seuil de la bifurcation noeud-col. Les carre´s repre´sentent des points fixes stables, et
les ronds des points fixes instables.
produire des se´ries temporelles de renversements tre`s proches des observations expe´rimentales.
En particulier, on observe des renversements rate´s, ou excursions, pour lesquels le syste`me se
rapproche du point fixe instable sans passer de l’autre coˆte´, si bien qu’il relaxe finalement vers le
point fixe stable initial. Plus de de´tails sur ce me´canisme de renversements et sur sa comparaison
aux donne´es expe´rimentales peuvent eˆtre trouve´s dans les re´fe´rences [13], [14], et [15].
1.2.4 Bistabilite´ entre un champ stationnaire et un champ oscillant
Dans la campagne VKS2J, si on augmente la vitesse de rotation du disque 2 tout en main-
tenant le disque 1 a` l’arreˆt, on observe une dynamo stationnaire. Le diagramme de bifurcation
de cette dynamo stationnaire est repre´sente´ sur la figure 1.12. Toutes les mesures de´crites dans
ce paragraphe sont effectue´es a` la position P1. Si maintenant on arreˆte le disque 1 progressive-
ment alors que le disque 2 tourne a` grande vitesse, on peut conserver une dynamo oscillante :
le champ magne´tique est donc bistable entre une solution stationnaire et une solution oscillante
[16]. Trois chemins diffe´rents dans l’espace des parame`tres sont repre´sente´s sur la figure 1.13 afin
d’illustrer cette bistabilite´. La se´rie temporelle repre´sente´e en dessous montre comment, a` partir
d’un champ stationnaire, on peut obtenir une dynamo oscillante en faisant tourner le disque 1
pendant un bref instant.
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Figure 1.12 – Diagramme de bifurcation de la solution stationnaire (ronds : − < Bx >, carre´s :
− < By >, e´toiles : < Bz >). Insert : se´rie temporelle pour F1 = 0 Hz et F2 = 24 Hz.
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Figure 1.13 – En haut : Trois chemins dans l’espace des parame`tres mettant en e´vidence la
dynamo bistable (ronds : dynamo stationnaire, e´toiles : champ oscillant). En bas : en faisant
tourner un bref instant le disque 1, on passe d’un champ stationnaire a` un champ oscillant.
33
Figure 1.14 – Espace des parame`tres de la forme normale de codimension 2 (image issue de
[17]).
Ce type de bistabilite´ entre un e´tat stationnaire et un e´tat oscillant est caracte´ristique de
l’e´volution d’un syste`me au voisinage d’un point de codimension 2, c’est-a`-dire au voisinage du
point ou` 0 est une valeur propre double du proble`me line´aire. Comme nous l’avons vu, un tel
point existe dans le mode`le a` deux modes de champ magne´tique pour |µi| = |ν|. En ce point le
syste`me est a` la fois au seuil d’une bifurcation stationnaire et d’une bifurcation oscillante. Le
comportement ge´ne´rique d’un tel syste`me est de´crit par la forme normale de codimension 2 :
x˙ = y (1.16)
y˙ = δ1x+ δ2y − x2y − x3 (1.17)
dont l’e´tude exhaustive est de´crite dans le livre de Guckenheimer et Holmes [17]. Le sche´ma 1.14
en re´sume l’espace des parame`tres. Il contient quatre frontie`res principales :
– La frontie`re δ1 = 0, pour δ2 < 0, repre´sente le seuil d’une instabilite´ stationnaire.
– La frontie`re δ2 = 0, pour δ1 < 0, repre´sente le seuil d’une instabilite´ oscillante.
– A la frontie`re δ1 ≃ 0.752δ2 se produit une bifurcation noeud-col d’orbites pe´riodiques stable
et instable. Il apparaˆıt donc un cycle sous-critique.
– A la frontie`re δ1 = δ2, les solutions stationnaires disparaissent par collision avec des orbites
pe´riodiques instables.
C’est entre ces deux dernie`res frontie`res qu’existe une bistabilite´ du syste`me, puisqu’il posse`de
comme attracteurs deux points fixes et une orbite pe´riodique. L’e´tat du syste`me de´pend donc
du chemin suivi dans le plan (δ1, δ2).
Le syste`me a` deux modes de champ magne´tique peut se mettre sous la forme normale de
codimension deux au prix de changements de variables. Le calcul est effectue´ en appendice du
chapitre 3 de cette the`se dans un contexte similaire. Afin d’illustrer ce sce´nario de codimension
2, on cherche une de´pendance simple en Rm2 des coefficients du mode`le a` deux modes, qui per-
mette de de´crire correctement les observations expe´rimentales. Afin de simplifier le proble`me,
on fixe β1 = β3 = β4 = 0, et on suppose qu’au point de mesure l’amplitude du champ est bien
repre´sente´e par le comportement de la partie re´elle de A. Ceci est en accord avec l’espace des
phases reconstruit a` partir des donne´es expe´rimentales et repre´sente´ sur la figure 1.15 : il est tre`s
e´tire´, si bien que l’amplitude du champ au point de mesure est essentiellement domine´e par un
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des deux modes. Les coefficients restants sont choisis de manie`re a` de´crire correctement les seuils
des branches stationnaire et oscillante, les amplitudes et fre´quences d’oscillation, et le maximum
d’amplitude de la branche stationnaire. On obtient νr = 0.27, νi = 0.52, µr = 0.043Rm2 − 1.74,
µi = 1.45− 0.026Rm2, β2 = 10−5(−0.95+1.9i). Le mode`le pre´sente une bifurcation stationnaire
en Rm2 = 35.7 et une bistabilite´ avec une branche oscillante pour Rm2 > 46.1. On compare sur
la figure 1.15 les amplitudes des solutions stationnaire et oscillante issues du mode`le, ainsi que
les fre´quences d’oscillation correspondantes, avec les donne´es expe´rimentales. L’accord est bon,
le comportement critique au voisinage du seuil e´tant vraisemblablement affecte´ par des effets
d’aimantation du ferromagne´tique qui ne sont pas pris en compte par le mode`le.
Cette phe´nome´nologie de bistabilite´ entre dynamo stationnaire et dynamo oscillante est aussi
rencontre´e en bordure de certaines poches d’oscillation de l’espace des parame`tres. Globalement,
l’inte´gralite´ des transitions entre dynamo stationnaire et dynamo oscillante observe´es jusqu’ici
dans l’expe´rience VKS se font soit par une bifurcation noeud-col, auquel cas on observe des ren-
versements erratiques pre`s de la transition, soit par un me´canisme de codimension deux, auquel
cas on observe une bistabilite´ entre un champ stationnaire et un champ oscillant.
La dynamique a` deux modes du champ magne´tique constitue la motivation principale des
deux chapitres suivants de cette the`se. Dans le second chapitre, nous e´tudierons un mode`le
tre`s simplifie´ de dynamo cine´matique, pour lequel nous expliciterons le passage de l’e´quation
d’induction a` l’e´quation qui re´git l’e´volution des amplitudes des modes dipolaire et quadrupolaire.
On se contentera dans ce chapitre d’une analyse line´aire. Le troisie`me chapitre met l’accent sur
l’analogie entre le proble`me des renversements du champ magne´tique et celui de la de´rive d’un
motif pe´riodique dans un domaine de taille finie. En effet, un motif pe´riodique peut pre´senter une
de´rive lorsque l’on brise la syme´trie discre`te x → −x. Cette de´rive re´sulte alors du couplage de
deux modes qui se transforment diffe´remment sous l’effet de cette syme´trie discre`te. L’e´quation
qui re´git les amplitudes de ces deux modes est donc tout a` fait similaire a` l’e´quation d’amplitude
utilise´e pour de´crire les renversements du champ magne´tique. Ne´anmoins, le proble`me de la de´rive
d’un motif pe´riodique est plus simple et intuitif, si bien que l’on effectuera le calcul complet dans
les re´gimes line´aire et non-line´aire. Nous de´crirons en de´tail l’espace des parame`tres complet du
mode`le a` deux modes, l’obtention de la forme normale de codimension deux, ainsi que le passage
du sce´nario de codimension deux a` la bifurcation noeud-col.
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Figure 1.15 – En haut : Espace des phases reconstruit a` partir des donne´es expe´rimentales
pour F2 = 26Hz. Suivant la condition initale, le syste`me est attire´ par un point fixe ou par
un cycle limite. En bas : amplitude du champ et fre´quences d’oscillations issues de l’expe´rience
(ronds : dynamos stationnaires, e´toiles : dynamos oscillantes) et du mode`le (ligne tirete´e : solution
stationnaire, ligne pleine : solution oscillante).
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Chapitre 2
Dynamo α2 sphe´rique : re´gimes
dynamiques du champ magne´tique
Nous avons vu au chapitre pre´ce´dent que les re´gimes dynamiques de l’expe´rience VKS peuvent
eˆtre de´crits a` l’aide de deux modes de champ magne´tique couple´s. L’objectif de ce chapitre est
d’utiliser un mode`le simple de dynamo pour expliciter le passage de l’e´quation d’induction a`
la de´termination de ces re´gimes dynamiques. Le mode`le retenu est une dynamo de type α2,
avec un effet α localise´ sur des coquilles sphe´riques infiniment fines. Ce mode`le est donc tre`s
minimaliste du point de vue hydrodynamique et a e´te´ choisi uniquement pour rendre les cal-
culs abordables. En particulier, il ne correspond e´videmment pas aux effets inductifs que l’on
attend dans l’expe´rience VKS ou dans une dynamo astrophysique. Cependant, nous avons vu
au chapitre pre´ce´dent que l’essentiel de la dynamique du champ magne´tique peut eˆtre de´duit de
conside´rations de syme´trie, et ce inde´pendamment des de´tails de l’hydrodynamique du syste`me.
Ainsi, a` l’aide de ce mode`le simple nous allons retrouver les principaux re´gimes dynamiques
de l’expe´rience VKS et de certains objets astrophysiques. De manie`re plus surprenante, nous
verrons qu’il permet e´galement de de´gager des conclusions ge´ne´rales sur la ge´ome´trie a` grande
e´chelle du champ magne´tique engendre´, et ce sans connaitre les de´tails pre´cis de l’hydrodyna-
mique sous-jacente. Nous de´crirons en particulier un me´canisme de localisation he´misphe´rique
du champ magne´tique, que nous confronterons aux donne´es expe´rimentales de VKS, ainsi qu’aux
mesures du champ re´manent de Mars et a` des cartographies des taches solaires.
2.1 Dynamo cine´matique en coquilles sphe´riques
2.1.1 Position du proble`me
On se place en ge´ome´trie sphe´rique (coordonne´es (r, θ, φ)), et on conside`re un me´canisme
dynamo de type α2. Pour plus de simplicite´, on conside`re que l’effet α est localise´ sur des
coquilles sphe´riques infiniment fines (de tels calculs de dynamo cine´matique, ou` l’e´coulement
est localise´ sur des couches infiniment fines, ont e´te´ re´alise´s pour les dynamos αω en ge´ome´trie
carte´sienne [11], et en ge´ome´trie sphe´rique [18]. Le sche´ma complet du proble`me conside´re´ est
repre´sente´ figure 2.1 : un fluide conducteur d’e´lectricite´, de diffusivite´ magne´tique η, est place´
dans une sphe`re de rayon R0. A l’exte´rieur de cette sphe`re se trouve du vide. A l’inte´rieur de
cette sphe`re se trouvent deux nappes d’effet α : en r = χR0, un coefficient d’effet α transforme
un champ azimutal en un courant azimutal : on note ce coefficient αφφ. En r = ξR0 se trouve
une autre nappe sur laquelle seul le coefficient αθθ du tenseur d’effet α est non nul : ce coefficient
transforme du champ poloidal en champ toroidal.
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r=χ R0 : αφ φ
r=ξ R0 : αθ θ
Fluide conducteur
 r=R0 : frontière 
fluide conducteur−isolant
θ
r
Figure 2.1 – Ge´ome´trie du proble`me conside´re´ : du fluide conducteur est place´ dans une sphe`re
de rayon R0. A l’exte´rieur de la sphe`re se trouve du vide. Deux nappes d’effet α situe´es sur des
coquilles sphe´riques engendrent un champ magne´tique axisyme´trique.
On suppose de plus que l’effet α est axisyme´trique, mais peut eˆtre structure´ en fonction de la
latitude sur la sphe`re : en notant toujours θ la colatitude, on garde pour ces coefficients d’effet α
les de´pendances les plus simples en θ, a` savoir des variations en cos(θ), cos(2θ), et cos(3θ). Dans
la base des coordonne´es sphe´riques, le tenseur d’effet α s’e´crit finalement :
−→−α =


0 0 0
0 αθθ 0
0 0 αφφ


r,θ,φ
(2.1)
avec :
αφφ = δ(r − χR0)[a˜1 + b˜1 cos(θ) + c˜1 cos(2θ) + d˜1 cos(3θ)]
αθθ = δ(r − ξR0)[a˜2 + b˜2 cos(θ) + c˜2 cos(2θ) + d˜2 cos(3θ)]
L’effet α utilise´ ici pre´sente donc deux types de de´pendances en fonction de θ : le terme
inde´pendant de θ et le terme en cos(2θ) sont invariants par la syme´trie que nous avons appele´e
Rπ (syme´trie par rotation d’angle π autour d’un rayon vecteur dans le plan e´quatorial). C’est
la syme´trie de l’expe´rience VKS en contra-rotation exacte F1 = F2. Les deux termes restant,
en cos(θ) et cos(3θ), ont la syme´trie des objets astrophysiques : en se souvenant que α est un
pseudo-scalaire, on peut ve´rifier que ces deux termes correspondent a` un effet α invariant par
syme´trie par rapport au plan e´quatorial. Ces quatre de´pendances angulaires sont repre´sente´es
sur la figure 2.2.
A l’aide de ces 2 types de de´pendances angulaires, on peut e´tudier des situations posse´dant
une certaine syme´trie (Rπ ou syme´trie e´quatoriale), puis briser cette syme´trie pour faire ap-
paraˆıtre des re´gimes dynamiques de champ magne´tique.
40
Figure 2.2 – De´pendances angulaires du forc¸age : de gauche a` droite et de haut en bas : effet
α uniforme, en cos(θ), cos(2θ), et cos(3θ). On retrouve donc a` gauche les forc¸ages invariants par
la transformation Rπ et a` droite ceux qui sont invariants par syme´trie e´quatoriale.
2.1.2 Forme du champ magne´tique en dehors des nappes
On se concentre dans cette partie uniquement sur les modes axisyme´triques, qui sont ceux
observe´s a` grande e´chelle aussi bien dans la dynamo VKS que dans la Terre ou dans le soleil. On
cherche des modes propres de l’e´quation d’induction sous la forme
−→
B = (Br(r, θ), Bθ(r, θ), Bφ(r, θ))e
pt.
On utilisera e´galement le potentiel vecteur
−→
A = (Ar(r, θ), Aθ(r, θ), Aφ(r, θ))e
pt. Dans le fluide, et
en dehors des nappes d’effet α, le champ (Br, Bθ, Bφ) est solution de l’e´quation de Helmholtz.
En adimensionnant les longueurs par R0 et le temps par R
2
0/η, cette e´quation s’e´crit :
p˜
−→
B = ∆
−→
B (2.2)
avec p˜ = pR20/η.
Si on note P 1l (cos(θ)) l’harmonique sphe´rique d’ordre l et r˜ le rayon adimensionne´, les so-
lutions de ces e´quations pour Bφ et Aφ sont des combinaisons line´aires infinies de termes de la
forme :
P 1l (cos(θ))
1√
r˜
Il+1/2
(√
p˜r˜
)
et P 1l (cos(θ))
1√
r˜
Kl+1/2
(√
p˜r˜
)
, l ∈ N ∗ (2.3)
ou` Il+1/2 et Kl+1/2 sont les fonctions de Bessel modifie´es d’ordre l + 1/2.
A l’exte´rieur de la sphe`re, le champ azimutal Bφ est nul, et le potentiel vecteur est solution
de l’e´quation de Laplace ∆
−→
A =
−→
0 . Aφ est alors une combinaison line´aire infinie de termes de la
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forme :
P 1l (cos(θ))
1
r˜l+1
, l ∈ N ∗ (2.4)
2.1.3 Conditions aux limites et relations de passage
Les conditions aux limites sur le champ magne´tique sont les suivantes :
– La re´gularite´ des solutions en r˜ = 0 impose les relations Bφ|r˜=0 = 0 et Aφ|r˜=0 = 0.
– A la frontie`re conducteur-isolant (r˜ = 1), le champ azimutal Bφ est continu et s’annule,
tandis que le potentiel vecteur azimutal Aφ et sa de´rive´e ∂r˜Aφ sont continus et se raccordent
a` la solution exte´rieure.
– On impose a` cette solution exte´rieure la condition supple´mentaire Aφ → 0 quand r˜ →∞.
On de´finit maintenant les nombres de Reynolds magne´tiques :
(Ra1, Rb1, Rc1, Rd1, Ra2, Rb2, Rc2, Rd2) =
1
η
(a˜1, b˜1, c˜1, d˜1, a˜2, b˜2, c˜2, d˜2) (2.5)
(remarquez que quand l’effet α est localise´ sur une nappe infiniment fine, les coefficients d’effet
α ont la dimension d’une diffusivite´ et non plus d’une vitesse).
La pre´sence d’effet α localise´ sur des nappes infiniment fines se traduit par des relations
de passage en r˜ = χ et r˜ = ξ, qui couplent les champs poloidal et toroidal. A la traverse´e de
ces nappes, l’e´quation ~∇ · ~B = 0 assure la continuite´ de Br, donc de Aφ. Comme le champ
magne´tique est borne´, l’e´quation de Maxwell Faraday −∂t ~B = ~∇ ∧ ~E assure la continuite´ du
champ e´lectrique tangentiel a` la nappe ~Et. On utilise alors la loi d’Ohm ~j = σ( ~E + ~~α ~B), ou` σ
est la conductivite´ e´lectrique du fluide, pour de´duire la continuite´ des deux quantite´s :
−1
r˜
∂r˜(r˜Bφ)− RαθθBθ (2.6)
1
r˜
∂r˜(r˜Bθ)− RαφφBφ (2.7)
En inte´grant la quantite´ 2.6 entre r˜ = χ− et r˜ = χ+ on obtient que Bφ est continu en r˜ = χ.
L’e´galite´ de la quantite´ 2.6 de part et d’autre de la nappe assure alors la continuite´ de ∂r˜Bφ en
r˜ = χ. En inte´grant la quantite´ 2.7 entre r˜ = χ− et r˜ = χ+ on obtient la relation de passage :
0 = [Bθ]
χ+
χ− − (Ra1 +Rb1 cos(θ) +Rc1 cos(2θ) +Rd1 cos(3θ))Bφ|r˜=χ (2.8)
En inte´grant la quantite´ 2.7 entre r˜ = ξ− et r˜ = ξ+ on montre que Bθ est continu, donc que
∂r˜Aφ est continu en r˜ = ξ. L’e´galite´ de la quantite´ 2.6 de part et d’autre de la nappe situe´e en
r˜ = ξ assure la continuite´ de ∂r˜(r˜Bφ). Enfin, en inte´grant la quantite´ 2.6 entre r˜ = ξ
− et r˜ = ξ+
on obtient la relation de passage :
0 = [Bφ]
ξ+
ξ− + (Ra2 +Rb2 cos(θ) +Rc2 cos(2θ) +Rd2 cos(3θ))Bθ|r˜=ξ (2.9)
Pour une harmonique sphe´rique donne´e, la de´pendance radiale de Aφ et Bφ ve´rifie une
e´quation diffe´rentielle ordinaire d’ordre 2 en r˜, et posse`de donc deux solutions line´airement
inde´pendantes. Puisque Aφ et sa de´rive´e premie`re sont continues en r˜ = ξ, sa de´pendance ra-
diale est donc la meˆme de part et d’autre de cette nappe. De meˆme, la de´pendance radiale de
Bφ est la meˆme de part et d’autre de la nappe r˜ = χ. On obtient finalement pour Aφ et Bφ les
de´pendances suivantes :
Aφ =


Σl=+∞l=1 P
1
l (cos θ)(−al) 1√r˜Il+1/2
(√
p˜r˜
)
, pour r˜ ≤ χ
Σl=+∞l=1 P
1
l (cos θ)
1√
r˜
(
−clIl+1/2
(√
p˜r˜
)
− elKl+1/2
(√
p˜r˜
))
, pour χ ≤ r˜ ≤ 1
Σl=+∞l=1 P
1
l (cos θ)sl
1
r˜l+1
, pour r˜ ≥ 1
(2.10)
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Bφ =


Σl=+∞l=1 P
1
l (cos θ)bl
1√
r˜
Il+1/2
(√
p˜r˜
)
, pour r˜ ≤ ξ
Σl=+∞l=1 P
1
l (cos θ)
1√
r˜
(
dlIl+1/2
(√
p˜r˜
)
+ flKl+1/2
(√
p˜r˜
))
, pour ξ ≤ r˜ ≤ 1
0 , pour r˜ ≥ 1
(2.11)
ou` al, bl, cl, dl, el, fl, et sl sont des coefficients complexes. Les autres composantes du champ
magne´tique peuvent eˆtre calcule´es a` partir des formulesBr =
1
r˜ sin θ
∂θ(sin(θ)Aφ) etBθ = −1r˜∂r˜(r˜Aφ).
Si l’on tronque le syste`me a` l suffisamment grand, les relations de passage aux diffe´rentes
frontie`res permettent d’obtenir un syste`me line´aire d’e´quations sans second membre couplant les
diffe´rents coefficients devant chacune des harmoniques sphe´riques de Aφ et Bφ. Pour qu’il existe
une solution non triviale a` ce syste`me de Cramer, il faut donc que son de´terminant soit nul. Cette
condition conduit a` la relation de dispersion du syste`me, c’est-a`-dire a` une e´quation implicite
sur p˜. La de´termination des valeurs de p˜ qui ve´rifient cette relation de dispersion ache`ve le calcul
de dynamo cine´matique. Le calcul de´taille´ de la relation de dispersion est fourni en appendice.
2.2 Re´gimes dynamiques observe´s en astrophysique
La dynamique de deux modes de champ magne´tique couple´s est de´crite dans le cadre de la
the´orie des syste`mes dynamiques de basse dimensionalite´ au chapitre pre´ce´dent. L’ide´e princi-
pale est la suivante : deux modes qui se transforment diffe´remment sous l’action d’une syme´trie
donne´e ne sont pas couple´s a` l’ordre line´aire. Lorsque l’on brise la syme´trie conside´re´e, les deux
modes se couplent et peuvent pre´senter tous les re´gimes dynamiques observables dans un syste`me
dynamique de dimension 2 : dynamos stationnaires, oscillantes, bistables...
On conside`re dans un premier temps la syme´trie d’un objet astrophysique : on autorise
donc uniquement des de´pendances de l’effet α en cos(θ) et cos(3θ) (c’est-a`-dire Ra1 = Ra2 =
Rc1 = Rc2 = 0). On calcule graˆce a` la relation de dispersion les taux de croissance des premiers
modes instables (dipoˆle et quadrupoˆle). On brise alors la syme´trie e´quatoriale en ajoutant une
perturbation qui posse`de des composantes d’effet α inde´pendantes de θ, et/ou structure´es en
cos(2θ). Les valeurs propres sont modifie´es par l’ajout de cette perturbation qui couple dipoˆle et
quadrupoˆle, et les modes propres deviennent un me´lange de dipoˆle et de quadrupoˆle.
2.2.1 Renversements du champ magne´tique terrestre
Situation syme´trique : modes dipolaire et quadrupolaire
Si l’on prend les valeurs des parame`tres χ = 0.55,ξ = 0.9,Rb1 = 20, Rb2 = 20, Rd1 = 0, Rd2 =
25, les taux de croissance du dipoˆle et du quadrupoˆle sont tre`s proches et valent respectivement
p˜ = 1.2595 et p˜ = 1.2108. On repre´sente figure 2.3 les isovaleurs du champ toroidal, et les lignes
de champ poloidal. On peut ve´rifier visuellement que le mode dipolaire est transforme´ en son
oppose´ quand on lui applique une syme´trie par rapport au plan e´quatorial, tandis que le mode
quadrupolaire est inchange´ par cette syme´trie.
Remarque : pourquoi faire simple quand on peut faire complique´ ?
La repre´sentation des isovaleurs du champ toroidal et des lignes tangentes au champ poloi-
dal permet de saisir au premier coup d’oeil la structure des modes de champ magne´tique. On
obtient deux re´seaux de courbes ferme´es, planes, et qui ne peuvent pas se croiser. Une autre
repre´sentation du champ magne´tique, souvent utilise´e a` l’issue d’une simulation nume´rique,
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Figure 2.3 – Dipoˆle et quadrupoˆle de champ magne´tique pour un effet α ayant la syme´trie
e´quatoriale. Les taux de croissance des deux modes sont tre`s proches, le dipoˆle est le´ge`rement
plus instable. De gauche a` droite : isovaleurs du champ toroidal et lignes de champ poloidal du
mode dipolaire, isovaleurs du champ toroidal et lignes de champ poloidal du mode quadrupolaire).
consiste a` repre´senter les lignes de champ a` trois dimensions. Une ligne de champ est alors une
courbe parame´tre´e (X(τ), Y (τ), Z(τ)) dont l’e´quation est :
dτ(X) = Bx(X, Y, Z) (2.12)
dτ(Y ) = By(X, Y, Z) (2.13)
dτ(Z) = Bz(X, Y, Z) (2.14)
Les lignes de champ des modes dipolaire et quadrupolaire sont repre´sente´es figure 2.4. Il
est beaucoup plus difficile de saisir la ge´ome´trie du mode au premier coup d’oeil. Les lignes de
champ magne´tique semblent avoir des trajectoires erratiques, ce qui est parfois attribue´ a` tort
a` la turbulence hydrodynamique de l’e´coulement dynamo : dans le cas pre´sent, le fluide est au
repos dans la majeure partie de la sphe`re ! On repre´sentera donc dans la suite de ce chapitre
uniquement les isovaleurs du champ toroidal et les lignes de champ poloidal, qui permettent de
discuter beaucoup plus simplement la physique du proble`me.
44
Figure 2.4 – Lignes de champ magne´tique des premiers modes instables (haut : dipoˆle, bas :
quadrupoˆle).
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Figure 2.5 – Taux de croissance et pulsation des modes dipolaire et quadrupolaire en fonction
de l’amplitude de la brisure de syme´trie P .
Brisure de syme´trie et renversements
On brise maintenant la syme´trie en ajoutant la perturbation suivante : Rc1 = P , Rc2 = −P ,
ou` P mesure l’amplitude de la perturbation. L’e´volution des valeurs de p˜ pour les modes di-
polaire et quadrupolaire est repre´sente´e en fonction de P sur la figure 2.5. On constate que les
deux valeurs propres se rapprochent puis collisionnent pour une valeur critique de l’amplitude
de la brisure de syme´trie Pc ≃ 0.78. Au-dela` de cette valeur le mode propre est oscillant, et les
deux valeurs de p˜ sont complexes conjugue´es. Supposons la situation simple ou` les termes non-
line´aires ont pour seul effet de saturer l’amplitude du mode qui croˆıt par instabilite´. Dans ce cas,
la transition entre mode propre stationnaire et mode propre oscillant pour P = Pc correspond
a` une bifurcation noeud-col dans le syste`me dynamique complet : les points fixes collisionnent
par paires pour former un cycle limite, selon le me´canisme de´crit au chapitre pre´ce´dent. Nous
appellerons donc (abusivement) bifurcation noeud-col la transition ayant lieu en P = Pc, bien
que l’analyse effectue´e dans ce chapitre se limite aux termes line´aires.
La pulsation est nulle au seuil de la bifurcation noeud-col et croˆıt en racine de l’e´cart au seuil.
L’e´volution de la structure du champ magne´tique lors d’un renversement (c’est-a`-dire lors d’une
demi-pe´riode d’oscillation) est repre´sente´e figure 2.6 pour P = 1, soit p˜ = 1.2234 + 0.0191i. On
observe bien sur cette figure que le passage d’une polarite´ de champ magne´tique a` l’autre se fait
en passant par une structure quadrupolaire. On remarque e´galement que Pc ≪ Rb1, Rb2, Rd2,
c’est-a`-dire qu’il suffit de briser tre`s peu la syme´trie pour obtenir des renversements. Ceci est du
au fait que les taux de croissance du dipoˆle et du quadrupoˆle sont tre`s proches dans la situation
syme´trique initiale.
Si la brisure de syme´trie est telle que P < Pc avec P proche de Pc, la prise en compte
d’e´ventuelles fluctuations temporelles de l’e´coulement peut induire des renversements ale´atoires.
Pour de´crire pre´cise´ment la dynamique temporelle de ces renversements il faudrait e´galement
connaˆıtre les termes non-line´aires de l’e´quation d’amplitude, et donc s’inte´resser a` la re´troaction
du champ magne´tique sur le champ de vitesse. Le pre´sent calcul est limite´ a` l’ordre line´aire et
n’inclut pas ces effets.
46
Figure 2.6 – Evolution de la structure du mode de champ magne´tique lors d’un renversement
(isovaleurs du champ toroidal et lignes de champ poloidal). Le champ va d’une polarite´ a` la
polarite´ oppose´e en passant par une structure quadrupolaire (de gauche a` droite et de haut en
bas : t = 0, t = T/16, t = 2T/16, t = 3T/16,...,t = T/2, ou` T est la pe´riode le l’oscillation).
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Figure 2.7 – Champ magne´tique re´manent a` la surface de la plane`te Mars. Ce champ est localise´
essentiellement dans l’he´misphe`re Sud de la plane`te (figure issue de [19]).
2.2.2 Localisation du champ magne´tique dans un he´misphe`re : la
dynamo martienne
Brisure de syme´trie et localisation du champ magne´tique
Un autre proble`me inte´ressant dans le cadre de l’e´tude des dynamos astrophysiques est le
suivant : selon les donne´es issues de la mission Mars Global Surveyor, le champ magne´tique
re´manent de la plane`te Mars est localise´ essentiellement dans l’he´misphe`re Sud de la plane`te
[19]. Si la plane`te Mars n’est aujourd’hui plus une dynamo, elle en a vraisemblablement e´te´ une
par le passe´, et la ge´ome´trie du champ re´manent sugge`re que le champ dynamo e´tait lui-meˆme
localise´ dans l’he´misphe`re Sud de Mars. Comment un objet qui posse`de a priori la syme´trie par
rapport au plan e´quatorial peut-il avoir un champ magne´tique dont la structure est tellement
dissyme´trique par rapport a` ce plan ?
Nous allons montrer que ce type de structures de champ magne´tique est obtenu naturelle-
ment dans les calculs cine´matiques de dynamo α2 sphe´riques. En effet si certaines perturbations
qui brisent la syme´trie e´quatoriale permettent d’obtenir des renversements du champ, d’autres
entrainent une localisation du champ magne´tique dans un seul des deux he´misphe`res.
Reprenons par exemple la situation de syme´trie e´quatoriale e´tudie´e pre´ce´demment (χ = 0.55,ξ =
0.9,Rb1 = 20, Rb2 = 20, Rd1 = 0, Rd2 = 25, les autres coefficients d’effet α e´tant nuls). Si l’on
brise la syme´trie de cette situation en ajoutant une perturbation Ra1 = −P , Ra2 = −P , les
taux de croissance des deux modes s’e´loignent. On repre´sente figure 2.8 la valeur propre issue
du mode dipolaire (note´e p˜+) et celle issue du mode quadrupolaire (note´e p˜−). Le mode le plus
instable est repre´sente´ en bas de la figure 2.8 pour P = 0.2 (p˜+ = 1.7759). On constate que
le champ magne´tique est localise´ essentiellement dans l’he´misphe`re Sud. Le mode associe´ a` p˜−
correspond quant a` lui a` un champ magne´tique localise´ dans l’he´misphe`re Nord. Pour quantifier
plus pre´cise´ment la localisation du champ dans un he´misphe`re, on de´finit le parame`tre fHN par :
fHN =
∫ θ=π/2
θ=0 || ~B|r˜=1,θ||2 sin(θ)dθ∫ θ=π
θ=0 || ~B|r˜=1,θ||2 sin(θ)dθ
(2.15)
Cette quantite´ repre´sente la fraction de l’e´nergie magne´tique a` la surface de la sphe`re qui
se trouve dans l’he´misphe`re Nord. Elle vaut 0.5 pour un mode e´galement intense dans les deux
he´misphe`res, 0 pour un mode ou` le champ en surface est non nul seulement dans l’he´misphe`re
Sud, et 1 pour un mode ou` le champ en surface est non nul seulement dans l’he´misphe`re Nord.
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En utilisant l’expression du champ a` la surface de la sphe`re :
Br|r˜=1 = Σl=+∞l=1 P 0l (cos θ)sl
l(l + 1)
r˜l+2
(2.16)
Bθ|r˜=1 = Σl=+∞l=1 P 1l (cos θ)sl
l
r˜l+2
(2.17)
Bφ|r˜=1 = 0 (2.18)
On peut de´duire l’expression de fHN :
fHN =
Σl=+∞l=1 Σ
k=+∞
k=1 Re(sl)Re(sk)[l(l + 1)k(k + 1)P0lk + lkP1lk]
Σl=+∞l=1 Re(sl)22l2(l + 1)
(2.19)
ou` Pmlk =
∫ θ=π/2
θ=0 P
m
l (cos θ)P
m
k (cos θ) sin(θ)dθ.
fHN est repre´sente´ en fonction de l’amplitude de la brisure de syme´trie P sur la figure 2.8,
pour les modes propres correspondant aux deux valeurs propres p˜+ et p˜−. On constate que cette
quantite´ s’e´carte tre`s rapidement de 0.5 quand on brise la syme´trie : pour P = 0.05, 95% de
l’e´nergie magne´tique en surface est localise´e dans un seul he´misphe`re ! Il est frappant de constater
a` quel point une tre`s faible brisure de syme´trie a change´ de manie`re drastique la structure des
modes instables. Encore une fois, ceci vient du fait que les deux modes conside´re´s (dipoˆle et
quadrupoˆle) ont des taux de croissance tre`s proches dans la situation syme´trique.
Interpre´tation en termes de syste`me dynamique
On conside`re encore une fois que la dynamique du champ magne´tique est re´gie par l’inter-
action de deux modes de champ magne´tique, l’un dipolaire, note´
−→
D , et l’autre quadrupolaire,
note´
−→
Q . On e´crit donc
−→
B = d(t)
−→
D + q(t)
−→
Q . Le syste`me dynamique qui re´git l’e´volution des
amplitudes d et q des modes dipolaire et quadrupolaire s’e´crit a` l’ordre line´aire :
A˙ = (µr + iµi)A+ (νr + iνi)A¯ (2.20)
avec (µr, µi, νr, νi) ∈ R4, et A(t) = d(t) + iq(t). Si l’on pose A = R(t)eiθ(t), l’e´quation pour la
phase s’e´crit :
θ˙ = µi − νr sin(2θ) + νi cos(2θ) (2.21)
Nous avons vu que dans la situation syme´trique, les coefficients µi et νi sont nuls. Lorsque l’on
brise la syme´trie, il y a deux situations limites : la premie`re est celle ou` νi reste a` peu pre`s nul,
et ou` µi augmente. Cette situation a e´te´ de´crite au chapitre pre´ce´dent, et correspond au passage
d’une dynamo stationnaire a` une dynamo oscillante par bifurcation noeud-col. La deuxie`me
situation limite est celle ou` νi augmente tandis que µi reste a` peu pre`s nul : on passe alors de
la situation νi = µi = 0, pour laquelle les modes stationnaires sont le dipoˆle et le quadrupoˆle
(θ = 0 ou` θ = π/2 dans l’e´quation 2.21), a` la situation νi ≫ νr ou` les modes stationnaires sont
donne´s par l’e´galite´ :
0 = −νr sin(2θ) + νi cos(2θ) ≃ νi cos(2θ) (2.22)
Les solutions sont alors θ = ±π/4[π/2], ce qui signifie d(t) = ±q(t) : la structure spatiale
des modes propres s’obtient en prenant la somme et la diffe´rence des modes propres initiaux
(c’est-a`-dire
−→
D +
−→
Q et
−→
D − −→Q). Si on se re´fe`re a` la figure 2.8, on constate que la somme des
modes dipolaire et quadrupolaire engendre un mode localise´ essentiellement dans l’he´misphe`re
Nord, tandis que la diffe´rence de ces deux modes correspond a` un champ magne´tique localise´
dans l’he´misphe`re Sud.
La condition νi ≫ νr signifie que l’amplitude de la brisure de syme´trie doit eˆtre grande devant
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Figure 2.8 – Localisation du champ magne´tique sous l’effet d’une brisure de syme´trie : les
modes dipolaire et quadrupolaire se couplent pour engendrer des modes de champ magne´tique
localise´s dans un seul des deux he´misphe`res. En haut a` gauche : e´volution des valeurs propres
issues du dipoˆle et du quadrupoˆle en fonction de l’amplitude P de la brisure de syme´trie. En
haut a` droite : fraction de l’e´nergie magne´tique en surface contenue dans l’he´misphe`re Nord pour
chacun des deux modes propres. En bas : mode associe´ a` p+ repre´sente´ pour P = 0.2. L’intensite´
de l’effet α qui brise la syme´trie e´quatoriale est alors de l’ordre de 1% de l’intensite´ de l’effet α
qui respecte cette syme´trie.
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l’e´cart entre les taux de croissance des deux modes initiaux. Pour peu que les deux modes aient
des taux de croissance tre`s proches dans la situation syme´trique, il suffira d’une tre`s faible brisure
de syme´trie pour localiser entie`rement le champ magne´tique dans un seul des deux he´misphe`res.
Ceci est une explication possible du fait que le champ magne´tique de Mars soit localise´ dans
un he´misphe`re, sans pour autant que l’on note une forte dissyme´trie des caracte´ristiques sur-
faciques de la plane`te : le me´canisme qui engendre le champ magne´tique n’a pas besoin d’eˆtre
beaucoup plus fort dans un he´misphe`re que dans l’autre pour qu’il y ait localisation du champ
magne´tique. De tels champs magne´tiques localise´s ont e´galement e´te´ observe´s dans des simula-
tions nume´riques de dynamo convectives. Dans ces simulations nume´riques, la brisure de syme´trie
peut eˆtre temporaire et due a` des fluctuations turbulentes [20], ou permanente et engendre´e par
une instabilite´ secondaire de l’e´coulement de base [21].
Localisation he´misphe´rique du champ magne´tique entre les renversements
Dans le cadre du mode`le a` deux modes, on distinguera donc deux types de brisures de
syme´trie :
– Celles qui font croˆıtre µi plus rapidement que νi : ces brisures de syme´tries engendrent des
renversements du champ magne´tique, c’est-a`-dire le passage d’un champ stationnaire a` un
champ oscillant par bifurcation noeud-col.
– Celles qui font croˆıtre νi plus rapidement que µi : ces brisures de syme´tries engendrent une
localisation du champ magne´tique dans un seul des deux he´misphe`res.
Pour ces deux cas limite, une re´solution graphique de l’e´quation 2.21 est propose´e sur la figure
2.9 : dans le premier cas, les solutions stationnaires sont donne´es par l’intersection de la courbe
νr sin(2θ) avec la droite horizontale y = µi. si |µi| de´passe |νr|, il n’y a plus d’intersection et la
solution est oscillante. Dans le second cas, νr sin(2θ) doit intersecter νi cos(2θ), et pour |νi| ≫ |νr|
cette intersection a lieu en θ = π/4 modulo π/2. On constate que meˆme dans le cas limite ou` µi
augmente beaucoup plus vite que νi (premier cas), une faible brisure de syme´trie entraˆıne une
localisation du champ, qui devient ensuite oscillant si l’on brise plus encore la syme´trie. En effet,
la bifurcation noeud-col a lieu au voisinage de θ = ±π/4 (modulo π), le signe e´tant de´termine´
par les signes relatifs de µi et νr. Dans le plus simple des sce´narios, un champ qui se renverse est
donc localise´ d’un seul coˆte´ de l’objet conside´re´ pendant les longues phases de polarite´ constante.
On peut remarquer que cette situation est extreˆmement similaire a` l’e´tude d’un syste`me de
deux oscillateurs couple´s telle qu’elle apparaˆıt dans le livre ”Dynamique ge´ne´rale des vibrations”
de Y. Rocard. Dans cette e´tude, l’auteur distingue deux types de couplages entre les deux modes
d’oscillation :
– Le couplage syme´trique de deux modes d’oscillation e´loigne les pulsations propres de ces
deux modes.
– Le couplage antisyme´trique de deux modes d’oscillation rapproche les pulsations propres
de ces deux modes. Si le couplage est suffisamment intense, les deux pulsations peuvent
collisionner : elles acquie`rent alors une partie imaginaire et il apparaˆıt une instabilite´ par
confusion de fre´quences propres.
Re´e´crivons le syste`me d’e´quations ve´rifie´ par d(t) et q(t) a` partir de l’e´quation 2.20 :
d˙ = (µr + νr)d+ (νi − µi)q (2.23)
q˙ = (µr − νr)q + (νi + µi)d (2.24)
C’est le meˆme syste`me d’e´quation que celui qui re´git la dynamique deux oscillateurs couple´s, a`
ce de´tail pre`s que les de´rive´es secondes sont remplace´es par des de´rive´es premie`res en temps. On
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Figure 2.9 – Re´solution nume´rique de l’e´quation sur la phase. A gauche, µi croˆıt et νi = 0. On
obtient des renversements par bifurcation noeud-col quand il n’y a plus de point d’intersection
entre les deux courbes. A droite, νi croˆıt plus vite que µi, et les solutions stationnaires sont des
dynamos localise´es (θ ≃ π/4 modulo π/2).
passe donc d’un proble`me a` l’autre en remplac¸ant l’expression ”pulsation propre” par l’expression
”taux de croissance”. Ainsi, on distinguera e´galement dans ce syste`me les meˆmes deux types de
couplages :
– Le couplage syme´trique des deux modes d’instabilite´ est re´gle´ par le coefficient νi. Ce
couplage e´loigne les taux de croissance des deux modes.
– Le couplage antisyme´trique des deux modes d’instabilite´ est re´gle´ par le coefficient µi. Il
rapproche les taux de croissance des deux modes d’oscillation. Si le couplage est suffisam-
ment intense, ces deux taux de croissance peuvent collisionner : ils acquie`rent alors une
partie imaginaire et il apparaˆıt une oscillation par confusion de taux de croissance.
2.2.3 Oscillation entre deux modes de meˆme syme´trie : la dynamo
solaire
Situation syme´trique par rapport au plan e´quatorial
La dynamo solaire est une dynamo oscillante de pe´riode 22 ans. Le champ magne´tique a`
grande e´chelle a la syme´trie dipolaire, bien qu’il soit plus structure´ qu’un simple dipoˆle. A ce
champ a` grande e´chelle se superposent des zones de fort champ magne´tique, visibles a` la surface
du soleil sous la forme de ”taches solaires”. La formation de ces taches solaires peut eˆtre re´sume´e
de la manie`re suivante : conside´rons un tube de champ magne´tique toroidal. Si l’intensite´ du
champ dans ce tube est grande, ce dernier monte vers la surface par ”flottaison magne´tique”.
Il forme une boucle qui perce la surface en deux points ou` se forment deux taches solaires. Les
taches solaires apparaissent donc dans les re´gions de fort champ toroidal. On souhaite retrouver
la phe´nome´nologie de dynamo oscillante de syme´trie dipolaire dans le mode`le de dynamo α2
sphe´rique.
On conside`re la situation syme´trique par rapport au plan e´quatorial ou` χ = 0.45, ξ = 0.9,
Rb1 = R, Rb2 = −R, Rd2 = −0.4R, qui produit une dynamo oscillante par bifurcation de
Hopf pour R > Rc = 219. La pulsation au seuil est Im(p˜) = 57.5. L’e´volution de la struc-
ture du champ magne´tique est repre´sente´e figure 2.10 sur une demie pe´riode (on a choisi pour
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cette repre´sentation R = 250, valeur pour laquelle p˜ = 5.40 + 61.1i). Dans cette situation
syme´trique par rapport au plan e´quatorial, les modes de syme´trie dipolaire et quadrupolaire
sont de´couple´s les uns des autres : l’oscillation s’obtient donc par couplage entre diffe´rentes
harmoniques sphe´riques de meˆme syme´trie, par exemple un dipoˆle et un octupoˆle de champ
magne´tique. La migration vers l’e´quateur des zones de champ poloidal fort, observe´e sur la fi-
gure 2.10, correspond a` cette oscillation entre dipoˆle et octupoˆle. On remarque que le champ
toroidal comporte lui des harmoniques d’ordres plus e´leve´s encore.
Brisure de syme´trie et dynamos oscillantes localise´es
Comme dans le cas des dynamos stationnaires, il existe pour les valeurs des parame`tres
conside´re´es ici un mode quadrupolaire, oscillant, dont le taux de croissance est tre`s le´ge`rement
infe´rieur a` celui du dipoˆle. Les pulsations des modes dipolaire et quadrupolaire sont proches :
pour R = 250, la valeur propre associe´e au mode dipolaire est p˜ = 5.40+ 61.14i et celle associe´e
au mode quadrupolaire est p˜ = 5.20 + 60.06i.
Si l’on brise la syme´trie e´quatoriale, les modes oscillants de syme´trie dipolaire et quadrupo-
laire vont se coupler suivant les e´quations :
d˙ = pdd+ αq (2.25)
q˙ = pqq + βd (2.26)
ou` d(t) et q(t) sont les amplitudes (complexes) des modes dipolaire et quadrupolaire, pd et pq
sont les taux de croissance complexes de ces deux modes propres dans la situation de syme´trie
e´quatoriale, et α et β sont les deux coefficients de couplage : ils sont complexes, proportionnels
a` l’amplitude de la brisure de syme´trie, et tous les deux du meˆme ordre de grandeur. Si l’on
cherche des modes propres de ce syste`me d’e´quation en ept, on obtient 2 valeurs acceptables pour
p :
p± =
1
2
(pd + pq)± 1
2
√
(pd − pq)2 + 4αβ (2.27)
Dans le cas ou` l’amplitude de la brisure de syme´trie est grande devant l’e´cart entre les deux
valeurs propres dans la situation syme´trique, c’est-a`-dire dans le cas αβ ≫ (pd−pq)2, on obtient
les valeurs approche´es suivantes :
p± ≃ 1
2
(pd + pq)±
√
αβ (2.28)
En remplac¸ant dans l’e´quation 2.25, on obtient d ≃ ±√α
β
q, soit |d| ∼ |q| : la dynamo oscillante
peut ainsi eˆtre localise´e dans un seul he´misphe`re sous l’effet d’une brisure de syme´trie. A titre
d’exemple, on repre´sente sur la figure 2.11 le mode propre associe´ a` p+ = 9.36 + 61.50i lorsque
l’on prend les valeurs des parame`tres R = 250 et que l’on brise la syme´trie a` l’aide de la pertur-
bation P = −Ra1 = Ra2 = Rc1 = Rc2 = 10.
Selon les donne´es collecte´es pendant le minimum de Maunder entre 1645 et 1715, les taches
solaires e´taient beaucoup moins pre´sentes pendant cette pe´riode, et de plus elles e´taient loca-
lise´es essentiellement dans l’he´misphe`re Sud du soleil [7]. Le calcul pre´ce´dent montre comment
une tre`s faible brisure de syme´trie de l’e´coulement peut conduire a` une localisation du champ
magne´tique oscillant dans un seul he´misphe`re.
Le satellite SOHO, lance´ en 1995, fournit des donne´es en continue sur l’activite´ magne´tique
du soleil. L’appareil Michelson Doppler Interferometer (MDI) mesure le champ magne´tique par
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Figure 2.10 – Oscillation du champ magne´tique solaire pour R = 250 : les isovaleurs du champ
toroidal et les lignes de champ poloidal sont repre´sente´es tous les seizie`mes de pe´riode pendant
une demie pe´riode (de gauche a` droite et de haut en bas). On distingue bien le mouvement des
zones de champ fort depuis les poˆles jusqu’a` l’e´quateur.
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Figure 2.11 – Champ oscillant localise´ dans l’he´misphe`re Sud : a` partir de la situation
syme´trique correspondant a` R = 250, on brise la syme´trie a` l’aide de la perturbation P = 10.
On repre´sente alors le mode correspondant a` p+ = 9.36+61.50i. En haut : partie re´elle du mode.
Au milieu : partie imaginaire du mode. En bas : diagramme papillon des taches solaires durant
le minimum de Maunder (d’apre`s Ribes et Nesme-Ribes). On y voit nettement la localisation du
champ dans un seul he´misphe`re, puis le retour a` la situation syme´trique.
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effet Zeeman et fournit une cartographie des taches solaires depuis 1997 environ. Une telle car-
tographie de la surface du soleil est repre´sente´e sur la figure 2.12. A l’aide d’un seuillage, on
peut extraire de ces cartes la surface du soleil occupe´e par les taches solaires. La valeur pre´cise
du seuil importe peu, car les taches ont un tre`s fort contraste. Le traitement obtenu est donc
robuste. J’ai extrait de ces cartes la surface des he´misphe`res Nord et Sud occupe´e par les taches
solaires. Les quantite´s obtenues sont appele´es respectivement MNord et MSud. Sur la figure 2.12
sont repre´sente´es les se´ries temporelles obtenues, apre`s un lissage sur 10 rotations solaires, ainsi
que la fraction relative de taches solaires dans l’he´misphe`re Nord MNord/(MNord +MSud). Les
donne´es disponibles couvrent environ une demi-pe´riode du champ magne´tique solaire, soit 1 cycle
solaire. On constate que durant la majeure partie du cycle solaire la re´partition des taches est
a` peu pre`s syme´trique par rapport a` l’e´quateur. A l’approche du minimum d’activite´, les taches
se localisent essentiellement dans l’he´misphe`re Sud, suite a` quoi il n’y en a plus, et enfin elles
re´apparaissent dans l’he´misphe`re Nord.
On peut encore une fois expliquer simplement cette dynamique a` l’aide du mode`le pre´ce´dent.
On conside`re donc le calcul pre´ce´dent, mais maintenant pour P = 0.2. Sur la figure 2.12 est
repre´sente´ un diagramme papillon de Bφ e´value´ a` r˜ = 0.95 sur une demie pe´riode. On choisit
cette composante car c’est celle qui est responsable de la pre´sence des taches solaires [22]. On
repre´sente e´galement la fraction de l’e´nergie de Bφ pre´sente dans l’he´misphe`re Nord, toujours
pour r˜ = 0.95. On constate sur le diagramme papillon que le champ magne´tique est a` peu
pre`s de meˆme amplitude dans les deux he´misphe`res. Par contre, il est le´ge`rement en avance dans
l’he´misphe`re Nord. Ainsi, quand on approche le minimum d’activite´, le champ s’e´teint d’abord au
Nord, ce qui conduit a` une forte localisation dans l’he´misphe`re Sud. Il s’e´teint ensuite e´galement
au Sud, pendant qu’il repousse dans l’he´misphe`re Nord. Ceci se voit nettement sur la se´rie
temporelle de la fraction d’e´nergie de Bφ dans l’he´misphe`re Nord, qui reproduit qualitativement
la localisation observe´e pendant le dernier cycle solaire. Cette localisation serait donc due a` une
le´ge`re asyme´trie Nord-Sud de l’e´coulement au sein du soleil. Une telle asyme´trie a par ailleurs
e´te´ observe´e et quantifie´e a` la surface du soleil [23].
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Figure 2.12 – En Haut : carte synoptique de la surface du soleil pendant une rotation, c’est-
a`-dire environ 27 jours. Les taches solaires se distinguent nettement. Milieu gauche : surface
couverte par les taches solaires dans les he´misphe`res Nord et Sud du soleil (observations, lisse´es
sur 10 rotations solaires). Milieu droit : fraction de taches localise´es dans l’he´misphe`re Nord. Bas
gauche : diagramme papillon de Bφ a` r˜ = 0.95, issu du mode`le pour P = 0.2, et repre´sente´ sur
une demie pe´riode. Bas droit : fraction de l’e´nergie de Bφ dans l’he´misphe`re Nord, a` r˜ = 0.95.
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Figure 2.13 – De´pendance angulaire des coefficients d’effet α. Le forc¸age est localise´ au voisinage
des deux disques de l’expe´rience, c’est-a`-dire ici au voisinage des deux poˆles de la sphe`re, et
l’he´licite´ de l’e´coulement change de signe quand on se de´place depuis les poˆles jusqu’a` l’e´quateur.
2.3 Application a` la dynamo VKS
Pour retrouver les re´gimes dynamiques de la dynamo VKS, on part d’une situation qui
posse`de la syme´trie Rπ, c’est-a`-dire de l’effet α uniforme, et/ou structure´ en cos(2θ). Cette
situation syme´trique correspond au cas ou` les deux disques de l’expe´rience tournent en contra-
rotation exacte (F1 = F2). Lorsque l’on fait tourner un disque plus vite que l’autre, on brise
cette syme´trie. Cette brisure de syme´trie sera repre´sente´e dans le calcul α2 par l’ajout d’une
de´pendance en cos(θ) et en cos(3θ) dans les coefficients d’effet α. On souhaite retrouver ainsi
qualitativement la forme de l’espace des parame`tres de l’expe´rience VKS, et en particulier la
pre´sence de ”poches d’oscillation” en re´gime de´cale´.
2.3.1 Cas syme´trique
On prend comme valeurs des parame`tres χ = 0.55, ξ = 0.9, Ra1 = 11, Ra2 = 11, Rc1 = 12.83,
Rc2 = 12.83 les autres coefficients d’effet α e´tant nuls. Dans cette situation les deux coefficients
d’effet α sont positifs pre`s des poˆles de la sphe`re, et ne´gatifs dans le plan e´quatorial. Cette
de´pendance angulaire est repre´sente´e figure 2.13. Dans l’expe´rience VKS, la rotation diffe´rentielle
impose´e par la contra-rotation des disques couple´e a` la recirculation poloidale engendre´e par la
force centrifuge produit une forte he´licite´ de l’e´coulement. Comme l’e´coulement radial est dirige´
vers le bord de la cuve au voisinage des disques et vers le centre de la cuve dans le plan e´quatorial,
cette he´licite´ change de signe quand on se de´place des disques vers le plan e´quatorial de la cuve.
Ce changement de signe de l’he´licite´ est repre´sente´ dans le pre´sent calcul par un changement
de signe des coefficients αθθ et αφφ quand on descend en latitude depuis les poˆles. Le dipoˆle
et le quadrupoˆle sont alors instables et ont des taux de croissance tre`s proches, respectivement
p˜ = 9.99 et p˜ = 9.67. Ces deux modes sont repre´sente´s sur la figure 2.14. On observe bien que le
quadrupoˆle est invariant par la syme´trie Rπ, alors que le dipoˆle est change´ en son oppose´.
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Figure 2.14 – En haut : Dipoˆle et quadrupoˆle de champ magne´tique pour un effet α respectant
la syme´trie Rπ. En bas : taux de croissance et pulsation des modes dipolaire et quadrupolaire
en fonction de l’amplitude P de la brisure de syme´trie.
2.3.2 Brisure de syme´trie : oscillation, et retour a` la dynamo station-
naire
On pose maintenant Rd1 = −Rd2 = P , ou` P repre´sente l’amplitude de la brisure de syme´trie.
L’e´volution des valeurs propres du dipoˆle et du quadrupoˆle est trace´e en fonction de P sur la
figure 2.14. On constate que les taux de croissance des deux modes collisionnent et re´alisent une
bifurcation noeud-col pour P1 ≃ 6 : la dynamo devient oscillante, avec une fre´quence nulle au
seuil d’oscillation. Un peu avant cette bifurcation noeud-col, d’e´ventuelles fluctuations turbu-
lentes de l’e´coulement, qui ne sont pas prises en compte dans ce mode`le, peuvent de´clencher des
renversements du champ magne´tique. On constate de plus que, quand P atteint une deuxie`me
valeur critique P2 ≃ 13, il se produit une autre bifurcation noeud-col et le mode oscillant se
scinde a` nouveau en 2 branches stationnaires. On retrouve donc la phe´nome´nologie dynamo
stationnaire, oscillante, puis a` nouveau stationnaire quand on s’e´loigne de la syme´trie.
2.3.3 Espace des phases de la dynamo VKS
Dans le but de reproduire l’espace des parame`tres de la dynamo VKS, on prend les de´pendances
simples suivantes pour les coefficients du mode`le :
– L’amplitude de l’effet α qui respecte la syme´trie Rπ est proportionnelle a` la somme des
fre´quences de rotation des deux disques : Ra1 = Ra2 = (F1 + F2)/3, Rc1 = Rc2 =
0.39(F1 + F2).
– L’amplitude de la brisure de syme´trie est proportionnelle a` la diffe´rence des deux fre´quences
de rotation : P = Rd1 = −Rd2 = F1 − F2.
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On a trace´ sur la figure 2.15 les zones de dynamo stationnaire et oscillante pre´vues par ce
mode`le simple : il reproduit la pre´sence de poches d’oscillation au voisinage de la contra-rotation
exacte.
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Figure 2.15 – Espace des parame`tres obtenu a` partir du mode`le de dynamo α2 sphe´rique.
On retrouve la pre´sence de poches d’oscillation, comme dans l’espace des parame`tres obtenu
expe´rimentalement. Bleu : pas de dynamo, rouge : dynamo stationnaire, vert : dynamo oscillante.
Les effets qui produisent le champ magne´tique dans ce mode`le de dynamo α2 sont certai-
nement tre`s diffe´rents de ceux qui engendrent le champ magne´tique dans l’expe´rience VKS.
Cependant, les diffe´rents re´gimes dynamiques observe´s peuvent s’expliquer plus a` l’aide d’ar-
guments de syme´trie que par des conside´rations fines sur les effets magne´tohydrodynamiques
implique´s. Ainsi, on retrouve toute la phe´nome´nologie des re´gimes dynamiques de l’expe´rience
VKS a` l’aide de ce mode`le, pourtant tre`s minimaliste du point de vue hydrodynamique. Rappe-
lons enfin que l’analyse effectue´e dans ce chapitre se limite a` l’ordre line´aire : on espe`re que les
non-line´arite´s ont uniquement pour effet de saturer l’instabilite´, si bien que les diffe´rents re´gimes
dynamiques peuvent eˆtre pre´vus a` l’aide de ce calcul line´aire. Nous avons vu cependant que dans
l’expe´rience VKS les termes non-line´aires peuvent avoir un effet plus complexe qu’une simple
saturation. Ils conduisent par exemple au phe´nome`ne de bistabilite´ entre dynamo stationnaire
et oscillante e´tudie´ au chapitre pre´ce´dent.
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2.3.4 Localisation du champ magne´tique dans l’expe´rience VKS
La dynamique de deux modes de champ magne´tique couple´s conduit a` une localisation du
champ magne´tique. Afin de pousser plus avant la comparaison entre mode`le et expe´rience, on
souhaite donc mettre en e´vidence cette localisation du champ magne´tique dans l’expe´rience
VKS. Pour ce faire, on conside`re toutes les mesures de la campagne VKS2R effectue´es avec
F1 et F2 entre 18 et 24 Hz. L’ensemble des points de l’espace des parame`tres conside´re´ est
repre´sente´ sur la figure 2.16. On calcule le champ magne´tique moyen mesure´ aux positions P1
et P2 (voir chapitre pre´ce´dent), l’e´nergie magne´tique de ce champ moyen, puis la fraction de
l’e´nergie magne´tique du coˆte´ du disque 1. Cette grandeur est repre´sente´e sur la figure 2.16 en
fonction de (F1 − F2)/(F1 + F2), qui est une grandeur sans dimension qui quantifie la brisure
de syme´trie impose´e a` l’e´coulement (pre´cisons tout de meˆme que l’on obtient environ le meˆme
alignement des points si l’on porte seulement F1 − F2 en abscisse). On constate que l’e´nergie
magne´tique se localise tre`s fortement d’un coˆte´ de la cuve de`s que la syme´trie Rπ est brise´e. De
plus, il est inte´ressant de constater que le champ se localise du coˆte´ du disque le plus lent, ce
qui peut paraitre contre-intuitif. Insistons enfin sur la faible brisure de syme´trie ne´cessaire pour
obtenir la localisation du champ magne´tique : quand F1−F2 vaut 15% de F1 + F2, plus de 90%
de l’e´nergie magne´tique est localise´e d’un coˆte´ de la cuve.
Lors des mesures effectue´es a` (18Hz, 24Hz) et (24Hz, 18Hz), le champ magne´tique se ren-
verse ale´atoirement, en restant tre`s longtemps dans des phases de polarite´ donne´e. Les se´ries
temporelles des e´nergies magne´tiques pre`s de chacun des disques sont repre´sente´es sur la figure
2.17. On constate que lors d’une phase de polarite´ donne´e, le champ est fortement localise´ du coˆte´
du disque lent. Lors d’un renversement, il se localise brie`vement de l’autre coˆte´ de la cuve, avant
de repousser du coˆte´ du disque lent, avec la polarite´ oppose´e. Un autre manie`re de repre´senter
ce phe´nome`ne consiste a` porter le champ axial pre`s d’un disque en fonction du champ axial
pre`s de l’autre disque. L’espace des phases ainsi obtenu est trace´ sur la figure 2.17 : on constate
que le champ passe beaucoup de temps pre`s d’un point fixe, pour lequel le champ est localise´
pre`s du disque lent. Les fluctuations hydrodynamiques sont parfois suffisantes pour faire sortir
le syste`me de ce point fixe. Le syste`me suit alors une orbite de´terministe, et rejoint le point fixe
de polarite´ oppose´e apre`s une bre`ve localisation du champ pre`s du disque rapide.
La localisation du champ magne´tique dans l’expe´rience VKS, ainsi que la structure de l’espace
des phases reconstruit a` partir des donne´es expe´rimentales sont en accord avec le mode`le de
renversements a` deux modes de champ magne´tique.
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Figure 2.16 – Localisation de l’e´nergie magne´tique du champ moyen mesure´ aux positions P1 et
P2. En haut : points utilise´s dans l’espace des parame`tres (ronds bleus : dynamos stationnaires,
carre´s rouges : renversements) ; en bas : courbe de localisation. Noter la faible brisure de syme´trie
ne´cessaire pour obtenir la localisation he´micylindrique du champ magne´tique.
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Figure 2.17 – Localisation he´micylindrique du champ magne´tique au cours d’un renversement.
En haut : se´ries temporelles des e´nergies magne´tiques mesure´es pre`s de chacun des disques (a`
gauche) et du champ axial mesure´ a` la position P1 (a` droite). En bas : espace des phases trace´
en portant les champs axiaux mesure´s pre`s de chacun des disques (ligne bleue : trajectoire dans
l’espace des phases, ronds rouges : points fixes obtenus en moyennant temporellement le champ
dans une polarite´ donne´e).
63
2.A Obtention de la relation de dispersion
Dans la suite des calculs on notera : jl+1/2 = Il+1/2
(√
p˜
)
, jχl+1/2 = Il+1/2
(√
p˜χ
)
, jξl+1/2 =
Il+1/2
(√
p˜ξ
)
, j′χl+1/2 = I
′
l+1/2
(√
p˜χ
)
, j′ξl+1/2 = I
′
l+1/2
(√
p˜ξ
)
, j′′χl+1/2 = I
′′
l+1/2
(√
p˜χ
)
, j′′ξl+1/2 =
I ′′l+1/2
(√
p˜ξ
)
, et de meˆme kl+1/2 = Kl+1/2
(√
p˜
)
, kχl+1/2 = Kl+1/2
(√
p˜χ
)
, etc...
2.A.1 Syste`me d’e´quations
L’objectif de la suite du calcul est le suivant : chacune des conditions aux limites donne une
relation sur les diffe´rents coefficients (al, bl, cl etc...). On souhaite alors combiner ces diffe´rentes
relations pour e´liminer un maximum de coefficients et n’obtenir au final que 2 relations sur les
2 suites de coefficients (al)l∈N et (bl)l∈N .
Commenc¸ons par e´liminer sl :
– Aφ continu en r˜ = 1 ⇒ sl = −cljl+1/2 − elkl+1/2
– ∂r˜Aφ continu en r˜ = 1 ⇒ −(l + 1)sl = cl
(
jl+1/2
2
−√p˜j′l+1/2
)
+ el
(
kl+1/2
2
−√p˜k′l+1/2
)
Ces deux relations permettent d’e´liminer sl :
cl
[√
p˜j′l+1/2 + (l + 1/2)jl+1/2
]
+ el
[√
p˜k′l+1/2 + (l + 1/2)kl+1/2
]
= 0 (2.29)
La continuite´ de Aφ en r˜ = χ fournit par ailleurs la relation :
alj
χ
l+1/2 = clj
χ
l+1/2 + elk
χ
l+1/2 (2.30)
Les deux dernie`res relations peuvent eˆtre combine´es pour obtenir cl et el en fonction de al. On
e´crit alors cl = Clal et el = Elal, avec :
Cl =
−(√p˜k′l+1/2 + (l + 1/2)kl+1/2)jχl+1/2
(
√
p˜j′l+1/2 + (l + 1/2)jl+1/2)k
χ
l+1/2 − (
√
p˜k′l+1/2 + (l + 1/2)kl+1/2)j
χ
l+1/2
(2.31)
El =
(
√
p˜j′l+1/2 + (l + 1/2)jl+1/2)j
χ
l+1/2
(
√
p˜j′l+1/2 + (l + 1/2)jl+1/2)k
χ
l+1/2 − (
√
p˜k′l+1/2 + (l + 1/2)kl+1/2)j
χ
l+1/2
(2.32)
On proce`de de la meˆme manie`re pour exprimer les coefficients dl et fl en fonction de bl :
– Bφ(r˜ = 1) = 0⇒ dljl+1/2 + flkl+1/2 = 0
– ∂r˜(r˜Bφ) continu en r˜ = ξ ⇒ bl
(
1
2
√
ξ
jξl+1/2 +
√
ξp˜j′ξl+1/2
)
= dl
(
1
2
√
ξ
jξl+1/2 +
√
ξp˜j′ξl+1/2
)
+
fl
(
1
2
√
ξ
kξl+1/2 +
√
ξp˜k′ξl+1/2
)
On combine alors ces deux e´quations pour obtenir dl et fl en fonction de bl. On e´crit alors
dl = Dlbl et fl = Flbl, avec :
Dl =
−kl+1/2
(
1
2
√
ξ
jξl+1/2 +
√
ξp˜j′ξl+1/2
)
jl+1/2
(
1
2
√
ξ
kξl+1/2 +
√
ξp˜k′ξl+1/2
)
− kl+1/2
(
1
2
√
ξ
jξl+1/2 +
√
ξp˜j′ξl+1/2
) (2.33)
Fl =
jl+1/2
(
1
2
√
ξ
jξl+1/2 +
√
ξp˜j′ξl+1/2
)
jl+1/2
(
1
2
√
ξ
kξl+1/2 +
√
ξp˜k′ξl+1/2
)
− kl+1/2
(
1
2
√
ξ
jξl+1/2 +
√
ξp˜j′ξl+1/2
) (2.34)
Les deux relations de re´currence cherche´es sont alors obtenues a` partir des relations 2.8 et
2.9. Les diffe´rents termes de ces relations s’e´crivent :
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[Bθ]
χ+
χ− = Σ
l=+∞
l=1 P
1
l (cos θ)al
[
(Cl − 1)
(
1
2χ3/2
jχl+1/2 +
√
p˜√
χ
j′χl+1/2
)
(2.35)
+El
(
1
2χ3/2
kχl+1/2 +
√
p˜√
χ
k′χl+1/2
)]
Bθ|r˜=ξ = Σl=+∞l=1 P 1l (cos θ)al
[
Cl
(
1
2ξ3/2
jξl+1/2 +
√
p˜√
ξ
j′ξl+1/2
)
(2.36)
+El
(
1
2ξ3/2
kξl+1/2 +
√
p˜√
ξ
k′ξl+1/2
)]
[Bφ]
ξ+
ξ− = Σ
l=+∞
l=1 P
1
l (cos θ)bl

(Dl − 1)j
ξ
l+1/2√
ξ
+ Fl
kξl+1/2√
ξ

 (2.37)
−Bφ|r˜=χ = Σl=+∞l=1 P 1l (cos θ)(−bl)
jχl+1/2√
χ
(2.38)
Il faut maintenant traiter les termes de la forme cos(nθ)Σl=+∞l=1 ulP
1
l (cos θ). En utilisant la
formule (2l + 1) cos θP 1l (cos θ) = (l + 1)P
1
l−1(cos θ) + lP
1
l+1(cos θ), on peut montrer la formule
suivante :
cos(θ)Σl=+∞l=1 ulP
1
l (cos θ) = Σ
l=+∞
l=1
(
l + 2
2l + 3
ul+1 +
l − 1
2l − 1ul−1
)
P 1l (cos θ) (2.39)
En utilisant les formules cos(2θ) = 2 cos(θ)2 − 1 et cos(3θ) = 4 cos(θ)3 − 3 cos(θ), on peut
calculer cos(2θ)Σl=+∞l=1 ulP
1
l (cos θ) et cos(3θ)Σ
l=+∞
l=1 ulP
1
l (cos θ) en re´appliquant la formule 2.39.
On de´finit alors la suite de fonction (Gl((un)n∈N ∗, Ra, Rb, Rc, Rd))l∈N de la manie`re suivante :
[Ra+Rb cos(θ) +Rc cos(2θ) +Rd cos(3θ)]Σl=+∞l=1 ulP
1
l (cos θ) = (2.40)
Σl=+∞l=1 Gl((un)n∈N ∗ , Ra, Rb, Rc, Rd)P 1l (cos θ)
et on obtient :
Gl((un)n∈N ∗ , Ra, Rb, Rc, Rd) = ul−3
[
Rd 4(l−1)(l−2)(l−3)
(2l−1)(2l−3)(2l−5)
]
+ ul−2
[
Rc 2(l−1)(l−2)
(2l−1)(2l−3)
]
(2.41)
+ul−1
[
Rb l−1
2l−1 +Rd
(
4l(l−1)(l+2)
(2l−1)(2l+1)(2l+3) +
4(l−1)2(l+1)
(2l−1)2(2l+1) +
4l(l−1)(l−2)
(2l−1)2(2l−3) − 3(l−1)2l−1
)]
+ul
[
Ra +Rc
(
2l(l+2)
(2l+1)(2l+3)
+ 2(l−1)(l+1)
(2l−1)(2l+1) − 1
)]
+ul+1
[
Rb l+2
2l+3
+Rd
(
4(l+1)(l+2)(l+3)
(2l+3)2(2l+5)
+ 4l(l+2)
2
(2l+1)(2l+3)2
+ 4(l−1)(l+1)(l+2)
(2l−1)(2l+1)(2l+3) − 3(l+2)2l+3
)]
+ul+2
[
Rc 2(l+2)(l+3)
(2l+3)(2l+5)
]
+ ul+3
[
Rd 4(l+2)(l+3)(l+4)
(2l+3)(2l+5)(2l+7)
]
A partir des relations 2.36 et 2.38, on de´finit les coefficients :
a˜l = al
[
Cl
(
1
2ξ3/2
jξl+1/2 +
√
p˜√
ξ
j′ξl+1/2
)
+ El
(
1
2ξ3/2
kξl+1/2 +
√
p˜√
ξ
k′ξl+1/2
)]
(2.42)
b˜l = −bl
jχl+1/2√
χ
(2.43)
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Les relations 2.8 et 2.9 se re´e´crivent finalement sous la forme :
a˜l
(Cl − 1)
(
1
2χ3/2
jχl+1/2 +
√
p˜√
χ
j′χl+1/2
)
+ El
(
1
2χ3/2
kχl+1/2 +
√
p˜√
χ
k′χl+1/2
)
Cl
(
1
2ξ3/2
jξl+1/2 +
√
p˜√
ξ
j′ξl+1/2
)
+ El
(
1
2ξ3/2
kξl+1/2 +
√
p˜√
ξ
k′ξl+1/2
) (2.44)
+Gl((b˜n)n∈N ∗, Ra1, Rb1, Rc1, Rd1) = 0
b˜l

(Dl − 1)j
ξ
l+1/2√
ξ
+ Fl
kξl+1/2√
ξ

 (−√χ)
jχl+1/2
+ Gl((a˜n)n∈N ∗, Ra2, Rb2, Rc2, Rd2) = 0 (2.45)
2.A.2 Relation de dispersion
La relation 2.44 couple a˜l a` b˜l−3, b˜l−2, b˜l−1, b˜l, b˜l+1, b˜l+2, et b˜l+3, tandis que la relation 2.45
couple b˜l a` a˜l−3, a˜l−2, a˜l−1, a˜l, a˜l+1, a˜l+2, et a˜l+3. Si on tronque le syste`me d’e´quations au-dela` de
l = L, les relations 2.44 et 2.45 e´crites pour l ∈ {1, 2, . . . , L} forment un syste`me de 2L e´quations
a` 2L inconnues. Pour que le syste`me admette une autre solution que la solution triviale 0, il faut
que le de´terminant de ce syste`me soit nul. Cette relation est la relation de dispersion du syste`me
tronque´ a` L modes, elle fixe les valeurs possibles de p˜. Il convient de ve´rifier que la troncature est
justifie´e : dans chacun des cas pre´sente´s ci-apre`s, si on double le nombre de modes (c’est-a`-dire
la valeur de L), on obtient le meˆme valeur de p˜ a` moins de 0.1% pre`s.
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Chapitre 3
De´rive d’un motif sous l’effet d’une
brisure de syme´trie
Diffe´rentes instabilite´s hydrodynamiques conduisent a` la formation d’un motif pe´riodique au-
dela` du seuil d’instabilite´. On peut penser par exemple a` la convection de Rayleigh-Be´nard entre
deux plaques paralle`les et infinies. Lorsque la diffe´rence de tempe´rature entre les deux plaques est
suffisamment grande, le fluide se met en mouvement par instabilite´ et un e´coulement s’organise
sous la forme d’une succession de rouleaux. Dans les cas les plus simples, cette instabilite´ est
supercritique et stationnaire. Elle correspond a` la croissance d’un mode instable de vecteur
d’onde horizontal ~k = kc~ex, ou` kc est le nombre d’onde du premier mode instable. Ce mode
instable s’e´crit φ(x, t) = A(t)eikcx + c.c., et A(t) ve´rifie une e´quation d’amplitude qui s’e´crit a
priori a` l’ordre line´aire :
A˙ = aA+ bA¯ (3.1)
La syme´trie du proble`me de de´part par translation selon x impose l’invariance de l’e´quation
d’amplitude par changement de phase de A. Ainsi b = 0. De plus, le proble`me de de´part est
invariant sous la syme´trie x→ −x, qui se traduit dans l’e´quation d’amplitude par une syme´trie
A→ A¯. On en de´duit alors que a est un nombre re´el : le mode d’instabilite´ est stationnaire, et
son amplitude croˆıt jusqu’a` eˆtre sature´e par les nonline´arite´s.
Imaginons maintenant que l’on brise faiblement la syme´trie x→ −x, le coefficient a n’a alors
plus de raison d’eˆtre re´el et est a priori complexe. La solution s’e´crit alors A(t = 0)eRe(a)teiIm(a)t
et en revenant au champ φ on voit que le motif se propage dans la direction x. Ainsi, en ge´ome´trie
infinie, une brisure faible de syme´trie x→ −x conduit ne´cessairement a` la propagation du motif.
Cette propagation peut eˆtre comprise comme re´sultante du couplage de deux modes : le premier
est le mode d’instabilite´, et le second est le meˆme mode, mais de´cale´ d’un quart de pe´riode
spatiale. En ge´ome´trie infinie, ces deux modes s’obtiennent l’un a` partir de l’autre par simple
translation selon x, si bien qu’ils ont le meˆme taux de croissance. Une brisure de syme´trie infi-
niment faible va alors suffire pour les coupler et engendrer un mode propagatif.
L’objet de la pre´sente e´tude est de caracte´riser le passage de la ge´ome´trie infinie a` la ge´ome´trie
finie inhe´rente a` tout dispositif expe´rimental. En ge´ome´trie finie, les deux modes qui se couplent
ne sont plus relie´s par une simple translation : ils ont des taux de croissance et des structures
spatiales distinctes. De plus, a` l’ordre le plus bas, les deux modes qui se couplent se transforment
diffe´remment sous la syme´trie x→ −x : l’un est inchange´, tandis que l’autre se transforme en son
oppose´. Ce proble`me pre´sente donc une tre`s forte analogie avec le proble`me des renversements
du champ magne´tique dans l’expe´rience VKS : deux modes d’instabilite´ - le dipoˆle et le qua-
drupoˆle - qui se transforment diffe´remment sous l’effet d’une syme´trie discre`te - la syme´trie Rπ
- sont de´couple´s a` l’ordre line´aire. Lorsque l’on brise cette syme´trie, ces deux modes se couplent
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et peuvent engendrer une dynamique oscillante selon les me´canismes mis en e´vidence dans les
chapitres pre´ce´dents.
Nous nous inte´resserons aux trois questions suivantes :
– Lorsque les bords sont repousse´s a` l’infini, la de´rive s’obtient pour une brisure de syme´trie
infiniment faible. En ge´ome´trie finie, il faut de´passer une amplitude critique de la brisure
de syme´trie pour obtenir la de´rive du motif. Comment cette amplitude critique de´pend-elle
de la taille du domaine ?
– Lors de l’e´tude the´orique du champ magne´tique engendre´ par effet dynamo, nous avons
vu qu’une brisure de syme´trie Rπ conduit soit a` des oscillations, soit a` une localisation du
mode instable d’un coˆte´ du domaine uniquement. Comment ces re´sultats s’appliquent-ils
au proble`me de la de´rive d’un motif ? Quel type de brisure de syme´trie conduit a` une
propagation ?
– Quel est l’effet des termes non-line´aires ? Dans quelle mesure une e´tude line´aire suffit-elle
a` pre´dire la dynamique du motif ?
3.1 Position du proble`me
3.1.1 Mode`le de Swift-Hohenberg en ge´ome´trie finie
L’apparition d’un motif pe´riodique unidimensionnel a` longueur d’onde finie est bien de´crite
au voisinage du seuil d’instabilite´ par le mode`le de Swift-Hohenberg [24], qui s’e´crit :
∂tφ = αφ− (∂xx + k2c )2φ+NL{φ} (3.2)
ou` NL{φ} repre´sente les termes non line´aires, que l’on ne prendra en compte que dans la section
3.3. Dans la suite on choisit l’e´chelle de longueur de manie`re a` obtenir kc = π. On souhaite
e´tudier le proble`me en ge´ome´trie finie, et on appelle L la taille du domaine. L’e´quation de Swift-
Hohenberg e´tant d’ordre quatre en x, nous choisissons le cas simple ou` les quatre conditions aux
limites sont :
φ|x=0 = φ|x=L = ∂xx(φ)|x=0 = ∂xx(φ)|x=L = 0 (3.3)
On souhaite de´crire perturbativement le couplage de deux modes propres de syme´trie diffe´rente
sous l’effet d’une brisure faible de syme´trie. La dynamique du champ total est bien de´crite si
ces deux modes sont les deux seuls modes pre´sents dans la varie´te´ centrale du proble`me. En
ge´ome´trie infinie, les modes propres de l’e´quation de Swift-Hohenberg sont φ(x) = sin(kx), avec
k ∈ R. Ils ont un taux de croissance σ = α − (π2 − k2)2. En ge´ome´trie finie, les conditions
aux limites (3.3) se´lectionnent les valeurs possibles du vecteur d’onde k = nπ/L, n ∈ N ∗. Sur
la figure 3.1 sont repre´sente´s les taux de croissance des diffe´rents modes d’instabilite´. Deux cas
limites sont envisageables :
– Dans le premier cas, la longueur L du domaine est proche d’un demi-entier n0 + 1/2,
n0 ∈ N ∗. Dans ce cas, au voisinage du seuil d’instabilite´ les deux seuls modes pre´sents
dans la varie´te´ centrale correspondent a` n = n0 et n = n0+1. On peut alors traiter pertur-
bativement l’effet d’une brisure de syme´trie en prenant en compte uniquement l’interaction
de ces deux modes.
– Dans le second cas, la longueur L du domaine est proche d’un entier n0, n0 ∈ N ∗. Au
franchissement du seuil seul le mode n = n0 est instable. Au dela` du seuil d’autres modes
deviennent instables, mais on ne peut plus isoler une varie´te´ centrale comportant un faible
nombre de modes.
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Figure 3.1 – Taux de croissance des diffe´rents modes propres au voisinage du seuil d’instabilite´.
A gauche, la longueur L est proche d’un demi-entier, et la varie´te´ centrale comporte uniquement
deux modes propres. A droite, la longueur L est proche d’une valeur entie`re et il n’est pas possible
d’extraire une varie´te´ centrale contenant plus de 1 mode.
Les calculs pre´sente´s dans la suite ne sont donc valides en toute rigueur que dans le premier
cas, lorsque les deux modes propres n0 et n0+1 ne sont que tre`s le´ge`rement instables (α seulement
le´ge`rement positif). Le domaine de validite´ du calcul, en termes de valeurs de α, de´croˆıt comme
1/L2quand L tend vers l’infini.
3.1.2 Brisure de syme´trie par re´flexion
De´composons le champ φ sur les deux modes de la varie´te´ centrale :
φ(x, t) = d(t)D(x) + q(t)Q(x), avec
{ D(x) = sin(nπx/L)
Q(x) = sin((n+ 1)πx/L) (3.4)
Ici n est la partie entie`re de L, i.e. n < L < n + 1. Le proble`me de de´part posse`de la syme´trie
S : x = L/2 + y → x′ = L/2 − y, qui correspond a` une re´flexion par rapport au milieu du
domaine. Sous cette syme´trie l’un des deux modes se transforme en son oppose´ (D ou Q, suivant
la parite´ de n), tandis que l’autre reste inchange´. Ces deux modes sont donc de´couple´s a` l’ordre
line´aire.
On ajoute au membre de droite de l’e´quation de Swift-Hohenberg une perturbation line´aire
ǫL(φ), avec ǫ≪ 1, pour obtenir l’e´quation de Swift-Hohenberg perturbe´e :
∂tφ = αφ− (∂xx + k2c )2φ+ ǫL(φ) +NL{φ} (3.5)
Remarquez que l’on peut toujours de´composer une perturbation line´aire en somme d’un ope´rateur
”syme´trique” (i.e. qui laisse invariante la parite´ de φ par S) et d’un ope´rateur ”antisyme´trique”
(i.e. telle que L(φ) a une parite´ inverse de celle de φ). On s’inte´resse uniquement ici aux per-
turbations line´aires ”antisyme´triques” par S. Ainsi, si φ est paire par S, L(φ) est impaire, et
vice-versa. Ces perturbations sont celles qui brisent la syme´trie S et qui couplent D et Q. ǫ
mesure donc l’amplitude de la brisure de syme´trie.
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Pour traiter de manie`re perturbative l’effet de la brisure de syme´trie, introduisons le produit
scalaire :
< φ|ψ >=
∫ x=L
x=0
φ(x)ψ(x)dx (3.6)
et notons :
(∂xx + k
2
c )
2D = π4
(
1− n
2
L2
)2
D ≡ βdD (3.7)
(∂xx + k
2
c )
2Q = π4
(
1− (n+ 1)
2
L2
)2
Q ≡ βqQ (3.8)
β =
βd + βq
2
=
π4
2

(1− n2
L2
)2
+
(
1− (n+ 1)
2
L2
)2 (3.9)
δ =
βd − βq
2
=
π4
2

(1− n2
L2
)2
−
(
1− (n + 1)
2
L2
)2 (3.10)
La partie line´aire du membre de droite de l’e´quation (3.2) est auto-adjointe, si bien que l’on peut
inse´rer la de´composition (3.4) dans l’e´quation de Swift-Hohenberg perturbe´e, puis en prendre le
produit scalaire avec D et Q pour obtenir les deux e´quations :
d˙ = (α− βd)d+ ǫd< L(D)|D >
< D|D > + ǫq
< L(Q)|D >
< D|D > (3.11)
q˙ = (α− βq)q + ǫd< L(D)|Q >
< Q|Q > + ǫq
< L(Q)|Q >
< Q|Q > (3.12)
L est un ope´rateur line´aire antisyme´trique par S, donc < L(D)|D >=< L(Q)|Q >= 0. On pose :
γdq =
< L(Q)|D >
< D|D > (3.13)
γqd =
< L(D)|Q >
< Q|Q > (3.14)
L’e´volution de la variable complexe A(t) = d(t) + iq(t) est alors re´gie par l’e´quation :
A˙ =
[
(α− β) + i ǫ
2
(γqd − γdq)
]
A+
[
−δ + i ǫ
2
(γqd + γdq)
]
A¯ (3.15)
On reconnaˆıt l’e´quation qui re´git l’e´volution couple´e de deux modes de champ magne´tique, l’un
de syme´trie dipolaire et l’autre de syme´trie quadrupolaire, et l’on e´crit en conse´quence :
µr = α− β (3.16)
µi =
ǫ
2
(γqd − γdq) (3.17)
νr = −δ (3.18)
νi =
ǫ
2
(γqd + γdq) (3.19)
Les coefficients de couplage µi et νi sont bien proportionnels a` l’amplitude ǫ de la brisure de
syme´trie. Comme de´crit pre´ce´demment, si µi croˆıt plus que νi on peut obtenir un mode propagatif
par bifurcation noeud-col, tandis que si νi croˆıt plus vite que µi, on obtient une localisation de
l’e´nergie d’un coˆte´ du domaine. Dans ce qui suit, on s’inte´resse plus en de´tail a` quelques exemples
pre´cis de brisures de syme´trie.
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3.2 Quelques exemples de brisure de syme´trie
3.2.1 Ecoulement horizontal traversant
Conside´rons de nouveau l’exemple de la convection de Rayleigh-Be´nard dans un domaine de
taille finie, avec des conditions aux limites libres en haut et en bas de ce domaine : le champ
scalaire φ du mode`le de Swift-Hohenberg peut eˆtre par exemple la composante verticale de
vitesse a` mi-hauteur entre les deux plaques, et le mode bifurque´ correspond a` l’apparition des
rouleaux de convection. La pre´sence de parois rigides en x = 0 et x = L impose bien la nullite´
de la vitesse verticale φ aux deux bords. Une manie`re de briser la syme´trie S dans ce syste`me
consiste a` remplacer ces parois par des parois poreuses, afin d’injecter du fluide d’un coˆte´ et d’en
aspirer de l’autre. On impose ainsi une vitesse horizontale uniforme, que l’on notera pour plus
de simplicite´ −ǫ~ex. Les conditions aux bords pour φ restent inchange´es, car la vitesse verticale
s’annule toujours au contact du poreux. L’e´quation de Swift-Hohenberg contient alors un terme
supple´mentaire qui de´crit l’advection de la vitesse verticale par l’e´coulement horizontal :
∂tφ = αφ− (∂xx + k2c )2φ+ ǫ∂xφ (3.20)
Ainsi l’ope´rateur de perturbation line´aire dans ce cas s’e´crit L(φ) = ∂xφ, et est bien anti-
syme´trique vis-a`-vis de la syme´trie S.
Seuil de de´rive
Les deux modes D et Q sont tels que < D|D >=< Q|Q >= L/2. Afin de calculer les
diffe´rents coefficients de couplage, remarquons tout d’abord que :
γdq =
2
L
(< ∂xQ|D >) = 2
L
∫ L
0
∂x(Q)Ddx = 2
L
∫ L
0
(∂x(QD)− ∂x(D)Q)dx = −γqd (3.21)
On obtient donc νi = 0, et :
µi = ǫ
2(n+ 1)
L
(
1− 1
2n+ 1
)
(3.22)
Ainsi cette perturbation conduit a` une propagation du motif quand son amplitude de´passe une
valeur critique ǫc. Cette valeur critique est donne´e par l’e´galite´ |µi| = |νr|, soit :
ǫc = ±π
4L
4
(
1− n2
L2
)2 − (1− (n+1)2
L2
)2
n+1
2n+1
− n− 1 (3.23)
On rappelle que cette formule est valide au voisinage de L demi-entier, et on pose donc L =
n+ 1/2 + ξ. Un de´veloppement pour ξ ≪ 1 et L≫ 1 conduit a` :
ǫc ≃ ± 2π
4ξ
(n + 1/2)2
(3.24)
Pour ξ = 0, cette quantite´ s’annule : quand la longueur du domaine est un demi-entier, les deux
modes de la varie´te´ centrale ont des taux de croissance e´gaux, si bien qu’une brisure de syme´trie
infiniment faible suffit a` les coupler pour engendrer une propagation du motif.
Le sens de de´rive du motif de´pend e´videmment du signe de ǫ :
– Si ǫ > |ǫc|, alors µi > |νr|, et la phase de l’amplitude complexe A croˆıt dans le temps. Le
mode propre passe donc successivement par les e´tats D → Q → −D → −Q → ..., ce qui
correspond a` un mode qui se propage vers les x ne´gatifs.
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– Si ǫ < −|ǫc|, alors µi < −|νr|, et la phase de l’amplitude complexe A de´croˆıt dans le temps.
Le mode propre passe donc successivement par les e´tats D → −Q → −D → Q → ..., ce
qui correspond a` un mode qui se propage vers les x positifs.
Le sens de de´rive du motif se comprend donc intuitivement en se rappelant que ce dernier
est advecte´ par une vitesse horizontale −ǫ~ex.
Interpolation
Le calcul pre´ce´dent n’est valable qu’au voisinage de L demi-entier. Cependant, on s’attend a`
ce que l’injection de fluide puisse conduire a` une propagation du motif pour toute valeur de L,
pourvu que cette injection soit suffisamment intense. De plus, la formule (3.23) est peu pratique,
et ne´cessite de remplacer a` chaque fois n par la partie entie`re de L. On souhaite donc obtenir une
interpolation de ǫc qui co¨ıncide avec la formule (3.24) pour toute valeur de L ou` cette dernie`re
est valide. Une telle interpolation est re´alise´e par :
ǫinterpc = ±
2π3
L2
cos(πL) (3.25)
Le seuil exact de propagation a e´te´ obtenu nume´riquement a` l’aide d’une me´thode aux
diffe´rences finies, de´crite dans l’appendice 3.A. La formule (3.25) issue du calcul analytique
est compare´e a` ce calcul nume´rique sur la figure 3.2. On constate que les deux solutions sont en
tre`s bon accord. Pour ce premier exemple de brisure de syme´trie, l’amplitude critique maximale
ne´cessaire pour obtenir la propagation du motif se comporte comme L−2 : elle de´croˆıt rapidement
en fonction de L, et tend vers 0 pour un domaine infini.
3.2.2 Variation spatiale des proprie´te´s du syste`me
Une autre possibilite´ pour briser la syme´trie S consiste a` perturber les coefficients de l’e´quation
de Swift-Hohenberg en leur ajoutant une le´ge`re de´pendance en x.
Variation du forc¸age avec x
Si l’on pense a` la convection de Rayleigh-Be´nard, on peut briser la syme´trie du syste`me en le
forc¸ant plus fort d’un coˆte´ que de l’autre, c’est-a`-dire en chauffant plus fort pre`s d’une des deux
parois verticales (on espe`re alors que la convection horizontale reste ne´gligeable). Conside´rons
alors l’e´quation de Swift-Hohenberg dans laquelle le coefficient α est remplace´ par α + ǫf(x) :
le forc¸age est alors une fonction de x. L’ope´rateur de perturbation line´aire est L(φ) = f(x)φ, et
pour qu’il soit antisyme´trique vis-a`-vis de la syme´trie S on impose a` f(x) d’eˆtre une fonction
impaire de x− L/2. Les coefficients de couplage sont alors :
γqd = γdq =
2
L
∫ x=L
x=0
f(x) sin(nπx/L) sin((n+ 1)πx/L)dx (3.26)
si bien que µi = 0 et νi 6= 0 : cette perturbation ne peut pas entraˆıner de propagation du motif, et
engendre syste´matiquement une localisation de celui-ci d’un coˆte´ du domaine. Les modes propres
localise´s ont pour structure spatiale :{ D +Q = sin(nπx/L) + sin((n+ 1)πx/L) = cos(πx
2L
)× (−iei(n+1/2)pixL ) + c.c.
D −Q = sin(nπx/L)− sin((n+ 1)πx/L) = sin(πx
2L
)× (−ei(n+1/2)pixL ) + c.c. (3.27)
Pour L grand (et donc n ≫ 1), le premier facteur est une enveloppe variant lentement dans
l’espace, et multiplie´e par une phase (le second facteur) qui varie rapidement. Les enveloppes
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Figure 3.2 – Amplitude critique de brisure de syme´trie dans le cas d’un e´coulement traversant,
en fonction de la taille L du domaine. La courbe pleine est le re´sultat du calcul nume´rique, et
la courbe tirete´e provient de la formule (3.25). L’insert est une repre´sentation log-log : la ligne
pleine est le re´sultat du calcul nume´rique et la ligne tirete´e est une loi de puissance d’exposant
-2.
ont pour structure un quart de pe´riode de cosinus : le premier mode est localise´ pre`s de x = 0,
tandis que le second est localise´ pre`s de x = L. Ces deux modes propres sont repre´sente´s sur la
figure 3.3.
Le fait qu’une variation spatiale du forc¸age seule ne puisse pas conduire a` une propagation
du motif se comprend simplement par le fait que le proble`me reste variationnel dans ce cas. En
effet, en multipliant l’e´quation de Swift-Hohenberg perturbe´e par φ˙ et en inte´grant sur la taille
du domaine, on obtient apre`s quelques inte´grations par parties faisant usage des conditions aux
limites (3.3) :
−
∫ x=L
x=0
(φ˙)2dx =
d
dt
[∫ x=L
x=0
(α− π4)φ
2
2
+ π2(∂xφ)
2 − (∂xxφ)
2
2
dx
]
+
∫ x=L
x=0
ǫL(φ)φ˙dx (3.28)
Pour la perturbation L(φ) = f(x)φ, le second terme du membre de droite s’e´crit :
d
dt
[∫ x=L
x=0
ǫ
2
f(x)φ2dx
]
(3.29)
Le membre de droite de l’e´quation (3.28) est donc la de´rive´e temporelle d’une fonctionnelle
de φ, tandis que le membre de gauche est toujours ne´gatif. Le proble`me perturbe´ reste donc
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Figure 3.3 – Modes propres localise´s au voisinage des bords du domaine par une brisure de
syme´trie, pour L = 8.6. La ligne pleine est le mode propre, et la ligne tirete´e est son enveloppe.
variationnel, et en pre´sence de termes non-line´aires simples (i.e. eux aussi variationnels), le
syste`me va relaxer vers une solution stationnaire qui repre´sente un minimum de la fonctionnelle.
Variation spatiale du nombre d’onde critique au seuil
Un autre coefficient auquel on peut ajouter une le´ge`re de´pendance spatiale est le nombre
d’onde critique au seuil kc. En pensant toujours a` la convection de Rayleigh-Be´nard, le nombre
d’onde au seuil est proportionnel a` la hauteur de la cellule. Ainsi, en introduisant un le´ger de´faut
de paralle´lisme de la cellule, on introduit une de´pendance lente de la hauteur de la cellule avec
x, et donc du nombre d’onde critique au seuil (cependant, de cette manie`re on change e´galement
le nombre de Rayleigh local, et donc peut-eˆtre e´galement le forc¸age). Conside´rons donc une
perturbation de l’e´quation de Swift-Hohenberg dans laquelle k2c est remplace´ par k
2
c + ǫg(x).
L’ope´rateur line´aire de perturbation a` l’ordre ǫ est alors :
L(φ) = {g′′(x) + 2k2cg(x) + g(x)∂xx}φ (3.30)
Pour que cet ope´rateur soit un ope´rateur antisyme´trique par S, on impose que g soit une fonction
impaire de x− L/2.
On rappelle que toute cette analyse est line´aire, si bien que la somme de deux brisures de
syme´trie L1(φ) + L2(φ) conduit a` des coefficients de couplage µi et νi qui sont la somme des
coefficients de couplages obtenus inde´pendamment pour L1(φ) seul et pour L2(φ) seul. Les deux
premiers termes de l’ope´rateur (3.30) ont e´te´ traite´s dans la sous-section pre´ce´dente, ils sont
variationnels et contribuent uniquement au coefficient νi. Le troisie`me terme en revanche n’est
pas variationnel, et contribue a` des coefficients de couplage :
γqd =
−2n2π2
L3
∫ x=L
x=0
g(x) sin(nπx/L) sin((n+ 1)πx/L)dx (3.31)
γdq =
−2(n + 1)2π2
L3
∫ x=L
x=0
g(x) sin(nπx/L) sin((n+ 1)πx/L)dx (3.32)
Pour L grand, ces deux coefficients sont quasiment e´gaux, si bien que µi ≪ νi. Plus pre´cise´ment,
µi est d’ordre νi/L.
Le fait que le coefficient µi issu de ce troisie`me terme soit non-nul rend possible la propagation
du motif en ajoutant une de´pendance spatiale aux coefficients de l’e´quation de Swift-Hohenberg.
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Ne´anmoins, si elle est possible, elle risque d’eˆtre tre`s dure a` observer : une possibilite´ est d’utiliser
une variation lente du nombre d’onde critique pour cre´er du νi et un peu de µi, puis d’ajouter
une variation lente du forc¸age bien ajuste´e pour annuler le coefficient νi. Ce phe´nome`ne pourrait
donc eˆtre observe´ expe´rimentalement, mais le comportement ge´ne´rique - i.e. celui qui est de
loin le plus probable - quand on modifie la de´pendance spatiale des coefficients de l’e´quation de
Swift-Hohenberg reste la localisation du motif d’un coˆte´ du domaine.
3.2.3 Autres brisures de syme´trie
D’autres brisures de syme´trie peuvent eˆtre envisage´es. On peut par exemple imaginer briser
la syme´trie en modifiant de manie`re dissyme´trique les conditions aux bords du domaine. Cette
situation est de´crite en appendice et permet e´galement d’obtenir une de´rive du motif. Un autre
exemple de brisure de syme´trie consiste a` imaginer un motif axisyme´trique qui croˆıt dans un
espace e´troit compris entre deux cylindres coaxiaux et de grands rayons. On peut alors prendre
en compte perturbativement la courbure du domaine et montrer que celle-ci peut engendrer une
de´rive radiale du motif.
3.3 Effet des termes non-line´aires
L’e´tude de l’effet des nonline´arite´s est souvent un proble`me complique´, de par la grande di-
versite´ des termes envisageables dans les e´quations d’amplitude. Nous avons vu par exemple que
dans le cas de deux modes magne´tiques couple´s, on peut envisager a priori quatre trinoˆmes en
A et A¯. Sans plus d’information sur le syste`me, il est donc difficile de pre´dire son comportement
non-line´aire.
Le proble`me pre´sent e´chappe a` cette re`gle : l’utilisation conjointe des syme´tries et de la
limite L≫ 1 permet d’inte´grer tous les termes non-line´aires dans un seul coefficient de l’e´quation
d’amplitude. Ce coefficient peut ensuite eˆtre e´limine´ par changement d’e´chelle de φ, ce qui permet
de faire une e´tude du comportement ge´ne´rique du syste`me dans le domaine non-line´aire.
3.3.1 A L ≫ 1, un seul coefficient gouverne tous les termes non-
line´aires
Supposons que le proble`me de de´part soit invariant par changement de signe de φ, et limitons
nous a` des nonline´arite´s locales en temps et en espace dans l’e´quation (3.2) : ces nonline´arite´s
sont donc a` l’ordre le plus bas des termes cubiques en φ et ses de´rive´es spatiales. Le proble`me
non perturbe´ e´tant invariant par S, ces termes cubiques doivent eˆtre invariants par changement
de signe de x. Le terme NL(φ) prend donc la forme d’une somme de monoˆmes de degre´ 3 en φ
de la forme :
∂n1φ
∂xn1
× ∂
n2φ
∂xn2
× ∂
n3φ
∂xn3
, avec n1 + n2 + n3 ∈ 2N . (3.33)
Lorsque l’on brise faiblement la syme´trie S, on s’attend a` faire apparaˆıtre e´galement des termes
non-line´aires ne respectant pas cette syme´trie. Introduisons un de´veloppement en e´chelles mul-
tiples afin de montrer que ces termes sont ne´gligeables :
On se place toujours dans la situation ou` les taux de croissance des modes D et Q sont tre`s
faibles, d’ordre χ≪ 1. Introduisons alors un temps lent T = χt, et de´veloppons φ sous la forme :
φ(x, t) =
√
χ(φ0(x, T ) + χφ1(x, T ) + ...) (3.34)
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La dynamique inte´ressante du motif se produit lorsque la brisure de syme´trie ǫ est de l’ordre
de grandeur de la diffe´rence de taux de croissance des deux modes. On pose donc ǫ = ǫ˜χ, avec
ǫ˜ = O(1). On e´crit enfin l’e´quation de Swift-Hohenberg sous la forme :
φ˙ = LSH(φ) + ǫL(φ) +NL(φ) (3.35)
ou` LSH est la partie line´aire de l’e´quation de Swift-Hohenberg non perturbe´e :
LSH(φ) = αφ− (∂xx + π2)2φ (3.36)
Un exemple simple : NL(φ) = ηφ3
Conside´rons dans un premier temps le cas simple NL(φ) = ηφ3, avec η = O(1). La collecte
des termes d’ordre
√
χ conduit a` :
LSH(φ0) = 0 +O(χ3/2) (3.37)
dont la solution est :
φ0(T ) = d(T )D + q(T )Q (3.38)
Cette e´quation traduit le fait que seuls importent les deux modes pre´sents dans la varie´te´ centrale,
tandis que les autres modes de´croissent rapidement vers 0 avec un taux O(1).
A l’ordre O(χ3/2), on obtient :
LSH(φ1) = −dTφ0 + LSH(φ0) + ǫ˜L(φ0) + ηφ30 (3.39)
On montre aise´ment a` l’aide de quelques inte´grations par partie faisant usage des conditions
aux bords que l’ope´rateur LSH est auto-adjoint. On obtient alors deux conditions de solvabilite´
en prenant le produit scalaire de l’e´quation (3.39) avec D et Q (on obtient un infiniment petit
d’ordre O(χ) du coˆte´ gauche de l’e´quation, assimilable a` 0, puisque le membre de droite est lui
O(1)) :
d˙ = ”partie line´aire” +
3
4
ηd3 +
3
2
ηq2d (3.40)
q˙ = ”partie line´aire” +
3
4
ηq3 +
3
2
ηd2q (3.41)
ou` la partie line´aire du syste`me d’e´quation a e´te´ calcule´e dans les sections pre´ce´dentes. En posant
toujours A = d+ iq, ce syste`me d’e´quations prend la forme :
A˙ = (µr + iµi)A + (νr + iνi)A¯+
3
16
η
(
5A2A¯− A¯3
)
(3.42)
Ge´ne´ralisation aux autres termes d’ordre trois de l’e´quation de Swift-Hohenberg
Revenons au choix de la fonction NL(φ), et montrons que, a` L ≫ 1, sa forme pre´cise
n’influe que dans la valeur effective du coefficient η a` mettre dans l’e´quation d’amplitude.
Tout d’abord, remarquons que lorsque l’on brise la syme´trie S, on fait a priori apparaˆıtre
des termes non-line´aires ne respectant pas cette syme´trie. Cependant, ces termes sont d’ordre
ǫφ3 ∼ χǫ˜χ3/2φ30 = O(χ5/2), et n’interviennent donc pas dans la condition de solvabilite´ a` l’ordre
χ3/2.
Montrons maintenant que tous les termes d’ordre trois ve´rifiant la syme´trie S conduisent, dans
la limite L≫ 1, a` un terme non-line´aire de l’e´quation d’amplitude proportionnel a` 5A2A¯− A¯3.
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Nous avons de´ja` montre´ que c’est le cas pour un terme d’ordre trois de la forme ηφ3. Nous
pourrions montrer a` l’aide d’un calcul similaire qu’un terme non line´aire de la forme (∂xφ)
2φ
conduit aussi a` un terme non-line´aire de l’e´quation d’amplitude proportionnel a` 5A2A¯ − A¯3,
auquel s’ajoutent des corrections 1/L fois plus petites et donc ne´gligeables dans la limite d’un
domaine grand.
Remarquons maintenant que toute de´rive´e d’ordre paire de φ0 est ”presque proportionnelle”
a` φ0, c’est-a`-dire proportionnelle a` des corrections d’ordre 1/L pre`s, et que toute de´rive´e d’ordre
impaire de φ0 est ”presque proportionnelle” a` ∂x(φ0). A titre d’exemple :
∂xxφ0 = d(T )
−n2π2
L2
D + q(T )−(n+ 1)
2π2
L2
Q (3.43)
=
−n2π2
L2
(d(T )D + q(T )Q)−
(
2nπ2
L2
+
π2
L2
)
q(T )Q
=
−n2π2
L2
φ0 +O(1/L) ≃ −n
2π2
L2
φ0
Les monoˆmes de la forme (3.33) se de´composent alors en deux cate´gories : ceux qui comportent 3
de´rive´es paires de φ, et qui a` L≫ 1 sont ”presque proportionnels” a` φ30, et ceux qui comportent
2 de´rive´es impaires de φ et une paire, et qui a` L≫ 1 sont ”presque proportionnels” a` (∂xφ0)2φ0.
A L≫ 1, tous ces monoˆmes conduisent donc a` un terme non-line´aire de l’e´quation d’ampli-
tude proportionnel a` 5A2A¯− A¯3, auquel s’ajoutent des corrections ne´gligeables d’ordre 1/L.
On retiendra donc que tous les termes non-line´aires cubiques autorise´s dans l’e´quation de
Swift-Hohenberg conduisent au meˆme terme non-line´aire de l’e´quation d’amplitude. On peut
donc se contenter d’e´tudier l’e´quation (3.42), en se souvenant que tous les termes cubiques de
l’e´quation de Swift-Hohenberg interviennent dans la valeur du coefficient η. Un changement
d’e´chelle de φ permet ensuite de mettre ce coefficient a` ±1, selon le signe de η. On s’inte´ressera
dans la suite uniquement au cas η < 0, qui correspond au cas d’une instabilite´ supercritique.
3.3.2 Dynamique au voisinage d’un point de codimension deux
On conside`re donc l’e´quation (3.42) avec η = −1. Rappelons que le de´veloppement pre´ce´dent
n’est valable que pour µr ≪ 1, et que la transition qui nous inte´resse s’effectue pre`s de |µi| =
|ν| =
√
ν2r + ν
2
i . Autrement dit, cette transition s’effectue au voisinage d’un point de codimension
2 du syste`me dynamique (voir l’e´tude de la stabilite´ line´aire de A = 0 effectue´e a` la fin de la
section pre´ce´dente). La dynamique au voisinage de ce point de codimension 2 a de´ja` e´te´ e´tudie´e
dans le cas de deux modes de champ magne´tique couple´s, et nous a fourni une explication
particulie`rement simple pour expliquer la bistabilite´ entre un champ magne´tique stationnaire et
oscillant. En ce qui concerne le proble`me pre´sent, on peut alors se demander s’il est possible
d’obtenir un syste`me bistable entre un e´tat stationnaire et un e´tat propagatif du motif.
Forme normale et espace des parame`tres local
La re´duction de l’e´quation (3.42) a` la forme normale au voisinage du point de codimension 2
est de´crite en appendice. On obtient le syste`me d’e´quations :
x˙ = y (3.44)
y˙ = µ˜1x+ µ˜2y − x2y + signe(−µiνiνr)× x3 (3.45)
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avec :
µ˜1 = 50
|ν|3
ν2rν
2
i
(µi + |ν|) (3.46)
µ˜2 = 10
|ν|
|νrνi|µr (3.47)
L’e´tude de cette forme normale est de´crite en de´tail dans le livre de Guckenheimer et Holmes.
Conside´rons une brisure de syme´trie d’amplitude ǫ, qui conduit a` des coefficients de couplage
µi = ǫµ˜i et νi = ǫν˜i dans l’e´quation (3.42). On s’inte´resse a` l’espace des parame`tres du syste`me,
c’est-a`-dire aux diffe´rents re´gimes dynamiques rencontre´s dans le plan (ǫ, µr). Ces espaces des
parame`tres sont repre´sente´s au voisinage du point de codimension deux sur la figure 3.4. On a
choisi pour cette repre´sentation νr = 1, µ˜i = 1 et ν˜i = ±0.7, ce qui donne ǫc = 1.4003. De´crivons
les diffe´rentes re´gions et frontie`res de ces espaces des parame`tres :
– Cas µ˜iν˜iνr > 0 : dans l’e´tat I la solution A = 0 est stable et est le seul attracteur du
syste`me. Les frontie`res (1) et (2) sont issues de l’analyse de stabilite´ line´aire du point fixe
A = 0 : en franchissant la frontie`re (1) on re´alise une bifurcation de Hopf pour atteindre
l’e´tat IV , ou` le motif se propage. En franchissant la frontie`re (2) en revanche, la solution
A = 0 se de´stabilise e´galement, mais au profit d’une solution stationnaire (e´tat II). La
re´gion note´e III correspond a` la zone de bistabilite´ entre e´tat stationnaire et e´tat propagatif
du motif : si l’on y entre depuis la re´gion II on conserve un e´tat stationnaire, alors qu’en
venant depuis la re´gion IV on y conserve un e´tat oscillant.
– Cas µ˜iν˜iνr < 0 : dans l’e´tat V le syste`me est bistable : la solution A = 0 est stable, mais
ce point fixe coexiste avec deux autres solutions stationnaires (oppose´es), qui sont elles
aussi stables. Pour eˆtre plus pre´cis, hors du bassin d’attraction de la solution A = 0 les
solutions de la forme normale de codimension deux divergent. x et y croissent, si bien que
l’approximation de la forme normale n’est plus ve´rifie´e. Il faut alors revenir a` l’e´quation
3.42 pour voir que les solutions tendent vers un point fixe non nul (ou son oppose´). La
proximite´ du point de codimension 2 a donc fait apparaˆıtre une solution stationnaire sous-
critique. En franchissant la frontie`re (2), le point A = 0 devient line´airement instable, et le
seul attracteur est donc la solution apparue par bifurcation sous-critique. La re´gion V II
est elle aussi une zone de bistabilite´ : au franchissement de la frontie`re (1) le point fixe
A = 0 subit une bifurcation de Hopf supercritique : on observera donc une croissance du
champ depuis 0, pour saturer sur un cycle de petite amplitude. Cet e´tat propagatif du
motif coexiste avec les deux points fixes stationnaires issus de la bifurcation sous-critique.
La frontie`re (5) correspond a` la disparition du cycle limite par bifurcation globale.
Le calcul des frontie`res (3), (4), et (5) est de´crit dans le livre de Guckenheimer et Holmes [17].
Le re´sultat est :
Frontie`re 3 : µ˜2 = 0.752µ˜1, soit µr =
7.52
2
|ν|2
|νiνr|(−µi + |ν|) (3.48)
Frontie`re 4 : µ˜2 = µ˜1, soit µr = 5
|ν|2
|νiνr|(−µi + |ν|) (3.49)
Frontie`re 5 : µ˜2 = −µ˜1/5, soit µr = − |ν|
2
|νiνr|(−µi + |ν|) (3.50)
ou` µi, νi et |ν| sont des fonctions simples de ǫ, et ou` ces expressions sont valables au voisinage
du point de codimension deux (ǫ = +ǫc, µr = 0).
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Figure 3.4 – Espace des parame`tres au voisinage du point de codimension 2, dans les cas
µ˜iν˜iνr > 0 (a` gauche) et µ˜iν˜iνr < 0 (a` droite). I : A = 0 seul attracteur. II : A = 0, instable,
coexiste avec deux points fixes stables. III : Bistabilite´ entre ces deux points fixes stables et un
cycle qui les englobe tous les deux. IV : un cycle limite est le seul attracteur du syste`me. V :
bistabilite´ entre A = 0 et deux points fixes non triviaux. V I : les points fixes non triviaux sont
les seuls attracteurs. V II : bistabilite´ entre un cycle de faible amplitude et les points fixes non
triviaux.
3.3.3 Espace des parame`tres global
Nous souhaitons maintenant obtenir une vision globale de l’espace des parame`tres du syste`me
e´tudie´, qui soit valable e´galement loin du point de codimension 2.
Points fixes stationnaires
Une manie`re de de´gager les grandes frontie`res de l’espace des parame`tres consiste a` calculer
le nombre de points fixes du syste`me. Reprenons donc l’e´quation (3.42), avec toujours η =
−1, et introduisons la de´composition A(t) = r(t)eiθ(t). Apre`s identification des parties re´elle et
imaginaire, on obtient le syste`me d’e´quations :
r˙ = r(µr + νr cos(2θ) + νi sin(2θ))− 3r
3
16
(5− cos(4θ)) (3.51)
θ˙ = µi − νr sin(2θ) + νi cos(2θ)− 3
16
r2 sin(4θ) (3.52)
On s’inte´resse aux solutions stationnaires du proble`me, soit r˙ = 0 et θ˙ = 0. L’e´quation (3.51)
conduit a` :
r2 =
16
3(5− cos(4θ)) [µr + νr cos(2θ) + νi sin(2θ)] (3.53)
Cette expression est ensuite introduite dans l’e´quation (3.52) et conduit apre`s simplification a` :
µr sin(4θ)− 4νi cos(2θ) = 5µi − 6νr sin(2θ)− µi cos(4θ) (3.54)
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Apre`s de´veloppement du sin(4θ), le membre de gauche de cette e´quation est proportionnel a`
cos(2θ). On pose alors X = sin(2θ) et on e´le`ve l’e´quation pre´ce´dente au carre´ pour obtenir :
P (X) = X4(µ2i+µ
2
r)+X
3(−4µrνi−6µiνr)+X2(4µ2i+9ν2r+4ν2i−µ2r)+X(4µrνi−12νrµi)+4µ2i−4ν2i = 0
(3.55)
Cette e´quation est un polynoˆme de degre´ 4 enX dont les racines peuvent eˆtre extraites de manie`re
analytique. On re´alise cette ope´ration a` l’aide du logiciel Mathematica. Les seules racines qui
correspondent a` des points fixes du syste`me dynamique sont celles qui ve´rifient r2 ≥ 0. On e´crit
donc r2 en fonction de X . Pour cela, on a besoin du signe de cos(2θ), que l’on obtient a` partir
de l’e´quation (3.54). De´finissons la grandeur G(ǫ, µr) comme le nombre de valeurs de r
2 > 0
(strictement) correspondant a` des points fixes du syste`me dynamique. Cette grandeur s’e´crit :
G(ǫ, µr) = Card
{
X ∈ R
/
P (X) = 0 et µr + νr
√
1−X2 × signe
(
µiX
2 − 3νrX + 2µi
µrX − 2νi
)
+ νiX > 0
}
(3.56)
ou` comme toujours µi = µ˜iǫ et νi = ν˜iǫ. Cette grandeur est repre´sente´e sur la figure 3.5 pour
νr = 1, µ˜i = 1, et ν˜i = ±0.7. L’espace des parame`tres pre´sente les caracte´ristiques suivantes :
– Une zone ou` G(ǫ, µr) = 0, avec µr < 0. Dans cette re´gion la solution A = 0 est la seule
solution du syste`me dynamique, et le motif ne croˆıt pas.
– Une zone ou` G(ǫ, µr) = 0, avec µr > 0. Dans cette re´gion la solution A = 0 est line´airement
instable, mais il n’y a pas d’autre solution stationnaire du syste`me. Le syste`me de´crit donc
un cycle limite qui correspond a` une propagation du motif.
– Une zone ou` G(ǫ, µr) = 1. Ici l’un des deux modes propres est devenu line´airement instable.
Loin du point de codimension 2, la solution A = 0 est connecte´e a` deux points fixes stables
et oppose´s (1 seule valeur de r2).
– Une zone ou` G(ǫ, µr) = 2. En venant depuis la zone pre´ce´dente, le deuxie`me mode propre
devient line´airement instable, et il existe alors les deux couples de points fixes - deux
stables, et deux instables - e´tudie´s dans le cadre des renversements de champ magne´tique.
Lorsque l’on rejoint la zone ou` G(ǫ, µr) = 0, en passant loin du point de codimension
deux, on obtient une propagation du motif par bifurcation noeud-col : les deux points fixes
stables collisionnent avec les deux points fixes instables pour former un cycle limite. On
remarque de plus que dans le cas µ˜iν˜iνr < 0, au voisinage du point de codimension 2 et
a` µr < 0, il est e´galement possible de passer directement de G(ǫ, µr) = 0 a` G(ǫ, µr) = 2 :
cette transition correspond a` l’apparition de la solution sous-critique de´crite dans l’analyse
de codimension 2. C ’est une bifurcation noeud-col inverse, qui cre´e´ donc un couple de
valeurs de r2 (4 points fixes).
– Une zone ou`G(ǫ, µr) = 4, situe´e a` µr e´leve´ et ǫ proche de 0. Cette zone correspond a` la zone
de stabilite´ vis-a`-vis de l’instabilite´ d’Eckhaus. Cette instabilite´ d’Eckhaus en ge´ome´trie
finie est l’objet du prochain paragraphe.
On peut se demander comment l’espace des parame`tres local au voisinage du point de codi-
mension 2 se reconnecte a` l’espace des parame`tres plus loin de ce point. En particulier, quand
on s’e´loigne du point de codimension 2, la transition entre motif stationnaire et motif oscillant
ne se fait plus par une zone de bistabilite´ mais par bifurcation noeud-col. La re´ponse a` cette
question se trouve dans la re´fe´rence [25], dont nous reproduisons un sche´ma sur la figure 3.6. le
cas de gauche correspond a` la situation µ˜iν˜iνr > 0 et celui de droite a` µ˜iν˜iνr < 0.
Instabilite´ d’Eckhaus en ge´ome´trie finie
En ge´ome´trie infinie, l’instabilite´ d’Eckhaus est une instabilite´ secondaire par laquelle un
motif pe´riodique ayant un vecteur d’onde spatial trop diffe´rent de la valeur critique kc va se
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Figure 3.5 – Espace des parame`tres dans les cas µ˜iν˜iνr > 0 (a` gauche) et µ˜iν˜iνr < 0 (a` droite).
Chaque couleur correspond a` un nombre de solutions stationnaires non nulles. Ce nombre est
indique´ sur la figure de gauche pour chacune des zones de couleurs. Les traits fins sont issus de
l’analyse de stabilite´ line´aire de A = 0, tandis que les lignes e´paisses sont les frontie`res issues de
l’analyse de codimension deux.
de´former : par fusion ou annihilation de rouleaux de convection (par exemple), le motif acquiert
un vecteur d’onde spatial plus proche de kc. En ge´ome´trie finie, le syste`me que nous e´tudions est
stable vis-a`-vis de l’instabilite´ d’Eckhaus lorsque les points fixes dipolaire et quadrupolaire sont
stables. Il est instable vis-a`-vis d’Eckhaus lorsque seul un type de points fixes - dipolaires ou
quadrupolaires - est stable : le syste`me pre´fe`re faire un motif dont la longueur d’onde est proche
de la valeur critique calcule´e en ge´ome´trie infinie [26]. Revenons donc sur l’apparition de cette
zone ou` G(ǫ, µr) = 4, en se concentrant tout d’abord sur le cas syme´trique ǫ = 0. Dans ce cas,
la recherche de solutions stationnaires par l’e´quation (3.54) se re´sume a` :
µr sin(4θ) + 6νr sin(2θ) = 0, (3.57)
que l’on re´sout graphiquement sur la figure 3.7. Cette re´solution est effectue´e pour νr > 0 en
utilisant la nomenclature dipoˆle-quadrupoˆle, la re´solution a` νr < 0 e´tant identique en intervertis-
sant le roˆle de chacun de ces deux modes. Conside´rons donc l’intersection des courbes − sin(2θ)
et µr
6νr
sin 4θ :
– Tant que µr/νr < 3, les deux courbes s’intersectent seulement en θ = 0+pπ et θ = π/2+pπ :
ces solutions correspondent a` un dipoˆle, stable, et a` un quadrupoˆle, qui lui est instable.
– Si µr/νr > 3, il apparaˆıt deux nouveaux points d’intersection de part et d’autre de θ =
π/2 + pπ. Cette bifurcation correspond a` une bifurcation fourche inverse : le quadrupoˆle
est maintenant stable, tandis que les deux nouvelles solutions forme´es sont des points fixes
instables.
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Figure 3.6 – Sur ce meˆme graphique sont repre´sente´s sche´matiquement les espaces des pa-
rame`tres complets pour µ˜iν˜iνr > 0 (partie gauche) et µ˜iν˜iνr < 0 (partie droite). Les zones de
bistabilite´ entre motif stationnaire et propagatif sont grise´es. Notez que l’axe des ǫ est incline´
dans cette figure tire´e de Gambaudo 1985 [25].
– Le seuil de cette instabilite´ est µr/νr = 3, valeur pour laquelle les deux courbes sont
tangentes en θ = π/2 + pπ.
Cette bifurcation correspond a` l’instabilite´ d’Eckhaus en ge´ome´trie finie : le syste`me, quand
il est le´ge`rement au-dessus du seuil, va former un motif dipolaire, dont la pe´riodicite´ est la
plus adapte´e a` la taille de la cellule (c’est-a`-dire que longueur d’onde critique de l’instabilite´,
conside´re´e en ge´ome´trie infinie, est plus proche de celle du mode dipolaire que de celle du qua-
drupoˆle). Le mode quadrupolaire est lui instable, et disparaˆıtra au profit du dipoˆle. Cependant,
si l’on force suffisamment fort le syste`me, le mode quadrupolaire va devenir lui aussi un point
fixe stable, bien que sa pe´riodicite´ soit un peu moins adapte´e a` la taille du syste`me.
Lorsque l’on brise la syme´trie S, on ajoute une partie paire a` l’une des deux fonctions
repre´sente´es sur la figure 3.7. Imaginons pour simplifier que la brisure de syme´trie ait pour
effet de translater la courbe tirete´e vers le bas : alors, dans la situation du bas, on constate que
le mode quadrupolaire va collisionner avec un des points fixes instables, et ainsi disparaˆıtre par
bifurcation noeud-col : il reste uniquement deux paires de points fixes. Pour cette raison, sur la
figure 3.5, si l’on se de´place a` µr fixe´ en augmentant ǫ, on perd la stabilite´ du quadrupoˆle vis- a`
vis d’Eckhaus, pour entrer a` nouveau dans le domaine ou` G(ǫ, µr) = 2.
Afin de pre´ciser un peu plus la forme de l’espace des parame`tres, on s’inte´resse aux limites
asymptotiques de la frontie`re de stabilite´ d’Eckhaus et de la frontie`re stationnaire-oscillant. Cette
limite est telle que µr, µi, νi ≫ νr, si bien que l’on ne´glige le terme en νr de l’e´quation (3.54),
que l’on e´crit sous la forme :
ǫ
µr
[µ˜i(5− cos(4θ)) + 4ν˜i cos(2θ)] = sin(4θ) (3.58)
On re´sout cette e´quation graphiquement. Sur la figure 3.8 sont repre´sente´es les deux coˆte´s de
l’e´quation en fonction de θ. Deux situations sont possibles en fonction des signes relatifs de µ˜i
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Figure 3.7 – Re´solution nume´rique du seuil de l’instabilite´ d’Eckhaus : la courbe pleine a
pour e´quation y = − sin(2θ), tandis que la courbe tirete´e a pour e´quation y = µr
6νr
sin 4θ. Les
ronds repre´sentent des points fixes stables, et les carre´s des points fixes instables du syste`me
dynamique. En haut : µr < 3νr, et le quadrupoˆle est instable vis-a`-vis de l’instabilite´ d’Eckhaus.
Au milieu : µr = 3νr, c’est le seuil de l’instabilite´ d’Eckhaus. Les deux courbes sont tangentes
en θ = π/2 + pπ. En bas : µr > 3νr, deux nouveaux points fixes instables sont apparus de part
et d’autre du quadrupoˆle, qui est maintenant stable vis-a`-vis de l’instabilite´ d’Eckhaus.
et ν˜i.
– Pour µ˜iν˜i > 0, c’est le point fixe stable issu de la solution dipolaire qui disparaˆıt le pre-
mier par bifurcation noeud-col lorsque |ǫ| augmente. La seule solution stable restante est
alors quadrupolaire. Lorsque |ǫ| augmente encore, ce point fixe disparaˆıt e´galement par
bifurcation noeud-col et le motif se propage.
– Pour µ˜iν˜i < 0, le point fixe stable issu de la solution quadrupolaire disparaˆıt en premier
lorsque |ǫ| augmente, puis le point fixe dipolaire.
En revenant a` la figure 3.5, remarquons que dans le cas µ˜iν˜i > 0, la frontie`re stationnaire-
oscillant intersecte la frontie`re de stabilite´ d’Eckhaus. D’apre`s l’analyse pre´ce´dente, dans la zone
ou` G(ǫ, µr) = 2, en dessous du point d’intersection c’est le point fixe issu du dipoˆle qui est stable
(avec toujours l’hypothe`se νr > 0), tandis qu’au dessus de cette intersection c’est le point fixe
issu du quadrupoˆle qui est stable. Dans le cas µ˜iν˜i < 0, c’est toujours le point fixe issu du dipoˆle
qui est stable pour G(ǫ, µr) = 2
Influence de la taille du domaine
Revenons au proble`me centrale de cette e´tude, qui est de caracte´riser l’influence de la taille
du domaine sur la de´rive du motif. On souhaite de´crire l’e´volution de l’espace des parame`tres
quand L varie au voisinage de L = n+ 1/2. Conside´rons donc toujours une brisure syme´trie, et
supposons-la telle que µ˜i admette une limite finie a` L grand, et que ν˜i admette e´galement une
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Figure 3.8 – Re´solution nume´rique de l’e´quation (3.58) : la ligne solide est le membre de droite,
et la ligne tirete´e est celui de gauche pour ǫ proche de la limite de stabilite´ d’Eckhaus. En haut,
µ˜iν˜i > 0, le point fixe issu de la solution dipolaire disparaˆıt en premier lorsque |ǫ| augmente,
puis celui issu de la solution quadrupolaire. En bas, µ˜iν˜i < 0, et le point fixe issu de la solution
quadrupolaire disparaˆıt en premier. Les ronds repre´sentent des points fixes stables, et les carre´s
des points fixes instables.
limite, e´ventuellement nulle. On utilisera comme exemple l’e´coulement traversant, pour lequel
ν˜i = 0, et µ˜i → 2 pour L≫ 1 (voir e´quation (3.22)).
Lorsque l’on fait varier la taille du domaine, le coefficient νr s’annule et change de signe en
L = n + 1/2 (il est ne´gatif pour L < n + 1/2 et positif dans le cas contraire). La combinaison
µ˜iν˜iνr change donc e´galement de signe en ce point. Autrement dit, on passe d’un sce´nario de
codimension deux a` l’autre de part et d’autre L = n+ 1/2.
Par ailleurs, en divisant l’e´quation (3.42) par νr, on montre imme´diatement que l’espace des
parame`tres trace´ en coordonne´es (ǫ/νr, µr/νr) est inde´pendant de νr. Ainsi, si l’on e´crit L =
n + 1/2 + ξ, alors au premier ordre νr ∼ ξ, et l’espace des parame`tres pour une valeur ξ = ξ1
s’obtient directement a` partir de celui pour ξ = ξ2 (avec ξ1 et ξ2 de meˆme signe) par homothe´tie
de rapport ξ1/ξ2.
On repre´sente donc sur la figure 3.9 l’espace des parame`tres en fonction de la taille du
domaine, au voisinage imme´diat d’une valeur demi-entie`re de celle-ci. Cette repre´sentation cor-
respond a` une brisure de syme´trie telle que µ˜iν˜i < 0, le cas µ˜iν˜i > 0 s’obtenant a` partir de cette
figure par syme´trie par rapport au plan L = n + 1/2, puis en inversant les roˆles des modes di-
polaires et quadrupolaires. On constate que l’espace des parame`tres se comprime en approchant
L = n + 1/2, puis croˆıt a` nouveau, mais avec l’autre sce´nario de codimension 2.
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Figure 3.9 – Espace des parame`tres au voisinage de L = n+1/2, repre´sente´ dans le cas µ˜iν˜i < 0.
Sur les faces avant et arrie`re, des lettres de´signent les diffe´rents e´tats observe´s loin du point de
codimension 2 : NB = non bifurque´, D = point fixe dipolaire stable, Q = point fixe quadrupolaire
stable, O = oscillant, ES = stabilite´ vis-a`-vis d’Eckhaus, c’est-a`-dire bistabilite´ des points fixes
dipolaire et quadrupolaire. Le cas µ˜iν˜i > 0 s’obtient par syme´trie plane par rapport au plan
L = n+ 1/2, puis en inversant les roˆles de D et Q.
87
0 0.05 0.1 0.15 0.2 0.250.8
1
1.2
1.4
1.6
1.8
2
2.2
ε
α
Figure 3.10 – Espace des parame`tres de l’e´quation de Swift-Hohenberg non-line´aire, obtenu par
re´solution nume´rique. La brisure de syme´trie est un e´coulement traversant, et la taille du domaine
est L = 9.45. Points bleus : e´tat non bifurque´ ; croix vertes : stationnaire ; ronds rouges : oscillant ;
triangles noirs : quadrupoˆle stable par Eckhaus. Les lignes e´paisses sont les limites the´oriques
calcule´es a` partir de l’e´quation d’amplitude.
Nous avons e´galement re´solu nume´riquement l’e´quation de Swift-Hohenberg perturbe´e par
un e´coulement traversant, avec une nonline´arite´ en −φ3. Nous avons fixe´ la taille du domaine
a` L = 9.45, c’est-a`-dire une valeur a` la fois grande, et proche d’un demi-entier. L’e´coulement
traversant a la particularite´ de ve´rifier ν˜i = 0, ce qui signifie que le terme en x
3 s’annule dans
la forme normale de codimension 2. Dans ce cas particulier, on n’observe pas de bistabilite´ au
voisinage du point de codimension 2, et la frontie`re stationnaire-oscillant part de ce point avec
une tangente verticale.
Le diagramme des e´tats obtenus est repre´sente´ sur la figure 3.10, et est en tre`s bon accord
avec le calcul the´orique.
Divers espaces des parame`tres ont e´galement e´te´ calcule´s nume´riquement pour L ∈ [9; 10],
et sont repre´sente´s sur la figure 3.11. On constate bien que l’amplitude minimale de la brisure
de syme´trie ne´cessaire pour obtenir une propagation du motif s’annule en L ≃ 9.5. On constate
de plus que le seuil en α ne´cessaire pour faire apparaˆıtre un motif propagatif de´pend le´ge`rement
de ǫ. Cet effet est duˆ a` des corrections a` µr en ǫ
2, qui ne sont donc pas incluses dans le calcul
the´orique, qui lui est effectue´ a` l’ordre ǫ. Ces corrections sont ne´gligeables pour les tre`s grandes
valeurs de L et pour les valeurs plus proches d’un demi-entier, pour lesquelles les valeurs de ǫ
mises en jeu sont plus faibles.
88
Figure 3.11 – Espace des parame`tres tridimensionnel de l’e´quation de Swift-Hohenberg non-
line´aire, obtenu par re´solution nume´rique pour L ∈ [9; 10]. La brisure de syme´trie est un
e´coulement traversant. Chaque couleur correspond a` un e´tat du syste`me : NB = non bifurque´,
S = stationnaire, O = oscillant.
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3.4 Discussion
3.4.1 Comparaison a` la bibliographie existante
Nous avons e´tudie´ l’effet de la taille finie du domaine sur l’instabilite´ de de´rive d’un motif
pe´riodique quand on brise la syme´trie discre`te S. L’effet de la brisure de syme´trie est traite´
perturbativement a` l’ordre line´aire, et a pour effet de coupler deux modes qui se transforment
diffe´remment sous l’effet de la syme´trie. Le passage d’un motif stationnaire a` un motif qui se
propage est en ce sens tre`s similaire au passage d’un champ magne´tique stationnaire a` un champ
magne´tique oscillant dans la dynamo VKS. Nous avons montre´ que dans la limite d’un domaine
grand, les termes non-line´aires de l’e´quation de de´part (Swift-Hohenberg) se traduisent tous
par des nonline´arite´s e´quivalentes dans l’e´quation d’amplitude. L’espace des e´tats du syste`me
posse`de alors une forme qualitative qui de´pend uniquement du signe de la combinaison µ˜iν˜i :
il y a donc seulement deux diagrammes possibles. Ces diagrammes ont e´te´ de´crits en de´tail. Le
passage d’un e´tat stationnaire a` un e´tat propagatif du motif peut se faire par bifurcation noeud-
col, ou par un sce´nario plus riche au voisinage d’un point de codimension deux. En particulier,
nous avons de´montre´ la possibilite´ d’une bistabilite´ entre motif stationnaire et propagatif pour
certaines valeurs des parame`tres. L’espace des e´tats contient e´galement a` plus haut forc¸age une
zone de bistabilite´ entre deux e´tats stationnaires, que nous avons interpre´te´e comme e´tant la
zone de stabilite´ vis-a`-vis de l’instabilite´ d’Eckhaus en ge´ome´trie finie.
Le fait que toute instabilite´ de´crite par l’e´quation de Swift-Hohenberg conduise dans le cadre
du pre´sent calcul a` un diagramme des e´tats de la forme de celui de la figure 3.9, donne a` cette
e´tude un caracte`re quelque peu universel. Nous souhaitons donc comparer nos re´sultats a` la
bibliographie existante.
Un exemple simple de brisure de syme´trie est e´tudie´e par Rehberg et al. [27] : les auteurs
re´alisent expe´rimentalement la convection de Rayleigh-Be´nard dans une cellule dont la hauteur
varie line´airement en x pre`s des bords x = 0 et x = L. Les rampes de hauteur pre´sentes au ni-
veau de ces deux bords ont des pentes diffe´rentes, ce qui est a` l’origine d’une brisure de syme´trie
entre un coˆte´ et l’autre de la cellule. Lorsque l’on augmente le nombre de Rayleigh, on observe
d’abord des rouleaux stationnaires, puis qui se propagent pour des valeurs plus e´leve´es. Bien
que l’amplitude de la brisure de syme´trie semble fixe´e par la ge´ome´trie de la cellule, augmenter
le nombre de Rayleigh revient donc a` parcourir un chemin non trivial dans le plan (ǫ, µr) de
la figure 3.5. Ce chemin intersecte la frontie`re stationnaire-oscillant, et l’expe´rience pre´sente la
phe´nome´nologie de la bifurcation noeud-col, telle qu’elle a e´te´ observe´e dans l’expe´rience VKS.
En effet, sur la figure 3.12 sont repre´sente´s deux diagrammes spatio-temporels : le premier est
mesure´ loin du seuil de la propagation, et la de´rive se fait quasiment a` vitesse constante, tandis
que le second est effectue´ plus pre`s du seuil de la bifurcation noeud-col, et le syste`me s’attarde
donc longtemps dans la re´gion de l’espace des phases ou` viennent de disparaˆıtre les points fixes.
Ceci se voit e´galement sur la se´rie temporelle de vitesse de de´rive, qui montre que le syste`me
passe de longues pe´riodes pre`s des anciens points fixes. Enfin, la fre´quence de de´rive croˆıt en
racine de l’e´cart au seuil, en accord avec la phe´nome´nologie de la bifurcation noeud-col.
Un autre exemple de brisure de syme´trie en convection est e´tudie´ nume´riquement dans Tu-
ckerman et al. [28] : la ge´ome´trie est cylindrique, et le motif de convection est axisyme´trique au
seuil. La brisure de syme´trie vient de la courbure du syste`me, qui privile´gie un sens de propa-
gation dans la direction radiale. Cette brisure de syme´trie est grande, mais la phe´nome´nologie
observe´e peut toujours eˆtre de´crite a` l’aide des re´sultats pre´ce´dents si l’on autorise une trajectoire
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Figure 3.12 – En haut : Diagramme spatio-temporel montrant la convection loin (a` gauche) et
pre`s (a` droite) du seuil de de´rive. Les nombres de Rayleigh re´duits valent respectivement 0.72 et
0.50. En bas a` gauche : fre´quence de de´rive en fonction du nombre de Rayleigh re´duit. En bas a`
droite : se´rie temporelle de la vitesse de de´rive, pour un nombre de Rayleigh re´duit de 0.42.
courbe dans le plan (ǫ, µr). Nous pre´sentons donc sur la figure 3.13 la phe´nome´nologie observe´e
par les auteurs : dans le cas de parois conductrices, cinq rouleaux stationnaires croissent, avant
de se propager dans la direction radiale. Lors de cette propagation, le syste`me passe temporai-
rement par un e´tat a` quatre rouleaux. Cet e´tat est le quadrupoˆle de notre e´tude. Les auteurs
de´crivent en de´tail la bifurcation noeud-col qui conduit a` cette propagation. Si maintenant les
parois sont isolantes, on n’observe plus de propagation, mais le passage de cinq rouleaux a` quatre
rouleaux stationnaires quand le nombre de Rayleigh augmente. Cette transition est hyste´re´tique,
et correspond a` l’instabilite´ d’ Eckhaus en pre´sence d’une brisure de syme´trie. Nous reprenons
donc la figure 3.5 sur laquelle nous trac¸ons deux chemins correspondant aux observations en
parois conductrices et isolantes.
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Figure 3.13 – A droite : diagrammes de bifurcation obtenus en augmentant le nombre de
Rayleigh, en pre´sence de parois conductrices (en haut) et isolantes (en bas). Les lignes pleines
sont des solutions stables, les lignes tirete´es des solutions instables, et la ligne e´paisse la solution
oscillante (donne´es issues de [28]). A gauche : trajectoires dans la figure 3.5 permettant de
retrouver la phe´nome´nologie observe´e (ligne tirete´e : parois conductrices. ligne pleine : parois
isolantes).
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Figure 3.14 – En haut : deux dynamos identiques, tre`s e´loigne´es l’une de l’autre et ayant des
fre´quences de rotation proches sont couple´es uniquement a` l’ordre line´aire. Avec les conventions
choisies, B1 et B2 ont ici le meˆme signe, ce qui forme une configuration quadrupolaire. En bas : si
l’expe´rience VKS entre dans le cadre de cette approximation, une zone de stabilite´ du quadrupoˆle
est pre´dite pour Rm > Rm(2)c + 2(Rm
(2)
c − Rm(1)c ) en contra-rotation exacte (voir texte).
3.4.2 Application aux dynamos faiblement couple´es
La dynamique non-line´aire du motif a pu eˆtre e´tudie´e en de´tail dans notre analyse, car tous
les termes non-line´aires de l’e´quation de de´part se traduisent par un seul terme non-line´aire dans
l’e´quation d’amplitude. Une situation similaire se produit lors de l’e´tude de deux dynamos tre`s
e´loigne´es l’une de l’autre. Conside´rons par exemple que la dynamo VKS soit forme´e de deux
disques coaxiaux que l’on rapproche depuis l’infini. On note L la distance qui se´pare ces deux
disques. On suppose que les deux disques tournent a` la meˆme fre´quence, et qu’ils constituent
donc deux dynamos identiques, qui engendrent localement un dipoˆle dans la direction axiale.
Notons B1(t) l’amplitude du champ magne´tique d’une dynamo et B2(t) celle de l’autre. Au
voisinage du seuil commun des deux dynamos, ces amplitudes ve´rifient des e´quations du type :
B˙1 = µB1 + αB2 − B31 (3.59)
B˙2 = µB2 + αB1 − B32 (3.60)
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ou` le coefficient α est le couplage des deux dynamos. Il est nul quand les deux dynamos sont
infiniment e´loigne´es, et est suppose´ O(L−1) a` L grand. Au voisinage du seuil, B21 et B22 sont de
l’ordre de µ. Supposons µ = O(L−1) : les couplages line´aires entre les deux dynamos doivent
eˆtre conserve´s, mais les couplages non-line´aires peuvent eˆtre ne´glige´s : ils font intervenir un
coefficient β = O(L−1), et sont donc d’ordre βB21B2 ∼ βµB2 = O(L−1)µB2 ≪ µB1. Conside´rons
maintenant l’ensemble forme´ par les deux dynamos : si les deux champs magne´tiques axiaux sont
dirige´s dans le meˆme sens, la dynamo est dipolaire, sinon elle est quadrupolaire. On de´finit donc
les amplitudes du dipoˆle et du quadrupoˆle par d(t) = B1(t) − B2(t) et q(t) = B1(t) + B2(t). La
somme et la diffe´rence des e´quations pre´ce´dentes conduit a` :
d˙ = (µ− α)d− 1
4
(d3 + 3q2d) (3.61)
q˙ = (µ+ α)q − 1
4
(q3 + 3d2q) (3.62)
En de´finissant l’amplitude complexe A(t) = d(t) + iq(t), on re´e´crit cette e´quation sous la
forme :
A˙ = µA− αA¯− 1
8
(3A2A¯− A¯3) (3.63)
De nouveau, on a re´ussi a` obtenir la forme pre´cise des termes non-line´aires de l’e´quation d’am-
plitude, alors que l’on pouvait a priori mettre les quatres termes A3, A2A¯, A¯2A, et A¯3 dans
cette e´quation. Ce type de simplification s’obtient quand une syme´trie du proble`me de de´part
est faiblement brise´e :
– Dans le cas d’un motif pe´riodique dans un grand domaine, c’est l’invariance par translation
selon x qui n’est que faiblement brise´e, puisqu’elle n’est pas brise´e du tout si le domaine
est infini. La taille du domaine se´lectionne alors les deux modes les plus instables, et le
coefficient de couplage line´aire entre ces deux modes. Les termes non-line´aires eux peuvent
eˆtre obtenus par une analyse dans le cas infini, et ne sont pas affecte´s a` l’ordre dominant
par la taille finie du domaine.
– Deux dynamos tre`s loin l’une de l’autre interagissent faiblement, si bien que le couplage se
ressent uniquement sur les termes line´aires de l’e´quation d’amplitude, tandis que les termes
non-line´aires peuvent eˆtre calcule´s a` l’ordre dominant en supposant que les dynamos sont
infiniment e´loigne´es, et donc non couple´es.
On a suppose´ que les deux dynamos sont identiques et tournent a` la meˆme fre´quence, si bien
qu’une rotation d’angle π autour d’un vecteur radial dans le plan central entre les deux dynamos
est syme´trie du proble`me. Si maintenant on brise cette syme´trie en faisant tourner un disque plus
rapidement que l’autre, on va ajouter une partie imaginaire aux coefficients devant A et A¯ de
l’e´quation (3.63), qui sera proportionnelle a` l’amplitude de la brisure de syme´trie. On obtient alors
un espace des parame`tres tre`s similaire a` celui repre´sente´ pour un motif pe´riodique sur la figure
3.5. Une diffe´rence principale est que la stabilite´ du quadrupoˆle vis-a`-vis de l’instabilite´ d’Eckhaus
apparaˆıt pour µr = 2νr = 2α (au lieu de µr = 3νr pour un motif pe´riodique). Si la dynamo VKS
peut eˆtre de´crite par ce mode`le de dynamos faiblement couple´es, on obtient alors la pre´diction
suivante : notons Rm(1)c le seuil de la dynamo en contra-rotation exacte, et Rm
(2)
c la valeur de
(Rm1+Rm2)/2 au point de codimension 2. De´finissons alors Rm
(3)
c = Rm
(2)
c +2(Rm
(2)
c −Rm(1)c ).
Pour Rm < Rm(3)c , le quadrupoˆle est instable au profit du dipoˆle, alors que pour Rm > Rm
(3)
c
le quadrupoˆle et le dipoˆle sont tous les deux stables. On pre´dit donc une zone de stabilite´ du
quadrupoˆle en contra-rotation exacte tre`s rapide, repre´sente´e sche´matiquement sur la figure 3.14.
Cependant, les deux disques de VKS sont relativement proches, et il n’est pas du tout suˆr que
l’expe´rience puisse eˆtre de´crite comme deux dynamos faiblement couple´es. En particulier, il est
difficile de reproduire l’espace des parame`tres de l’expe´rience VKS avec ce mode`le de dynamos
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e´loigne´es, et ce meˆme au voisinage de la contra-rotation exacte. Ceci est lie´ au fait qu’un champ
magne´tique apparaissant par bifurcation de Hopf supercritique n’a jamais e´te´ mis en e´vidence
clairement dans l’expe´rience VKS. De plus, a` forte brisure de syme´trie les dynamos oscillantes
redeviennent stationnaires, ce qui n’est pas capture´ par le sche´ma 3.14.
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3.A Re´solution nume´rique de l’e´quation de Swift-Hohenberg
Afin de re´soudre nume´riquement l’e´quation de Swift-Hohenberg, on discre´tise la fonction
φ, qui devient un vecteur Φ = (φ1, ..., φN), avec φp = φ(x = pL/(N + 1)). On exprime alors
approximativement les de´rive´es par des diffe´rences finies. En tenant compte des conditions aux
limites pour calculer les coefficients aux bords, les ope´rateurs de de´rive´es premie`re, seconde et
quatrie`me s’e´crivent alors :
DX =
N + 1
2L


0 1 0 ... 0
−1 0 1 ...
0 −1 . . . . . .
...
. . .
1
0 ... −1 0


(3.64)
DXX =
(N + 1)2
L2


−2 1 0 ... 0
1 −2 1 ...
0 1
. . .
. . .
...
. . .
1
0 ... 1 −2


(3.65)
DXXXX = D
2
XX (3.66)
La partie line´aire de l’e´quation de Swift-Hohenberg s’e´crit MΦ, avec M = αId − [DXX +
π2Id]2+ ǫP , ou` Id est la matrice identite´, et P est la matrice de l’ope´rateur de perturbation qui
brise la syme´trie S. Dans le cas d’un e´coulement traversant, cette matrice est simplement DX ,
tandis que dans l’exemple explicite de perturbation localise´e au bord, elle s’e´crit :
P =
N + 1
L




1 0 ... 0 −1
...
...
...
...
...
...
1 0 ... 0 −1


+
a
L
(
X − L
2
)


1 0 ... 0 1
...
...
...
...
...
...
1 0 ... 0 1




(3.67)
ou` la seconde matrice agit a` gauche sur le vecteur
(
X − L
2
)
, de´fini par
(
X − L
2
)
p
= pL
N+1
− L/2.
Dans la partie line´aire de l’e´tude, on calcule les valeurs propres de M a` l’aide du logiciel
Matlab, tandis que dans la partie non-line´aire on discre´tise le temps, on note Φ(t) le vecteur Φ a`
l’instant t et dt le pas de temps, et on e´crit :
Φ(t+1) = [Id−Mdt]−1{Φ(t) − (Φ(t))3} (3.68)
3.B Couplage par les bords du domaine
Certaines brisures de syme´trie peuvent eˆtre introduites au niveau des bords du domaine :
conside´rons de nouveau la convection de Rayleigh-Be´nard en ge´ome´trie finie, et imaginons main-
tenant que la paroi situe´e en x = 0 soit tre`s le´ge`rement incline´e par rapport a` la verticale. Elle
fait alors un angle ǫ ≪ 1 avec la verticale. Cette modification du syste`me brise e´videmment la
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syme´trie S, puisque les deux parois situe´es en x = 0 et x = L ne sont plus identiques.
Un autre exemple est issu de l’instabilite´ de Faraday. Cette instabilite´ parame´trique apparaˆıt
quand un fluide est vibre´ verticalement au-dessus d’une amplitude critique. A une dimension, il
apparaˆıt a` la surface du fluide une onde stationnaire. En pre´sence de parois verticales aux bords
du domaine, il existe e´galement des ondes de me´nisque au voisinage des deux parois. Ces deux
ondes de me´nisque interagissent faiblement avec le mode de Faraday. Ne´anmoins, en changeant
la structure d’une des deux parois - par exemple en modifiant l’angle de contact au niveau de
cette paroi - on modifie une des deux ondes de me´nisque. On brise donc la syme´trie S, ce qui a
pour conse´quence de modifier la structure et e´ventuellement la dynamique du mode de Faraday.
3.B.1 Structure de l’ope´rateur de perturbation
Ces brisures de syme´trie e´tant localise´es aux bords du domaine, on suppose que l’ope´rateur
de perturbation de´pend essentiellement de φ et de ses de´rive´es successives au voisinage des bords
du domaine : un mode entie`rement localise´ pre`s de x = L et dont la valeur et toutes les de´rive´es
sont quasi-nulles pre`s de x = 0 sera tre`s peu sensible a` une faible modification du syste`me en
x = 0. On supposera donc que la modification du syste`me est suffisamment localise´e aux bords
du domaine pour que l’ope´rateur de perturbation ne fasse intervenir que les valeurs de φ et de
ses de´rive´es successives en x = 0 et en x = L. La forme d’un tel ope´rateur est donc :
L(φ) =
+∞∑
p=0
[
fp(x)
(
∂pφ
∂xp
|x=0 + ∂
pφ
∂xp
|x=L
)
+ gp(x)
(
∂pφ
∂xp
|x=0 − ∂
pφ
∂xp
|x=L
)]
(3.69)
ou` les fonctions (fp)p∈N sont des fonctions impaires de x − L/2, et les fonctions (gp)p∈N sont
des fonctions paires de x−L/2, afin que L soit bien un ope´rateur antisyme´trique vis-a`-vis de S.
On peut de´ja` remarquer que les termes correspondant a` p = 0 et p = 2 sont tous nuls du fait
des conditions aux limites. De plus, nous utilisons une approche perturbative dans laquelle les
modes propres du proble`me non perturbe´ sont des sinus. On en de´duit que toutes les de´rive´es
paires de ces modes propres s’annulent aux bords du domaine. On en de´duit de plus que toutes
les de´rive´es impaires de chacun de ces modes propres sont relie´es par un simple coefficient de
proportionnalite´. Dans le cadre de notre e´tude, un ope´rateur de la forme (3.69) sera donc toujours
e´quivalent a` un ope´rateur qui prend la forme plus simple :
L(φ) = f(x)(∂x(φ)|x=0 + ∂x(φ)|x=L) + g(x)(∂x(φ)|x=0 − ∂x(φ)|x=L) (3.70)
ou` f(x) est une fonction paire de x − L/2 de´pendant de (fp)p∈2N+1, et g(x) est une fonction
impaire de x− L/2 de´pendant de (gp)p∈2N+1.
3.B.2 Coefficients de couplage
Les coefficients de couplage correspondant a` l’ope´rateur de perturbation line´aire (3.70) prennent
une forme diffe´rente suivant la parite´ de n.
Pour n pair, ils s’e´crivent :
γqd =
4nπ
L2
∫ x=L
x=0
f(x) sin((n+ 1)πx/L)dx (3.71)
γdq =
4(n+ 1)π
L2
∫ x=L
x=0
g(x) sin(nπx/L)dx (3.72)
µi = ǫ
2π
L2
∫ x=L
x=0
nf(x) sin((n + 1)πx/L)− (n+ 1)g(x) sin(nπx/L)dx (3.73)
νi = ǫ
2π
L2
∫ x=L
x=0
nf(x) sin((n + 1)πx/L) + (n+ 1)g(x) sin(nπx/L)dx (3.74)
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tandis que pour n impair :
γqd =
4nπ
L2
∫ x=L
x=0
g(x) sin((n + 1)πx/L)dx (3.75)
γdq =
4(n + 1)π
L2
∫ x=L
x=0
f(x) sin(nπx/L)dx (3.76)
µi = ǫ
2π
L2
∫ x=L
x=0
ng(x) sin((n+ 1)πx/L)− (n+ 1)f(x) sin(nπx/L)dx (3.77)
νi = ǫ
2π
L2
∫ x=L
x=0
ng(x) sin((n+ 1)πx/L) + (n + 1)f(x) sin(nπx/L)dx (3.78)
On peut d’ores et de´ja` tirer quelques conclusions sur la dynamique observable :
– On pourra observer une propagation du motif si |µi| > |νi|. D’apre`s les e´quations (3.17) et
(3.19), cela se produira si γqd et γdq sont de signes oppose´s. Dans le cas de la perturbation
qui nous inte´resse ici, il ”suffit” donc de changer le signe de la fonction f (ou de g) pour
passer d’une perturbation qui entraˆıne une propagation du motif a` une perturbation qui
produit une localisation du motif uniquement. Autrement dit, une perturbation arbitraire
localise´e aux bords - et suffisamment intense - a ”une chance sur deux” d’entraˆıner une
de´rive du motif, suivant les signes relatifs de f et g.
– En se rappelant que n est la partie entie`re de L, on constate que les coefficients de couplage
µi et νi sont d’ordre O(ǫ/L) pour la perturbation e´tudie´e ici, alors qu’ils e´taient d’ordre
O(ǫ) dans le cas d’un e´coulement horizontal traversant. Si on mesure la brisure de syme´trie
en termes de ǫ dans les deux cas, il faudra donc une brisure de syme´trie beaucoup plus
forte dans le cas pre´sent pour engendrer une de´rive du motif (ǫc = O(1/L) dans le cas
pre´sent, contre O(1/L2) pour un e´coulement horizontal traversant).
3.B.3 Etude d’un cas particulier : seuil de de´rive
Concentrons-nous maintenant sur un exemple simple, a` savoir f(x) = 1, et g(x) = a
L
(x−L/2),
ou` a est un parame`tre ajustable. Les coefficients de couplage s’e´crivent alors :
n pair n impair
γqd
8n
(n+1)L
− 4an
(n+1)L
γdq
−4a(n+1)
nL
8(n+1)
nL
µi ǫ
(
4n
(n+1)L
+ 2a(n+1)
nL
)
ǫ
(
−4(n+1)
nL
− 2an
(n+1)L
)
νi ǫ
(
4n
(n+1)L
− 2a(n+1)
nL
)
ǫ
(
4(n+1)
nL
− 2an
(n+1)L
)
(3.79)
On constate donc que les signes relatifs de γqd et γdq sont pilote´s par le signe de a. Ainsi, on
pourra obtenir une de´rive du motif uniquement pour a > 0.
Afin de calculer le seuil de propagation du motif, notons νi = ǫν˜i et µi = ǫµ˜i, et e´tudions
la stabilite´ line´aire du point fixe A = 0 dans l’e´quation (3.15). Le syste`me posse`de deux valeurs
propres qui s’e´crivent :
s1,2 =


µr ±
√
ν2r + ǫ
2(ν˜i
2 − µ˜i2) si |ǫ| < ǫc ≡ |νr|√
µ˜i
2−ν˜i2
µr ± i
√
−ν2r − ǫ2(ν˜i2 − µ˜i2) si |ǫ| > ǫc
(3.80)
Le point fixeA = 0 subit donc une instabilite´ stationnaire si |ǫ| < ǫc et µr > −
√
ν2r + ǫ
2(ν˜i
2 − µ˜i2),
tandis qu’il subit une instabilite´ oscillante si |ǫ| > ǫc et µr > 0. Le seuil de propagation du motif
est donc |ǫ| = ǫc.
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Figure 3.15 – Amplitude critique de la brisure de syme´trie pour obtenir une propagation du
motif. La courbe pleine est la solution nume´rique, et la ligne tirete´e correspond au re´sultat
the´orique (3.83). L’insert est une repre´sentation log-log du re´sultat nume´rique. La ligne tirete´e
est une loi de puissance d’exposant −1.
En introduisant dans cette dernie`re formule la valeur de νr et les expressions issues du tableau
(3.79), on obtient :
ǫc =
π4L
8
√
2a
∣∣∣∣∣∣
(
1− n
2
L2
)2
−
(
1− (n+ 1)
2
L2
)2∣∣∣∣∣∣ (3.81)
Cette expression est valable quelle que soit la parite´ de n. On observe de nouveau que, pour
a < 0, cette expression n’est pas de´finie et il ne peut pas y avoir de propagation du motif.
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3.B.4 Interpolation
Si l’on remplace n par la partie entie`re de L, l’expression pre´ce´dente pour ǫc pre´sente des
discontinuite´s pour les valeurs entie`res de L. De plus, cette expression approche´e de ǫc n’est
justement pas valable pour ces valeurs de L. Comme pre´ce´demment, on souhaite donc re´aliser une
interpolation du re´sultat valable pre`s de L = n/2 a` toutes valeurs de L. Cette interpolation est
plus complique´e pour cette perturbation que pour l’e´coulement traversant, du fait du traitement
diffe´rent de n pair et n impair. Selon la parite´ de n, µi change de signe. Ainsi, µ˜i devrait s’annuler,
et ǫc ne serait alors plus de´fini. Une solution consiste a` re´aliser deux interpolations : une pour
les n pairs, qui s’annule tous les L = 2p+ 1/2, et une pour les n impairs, qui s’annule pour tous
les L = 2p+ 3/2. Le ǫinterpc sera alors le minimum en valeur absolue des deux courbes obtenues.
Cela revient a` dire qu’au voisinage, de L = n, on garde celui des couplages avec n− 1 et n + 1
qui conduit le premier a` une propagation du motif.
En posant n = L+ 1/2 + ξ, avec ξ ≪ 1 et L≫ 1, on obtient l’expression approche´e :
ǫc ≃ π
4(n + 1/2)√
2an2
|ξ| ≃ π
4
√
2an
|ξ| (3.82)
L’interpolation de cette solution a` toute valeur de L, selon le proce´de´ de´crit ci-dessus, est
alors :
ǫinterpc = ±
√
2
a
π3
L
min
{∣∣∣∣cos
(
π
2
(L− 1/2)
)∣∣∣∣ ;
∣∣∣∣sin
(
π
2
(L− 1/2)
)∣∣∣∣
}
(3.83)
Cette expression analytique de l’amplitude critique de la brisure de syme´trie est compare´e a`
la valeur calcule´e nume´riquement sur la figure 3.15. L’accord est relativement bon.
3.B.5 Sens de propagation
On remarque dans le tableau (3.79) que le signe de µi de´pend de la parite´ de n (on rappelle
que a > 0 pour observer une propagation du motif). Ainsi, si l’on maintient constante la valeur
de ǫ et que l’on modifie la taille du syste`me, le sens de de´rive change entre L = L0 et L = L0+1 :
– Pour 2p < L < 2p + 1, ou` p est un entier naturel, le motif se propage dans la direction
−ǫ~ex.
– Pour 2p− 1 < L < 2p, le motif se propage dans la direction ǫ~ex.
3.C Re´duction a` la forme normale de codimension 2
Afin de mettre l’e´quation (3.42) sous forme normale au voisinage du point de codimension 2,
partons du syste`me dynamique interme´diaire :
x˙ = Ky +NL1(x, y) (3.84)
y˙ = µ1x+ µ2y +NL2(x, y) (3.85)
Ce syste`me dynamique posse`de une partie line´aire proche de celle de la forme normale de codi-
mension 2, et des termes non-line´airesNL1(x, y) etNL2(x, y) que l’on ne pre´cisera qu’ulte´rieurement.
Posons B = x+ iy, et re´e´crivons ce syste`me sous la forme :
B˙ =
[
µ2
2
+
i
2
(µ1 −K)
]
B +
[
−µ2
2
+
i
2
(µ1 +K)
]
B¯ +NL(B) (3.86)
ou` NL(B) = NL1 + iNL2. Afin d’obtenir la partie line´aire de l’e´quation (3.42), posons tout
d’abord :
−µ2
2
+
i
2
(µ1 +K) = (νr + iνi)e
iθ, (3.87)
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ce qui impose une premie`re contrainte :
2|ν| =
√
(µ1 +K)2 + µ
2
2, (3.88)
et introduisons un nouveau changement de variable B(t) = C(t)eiθ/2 :
C˙ =
[
µ2
2
+
i
2
(µ1 −K)
]
C + [νr + iνi]C¯ +NL(Ce
iθ/2)e−iθ/2 (3.89)
Pour que cette e´quation soit identique a` (3.42), il suffit alors de choisir µ1 et µ2 tels que :
µr =
µ2
2
(3.90)
µi =
µ1 −K
2
(3.91)
et d’imposer :
NL(Ceiθ/2)e−iθ/2 =
−3
16
(
5C2C¯ − C¯3
)
(3.92)
ce qui s’e´crit en revenant a` la variable B :
NL(B) =
3
16
(
−5B2B¯ + e2iθB¯3
)
(3.93)
Maintenant que l’on connaˆıt la fonction NL1 + iNL2, on revient au syste`me de de´part en x et
y, et on re´alise le changement de variable t→ Kt, pour obtenir :
x˙ = y +
3
16K
[
−5(x3 + y2x) + cos(2θ)(x3 − 3xy2)− sin(2θ)(y3 − 3x2y)
]
(3.94)
y˙ =
µ1
K
x+
µ2
K
y +
3
16K
[
−5(x2y + y3) + cos(2θ)(y3 − 3x2y) + sin(2θ)(x3 − 3xy2)
]
(3.95)
Le passage a` la forme normale consiste a` effectuer un changement de variables proche de l’identite´.
On de´finit les variables X et Y par :
(
x
y
)
=
(
X
Y
)
+ P
(
X
Y
)
(3.96)
ou` le dernier terme est un vecteur contenant des monoˆmes de degre´ 3 en X et Y . On note le
syste`me au point de codimension 2 (µ1 = µ2 = 0) sous la forme :(
x˙
y˙
)
= L
(
x
y
)
+N
(
x
y
)
(3.97)
ou` L est la partie line´aire du syste`me et N la partie non-line´aire (d’ordre 3). En notant D la
diffe´rentiation d’un ope´rateur, et en gardant les termes en X et Y jusqu’a` l’ordre 3 seulement,
l’e´volution de X et Y est re´gie par :
(
X˙
Y˙
)
= L
(
X
Y
)
+ [(DL)P − (DP)L+N ]
(
X
Y
)
(3.98)
ou` L
(
X
Y
)
=
(
0 Y
0 0
)
et DL
(
X
Y
)
=
(
0 1
0 0
)
.
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Le terme entre crochets est le nouveau terme non line´aire. Par un choix judicieux de P, la
partie en (DL)P − (DP)L permet d’annuler une grande partie des monoˆmes d’ordre 3 de N .
De´finissons l’application line´aire φ qui a` un monoˆme de degre´ 3 associe le monoˆme (DL)P −
(DP)L. Calculons l’image d’une base par cette application line´aire :
P X
3
0
X2Y
0
XY 2
0
Y 3
0
0
X3
0
X2Y
0
XY 2
0
Y 3
φ(P) −3X
2Y
0
−2XY 2
0
−Y 3
0
0
0
X3
−3X2Y
X2Y
2XY 2
XY 2
−Y 3
Y 3
−3Y 3
(3.99)
L’image de φ est donc de dimension 6, et ce dans un espace de dimension 8. Il y a donc 2 types de
monoˆmes de N que l’on ne pourra pas e´liminer par changement de variables. En particulier, on
voit qu’il n’est pas possible de cre´er par φ du X3 en bas. De plus, on peut supprimer un terme
en aX3 dans l’e´quation de X˙ , mais au prix d’ajouter un terme 3aX2Y dans l’e´quation pour
Y˙ . A l’issue du changement de variables, et en notant maintenant en minuscules les nouvelles
variables, le syste`me est grandement simplifie´ :
x˙ = y (3.100)
y˙ =
µ1
K
x+
µ2
K
y − 15
4K
x2y +
3 sin(2θ)
16K
x3 (3.101)
Calculons les coefficients µ1, µ2, et sin(2θ) : en reprenant la formule (3.88), on peut e´crire
K = 2|ν| − µ1 +O(µ22). Les formules (3.90)et (3.91) conduisent alors a` :
µ1 ≃ µi + |ν| (3.102)
µ2 = 2µr (3.103)
Par ailleurs, chaque fois que K apparaˆıt comme de´nominateur dans l’e´quation (3.101) on peut
le remplacer par 2|ν|. De meˆme, on peut calculer sin(2θ) en se contentant d’une expression a`
l’ordre 0 en µ1 et µ2. En utilisant la relation (3.87) on obtient alors :
sin(2θ) = ℑ
{
(−µ2 + i(µ1 +K))2
4ν2
}
≃ ℑ
{−K2
4ν2
}
= 2
νiνr
|ν|2 (3.104)
Le signe du coefficient en x3 de la forme normale est donc le signe de νiνr. Ceci peut rapidement
mener a` une confusion, puisque le signe de νi est directement lie´ au signe de ǫ, alors que le signe
du coefficient en x3 doit eˆtre invariant par changement de signe de ǫ (l’espace des parame`tres
de l’expe´rience de de´part est invariant par changement de signe de la brisure de syme´trie).
Reprenons alors la formule (3.102) : cette formule indique que la forme normale est valable au
voisinage du point de codimension deux (µr = 0, µi = −|ν|), c’est-a`-dire pour une valeur ne´gative
de µi. En se souvenant que l’espace des parame`tres est syme´trique sous ǫ → −ǫ, le bon crite`re
est donc que le signe du coefficient en x3 est celui de −µiνiνr. Cette dernie`re expression est bien
invariante par changement de signe de ǫ. Un changement d’e´chelles de temps, de x, et de y,
permet finalement de mettre le syste`me d’e´quations sous forme normale :
x˙ = y (3.105)
y˙ = µ˜1x+ µ˜2y − x2y + signe(−µiνiνr)× x3 (3.106)
avec :
µ˜1 = 50
|ν|3
ν2rν
2
i
(µi + |ν|) (3.107)
µ˜2 = 10
|ν|
|νrνi|µr (3.108)
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Chapitre 4
Dynamos engendre´es par une variation
spatiale de perme´abilite´ magne´tique
Le fait que les disques de l’expe´rience VKS soient en fer est un ingre´dient de´terminant, sans
lequel aucun champ dynamo n’a e´te´ observe´. Dans les mode´lisations nume´riques de l’expe´rience,
le fer a d’abord e´te´ pris en compte sous la forme d’une modification des conditions aux limites : a`
la frontie`re avec un ferromagne´tique parfait, le champ magne´tique se connecte perpendiculaire-
ment a` celui-ci. Le fer n’aurait alors pour effet que de modifier la ge´ome´trie du mode instable et
d’abaisser le seuil dynamo, les processus d’induction ayant lieu au sein du fluide. Cependant, des
campagnes d’expe´rience VKS ont e´galement re´ve´le´ qu’un disque en inox muni de pales en fer, ou
un disque en fer muni de pales en inox ne re´alise pas la dynamo. Les pales des disques semblent
donc intervenir dans les processus d’induction. Si ces pales sont en inox, elles conduisent mal
l’e´lectricite´ et limitent la possibilite´ d’un fort courant azimutal au voisinage du disque. Cette
hypothe`se pourrait eˆtre teste´e en ve´rifiant par exemple qu’un disque en fer munie de pales en
cuivre, qui conduisent bien l’e´lectricite´, permet d’observer l’effet dynamo.
Une autre hypothe`se confe`re aux pales un roˆle ”actif” dans les processus d’induction. En
effet, il a e´te´ remarque´ par Busse et Wicht en 1991 [29] qu’une paroi pre´sentant une modula-
tion spatiale pe´riodique de conductivite´ e´lectrique permet d’obtenir une dynamo a` partir d’un
e´coulement qui ne fait pas de champ magne´tique en l’absence de cette modulation. L’e´coulement
choisi par ces derniers est particulie`rement simple, il est plan et uniforme : un the´ore`me anti-
dynamo nous assure alors que cet e´coulement ne peut pas re´aliser de dynamo dans un milieu de
conductivite´ et perme´abilite´ magne´tique uniformes [11].
Dans le but de mode´liser la pre´sence de huit pales ferromagne´tiques sur chacun des disques
de l’expe´rience, on s’inte´resse donc a` un e´coulement uniforme de´limite´ par une paroi dont la
perme´abilite´ magne´tique varie pe´riodiquement dans l’espace : cette ge´ome´trie permet-elle d’ob-
server l’effet dynamo, comme lorsque la conductivite´ e´lectrique varie ? Quel est l’ordre de gran-
deur du seuil d’instabilite´ ? Quel est le me´canisme de ge´ne´ration du champ magne´tique ?
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Figure 4.1 – Mode`le minimal : un cisaillement infini a` la frontie`re entre un fluide conducteur
et une paroi de perme´abilite´ variable.
4.1 Un mode`le minimal de dynamo due a` une variation
de perme´abilite´ magne´tique
4.1.1 Ge´ome´trie du proble`me
On conside`re un e´coulement uniforme U~ex localise´ dans un demi-espace infini z˜ > 0 (figure
4.1). Le fluide a une conductivite´ e´lectrique σ et une perme´abilite´ magne´tique µ0. En dessous du
fluide se trouve une paroi rigide, de meˆme conductivite´ e´lectrique que le fluide, et de perme´abilite´
magne´tique relative µr(x˜) = α + β sin(x˜/L). En z˜ < −DL se trouve un milieu de perme´abilite´
magne´tique uniforme et infinie : le champ magne´tique se raccorde perpendiculairement a` cette
paroi. Remarquons d’ores et de´ja` qu’en z˜ = 0 se trouve un cisaillement infini, associe´ a` un effet
ω qui cre´e´ du champ selon x˜ a` partir d’un champ selon z˜.
4.1.2 Equation d’induction avec µr variable
Choisissons L et µ0σL
2 comme e´chelles d’espace et de temps, et de´finissons le nombre de
Reynolds magne´tique Rm = µ0σUL. En notant sans tilde les coordonne´es adimensionne´es, le
champ magne´tique ve´rifie a` l’inte´rieur du fluide l’e´quation d’induction :
∂t ~B +Rm∂x ~B = ∆ ~B (4.1)
A l’inte´rieur de la paroi structure´e, la loi de Maxwell-Faraday couple´e a` la loi d’Ohm permet
d’obtenir l’e´quation d’e´volution de ~H :
µr∂t ~H = −~∇× (~∇× ~H) (4.2)
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Cette e´quation ne conduit en re´alite´ qu’a` deux e´quations scalaires inde´pendantes, la troisie`me
e´tant obtenue a` l’aide de la loi de Maxwell-Gauss :
~∇. ~B = 0 = ~∇.(µr ~H) (4.3)
Le proble`me est invariant par translation selon y, si bien que les diffe´rents modes de Fourier
dans cette direction sont de´couple´s. On conside`re donc un mode propre de la forme ~Hesteiky. On
projette alors l’e´quation (4.2) sur x et z, et on remplace Hy par son expression en fonction de
Hx et Hz obtenue a` l’aide de l’e´quation (4.3), pour obtenir les deux e´quations couple´es :
µ3rsHx = µ
2
r(∂xxHx − k2Hx + ∂zzHx) + (µ′′rµr − (µ′r)2)Hx + µrµ′r∂xHx (4.4)
µ2rsHz = µr(∂xxHz − k2Hz + ∂zzHz) + µ′r∂zHx (4.5)
ou` µr(x) = α+ β sin(x), et µ
′
r de´signe la de´rive´e de cette fonction par rapport a` x.
4.1.3 Solution externe et conditions aux limites
L’objectif est de re´soudre, analytiquement ou nume´riquement, les e´quations (4.4) et (4.5).
Les conditions aux limites en z = −D sont Hx = 0 et Hy = 0, donc d’apre`s l’e´quation (4.3) :
∂zHz = 0. Les relations de passage de part et d’autre de z = 0 sont :
– La continuite´ de ~B normal : Bz|0+/µ0 = µrHz|0− .
– La continuite´ de Hx : Bx|0+/µ0 = Hx|0−.
– La continuite´ de Hy qui a` l’aide de l’e´quation (4.3) donne : ∂zBz|0+/µ0 = ∂zHz|0−+ µ
′
r
µr
Hx|0−
– La continuite´ du champ e´lectrique suivant y :
∂zHx|0− − ∂xHz|0− = 1
µ0
(∂zBx|0+ − ∂xBz|0+) +RmBz|0+
µ0
(4.6)
Le dernier terme de cette dernie`re e´quation, proportionnel a` Rm, est l’effet ω cre´e´ par le cisaille-
ment infini pre´sent en z = 0. Il cre´e´ du champ suivant x a` partir d’un champ selon z.
L’e´quation d’induction dans le fluide ne de´pend pas de x. On utilise e´galement une transforme´e
de Fourier dans cette direction pour obtenir les solutions :
~B(q) exp
(
st+ iky + iqx−
√
s+ k2 + q2 + iqRmz
)
(4.7)
On peut donc e´crire, pour chacun des modes de Fourier en x :
∂zBx|(q)0+ = −
√
s+ k2 + q2 + iqRmBx|(q)0+ (4.8)
∂zBz|(q)0+ = −
√
s+ k2 + q2 + iqRmBz|(q)0+ (4.9)
puis combiner les quatre relations de passage e´crites pre´ce´demment pour obtenir deux conditions
aux limites sur le champ interne au milieu structure´ :
∂zHx|(q)0− − iqHz|(q)0− +
√
s+ k2 + q2 + iqRmHx|(q)0− + iq{µrHz|0−}(q) −Rm{µrHz|0−}(q) = 0(4.10)
∂zHz|(q)0− +
{
µ′r
µr
Hx|0−
}(q)
+
√
s+ k2 + q2 + iqRm{µrHz|0−}(q) = 0(4.11)
ou` {F}(q) est le coefficient du champ F sur le mode de Fourier eiqx. On note que les diffe´rents
modes de Fourier sont couple´s : du fait de la de´pendance en x de µr, un terme du type
{µrHz|0−}(q) fait intervenir les modes de Fourier de Hz|0− d’indices q − 1 et q + 1. Nous avons
deux e´quations diffe´rentielles a` re´soudre, qui couplent deux champs re´els. Ces deux e´quations
sont d’ordre deux en z, et nous avons bien deux conditions aux limites complexes en z = 0 et
deux en z = −D, ce qui correspond a` huit conditions aux limites re´elles.
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4.2 Re´solution nume´rique du proble`me line´aire
L’objectif du calcul de dynamo cine´matique est de calculer les valeurs acceptables de s, puis
de chercher s’il existe une valeur critique de Rm pour laquelle la partie re´elle de s s’annule. La
re´solution du proble`me line´aire est effectue´e dans le cas ge´ne´ral a` l’aide d’un code nume´rique.
On s’inte´resse dans cette partie uniquement a` la re´ponse harmonique du syste`me, en laissant de
coˆte´ la possibilite´ d’une re´ponse sous-harmonique.
4.2.1 De´composition spectrale-diffe´rences finies
La me´thode de re´solution utilise´e est mixte : elle est spectrale dans la direction x, et aux
diffe´rences finies dans la direction z. De´composons dans un premier temps les champs sur les
diffe´rents modes de Fourier en x :
Hx =
n=+∞∑
n=−∞
un(z)e
inx et Hz =
n=+∞∑
n=−∞
vn(z)e
inx (4.12)
Les e´quations (4.4) et (4.5), une fois projete´es sur chacun des modes de Fourier, conduisent alors
a` un syste`me d’e´quations diffe´rentielles line´aires couple´es pour les fonctions (un)n∈Z et (vn)n∈Z .
Les conditions aux limites en z = −D et z = 0 pour chacune de ces fonctions ont e´te´ explicite´es au
paragraphe pre´ce´dent. La me´thode de re´solution nume´rique consiste a` tronquer la de´composition
en modes de Fourier a` n ∈ {−N, ..., N}, puis a` re´soudre le syste`me d’e´quations diffe´rentielles en z
obtenu a` l’aide d’une me´thode aux diffe´rences finies. On de´compose alors chaque fonction un sur
P points de grille re´gulie`rement espace´s : u(p)n = un(−D+pdz), avec dz = D/P et p ∈ {1, ..., P}.
On de´compose de meˆme chaque fonction vn sur P + 1 points de grille re´gulie`rement espace´s :
v(p)n = vn(−D+(p−1)dz), p ∈ {1, ..., P +1}. Les diffe´rents ope´rateurs, tels que la multiplication
par µr(x) ou ses de´rive´es, la de´rivation par rapport a` x ou z, et ce pour chacune des deux
e´quations (4.4) et (4.5), s’e´crivent alors comme une matrice de taille ((2N+1)(2P +1))2 qui agit
sur le vecteur V = (u
(1)
−N , ..., u
(1)
N , u
(2)
−N , ..., u
(2)
N , ..., u
(P )
−N , ..., u
(P )
N , v
(1)
−N , ..., v
(1)
N , ..., v
(P+1)
−N , ..., v
(P+1)
N ).
Ce vecteur a (2N + 1)(2P + 1) coefficients. Les coefficients de bords des matrices de de´rivation
par rapport a` z s’obtiennent a` partir des conditions aux limites. Les de´tails concernant l’obtention
des matrices repre´sentant chacun des ope´rateurs sont donne´s en appendice.
Le syste`me d’e´quation a` re´soudre s’e´crit maintenant sous la forme matricielle :
sMV = N(s)V (4.13)
ou` la matrice N de´pend du parame`tre s. Une me´thode pour re´soudre cette e´quation matricielle
consiste a` utiliser une premie`re valeur s0, puis a` obtenir la valeur de s1 par re´solution du proble`me
aux valeurs propres s1MV = N(s0)V . On re´injecte ensuite s1 dans la matrice N et on re´ite`re
l’ope´ration. Ce processus permet de converger en quelques ite´rations vers une valeur de s qui
ve´rifie l’e´quation (4.13). Lorsque N et P sont suffisamment grands, la valeur de s obtenue est
converge´e et ne de´pend plus de la re´solution.
4.2.2 Une dynamo due a` la modulation de perme´abilite´ magne´tique
Le premier re´sultat du calcul nume´rique est qu’il existe une dynamo : pour peu que Rm
soit suffisamment grand, moduler la perme´abilite´ magne´tique de la paroi suffit a` de´stabiliser un
mode de champ magne´tique, et a` contourner le the´ore`me qui dit qu’un e´coulement plan ne peut
re´aliser une dynamo.
On repre´sente sur la figure 4.2 le seuil, le vecteur d’onde critique kc et la pulsation au seuil
Im(s), en fonction de la modulation relative de perme´abilite´ : βrel = β/(α− 1). On suppose que
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Figure 4.2 – Nombre de Reynolds magne´tique critique, vecteur d’onde au seuil, et pulsation
au seuil, en fonction de l’amplitude de la modulation relative de perme´abilite´ magne´tique, pour
D = 1. Pour α = 10 le mode instable est stationnaire.
la paroi ne peut eˆtre localement diamagne´tique, si bien que µr doit eˆtre partout plus grand que 1.
La notation βrel permet d’avoir une quantite´ comprise entre 0 et 1, quelle que soit la valeur de α.
βrel = 0 correspond au cas ou` l’on ne module pas la perme´abilite´ magne´tique, tandis que βrel = 1
correspond a` la modulation maximale µr(x) = α + (α − 1) sin(x). Ces calculs ont e´te´ effectue´s
pour D = 1. On constate que plus l’amplitude de la modulation de perme´abilite´ est grande, plus
le seuil dynamo est bas. Lorsque l’amplitude de la modulation tend vers 0, le seuil diverge, en
accord avec le the´ore`me anti-dynamo pour les e´coulements plans. La divergence du seuil se fait
en β−4rel . On constate e´galement que le mode le plus instable est oscillant pour les hautes valeurs
de α et faibles valeur de βrel, tandis qu’il est stationnaire lorsque βrel s’approche de 1. Outre les
re´sultats pre´sente´s sur la figure 4.2, si l’on augmente α la pulsation au seuil tend vers ze´ro, et si
l’on augmente suffisamment D le mode le plus instable est un mode stationnaire. L’espace des
parame`tres est donc relativement riche et sera de´crit en de´tails lors du calcul asymptotique.
On observe enfin que, a` modulation de perme´abilite´ relative βrel fixe´e et α e´leve´, le seuil
dynamo est d’autant plus bas que α est grand. Il atteint une limite finie lorsque α → ∞. On
repre´sente sur la figure 4.3 le seuil de la dynamo stationnaire en fonction de α, pour β = α− 1
(modulation de µr d’amplitude maximale βrel = 1) et toujours D = 1. Ce seuil est toujours
minimise´ par rapport au vecteur d’onde k. Ce minimum a lieu autour de k = 2.3 pour les valeurs
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des parame`tres correspondant a` cette figure.
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Figure 4.3 – Nombre de Reynolds magne´tique critique en fonction de α pour une perme´abilite´
magne´tique µr(x) = α+(α−1) sin(x), et D = 1. La dynamo est stationnaire et le vecteur d’onde
critique est kc = 2.3± 0.1.
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4.2.3 Influence de l’e´paisseur D de la paroi
On repre´sente sur la figure 4.4 le seuil et le vecteur d’onde critique de la dynamo en fonction
de l’e´paisseur D de la paroi. On constate que le nombre de Reynolds magne´tique critique est
une fonction de´croissante de D, qui diverge comme D−1 lorsque l’e´paisseur D tend vers ze´ro, et
qui tend vers une limite finie lorsque D →∞. Le vecteur d’onde critique croˆıt e´galement comme
D−1 lorsque D tend vers ze´ro : a` faible e´paisseur, la taille caracte´ristique du mode en y est de
l’ordre de grandeur de l’e´paisseur du domaine.
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Figure 4.4 – Nombre de Reynolds magne´tique critique et vecteur d’onde critique en fonction
de l’e´paisseur de la paroi, pour α = 10 et β = 3. Les courbes pleines sont le re´sultat du calcul
nume´rique, et les lignes tirete´es sont issues du calcul asymptotique pour une modulation faible
(pre´sente´ en partie 4.3).
4.2.4 Structure du mode neutre
Le mode neutre a` l’inte´rieur de la paroi est repre´sente´ sur la figure 4.5 pour α = 10 et
β = 9. Le champ ~H est localise´ dans la re´gion ou` la perme´abilite´ magne´tique est la plus faible,
et pre´sente une forte variation en x au voisinage du minimum de µr, c’est-a`-dire en x = 3π/2.
Cette localisation de ~H est d’autant plus forte que α est grand (avec toujours β = α − 1). En
conse´quence la re´solution ne´cessaire pour le calcul nume´rique augmente fortement lorsque l’on
passe de α = 10 a` α = 1000. Il est inte´ressant de constater que le champ ~B a des variations
nettement plus lisses que ~H.
La de´pendance en y du mode propre de´pend de si ce dernier est stationnaire ou oscillant.
Pour un mode stationnaire, le taux de croissance s est re´el et le champ s’e´crit :
est[ ~H(x, y)eiky + c.c.] = est[Re( ~H(x, y)) cos(ky)− Im( ~H(x, y)) sin(ky)] (4.14)
Le proble`me conside´re´ est invariant par re´flexion par rapport au plan y = 0. On peut alors
chercher des modes de champ pairs ou impairs par cette transformation, les premiers e´tant
de´duits des seconds par une simple translation en y. Dans le cas d’un mode pair, les composantes
Hx et Hz e´voluent en cos(ky) et la composante Hy est en sin(ky). Dans le cas d’un mode impair
c’est l’inverse, et dans le cas ge´ne´ral on peut toujours rede´finir l’origine de l’axe y pour se ramener
au cas d’un mode pair. Ainsi, il suffit de multiplier les champs repre´sente´s sur la figure 4.5 par
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sin(ky) pour ajouter leur de´pendance en y. La composante Hy, qui n’est pas repre´sente´e, devrait
en conse´quence eˆtre multiplie´e par − cos(ky). Dans le cas d’un mode oscillant, s est un nombre
complexe et le champ s’e´crit :
eRe(s)t[Re( ~H(x, y)) cos(ky + Im(s)t)− Im( ~H(x, y)) sin(ky + Im(s)t)] (4.15)
Le mode propre est une onde qui se propage dans la direction y, et la re´flexion par rapport a`
y = 0 nous indique simplement que le complexe conjugue´ de s est valeur propre du proble`me
et correspond a` une onde qui se propage en sens oppose´ dans la direction y. Une composante
du champ en un y1 donne´ ne se de´duit pas de cette composante en un y2 6= y1 par une simple
multiplication par sin(ky) ou cos(ky).
Le champ externe posse`de une composante moyenne non nulle. Celle-ci est essentiellement
dirige´e selon x du fait de la forte valeur de Rmc, et donc du fort effet ω qui transforme un petit
champ suivant z en un fort champ selon x. A ce champ inde´pendant de x se superpose un champ
structure´ en x. Celui-ci est localise´ au voisinage de la paroi et de´croˆıt tre`s rapidement quand
z augmente : de`s que l’on s’e´loigne un peu de la paroi, il ne reste essentiellement qu’un champ
dirige´ selon x et inde´pendant de x.
Si l’on suit une ligne (oriente´e) de champ magne´tique ~B, on constate que le champ plonge
dans la paroi la` ou` la perme´abilite´ magne´tique devient importante, et ressort du mate´riau la` ou`
elle est de l’ordre de 1. Ceci confirme bien l’intuition selon laquelle les zones de forte perme´abilite´
magne´tique canalisent le champ magne´tique.
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Figure 4.5 – Mode neutre de champ magne´tique pour α = 10, β = 9, et D = 1 : les quatre
premie`res images correspondent au champ interne a` la paroi, tandis que les deux images du bas
correspondent au champ au sein du fluide. Ce champ de´pend sinusoidalement de y (Hx et Hz
sont en phase, Hy est en quadrature).
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4.3 De´veloppement asymptotique pour une modulation
faible de perme´abilite´ magne´tique
Dans le but d’expliciter le me´canisme de cette dynamo, on se concentre a` pre´sent sur le cas
d’une faible modulation de perme´abilite´ magne´tique. On e´crit donc µr = α(1 + ǫ sin(x)), avec
ǫ≪ 1. La modulation relative de perme´abilite´ vaut alors βrel = αǫ/(α− 1). Dans cette limite le
mode instable de la dynamo comprend uniquement deux types de de´pendances en x :
– Un champ a` grande e´chelle, c’est-a`-dire inde´pendant de x.
– Une re´ponse harmonique, c’est-a`-dire un champ en cos(x) et sin(x).
La re´ponse harmonique est beaucoup plus faible que le champ a` grande e´chelle : elle re´sulte de
l’action de la modulation de perme´abilite´ sur le champ a` grande e´chelle, et est donc au moins ǫ
fois plus petite que ce dernier. Le mode propre pre´sente donc une se´paration d’e´chelles que l’on
souhaite exploiter a` l’aide d’un de´veloppement asymptotique, dans le meˆme esprit que le calcul
de la dynamo de G.O. Roberts. On de´finit donc une moyenne :
< f >=
1
2π
∫ x+π
x−π
f(x˜)dx˜ (4.16)
et on de´compose chacun des champs des e´quations (4.4) et (4.5) en deux composantes :
Hx = Hx(z) + hx(x, z) (4.17)
Hz = Hz(z) + hz(x, z) (4.18)
ou` Hx et Hz correspondent au champ grande e´chelle et hx et hz a` la re´ponse harmonique. On
suppose enfin la hie´rarchisation Hz ≪ hx, hz ≪Hx, avec :
hx, hz ∼ ǫHx (4.19)
Hz ∼ ǫ4Hx (4.20)
On verra dans la suite que les diffe´rentes quadratures de hx, et hz (i.e. cos(x) et sin(x)) arrivent
a` des ordres diffe´rents, et on explicitera les lois d’e´chelles uniquement dans la dernie`re partie du
calcul.
4.3.1 Evolution couple´e des champs a` grande et petite e´chelle
Divisons l’e´quation (4.4) par µ2r avant d’en prendre la moyenne selon x, pour obtenir a` l’ordre
dominant :
∂zzHx − (k2 + αs)Hx = 0 (4.21)
dont la solution qui ve´rifie les conditions aux limites en z = −D est :
Hx = H˜x sinh(
√
k2 + αs(z +D)) (4.22)
La partie fluctuante de l’e´quation donne alors a` l’ordre dominant :
∂zzhx − (k2 + 1 + αs)hx = ǫ(1 + αs) sin(x)Hx (4.23)
dont la solution qui ve´rifie les conditions aux limites en z = −D est :
hx = −ǫ(1+αs)H˜x sin(x) sinh(
√
k2 + αs(z+D))+[a cos(x)+b sin(x)] sinh(
√
k2 + 1 + αs(z+D))
(4.24)
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La partie fluctuante de l’e´quation (4.5) divise´e par µr donne a` l’ordre dominant :
∂zzhz − (k2 + 1 + αs)hz = −ǫ cos(x)∂zHx (4.25)
qui a pour solution ve´rifiant les conditions aux limites en z = −D :
hz = ǫ
√
k2 + αsH˜x cos(x) cosh(
√
k2 + αs(z+D))+[c cos(x)+d sin(x)] cosh(
√
k2 + 1 + αs(z+D))
(4.26)
La moyenne de cette meˆme e´quation donne enfin :
∂zzHz − (k2 + αs)Hz+ < ǫ cos(x)∂zhx >= 0 (4.27)
Si la partie de hx en sin(x) est bien d’ordre ǫ, on constate ici que la partie en cos(x) de hx est
d’ordre ǫ3. La solution de cette e´quation qui ve´rifie les conditions aux limites en z = −D est :
Hz = −ǫa
2
√
k2 + 1 + αs cosh(
√
k2 + 1 + αs(z +D)) + H˜z cosh(
√
k2 + αs(z +D)) (4.28)
4.3.2 Conditions aux limites en z = 0, et seuil de la dynamo
Les diffe´rents champs s’expriment a` l’aide des 6 amplitudes re´elles H˜x, H˜z, a, b, c, d, si bien
qu’il nous faut 6 conditions aux limites en z = 0. On obtient ces 6 relations a` partir des deux
conditions aux limites mixtes (4.10) et (4.11), conside´re´es pour les harmoniques q = 0 (champ a`
grande e´chelle), q = +1 et q = −1. Le de´tail du calcul est fourni est appendice, il conduit a` un
syste`me de 6 e´quations a` 6 inconnues re´elles. Pour que ce syste`me admette une autre solution
que la solution triviale 0, il faut que le de´terminant (complexe) de ce syste`me soit nul. Si l’on se
place au seuil de la dynamo, la valeur propre s est imaginaire pure. De plus, on observe dans les
calculs nume´riques que le seuil de la dynamo diverge comme ǫ−4 quand ǫ tend vers 0. On pose
donc Rm = R˜m/ǫ4 et on de´veloppe le de´terminant du syste`me au premier ordre non nul en ǫ
a` l’aide du logiciel Mathematica. L’annulation du de´terminant complexe fournit deux e´quations
implicites sur la valeur critique de R˜m et sur la pulsation au seuil.
Dans ce qui suit, comme dans les calculs nume´riques pre´sente´s pre´ce´demment, on ne suppose
aucune contrainte sur la valeur de k : le syste`me est infini en y et des perturbations de taille
arbitraire dans cette direction pourront se de´velopper. On s’inte´resse alors au premier mode
instable lorsque l’on augmente nombre de Reynolds magne´tique, a` α et D fixe´s. On retrouve par
ce calcul asymptotique les seuils, pulsations, et vecteurs d’onde au seuil des trois courbes de la
figure 4.2, dans la limite de faible modulation. Plus ge´ne´ralement, trois modes propres sont en
compe´tition :
– Un mode oscillant : ce mode est le plus instable quand D est faible et α grand. Le vecteur
d’onde au seuil est de l’ordre de 1 pour D = 1. La pulsation au seuil tend vers 0 comme
1/α quand α augmente.
– Un mode stationnaire, qui apparaˆıt a` kc fini et relativement e´leve´. Le vecteur d’onde au
seuil kc tend vers une limite finie quand D →∞.
– Un autre mode stationnaire, qui lui apparaˆıt a` kc beaucoup plus faible. Ce vecteur d’onde
au seuil kc tend vers ze´ro quand D →∞. On rencontre ce mode pour les faibles valeurs de
α et les grandes valeurs de D.
La nature du premier mode instable dans le plan (D,α) est repre´sente´e sur la figure 4.6.
Rappelons que ce diagramme a e´te´ calcule´ a` l’aide du de´veloppement asymptotique, et qu’il
n’est valable que pour de faibles modulations de perme´abilite´. Pour une modulation suffisam-
ment e´leve´e, nous avons syste´matiquement observe´ un premier mode instable stationnaire (voir
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Figure 4.6 – Nature du premier mode instable en fonction des valeurs de D et α, obtenu a`
partir de l’analyse asymptotique pour une faible modulation de perme´abilite´
figure 4.2).
Dans le cas ou` le mode cherche´ est stationnaire, l’annulation du de´terminant donne une
expression analytique pour le seuil :
R˜mc =
[
2
√
2 sinh
(
2
√
k2 + 1D
)2
(sinh(kD) + cosh(kD))(α cosh(kD) + sinh(kD))
]2
(4.29)
×
[(
4αk
(
k2 + 1
)
sinh(kD)2 cosh
(√
k2 + 1D
)4
−4αk2
√
k2 + 1 sinh(2kD) sinh
(√
k2 + 1D
)
cosh
(√
k2 + 1D
)3
+k
(
cosh(kD)2
(
αk2 sinh
(
2
√
k2 + 1D
)2
+ 4
(
k2 + 1
)
sinh
(√
k2 + 1D
)4)
+
(
k2 + 1
)
sinh(kD)2 sinh
(
2
√
k2 + 1D
)2)
−2
√
k2 + 1
(
2k2 + 1
)
sinh(2kD) sinh
(√
k2 + 1D
)3
cosh
(√
k2 + 1D
))]−2
Il convient ensuite de minimiser cette expression par rapport a` k pour trouver le vecteur
d’onde critique puis le seuil d’instabilite´ dynamo. La courbe R˜mc en fonction de k est trace´e sur
la figure 4.7. Elle posse`de deux minima locaux, l’un correspondant au mode propre de kc e´leve´
et l’autre a` celui de kc faible. Le re´sultat de la minimisation est trace´ sur la figure 4.4 : l’accord
avec le calcul nume´rique est tre`s bon et ce meˆme pour ǫ = 0.3. Ne´anmoins, cette expression du
seuil est relativement lourde, et on pre´fe`rera discuter la physique dans certains cas limites du
proble`me.
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Figure 4.7 – La courbe ˜Rmc en fonction de k posse`de deux minima locaux. Quelle que soit la
valeur finie de D, ˜Rmc diverge quand k → 0. Lorsque D augmente, la courbe s’e´crase contre
l’axe des ordonne´es, et tend vers une courbe limite qui admet une limite finie en k = 0. Courbes
trace´es pour α = 3.
4.3.3 Limite D →∞ : seuil et structure du mode instable
Dans la limite d’une paroi infiniment e´tendue vers les z ne´gatifs, le mode instable est sta-
tionnaire (s = 0 au seuil), et les cosinus et sinus hyperboliques en z sont remplace´s par des
exponentielles qui de´croissent quand z → −∞. On introduit les lois d’e´chelle, et on re´e´crit
finalement les champs sous la forme :
Hx = Hˆxekz (4.30)
hx = −ǫHˆx sin(x)ekz + (ǫ3aˆ cos(x) + ǫbˆ sin(x))e
√
k2+1z (4.31)
hz = ǫkHˆx cos(x)e
kz + (ǫcˆ cos(x) + ǫ3dˆ sin(x))e
√
k2+1z (4.32)
Hz = −ǫ4
√
k2 + 1
2
aˆe
√
k2+1z + ǫ4Hˆze
kz (4.33)
ou` toutes les grandeurs avec des chapeaux sont d’ordre O(1). Ces grandeurs ve´rifient le syste`me
d’e´quations e´crit en appendice, dans lesquelles on remplace tous les cosh(...) et sinh(...) par 1,
et on effectue la substitution H˜x = Hˆx, a = ǫ
3aˆ, b = ǫbˆ, c = ǫcˆ, d = ǫ3dˆ, H˜z = ǫ
4Hˆz. Ce syste`me
d’e´quations (apre`s quelques combinaisons line´aires d’e´quations, divisions et multiplications par
ǫ) se met finalement sous la forme :
{M0 + ǫ2M1 + ǫ4M2 +O(ǫ6)}u = 0 (4.34)
ou`M0,M1, etM2 sont des matrices 6×6 a` coefficients re´els, et u est le vecteur de coordonne´es
(Hˆx, aˆ, bˆ, cˆ, dˆ, Hˆz).
Si l’on effectue un de´veloppement de u en ǫ2, on obtient a` l’ordre le plus bas la structure
du mode instable, tandis qu’une condition de solvabilite´ a` l’ordre ǫ4 fixe le seuil d’instabilite´.
L’expression de ce R˜m critique est e´videmment la limite de (4.29) quand D →∞ :
R˜mc =
32(1 + α)2
[
√
1 + k2(1 + 2k2 + 2αk2)− 2k(k2 + 1)− αk(2k2 + 1)]2 (4.35)
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Cette expression posse`de deux minima locaux en fonction de k :
{
kc = 0
Rmc =
32(1+α)2
ǫ4
et


kc =
√
(2+α)2
3(α2−1)
Rmc =
864
ǫ4
(
α+1
α−1
)3 (4.36)
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Figure 4.8 – Seuil en fonction de α, obtenu graˆce a` l’analyse asymptotique et dans la limite ou`
D est infinie.
Les deux valeurs de Rmc sont e´gales pour αc = 7, ce qui correspond bien a` la limite quand
D → ∞ de la frontie`re entre les deux modes stationnaires repre´sente´e sur la figure 4.6. Pour
α < 7, le champ croˆıt a` kc = 0, et pour α > 7 il croˆıt a` kc fini. Le seuil posse`de alors une
de´pendance non-monotone en α, qui est repre´sente´e sur la figure 4.8. En regardant cette courbe,
il semblerait qu’il vaille mieux utiliser une perme´abilite´ moyenne la plus faible possible pour
obtenir la dynamo ! Ceci n’est en fait vrai que dans la limite ou` le syste`me est infini dans les
directions y et z, et ou` la modulation de perme´abilite´ est faible. Pour un syste`me ayant une taille
finie de l’ordre de L dans les directions y et z, le mode a` k le plus faible a un seuil tre`s e´leve´, et
c’est le mode a` k e´leve´ qui est le plus instable. Ce dernier a un seuil de´croissant en fonction de
α, le minimum e´tant atteint quand α→∞, avec :
kc =
1√
3
et Rmc =
864
ǫ4
(4.37)
Si la structure du mode neutre vd est relativement complique´e pour α quelconque, elle se simplifie
dans cette double limite ǫ faible et α infini :
Hˆx = −216
√
3, aˆ =
√
3, bˆ = −72
√
3, cˆ = 216, dˆ = 0, Hˆz = 1 (4.38)
On pre´cise que le coefficient dˆ n’est nul que pour α infini.
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4.3.4 Me´canisme de cette dynamo
Le mode neutre est repre´sente´ a` chaque ordre sur la figure 4.9, toujours dans la limite α
grand. Cette repre´sentation ainsi que les diffe´rentes lois d’e´chelle nous permettent de comprendre
le me´canisme de ge´ne´ration du champ magne´tique dans cette dynamo. Ce me´canisme peut eˆtre
de´compose´ en 4 e´tapes :
– Supposons qu’il existe un champ grande e´chelle Hx a` l’inte´rieur de la paroi : la modulation
de µr va cre´er un champ petite e´chelle d’ordre h1 ∼ ǫHx. Cependant, une nouvelle action
de la modulation de perme´abilite´ sur h1 ne suffit pas a` cre´er un champ grande e´chelle
Hz : les termes a` moyenner sont en quadrature et les petites e´chelles ne re´troagissent pas
sur la grande e´chelle. Ceci vient de la syme´trie suivante : en l’absence d’e´coulement, le
syste`me est syme´trique par re´flexion par rapport a` un plan x = π/2 (entre autres). Le
champ magne´tique est donc soit syme´trique, soit antisyme´trique par re´flexion par rapport
a` ce plan. Dans les deux cas, le mode propre ne pourra pas posse´der a` la fois du champ
a` grande e´chelle suivant x et z. Il faut donc invoquer l’e´coulement de fluide, qui brise la
syme´trie x→ −x, de`s l’e´tape de conversion de Hx en Hz.
– Pour que les petites e´chelles puissent reformer des grandes e´chelles, il faut cre´er du champ
en quadrature avec h1. Ceci est effectue´ par l’advection due au fluide. A la frontie`re fluide-
paroi, la condition aux limites (4.11) donne environ :
√
Rmh2 ∼ h1, soit h2 ∼ Rm−1/2h1.
Cette loi d’e´chelle traduit l’effet de peau : vu depuis un re´fe´rentiel en translation a` vitesse
U~ex, le champ qui sort de la paroi est un champ oscillant, qui va donc pe´ne´trer dans le
fluide uniquement sur une longueur de peau d’ordre Rm−1/2.
– Le champ h2 interagit a` nouveau avec la modulation de perme´abilite´ pour recre´er du champ
a` grande e´chelle : Hz ∼< h2µr >∼ ǫh2.
– Enfin, ce champ Hz est cisaille´ et recre´e´ du champ selon x a` grande e´chelle : Hx ∼ RmHz.
Ce me´canisme conduit finalement a` un cycle : Hx ∼ RmHz ∼ Rmǫh2 ∼
√
Rmǫh1 ∼√
Rmǫ2Hx. Au seuil, le gain de ce cycle est de l’ordre de 1, si bien que Rm ∼ ǫ−4.
Le meˆme me´canisme permet d’expliquer la dynamo e´tudie´e par Busse et Wicht, en remplac¸ant
la modulation de perme´abilite´ magne´tique par une modulation de conductivite´ e´lectrique. Ainsi,
sur la figure 3a de leur article, on observe une divergence du nombre de Reynolds magne´tique
critique en ǫ−4. Cette divergence suit donc la loi d’e´chelle pre´vue par notre me´canisme.
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Figure 4.9 – Mode neutre dans la limite D →∞, puis α→∞ : le champ Hx (en haut) cre´e´ avec
la modulation de perme´abilite´ une composante d’ordre O(ǫ) (lignes 2 et 3), qui est advecte´e par
le fluide en une composante O(ǫ/√Rm) (ligne 4), qui avec la modulation de perme´abilite´ cre´e´
du champ grande e´chelle Hz (en bas), d’ordre O(ǫ2/
√
Rm). Le cisaillement en z = 0 re´ge´ne`re
alors le champ Hx par effet ω.
120
4.3.5 Retour sur les the´ore`mes anti-dynamo
Il est frappant de constater combien l’e´coulement utilise´ pour re´aliser la dynamo est simple.
En l’absence de modulation de perme´abilite´, il existe un the´ore`me anti-dynamo qui dit qu’un
e´coulement carte´sien dont une des composantes de vitesse est nulle ne peut re´aliser l’effet dynamo
[30]. L’e´quivalent en coordonne´es cylindriques s’appelle le the´ore`me de Cowling : il n’existe pas
de champ magne´tique dynamo parfaitement axisyme´trique. Une version plus ge´ne´rale de ce
the´ore`me est de´montre´e dans Ivers et al. [31] : meˆme si l’on suppose le fluide compressible et le
champ magne´tique de´pendant du temps, et meˆme si la conductivite´ e´lectrique et la perme´abilite´
magne´tique de´pendent de l’espace, tout en restant axisyme´triques, il ne peut y avoir de champ
magne´tique dynamo axisyme´trique. Ce re´sultat semble pouvoir s’e´tendre sans difficulte´ aux
coordonne´es carte´siennes, en prenant la limite d’un rayon de courbure infini : si le champ de
vitesse, la conductivite´ e´lectrique, la perme´abilite´ magne´tique, et le champ magne´tique sont
inde´pendants d’une meˆme coordonne´e carte´sienne, le champ magne´tique ne peut eˆtre maintenu
par effet dynamo.
Nous contournons donc le premier the´ore`me anti-dynamo en imposant une variation de
perme´abilite´ magne´tique, et le deuxie`me en supposant que le champ magne´tique de´pend des
trois coordonne´es d’espace. Cependant, nous avons vu que dans la limite D → ∞, le mode le
plus instable a kc = 0, ce qui semble en contradiction avec le the´ore`me de Ivers. En re´alite´,
pour que le the´ore`me s’applique il faut que le syste`me ait une taille finie et soit entoure´ d’iso-
lant. Quand D → ∞, on contourne les hypothe`ses du the´ore`me en supposant le syste`me infini
dans les trois directions. Nous avions trace´ sur la figure 4.7 la courbe ˜Rmc(k) donne´e par (4.29)
pour diffe´rentes valeurs de D : pour toute valeur finie de D, ˜Rmc tend vers l’infini quand
k → 0. Cependant, quand D devient grand, la courbe s’e´crase contre l’axe des ordonne´es, et
converge simplement vers une courbe qui admet une limite finie en k = 0. On peut comprendre
ce phe´nome`ne de la manie`re suivante : le the´ore`me anti-dynamo assure que l’amplification du
champ magne´tique tend vers ze´ro quand k → 0. Si le syste`me a une taille finie suivant z, les
gradients de champ magne´tique gardent une amplitude finie, et les courants correspondants sont
dissipe´s par effet Joule. En revanche, si le syste`me est infini, il peut apparaitre une perturba-
tion magne´tique ayant des gradients arbitrairement faibles : la dissipation comme l’amplification
tend vers 0 quand k → 0. Lorsque k est tre`s faible mais non nul, ce mode marginalement stable
devient instable pour peu que l’e´coulement soit suffisamment vigoureux. Si l’on prend la double
limite k = 0 et D = +∞, un champ selon x et inde´pendant de z (et y) n’est associe´ a` aucun
courant e´lectrique, et est donc marginalement stable.
4.3.6 Re´ponse sous-harmonique
Le syste`me d’e´quations que nous avons re´solu est un proble`me line´aire dont les coefficients
de´pendent pe´riodiquement de la coordonne´e x. Nous n’avons conside´re´ pour l’instant qu’une
re´ponse harmonique de ce syste`me. Or, lorsqu’un parame`tre d’une e´quation line´aire est mo-
dule´ pe´riodiquement en temps, le syste`me peut pre´senter une instabilite´ parame´trique, dont la
fre´quence est infe´rieure ou e´gale a` celle du forc¸age. L’exemple le plus simple d’un tel syste`me
est un pendule dont le point d’attache est de´place´ sinusoidalement selon la verticale : le pen-
dule voit alors une gravite´ effective module´e pe´riodiquement, qui peut exciter parame´triquement
une oscillation du pendule. Si la modulation parame´trique est proche du double de la fre´quence
propre du pendule, ce dernier va osciller a` la fre´quence moitie´ de la fre´quence de forc¸age, on dit
que la re´ponse du pendule est sous-harmonique.
On peut donc se demander si, dans le proble`me pre´sent, la modulation en x de la perme´abilite´
magne´tique peut exciter un mode instable qui aurait une fre´quence spatiale infe´rieure a` celle de
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cette modulation. La re´solution ge´ne´rale du syste`me forme´ par (4.4) et (4.5) se fait en utilisant
la the´orie de Floquet, ou de manie`re e´quivalente le the´ore`me de Bloch : on cherche alors des
solutions sous la forme
Hx = e
iQxH˜x (4.39)
Hz = e
iQxH˜z (4.40)
ou` H˜x et H˜z sont des fonctions 2π pe´riodiques en x, et Q est un nombre re´el. Ce nombre permet
de fixer la pe´riodicite´ souhaite´e pour le mode propre final. Par exemple, si l’on veut une solution
4π pe´riodique en x, il faut prendre Q = 1/2. On inse`re alors la de´composition pre´ce´dente dans les
e´quations (4.4) et (4.5), et on re´sout les e´quations obtenues pour les fonctions (2π pe´riodiques)
H˜x et H˜z. Nous avons effectue´ cette re´solution, et nous n’avons pas trouve´ de mode instable,
et ce meˆme pour des valeurs du nombre de Reynolds magne´tique tre`s e´leve´es. Il semble donc
que les modes sous-harmoniques soient beaucoup plus stables que les modes harmoniques. Ceci
peut s’expliquer par le fait que la re´ponse harmonique est couple´e a` un champ grande e´chelle,
inde´pendant de x, alors que la re´ponse sous harmonique ne peut pas eˆtre couple´e a` un tel champ.
Conside´rons en effet un champ ψ qui contiendrait une composante inde´pendante de x et une
composante sous-harmonique :
ψ(x, z) = ψ0(z) + ψ˜1/2(x, z)e
ix/2 (4.41)
ou` ψ˜1/2 est une fonction 2π pe´riodique de x. Effectuons une translation x → x + 2π , le mode
propre devient :
ψ′(x, z) = ψ0(z)− ψ˜1/2(x, z)eix/2 (4.42)
Cette translation laisse le syste`me de de´part invariant, donc ψ′ est mode propre du meˆme syste`me,
pour la meˆme valeur propre. En effectuant la somme et la diffe´rence de ψ et ψ′, on obtient que
les composantes inde´pendante de x et sous-harmonique en x sont de´couple´es. Ainsi, la re´ponse
sous-harmonique ne peut pas be´ne´ficier du couplage avec un champ a` grande e´chelle, qui lui est
peu amorti par les termes diffusifs.
Ceci se comprend bien en reprenant l’analogie avec le pendule force´ parame´triquement : si le
pendule est force´ parame´triquement au voisinage du double de sa fre´quence propre, la re´ponse
sera une oscillation sous-harmonique et syme´trique par rapport a` 0. Si en revanche le pendule est
force´ parame´triquement au voisinage de sa fre´quence propre, il va osciller a` cette fre´quence propre,
mais il fera en moyenne temporelle un angle non nul avec la verticale. Le pendule pre´sente donc
soit une re´ponse sous-harmonique, de moyenne temporelle nulle, soit une re´ponse harmonique,
qui est ge´ne´riquement couple´e a` l’harmonique 0, et qui a donc une moyenne temporelle non nulle.
4.4 Pertinence de ce me´canisme pour la dynamo VKS
S’il est inte´ressant de mettre en e´vidence un me´canisme pour engendrer du champ magne´tique
a` partir d’une modulation de perme´abilite´ magne´tique, ce me´canisme apparaˆıt pour l’instant
relativement peu efficace, et les valeurs du Rm critique annonce´es sont bien trop e´leve´es. Pour
les faibles modulations de perme´abilite´, et pour une expe´rience de laboratoire, les vitesses mises
en jeu au seuil peuvent atteindre une fraction parfois non ne´gligeable de la vitesse de la lumie`re !
Si l’on module fortement la perme´abilite´, le seuil est de l’ordre de 103 quand α vaut environ une
centaine. Pour une expe´rience de taille L = 5cm dans du sodium liquide, la vitesse critique du
fluide serait alors de l’ordre du kilome`tre par seconde, ce qui est bien e´videmment hors de porte´e
d’une expe´rience de laboratoire.
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Il va sans dire que ce me´canisme ne peut donc pas eˆtre applique´ en l’e´tat a` la dynamo
VKS. Cependant, nous allons voir qu’au prix de petites modifications, le seuil peut eˆtre abaisse´
drastiquement, jusqu’a` atteindre des valeurs tout a` fait comparables au seuil de la dynamo VKS.
4.4.1 Cisaillement fini en z = 0
Un premier raffinement consiste a` prendre en compte l’extension spatiale du cisaillement dans
la direction verticale. En effet, les seuils annonce´s pre´ce´demment sont tre`s e´leve´s, et la profondeur
de peau est donc tre`s faible, en Rm−1/2c . Il n’est donc pas dit du tout que la couche de cisaillement
de vitesse soit tre`s faible devant cette e´paisseur de peau ! On conside`re donc l’autre limite,
pour laquelle le cisaillement s’e´tend jusqu’a` l’infini, ce qui correspond a` un champ de vitesse
~u = (Sz, 0, 0). Le nombre de Reynolds magne´tique est alors de´fini a` l’aide du cisaillement :
Rm = µ0σSL
2. Pour un mode de Fourier ~B(z)est+iqx+iky, l’e´quation d’induction s’e´crit :
dzzBz − (s+ q2 + k2 + iqRmz)Bz = 0 (4.43)
dzzBx − (s+ q2 + k2 + iqRmz)Bx = −RmBz (4.44)
La solution qui tend vers ze´ro quand z tend vers l’infini est :
B(q)x = −aq
Rm1/3
(iq)2/3
Ai′ (Fq(z)) + bqAi (Fq(z)) (4.45)
B(q)z = aqAi (Fq(z)) (4.46)
ou` Ai et Ai’ de´signent respectivement la fonction d’Airy et sa de´rive´e, et :
Fq(z) =
s+ k2 + q2 + iqRmz
(iqRm)2/3
(4.47)
La solution ci-dessus n’est valable que pour q 6= 0. Le mode de Fourier q = 0 est traite´
inde´pendamment et donne :
B(0)x =
a0Rm
2
√
s+ k2
ze−
√
s+k2z + b0e
−√s+k2z (4.48)
B(0)z = a0e
−√s+k2z (4.49)
(4.50)
Dans ces expressions les coefficients (aq) et (bq) sont des constantes d’inte´gration. La continuite´
de Bz, Hx, Hy, et du champ e´lectrique dirige´ selon y, conduit apre`s un calcul sans difficulte´ aux
deux conditions aux limites pour le champ a` l’inte´rieur de la paroi structure´e :
∂zHx|(q)0− = iqHz|(q)0− − iq{µrHz|0−}(q) + (iqRm)1/3
Ai′(Fq(0))
Ai(Fq(0))
Hx|(q)0− (4.51)
−Rm
2/3
(iq)1/3
(
Fq(0)− (Ai
′(Fq(0)))2
(Ai(Fq(0)))2
)
{µrHz|0−}(q)
∂zHz|(q)0− = −
{
µ′r
µr
Hx|0−
}(q)
+ (iqRm)1/3
Ai′(Fq(0))
Ai(Fq(0))
{µrHz|0−}(q) (4.52)
pour q 6= 0, et pour q = 0 :
∂zHx|(0)0− = −
√
s+ k2Hx|(0)0− +
Rm
2
√
s+ k2
{µrHz|0−}(0) (4.53)
∂zHz|(0)0− = −
{
µ′r
µr
Hx|0−
}(0)
−
√
s+ k2{µrHz|0−}(0) (4.54)
Ces nouvelles conditions aux limites remplacent les e´quations (4.10) et (4.11).
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4.4.2 Une dynamo beaucoup plus efficace
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Figure 4.10 – Seuil de la dynamo obtenue avec un cisaillement fini dans le fluide, pour α = 10
et D = 1.0. Le vecteur d’onde critique varie peu en fonction de βrel et garde une valeur proche
de 0.6. La pulsation au seuil est comprise en 0.14 a` modulation faible et 0.25 a` modulation
maximale.
On repre´sente sur la figure 4.10 le nombre de Reynolds magne´tique critique de la dynamo
obtenue avec un cisaillement fini. On constate que le seuil est beaucoup plus bas que lorsque
le cisaillement est localise´ en z = 0. De manie`re plus inte´ressante encore, on constate qu’a` mo-
dulation de perme´abilite´ ǫ faible le seuil diverge en Rmc ∼ ǫ−3. L’exposant de cette divergence
passe donc de −4 a` −3 lorsque l’on conside`re un cisaillement fini et non plus localise´ en z = 0.
Ceci vient de la modification de l’effet de peau en pre´sence d’un cisaillement fini. L’argument
(4.47) des fonctions d’Airy se comporte a` z e´leve´ comme Rm1/3z. Ainsi, en pre´sence d’un ci-
saillement fini, la profondeur de peau n’est plus Rm−1/2 mais Rm−1/3 : le champ magne´tique
pe´ne`tre nettement plus profonde´ment dans le fluide, et l’advection se fait d’autant mieux. Si
on reprend le me´canisme de´crit pre´ce´demment, la deuxie`me e´tape devient h2 ∼ Rm−1/3h1, si
bien que le bilan du cycle s’e´crit : Hx ∼ RmHz ∼ Rmǫh2 ∼ Rm2/3ǫh1 ∼ Rm2/3ǫ2Hx. Le seuil
s’obtient toujours quand le gain de ce cycle est d’ordre 1, soit Rmc ∼ ǫ−3. Notons enfin que cette
dynamo est oscillante au seuil, avec une pulsation comprise entre 0.14 a` modulation faible et
0.25 a` modulation maximale. Elle correspond a` une onde qui se propage dans la direction y.
Une telle modification de l’effet de peau quand on retire la discontinuite´ de vitesse se produit
e´galement dans la dynamo de Ponomarenko [32] : si l’on conside`re un e´coulement qui pre´sente
un saut de vitesse d’amplitude finie, les modes ayant le taux de croissance le plus e´leve´ se
de´veloppent sur une taille caracte´ristique Rm−1/2 dans les trois directions (radiale, orthoradiale,
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et axiale). Si l’on conside`re maintenant un profil de vitesse continu, cette taille caracte´ristique
devient Rm−1/3.
4.4.3 Influence de l’e´paisseur D
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Figure 4.11 – Seuil, vecteur d’onde critique, et pulsation au seuil de la dynamo en fonction de
l’e´paisseur D de la couche de perme´abilite´ variable. De`s α = 100 et D = 2.0 le seuil atteint des
valeurs cre´dibles pour l’expe´rience VKS.
L’e´paisseur D de la couche de µr variable est cense´e mesurer plus ou moins la hauteur des
pales des disques de l’expe´rience VKS. En bordure de disque, cette hauteur vaut 1/3 de la
distance entre deux pales. On repre´sente sur la figure 4.11 le seuil, le vecteur d’onde critique et
la pulsation au seuil de la dynamo en fonction de l’e´paisseur D de la couche de µr variable. La
valeur moyenne de la perme´abilite´ vaut α = 10 ou α = 100, et la modulation est fixe´e a` sa valeur
maximale : β = α − 1. On constate que le seuil est une fonction rapidement de´croissante de D,
qui sature vers D = 6. Pour α = 100, de`s D > 2 le nombre de Reynolds magne´tique critique est
infe´rieur a` 80, et donne des valeurs tout a` fait acceptables pour une mode´lisation de la dynamo
VKS. Pour α = 1000, le seuil est vraisemblablement encore beaucoup plus bas. La dynamo est
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oscillante, et correspondrait dans l’expe´rience VKS a` une onde se propageant dans la direction
radiale. Cependant, la pulsation de la dynamo tend vers 0 quand α et/ou D augmentent, si bien
que le seul passage de la ge´ome´trie carte´sienne a` la ge´ome´trie cylindrique pourrait permettre de
rendre cette dynamo stationnaire.
Ce me´canisme est donc le premier qui permet d’expliquer le roˆle de´terminant des pales
ferromagne´tiques de la dynamo VKS. Dans le paragraphe suivant, on s’inte´resse au roˆle du
disque ferromagne´tique sur lequel ces pales sont fixe´es.
4.4.4 Roˆle du disque ferromagne´tique
Dans le but d’e´tudier le roˆle du disque ferromagne´tique sur lequel sont fixe´es les pales, on
remplace le mate´riau ferromagne´tique en z < −D par un isolant de perme´abilite´ magne´tique
µ0. Dans cet isolant le laplacien du champ magne´tique est nul. Un mode de Fourier de vecteurs
d’onde q et k respectivement selon x et y a donc une de´pendance selon z en e
√
q2+k2z. Cette
solution est celle qui tend vers 0 quand z → −∞. En utilisant la continuite´ de Bz, Hx et Hy, on
peut obtenir la condition aux limites suivante sur le champ a` l’inte´rieur de la paroi structure´e,
en z = −D : {
µ′r
µr
Hx|−D+
}(q)
+ ∂zHz|(q)−D+ =
√
k2 + q2{µrHz|−D+}(q) (4.55)
L’autre condition aux limites provient de l’annulation du courant e´lectrique dans la direction z
a` la frontie`re avec l’isolant. Elle s’e´crit :
Hx|(q)−D+ =
iq√
q2 + k2
{µrHz|−D+}(q) (4.56)
Cette e´galite´ peut eˆtre utilise´e pour simplifier la premie`re condition aux limites, afin d’exprimer
la de´rive´e de Hz par rapport a` z en −D+ uniquement a` l’aide de Hz|−D+. Les deux conditions
aux limites obtenues permettent de re´soudre ce nouveau proble`me aux valeurs propres.
On compare sur la figure 4.12 le seuil de la dynamo obtenue avec de l’isolant en z < −D, a`
celui obtenu avec du ferromagne´tique parfait. Dans le but d’une application a` la dynamo VKS,
le vecteur d’onde dans la direction y a e´te´ fixe´ a` k = 0.5. Cette direction serait la direction
radiale dans une mode´lisation de VKS, et l’extension du mode propre dans cette direction est
de l’ordre du rayon des disques, lui-meˆme de l’ordre de la distance entre 2 pales. On constate
qu’a` faible valeur de l’e´paisseur D, le seuil est plus bas si on remplace le ferromagne´tique par
de l’isolant, alors que de`s D > 2.5 il vaut mieux mettre du ferromagne´tique. Ce croisement des
courbes obtenues traduit deux effets antagonistes du ferromagne´tique :
– La pre´sence de ferromagne´tique en z = −D impose d’annuler le champ Bx a` cette paroi.
Si D est faible, le champ selon x ne peut pas eˆtre tre`s important dans la paroi structure´e,
et la conversion de champ toroidal en champ poloidal s’en trouve limite´e.
– Le disque ferromagne´tique permet de canaliser le champ dans la direction z. Ainsi, le champ
rentre dans le disque en z = −D et ressort ou` il le souhaite, sans aucun couˆt en terme de
dissipation ohmique. En comparaison, si le disque est isolant, une partie du champ reboucle
dans la paroi structure´e, au prix d’une dissipation ohmique plus e´leve´e.
Ces effets sont mis en e´vidence sur la figure 4.13, ou` l’on compare les champs internes a` la paroi
obtenus pour D = 2 en pre´sence d’un disque isolant ou d’un disque ferromagne´tique. On constate
effectivement que le champ magne´tique plonge dans le disque ferromagne´tique pour ressortir une
demie pe´riode plus loin. Pre´cisons enfin que le mode propre est oscillant, de pulsation tre`s faible,
pour un milieu ferromagne´tique, tandis qu’il est stationnaire pour un milieu isolant.
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Figure 4.12 – Comparaison des seuils dynamo pour un milieu isolant (ligne tirete´e) ou ferro-
magne´tique (ligne pleine) en z < −D. cercles : α = 10 et β = 9 ; carre´s : α = 100 et β = 99.
Le vecteur d’onde selon y est fixe´ a` k = 0.5. La dynamo est stationnaire dans le cas d’une paroi
isolante, et oscillante, de pulsation tre`s faible, dans le cas d’une paroi ferromagne´tique.
Rappelons que lorsque des pales ferromagne´tiques sont attache´es a` un disque en inox, l’expe´rience
VKS ne produit pas de champ magne´tique. Cette expe´rience se trouve a priori plutoˆt dans la
re´gion D > 2.5, si bien que la diffe´rence de seuil observe´e sur la figure 4.12 va dans le sens
de ces re´sultats expe´rimentaux : le seuil est plus e´leve´ si l’on remplace le ferromagne´tique par
de l’inox, qui peut eˆtre conside´re´ comme isolant en premie`re approximation. Ne´anmoins, la
diffe´rence de seuil entre un milieu ferromagne´tique et un milieu isolant reste faible dans nos
pre´dictions the´oriques, et il se peut que le roˆle des disques ferromagne´tiques de l’expe´rience VKS
soit plus complexe. En particulier, il existe derrie`re ces disques de l’effet ω qui a le signe contraire
de celui pre´sent entre les deux disques. Il est contre-productif et nuit a` la dynamo. Le disque
ferromagne´tique permet alors au champ magne´tique de reboucler inte´gralement dans le disque,
sans avoir a` traverser cette zone d’effet ω de´favorable.
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Figure 4.13 – Champ magne´tique du mode marginalement stable pour D = 2.0 et k = 0.5. En haut : partie re´elle du mode propre avec
paroi ferromagne´tique. Milieu : partie imaginaire de ce mode propre. En bas : mode propre pour une paroi isolante.
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4.A Obtention des matrices du code nume´rique
4.A.1 Gestion de la de´pendance en x
Conside´rons une fonction de x que l’on de´compose sous la forme f(x) =
n=+∞∑
n=−∞
fne
inx. Les
multiplications de cette fonction par un sinus et un cosinus s’e´crivent :
sin(x)f(x) =
1
2i
(eix − e−ix)
n=+∞∑
n=−∞
fne
inx =
1
2i
n=+∞∑
n=−∞
(fn−1 − fn+1)einx (4.57)
cos(x)f(x) =
1
2
(eix + e−ix)
n=+∞∑
n=−∞
fne
inx =
1
2
n=+∞∑
n=−∞
(fn−1 + fn+1)einx (4.58)
On tronque a` n ∈ {−N, ..., N}, on note F le vecteur (f−N , f−N+1, ..., fN), et on de´finit les
matrices (2N +1)× (2N +1) de multiplication par un sinus (note´e FS) et par un cosinus (note´e
FC) par :
FC =
1
2


0 1 0
1 0 1
. . .
. . .
. . .
. . .
. . . 1
0 1 0


et FS =
1
2i


0 −1 0
1 0 −1
. . .
. . .
. . .
. . .
. . . −1
0 1 0


(4.59)
Les composantes de Fourier de la fonction µrf(x) s’obtiennent en faisant agir l’ope´rateur αId+
βFS sur le vecteur F , multiplier par µ′r revient a` faire agir βFC, et multiplier par µ
′′
r revient a`
faire agir −βFS. Dans ces expressions, Id est la matrice identite´ de taille (2N + 1)× (2N + 1).
La de´rive´e par rapport a` x de la fonction f s’obtient en faisant agir l’ope´rateur diagonal :
Dx =


−iN 0
−i(N − 1)
. . .
0 iN

 (4.60)
4.A.2 Quelques ope´rateurs du syste`me final
Les ope´rateurs du syste`me final sont des matrices de taille (2N + 1)2(2P + 1)2, qui sont
organise´es sous la forme de (2P+1)2 blocs de tailles (2N+1)2. On souhaite que les (P+1)(2N+1)
premie`res lignes de l’e´quation (4.13) repre´sentent l’e´quation (4.5) de´compose´e sur les 2N + 1
modes de Fourier en x, puis sur les P + 1 points de grille de Hz. Les P (2N + 1) lignes restantes
de l’e´quation (4.13) repre´sentent l’e´quation (4.4) de´compose´e sur les 2N + 1 modes de Fourier
en x, puis sur les P points de grille de Hx.
Commenc¸ons donc par expliciter quelques matrices d’ope´rateurs de l’e´quation (4.5). L’ ope´rateur
de de´rivation de Hz par rapport a` x s’e´crit par blocs :
DXHZ1 =


Dx
0 Dx
. . .
Dx
0 0


(4.61)
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ou` les blocs Dx sont place´s diagonalement dans la sous-matrice forme´e des P +1 premie`res lignes
et P + 1 dernie`res colonnes. On de´finit de meˆme la matrice MURHZ1 de multiplication de Hz
par µr dans l’e´quation (4.5), en remplac¸ant les blocs Dx de la matrice DXHZ1 par des blocs
αId+ βFS.
Pour l’e´quation (4.4), on de´finit la matrice de de´rivation de Hx par rapport a` x :
DXHX2 =


Dx
Dx 0
. . .
Dx
0 0


(4.62)
ou` les blocsDx sont place´s diagonalement dans la sous-matrice forme´e des P premie`res lignes et P
premie`res colones. On de´finit de meˆme la matriceMURHX2 (respectivementMURPRIMHX2)
de multiplication de Hx par µr (respectivement µ
′
r) dans l’e´quation (4.4), en remplac¸ant les blocs
Dx de la matrice DXHX2 par des blocs αId+ βFS (respectivement βFC).
De´finissons enfin quelques matrices servant pour les deux e´quations : MUR, MURPRIM ,
MURSEC, DXH , sont les matrices de taille (2N + 1)2(2P + 1)2, dont les (2P + 1) blocs
diagonaux valent respectivement αId + βFS, βFC, −βFS, et Dx. Ces matrices seront utiles
pour l’e´criture finale des ope´rateurs : remarquons qu’une de´rive´e seconde de Hz par rapport a`
x dans l’e´quation (4.5) s’obtient en faisant agir l’ope´rateur DXH ×DXHZ1, et non en faisant
agir DXHZ1×DXHZ1 !
4.A.3 Ope´rateur de de´rivation par rapport a` z
Les de´rive´es d’une fonction f(z), e´value´e en des points re´gulie`rement espace´s de dz, peuvent
eˆtre approxime´es par :
f ′(z)|n ≃ f
(n+1) − f (n−1)
2dz
et f ′′(z)|n ≃ f
(n+1) + f (n−1) − 2f (n)
dz2
(4.63)
Les valeurs aux bords sont obtenues a` l’aide des conditions aux limites en faisant intervenir
des ”points fantoˆmes”, c’est-a`-dire exte´rieurs au domaine de calcul. Par exemple, comme Hx
s’annule en z = −D, on e´crit : u(1) ≃ u(−1), donc ∂z(Hx)|(0) = u(1)/dz et ∂z(Hx)|(1) = u(2)/(2dz).
Les conditions aux limites (4.10) et (4.11) sont un peu plus complexes a` traiter. De´finissons 4
nouvelles matrices de taille (2N+1)×(2N+1) : la matrice A est diagonale, et a pour coefficients
diagonaux (−√s+ n2 + k2 + inRm)n∈{−N,...,N}. Les matrices B, C, et G, sont de´finies par :
B = Dx−Dx[αId+ βFS] +Rm[αId+ βFS] (4.64)
C = −[αId+ βFS]−1βFC (4.65)
G = A[αId+ βFS] (4.66)
Les conditions aux limites (4.10) et (4.11) s’e´crivent alors :
∂zHx|0− = AHx|0− +BHz|0− (4.67)
∂zHz|0− = CHx|0− + GHz|0− (4.68)
Ces relations permettent de de´terminer les blocs de bords des matrices de de´rivation en z. On
aura finalement besoin de la matrice de de´rivation de´rive´e premie`re de Hx par rapport a` z, dans
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l’e´quation (4.5) :
DZHX1 =


Id
dz
0
0 Id
2dz
− Id
2dz
0 Id
2dz
0
. . .
. . .
. . .
− Id
2dz
0 Id
2dz
0 0 A B
0 0


(4.69)
Les blocs A et B sont place´s respectivement en positions (P + 1, P ) et (P + 1, 2P + 1).
La matrice de de´rivation seconde de Hz par rapport a` z, dans l’e´quation (4.5), s’e´crit :
DZZHZ1 =


−2Id
dz2
2Id
dz2
Id
dz2
−2Id
dz2
Id
dz2
0
. . .
. . .
. . .
Id
dz2
−2Id
dz2
Id
dz2
2C
dz
2Id
dz2
−2Id
dz2
+ 2G
dz
0 0


(4.70)
Le bloc 2C
dz
est en position (P + 1, P ), et le bloc −2Id
dz2
+ 2G
dz
est en position (P + 1, 2P + 1).
La matrice de de´rivation seconde de Hx par rapport a` z, dans l’e´quation (4.4), s’e´crit :
DZZHX2 =


0 0
−2Id
dz2
Id
dz2
Id
dz2
−2Id
dz2
Id
dz2
. . .
. . .
. . .
Id
dz2
−2Id
dz2
Id
dz2
2Id
dz2
−2Id
dz2
+ 2A
dz
2B
dz


(4.71)
Le bloc −2Id
dz2
+ 2A
dz
est en position (2P + 1, P ), et le bloc 2B
dz
est en position (2P + 1, 2P + 1).
4.A.4 Ope´rateurs complets
On peut alors e´crire les ope´rateurs M1, N1 (respectivement M2, N2) agissant a` gauche et a`
droite dans l’e´quation (4.5) (respectivement (4.4)) :
M1 = MUR ×MURHZ1 (4.72)
N1 = MUR ×DXH ×DXHZ1− k2MURHZ1 +MUR ×DZZHZ1 (4.73)
MURPRIM ×DZHX1
M2 = (MUR)
2 ×MURHX2 (4.74)
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N2 = (MUR)
2 ×DZZHX2− k2MUR ×MURHX2 +MURSEC ×MURHX2(4.75)
−MURPRIM ×MURPRIMHX2 +MUR ×MURPRIM ×DXHX2
+(MUR)2 ×DXH ×DXHX2
4.B Expression des conditions aux limites en z = 0 dans
la limite de faible modulation
La moyenne de la condition aux limites (4.11), dans laquelle on a remplace´ le µr au de´nominateur
par α, conduit a` :
a
[
−ǫ(k2 + αs) sinh(
√
k2 + 1 + αsD)− αǫ
√
k2 + s
√
k2 + 1 + αs cosh(
√
k2 + 1 + αsD)
]
+ d [αǫ
√
k2 + s cosh(
√
k2 + 1 + αsD)]
+ H˜z
[
2
√
k2 + αs sinh(
√
k2 + αsD) + 2α
√
k2 + s cosh(
√
k2 + αsD)
]
= 0 (4.76)
La meˆme relation conside´re´e pour l’harmonique +1 (c’est-a`-dire en eix) conduit a` :
H˜x
[
ǫ(k2 + 1 + αs) sinh(
√
k2 + αsD) + αǫ
√
k2 + 1 + iRm+ s
√
k2 + αs cosh(
√
k2 + αsD)
]
+ a
[
−
√
k2 + 1 + iRm+ s
αǫ2
2i
√
k2 + 1 + αs cosh(
√
k2 + 1 + αsD)
]
+ c
[√
k2 + 1 + αs sinh(
√
k2 + 1 + αsD) + α
√
k2 + 1 + iRm+ s cosh(
√
k2 + 1 + αsD)
]
+ d
[
−i
√
k2 + 1 + αs sinh(
√
k2 + 1 + αsD)− iα
√
k2 + 1 + iRm+ s cosh(
√
k2 + 1 + αsD)
]
+ H˜z
[
−iαǫ
√
k2 + 1 + iRm+ s cosh(
√
k2 + αsD)
]
= 0 (4.77)
L’e´quation pour l’harmonique −1 est la meˆme e´quation, dans laquelle on remplace les i par
des −i, tout en laissant s inchange´ (bien qu’au seuil s soit imaginaire pur). La moyenne de la
condition aux limites (4.10) conduit a` la relation :
H˜x 2
√
k2 + αs
[
− sinh(
√
k2 + αsD)− cosh(
√
k2 + αsD)
]
+ a
[
−Rmαǫ
√
k2 + 1 + αs cosh(
√
k2 + 1 + αsD)
]
+ d Rmαǫ cosh(
√
k2 + 1 + αsD)
+ H˜z 2Rmα cosh(
√
k2 + αsD) = 0 (4.78)
L’harmonique +1 de la condition aux limites (4.10) donne :
H˜x
[
iǫ(1 + αs)
√
k2 + 1 + iRm+ s sinh(
√
k2 + αsD)
+(i(1 + s)− Rm)αǫ
√
k2 + αs cosh(
√
k2 + αsD)
]
+ a
[(
1− iRm− i
2
αǫ2
)√
k2 + 1 + αs cosh(
√
k2 + 1 + αsD)
+
√
k2 + 1 + iRm+ s sinh(
√
k2 + 1 + αsD)
]
+ b
[
−i
√
k2 + 1 + αs cosh(
√
k2 + 1 + αsD)− i
√
k2 + 1 + iRm+ s sinh(
√
k2 + 1 + αsD)
]
+ c
[
(i(α− 1)− αRm) cosh(
√
k2 + 1 + αsD)
]
+ d
[
((α− 1) + iαRm) cosh(
√
k2 + 1 + αsD)
]
+ H˜z
[
−iαǫ(i− Rm) cosh(
√
k2 + αsD)
]
= 0 (4.79)
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et l’e´quation pour l’harmonique −1 est la meˆme e´quation, dans laquelle on remplace les i par
des −i, tout en laissant s inchange´.
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Chapitre 5
Dynamique d’une circulation grande
e´chelle engendre´e par un e´coulement
cellulaire
Les e´coulements de fluides a` deux dimensions sont connus pour former des structures cohe´rentes
de grande taille. Ces structures peuvent apparaˆıtre par une instabilite´ a` grande e´chelle lorsque
le nombre de Reynolds de´passe une valeur critique [33], ou par une succession de bifurcations
au cours desquelles des petites e´chelles fusionnent pour former de plus grandes structures. En
re´gime turbulent, une cascade inverse d’e´nergie [34] nourrit ces structures de grande taille a` partir
d’e´nergie injecte´e a` petite e´chelle. Les structures engendre´es peuvent persister pendant une tre`s
longue dure´e. Parmi les exemples naturels de structures a` grande e´chelle engendre´es dans des
e´coulements quasi-2D, on peut citer la tache rouge de Jupiter, les grands courants oce´aniques,
ou encore les anticyclones et de´pressions visibles sur une carte me´te´orologique.
Le champ de vitesse horizontale de ces e´coulements quasi-2D est de´crit par l’e´quation de
Navier-Stokes a` deux dimensions. Il convient en ge´ne´ral d’ajouter a` cette e´quation un terme de
friction line´aire pour de´crire le frottement visqueux dans la direction verticale. La valeur du coef-
ficient de friction line´aire de´pend du syste`me conside´re´, mais il est en ge´ne´ral faible. Ne´anmoins,
il a pour effet d’alte´rer la stabilite´ des structures de grande taille. Dans certaines ge´ome´tries,
elles acquie`rent alors une dynamique temporelle, et se renversent ale´atoirement : l’e´coulement
est domine´ par une circulation a` grande e´chelle, dont le sens de rotation garde un signe constant
pendant un temps long, avant de se renverser soudainement. Un exemple expe´rimental de ce
phe´nome`ne a e´te´ observe´ par J. Sommeria au milieu des anne´es 80 [35] : un e´coulement de mer-
cure est parcouru par un re´seau de courants e´lectriques injecte´s a` l’aide de 36 e´lectrodes place´es
aux noeuds d’un re´seau carre´. Lorsque l’on applique un champ magne´tique vertical, la force de
Laplace engendre un re´seau carre´ de tourbillons contra-rotatifs. Si le forc¸age est suffisamment
fort, ce re´seau se de´stabilise au profit d’une circulation a` grande e´chelle. Si la friction est suf-
fisamment importante, la circulation globale tourne pendant longtemps dans un sens, avant de
brusquement se retourner. Ces renversements du sens de rotation de l’e´coulement grande e´chelle
se produisent de manie`re erratique. Depuis lors, des e´tudes nume´riques ont mis en e´vidence ces
renversements [36], sans pour autant leur fournir une explication simple. L’objet de l’e´tude qui
suit est de caracte´riser plus pre´cise´ment la dynamique de la circulation globale engendre´e par
un re´seau carre´ de tourbillons, et en particulier les renversements ale´atoires qu’elle peut pre´senter.
Diffe´rents me´canismes d’instabilite´ ont e´te´ mis en e´vidence pour expliquer la cre´ation de
grandes e´chelles dans un e´coulement force´ sur une petite taille caracte´ristique. Si le forc¸age
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est suffisamment anisotrope, l’e´coulement peut se de´stabiliser selon le me´canisme de ”viscosite´
ne´gative” ([33], [37]). Si l’e´coulement est a` trois dimensions, l’e´ventuelle he´licite´ du forc¸age peut
forcer un e´coulement a` grande e´chelle selon un me´canisme analogue a` l’effet α en magne´to-
hydrodynamique [38]. Les diffe´rentes e´tudes cite´es s’inte´ressent aux premie`res bifurcations de
l’e´coulement laminaire, et aux e´quations gouvernant la dynamique de l’e´coulement a` grande
e´chelle engendre´ au voisinage du seuil d’instabilite´. L’objectif du pre´sent chapitre est au contraire
de de´crire le comportement de cette circulation globale pour les hauts nombre de Reynolds. Nous
e´tudions donc nume´riquement un exemple simple d’e´coulement qui produit une circulation a`
grande e´chelle. Nous nous inte´ressons dans un premier temps a` la limite asymptotique de tre`s
haut nombre de Reynolds, pour laquelle nous calculons une solution approche´e de l’e´quation
de Navier-Stokes a` deux dimensions. Ceci permet de mettre en e´vidence les lois d’e´chelles qui
gouvernent les amplitudes de la circulation globale et des petites e´chelles avec lesquelles elle
coexiste. Dans un second temps, on ajoute un terme de friction line´aire, ce qui produit des ren-
versements de la circulation grande e´chelle. Contrairement aux exemples e´tudie´s pre´ce´demment,
ces renversements se font en l’absence de brisure externe de syme´trie. De plus, il n’y a pas de
justification mathe´matique claire qui permette d’isoler un petit nombre de modes. Ne´anmoins,
l’e´tude d’un syste`me de basse dimensionalite´ nous permet de comprendre le me´canisme par le-
quel apparaissent les renversements de la circulation grande e´chelle. Ce me´canisme est ensuite
valide´ par les re´sultats nume´riques.
5.1 Position du proble`me
5.1.1 Equations du mouvement, ge´ome´trie du proble`me et nombres
sans dimension
Notons ~˜u(x˜, y˜, t˜) le champ de vitesse de´crivant le mouvement a` deux dimensions d’un fluide
incompressible, p la pression, ω˜ la vorticite´ associe´e a` cet e´coulement, et ψ˜ la fonction de courant.
On suppose que le fluide a une densite´ ρ, et que son mouvement a lieu dans un domaine carre´ de
coˆte´ L, si bien que (x˜, y˜) ∈ [0, L]2. Le fluide est suppose´ newtonien, avec une viscosite´ cine´matique
ν. Il est soumis a` une force de friction line´aire note´e −λ~˜u, et est force´ en volume. La force
applique´e par unite´ de masse est note´e ~˜f , et force un re´seau carre´ de n2 tourbillons. On choisit
la forme suivante pour cette force :
~˜f =
f˜
2
(− sin(nπx˜/L) cos(nπy˜/L), cos(nπx˜/L) sin(nπy˜/L)) (5.1)
ou` f˜ de´signe l’intensite´ dimensionnelle du forc¸age. Pour adimensionner les e´quations, on choisit
L comme e´chelle d’espace et
√
L/f˜ comme e´chelle de temps. En notant sans tilde les grandeurs
adimensionne´es, l’e´quation de Navier-Stokes pour la fonction de courant prend la forme suivante :
∂t∆ψ + J(∆ψ, ψ) = − 1
Rh
∆ψ +
1
Re
∆2ψ + nπ sin(nπx) sin(nπy) (5.2)
ou` le jacobien est de´fini par J(g, h) = ∂xg∂yh − ∂yg∂xh. Le nombre de Reynolds est de´fini par
Re =
√
f˜L3/2
ν
, et l’intensite´ de la friction line´aire est caracte´rise´e par le nombre sans dimension
1/Rh, ou` Rh = ρ
λ
√
f˜
L
. Cette dernie`re notation est issue de l’article de J. Sommeria, dans lequel
les forces de friction proviennent des couches de Hartmann.
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Figure 5.1 – Terme de forc¸age de l’e´quation (5.2) dans le cas de 6x6 et 10x10 tourbillons (lignes
d’isovaleurs, et couleur traduisant l’amplitude du terme).
Dans la suite, on s’inte´resse aux proprie´te´s des solutions de cette e´quation en fonction des
parame`tres Re, Rh et n. Le terme de forc¸age de l’e´quation (5.2) est repre´sente´ sur la figure 5.1
pour n = 6 et n = 10. Le cas n = 6 correspond a` une ge´ome´trie du forc¸age proche de celle de
l’expe´rience de Sommeria, tandis que le cas n = 10 permet d’avoir une plus grande se´paration
d’e´chelles entre la taille caracte´ristique du forc¸age et la taille caracte´ristique de la circulation
grande e´chelle.
Pour simplifier l’e´tude analytique de l’e´quation (5.2), on supposera que le fluide ve´rifie des
conditions aux limites de type ”stress-free” aux bords du domaine. Ces conditions aux limites
reviennent a` imposer ψ = 0 aux quatre coˆte´s du carre´.
5.1.2 Me´thode de re´solution nume´rique
Afin d’e´tudier nume´riquement les solutions de l’e´quation (5.2), j’ai de´veloppe´ un code nume´rique
semi-spectral : les termes line´aires sont traite´s de manie`re implicite dans l’espace de Fourier,
tandis que le terme non-line´aire est e´value´ en repassant dans l’espace re´el avant d’effectuer les
produits quadratiques en ψ. Une description plus comple`te peut eˆtre trouve´e dans l’appendice
5.A. Afin de respecter les conditions aux limites, on se limite aux modes de Fourier de la forme
sin(pπx) sin(qπy), avec (p, q) ∈ N ∗2, et on e´crit :
ψ(x, y, t) =
p=N,q=N∑
p=1,q=1
ψp,q(t) sin(pπx) sin(qπy) (5.3)
ou` N2 donne la re´solution spatiale de la simulation nume´rique. Dans les simulations pre´sente´es
ci-apre`s, on utilise une re´solution de 64x64, 128x128 ou 256x256 modes de Fourier. Des tests ont
e´te´ effectue´s pour ve´rifier la bonne convergence de la solution nume´rique obtenue.
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Figure 5.2 – Amplitude de la circulation grande e´chelle en fonction du nombre de Reynolds.
5.2 Etude a` Rh infini, et observation d’une circulation
grande e´chelle
Dans un premier temps on conside`re l’e´quation de Navier-Stokes a` deux dimensions sans
terme de friction line´aire, c’est-a`-dire dans la limite Rh→∞.
5.2.1 ψ1,1 versus Re
L’e´quation de Navier-Stokes 2D est connue pour pre´senter en re´gime (statistiquement) sta-
tionnaire une cascade inverse d’e´nergie pour les vecteurs d’ondes plus petits que celui du forc¸age :
l’e´nergie remonte progressivement des e´chelles du forc¸age jusqu’aux plus grandes e´chelles de
l’e´coulement. La loi d’e´chelle sur le spectre d’e´nergie cine´tique est alors e´tablie a` l’aide de la
meˆme analyse dimensionnelle que dans le cas de la cascade de Kolmogorov observe´e a` trois di-
mensions, et l’exposant est donc e´galement k−5/3. Afin d’observer cette cascade inverse d’e´nergie,
les nume´riciens eurent besoin d’ajouter un terme de friction line´aire pour dissiper l’e´nergie a`
grande e´chelle, et empeˆcher son accumulation dans le mode de Fourier le plus bas. On entend
souvent qu’en l’absence de ce terme de friction l’e´nergie s’accumule sans cesse dans le mode de
Fourier de plus grande e´chelle, jusqu’a` ce que la simulation nume´rique diverge.
Nous avons teste´ cette hypothe`se a` l’aide de simulations nume´riques : un re´seau de 36 tour-
billons est force´ a` haut nombre de Reynolds. Il se de´stabilise et engendre finalement une circu-
lation a` grande e´chelle. Dans cet e´tat final l’e´coulement est domine´ par un grand vortex corres-
pondant au mode de Fourier de plus grande longueur d’onde (p = 1, q = 1). Nous avons trace´
sur la figure 5.2 l’amplitude ψ1,1 de la circulation grande e´chelle obtenue en re´gime stationnaire,
en fonction du nombre de Reynolds. On constate que la courbe obtenue semble saturer vers une
valeur limite a` haut nombre de Reynolds : l’e´coulement est domine´ par une circulation grande
e´chelle, mais l’amplitude de celle-ci sature et ne diverge pas dans le temps.
Sur la figure 5.3 ont e´te´ trace´es les se´ries temporelles des trois premiers coefficients de Fourier
ψ1,1, ψ1,2, et ψ2,1. La simulation nume´rique est effectue´e a` Re = 6000. Tandis que ψ1,2 et ψ2,1
saturent a` une valeur proche de ze´ro, ψ1,1 sature a` une valeur non nulle. Plus e´tonnamment encore,
la solution de l’e´quation de Navier-Stokes obtenue semble alors stationnaire ! Les simulations
nume´riques ont e´te´ re´alise´es jusqu’a` Re = 10000 dans cette ge´ome´trie, et conduisent a` chaque fois
a` une solution qui semble stationnaire (les fluctuations relatives de ψ1,1 restent alors infe´rieures a`
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Figure 5.3 – Haut : se´rie temporelle des trois modes de Fourier correspondant aux plus grandes
e´chelles de l’e´coulement. Bas : isovaleurs de la fonction de courant (gauche) et de la vorticite´
(droite) de la solution stationnaire atteinte aux temps longs. La simulation a e´te´ effectue´e a`
Re = 6000.
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Figure 5.4 – Pour n pair, le forc¸age est syme´trique par la transformation Sy (gauche), tandis
que la circulation grande e´chelle est antisyme´trique (droite).
0.02%). L’existence de cette solution stationnaire va contre l’ide´e que l’e´nergie du mode de plus
grande e´chelle diverge dans le temps. Nous avons e´galement repre´sente´ la fonction de courant et
la vorticite´ de cette solution stationnaire : on constate que la fonction de courant est domine´e
par la circulation grande e´chelle, tandis que le champ de vorticite´ est structure´ a` l’e´chelle du
forc¸age.
5.2.2 Calcul analytique de la solution stationnaire
On souhaite comprendre l’origine de cette solution stationnaire a` l’aide de conside´rations
analytiques. Nous allons exploiter la se´paration d’e´chelles entre le forc¸age et l’e´coulement grande
e´chelle, ainsi que la diffe´rence de syme´trie entre ces deux champs.
Hypothe`ses et conside´rations de syme´trie
Commenc¸ons par de´composer la fonction de courant en 2 composantes :
ψ = ψ0 + ξ (5.4)
ψ0 est la circulation a` grande e´chelle. On suppose que, dans le re´gime stationnaire, cette circula-
tion correspond a` une condensation de l’e´nergie cine´tique dans le mode Fourier le plus bas : on
notera alors ψ0 = λ sin(πx) sin(πy). L’objectif de ce qui suit est de calculer l’amplitude λ de la
circulation grande e´chelle en re´gime stationnaire.
Le champ ξ est ”le reste de la fonction de courant”, il contient essentiellement des modes
de Fourier a` l’e´chelle du forc¸age, mais pas uniquement. ψ0 ve´rifie des conditions aux limites
homoge`nes aux bords du domaine, et ξ doit ve´rifier ces meˆmes conditions aux limites.
Conside´rons maintenant la re´flexion par rapport a` l’axe y = 1/2, note´e Sy et repre´sente´e sur
la figure 5.4 : le forc¸age est invariant par cette ope´ration (pour n pair), tandis que la circulation
grande e´chelle change de sens sous cette re´flexion. On dira donc que le forc¸age est syme´trique
par Sy tandis que la circulation grande e´chelle est antisyme´trique. On rappelle que la fonction
de courant est un pseudo-scalaire et qu’elle se transforme diffe´remment du champ de vitesse, si
bien que les appellations ”syme´triques” et ”antisyme´triques” font ici re´fe´rence a` la syme´trie du
champ de vitesse conside´re´.
On pose alors ξ = ξs + ξa, ou` ξs est la partie de ξ qui est syme´trique par Sy, et ξa sa
partie antisyme´trique. On introduit la de´composition (5.4) dans l’e´quation (5.2), on cherche une
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solution stationnaire, et on identifie les parties syme´triques et antisyme´triques :
J(∆ψ0, ξa) + J(∆ξa, ψ0) + J(∆ξa, ξa) + J(∆ξs, ξs) = nπ sin(nπx) sin(nπy) +
1
Re
∆2ξs(5.5)
J(∆ψ0, ξs) + J(∆ξs, ψ0) + J(∆ξa, ξs) + J(∆ξs, ξa) =
1
Re
∆2ψ0 +
1
Re
∆2ξa (5.6)
Le terme J(∆ψ0, ψ0) est nul, puisque ∆ψ0 est une fonction de ψ0.
Une famille de solutions de l’e´quation d’Euler
On s’inte´resse dans un premier temps a` la solution des e´quations (5.5) et (5.6) dans la limite
inviscide, c’est-a`-dire a` nombre de Reynolds infini. L’e´quation (5.6) n’a alors plus de second
membre, et admet alors la solution triviale ξs = 0. En remplac¸ant dans l’e´quation (5.5) on
obtient alors :
J(∆ψ0, ξa) + J(∆ξa, ψ0) + J(∆ξa, ξa) = nπ sin(nπx) sin(nπy) (5.7)
L’ide´e est alors la suivante : la fonction de courant est domine´e par la circulation grande e´chelle
ψ0, mais la vorticite´ est domine´e par les petites e´chelles et donc par ξa. Cette intuition provient
naturellement des images issues des simulations nume´riques que nous avons repre´sente´es sur la
figure 5.3, et a pour conse´quence que l’e´quilibre de l’e´quation (5.7) se fait a` l’ordre le plus bas
entre le terme J(∆ξa, ψ0) et le forc¸age.
Ces conside´rations pourraient eˆtre mises en e´vidence a` l’aide d’un de´veloppement en e´chelles
multiples et d’un choix approprie´ des e´chelles des diffe´rentes composantes de ψ. Cependant, ce
choix arbitraire d’e´chelles ne serait pas plus justifie´ que les conside´rations d’ordre de grandeur
que nous avons ici, et serait lui aussi uniquement motive´ par l’observation des re´sultats de
simulations nume´riques. De plus, nous souhaitons e´viter autant que possible toute la technicite´
des de´veloppements en e´chelles multiples. Nous reviendrons sur les lois d’e´chelles ve´rifie´es par
les diffe´rentes composantes de l’e´coulement a` la fin du calcul.
Une fois que la composante principale de ξa est calcule´e a` partir de l’e´quation :
J(∆ξa, ψ0) = nπ sin(nπx) sin(nπy), (5.8)
les e´ventuelles corrections non-line´aires d’ordres supe´rieurs pourraient eˆtre calcule´es. Cependant,
dans la limite de grande se´paration d’e´chelles la solution de l’e´quation (5.8) est suffisante pour
de´crire correctement le champ de vorticite´. La circulation grande e´chelle e´tant proportionnelle
a` λ, le champ ξa est lui en λ
−1. Toute valeur de λ est acceptable a` cette e´tape du calcul, et on
obtient ainsi une famille de solutions approche´es de l’e´quation d’Euler a` deux dimensions. La
se´lection d’une valeur de λ au sein de cette famille s’effectue par l’interme´diaire de la viscosite´.
Se´lection de l’amplitude de la circulation par la viscosite´
On suppose maintenant que le fluide a une viscosite´ arbitrairement faible, ou encore que le
nombre de Reynolds est arbitrairement grand. En revenant a` l’e´quation (5.6) on constate que
ξs est maintenant force´ par le terme
1
Re
∆2ξa. On s’attend donc a` observer un champ ξs non nul,
force´ a` petite e´chelle, et inversement proportionnel au nombre de Reynolds. L’e´quilibre dominant
de l’e´quation (5.6) est alors :
J(∆ξs, ψ0) =
1
Re
∆2ξa (5.9)
On s’inte´resse maintenant a` l’e´volution temporelle de la circulation grande e´chelle. L’e´quation
(5.6) montre que cette circulation est freine´e par le terme 1
Re
∆2ψ0. Le terme J(∆ψ0, ξs) +
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J(∆ξs, ψ0) a une projection nulle sur le mode sin(πx) sin(πy). Ainsi, le seul terme qui peut forcer
la circulation grande e´chelle et compenser sa dissipation visqueuse est J(∆ξa, ξs) + J(∆ξs, ξa).
Si l’on suppose une e´volution lente de λ au voisinage de sa position d’e´quilibre, l’e´quation gou-
vernant cette e´volution s’obtient en de´finissant une moyenne spatiale :
< f >=
∫ x=1
x=0
∫ y=1
y=0
f(x, y)dxdy, (5.10)
en ajoutant la de´pendance temporelle de λ a` l’e´quation (5.6), et en prenant sa moyenne apre`s
projection sur le mode grande e´chelle :
dtλ =
2
π2
< [J(ξs,∆ξa) + J(ξa,∆ξs)] sin(πx) sin(πy) > −2π2λ/Re (5.11)
Le premier terme du membre de droite fait intervenir deux inte´grales qui se simplifient a` l’aide
de la relation :
< a(x, y)J(b(x, y), c(x, y)) >= − < b(x, y)J(a(x, y), c(x, y)) > (5.12)
valable si deux des trois fonctions a, b et c s’annulent aux bords du domaine. On obtient donc :
< J(ξa,∆ξs) sin(πx) sin(πy) > = − < ξaJ(sin(πx) sin(πy),∆ξs) >= −1
λ
< ξaJ(ψ0,∆ξs) >
=
1
λ
< ξa
1
Re
∆2ξa >=
1
Reλ
< (∆ξa)
2 > (5.13)
ou` l’on a utilise´ l’e´quation (5.9), puis une inte´gration par partie. De meˆme, le fait que le forc¸age
soit monochromatique, donc proportionnel a` son laplacien, permet d’e´crire :
< J(ξs,∆ξa) sin(πx) sin(πy) > = − < ξsJ(sin(πx) sin(πy),∆ξa) >= −1
λ
< ξsJ(ψ0,∆ξa) >
=
1
λ
< ξsnπ sin(nπx) sin(nπy) >
=
−1
2n2π2λ
< ∆ξsnπ sin(nπx) sin(nπy) >
=
−1
2n2π2λ
< ∆ξsJ(∆ξa, ψ0) >=
1
2n2π2λ
< ∆ξaJ(∆ξs, ψ0) >
=
1
2n2π2λRe
< ∆ξa∆
2ξa > (5.14)
La solution stationnaire de l’e´quation (5.11) correspond finalement a` une circulation :
λs =
1
π
[
< (∆(λsξa))
2 > +
1
2n2π2
< ∆(λsξa)∆
2(λsξa) >
]1/4
(5.15)
Cette valeur the´orique de la circulation grande e´chelle s’exprime donc uniquement a` l’aide de
la fonction la fonction λs∆ξa, qui est une fonction inde´pendante de λs et solution de l’e´quation
(5.8). Cette dernie`re e´quation peut eˆtre re´solue analytiquement, ce qui donne une expression
exacte pour la valeur de λs. Les de´tails du calcul sont fournis en appendice.
On peut d’ores et de´ja` faire quelques remarques importantes sur ce re´sultat :
– La solution a e´te´ obtenue en line´arisant les e´quations autour d’une solution connue du
proble`me sans forc¸age ni viscosite´ : λ sin(πx) sin(πy). En ajoutant le forc¸age et la viscosite´,
la conservation de l’e´nergie sur le mode grande e´chelle se traduit par l’e´quation (5.11) qui
se´lectionne l’amplitude de la circulation.
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– Cette solution a e´te´ obtenue en calculant ξa et ξs a` l’ordre le plus bas. Or ξs est inversement
proportionnelle au nombre de Reynolds, et est donc plus faible que ξa de plusieurs ordres de
grandeur. En particulier, ξs est plus petit que les nombreuses corrections non line´aires que
l’on aurait pu ajouter a` ξa. Il est inte´ressant de constater que l’utilisation de la syme´trie
Sy nous a permis d’aller chercher le terme ξs, responsable de la se´lection de λ, bien qu’il
soit beaucoup plus faible que les nombreuses corrections non line´aires de ξa que nous avons
ne´glige´es.
– Il est e´galement surprenant de constater que la viscosite´ se´lectionne une amplitude de la
circulation grande e´chelle inde´pendante de la viscosite´ ! En effet, le terme de forc¸age de
la circulation grande e´chelle est inversement proportionnel au nombre de Reynolds, et il
en est de meˆme pour le terme visqueux. Quand ces deux termes s’e´quilibrent, λ est donc
inde´pendant de Re. Ainsi, a` haut nombre de Reynolds, l’amplitude de la circulation grande
e´chelle sature a` λs, et ce inde´pendamment du nombre de Reynolds.
Les e´quations (5.8) et (5.9) peuvent eˆtre re´solue analytiquement a` l’aide d’un changement de
variable. Ce calcul est pre´sente´ dans l’appendice 5.B et fournit les expressions des laplaciens de
ξs et ξa. Ces laplaciens peuvent eˆtre inverse´s nume´riquement pour obtenir ξs et ξa.
Dans la sous-section suivante nous comparons les re´sultats analytiques aux re´sultats des
simulations nume´riques.
5.2.3 Comparaison calcul-simulations
Comme nous l’avons de´crit pre´ce´demment, on obtient une solution quasiment stationnaire
a` haut Reynolds quand on force un re´seau de 6x6 tourbillons. Cependant, lorsque l’on force
un re´seau de 10x10 tourbillons, la solution est instable a` haut Reynolds : la circulation grande
e´chelle pre´sente une dynamique complexe qui implique des phases de de´stabilisation suivies de
phases de relaminarisation. Lors de ces phases de relaminarisation le syste`me passe pre`s du point
fixe calcule´ pre´ce´demment : on peut ainsi comparer le re´sultat des simulations nume´riques aux
calculs analytiques.
Amplitude du tourbillon grande e´chelle
Le calcul pre´sente´ en appendice donne acce`s a` ∆ξa. Les diffe´rentes inte´grales permettant
d’obtenir λs sont calcule´es a` l’aide de Mathematica. Nous repre´sentons la valeur the´orique de
la circulation grande e´chelle obtenue en fonction du nombre de tourbillons n caracte´ristique du
forc¸age sur la figure 5.5. On constate que l’amplitude de la circulation croˆıt comme la racine
carre´e de n.
Dans le cas d’un forc¸age comportant 6x6 tourbillons, la valeur obtenue est de 0.316. La
courbe repre´sente´e sur la figure 5.2 semble saturer a` une valeur de l’ordre de 0.22. Il y a donc
un e´cart de l’ordre de 40% entre la valeur pre´dite par la the´orie et la valeur observe´e dans
les simulations nume´riques. On pourrait espe´rer que cet e´cart diminue lorsque l’on augmente
la se´paration d’e´chelles entre le forc¸age et la circulation grande e´chelle. Cependant, pour un
forc¸age compose´ de 10x10 tourbillons, la valeur pre´dite est de l’ordre de 0.418, tandis que la
valeur observe´e a` la fin d’une phase laminaire est de l’ordre de 0.25, soit un e´cart de l’ordre de
50%. On peut envisager diffe´rentes explications pour l’e´cart observe´ entre the´orie et simulation
nume´rique :
– La circulation grande e´chelle ne correspond pas exactement a` une condensation d’e´nergie
dans le mode de Fourier le plus bas. Ainsi sa structure spatiale est un peu diffe´rente de
sin(πx) sin(πy). Il s’ensuit une modification de ξa et de ξs, donc de λ.
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Figure 5.5 – Amplitude the´orique de la circulation a` grande e´chelle, en fonction du nombre de
tourbillons de forc¸age par coˆte´ du carre´. La ligne tirete´e est un ajustement en racine carre´e.
– Les termes non line´aires restent importants. Il faudrait alors ajouter des corrections non
line´aires a` ξa pour espe´rer obtenir une valeur the´orique de λ plus proche de la valeur
observe´e. Cependant, les de´veloppements en se´rie de solutions de proble`mes non line´aires
sont souvent divergents, si bien qu’ajouter un terme supple´mentaire au de´veloppement ne
fait parfois qu’empirer les choses.
– La solution stationnaire calcule´e est instable au profit d’une autre solution, stationnaire
elle aussi, et qui ve´rifie les meˆmes lois d’e´chelles.
En pratique la circulation grande e´chelle issue des simulations nume´riques est une fonction
de sin(πx) sin(πy), mais n’est pas juste proportionnelle a` cette quantite´. Il est possible que la
se´paration d’e´chelle ne soit pas assez grande pour que le calcul pre´ce´dent soit parfaitement
valable.
Structure de l’e´coulement a` petite e´chelle
Sur la figure 5.6 est repre´sente´e la partie antisyme´trique du champ de vorticite´ issue de la
simulation nume´rique, et celle issue du calcul analytique. Plus pre´cise´ment, nous comparons la
partie antisyme´trique de ψ1,1∆ψ au champ λ∆ξa calcule´ analytiquement. La comparaison est
effectue´e pour un forc¸age comprenant 6x6 et 10x10 tourbillons.
On constate tout d’abord que, qualitativement, les structures a` petite e´chelle de l’e´coulement
sont tre`s bien reproduites par la solution analytique. L’accord quantitatif est relativement bon,
mais la vorticite´ de la solution analytique est le´ge`rement trop faible vers le centre du domaine, et
le´ge`rement trop importante pre`s des bords et dans les coins du carre´. Ces e´carts sont de l’ordre
de 25%, et peuvent e´galement avoir pour origine la le´ge`re diffe´rence entre la structure spatiale
du mode grande e´chelle et la structure ide´alise´e en sin(πx) sin(πy) utilise´e pour le calcul.
La partie syme´trique de l’e´coulement issu de la simulation nume´rique est tre`s largement
domine´e par la circulation grande e´chelle, et la tre`s le´ge`re correction ξs, d’ordre Re
−1, est trop
faible pour eˆtre de´tecte´e. Ne´anmoins, la structure du champ ξs issu du calcul est inte´ressante.
Ce champ est repre´sente´ sur la figure 5.7 pour les deux forc¸ages conside´re´s. On constate qu’il
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Figure 5.6 – Structure du champ de vorticite´ a` petite e´chelle : partie antisyme´trique du champ
ψ1,1∆ψ de la solution stationnaire force´e par 6x6 tourbillons, issue d’une simulation nume´rique
effectue´e a` Re = 6000 (haut gauche), et champ λ∆ξa calcule´ the´oriquement (haut droite). En
bas, meˆme chose pour un forc¸age comportant 10x10 tourbillons, en fin de phase relaminarise´e, a`
Re = 10000.
est forme´ de quatre tourbillons pre´sents dans les quatre coins du carre´. Ainsi, le forc¸age de
la circulation grande e´chelle se fait par une interaction non line´aire entre les petites e´chelles
engendre´es par les quatre tourbillons de coin du forc¸age.
On comprend alors mieux l’origine de l’e´cart entre la solution the´orique et l’e´coulement
observe´ dans la simulation nume´rique : La partie antisyme´trique ξa de l’e´coulement est le´ge`rement
trop e´leve´e pre`s des coins du carre´ en comparaison avec la simulation nume´rique. Ainsi, ξa et ξs
sont trop grands dans les coins, et le forc¸age du mode sin(πx) sin(πy) est un peu sure´value´. C’est
pour cette raison que la valeur calcule´e de λ est supe´rieure a` la valeur issue de la simulation
nume´rique.
Retour sur les diffe´rentes lois d’e´chelles
La structure du champ ξa nous permet de pre´ciser les diffe´rentes lois d’e´chelles intervenant
dans le calcul de la solution stationnaire. Le petit parame`tre est n−1. La figure 5.6 nous montre
que, en un point donne´, le champ ξa est a` petite e´chelle dans une direction et a` grande e´chelle
dans l’autre. Il posse`de donc une de´rive´e d’ordre O(1) et l’autre d’ordre O(n). De plus, on
constate que c’est dans la direction paralle`le au champ de vitesse de l’e´coulement grande e´chelle
que la de´rive´e est d’ordre O(1). Ainsi, si l’on note ~V0 ∼ λ le champ de vitesse correspondant a`
l’e´coulement grande e´chelle et ~va celui correspondant a` ξa, l’e´quilibre qui fixe ξa s’e´crit :
(~V0.~∇)~va ∼ forc¸age (5.16)
ou` la de´rive´e de ~va dans la direction de ~V0 est d’ordre O(1). En utilisant ~va ∼ nξa et forc¸age =
O(1) (ce forc¸age a une de´rive´e spatiale de moins que celui qui intervient dans l’e´quation (5.2),
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Figure 5.7 – Partie syme´trique ξs de la fonction de courant a` petite e´chelle. Gauche : forc¸age
comprenant 6x6 tourbillons. Droite : forc¸age comprenant 10x10 tourbillons. Dans les deux cas
ξs est localise´ au niveau des tourbillons pre´sents aux quatre coins du carre´.
qui elle est une e´quation pour la vorticite´), on obtient finalement λnξa ∼ 1. L’amplitude de la
circulation λs est alors fixe´e par l’e´quation (5.15), qui conduit a` λ ∼ (λ2n4ξ2a)1/4. En utilisant les
deux dernie`res relations, on obtient les lois d’e´chelles :
λ ∼ n1/2 (5.17)
ξa ∼ n−3/2 (5.18)
La de´pendance de λs en
√
n est bien mise en e´vidence sur la figure 5.5. On peut alors ve´rifier a
posteriori que les diffe´rentes approximations sont valables. En particulier le terme non line´aire
J(∆ξa, ξa) peut eˆtre e´value´ en remarquant que ∂x(∆ξa)∂y(ξa) ∼ ∂y(∆ξa)∂x(ξa) ∼ n∆ξaξa, puisque
ξa posse`de une de´rive´e grande dans une direction et petite dans l’autre. Ainsi, J(∆ξa, ξa) ∼
n3ξ2a ∼ 1, si bien que ce terme est effectivement ne´gligeable devant le terme de forc¸age de
l’e´quation (5.8), qui lui est d’ordre O(n).
Les diffe´rents e´quilibres en jeu dans la se´lection de la solution stationnaire sont finalement
re´sume´s sur le sche´ma 5.8. On y repre´sente en colonnes les harmoniques de Fourier conside´re´es.
Les processus physiques en jeu sont indique´s sur les fle`ches, et les e´quilibres ont lieu la` ou` se
rencontrent deux fle`ches. L’ordre des termes correspondants a` cet e´quilibre dans l’e´quation 5.2 est
alors indique´ au point de rencontre. Par exemple, l’advection de ξa, qui contient des harmoniques
e´leve´es d’ordres impairs, par ψ0, d’harmonique (1; 1), produit l’harmonique (n;n) qui compense
le forc¸age a` l’ordre O(n).
Dissipation d’e´nergie
On s’inte´resse e´galement a` la dissipation d’e´nergie en re´gime stationnaire. Cette quantite´ a e´te´
e´tudie´e par de nombreux auteurs dans le cas d’une turbulence 2D ou 3D. Ces e´tudes s’effectuent
par le biais de simulations nume´riques ou de calculs the´oriques. Si une e´tude the´orique ne permet
pas de de´terminer la dissipation a` haut Reynolds, certaines techniques permettent de borner
cette quantite´ [39]. Une borne supe´rieure et une borne infe´rieure ont e´te´ de´termine´es dans le
cas qui nous inte´resse d’une turbulence 2D engendre´e par un forc¸age monochromatique. Le
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Figure 5.8 – Repre´sentation sche´matique du calcul de la solution stationnaire (voir texte).
calcul the´orique effectue´ pre´ce´demment permet e´galement d’estimer la dissipation d’e´nergie de
la solution stationnaire.
Alexakis et Doering utilisent dans leur e´tude un nombre de Reynolds diffe´rent de celui utilise´
par Sommeria, et de´fini a` l’aide de la vitesse quadratique moyenne de l’e´coulement. On de´finit
alors :
Re(U) =
U
νkf
(5.19)
ou` U =
√
< |~˜u|2 > est la vitesse quadratique moyenne, et kf est de´fini par −∆˜ ~˜f = k2f ~˜f (kf =√
2nπ/L pour le forc¸age d’un re´seau carre´ de n tourbillons de coˆte´). La dissipation d’e´nergie est
alors adimensionne´e par kfU
3 et prend alors la forme :
β =
ν| ~˜∇~˜u|2
kfU3
=
ν < ω˜2 >
kfU3
(5.20)
Ces grandeurs peuvent eˆtre relie´es aux grandeurs conside´re´es pre´ce´demment de la manie`re sui-
vante :
Re(U) =
Re√
2nπ
√
< |~u|2 > (5.21)
β =
< (∆ψ)2 >√
2nπRe < |~u|2 >3/2 (5.22)
ou` toutes les grandeurs de ces deux dernie`res e´quations sont sans dimension.
La solution laminaire, pour laquelle le terme visqueux e´quilibre le forc¸age, est une solution
du proble`me a` tout nombre de Reynolds. Cependant, cette solution est instable a` haut Reynolds
au profit de la solution e´tudie´e pre´ce´demment. Alexakis et Doering ont borne´ la dissipation β.
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Figure 5.9 – Dissipation d’e´nergie en fonction du nombre de Reynolds construit a` partir de la
vitesse quadratique moyenne Re(U).
La borne supe´rieure est la dissipation de l’e´coulement laminaire, et la borne infe´rieure provient
d’une ine´galite´ de Poincare´ :
1
n2Re(U)
< β <
1
Re(U)
(5.23)
Sur la figure 5.9 sont repre´sente´es les diffe´rentes bornes, ainsi que les points issus des simula-
tions nume´riques. Nous avons ajoute´ e´galement la dissipation de la solution the´orique ψ ≃ ψ0+ξa
calcule´e pre´ce´demment. Cette dissipation est trace´e pour l’amplitude λs de la circulation grande
e´chelle calcule´e the´oriquement. On constate que les points issus de la simulation se situent bien
entre les deux bornes calcule´es. A haut Reynolds, la solution issue du calcul the´orique pre´voit
une dissipation de l’ordre de 50% de la valeur re´elle.
5.2.4 Stabilite´ de la solution stationnaire
Nous avons de´ja` e´voque´ le fait que la solution stationnaire engendre´e par un forc¸age de
10x10 tourbillons perd sa stabilite´ a` trop haut nombre de Reynolds. La circulation grande e´chelle
pre´sente alors des phases turbulentes suivies de phases de relaminarisation. Une autre manie`re de
de´stabiliser la solution stationnaire consiste a` ajouter une friction line´aire. Lorsque Rh diminue,
la friction est de plus en plus forte et limite l’accumulation d’e´nergie vers les grandes e´chelles
du syste`me. La circulation globale perd alors sa stabilite´ et acquiert une de´pendance temporelle.
Pour des frictions plus fortes encore, elle pre´sente des renversements ale´atoires qui sont l’objet
de la prochaine partie.
148
0 200 400 600 800 1000−0.2
−0.1
0
0.1
0.2
t
ψ 1
,1
0 200 400 600 800 1000−0.2
−0.1
0
0.1
0.2
t
ψ 1
,1
0 200 400 600 800 1000−0.2
−0.1
0
0.1
0.2
t
ψ 1
,1
Figure 5.10 – Amplitude de la circulation grande e´chelle en fonction du temps. Les renverse-
ments sont de plus en plus fre´quents quand Rh diminue. De haut en bas : Rh = 70, Rh = 55, et
Rh = 40.
5.3 Renversements de la circulation grande e´chelle
5.3.1 Effet de la friction
Sur la figure 5.10 sont repre´sente´es des se´ries temporelles de l’amplitude de la circulation
grande e´chelle pour 3 valeurs de Rh, lorsque l’on force 6x6 tourbillons a` Re = 2000. On constate
qu’a` Rh e´leve´ la circulation grande e´chelle a un comportement chaotique, mais garde une polarite´
donne´e et correspond donc a` un e´coulement qui tourne toujours dans le meˆme sens. Lorsque Rh
diminue, on observe de longues phases dans une polarite´ donne´e, se´pare´es par des renversements
soudains de l’amplitude de la circulation. Les renversements apparaissent donc pour une valeur
critique de Rh, de l’ordre de 70, et sont d’autant plus fre´quents que Rh est infe´rieur a` cette
valeur.
Une image de la fonction de courant et du champ de vorticite´ dans une polarite´ donne´e est
fournie sur la figure 5.11. On distingue toujours une certaine se´paration d’e´chelle entre ces deux
champs.
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Figure 5.11 – Fonction de courant et champ de vorticite´ obtenus lors d’une simulation a` Re =
2000 et Rh = 50.
5.3.2 Mode´lisation par un syste`me dynamique simple
Dans le but de mode´liser le plus simplement possible la dynamique de renversement observe´e,
on conside`re les syme´tries du proble`me de de´part, puis on isole les composantes de la fonction de
courant qui se transforment diffe´remment sous ces syme´tries. Le syste`me conside´re´ est invariant
par re´flexion par rapport a` la droite x = 1/2, et par re´flexion par rapport a` la droite y = 1/2.
On note respectivement ces deux syme´tries Sx et Sy. On conserve alors 3 modes principaux dans
la fonction de courant :
– L’amplitude de la circulation grande e´chelle est note´eD et est e´value´e par ψ1,1, le coefficient
de Fourier sur sin(πx) sin(πy) de la fonction de courant. Cette composante de l’e´coulement
grande e´chelle est impaire sous l’action de Sx ou Sy.
– Une deuxie`me composante, note´e Qx, est la partie de l’e´coulement grande e´chelle qui est
quadrupolaire dans la direction x. Elle est paire sous l’action Sx et impaire sous l’action de
Sy. On l’e´valuera graˆce a` ψ2,1, le coefficient de Fourier sur sin(2πx) sin(πy) de la fonction
de courant.
– Une troisie`me composante, note´e Qy, est la partie de l’e´coulement grande e´chelle qui est
quadrupolaire dans la direction y. Elle est paire sous l’action Sy et impaire sous l’action de
Sx. On l’e´valuera graˆce a` ψ1,2, le coefficient de Fourier sur sin(πx) sin(2πy) de la fonction
de courant.
Un syste`me dynamique qui couple ces trois amplitudes doit respecter les syme´tries du proble`me
de de´part, et doit donc eˆtre invariant sous l’action de Sx ou Sy. Un syste`me simple qui ve´rifie
ces contraintes est :
D˙ = −νD −QxQy (5.24)
Q˙x = +Qx −QyD −Q3x (5.25)
Q˙y = µQy +DQx (5.26)
Nous avons choisi de mettre le moins de non-line´arite´s d’ordre trois possible : seule celle en
−Q3x est ne´cessaire, afin d’empeˆcher une croissance non borne´e de Qx. Des se´ries temporelles
issues de ce syste`me sont repre´sente´es sur la figure 5.12 pour µ = 4.0 et diffe´rentes valeurs de ν.
La composante D se renverse ale´atoirement lorsque ν de´passe une valeur critique νc = 1.6659.
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Figure 5.12 – Series temporelles de la variable D du syste`me dynamique, pour µ = 4.0 et
respectivement ν = 1.665, ν = 1.666, et ν = 1.668.
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Remarquons que le syste`me dynamique e´tudie´ peut e´galement repre´senter la dynamique
du champ magne´tique dynamo d’un objet astrophysique. En effet, si l’on appelle D un mode
dipolaire de champ magne´tique, Q un mode quadrupolaire et V la partie de l’e´coulement au sein
de l’astre qui brise la syme´trie e´quatoriale, les contraintes impose´es par Sx et Sy dans le proble`me
pre´sent sont les meˆmes que celles impose´es par la syme´trie e´quatoriale et par ~B → − ~B dans
le proble`me magne´tique. Ainsi, on peut repre´senter des renversements de champ magne´tique a`
l’aide du syste`me dynamique e´crit pre´ce´demment, a` condition d’effectuer la substitution D → D,
Qx → V et Qy → Q. Les renversements du syste`me dynamique pre´ce´dent peuvent alors eˆtre
compris simplement a` partir de notre e´tude de deux modes couple´s de champ magne´tique :
lorsque deux modes de champ magne´tique sont couple´s par une brisure de syme´trie impose´e, ils
peuvent avoir une dynamique de renversements au voisinage d’une bifurcation noeud-col. Dans le
syste`me dynamique, comme dans l’e´tude de Navier-Stokes a` deux dimensions, aucune brisure de
syme´trie externe n’est impose´e. Par contre, la composante Qx, e´quivalente a` V pour le proble`me
magne´tique, est instable et choisit spontane´ment un signe. Dans un syste`me pour lequel aucune
brisure de syme´trie n’est impose´e de l’exte´rieur, c’est donc une brisure de syme´trie spontane´e,
apparaissant par instabilite´, qui est responsable du couplage des modes. Ce syste`me dynamique
a donc de nombreux points communs avec un syste`me dynamique e´tudie´ par Gissinger et al. [40]
pour mode´liser des renversements issus d’une e´tude nume´rique de l’expe´rience VKS. Ce dernier
a simule´ l’expe´rience VKS dans un re´gime de syme´trie brise´e (F1 6= F2), et a donc conside´re´ un
syste`me dynamique qui couple D, Q et V , dans lequel la brisure de syme´trie V est force´e par un
terme constant. En re´sume´, les deux syste`mes dynamiques sont issus d’une interaction de triades
[41], obtenue en n’e´crivant que les termes line´aires et quadratiques, a` laquelle ont e´te´ ajoute´s :
– Dans le cas de Gissinger et al., un terme constant qui force la brisure de syme´trie.
– Dans le cas du mode`le pre´sent, un coefficient line´aire positif dans l’e´quation pour Qx, qui
engendre une brisure spontane´e de syme´trie par instabilite´, et un terme d’ordre trois pour
saturer cette instabilite´.
Le sce´nario d’apparition des renversements dans le syste`me dynamique s’appelle l’intermit-
tence de crise [42] : en dessous du seuil, le syste`me dynamique posse`de deux attracteurs chaotiques
disjoints, qui correspondent aux deux polarite´s possibles, ou encore aux deux signes possibles
de D. Au franchissement du seuil, un attracteur collisionne avec le bassin d’attraction du se-
cond, ce qui a pour effet de connecter ces deux attracteurs. Du fait de la syme´trie du proble`me
de de´part, lorsque l’attracteur 1 touche le bassin d’attraction de l’attracteur 2, l’attracteur 2
touche e´galement le bassin d’attraction de l’attracteur 1. Pre`s du seuil, tre`s peu de trajectoires
du premier attracteur sont connecte´es au second : le syste`me passe une tre`s longue dure´e dans
le premier attracteur et soudain bascule vers le second, ce qui produit un renversement. Les ren-
versements sont donc tre`s rares au voisinage du seuil. Lorsque l’on s’e´loigne du seuil, de plus en
plus de trajectoires connectent les deux attracteurs, et les renversements sont plus fre´quents. Afin
d’illustrer ce sce´nario, on repre´sente sur la figure 5.13 les deux attracteurs de l’espace des phases
pour ν < νc. On repre´sente e´galement un renversement obtenu pour ν le´ge`rement au-dessus du
seuil. On constate que la trajectoire du renversement connecte bien les deux attracteurs chao-
tiques. En pratique, les syme´tries du proble`me de de´part imposent au moins quatre ”types” de
renversements :
– Des renversements de D > 0 a` D < 0 en passant par Qx > 0.
– Des renversements de D > 0 a` D < 0 en passant par Qx < 0. Le signe de Qx correspond
dans le proble`me magne´tique au signe de la brisure de syme´trie de vitesse.
– Des renversements de D < 0 a` D > 0 en passant par Qx > 0.
– Des renversements de D < 0 a` D > 0 en passant par Qx < 0.
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Figure 5.13 – En haut : en dessous du seuil d’apparition des renversements, le syste`me posse`de
deux attracteurs chaotiques de´connecte´s. Au franchissement du seuil, des trajectoires de renver-
sements connectent ces deux attracteurs, qui fusionnent donc en un seul attracteur chaotique. En
bas : les quatre ”types” de renversements de´crits dans le texte (ligne pleine : Qx, ligne tirete´e :
Qy, ligne e´paisse : D).
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Chacun des cas est illustre´ par une se´rie temporelle sur la figure 5.13. On constate que lorsque le
dipoˆle passe par ze´ro, les deux quadrupoˆles pre´sentent un le´ger pic. Ce maximum local d’intensite´
des quadrupoˆles est le plus souvent (c’est-a`-dire en moyenne sur plusieurs renversements) plus
grand que les pics observe´s pendant les phases de polarite´ donne´e.
Diffe´rentes pre´dictions peuvent eˆtre faites a` partir du sce´nario d’intermittence de crise :
au voisinage du seuil, les renversements sont tre`s rares. Le syste`me passe donc un temps long
dans l’attracteur avant de se renverser a` nouveau. Il perd ainsi toute me´moire du renversement
pre´ce´dent. Pour cette raison, la dure´e d’une phase de polarite´ donne´e est inde´pendante de la dure´e
de la phase pre´ce´dente. Plus pre´cise´ment, notons T la variable ale´atoire repre´sentant le temps
passe´ dans une polarite´, et inte´ressons-nous a` sa fonction de densite´ de probabilite´ (PDF). Le
syste`me fait un certain nombre de tours dans l’attracteur avant de se renverser. Pour les faibles
valeurs de T , on s’attend donc a` voir des maxima locaux de la PDF pour les valeurs de T
correspondant a` un nombre entier de tours d’attracteur. Ces tours d’attracteurs n’ont pas tous
la meˆme dure´e, et pour les temps longs, la probabilite´ par unite´ de temps de se renverser devient
uniforme. On s’attend donc a` observer une PDF exponentielle pour les valeurs de T grandes
devant la dure´e moyenne d’un tour d’attracteur (loi de Poisson) :
P (T ) = 1/τe−T/τ (5.27)
Si l’on note < T > le temps moyen passe´ dans une polarite´ donne´e, l’intermittence de crise
pre´voit pour < T >−1 une loi de puissance en l’e´cart au seuil d’apparition des renversements :
< T >−1∼ (ν − νc)γ (5.28)
ou` la valeur de l’exposant γ est relie´ aux proprie´te´s des deux attracteurs dans la re´fe´rence [43].
Nous avons ve´rifie´ la de´pendance en loi de puissance de < T >−1 avec ν − νc sur la figure 5.14.
Au voisinage imme´diat du seuil, seule une tre`s petite zone du premier attracteur est connecte´e
au second. Ainsi, tous les renversements sont issus quasiment du meˆme point de l’attracteur de
de´part, et ont donc des trajectoires tre`s similaires dans l’espace des phases. Ils se concentrent
autour d’une trajectoire unique lorsque l’on se rapproche du seuil. Du fait des syme´tries du
proble`me de de´part, il y a en fait quatre ”trajectoires limites” qui relient les deux polarite´s (une
pour chaque signe de Qx, puis une pour chaque signe initial de D). Ces quatre trajectoires limites
s’obtiennent les unes a` partir des autres graˆce a` Sx et Sy. Plus loin du seuil, les trajectoires qui
connectent les deux attracteurs sont beaucoup plus disperse´es autour de la trajectoire limite.
Nous avons trace´ sur la figure 5.14 diffe´rentes trajectoires de renversements (syme´trise´es au
besoin graˆce a` Sx et Sy), pour montrer que celles-ci se concentrent sur une trajectoire unique au
voisinage imme´diat du seuil.
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Figure 5.14 – En haut : inverse du temps moyen passe´ dans une polarite´ donne´e en fonction
de l’e´cart au seuil. L’exposant de la loi de puissance vaut environ 1.2. En bas : superposition
dans l’espace des phases de 16 trajectoires de renversements, tre`s pre`s du seuil (trait e´pais) et a`
10% au dessus du seuil (trait fin). Au voisinage imme´diat du seuil, les renversements se font en
suivant une meˆme trajectoire limite.
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Figure 5.15 – En haut : Se´rie temporelle des trois composantes a` grande e´chelle de l’e´coulement,
pour Rh = 23.5. En bas : agrandissements de deux renversements, et d’un ”renversement rate´”.
5.3.3 Caracte´risation des renversements hydrodynamiques
Conside´rons toujours l’e´quation de Navier-Stokes, avec un forc¸age a` un peu plus grande
e´chelle :
∂t∆ψ + J(∆ψ, ψ) = − 1
Rh
∆ψ +
1
Re
∆2ψ + 3π sin(2πx) sin(4πy) (5.29)
On force ici un re´seau de 2x4 tourbillons. Ceci a le double avantage de rendre les simulations
nume´riques plus rapides, ce qui permet de converger des statistiques plus facilement, et de cor-
respondre a` un dispositif expe´rimental simple a` re´aliser puisqu’il faut uniquement 8 e´lectrodes
pour injecter le courant contre 36 dans le dispositif de Sommeria. Cette ge´ome´trie de forc¸age
engendre e´galement une circulation globale, qui se renverse lorsque Rh est suffisamment faible.
Toutes les simulations sont effectue´es a` Re = 2000. La valeur critique de Rh vaut Rhc ≃ 24.5.
Une se´rie temporelle est pre´sente´e sur la figure 5.15. On y a trace´ les trois amplitudes D, Qx
et Qy, telles qu’elles ont e´te´ de´finies pre´ce´demment. On constate que les quadrupoˆles gardent
un niveau faible pendant les longues phases de polarite´ donne´e, et qu’ils sont plus importants
pendant les renversements. Ceci est bien visible sur les deux agrandissements de renversements.
On observe de plus que les trois composantes fluctuent beaucoup pendant les renversements,
et que les deux exemples de renversements ne se font pas du tout en suivant une trajectoire
identique dans l’espace des phases. On repre´sente enfin un exemple de ”renversement rate´” :
le syste`me termine une phase de polarite´ donne´e et les trois amplitudes fluctuent beaucoup et
changent plusieurs fois de signes avant que le syste`me ne se restabilise dans la polarite´ initiale.
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Temps de sortie d’attracteur chaotique
Tout ceci rend la dynamique plus complique´e que celle du syste`me dynamique a` trois modes.
Ne´anmoins, il reste un point commun important entre les deux syste`mes : lors des phases de
polarite´ donne´e, le syste`me hydrodynamique passe une tre`s longue dure´e dans le meˆme attrac-
teur chaotique. Lors d’un renversement, il sort de cet attracteur pour rejoindre son syme´trique.
Ce comportement apparaˆıt pour une valeur critique du parame`tre de controˆle, et la fre´quence
moyenne des renversements s’annule lorsque l’on atteint ce seuil. Ceci semble indiquer que le
sce´nario d’intermittence de crise reste valable pour ce syste`me hydrodynamique, qui n’est apre`s
tout qu’un syste`me dynamique posse´dant un grand nombre de degre´s de liberte´. Nous souhai-
tons donc ve´rifier certaines pre´dictions de l’intermittence de crise pour ce syste`me. Pour cela, il
convient tout d’abord d’avoir une de´finition claire pour les e´ve`nements auxquels on s’inte´resse.
Nous nous inte´resserons donc aux temps de sortie de l’attracteur chaotique. On conside`re
que le syste`me est sorti de cet attracteur de`s que la valeur absolue de D devient infe´rieure a` 0.1.
On mesure les dure´es entre ces diffe´rentes sorties, et on ne garde que les valeurs supe´rieures a` un
certain seuil. Ainsi les changements de signes rapides de D au moment du renversement ne sont
pas compte´s comme des sorties d’attracteur. Au voisinage de Rhc les sorties d’attracteurs sont
tre`s rares, et le traitement est tre`s robuste quand au choix des valeurs seuils utilise´es. Les trois
e´ve`nements repre´sente´s sur la figure 5.15 correspondent chacun a` une seule sortie d’attracteur.
Test des pre´dictions de l’intermittence de crise
Si l’on appelle T la variable ale´atoire qu’est le temps de sortie, la premie`re pre´diction a` tester
est que cette grandeur a une PDF exponentielle. Cette PDF est repre´sente´e en coordonne´es semi-
logarithmiques sur la figure 5.16 pour Rh = 20. Le test suivant consiste a` ve´rifier que la sortie de
l’attracteur se fait en empruntant a` peu pre`s la meˆme trajectoire dans l’espace des phases. Sur la
figure 5.16 nous avons trace´ un grand nombre de trajectoires de sorties, obtenues au voisinage de
Rhc. Les trajectoires sont relativement peu disperse´es autour de la trajectoire moyenne, comme
le pre´dit l’intermittence de crise. Rappelons tout de meˆme que ceci n’est vrai qu’au voisinage
imme´diat de la sortie de l’attracteur, apre`s quoi les diffe´rentes trajectoires s’e´loignent tre`s rapi-
dement les unes des autres, pour produire la grande diversite´ de renversements illustre´e sur la
figure 5.15.
Afin de visualiser dans l’espace re´el la trajectoire de sortie d’attracteur, nous avons moyenne´
la fonction de courant sur douze renversements issus d’une simulation a` Rh = 20. Au besoin,
on applique les syme´tries Sx et/ou Sy pour ne moyenner que des renversements allant de D >
0 a` D < 0 en passant par Qx > 0, et visualiser ainsi une seule des quatre trajectoires de
sortie d’attracteur possibles. On repre´sente sur la figure 5.17 la fonction de courant obtenue a`
douze instants se´pare´s de 1.25 unite´s de temps. Cette sortie d’attracteur moyenne est tre`s bien
converge´e : les onze premie`res images sont qualitativement tre`s similaires si on ne moyenne que
sur six renversements, tandis que la douzie`me image est un peu diffe´rente. Le changement de
signe de D se fait entre la dixie`me et la onzie`me image. Pour des temps plus longs, les diffe´rentes
trajectoires se se´parent rapidement, si bien que la fonction de courant moyenne devient tre`s faible
en tout point et n’a plus beaucoup d’inte´reˆt physique. On constate que la sortie de l’attracteur se
fait par nucle´ation d’une petite zone de vorticite´ ne´gative dans le coin supe´rieur droit du carre´.
Dans cette zone le forc¸age a e´galement un signe ne´gatif, si bien qu’il amplifie ce tourbillon de
coin. La circulation grande e´chelle se trouve alors comprime´e dans le coin infe´rieur gauche, ou` se
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Figure 5.16 – En haut a` gauche : PDF du temps de sortie d’attracteur pour Rh = 20. On
obtient un bon accord avec l’exponentielle attendue. La coupure introduite pour T faible e´le`ve
le niveau de la PDF nume´rique pour T plus e´leve´. A droite : Inverse du temps moyen de sortie
d’attracteur, en fonction de l’e´cart au seuil re´duit. On observe une loi de puissance, d’exposant
1.9. En bas : superposition dans l’espace des phases de 39 trajectoires de sorties d’attracteur
pour Rh compris entre 23 et 24, et trajectoire moyenne (ligne e´paisse).
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trouve un forc¸age de signe ne´gatif qui lui retire de l’e´nergie. A la fin de cette sortie d’attracteur,
D est a` peu pre`s nul et la vorticite´ est a` peu pre`s e´quitablement re´partie en zones de signes
positifs et ne´gatifs : le syste`me a a` peu pre`s autant de chances de repartir vers la polarite´ initiale
(renversement rate´) que de partir vers la polarite´ oppose´e (renversement re´ussi).
La dernie`re pre´diction a` tester concerne le temps moyen de sortie d’attracteur. Nous avons
donc trace´ < T >−1 en fonction de l’e´cart au seuil re´duit (Rh − Rhc)/Rhc sur la figure 5.16.
Sur cette figure comme dans les pre´ce´dentes, les barres d’erreur ont e´te´ e´value´es en prenant la
racine du nombre d’e´ve`nements observe´s pour chaque valeur de Rh, divise´ par le temps final
de la simulation. Les points suivent relativement bien une loi de puissance, en accord avec la
pre´diction de l’intermittence de crise. L’exposant de la loi de puissance de´pend assez fortement
de la valeur de Rhc choisie. Il est compris entre 1.9 et 2.3.
5.4 Conclusion
Nous avons e´tudie´ la circulation globale engendre´e par la de´stabilisation d’un re´seau carre´
de tourbillons. En l’absence de forc¸age et de dissipation, un seul mode de Fourier est solution
du proble`me non line´aire. La circulation globale est relativement bien repre´sente´e par le mode
de Fourier le plus bas. Nous avons line´arise´ les e´quations autour de cette solution pour calculer
les petites e´chelles qui coexistent avec cette circulation globale lorsque le forc¸age est non nul.
On obtient ainsi une famille de solutions de´pendant d’un parame`tre. Un me´canisme de se´lection
faisant intervenir le terme visqueux nous a permis de se´lectionner une seule valeur de l’ampli-
tude de la circulation globale. Cette technique de calcul semble pouvoir s’appliquer a` d’autres
proble`mes dans lesquels une cascade inverse d’e´nergie forme un ”condensat” intense dans un
mode de grande taille caracte´ristique, avec lequel coexistent des fluctuations de petite amplitude
et a` petite e´chelle.
L’ajout d’un terme de friction line´aire de´stabilise la circulation globale, qui pre´sente des ren-
versements erratiques au-dela` d’une valeur seuil du coefficient de friction. Ces renversements
ont lieu sur un fond turbulent et en l’absence de brisure de syme´trie impose´e. Ils sont plus
complexes que ceux du champ magne´tique de l’expe´rience VKS en ce sens qu’aucune jus-
tification mathe´matique ne permet a priori d’isoler un petit nombre de modes qui e´voluent
inde´pendamment des fluctuations a` petite e´chelle. Cependant, des arguments physiques vont
dans ce sens : en l’absence de frottement, le syste`me forme un ”condensat” dans le mode de
Fourier fondamental. Lorsque le frottement augmente, cette accumulation d’e´nergie dans le fon-
damental est restreinte, et les deux modes de Fourier suivants acquie`rent une e´nergie significative.
On s’est donc limite´ aux amplitudes des trois premiers modes de Fourier de la fonction de cou-
rant pour construire un syste`me dynamique simple. Ce dernier pre´sente des renversements qui
apparaissent par un sce´nario d’intermittence de crise. Ces renversements sont caracte´rise´s par :
– Un seuil en-dessous duquel il n’y a pas de renversements.
– Une PDF exponentielle pour la dure´e T d’une phase de polarite´ donne´e.
– Une de´pendance en loi de puissance de < T >−1 en fonction de l’e´cart au seuil.
– Une trajectoire limite dans l’espace des phases, autour de laquelle se concentrent les tra-
jectoires de renversements au voisinage de leur seuil d’apparition.
Ces diffe´rentes pre´dictions ont e´te´ teste´es et valide´es sur les donne´es issues des simulations
nume´riques. Dans la ge´ome´trie conside´re´e, l’e´quation de Navier-Stokes a` deux dimensions peut
donc eˆtre vue comme un syste`me dynamique de grande taille, dans lequel des renversements
apparaissent par un sce´nario d’intermittence de crise.
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Figure 5.17 – Evolution de la fonction de courant moyenne´e et syme´trise´e sur douze renverse-
ments. Les images sont se´pare´es de 1.25 unite´s de temps.
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5.A Me´thode de re´solution nume´rique de l’e´quation de
Navier-Stokes 2D
Nous avons re´alise´ un code semi-spectral afin de re´soudre l’e´quation de Navier-Stokes a` deux
dimensions, e´crite sous la forme de l’e´quation (5.2), avec des conditions aux limites de type
”stress-free”. Ces conditions aux limites sont assure´es a` l’aide de la de´composition (5.4), qui
impose ψ = 0 en x = 0, x = 1, y = 0 et y = 1. Si l’on note N2 la re´solution de la simulation
nume´rique, l’espace est de´compose´ sous la forme (xp, yq)(p,q)∈{1,...,N}2, avec xn = yn = n/(N +1).
On note alors F la transforme´e de Fourier, de´finie par :
F : RN2 → RN2 (5.30)
(ψ(xp, yq))(p,q)∈{1,...,N}2 → (ψp,q)(p,q)∈{1,...,N}2
et telle que :
ψ(xp, yq, t) =
m=N,n=N∑
m=1,n=1
ψm,n(t) sin(mπxp) sin(nπyq) (5.31)
On note F−1 l’inverse de F .
5.A.1 Evaluation des termes line´aires
Toutes les ope´rations de de´rivations spatiales deviennent de simples multiplications dans
l’espace de Fourier. Le temps est discre´tise´ en pas de temps dt, et l’on souhaite obtenir les
coefficients de Fourier de ψ a` l’instant t+dt en fonction de ceux a` l’instant t. Les termes visqueux
et de friction sont traite´s de manie`re implicite, c’est-a`-dire qu’ils sont e´value´s en remplac¸ant ψ
dans l’e´quation (5.2) par sa valeur a` t + dt et non a` t. Cette ope´ration permet une meilleure
stabilite´ du code nume´rique. Si l’on note NL le vecteur deRN2 repre´sentant le terme non line´aire
de (5.2) dans l’espace de Fourier, et e´value´ a` l’instant tk, les coefficients de Fourier de la fonction
de courant a` l’instant tk+1 s’obtiennent a` partir de l’e´galite´ :
ψp,q(tk+1) ≃
ψp,q(tk) +
dt
π2(p2+q2)
NLp,q − ndtπ(p2+q2)δp,nδq,n
1 + dt
Rh
+ π
2(p2+q2)dt
Re
(5.32)
Cette e´quation est exacte dans la limite dt → 0, et constitue une bonne approximation de
l’e´quation continue pour dt suffisamment petit.
5.A.2 Evaluation du terme non-line´aire
Le partie couteuse en temps de calcul est l’e´valuation du terme non line´aire. En effet, le calcul
des termes line´aires est constitue´ de de´rivations, qui s’effectuent a` l’aide d’une simple multipli-
cation dans l’espace de Fourier, donc en N2 ope´rations (on rappelle que N2 est la re´solution
spatiale totale de la simulation nume´rique). Le terme non-line´aire lui est un produit de convo-
lution dans l’espace de Fourier, ce qui demanderait N4 ope´rations. On pre´fe`re alors calculer les
de´rive´es dans l’espace de Fourier, puis repasser dans l’espace re´el pour effectuer le produit de
ces de´rive´es. Le re´sultat du produit est ensuite a` nouveau transpose´ dans l’espace de Fourier.
Les ope´rations couteuses en temps de calcul sont alors les transforme´es de Fourier, qui pour une
re´solution de N2 points prennent un temps de l’ordre de N2 ln(N).
On introduit alors les nouvelles transforme´es de Fourier Fx et Fy, correspondant a` la trans-
forme´e de Fourier de´finie pre´ce´demment, mais effectue´e uniquement selon la dimension x ou
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y. On de´finit de plus F cosx et F cosy , qui sont identiques aux transforme´es de Fourier de´finies
pre´ce´demment, mais pour un vecteur de´compose´ sur une base de cosinus et non de sinus. A
l’aide de ces diffe´rentes notations, le terme non line´aire NL e´value´ a` l’instant tk s’e´crit :
NL = F
{
F−1y ◦ F cos −1x {[−pπ3(p2 + q2)ψp,q](p,q)} × F−1x ◦ F cos −1y {[qπψp,q](p,q)} (5.33)
−F−1x ◦ F cos −1y {[−qπ3(p2 + q2)ψp,q](p,q)} × F−1y ◦ F cos −1x {[pπψp,q](p,q)}
}
ou` l’indice (p, q) est une abre´viation de (p, q) ∈ {1, ..., N}2.
Le code nume´rique a e´te´ e´crit en langage C, et les transforme´es de Fourier sont effectue´es a`
l’aide de la librairie fftw.
5.B Calcul analytique de la solution a` haut Re
Dans ce qui suit nous pre´sentons le calcul de la vorticite´ antisyme´trique −∆ξa, puis celui de
la vorticite´ syme´trique −∆ξs.
5.B.1 Calcul de ξa
On souhaite re´soudre l’e´quation (5.8), dans laquelle on de´veloppe le jacobien J , avant de
diviser l’e´quation obtenue par cos(πx) cos(πy). On obtient alors l’e´quation suivante :
∂x(λ∆ξa) tan(πx)− ∂y(λ∆ξa) tan(πy) = nsin(nπx) sin(nπy)
cos(πx) cos(πy)
, (5.34)
Cette e´quation se simplifie nettement a` l’aide du changement de variables suivant :
X =
1
π
ln(sin(πx)) ⇔ x = 1
π
arcsin(eπX) (5.35)
Y =
1
π
ln(sin(πy)) ⇔ y = 1
π
arcsin(eπY ) (5.36)
λ∆ξa = Ua(X, Y ) (5.37)
On obtient alors :
∂XUa − ∂Y Ua = nsin(n arcsin(e
πX)) sin(n arcsin(eπY ))
cos(arcsin(eπX)) cos(arcsin(eπY ))
(5.38)
Pour n pair, sin(nx) peut-eˆtre de´compose´ sous la forme cos(x)P (sin(x)), ou` P est un po-
lynoˆme de degre´ n− 1. Ainsi le membre de droite de l’e´quation (5.38) est un polynoˆme en eπX
et eπY , et l’e´quation peut alors facilement eˆtre inte´gre´e. Nous nous inte´ressons maintenant en
de´tails aux forc¸ages n = 6 et n = 10.
6x6 tourbillons
De´veloppons le membre de droite de l’e´quation (5.38) dans le cas n = 6 :
∂XUa − ∂Y Ua = 24
[
256e5π(X+Y ) − 256eπ(5X+3Y ) + 48eπ(5X+Y ) − 256eπ(3X+5Y ) (5.39)
+256e3π(X+Y ) − 48eπ(3X+Y ) + 48eπ(X+5Y ) − 48eπ(X+3Y ) + 9eπ(X+Y )
]
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Les monoˆmes en eπ(pX+qY ) avec p 6= q s’inte`grent directement sous la meˆme forme. Les monoˆmes
de la forme eπp(X+Y ) sont des e´le´ments du noyau de l’ope´rateur line´aire du membre de gauche,
et s’inte`grent donc sous la forme (X − Y )eπp(X+Y ). La fonction U obtenue est alors :
Ua(X, Y ) = 24
[
9
2
(X − Y )eπ(X+Y ) + 128(X − Y )e3π(X+Y ) + 128(X − Y )e5π(X+Y ) (5.40)
+
24
π
eπ(X+3Y ) − 12
π
eπ(X+5Y ) − 24
π
eπ(3X+Y ) +
128
π
eπ(3X+5Y )
+
12
π
eπ(5X+Y ) − 128
π
eπ(5X+3Y )
]
+ g(X + Y )
La fonction g(X + Y ) est la solution de l’e´quation sans second membre. C’est une fonction de
sin(πx) sin(πy), et elle correspond donc a` de la circulation a` grande e´chelle. Par hypothe`se, ψ0 a
e´te´ pris de la forme sin(πx) sin(πy). En cohe´rence avec cette hypothe`se on prend g = 0. On est
alors en mesure d’exprimer la vorticite´ de la solution a` petite e´chelle en repassant aux variables
x et y :
λ∆ξa = (5.41)
24
π
[
9
2
ln(sin(πx)/sin(πy)) sin(πx) sin(πy) + 128 ln(sin(πx)/sin(πy)) sin3(πx) sin3(πy)
+128 ln(sin(πx)/sin(πy)) sin5(πx) sin5(πy) + 24 sin(πx) sin3(πy)− 12 sin(πx) sin5(πy)
−24 sin3(πx) sin(πy) + 128 sin3(πx) sin5(πy) + 12 sin5(πx) sin(πy)− 128 sin5(πx) sin3(πy)
]
Ce champ de vorticite´ a` petite e´chelle est repre´sente´ sur la figure 5.6.
10x10 tourbillons
Lors du de´veloppement du membre de droite de l’e´quation (5.38), on obtient n2 termes. Pour
les n grands on utilise donc le logiciel Mathematica pour calculer le champ ∆ξa. Dans le cas
n = 10, on obtient :
λ∆ξa = (1/(3π))(10 sin(πx) sin(πy)(40 cos(6πx) + 15 cos(8πx)− 240 cos(2πy) (5.42)
−90 cos(4πy)− 40 cos(6πy)− 15 cos(8πy) + 150 ln(sin(πx))− 150 ln(sin(πy))
+1280 cos(6πx) sin(πx)2 sin(πy)2 − 38400 cos(2πy) sin(πx)2 sin(πy)2
−7680 cos(4πy) sin(πx)2 sin(πy)2 − 1280 cos(6πy) sin(πx)2 sin(πy)2
+38400 ln(sin(πx)) sin(πx)2 sin(πy)2 − 38400 ln(sin(πy)) sin(πx)2 sin(πy)2
−387072 cos(2πy) sin(πx)4 sin(πy)4 + 393216 ln(sin(πx)) sin(πx)8 sin(πy)8
−32256 cos(4πy) sin(πx)4 sin(πy)4 + 677376 ln(sin(πx)) sin(πx)4 sin(πy)4
−677376 ln(sin(πy)) sin(πx)4 sin(πy)4 − 393216 cos(2πy) sin(πx)6 sin(πy)6 +
1572864 ln(sin(πx)) sin(πx)6 sin(πy)6 − 1572864 ln(sin(πy)) sin(πx)6 sin(πy)6
−393216 ln(sin(πy)) sin(πx)8 sin(πy)8 + 6 cos(4πx)(15 + 1280 sin(πx)2 sin(πy)2
+5376 sin(πx)4 sin(πy)4) + 48 cos(2πx)(5 + 800 sin(πx)2 sin(πy)2 + 8064 sin(πx)4 sin(πy)4
+8192 sin(πx)6 sin(πy)6)))
Ce champ de vorticite´ a` petite e´chelle est e´galement repre´sente´ sur la figure 5.6.
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5.B.2 Calcul de ξs
Une fois calcule´ ∆ξa, on peut calculer ∆ξs a` l’aide de l’e´quation (5.9). Une fois divise´e par
cos(πx) cos(πy), et en utilisant le meˆme changement de variables, cette e´quation prend la forme :
∂XUs − ∂Y Us = 1
πλRe
∆2ξa
cos(πx) cos(πy)
(5.43)
avec Us(X, Y ) = ∆ξs.
En introduisant le changement de variables :
S = X (5.44)
T = X + Y (5.45)
∆2ξa
cos(πx) cos(πy)
=
1
λ
F (S, T ) (5.46)
Us(X, Y ) = G(S, T ) (5.47)
l’e´quation (5.43) s’e´crit :
∂SG =
1
πλ2Re
F (S, T )⇒ Us(X, Y ) = 1
πλ2Re
∫ S=X
S=0
F (S,X + Y )dS (5.48)
La fonction F peut eˆtre obtenue aise´ment a` l’aide du logiciel Mathematica. Dans le cas de
6x6 tourbillons, on obtient :
Us(X, Y ) =
1
λ2Re
∫ S=X
S=0
1√
1− e2πS√1− e2π(−S+X+Y )12e
−π(X+Y ) {−9e2πS (5.49)
+9e2π(−S+X+Y ) − 320e2π(S+X+Y ) − 2160e2π(2S+X+Y ) − 6400e−2π(S−3(X+Y )) + 320e−2π(S−2(X+Y ))
+6400e2π(S+2(X+Y )) + 2160e2π(−2S+3(X+Y )) − 2
(
9e2π(X+Y ) + 2304e4π(X+Y )
+6400e6π(X+Y ) − 768e2π(S+X+Y ) − 2560e−2π(S−3(X+Y )) − 768e−2π(S−2(X+Y ))
−2560e2π(S+2(X+Y ))
)
πS + 2
(
9e2π(X+Y ) + 2304e4π(X+Y ) + 6400e6π(X+Y ) − 768e2π(S+X+Y )
−2560e−2π(S−3(X+Y )) − 768e−2π(S−2(X+Y )) − 2560e2π(S+2(X+Y ))
)
π(−S +X + Y )
}
dS
d’ou` l’on de´duit la composante syme´trique de vorticite´ a` petite e´chelle :
∆ξs = Us
(
1
π
ln(sin(πx)),
1
π
ln(sin(πy))
)
(5.50)
En pratique l’inte´gration de la fonction F est re´alise´e nume´riquement.
Dans le cas de 10x10 tourbillons la fonction F contient 102 termes que l’on obtient a` l’aide
de Mathematica. L’e´criture explicite de cette fonction F ne pre´sente pas d’inte´reˆt particulier,
d’autant plus que l’on e´value ensuite ∆ξs a` l’aide d’une inte´gration nume´rique.
Une fois les champs ∆ξa et ∆ξs connus, on obtient les champs ξa et ξs en inversant le laplacien
et en imposant les conditions aux limites de type ”stress-free”. Cette ope´ration est re´alise´e en
passant dans l’espace de Fourier, c’est-a`-dire en rede´composant les champs ∆ξa et ∆ξs sur la
base sin(pπx) sin(qπy). Le champ ξs obtenu est repre´sente´ sur la figure 5.7.
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Conclusion
Nous avons aborde´ dans cette the`se diffe´rents aspects de la dynamique d’une structure a`
grande e´chelle engendre´e sur un fond turbulent. L’e´tude de la dynamo VKS nous a permis de
re´duire la dynamique du champ magne´tique a` celle de deux modes couple´s. Cette simplification
aboutit a` une e´quation d’amplitude, dont les coefficients fluctuent du fait de la turbulence de
l’e´coulement dynamo. L’e´tude de cette e´quation d’amplitude fournit un cadre simple dans le-
quel nous pouvons interpre´ter et expliquer les diffe´rents re´sultats de l’expe´rience VKS : champs
magne´tiques stationnaires, champs oscillants, renversements ale´atoires, et zones de bistabilite´
entre champ magne´tique stationnaire et oscillant.
A l’aide d’un mode`le simple de dynamo cine´matique, nous avons e´tudie´ la structure spa-
tiale du champ magne´tique engendre´, et nous avons montre´ que la localisation he´misphe´rique
du champ magne´tique est e´galement une conse´quence ge´ne´rique de la brisure de syme´trie de
l’e´coulement dynamo. Cette pre´diction d’une localisation he´misphe´rique du champ magne´tique
a e´te´ ve´rifie´e a` l’aide de donne´es expe´rimentales de VKS. Elle fournit une origine simple au
champ magne´tique he´misphe´rique re´manent sur Mars et a` la localisation des taches solaires dans
l’he´misphe`re Sud a` la fin du minimum de Maunder.
La re´duction du proble`me magne´tique a` une e´quation d’amplitude simple permet de faire
une analogie entre ce proble`me et celui de la de´rive d’un motif pe´riodique. Nous avons donc
e´tudie´ l’e´quation d’amplitude dans ce contexte plus simple, en re´gime line´aire et non-line´aire.
Les re´sultats obtenus permettent de pre´dire l’existence d’une re´gion de l’espace des parame`tres
de VKS autorisant un champ magne´tique quadrupolaire stable. Cette pre´diction n’est cependant
valable que si la dynamo VKS peut eˆtre de´compose´e en deux dynamos e´loigne´es interagissant
faiblement.
Le quatrie`me chapitre nous a permis de mettre en e´vidence un me´canisme par lequel une
variation des conditions aux limites a` petite e´chelle entraˆıne une instabilite´ d’un champ a` grande
e´chelle. Le me´canisme par lequel les variations de perme´abilite´ magne´tique ou de conductivite´
e´lectrique produisent un effet dynamo a e´te´ explicite´ a` l’aide d’un de´veloppement asympto-
tique. Ce me´canisme semble pouvoir expliquer le roˆle de´terminant des pales ferromagne´tiques
des disques de l’expe´rience VKS.
Le dernier chapitre se distingue des pre´ce´dents en ce sens qu’il ne correspond pas a` une
e´tude au voisinage d’un seuil d’instabilite´. Nous avons mis en e´vidence l’existence d’une famille
de solutions de l’e´quation d’Euler a` deux dimensions, dans laquelle coexistent une circulation
globale et des petites e´chelles engendre´es par le forc¸age. Le passage a` l’e´quation de Navier-Stokes
se´lectionne une solution au sein de cette famille. Il est inte´ressant de constater que l’amplitude
est se´lectionne´e par la viscosite´, mais que sa valeur est inde´pendante de ce coefficient de visco-
site´. La prise en compte d’un terme de friction line´aire nous a permis d’observer nume´riquement
des renversements ale´atoires, que nous avons mode´lise´s par un syste`me dynamique de basse
dimensionalite´. Ceci nous a permis d’identifier le sce´nario d’intermittence de crise par lequel ap-
paraissent les renversements dans le syste`me dynamique comme dans les simulations nume´riques.
La se´paration entre un champ a` grande e´chelle et des fluctuations turbulentes n’est justifie´e
mathe´matiquement qu’au voisinage du seuil d’apparition de ce champ. Il existe pourtant un
grand nombre de syste`me physiques dans lesquels la dynamique du champ a` grande e´chelle est
e´tudie´e loin de ce seuil. Outre les renversements de la circulation a` grande e´chelle pre´sente´s dans
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le dernier chapitre de cette the`se, on peut citer les nombreuses e´tudes de´die´es aux renversements
de circulations globales engendre´es en convection de Rayleigh Be´nard (voir la revue [44]) et l’on
peut se rappeler les diffe´rentes motivations oce´anographiques pre´sente´es en introduction de cette
the`se. Ces syste`mes pre´sentent tous des grandes e´chelles. La plupart d’entre eux sont en bonne
approximation bidimensionnels, si bien qu’un processus de cascade inverse doit eˆtre respon-
sable d’une accumulation d’e´nergie dans ces grandes e´chelles. Certaines e´tudes de renversements
en convection ont e´te´ effectue´es a` deux dimensions [45], auquel cas le meˆme type d’argument
peut eˆtre utilise´ pour justifier la grande quantite´ d’e´nergie pre´sente dans les grandes e´chelles
de l’e´coulement. Pour les syste`mes de convection a` trois dimensions, la forte rotation due a` la
pre´sence de la circulation globale peut suffire a` bidimensionnaliser partiellement l’e´coulement.
Du fait de cette bidimensionalisation, l’e´nergie cascade vers les grandes e´chelles afin d’alimenter
le rouleau pre´-existant.
Au-dela` de ces arguments qualitatifs, on aimerait pouvoir e´valuer le transfert d’e´nergie vers
les grandes e´chelles. L’objectif est alors de chercher une fermeture qui permette de s’affranchir
des petites e´chelles pour ne de´crire que les grandes. S’il est certainement de´raisonnable de vouloir
chercher des solutions ge´ne´rales a` ces proble`mes fortement non-line´aires, un proble`me peut-eˆtre
plus abordable - bien que tre`s ambitieux - est le suivant : connaissant les proprie´te´s spatio-
temporelles des fluctuations turbulentes a` petite e´chelle, peut-on e´crire une e´quation ferme´e,
e´ventuellement stochastique, pour le champ a` grande e´chelle ? Les coefficients de cette e´quation
peuvent-ils eˆtre calcule´s a` partir des proprie´te´s de la turbulence, ou bien est-on condamne´ a`
ajuster les coefficients du mode`le pour l’adapter a` la dynamique observe´e ?
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Re´sume´
L’expe´rience Von Karman sodium (VKS) engendre un champ magne´tique par effet dynamo
dans un e´coulement fortement turbulent de sodium liquide. Ce champ peut eˆtre stationnaire,
oscillant, ou bistable entre un e´tat stationnaire et un e´tat oscillant. Pour d’autres valeurs des
parame`tres de controˆle, il pre´sente un re´gime de renversements erratiques, similaires a` ceux des
observations pale´omagne´tiques. Nous montrons que tous ces re´gimes dynamiques re´sultent du
couplage de deux modes de champ magne´tique. Nous utilisons ensuite un mode`le simple de dy-
namo cine´matique pour e´tudier la structure spatiale du champ magne´tique engendre´. Ceci nous
permet de faire le lien entre les dynamos localise´es dans un seul he´misphe`re (champ magne´tique
de Mars) et les renversements erratiques du champ magne´tique (ge´odynamo).
La dynamique de basse dimensionalite´ du champ magne´tique a` grande e´chelle pre´sente une
forte analogie avec la de´rive d’un motif pe´riodique engendre´ par instabilite´. L’e´tude de ce syste`me
simple permet d’acque´rir plus d’intuition sur le proble`me magne´tique.
Nous pre´sentons ensuite un me´canisme d’instabilite´ par lequel une modulation a` petite e´chelle
des conditions aux limites magne´tiques entraˆıne la croissance d’un champ a` grande e´chelle. Ce
phe´nome`ne peut expliquer le roˆle de´terminant des pales ferromagne´tiques des turbines mettant
en mouvement le sodium dans l’expe´rience VKS.
Enfin, nous pre´sentons une e´tude nume´rique de la dynamique de la circulation a` grande e´chelle
engendre´e dans une turbulence a` deux dimensions. Un calcul analytique en re´gime fortement non-
line´aire met en e´vidence le lien entre les petites e´chelles et la circulation globale. La prise en
compte d’une friction line´aire entraˆıne des renversements erratiques du sens de rotation de cette
circulation. Nous caracte´risons ces renversements a` l’aide des outils des syste`mes dynamiques.
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