In this paper we present a genetic algorithm (GA)-based optimization procedure for the design of 2D, geometrical, nonlinear steel-framed structures. The approach presented uses GAs as a tool to achieve discrete nonlinear optimal or near-optimal designs. Frames are designed in accordance with the requirements of the AISC-LRFD specification. In this paper, we employ a group selection mechanism, discuss an improved adapting crossover operator, and provide recommendations on the penalty function selection. We compare the differences between optimized designs obtained by linear and geometrically nonlinear analyses. Through two examples, we will illustrate that the optimal designs are not affected significantly by the P-⌬ effects. However, in some cases we may achieve a better design by performing nonlinear analysis instead of linear analysis.
INTRODUCTION
Many mathematical programming methods have been developed during the last three decades (Gallagher and Zienkiewicz 1973; Hillier and Lieberman 1990) . However, no single method has been found to be entirely efficient and robust for the entire range of engineering optimization problems (Rajeev and Krishnamoorthy 1992) . Most design applications in civil engineering involve selecting values for a set of design variables that best describe the behavior and performance of the particular problem while satisfying the requirements and specifications imposed by codes of practice. Mathematically, these design variables are discrete for most practical design problems. However, most mathematical optimization applications are suited and developed for continuous design variables.
In discrete optimization problems, searching for the global or a local optimal solution becomes a difficult task. A few mathematical methods have been reported for solving problems in discrete optimization. These methods include complete enumeration techniques, integer programming, branch and bound algorithms, and dynamic programming. All these methods use mathematical programming techniques.
In this paper we present a genetic algorithm (GA) approach for optimized design of 2D frames using discrete structural elements. GAs are efficient and broadly applicable global search procedures based on a stochastic approach that relies on a ''survival of the fittest'' strategy. In recent years, GAs have been used in structural optimization by many researchers (Goldberg and Samtani 1986; Rajeev and Krishnamoorthy 1992; Adeli and Cheng 1994; Koumousis and Georgiou 1994; Rajan 1995; Kocer and Arora 1997; Camp et al. 1996; and Rajeev and Krishnamoorthy 1997) . All these studies have shown that the GA can be a powerful design tool for discrete optimization.
An optimal design of 2D steel-framed structures using a GA approach will be conducted. Designs are in compliance with the American Institute of Steel Construction Load Resistance Factor Design (AISC-LRFD) specification (Manual 1994 learn how the P-⌬ effects influence optimal designs, we will conduct both linear and geometrically nonlinear analysis. Through a series of design examples, we will conclude that the optimal design is not significantly affected by P-⌬ effects. But, in some cases we may get a better design by considering P-⌬ effects. In addition, we will demonstrate that our proposed approach can be an effective optimization technique.
GENETIC ALGORITHMS
A genetic algorithm is a search strategy that models the mechanisms of genetic evolution (Holland 1975; Goldberg 1989) . The GA search is based on the principles of ''survival of the fittest'' and adaptation. In general, a GA is a flexible and fairly efficient strategy to search such complex spaces as the solution space for the design of frames.
GAs are search algorithms that are based on the concepts of natural selection and genetic coding. As algorithms, GAs are different from traditional optimization methods in the following aspects: (1) They work with a coded set of the variables and not with the variables themselves; (2) they search from a population of design variables rather than improving a single design variable; (3) they use objective function information without any gradient information; and (4) their transition scheme is probabilistic, whereas traditional methods use gradient information (Goldberg 1989) .
Coding and Decoding
An essential characteristic of a GA is the coding of the variables that describe the problem. The most common coding method is to transform the variables to a binary string of specific length. In this paper, we use a simple binary coding method.
Group Selection
The GA used in this study proceeds by first randomly generating a solution population of a specific size. From this population, the next generation of designs is evolved by performing three distinct operations-reproduction, crossover, and mutation. There are several different forms for these operators.
There are a number of reproduction schemes commonly used in GAs; these include proportionate reproduction, ranking selection, tournament selection, steady-state selection, and greedy over selection. Comparison of the various schemes have been performed by Goldberg and Deb (1991) . In this study we used a group selection scheme for reproduction. In this scheme individuals in the solution population are sorted, according to their fitness values, from best to worst. Then the sorted population is divided into groups. Each group is as-
FIG. 1. Reproduction Scheme Using Group Selection
signed a selection probability. The assigned selection probability is distributed equally among individuals in the group. The group selection scheme is illustrated in Fig. 1 .
Adaptive Crossover
Crossover is one of the most important operators in a GA. There are many crossover schemes, such as multi-point crossover and uniform crossover (see Camp et al. 1996 for detailed discussion). Although there are some experimental observations suggesting that two-point and uniform crossover exhibit better behavior than other operators, there is no theoretical proof as to which one is best. In this study we used a modified form of the adaptive crossover scheme developed by Spears (1994) . In an adaptive crossover scheme, two bits are appended to the end of every individual in the population. The value coded in these bits represents the crossover operator used to generate the individual. For example, ''00'' refers to one-point crossover, ''01'' to two-point crossover, ''10'' to three-point crossover, and ''11'' to uniform crossover. In this way, the last two columns of the coding (i.e., the last two bits of every individual) are used to record the crossover operator scheme. Because the approach is adaptive, crossover and mutation are allowed to manipulate this extra two columns of bits (Chen 1997) .
The last two bits of each individual are used to select which crossover operator is used on the mating pair. For example, let us say that two individuals are chosen for crossover. The last two bits of each individual are examined. If they are the same, say ''00''s, one-point crossover is performed. If they are different, say one is ''00'' and the other one is ''11,'' the crossover operator is randomly chosen from one-point crossover and uniform crossover.
Since the extra two bits are used to determine which crossover to apply, this mechanism should give greater award to the crossover operator that produces superior offspring. Note that this mechanism allows the GA to adjust the relative mixture of the four crossover operators. For example, the adaptational GA can use multipoint, uniform crossover primarily, or any combination among them.
Mutation
Although mutation is a secondary GA operator, it can play an important role in the search. Mutation can be an explorative operator by moving the search into regions of the solution space it may have never reached. Mutation is a character-based string operation. The procedure for mutation can be summarized as follows: For each character of a solution string, a randomly generated number is compared against a mutation probability. If the random number is less than the mutation probability, the value of the character at that position is changed; otherwise, move to the next character position and repeat the procedure. Typical values for the mutation probability are around 0.1%.
OPTIMIZATION FORMULATION
The objective of our problem is to develop a design that minimizes the total structural weight W while satisfying the AISC-LRFD specification. The objective function can be expressed as
where N e = total number of elements, and L i , A i , and i = length, area, and unit weight of material of ith element, respectively. The AISC-LRFD specification includes strength and stability requirements. These requirements, combined with displacement limits, constitute the constraints for the optimization problem. Here, the displacement constraints are the allowable interstory drift. These constraints are implicit constraints because structural responses like stresses, strains, and displacements are functions of design variables. Structural responses are calculated by the finite-element method. In addition, practical and constructional constraints are included.
Since GAs are used to solve unconstrained optimization problems, we must transform the constrained problem to an unconstrained problem by using penalty functions. The selection of the penalty function is critical. Many researchers believe that penalty functions should be harsh, so that the GA will avoid the forbidden spaces (Richardson et al. 1989 ). However, the foundation of GA research states that a GA optimizes by combining partial information from the population. Therefore, infeasible solutions may provide some useful information. If the penalty is too large, the design process may converge too quickly, not allowing the GA to exploit various combinations of strings. If the penalty is too small, the convergence process may be too slow and the computational costs could be high. There are several papers devoted to the selection of penalty functions (Richardson et al. 1989; Homaifar et al. 1994; Camp et al. 1996) . In this study, we use the following penalty function
where F = fitness function and C = constraint violation function. We use the following expression for constraint violation function:
where and = constraint violations for stress, dis
placement, and interaction formulas of the AISC-LRFD specification. N e , N n , and N c = number of elements, number nodes, and number of beam columns, respectively. In general, we express the constraint violation C i as
For stress constraints, we define ␣ i as The interaction formula of AISC-LRFD specification for P u / (P n ) 0.2 is
where P u = required axial strength (tension or compression); P n = nominal axial strength (tension or compression); = resistance factor (tension 0.90, compression 0.85); M ux and M uy = required flexural strengths in x and y direction, respectively; M nx and M ny = nominal flexural strengths in x and y direction, respectively (for 2D structures, M uy is equal to zero); and b = flexural resistance reduction factor ( b = 0.90).
Using the form of penalty function as explained above, the penalty quantity will always be some percentage of the weight of the structure. The larger the violation is, the heavier the penalty will be.
GA-BASED DESIGN
The proposed design procedure involves a GA, a linear and geometrical finite-element analyses for fitness evaluation, an enforcement of code provisions, and a calculation of the penalty function.
Step-by-step operations of the GA procedure used in this study can be summarized as the following (also see Fig. 2 ).
1. Select the GA control parameters suitable to the given problem. These parameters include population size, string length per individual design variable, crossover, and mutation rate. The selection of these parameters may require some experimentation.
2. The initial population is randomly generated. 3. Decode the binary design variables into decimal values and generate an input file for finite-element analysis (FEA). 4. Perform FEA using a suitable software package, check the given constraints, and calculate the value of the penalty function. 5. Check the convergence criteria. Terminate the design process if it is satisfied; otherwise continue. 6. Calculate the penalized fitness for every individual of the population and generate the next generation through reproduction, crossover, and mutation. 7. Repeat steps 3 through 6.
DESIGN EXAMPLES
To represent the strength and limitations of the GA optimization, we present three design examples. The first two examples are 2-bay, 3-story frames. The third example is a 1-bay, 10-story frame. The cross sections of all members are assumed to be W shapes. We used 256 available cross sections for each member according to the AISC-LRFD. We used a binary coding length of 8, representing these 256 cross sections. In addition, we used the same GA control parameters for all examples, which are population of 60, crossover probability of 0.85, mutation probability of 0.01, and ratio of random generating portion of population to whole population of 0.01. As mentioned earlier, we used a group selection scheme in our calculations. The population is divided into two groups. The first group occupies 30% of the population and a selection probability of 0.75. The second group occupies the rest of the 70% of the population and will have a select probability of 0.25. The design process may be stopped automatically if the best feasible design is not improved within five successive generations. However, in examples presented in this paper we did not follow this convergence criterion.
Young's modulus of E = 29,000 ksi and a yield stress of f y = 36 ksi are used. For each example, we performed three different analysis and design cycles. Case 1. Linear analysis ignoring the P-⌬ effects of the AISC-LRFD specification. Case 2. Linear analysis considering the P-⌬ effects in accordance with the AISC-LRFD specification. Case 3. Geometrically nonlinear analysis in lieu of the AISC-LRFD specification's P-⌬ effects magnification factors.
Example 1: Two-Bay, Three-Story Frame Fig. 3 shows the topology of a 2-bay, 3-story frame under a single-load case. This frame was designed by Hall et al. (1989) in accordance with the AISC-LRFD specification. We will also design this frame using the proposed GA.
The load values indicated in Fig. 3 are assumed to define a factored load level that is appropriate for direct application of the strength/stability provisions of the AISC-LRFD specification. Displacement constraints are not imposed for the design. The member effective length factors K x are calculated as for a sway-permitted frame, i.e., K x 1.0. The coefficient K x was calculated using transcendental equations. Fabrication conditions are imposed to group together the relative sizes of the member cross sections. Specifically, the six beam members are required to have the same W-section for the design. Similarly, the nine column members are required to have the same Wsection. Moreover, each column section is specified to have a maximum depth of 10 in. The out-of-plane effective length factor K y for each column member is specified to be one, and for each beam member is specified to be 0.167 (i.e., floor stringers are assumed at 1/6 points of each beam span). The length of the unbraced compression flange for each column member is directly calculated during the design process, while the length of the unbraced compression flange for each beam member is specified to be 1/6 of the span length.
Optimal Design Results
To illustrate the efficiency of the design method, we ran the GA-based design procedure 30 times and recorded the variation of design variables of each design and typical design convergence history. In addition, we performed push-over analysis of the best design. The following is the summary of findings.
Case 1. Linear Analysis Ignoring P-⌬ Effects of AISC-LRFD Specification
In this case, we optimize the 2-bay, 2-story frame with the GA procedure using a linear analysis and ignoring the P-⌬ effects of the AISC-LRFD specification. Using a population of 60 with a crossover probability of 0.85 and mutation probability of 0.01, we determined the best design. To see if we arrive at the same best design we ran the GA procedure 30 times. The results of each of these 30 runs are given in Table 1 .
From Table 1 , it is apparent that a design with W10ϫ60 for columns and W24ϫ62 for beams would be the best design. The corresponding weight for this design is 18,792 lb. Hall et al. (1989) reported the same design. It is also of interest to mention that an exhaustive search of 65.536 candidates resulted in the same design. The variation of design variables of these 30 runs is shown in Fig. 4(a) . Each member of the initial population can take any weight between 10 and 810 lb/ft, as shown in the vertical axis of Fig. 4(a) . Initial population can be staggered along the vertical axis of Fig. 4(a) , as illustrated by the shaded areas; however, as it can be seen from Fig. 4(a) , the design variables for all of the final designs are narrowed down to a relatively small range. It took 15 min on average on a single-processor SunSPARC workstation 5 to obtain an optimized design using the GA approach. The computational time can be reduced to 10 min if running on two workstations using the parallel virtual machine (PVM) technique (Geist et al. 1991) .
Convergence histories for three designs are illustrated in Fig. 4(b) . The optimal design was obtained within 15 generations. This can be attributed to the simplicity of the problem and the efficiency of the GA.
Case 2. Linear Analysis Following P-⌬ Consideration of AISC-LRFD Specification
In this case we used a linear analysis and followed the P-⌬ effects considerations of the AISC-LRFD specification. The results of 30 runs are summarized in Table 1 . From Table 1 , we can observe that the optimal design consists of W10ϫ60 for columns and W24ϫ62 for beams. The corresponding weight of this design is 18,792 lb. We achieved the same design in the previous case where the P-⌬ effects were ignored. The optimal design was obtained within 27 generations.
Case 3. Geometrically Nonlinear Analysis in Lieu of AISC-LRFD Specification's P-⌬ Effects Magnification Factors
In this case, we performed a geometrically nonlinear analysis in lieu of the AISC-LRFD specification. Results of 30 runs are summarized in Table 1 . From Table 1 , we can observe that using W10ϫ68 for columns and W24ϫ62 for beams results in the best design. The corresponding weight of this design is 19,512 lb. This is a little heavier than the previous optimal design (Х4%).
One typical convergence history is illustrated in Fig. 5 . We note that the optimized design is obtained within 18 generations. However, the design process keeps fluctuating compared with the previous linear design.
Summary and Comparison of Optimal Designs
The optimal designs for different methods are summarized in Table 2 . We note that the geometrically nonlinear analysis case resulted in a 4% heavier structure than the other two cases. Surprisingly, the P-⌬ effects of the AISC-LRFD specification did not result in different optimized designs for Cases 1 and 2. To thoroughly understand the behavioral difference between various cases, we performed push-over analyses of designs. The push-over analyses of the frames studied here are based upon the geometrically nonlinear rod model used by Pezeshk (1992 and 1998) . The model was extended to account for rate-independent elastoplasticity (in stress resultant space) and implemented in the general purpose finite-element program FEAP (Zienkiewicz 1982, Chapter 24) . The yield surface was taken to be an ellipsoid in stress-resultant space, with principle axes proportional to the fully plastic yield values of each of the stress resultants in absence of the others. The pushover curves are plotted in Fig. 6 . The load-carrying capacity of the optimal design obtained using geometrically nonlinear analysis is 20% higher than that of linear analysis with about the same postlimit slope as the linear analysis. Fig. 6 tells us that by providing an additional 4% weight by choosing W10ϫ68 for column instead of W10ϫ60, we can achieve a 20% increase in strength, and with the same postlimit loadcarrying capacity. Obviously, the design following nonlinear analysis is a much better but slightly more expensive design.
Example 2
To highlight stability as an important design criterion Example 1 is redesigned with additional vertical loadings, as illustrated in Fig. 7 in Table 3 . It is interesting to note that all three cases resulted in similar designs having the same section for all columns. Although the beams were different, the total weight of all designs are the same. The push-over analysis for all three cases also resulted in almost the same performance and are not presented here. It appears that the effect of geometric nonlinear is not important for this example problem, because of the constraints imposed by the AISC-LRFD specification.
Example 3: One-Bay, Ten-Story Frame
We considered a ten-story frame as illustrated in Fig. 8 for the third example. We optimized this frame under a singleload case, as shown in Fig. 8 . This frame is designed following the AISC-LRFD specification and uses a displacement constraint (story drift < story height/300). The load values presented in Fig. 8 are assumed to define the service-load level. The effective length factors of the members are calculated as K x Ն 1.0 for a sway-permitted frame. Fabrication conditions are imposed to group together the relative sizes of the member cross sections. Specifically, commencing at the first story and excluding the roof beam, the beam members are required to remain the same size for three consecutive stories. Similarly, commencing at the foundation level, the columns are required to remain the same over two stories. The total number of design variables is nine.
The out-of-plane effective length factor for each column member is specified to be K y = 1.0, while that for each beam member is specified to be K y = 0.2 (i.e., floor stringers at 1/5 points of the span). The length of the unbraced compression flange for each column member is calculated during the design process, while that for each beam member is specified to be 1/5 of the span length.
Optimal Design Results
Similar to Example 1, we conducted 30 designs for each of the three design procedures considered. However, we will report only the best one of the 30 optimal designs and the variations of design variables for each design procedure. The best optimal designs are listed in Table 4 .
FIG. 10. Distribution of Final Design Variables and Typical Convergence Histories of Example 3
From Table 4 and Fig. 9 we observe that the optimal designs obtained from three different design procedures are not significantly different. Because the frame is slender it is the displacement constraint, not the strength requirement, that controls the design. The design obtained by geometrically nonlinear analysis is the heaviest. From Figs. 10(a-c) , we observe that the same design variable for different runs varies in a small range of available space. In addition, Figs. 10(a-c) show the average, , and average plus and minus one standard deviation, ϩ , of all 30 runs. This demonstrates the present optimal design method's ability to converge. From Figs. 10(df) we can conclude that the optimal design can be achieved within 40 generations.
CONCLUSIONS
The writers have presented a design procedure using a genetic algorithm for the design of 2D framed structures. Both geometrically linear and nonlinear analysis were performed to investigate the result of the P-⌬ on design. The requirements of the AISC-LRFD specification were followed. We used a group selection mechanism and presented an adapting crossover operator. Through several examples, we found that group selection and adapting crossover works well for the problems we are considering. We also presented recommendations on the penalty function selection and implementation. Through two design examples, we conclude that the optimized designs are not affected significantly by the P-⌬ effects. However, in some cases we may achieve a better design by performing nonlinear analysis than linear analysis. This conclusion needs further research and discussion.
