The cumulant expansion for linear stochastic differential equations is extended to the general case in which the coefficient matrix, the inhomogeneous part and the initial condition are all random and, moreover, statistically interdependent. The expansion now involves not only the autocorrelation functions of the coefficient matrix (as in the homogeneous case) but also crosscorrelation functions of the coefficient matrix with the inhomogeneous part and with the initial value term. As a first illustration we consider an exactly solvable stochastic differential equation with initial correlations and compare the exact solution with that of the cumulant expansion. Secondly we show in general how the method can be used for the calculation of second moments, and treat the harmonic oscillator with random frequency and driving term as an example.
Introduction
Consider a system of linear differential equations of the form (1.1a) u(to) = u0(to), (1.1b) where u(t) is a vector. The coefficient matrix (or operator) A(t, to), the jnhomogeneous vector [(t, to) and the initial vector u0(to) are all regarded as random quantities of which the joint probability distribution (or other statistical characteristics such as joint moments, cumulants etc.) are prescribed. The random nature of these quantities is indicated by the parameter to, which is an element of a set/2 which, together with a it-algebra ,~ of subsets of 12 and a probability measure P on ~, constitutes a probability space. In the following we will often omit the parameter to for brevity. two terms of F were derived by a method different from ours, as discussed by Soong6).
d u(t) = A(t, to)u(t)+f(t, to),
Apart from specific models as the one mentioned above, another motivation for admitting a correlation between A and f in (1.1) lies in the following. If one considers the second moments of u(t), satisfying (1.1) with A and f uncorrelated, then these second moments can again be studied by an equation of this type, but now with a new A' and [' which are correlated.
In the following we first review some basic results for the homogeneous case (section 2). Then we derive the results for the inhomogeneous case (section 3), which are summarized in section 4. In section 5 an example is given for which one can explicitly show the decay of initial correlations between A and u0. In section 6 we give the general result for the second moments of u(t), if A and f in the original equation for u(t) are uncorrelated.
As an application we show that the expansion (1.3) reproduces the results of West et al. for the damped harmonic oscillator with stochastic frequency7'S). In the final section an alternative derivation of some of the results of section 3 is given via the so called "stochastic Liouville equation".
Summary of previous results for the homogeneous case
We briefly review here the results of Van Kampen 2'3) for the homogeneous case (.f(t) ----0) with non-random initial conditions. The series (2.3) in general converges very slowly and in particular, finite approximations are only valid for a limited time of order or-l: the expansion (2.3) is nonuniform as t-~ oo. To get a more uniform expansion, which avoids secular terms (although it may be asymptotic) one expands the average of (2.2) in cumulants, rather than in moments.
The cumulant expansion

The solution of d u(t) = aA(t)u(t),
To this end, operators K1, K2 .... are constructed in successive steps such that the average (u(t)) can be written as t (u(t)) = ~[exp {~e~mfdsKm(S/to)}J uo, (2.4) to where the time-ordering ~ now acts with respect to the operators K,.(./to). The remarkable implication of (2.4) is that the average Ca(t)) itself again obeys a differential equation
d (u(t)) = K(t/to)Cu(t)), (2.5)
dt where 
K(t/to) = ~, amK,,(t/to
Cm( t, t~ .... , tin-l) = CA( t )A( tl) . . . A(tm_~))p, (2.7b) where by definition Kl(t/to) = Ci(t) --CA(t)).
The expression (2.7b) is the socalled "time-ordered cumulant", which is a certain combination of moments of A(.) with a specific ordering of the time-variables. As first pointed out by Kubo, various orderings are possibleS°). The one meant in (2.7b) is the so-called "partial time-ordering"U'~2). Consequently, the ordered cumulant (2.7b) will be called "partially time-ordered cumulant" (p-(ordered) cumulant for short) and it is indicated by (.-.)p-In section 3 another type of ordered cumulant will be encountered, namely the "totally time-ordered cumulant" corresponding to "total time-ordering "n ) (or "chronological time-ordering'12)). This one will be denoted as t-(ordered) cumulant and indicated by C...)t. For a relation between these two types of ordered cumulants, see appendix A. If not explicitly stated, the term "ordered cumulant" is to be understood as "p-ordered cumulant". The connection between the moments and p-ordered cumulants of A can be found by comparing equal powers of a in the expansion of (2.3) and (2.4)1). The rules for constructing the p-ordered cumulants from the moments were first given by Van Kampen2). For later use we give them here in a slightly more general form. Consider m (non-commuting) time-dependent quantities (operators, matrices, vectors) Ao(t), Al(t) ..... Am-l(t). The ordered cumulant
is obtained in the following way:
i) Write a sequence of m-dots. ii) Partition them into subsequences (...7 (denoting moments) by inserting angular brackets in all possible ways (excluding empty subsequences).
iii) For each partition consisting of p subsequences supply a factor (-)P-1. iv) For each partition write a zero on the first dot, and any permutation of the numerals 1, 2 ..... m-1 on the remaining dots, subject to the condition that in each subsequence they must not decrease.
v) Replace each numeral n written on the kth dot by the quantity Ak-~(tn) (the numeral 0 stands for to = t). The reverse transformation from cumulants to moments is given by the rules (i)-(v) with the following modifications:
add the condition that also the first numerals in successive subsequences do not decrease.
For example
The p-ordered cumulant (2.8) reduces to that of Van Kampen's definition if A0 = A1 ..... Am-1 = A. If all quantities commute at different times it is identical to the ordinary cumulant in the many variable case~3). For a scalar Gaussian process, all cumulants beyond the second vanish (the same holds for a delta-correlated vectorial Gaussian process1)).
Cluster property and large time estimates
An important property of the ordered cumulant is the "cluster property", meaning that the cumulants vanish as soon as the moments factorize3'~4). More precisely, suppose that A(t) has a finite auto-correlation time %, such that all matrix elements of A(t) are statistically independent of those of A(t') if It -t'[ ~ "rc. Then the cumulants (A(t)A(tO... A(t,.-l) )p, with t t> t~ ~>. • • t> t,._~, vanish if there is a gap between two successive times which is large compared to ¢c (in general this is strictly valid only asymptotically).
This cluster property implies that for large time the contribution to the integrals in (2.7a) comes essentially from the region
which is independent of the initial time to. From this we also deduce that for large time the ruth order term in (2.6) is of order amT? -~ (assuming that A is of order unity). The resulting equation
d (u(t)) = I((t)(u(t))
(2.12) dt is now satisfied by all solutions of (2.1) after a transient time of order q-e, independent of the time at which the initial value u0 is fixed. If in addition the process A(t) is stationary or becomes stationary on the same time scale "re as the correlation functions decay (as is the case for so-called "switched-on processes"~5), then K(t/to) approaches a value /( as t-to~¢c which is independent of to and t.
The derivation of (1.3)
In this section the central result (1.3) will be derived by constructing first an integro-differential equation for the average (u(t)) which subsequently is turned into a differential equation. This method was used by Terwiel 4) who gave an alternative derivation of the results of the previous section for the homogeneous case.
So consider (1.1) with A(t) of the form with
Al(t) = U(tlto)V(t)U-'(tlto), I(t)= U(tlto)oeg(t).
(3.1b)
For convenience we took the magnitude of [ to be also of order a. If we finally transform back to the original representation this a will disappear again. The eq. (3.1a) will be the starting point of the derivation.
The integro-differential equation [or (v(t))
By well-known projection operator techniques 4) one can derive from (3. la)
an integro-differential equation for the average (v(t)) with random initial condition v(to)= uo. That is, defining the averaging-operator ~ by
~v(t) = (v(t)),
one finds for the average (v(t)) the following equation*), where $ = 1-~: Usually one takes a fixed initial condition u0 which implies that the last line of (3.2) vanishes, since then ~u0 = 0. We will not make this assumption here. To condense the notation somewhat, we first note that the last line of (3.2) can also be written as
a(V(t)~uo)+idsct2(V(t)'[expctids'9~V(s')]9~V(s,~uo
).
t o s
Therefore, if we define a "vector" X(t) with components Then we substitute again (3.4) with t = t~ in the r.h.s, of (3.10), use again (3.9) and so on. Iterating this procedure one obtains
d (v(t)) = Km(t/to)(v(t)) + K(2)(t/to) + K(3)(t/to),
where Note that each term of K (° contains a product of F("s ending with a F (°. Inserting the expansion (3.6) in (3.12) and rearranging the terms according to increasing powers of a, we find
K(i)(t/to) = ~,, ctmK~)(t/to)
By careful examination of (3.7) and (3.14) one notes the following. The only difference between K~ ), K~ ) and K~ ) lies in the fact that in each term of (3.14) the last quantity in the last t-ordered cumulant is XI, X2 and X3 respectively, with the same time variable. This conclusion will be needed in the next section.
Identification of the ordered cumulants
Now we make a connection between the results (3.11)--(3.14) and those of section 2, where the homogeneous case was discussed. Let us write down explicitly the lowest order K~)'s as calculated from (3.14) and (3.3): 
Ktl)(t/to) = 'f dsFll)(t/s) = (V(t)),
I dsrt~)(t/s) = I dtl{(V(t)V(tt)) -(V(t))(V(tO)},
(3.15b) Ktl)(t/to) to to Kt')(t/to) = dsFtl)(t[s)-ds dtl ds~Fi'(t/s)Ftl)(t~lsO t o t o s t o t t 1
= f dt~ f dt2{(V(t)V(tOV(t2))-(V(t)V(t~))(V(t2))
tO tO
The integrands of the expressions (3.15) are now easily recognized as the p-ordered cumulants of V, as defined in section 2. In fact we know that (3.11) must reduce to (2.5) if we take f(t) identically zero and a sure initial condition u0. Therefore the K~ ) as defined by (3.14) can be identified with (2.7)
This can be explicitly verified by inserting the expressions (3.7) for i = 1 into (3.14) and rewriting the result as an integration over the domain t ~ tl~ t2"" I> ts-l. This is achieved by splitting up the original domains of integration and/or a relabeling of time variables and changing the order of integration. For example
ds'{F~(t/s)F~(tl/s') + r~l~(t/s')r~(h/s)}" tO t o t o
The new integrand contains one or more new terms which can be obtained from the original integrand by a permutation of time variables.
The crucial point is that no interchange of operators (or matrices, vectors) is involved.
The same manipulations which lead from (3.14) to (3.16) can also be carried out for ~c~)i~o) Since we showed that ~L m / ~L S • Ks~Kin and K~ ) is that the last quantity in i) the only difference between (2) (3)
, ii) no operators (matrices, vectors) are interchanged going from (3.14) (with i = 1) to (3.16), we conclude that
-~(V(t)V(h)... V(tm-:)g(ts-O),, (3.17a)
to to to where and
dt~_~(V(t)V(t,)... V(t~-2)[V(t~-O~Uo])p,
The integrands of (3.17) and (3.18) are multivariate p-ordered cumulants as introduced in section 2. They can easily be obtained from the K~ ) in (3.15) and (3.16) by replacing the last operator V(.) in each term which contributes to K~ ) by the corresponding vectors g(.) and V(.) ~u0 respectively. Note that in (3.18a) the vector V(tm 1) ~2Uo has to be considered as a single quantity with time variable t~_~. The results (3.17) and (3.18) can be verified to a given order by explicit evaluation of (3.14) for i = 2, 3 using (3.3) and (3.7). If g is independent of V, K~ ) = 0 for m/> 2, while K~ ) vanishes for all m if u0 is non-random or statistically independent of V. This last statement follows from the fact that all moments, which satisfy
(V(t) V(tO . . . V(tra 2) V(tm 1)~Uo) = (V(t) V(tO . . . V(tm-l))(~Uo),
if the factor ~u0 is independent of the others, vanish since (~u0)= 0. Therefore also the ordered cumulants
vanish, although the last factor V(tm-1) ~Uo as a whole need not be independent of the others, because of V(t~-l).
Notice that the correlation of u0 with g(.) does not enter (3.17) or (3.18). However, it does come in if one studies the second moments of v(t).
Large time estimates
The expressions (3.16), (3.17) and (3.18) still contain the initial time to, while (3.18) in addition depends on the initial value (distribution) u0. At this point we use the assumption that the autocorrelation time of V, the crosscorrelation time of V with g and that of V with u0 are all finite, the largest of them being denoted by ~c. We will now show that after a transient time of order "re, the expression (3.16) for K~(t/to) approaches (2.11), while (3.17a) tends to
and K~)(t/to)~O (m --1,2 .... ).
(3.20)
The expression (3.16) is the same as (2.7a) of which it was shown in section Now consider (3.18). By the same argument as above we see that tm-2 is at most a distance of order (m -2)~c away from t. Also tin-1 cannot be further apart from tra-2 than "re because otherwise the whole factor V(tm-l) ~Uo is independent of V(tm-2) and the cumulant vanishes. On the other hand, if t,~-i differs more than "r¢ from to the factor ~u0 is independent of all the operators V(t), V(tO ..... V(tm-l), and the ordered cumulant vanishes (see the argument at the end of section 3.3). We conclude that t and to can be at most a distance of order roT, apart, otherwise K~ ) vanishes for all m (see fig. lb ).
So after a transient time* of order "re, K~2)(t/to) is independent of to, while K(3)(t/to) which was due to initial correlations between V and u0, vanishes.
This implies that the quantities (3.13) are expansions in powers of a$~ and we obtain the large time estimates 
amK~ ) ~ a(aT~) m-t, a~K~ ) ~ a(aT~) ~-I, K~ ) ~ O.
Summary of the results
Going back to the original representation u and taking A(t)= Ao+ aA~(t),
we have shown that, if a,c < 1, the average of (1.1) obeys the linear differen-* This time t should be such that ~c ~ t < ~d, where Td is a measure for the duration of the process v(t). tial equation (4 Here the superscripts (1) denote the interaction representation Att)(t) = e-"-'°)A°A~(t) e('-t°)A°; f(l)(t) = e-"-'°)A°f(t) (4.2) and u0 denotes the average (U(to)). In calculating the ordered cumulants in (4. ld) the vector Atl)(t,,)(Uo-t~0) has to he considered as a single quantity with time variable tin. The presence of the deterministic evolution operators e t:0 in (4.1b)-(4.1d) poses a difficulty. Namely in deriving the large time estimates (3.21) we assumed that the lower limits to in (3.16)-(3.18) can he replaced by -oo if the time t is large. Because of the operators e t:° this need no longer he true in (4.1b)-(4.1d). Roughly speaking the possible growth of the deterministic evolution operators with time must not compensate the decay of the ordered cumulants. More precise criteria are derived in appendix B. If A0 has purely imaginary eigenvalues the estimates (3.21) remain always valid.
d (u(t)) = K(t/to)(u(t)) + F(t/to) + I(t/to),
The condition a~'c ~ 1 is always necessary for the validity of the expansion (4.1) (excluding secular terms) except for the case in which the expansion is actually finite (as (2.6) is for a scalar Gaussian process). The fact that the transient time of the mth order cumulants increases linearly with m (in general at least) indicates that the expansion may be asymptotic, unless the cumulants are negligible after a certain m2'~4).
Finally we give the result (4.1) to first order in a'rc for times exceeding the transient time (assuming that the deterministic evolution does not spoil the decay of the cumulants):
~tt (it(t))= {Ao+ ot(Al(t))+ ~2f d1"(Al(t)era°al(t--7))p e-'A°}(u(t)) 0 ec
If in addition we assume that 4) i.e. the deterministic motion of u(t.) is slow compared to the fluctuations in Ax, then (4.3) reduces to
~(u(t)> = {Ao+c,<A,(t))+~2fd'r(A,(t)ml(t-'r))p}(u(t))
This result is exact in the white noise limit: a'r¢ ~ 0, ot21"c fixed, (4.6) since the higher order terms in (4.1b) and (4.1c) are of relative order (aTe)", m t> 1, compared to the r.h.s, of (4.5).
First example: decay of initial correlations
As a first illustration of the expansion (4.1) we now discuss an example of an exactly solvable stochastic differential equation in which the random coefficient matrix is correlated with the initial value. As a check of the expansion (4.1d) we show that its lower order terms for this case reproduce the exact result if this is expanded up to the same order.
Consider the equation
d u(t) = o'=u(t)+ a~(t)trxu(t). (5.1) dt
Here u(t) is a two-component vector and crx and ~rz are Pauli-matrices. For the sake of clarity vectors will be printed in bold-face type in this and the next section. For ~(t) we take a dichotomic Markov process 3) with values + 1 or -1. The composite process (u,~) is again a Markov process. Its joint probability density P (u, ~, t) satisfies 3) ~t Ou To compare the result (5.7) with that of the cumulant expansion, we differentiate (5.7) and express the result in terms of (u(t)) and iv(0)) by eliminating in(0)) from (5.7) and its derivative:
P(u,
~
( ul( t )) = c +( t )(Ul(O)) + d+( t )( v2(O)),
( 
zi~(t)) = k+( t )(u~( t )) + i+( t )( v2(O)), (5.9a) (/i2(t)) = k-(t)(u2(t)) + i_(t)(v~(O)),
k±(t) = d{ln c±(t)}; i+_(t) = d±(t)-d±(t)k±(t).
(5.10)
For large t,
{ 2o / k±(t)~-y+~±, i±(t)~ 1+(~---~_+ 1)/~± e(-'-"~" (5.11)
If t really goes to infinity, i±(t)--*O, but for comparison with the cumulant expansion we retained its asymptotic time dependence. Expanding the result (5.11) to third order in a, one finds in the case that ~, > 1:
Now we apply the result of the cumulant expansion to (5.
1). The term (4.1d) only yields a nonzero result if the initial condition u0 is correlated with ~(t).
As an example we take the following initial distribution for u and ~: and one finds that T(~ltJ~2t2) = ½{1 + ~1~2 e-2V("-'2)}, (tl t> t2). The cumulant expansion (4.1) to third order in ot yields in this case (to = 0): 
P(u, ~, O) = ~8~.+8(u -p)+ ½8~,_8(u -q) (p # q).
t (
fi(t)) = [~z + ~2f dtl et~z(rl(t)~(t,))pe-t~z](u(t))
t + a et~z('o(t)(uo -•o)) + a 2 1 dr1 e~z('o(t)['q(tO(uo -iio)])p l t I ct3 1 dtl I d.t2 et~(rl(t)~(tt)[rl(t2)(uo-
Zio
(t) -----~(t) e-t'~ZO'x e t~'z ~ ~(t)6x(t)
and we already used that (((t)) = 0. From (5.18) and (5.19) we find which is easily shown to agree with the exact results (5.9) and (5.12) for the individual components ul and u2.
-2v"-w e '~(rx( t )(r~(.t O e -'~, (rltt)(u0-ro)) = O'x(t) e-ZV'(v(0)) (rl(t)['o(tO(uo-fid)p = 0, (~l(t)71(tO[w(tg(uo-ao)])p = -~(t)(rx(t2)6~(tO e -2~"-'~
Application to the calculation of second moments
The general case
Consider again the system of differential equations
d u(t) = {A0 + aA~(t, to)}u(t)+ f(t, to),
with a fixed initial condition. In studying the second moments of u one again is lead to an equation of type (6.1) (see below), which can be treated by the method of section 3 (the same is true for all higher moments of u). We will restrict ourselves here to the case in which Ai and y are statistically independent, and show that even then the equation for the second moments is of the general type (1.I) with correlated multiplicative and additive noise. To study the second moments of u(t) we construct the vector
/ "(') \ (u(t) 't =/ul!t)u(t) I (6.2) U(t) = \u(t)® u(t)i
\,,°it),,(t) I
where the symbol ~ indicates a Kronecker product. The vector U(t) has (n + 1)n components (if the symmetry condition ului = usu~ is satisfied it is sufficient to consider a vector U with n + ½n(n + 1) = ~n(n + 3) components). As a consequence of (6.1) U(t) satisfies the differential equation
d U(t) = {Ao + A~(t)}U(t) + F(t), (6.3) dt where
Ao:ltb---i-j,o) ;
and the -symbol is defined for a n × n-matrix or n dimensional vector C by
(~ = i ~) C + C~) i. (6.5)
Here i denotes the n x n-unit matrix. Eq. (6.3) is again of type (6.1) but now with Al(t) and F(t) correlated as they both contain f(t). Hence the method of section 3 and 4 must be employed. So consider the series (4.1b) and (4.1c) for the case (6.3) (in this case I(t/to)= 0 since we took a fixed initial condition). The lowest order terms of (4.1b) involve
, (6.6b) where
A tl)( t ) = e-(Ho)aoAz( t ) e"-t0)ao, fi, tl)(t) = e-('-'°)~°/i, fft) e ('-'0)~° (6.7a) and )~(l)(t) = e-(t-'°)a°f(t) e ('-'°)a°. (6.7b)
The lower left submatrix in (6.6b) vanishes because of the presupposed statistical independence of Afft) and I(t). This remains true for the higher cumulants of Atl)(t): they too are of the form (6.6b) with an upper right submatrix which is identically zero and a lower left submatrix which vanishes because it contains the ordered cumulants of one I with two or more At's. In the upper left submatrix the ruth order cumulant of aAt ~) appears, and from this the lower right submatrix in ruth order can be obtained by replacing A0 and A1 by A0 and Al, respectively. From the series (4.1c) only two terms survive:
(F(t)) = ((f(t))) (6.8) and {a (At(t) e"-")a°sc(t 0)p ] (6.9) (Al(t) e{'-'0A°F(t0)p = \ if(t) e(t-q)%f(tl))p ]"
The first n components of (6.9) are again zero because of the statistical independence of A1 and f, and for the same reason all higher order cumulants of At ~) with F (D are zero since always ordered cumulants of one or more A~'s with one or two y's are involved.
Summarizing the above results we have found that (U(t)) obeys d (u(t)) = K(t/to)(U(t)) + F(t/to),
where I ......
F(t/to) = dtl(f(t) etHOA°f(h))v /"
(6.10) (6.11)
The matrix K(t/to) is the same as (4.1b), while f((t/to) is obtained from K(t/to) by the replacements Ao--> ,~o, A~(t)--*.4~(t) (the -symbol is defined in (6.5)).
We will discuss now an example for which the matrices K and/~ of (6.11) can be exactly calculated (only a finite number of terms contributes).
Example: harmonic oscillator with stochastic frequency
Recently West et all) treated the driven harmonic oscillator with stochastic frequency modelled by :~(t) = p(t), (6.12a)
p(t) = -27,p (t) -f~Ex(t) -T(t)x(t) + fE(t).
(6.12b)
Here T(t) is a process with zero mean and delta-correlated cumulants* 2) , (6.13) where the brackets ((...)) denote ordinary cumulants, and f2(t) is a stationary process with zero mean, but otherwise unspecified. Its correlation function is denoted by
((y(h)T(t2) • • • y(tm))) = m !D,,6(t~-t2)... 8(tm-I-t,,) (m >I
(fE(t)f2(t -~')) = 2/)O(T).
(6.14)
It is assumed that y(t) and f2(t) are statistically independent. The vector Combining (6.16), (6.17b), (6.21) and (6.23) we write down the result for the individual components of (6.15), where we make use of the symmetry xp = px:
U(t) = x(t)p(t)
(
Al(t) = 3,(t)Bl, Al(t) = 3~(t)B,, f(t) = 12(t)Io, f(t) = [2(t)fo,
Here (x)t = (x(t)) etc. From (6.24) we derive the equilibrium values (assuming they exist, i.e. D2 < 210 2) (X)eq = (P)eq = (Xp)eq = 0 In the case that 3'(0 and f2(t) are correlated, we cannot use (6.11), but we have to apply the cumulant expansion (4.1) to (6.3). However, if 3,(t) and f2(t) are also delta-correlated to all orders, i.e.
( (~/(tl)3,(t2) •.. 3'(tm-~)f2(tm) )) = m !Cm~(t~-t2) •.. t~(tm-J --tin) (6.26) one easily finds that the only modification in (6.24) is an extra contribution --4C2(x)t to the last line of (6.24). But since (X)¢q = 0, the equilibrium results (6.25) are unaffected.
Alternative derivation via the stochastic Liouville equation
The results (4. la)-(4, lc) (fixed initial condition) can also be derived via the so-called "stochastic Liouville equation ''9) which is a continuity-equation for the probability density p(u, t) in the state space of u (also called "phasespace" or "u-space"). According to Van Kampen's lemma 3) the average fadtoP(to)p(u,t, to) equals the probability density P(u,t) (with 8(u -u0)) as determined by (7.1). 
L l~)( t ) = e-(t-to)Lo L ~( t ) e (,-,o)Lo.
The mean (u(t)) is obtained as
(u(t)) = f duuP(u, t).
We assume that P(u,t) and (7.5)
P(')(u, t) = (cg'[Ou~)P(u, t) f du ~uj {~(u)P~(u' t)} = 0
This implies that for all K~ i> 0, f duLo{~b(u)P(~)(u, t)} = 0, and
(t)}¢(u)P~)(u, t).
By repeated application of (7.6)-(7.8) we finally have
f du e'Lo¢(u)P(')(u, t)= f du¢(u)P(~)(u, t), f duue'Lo+(u)P<')(u,t)=e'aof duu¢(u)Pt")(u,t)
.
K O'q c3K~
Ou --~ =-Ou ~ " " " Ou ~"' K~ = O, 1, 2 .... (7.11) where A]l)(t) and f(l)(t) are defined in (4.2). Now from (7.4) and (7.5) the differential equation for (u(t)) can be derived by calculating (.(t)> = f d.. P("' t), (7.12) where the r.h.s, of (7.4) is substituted in (7.12). As a consequence of (7.7) and (7.8), the first two terms of (7.12) are f duu{Lo L~(t)}P(u, t) = {A0 + c~(A~(t))}(u(t)) + (f(t)), (7.13 ) + where we used (7.5) and the normalization of P(u, t). To calculate the higher order terms in (7.12) consider the quantity
duuL]')(t)tO(u)P(~)(u, t)= f du{etA]')(t)u + f(')(t)}O(u)P(K)(u, t),
Bm= f duu{e"-'°)L°(L]t)(t)L]l)(h)... L]l)(tr,))p e-(H°)L°p(U, t)} (m i> 1). (7.14)
Making use of (7.10) and (7.11) we can move the factor u through the first operators f du{e(Ho)ao((e~AID(t)u + f(1)(t))Ltl)(tt)... Ltl)(t,,))p e-(H°)L°P(u, t)}.
B,.
From the first factor between brackets (...)p only the first term survives, since [~)(t) is "annihilated" by Ltt)(h) (see (7.6) and (7.9)). By repeating this the factor u can be moved through all the operators LID:
= f dua"{e(Ho)A°(AtD(t)Atl)(h) ... {aAtl)(tm)u
B,. + fO)(t,a)})p e-(t-'°)L°p(u, t)} = ~'.+l{e('-'o)Ao(Atl)(t)A]')(tO... Atl)(tm))p e-('-'o)ao}(u(t)) +
a " e('-'°)a°(Atl)(t)At')(t,)... Att)(t,,-,)ft!)(t,,)
)p, (7.15) since (7.9) and (7.10) imply that f duu e-(H°)L°p(u, = e-('-'°)a°(u(t)),
t)
f du e-('-'°)L°p(u, = 1.
Substituting the results (7.13) and (7.15) into the r.h.s, of (7.12) one again finds the previous equations (4.1a)-(4.1c).
Note however that (7.4) now also provides an equation for the distribution function of u, not only for its average. Let us apply this to the harmonic oscillator (6.12) for which and 0 + a---{/22x +2Xp} Lo = --~ p Op (7.16a) Using the statistical properties of 7(t) and specializing to the case that f2(t) is Gaussian white noise (~b(z)= ~(z)), one finds from (7.4)
Now we can write m where f + t). j d6~b(¢)P(x, p, t), (7.18) f m !Din = p J d~th(O~ m, (7. 19) since the l.h.s, of (7.18) is just the Taylor expansion of its r.h.s. Here ~b(~) is the probability density of the jump size ~ (note that f d~4~(~)~ = 0 since (7(t)) --0). Substitution of (7.18) in (7.17) leads to a master equation for the process (x(t), p(t)), which is a consequence of the fact that both y(t) and f2(t)
were assumed to be delta-correlated. It was derived by Van Kampen in a different wayS). A final remark is that the method of this section can also be applied to nonlinear equations3). The approximation of (7.4) to second order in L, produces a partial differential equation of second order in u, with coefficients which in general still depend on to and t. On a time scale large compared to ~' c the dependence on to vanishes and one obtains a Fokker-Planck like equation with (in general) time-dependent coefficients. In the white noise limit (4.6) this becomes a genuine (nonlinear) Fokker-Planck equation for a Markov process u(t). Note that these connections are also given by eq. (3.14) in a somewhat hidden form. We will now show that this implies that each of the (m -1)! terms in which the p-cumulant (01 ... (m -'l))p is split up by.the rules just defined, also has the cluster property.
Proo[ of the cluster property for the individual terms A,
Since the times are ordered, t/> tl/> • • •/> tm-~, it is sufficient to prove that each term vanishes as ti -t~+~ ~> re, i = 0 ..... m -2. We distinguish two cases (for each term): (I) The numeral i is in the same subsequence as (i + 1), (consequently it comes next after i), so this subsequence vanishes as tl-ti+~ > ~'c (each t-cumulant with more than one numeral has the cluster property).
(II) The numeral i is in a different subsequence as (i + 1). There occur three cases ((i) and (ii) are not mutually exclusive):
(i) There is a numeral p succeeding i within the same subsequence as i. Then it must be (i + 2) or higher, so if tl -tH ~> T¢, then certainly t~ -tp ~> ~'¢ and the subsequence vanishes. (This is always the case if i = 0).
(ii) There is a numeral p preceding (i + 1) within the same subsequence as (i + 1). Then it must be (i -1) or lower, so if t~ -t~+l ~> zc, also tp -t~+l >~ "r~ and the subsequence vanishes. 
• qm,km),((i + 1)...h-.. (k~ t> 1).
Now we apply rule (A.iii) and the proposition ~,, and infer the following chain of deductions
But the last statement cannot be true since by rule A.iii) we have that qm,km > (i + for the evolution operators occurring within a t-cumulant. Here/3 is a positive constant and we used that t,~ ~< tk~ <~ t for all i ~ {0, 1 ..... m}. Going from one t-cumulant to the next the numerals decrease, so for the remaining evolution operators "between" successive t-cumulants we have:
le(',,-,-",)~o I ~/3 e% -,,,)(g~ X)mio Itj,_,-t,,I ~-' 
