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RESUMEN 
 
Las inundaciones son el desastre más frecuente en nuestro país, produciendo la mayor cantidad de afectados 
y daños materiales a la infraestructura y a la propiedad. En este trabajo se presenta un tipo de modelo de caja 
negra denominado de redes funcionales, usado para pronóstico de alturas en cursos de llanura, aplicado en 
cuencas del Gran Rosario. Las variables de entrada son precipitación y nivel vinculado a un tiempo t0, mien-
tras que la salida está dada por niveles pronosticados para diferentes horizontes temporales tpi. A partir de los 
eventos observados, en promedio 10 por limnímetro, se calculan todas las combinaciones para constituir dos 
grupos: aprendizaje y validación. La evaluación de los modelos se efectúa por medio de distintos estadísti-
cos, entre ellos: diferencia máxima relativa y absoluta en el nivel pico, coeficiente de eficiencia de Nash-
Sutcliffe, raíz del error cuadrático medio y coeficientes de la recta de regresión. Para los resultados presenta-
dos en este trabajo se alcanzaron valores medios en la diferencia en el nivel pico para 6 horas de pronóstico 
de 0.27 m en aprendizaje y de 0.33 m en validación. La potencialidad del modelo es que puede ser aplicado 
en cualquier cuenca con datos de precipitación y niveles. 
 
Palabras clave: modelos de caja negra, redes funcionales, pronóstico de niveles, cuencas de llanura. 
 
 
ABSTRACT 
 
Floods are the most common disaster in our country, producing the largest number of affected and damaging 
infrastructure and private property. In this paper, a black box model called functional networks is presented. 
This model was used to forecast water levels in flatland courses and was applied in the Gran Rosario basins. 
The input variables are rainfall and water level linked to a time t0, while the output is given by predicted wa-
ter levels associated with different time horizons tpi. From the observed events, on average 10 for each gage, 
all combinations are calculated to form two groups: learning and validation. Model evaluation is done 
through various statistical index, including: relative and absolute maximum difference in peak level, coeffi-
cient of efficiency of Nash-Sutcliffe, root mean square error and coefficients of the regression line. For the 
results presented in this paper mean values in difference peak level for 6 hours forecasting was 0.27 m in 
learning and 0.33 m in validation. The potential of the model is that it can be applied in any basin with pre-
cipitation data and levels. 
 
Keywords: black box models, functional networks, water level forecast, plain watersheds. 
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INTRODUCCIÓN 
 
Las inundaciones son uno de los desastres “natura-
les” de mayor impacto en la población, produciendo 
anualmente miles de muertes e importantes daños 
materiales con cuantiosas pérdidas económicas. 
Siendo en los países en vías de desarrollo donde se 
produce la mayor cantidad de víctimas fatales (Ber-
ga Casafont, 1990; 1995; Dueñas Molina, 1995; 
Mimikou y Koustoyannis, 1995). 
 
Sin embargo, la concepción de desastre “natural” 
asociada a las inundaciones no es del todo correcta, 
ya que éstas son el resultado de la conjunción de 
acciones naturales y causas relacionadas a la ocupa-
ción de las planicies de inundación por parte del 
hombre. Tucci (2002) y Singh (2005) señalan entre 
las causas naturales a las características de la cuenca 
en su estado original (relieve, cobertura vegetal, 
capacidad de drenaje, etc.) junto con el tipo de llu-
via; mientras que entre las causas provocadas por la 
acción del hombre se encuentran la urbanización, el 
uso agrícola, las obras hidráulicas y la deforestación 
entre las principales. El crecimiento descontrolado y 
acelerado de las ciudades, a partir de la mitad del 
siglo pasado, ocupó las áreas inundables provocan-
do perjuicios humanos y económicos considerables. 
 
Cuando la frecuencia de las inundaciones es baja, 
las personas adquieren una sensación de seguridad 
que las lleva a aumentar significativamente la inver-
sión y la densificación de las construcciones en las 
áreas inundables (Tucci, 2002). Paradójicamente, a 
pesar del avance en la comprensión de los riesgos 
“naturales” y al empleo de medidas de prevención y 
protección, los daños anuales causados por las 
inundaciones siguen aumentando, debido al creci-
miento de la población, a la consolidación de áreas 
urbanas, al uso de zonas vulnerables, a las mayores 
inversiones de capital y a la fragilidad de los siste-
mas de comunicaciones (Berga Casafont, 1995). 
 
En nuestro país las inundaciones son el desastre más 
frecuente: durante el período 1944 a 2013 se infor-
maron 137 desastres de los cuales 48 fueron inun-
daciones (estadísticas obtenidas por el autor a partir 
de datos recabados en CRED, 2014). Además de la 
ocurrencia, las inundaciones producen la mayor 
cantidad de afectados y daños materiales, incluso si 
se consideran todos los otros desastres (biológicos, 
climáticos, geofísicos, meteorológicos, tecnológicos 
y complejos) en forma conjunta. Estos hechos hacen 
que la problemática de las inundaciones requiera 
suma atención por parte de las autoridades públicas 
en cuanto a políticas de prevención, emergencia y 
mitigación y del público en general respecto de la 
forma de actuación antes, durante y después de un 
evento de inundación. 
 
Para mitigar los efectos de las inundaciones es ne-
cesario implementar diferentes medidas que, según 
Gruntfest (1995) y Marchi et al. (1995), no sólo 
deben estar vinculadas con aspectos hidráulicos, 
geológicos y meteorológicos, sino también con as-
pectos sociales, económicos y políticos. En princi-
pio, las medidas pueden ser clasificadas en dos gru-
pos: preventivas, anteriores a la ocurrencia del 
evento y de emergencia, se ejecutan durante y con 
posterioridad a la inundación (Berga Casafont, 
1995; Aldana Valverde, 2002; Lekkas et al., 2004). 
 
Las medidas preventivas a su vez se dividen en es-
tructurales y no estructurales (Singh, 2005). Las 
estructurales actúan durante la formación y propa-
gación de las inundaciones modificando la relación 
lluvia-escurrimiento. Pueden ser extensivas, es decir 
que actúan sobre la cuenca (conservación de suelos, 
alteración de la cobertura vegetal, corrección de 
cuencas, embalses de laminación y regulación); o 
intensivas, las cuales actúan sobre los cursos de 
agua (diques, incremento de la capacidad de los 
cursos, corte de meandros, reservorios, canales). 
 
Las medidas no estructurales reducen los daños de-
rivados de las inundaciones basadas en mejorar la 
“convivencia” del hombre con las mismas. USACE 
(1978) clasifica estas medidas en: a) regulación del 
uso de la tierra estableciendo el riesgo de inunda-
ción (mapas de riesgo, zonificación y/o compra de 
áreas inundables); b) construcciones a prueba de 
inundaciones (sellado, elevación y/o reubicación de 
estructuras, reubicación de elementos dentro de la 
estructura); c) seguro contra crecidas para dar una 
protección económica por las pérdidas eventuales; y 
d) previsión y alerta de inundación: adquisición de 
datos en tiempo real, transmisión de la información 
a un centro de análisis y pronóstico de niveles en 
cauces a través del uso de un modelo matemático. 
 
Tradicionalmente, las acciones frente a las inunda-
ciones estaban basadas en la aplicación de medidas 
estructurales intensivas (Berga Casafont, 1990; 
1993; 1995); sin embargo, Singh (2005) cita que 
estas obras no brindan una completa protección de-
bido a la inviabilidad física y económica de las 
mismas. La frecuencia de las inundaciones demues-
tra las limitaciones de las medidas estructurales de 
protección, por lo que la implementación de medi-
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das no estructurales para mitigarlas es una oportuni-
dad para reducir la periodicidad y magnitud de los 
eventos extremos (Hickey y Salas, [1998]). 
 
Durante las últimas décadas los expertos recomien-
dan la implementación de soluciones de tipo no 
estructural en conjunto con las estructurales, dada la 
eficacia de las primeras en la reducción de los efec-
tos de las inundaciones: muy buena razón costo-
beneficio, disminución significativa de los impactos 
humanos y socioeconómicos (Berga Casafont, 
1995; Hickey y Salas, [1998]; Aldana Valverde, 
2002; Tucci, 2002; Plate, 2003; Lekkas et al., 2004). 
 
Respecto de las medidas no estructurales, el desa-
rrollo en electrónica, telecomunicaciones y compu-
tación contribuyó a mejorar los sistemas automáti-
cos de pronóstico de crecidas en tiempo real (Berga 
Casafont, 1995). Más aún, Singh (2005) califica al 
uso de estos sistemas junto con la zonificación del 
valle de inundación como las medidas no estructura-
les más efectivas para gestión de las inundaciones. 
 
Un Sistema de Alerta contra Inundaciones (SAI) se 
compone de un conjunto de instalaciones, equipa-
mientos y procesos que permiten conocer en tiempo 
real el estado de las variables hidrológicas (princi-
palmente lluvias, niveles y caudales). A partir de 
estos datos y con la aplicación de un modelo mate-
mático es posible pronosticar la evolución temporal 
de niveles y/o caudales con el objeto de adoptar 
medidas de protección de personas y bienes (Due-
ñas Molina, 1995; Penning-Rowsell et al., 2000; 
García y Linares Sáez, 2002; Tucci, 2002; De Roo 
et al., 2003; Goswami et al., 2005; Singh, 2005). 
 
La selección del modelo de pronóstico de niveles 
posee una fuerte dependencia del tamaño y caracte-
rísticas de la cuenca, de la disponibilidad de datos 
hidrometeorológicos, del tiempo de aviso y propósi-
to del pronóstico, de las características del escurri-
miento y de la disponibilidad de instalaciones y 
equipamiento de cómputo (USACE, 1993; Arduino 
et al., 2005; Singh, 2005). Existe gran variedad de 
modelos matemáticos utilizados en pronóstico de 
crecidas, una de las clasificaciones los divide en 
físicamente basados o de “caja negra”. 
 
Los modelos físicamente basados, en general de 
parámetros distribuidos, representan los procesos 
físicos que se desarrollan en todo el dominio de 
trabajo, la cuenca, durante el proceso de transfor-
mación lluvia – caudal (Ogden et al., 2000) a través 
del planteo de las ecuaciones de conservación de 
masa y momentum; hecho que demanda gran canti-
dad de datos de entrada, recurso computacional y 
tiempo de cálculo. 
 
El uso de modelos de “caja negra” se basa en que 
dado que el pronóstico de niveles (y/o caudales) en 
tiempo real precisa de resultados lo más aproxima-
dos en el menor tiempo posible; es lícito ignorar 
ciertos aspectos y componentes físicos del sistema 
estudiado (Hsu et al., 1995). Relacionan en forma 
simplificada la lluvia, variable de entrada al sistema, 
con el nivel (o caudal) en cursos como variable de 
salida (Kothyari y Singh, 1999); con escasa consi-
deración de los procesos hidrológicos implicados. 
 
Las redes neuronales artificiales (RN) y las redes 
funcionales (FN) son ejemplos de modelos de “caja 
negra” (Castillo, 1998 y Goswami et al., 2005). Una 
RN es un sistema paralelo y dinámico con partes 
que interactúan altamente interconectadas, basado 
en modelos neurobiológicos (el sistema nervioso 
consiste en células nerviosas individuales altamente 
interconectadas llamadas neuronas). Estas neuronas 
reciben información o estímulos desde el ambiente 
externo. La RN está diseñada para emular la función 
humana de reconocimiento de patrones a través del 
procesamiento en paralelo o múltiples entradas, 
pudiendo emplearse para construir modelos no li-
neales (Kanbua y Khetchaturat, 2007). 
 
Zealand et al. (1999) enuncian algunas ventajas de 
las RN: (a) inferir soluciones desde los datos sin 
conocimiento previo de las regularidades en los 
mismos, (b) aprender las similitudes entre los patro-
nes a partir de ejemplos de ellos, (c) poder generali-
zar a partir de ejemplos anteriores a los nuevos, (d) 
son no lineales, pudiendo resolver algunos proble-
mas complejos con mayor precisión y, (e) son alta-
mente paralelizadas conteniendo muchas operacio-
nes idénticas e independientes que se pueden ejecu-
tar al mismo tiempo, a menudo haciendo las RN 
más rápidas que otros métodos. 
 
Estos autores también mencionan ciertas desventa-
jas de las RN: (a) pueden no alcanzar una solución 
satisfactoria, debido a la no existencia de una fun-
ción para aprender o a la insuficiente cantidad de 
datos, (b) la geometría y los parámetros internos 
óptimos de la red dependen del problema, teniendo 
que ser definidos por ensayo y error, y (c) no pue-
den hacer frente a cambios importantes en el siste-
ma por ser entrenadas con datos históricos; es decir 
de existir algún cambio importante en el sistema la 
RN deberá ser reajustada para el nuevo proceso. 
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Las RN han sido empleadas en el ámbito de los re-
cursos hídricos desde hace unos 15 años. Respecto 
del pronóstico de caudales o niveles de agua asocia-
dos a inundaciones existe un gran número de traba-
jos donde se emplean RN con diferentes horizontes 
temporales, abarcando desde análisis estacionales o 
mensuales hasta rangos de 5 minutos en casos de 
cuencas urbanas pequeñas de gran pendiente donde 
suelen producirse inundaciones repentinas. 
 
En la Tabla 1 (página siguiente) se presentan algu-
nos de los trabajos hallados en la revisión bibliográ-
fica. En dicha tabla constan los autores y año del 
trabajo, el país, la variable a pronosticar (nivel o 
caudal), el nombre y área de la cuenca donde se 
realizó la investigación, el horizonte temporal del 
pronóstico, y los índices estadísticos que son em-
pleados más comunmente para evaluar la bondad 
del modelo: raíz del error cuadrático medio RECM, 
coeficiente de determinación r2, coeficiente de efi-
ciencia del modelo E_NS (Nash-Sutcliffe) y error 
en el caudal o nivel pico E_pico. 
 
Diferentes autores (See et. al., 1997; Campolo et al., 
1999; Campolo et al., 2003; Alvisi et al., 2006; 
Chidthong et al., 2009) coinciden en que la exacti-
tud del modelo se degrada a medida que el horizon-
te de pronóstico se incrementa, afectándose su con-
fiabilidad. Alvisi et al. (2006) indican que un tiempo 
de pronóstico de 6 horas es considerado aceptable. 
No obstante, Han (2002) afirma que la disminución 
en la fiabilidad del modelo dentro de ciertos límites 
es tolerable, si se alcanzan los objetivos de alerta 
temprana en forma razonable. 
 
Por otra parte, como las RN son modelos fuerte-
mente dependientes de los datos, Dawson y Wilby 
(1998) junto con Thirumalaiah y Deo (1998) indi-
can que la selección del período de aprendizaje y de 
validación es fundamental, pudiendo afectar la ca-
pacidad de pronóstico de la red. Por último, una 
observación importante sobre el empleo de RN, es 
que el mismo se restringe al rango de datos usado 
en la etapa de aprendizaje (Ponce, 1989). 
 
El objetivo del presente trabajo es la aplicación y 
evaluación del desempeño de diferentes modelos de 
redes funcionales (RF), que son una generalización 
de las RN (Castillo, 1998), con el fin de pronosticar 
niveles. Los mismos son utilizados en secciones 
particulares de los arroyos Ludueña y Saladillo, 
situados en la zona del Gran Rosario (sur de la pro-
vincia de Santa Fe, Argentina). Se proponen tres 
familias de funciones: polinómica, exponencial y de 
Fourier con diferentes grados de aproximación cada 
una. Son usadas la lluvia y el nivel limnimétrico 
para un tiempo t0 como variables de entrada, para 
pronosticar niveles limnimétricos asociados a dife-
rentes horizontes temporales tpi, desde 15 minutos 
hasta 6 horas de anticipación (variables de salida). 
 
Algunos resultados preliminares de este trabajo, que 
forman parte de los estudios de doctorado que están 
siendo llevados a cabo por el primer autor, se pue-
den consultar en Scuderi et al. (2011), Scuderi et al. 
(2012) y Scuderi et al. (2014). 
 
 
MATERIALES Y MÉTODOS 
 
La zona centro – este de la República Argentina, la 
Llanura Pampeana, posee buenos suelos para agri-
cultura y ganadería y dispone de fuentes seguras de 
agua para abastecimiento de las necesidades de sus 
habitantes. Estas condiciones promueven la cada 
vez mayor consolidación de grandes urbes que con-
centran un gran número de personas en espacios 
reducidos (Tucci y Bertoni, 2003). Durante años, la 
migración de la población desde el campo hacia las 
ciudades en busca de un mejor nivel de ingresos, 
hizo que el 91.3% de la población viva en ciudades 
(Celade, 2014), acrecentando fuertemente la presión 
sobre estos conglomerados urbanos y sus sistemas. 
 
Dentro de esta zona, la región del Gran Rosario 
situada en el sureste de la provincia de Santa Fe 
constituye la tercera metrópoli del país. El relieve es 
sumamente plano con escasa pendiente y suelo arci-
lloso – limoso con permeabilidad moderada a mode-
radamente lenta (INTA, 1983). Estas características 
naturales sumadas al aumento en la densidad pobla-
cional a través de emprendimientos urbanísticos 
(principalmente por barrios cerrados) y a la imper-
meabilización de los suelos debido a prácticas agrí-
colas intensivas (primariamente por cultivo de soja), 
incrementan la generación de volumen de escurri-
miento superficial junto con la disminución en los 
tiempos de respuesta de las cuencas. 
 
La zona del Gran Rosario ha sido impactada por 
tormentas de variada intensidad (en las décadas de 
1940 y de 1960, y en los años 1986, 2007 y 2012), 
que produjeron inundaciones con diferente grado de 
severidad, grandes pérdidas económicas y en algu-
nos casos hasta la pérdida de vidas humanas. Estos 
hechos han llevado a la ejecución de distintas obras 
de conducción y alivio por parte de las autoridades 
públicas, tanto provinciales como municipales. 
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Las condiciones descritas anteriormente favorecen 
un escenario cada vez más vulnerable a las inunda-
ciones y el incremento del riesgo de la población, 
razones por las que la protección de la vida humana 
(generalmente de habitantes que ocupan el valle de 
inundación de los cursos o sectores bajos) como de 
la infraestructura pública y de bienes materiales 
cobra cada vez mayor importancia. 
 
Cuencas en estudio 
 
Las cuencas de los arroyos Ludueña y Saladillo 
(Figura 1), situadas en el sureste de la provincia de 
Santa Fe, República Argentina, comparten el mismo 
cuerpo receptor; el río Paraná. El clima de la región 
puede caracterizarse como templado subtropical sin 
estación seca (verano cálido) clasificado según 
Köppen como Cfa. La precipitación media anual de 
la zona es de 1014.4 mm (Rosario Aero, SMN, serie 
1936-2013), registrándose el 70% en el período 
primavera-verano (octubre a marzo). La temperatu-
ra media anual es de 17.5 ºC, mientras que la hume-
dad relativa media anual es de 72% (Rosario Aero, 
SMN, serie 1973-2012). 
 
Las cuencas presentan una fuerte intervención an-
trópica, principalmente la cuenca del arroyo Ludue-
ña, encontrándose atravesadas por numerosas vías 
de comunicación (rutas y ferrocarriles); en tanto que 
la agricultura constituye el principal uso del suelo, 
destacándose la producción de soja, maíz y trigo. 
Desde hace aproximadamente unos 15 años la proli-
feración de barrios cerrados y abiertos, con escasa 
planificación por parte de la autoridad provincial, ha 
contribuido sostenidamente al incremento de la im-
permeabilización del suelo. 
 
La cuenca del arroyo Ludueña se encuentra ubicada 
entre los paralelos 32º 45’ y 33º 07’ S y los meridia-
nos 60º 41’ y 61º 06’ O. La red hídrica está com-
puesta por el arroyo Ludueña y los canales Ibarlu-
cea y Salvat con sus tributarios, cuya longitud total 
es de 140 Km; sin embargo, en época de lluvias la 
gran cantidad de pequeños cursos intermitentes 
acrecienta dicha longitud hasta los 370 Km. El área 
de aporte es de 740 Km2 y su elevación varía entre 
70 m y 18 m sobre el nivel del mar, con pendiente 
media del orden de 1.5 m.Km-1. El caudal base del 
arroyo Ludueña es de 0.5 m3.s-1, alcanzando los 80 
m3.s-1 en crecidas ordinarias y caudales superiores a 
los 400 m3.s-1 en eventos extraordinarios con recu-
rrencia mayor a los 50 años (Riccardi et al., 2002). 
 
La cuenca del arroyo Saladillo se sitúa entre los 
paralelos 32º 59’ y 33º 37’ S y los meridianos 60º 
36’ y 61º 54’ O. La red hídrica principal está consti-
tuida por el arroyo Saladillo, el arroyo La Candela-
ria y el canal Sanford-Arequito, entre otros. La lon-
gitud del curso principal (arroyo Saladillo) es de 
145 Km, mientras que la red total de cursos (consi-
derando los afluentes de los anteriores) es de 359 
Km. El área de aporte es de 3150 Km2 y su eleva-
ción varía entre 115 m y 18 m sobre el nivel del 
mar. El caudal base del arroyo Saladillo es de 1 
m3.s-1, alcanzando durante eventos extraordinarios 
los 1140 m3.s-1 (Riccardi et al., 2008). 
 
  LUDUEÑA
0             25            50                        100 km
RÍO PARANÁ
SALADILLO
PROVINCIA DE SANTA FÉ
REPÚBLICA ARGENTINA
 
Figura 1. Situación geográfica de las cuencas en estudio. 
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La dinámica en el uso del suelo, particularmente la 
cuenca del arroyo Ludueña, sin políticas de orde-
namiento territorial por parte de las autoridades 
provinciales y municipales en el pasado, ha incre-
mentado la vulnerabilidad de los habitantes asenta-
dos en ciertas zonas, particularmente sensibles a las 
inundaciones. Esta situación sumada a numerosas 
tormentas de variada intensidad han llevado a las 
autoridades, en un lapso de unos 50 años, a ejecutar 
un conjunto de grandes obras de saneamiento en la 
cuenca del arroyo Ludueña con el objeto de incre-
mentar la capacidad de evacuación del sistema de 
75 m3.s-1 (en la década de 1940) a 285 m3.s-1 (en el 
año 1994). Además, en el año 1996 se puso en ope-
ración una presa de retención de crecidas que regula 
aproximadamente el 50% del área de la cuenca. 
 
Con respecto a la cuenca del arroyo Saladillo, se 
registran problemas de saneamiento pluvial en va-
rias localidades, entre ellas Arequito, Bombal, Ca-
silda, Chabás, Firmat, Fuentes y Sanford. En gene-
ral estos problemas están circunscriptos y se deben 
a particularidades del relieve local y en ocasiones a 
deficiencias en el macro drenaje. El criterio em-
pleado, en la generalidad de los casos, para la reso-
lución de problemas ha sido la ejecución de canales 
artificiales con el objeto de evacuar “lo más rápi-
damente posible” las aguas de la zona urbana. 
 
Es importante conocer estos hechos para explicar 
como la transformación de la cuenca por parte del 
hombre, hace que cada vez sea necesaria una mayor 
capacidad de conducción para intentar mantener el 
nivel de protección de sus habitantes. 
 
Datos de precipitación y niveles 
 
La autoridad hídrica provincial, el Ministerio de 
Aguas, Servicios Públicos y Medio Ambiente 
(MASPyMA), instaló en el año 2007 una red tele-
métrica de sensores de precipitación y niveles en 
ambas cuencas, en el marco del uso de medidas 
preventivas no estructurales para disminuir la vulne-
rabilidad de áreas con riesgo de inundación. En la 
cuenca del arroyo Ludueña fueron instalados 4 sen-
sores de lluvia y 11 registradores de niveles, mien-
tras que en la cuenca del arroyo Saladillo se empla-
zaron 6 sensores de lluvia y 7 medidores de niveles. 
 
Los datos son registrados cada 15 minutos, siendo 
luego transmitidos a una estación central donde son 
almacenados y disponibilizados a través de una pá-
gina web. El acceso a los datos fue realizado ma-
nualmente desde la página web, gracias a la cesión 
de los mismos por parte del MASPyMA. El período 
de datos utilizado en este trabajo comprende desde 
julio de 2007 hasta junio de 2012 inclusive; siendo 
empleada la estación Rosario AERO (dependiente 
del Servicio Meteorológico Nacional) para el con-
traste de los datos pluviométricos medidos. 
 
La distribución geográfica de los pluviómetros, 
identificados mediante triángulos, se presenta en la 
Figura 2, donde también se muestra la localización 
de la estación Rosario AERO. En dicha figura se 
exhibe, además, en línea continua el límite de cuen-
ca, en línea de trazo los polígonos de Thiessen aso-
ciados a cada pluviómetro y en el interior de cada 
cuenca y con línea continua la red de cursos. 
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Figura 2. Estaciones pluviométricas y polígonos de Thiessen asociados: (izq.) cuenca Ludueña, (der.) cuenca Saladillo. 
 
El contraste entre las precipitaciones registradas en 
las estaciones pluviométricas remotas y la estación 
Rosario AERO, realizado mediante dobles acumu-
laciones, indica que las estaciones remotas registran 
por debajo de la estación de testeo en un rango 
comprendido entre 28% y 46% (valor medio del 
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35%). No obstante, cuando se realiza la misma 
comparación, pero considerando solamente eventos 
aislados para un total de 20 tormentas, el contraste 
produce una diferencia en menos que varía entre 
11% y 28% (valor medio del 18%) con un coefi-
ciente de determinación r = 0.78. Esta particularidad 
pone de manifiesto la necesidad de efectuar el se-
guimiento sistemático del funcionamiento de los 
sensores pluviométricos. 
 
Respecto de los sensores limnimétricos, en la Figura 
3 se exhibe la posición de los mismos identificados 
por medio de círculos. También se presenta en línea 
continua el límite de cuenca y de las subcuencas 
asociadas a cada sensor y en el interior de la cuenca 
la red de cursos. La evaluación de la calidad de es-
tos registros limnimétricos es más difícil de realizar 
que en el caso de los sensores de precipitación. No 
obstante, algunos de los niveles medidos durante la 
ocurrencia de diferentes eventos pudieron ser com-
parados con la lectura de la regla localizada junto a 
la sección considerada. 
 
Es importante destacar que los equipos, en particu-
lar, los sensores de niveles estuvieron sometidos a 
situaciones de vandalismo. Un análisis pormenori-
zado sobre el comportamiento de los sensores puede 
ser consultado en Scuderi et al. (2009). 
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Figura 3. Estaciones limnimétricas y subcuencas asociadas: (izq.) cuenca Ludueña, (der.) cuenca Saladillo. 
 
Concluida la fase de verificación de la calidad de 
los datos, fueron efectuados una serie de procedi-
mientos adicionales, según el siguiente detalle: 
(1) cada cuenca fue dividida en subcuencas asocia-
das al área de aporte de cada sensor limnimétrico, 
empleando curvas de nivel cada 1.25 m y la traza de 
los diferentes terraplenes viales y ferroviarios; 
(2) fue determinada el área de influencia de cada 
sensor pluviométrico mediante la metodología de 
polígonos de Thiessen; 
(3) en función de las áreas obtenidas en los dos pun-
tos anteriores se procedió al cálculo del porcentaje 
de contribución con que cada sensor pluviométrico 
aporta a cada subcuenca a través de la intersección 
de ambas superficies. 
 
Posteriormente fue cotejada la concordancia tempo-
ral entre registros de precipitación y de niveles, se-
leccionando las fechas en que ocurrieron las tor-
mentas y donde hubo medición de niveles simultá-
neamente. Finalmente, se definieron como eventos 
válidos aquellos que cumplieran los siguientes re-
quisitos establecidos en forma arbitraria: 
(1) la precipitación caída en cada una de las sub-
cuencas de aporte al limnímetro considerado supera 
los 10 mm (calculada en función del aporte propor-
cional de cada pluviómetro); 
(2) el nivel de agua en la sección estudiada registra 
un incremento superior al 15% de la diferencia 
máxima entre nivel pico y nivel base, considerando 
la totalidad de eventos medidos en dicha sección. 
 
De la aplicación del procedimiento citado se obtu-
vieron diferentes cantidades de eventos válidos para 
cada sensor limnimétrico, entre 4 y 15 tormentas, 
con un valor medio de 10 tormentas por sensor. 
 
Modelo de redes funcionales 
 
Castillo (1998) cita que las RN están compuestas 
por diferentes capas de neuronas conectadas a través 
de enlaces (Figura 4). Cada unidad de cómputo o 
neurona puede realizar un cálculo simple, consisten-
te en una función escalar f típicamente monótona 
(función de activación), a partir de la suma ponde-
rada de los datos de entrada. Las funciones f asocia-
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das a las neuronas son fijas y los pesos w deben ser 
aprendidos por medio de algoritmos a partir de los 
datos de entrada. El método de aprendizaje y los 
algoritmos son importantes para el uso de las RN. 
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Figura 4. Esquema típico de una red neuronal 
(Fuente: Bruen y Yang, 2005). 
 
Por otra parte, según lo manifestado por Castillo y 
Gutiérrez (1998), las redes funcionales (RF) son una 
generalización o extensión de las RN; en la Figura 5 
se muestra un esquema típico de la organización y 
de los componentes de una RF. En el caso de las RF 
las funciones de activación f son funciones desco-
nocidas, aunque definidas a partir de familias cono-
cidas, a ser estimadas en el proceso de aprendizaje. 
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Figura 5. Esquema típico de una red funcional 
(Fuente: Bruen y Yang, 2005). 
 
Los elementos componentes de una RF (Figura 5) 
son (Castillo, 1988): 
(1) una capa de unidades de entrada, que contiene 
los datos de entrada (x1, x2, x3); 
(2) una capa de unidades de salida, es la última capa 
y contiene los datos de salida (x6); 
(3) una o varias capas de neuronas o unidades de 
cómputo, donde se evalúa un conjunto de valores de 
entrada provenientes de la capa anterior y produce 
otro conjunto de valores de salida a la próxima capa 
(f1, f2 y f3); 
(4) un conjunto de enlaces dirigidos, que conectan 
la capa de entrada a la primera capa de neuronas, 
neuronas de una capa a otras de la próxima capa, y 
la última capa de neuronas con la capa de salida. La 
dirección de la información es única, desde la capa 
de entrada hacia la capa de salida. 
(5) una o más capas de unidades de almacenamiento 
intermedio (x4, x5) que almacena la información 
producida por las unidades neuronales. 
 
Una de las principales diferencias entre las RN y las 
RF, citadas por Castillo (1998), es que en las prime-
ras las funciones de activación f son fijas e iguales 
(funciones sigmoidales), debiendo ser aprendidos 
los pesos w. En forma contrapuesta en las RF se 
suprimen los pesos w (en realidad se encuentran 
contenidos dentro de las funciones de activación) de 
forma tal que las funciones de activación f son las 
que deben ser aprendidas; no obstante dichas fun-
ciones de activación se derivan de familias funcio-
nales previamente conocidas. 
 
Este mismo autor manifiesta una propiedad impor-
tante de las RF, en caso de tener m enlaces partien-
do de la última capa de neuronas a una unidad de 
salida, el valor de dicha unidad de salida puede ser 
escrito en formas diferentes (una por cada enlace); 
generando así un sistema de m-1 ecuaciones funcio-
nales que pueden ser escritas a partir de la topología 
de la red. 
 
A continuación son señaladas otras diferencias entre 
las RN y las RF, que hacen a las particularidades de 
cada una de ellas, presentadas en Castillo (1998) y 
Castillo et al. (2000): 
(1) respecto de la topología: en las RN se elige me-
diante ensayo y error, mientras que la topología 
inicial en las RF está dada por el problema, pudien-
do simplificarse usando ecuaciones funcionales; 
(2) respecto de las funciones neuronales: en las RN 
las funciones neuronales (funciones sigmoidales) 
son fijas, univariadas y de un solo argumento (suma 
ponderada de los valores de entrada o combinación 
lineal de ellos). En forma opuesta, en las RF las 
funciones neuronales pueden ser diferentes, multi-
variadas y/o de múltiples argumentos; 
(3) respecto de las unidades de salida: en las RN las 
unidades de salida son la salida de una neurona in-
dividual (la última), por el contrario en las RF las 
unidades de salida son la salida de una o más neu-
ronas. Este hecho produce ciertas condiciones de 
compatibilidad de modo que, a mayor número de 
neuronas conectadas a las unidades de salida menor 
será el número de grados de libertad; 
(4) en algunas RF el método de aprendizaje conduce 
a un óptimo global en un solo paso, reduciendo de 
esta manera el tiempo de aprendizaje y los proble-
mas asociados con el óptimo local y global. 
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Red funcional simple separable 
En este trabajo se propone el empleo de una RF 
simple separable con dos variables de entrada x e y, 
y una de salida z. La variable x corresponde al valor 
de precipitación, la variable y al nivel de agua para 
un tiempo t0 y la variable z al nivel de agua para 
diferentes tiempos de pronóstico tpi. 
 
La RF separable es de uso habitual y, como su nom-
bre lo indica, se define a partir de una expresión que 
considera el efecto de cada una de las variables de 
entrada en forma separada. De esta manera, al con-
siderar dos variables de entrada y una de salida, la 
RF queda formulada matemáticamente a través de la 
siguiente expresión (Bruen y Yang, 2005): 
 
( ) ( ) ( )∑
=
==
n
i
ii ygxfyxFz
1
,                           (1) 
 
donde x e y son las variables de entrada, z es la va-
riable de salida, y fi y gi son las funciones neurona-
les a ser calculadas. 
 
Dentro de esta familia (ec. 1) se selecciona el caso 
más simple, que considera la contribución indepen-
diente de cada una de las entradas, sin contemplar 
las interacciones entre ellas. De esta forma, si en la 
expresión anterior se supone n = 2 y g1 = f2 = 1, se 
obtiene (Bruen y Yang, 2005): 
 ( ) ( ) ( )ygxfyxFz +== ,                              (2) 
 
Aprendizaje de la red funcional 
Bruen y Yang (2005) señalan que el proceso de 
aprendizaje o entrenamiento es, en la práctica, se-
mejante a la tarea de calcular los parámetros de un 
modelo hidrológico convencional. 
 
Para la RF dada en la ec. 2, el proceso de aprendiza-
je consiste en estimar las funciones neuronales f y g 
a partir de los datos de entrada (Castillo y Gutiérrez, 
1998). Dichas funciones pueden ser propuestas co-
mo una combinación lineal de funciones conocidas, 
de orden p, a partir de una familia dada, como por 
ejemplo un polinomio o serie de Fourier (Bruen y 
Yang, 2005): 
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en que los coeficientes aj son los parámetros de las 
funciones neuronales ϕj a ser aprendidos durante el 
entrenamiento de la red, y p y q son los órdenes de 
cada familia de funciones. 
 
El objetivo durante el entrenamiento es minimizar 
una función de error que contempla la diferencia 
entre el valor calculado por el modelo y el valor 
medido. La función objetivo (FO) usada es la suma 
de los errores cuadráticos, la cual se encuentra ex-
presada por la ecuación 4. Para asegurar la unicidad 
en la representación de la red es necesario y sufi-
ciente dar un valor inicial a alguna de las funciones 
neuronales, pudiendo utilizar cualquiera de las dos 
condiciones iniciales: f(x0) = u o g(y0) = v. Este 
término se agrega a la FO, quedando la ecuación 5 
(Bruen y Yang, 2005): 
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siendo k la cantidad de datos de entrenamiento y c 
una constante. 
 
Minimizar la FO es equivalente a resolver un con-
junto de derivadas de FO respecto de los parámetros 
aj y del multiplicador c, obteniendo un sistema de 
p+q+1 ecuaciones lineales, donde los coeficientes a 
calcular son los parámetros aj y la constante c 
(ecuación 6). Para conocer con detalle el desarrollo 
del modelo consultar Bruen y Yang (2005). 
 
Los autores anteriores destacan que el proceso de 
entrenamiento es más fácil y rápido para las RF que 
para las RN; siendo ésta una ventaja considerable, 
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en particular para modelos complejos o con series 
extensas de datos. En contrapartida, un aspecto ne-
gativo de las RF (a diferencia de las RN) es que 
cambios en cualquier parte de la red requieren la 
modificación de las ecuaciones para entrenamiento 
y por lo tanto de la programación. 
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Las familias funcionales que se emplean en el traba-
jo son la polinómica, la exponencial y la serie de 
Fourier. Además se plantea usar cuatro modificacio-
nes de las mismas (tres exponenciales y una de Fou-
rier) por lo que en definitiva se obtienen siete fami-
lias funcionales a ser estudiadas. 
 
Implementación del modelo de RF 
Según lo referido por Dawson y Wilby (1998), este 
tipo de modelos es fuertemente dependiente de los 
datos de entrada, por lo que fueron generadas a par-
tir de las tormentas válidas todas las combinaciones 
de datos posibles, en cada estación limnimétrica. 
Cada una de las combinaciones fue dividida a su 
vez en dos grupos o muestras complementarios: uno 
para aprendizaje y otro para validación de la red. 
 
Una restricción adicional implementada sobre las 
muestras es descartar aquellas donde la cantidad de 
tormentas utilizadas en aprendizaje y en validación 
sea muy dispar. El criterio excluye las muestras en 
que el número de tormentas para aprendizaje o vali-
dación es inferior al 50% de la cantidad de tormen-
tas del grupo complementario; si tomamos como 
ejemplo 10 tormentas se descartan las muestras que 
utilizan 1, 2 o 3 tormentas en alguno de los grupos. 
 
Luego de determinadas las n muestras definitivas, 
para cada limnímetro, fueron aplicados los siete 
modelos de RF. En esta instancia la rutina progra-
mada calcula la matriz de coeficientes y el vector de 
términos independientes en función de los datos de 
entrada asociados a cada muestra i (i = 1,…,n). Pos-
teriormente se resuelve el sistema de ecuaciones 
planteado en la ec. 6, generando el vector de coefi-
cientes resultado. A partir del vector de coeficientes 
resultado el modelo realiza el pronóstico de los ni-
veles, para la muestra i considerada, en la etapa de 
aprendizaje. Haciendo uso del mismo vector de co-
eficientes resultado, el programa realiza el pronósti-
co de niveles para la muestra complementaria aso-
ciada a la etapa de validación. En la Figura 6 se 
presenta un diagrama de flujo del modelo de RF 
empleado, donde se esquematiza el procedimiento 
descrito precedentemente. 
 
Tener en cuenta que en cada uno de los siete mode-
los de RF fueron considerados 9 grados de aproxi-
mación diferentes, siendo además planteados nueve 
horizontes temporales de cálculo: 15, 30 y 45 minu-
tos y 1, 2, 3, 4, 5 y 6 horas. 
 
Realizado el pronóstico de niveles para cada mues-
tra i en las etapas de aprendizaje y de validación, y 
debido a la gran cantidad de datos generados en 
función del análisis combinatorio efectuado, inter-
esa restringir el número de muestras a las cuales se 
les realizará el análisis estadístico. Para reducir el 
universo de muestras se aplicaron tres pruebas esta-
dísticas a los resultados obtenidos para cada muestra 
i, considerando los niveles medidos y los pronosti-
cados: una para determinar si el coeficiente de co-
rrelación r es diferente de 0, otra para evaluar si los 
coeficientes a y b de la recta de regresión no son 
diferentes de 1 y 0, y la tercera para conocer si el 
desvío medio es diferente de 0. 
 
El primer procedimiento corresponde a la prueba t 
de Student para determinar si el coeficiente de co-
rrelación r es diferente de 0 (ec. 7): 
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2
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Figura 6. Modelo de RF de pronóstico de niveles. Diagrama de flujo. 
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donde tr es el valor calculado del test de Student; α 
es el grado de significancia (95%); n es la cantidad 
de registros de la muestra y r es el coeficiente de 
correlación. El valor de tr calculado es contrastado 
con el valor crítico de la distribución t de Student tc 
asociado a α=0.05 y n-2. Si tr > tc entonces se dice 
que r es estadísticamente distinto de cero y que am-
bas variables están correlacionadas. 
 
El segundo test, sugerido por Dent y Blackie en 
1979 (Tedeschi, 2006) permite evaluar en forma 
simultánea si los coeficientes a y b de la recta de 
regresión no son diferentes de 1 y 0 respectivamen-
te, en función del test F de Fisher. La expresión aso-
ciada al mismo está dada por la ec. 8: 
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siendo F1 el valor calculado del test F de Dent y 
Blackie; b la ordenada al origen de la recta de regre-
sión; p  el valor medio de los valores pronostica-
dos; a la pendiente de la recta de regresión; pi es 
cada uno de los valores pronosticados; ECM es el 
error cuadrático medio; y oi es cada uno de los valo-
res observados. El valor de F1 calculado es compa-
rado con el valor crítico de la distribución F de Fis-
her Fc asociado a α=0.05 y n-2. En caso que F1 < Fc 
se concluye que a y b no son estadísticamente dife-
rentes de 1 y 0. 
 
El tercer control, sugerido por Jacovides y Konto-
yiannis (1995), evalúa si el desvío medio DM es 
diferente de 0 aplicando la distribución t de Student: 
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en que DM es el desvío medio. El valor de tDM cal-
culado es comparado con el valor crítico de la dis-
tribución t de Student tc asociado a α=0.05 y n-1. 
En circunstancias en que tDM > tc se considera que 
el desvío medio DM es estadísticamente diferente 
del valor cero. 
Los pronósticos asociados a cada muestra i (para 
aprendizaje y validación) que responden satisfacto-
riamente a las tres pruebas estadísticas aplicadas, 
son los que se consideran para la evaluación de re-
sultados en el punto siguiente. 
 
 
RESULTADOS 
 
Como el número de muestras válidas resultantes 
asociado a cada limnímetro es elevado, llegando en 
2 de las estaciones a alrededor de 28900, se torna 
dificultoso visualizar cada una de ellas, por lo que 
se decidió emplear parámetros estadísticos para su 
presentación. Una complejidad adicional que se 
suma al análisis de los resultados es que cada una de 
las estaciones limnimétricas tiene diferente número 
de muestras válidas, por lo que no es posible reali-
zar una estricta comparación entre las mismas. No 
obstante, teniendo en cuenta esta limitación es fac-
tible, en la práctica, elaborar las comparaciones en-
tre estaciones y establecer conclusiones generales 
sobre los resultados obtenidos. 
 
La evaluación de los resultados se divide en dos 
fases, la primera en términos estadísticos analiza las 
estaciones en su conjunto, mientras que la segunda 
en términos de niveles se enfoca específicamente 
sobre una muestra representativa de dos estaciones 
limnimétricas particulares. 
 
Análisis en términos estadísticos 
 
Para evaluar los pronósticos fueron empleados dife-
rentes estadísticos; en este sentido no hay consenso 
entre los investigadores respecto de un criterio úni-
co para la evaluación de modelos. Por esta razón se 
calcularon 12 estadísticos, entre ellos la diferencia 
máxima absoluta [m] y relativa [%] en el nivel pico, 
la raíz del error cuadrático medio [m], el coeficiente 
de eficiencia del modelo de Nash-Sutcliffe y los 
coeficientes a y b de la recta de regresión (que son 
los seis indicadores que se presentan y analizan a 
continuación), diferencias máximas y mínimas en el 
limnigrama completo, diferentes coeficientes de 
correlación y desvío medio. 
 
En las Figuras 7 a 11 se presentan los estadísticos 
medios calculados asociados a los 11 sensores lim-
nimétricos situados en la cuenca del arroyo Ludue-
ña. En dichas figuras se representan en línea delga-
da los valores máximos y mínimos para cada esta-
dístico analizado y en línea gruesa el valor medio 
del mismo, para diferentes horizontes temporales. 
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En la Figura 7 se muestra la diferencia relativa por-
centual en el nivel pico, dicha magnitud expresa la 
proporción en que se encuentran los valores pronos-
ticados por debajo de los valores observados, lo que 
constituye una condición crítica para un modelo de 
pronóstico de crecidas. Los resultados indican que, 
en promedio, para la etapa de aprendizaje, se obtu-
vieron valores mínimos de 0.7% para 15 minutos y 
máximos de 15.7% para 6 horas de pronóstico (va-
lor medio 5.0%). En tanto que en validación se re-
gistró, en promedio, un mínimo de 0.5% para 15 
minutos y un máximo de 19.2% para 6 horas de 
pronóstico (valor medio 6.5%). 
 
Por otro lado, también se consideró la diferencia 
anterior en términos absolutos, es decir evaluada en 
metros (Figura 8). De esta forma se obtuvieron los 
siguientes valores medios: en aprendizaje un míni-
mo de 0.01 m para 15 minutos y un máximo de 0.29 
m para 6 horas (valor medio 0.09 m); mientras que 
en validación se obtuvo un valor mínimo de 0.01 m 
para 15 minutos y un máximo de 0.35 m para 6 
horas (valor medio 0.11 m). Dado que el valor críti-
co para una aplicación en alerta de crecidas es el 
nivel máximo alcanzado por el limnigrama, resultan 
sumamente auspiciosas las diferencias obtenidas por 
los pronósticos generados por los modelos de RF. 
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Figura 7. Diferencia relativa en el pico dpico(%): (a) aprendizaje, (b) validación. Cuenca Ludueña. 
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Figura 8. Diferencia absoluta en el pico dpico: (a) aprendizaje, (b) validación. Cuenca Ludueña. 
 
Posteriormente, se empleó un índice para evaluar el 
grado de correlación entre niveles observados y 
pronosticados: el coeficiente eficiencia del modelo 
CE (Figura 9). Este coeficiente, desarrollado por 
Nash y Sutcliffe, es ampliamente utilizado en hidro-
logía. Los resultados surgidos del cálculo de este 
índice arrojan los siguientes valores: durante el pro-
ceso de aprendizaje, en promedio un máximo de 
0.998 para 15 minutos y un mínimo de 0.812 para 6 
horas de horizonte temporal (valor medio 0.939); 
mientras que durante la etapa de validación, en 
promedio se obtuvo un máximo de 0.998 para 15 
minutos y un mínimo de 0.729 para 6 horas de ante-
cedencia (valor medio 0.908). 
 
Además, fue calculada la raíz del error cuadrático 
medio RECM (Figura 10), que es un parámetro que 
tiene la ventaja de dar información en las mismas 
unidades de la variable en estudio, permitiendo de 
esta forma tener una idea de proporción entre el 
error y los valores observados. Este estadístico arro-
ja los siguientes resultados: durante el aprendizaje, 
en promedio un mínimo de 0.02 m para 15 minutos 
de pronóstico y un máximo de 0.18 m para 6 horas 
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de anticipación (valor medio 0.08 m); mientras que 
durante la validación se presentó, en promedio un 
mínimo de 0.01 m para 15 minutos y un máximo de 
0.20 m para 6 horas de antecedencia (valor medio 
0.09 m). A partir de estos resultados se aprecia que 
la diferencia, en valores medios, de este índice entre 
aprendizaje y validación es prácticamente nula. 
 
En la Figura 11 se presentan los coeficientes a y b 
promedios de la recta de regresión entre valores 
observados y pronosticados para cada todas las es-
taciones y los distintos tiempos de pronóstico, obte-
nidos en validación. Se observa que existe, en pro-
medio, una escasa desviación de los valores teóricos 
a = 1 y b = 0; los mayores desvíos obtenidos fueron 
a = 0.873 en la hora 5 de pronóstico y b = 0.077 en 
la hora 6 de tiempo pronóstico. 
 
La tendencia general de estos índices es deteriorarse 
a medida que el tiempo de pronóstico se incrementa. 
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Figura 9. Eficiencia del modelo CE: (a) aprendizaje, (b) validación. Cuenca Ludueña. 
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Figura 10. Raíz del error cuadrático medio RECM: (a) aprendizaje, (b) validación. Cuenca Ludueña. 
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Figura 11. Coeficientes a y b de la recta de regresión. Cuenca Ludueña. 
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A continuación en la Tabla 2 se presenta un resumen 
de los estadísticos calculados para la cuenca del 
arroyo Ludueña. De la misma puede apreciarse que 
en general los estadísticos en aprendizaje son de 
“mejor calidad” que en validación. 
 
Tabla 2: Resumen de estadísticos. Cuenca Ludueña. 
 aprendizaje validación 
máx 15.7 19.2 
med 5.0 6.5 dif_pico [%] 
min 0.7 0.5 
máx 0.29 0.35 
med 0.09 0.11 dif_pico [m] 
min 0.01 0.01 
máx 0.998 0.998 
med 0.939 0.908 CE 
min 0.812 0.729 
máx 0.18 0.20 
med 0.08 0.09 RECM 
min 0.02 0.01 
 
En las Figuras 12 a 16 se muestran los índices me-
dios estimados para los limnímetros de la cuenca 
del arroyo Saladillo. En dichas figuras se represen-
tan en línea fina los valores máximos y mínimos de 
cada estadístico analizado y en línea más gruesa el 
valor medio del mismo, para los horizontes tempo-
rales que abarcan desde 15 minutos hasta 6 horas. 
 
En la Figura 12 se evalúa el comportamiento de los 
modelos en el momento en que se registra el nivel 
máximo a partir de las diferentes muestras i consi-
deradas, para los que se analiza la diferencia por-
centual respecto del nivel máximo observado. Los 
resultados indican que, en promedio, durante el pe-
riodo de aprendizaje se obtuvieron valores mínimos 
de 0.6% para 30 minutos y máximos de 15.4% para 
5 horas de antelación (valor medio 6.3%). Mientras 
que durante la fase de validación los resultados ob-
tenidos en promedio fueron de un mínimo de 0.4% 
para 30 minutos y un máximo de 18.7% para 5 
horas de pronóstico (valor medio 7.7%). 
 
Además de la diferencia relativa entre valores ob-
servados y pronosticados en el nivel pico, también 
se evalúa la diferencia absoluta en metros entre los 
mismos (Figura 13). Se verificaron los siguientes 
valores promedio: en la etapa de aprendizaje un 
valor mínimo de 0.01 m para 15 minutos y un 
máximo de 0.25 m para 6 horas (valor medio 0.10 
m); mientras que en la etapa de validación se obtuvo 
un valor mínimo de 0.01 m para 15 minutos y un 
máximo de 0.30 m para 5 horas (valor medio 0.12 
m). Para usos en alerta de crecidas es prioritario el 
nivel máximo (o nivel pico) alcanzado en el limni-
grama y de esta forma las diferencias obtenidas 
pueden ser consideradas muy adecuadas para estos 
fines. Por otra parte, los valores estimados para es-
tos índices en esta cuenca concuerdan con los halla-
dos en la cuenca del arroyo Ludueña. 
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Figura 12. Diferencia relativa en el pico dpico(%): (a) aprendizaje, (b) validación. Cuenca Saladillo. 
 
Para inferir el grado de correlación existente entre 
niveles observados y pronosticados se empleó el 
coeficiente eficiencia del modelo CE, el cual se pre-
senta en la Figura 14. A partir de los niveles calcu-
lados surgen los siguientes resultados: en el período 
de aprendizaje, en promedio un máximo de 0.998 
para 15 minutos y un mínimo de 0.796 para 6 horas 
de pronóstico (valor medio 0.927); mientras que en 
validación, en promedio se obtuvo un máximo de 
0.998 para 15 minutos y un mínimo de 0.735 para 6 
horas de antecedencia (valor medio 0.898). Se veri-
fica que los valores de este coeficiente son siempre 
mayores en aprendizaje que en validación, indepen-
dientemente del tiempo de pronóstico. 
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Figura 13. Diferencia absoluta en el pico dpico: (a) aprendizaje, (b) validación. Cuenca Saladillo. 
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Figura 14. Eficiencia del modelo CE: (a) aprendizaje, (b) validación. Cuenca Saladillo. 
 
La raíz del error cuadrático medio RECM, Figura 
15, presenta los siguientes valores: en el período de 
aprendizaje, en promedio un mínimo de 0.02 m para 
15 minutos de pronóstico y un máximo de 0.18 m 
para 6 horas de anticipación (valor medio 0.09 m); 
mientras que durante la validación, en promedio un 
mínimo de 0.02 m para 15 minutos y un máximo de 
0.19 m para 6 horas de antecedencia (valor medio 
0.10 m). Se verifica que la diferencia en valores 
medios para este índice en aprendizaje y validación 
es despreciable. 
Por último, en la Figura 16, se muestran los coefi-
cientes a y b promedio de la recta de regresión entre 
niveles observados y pronosticados, para todos los 
limnímetros y diferentes horizontes temporales, 
obtenidos en validación. Las desviaciones medias 
de los valores teóricos a = 1 y b = 0 registradas son 
pequeñas; los mayores desvíos obtenidos fueron a = 
0.908 y b = 0.061, ambas en la hora 5 de tiempo de 
pronóstico. La tendencia general de estos índices es 
a desmejorar a medida que el tiempo de pronóstico 
se incrementa. 
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Figura 15. Raíz del error cuadrático medio RECM: (a) aprendizaje, (b) validación. Cuenca Saladillo. 
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Figura 16. Coeficientes a y b de la recta de regresión. Cuenca Saladillo. 
 
Seguidamente, en la Tabla 3, se exhibe un resumen 
de los estadísticos calculados para la cuenca del 
arroyo Saladillo. De la misma forma que para los 
estadísticos calculados en el caso de la cuenca del 
arroyo Ludueña (Tabla 2), los estadísticos durante 
aprendizaje muestran un mejor desempeño que en el 
período de validación. 
 
Tabla 3: Resumen de estadísticos. Cuenca Saladillo. 
 aprendizaje validación 
máx 15.4 18.7 
med 6.3 7.7 dif_pico [%] 
min 0.6 0.4 
máx 0.25 0.30 
med 0.10 0.12 dif_pico [m] 
min 0.01 0.01 
máx 0.998 0.998 
med 0.927 0.898 CE 
min 0.796 0.735 
máx 0.18 0.19 
med 0.09 0.10 RECM 
min 0.02 0.02 
 
Análisis en términos de niveles 
 
Dado que obviamente también es necesario visuali-
zar y analizar el comportamiento del modelo en 
términos de niveles, a continuación se presentan los 
niveles observados y pronosticados asociados a la 
“muestra representativa” para el caso de dos limní-
metros, uno por cada cuenca estudiada. 
 
El primer caso corresponde a la estación Rtu 24 
Pérez-Peretti, perteneciente a la cuenca del arroyo 
Ludueña. Por cuestiones de espacio, se seleccionó la 
estación que registró la mayor cantidad de tormen-
tas, en este caso 14. La evaluación de los resultados 
se efectuó a partir de la comparación de niveles ob-
servados y pronosticados, los cuales fueron repre-
sentados conjuntamente para los distintos tiempos 
de pronóstico considerados. Respecto de los tiem-
pos de pronóstico, si bien fueron generados resulta-
dos para nueve horizontes temporales, se presentan 
solamente los resultados para 1 hora y 6 horas. 
 
El análisis efectuado a continuación se refiere a la 
“muestra representativa” número 12981, formada 
por la siguiente combinación de eventos en aprendi-
zaje: evento 1 (07-01-2008), 2 (28-01-2008), 3 (07-
02-2008), 4 (22-02-2008), 5 (27-11-2008), 7 (10-
02-2009), 8 (20-02-2009), 13 (12-03-2012) y 14 
(19-03-2012); y para validación, los eventos com-
plementarios, evento 6 (29-11-2008), 9 (04-04-
2009), 10 (10-10-2009), 11 (13-04-2010) y 12 (28-
05-2010). Los niveles observados y pronosticados 
para 1 hora y 6 horas de tiempo de pronóstico, se 
presentan en las Figuras 17 y 18 respectivamente. 
 
En cada una de las figuras se representa en la parte 
izquierda los limnigramas medidos y pronosticados, 
y a la derecha los valores observados confrontados 
con los pronosticados junto con la línea 1:1 de co-
rrelación perfecta en línea de trazo. A su vez, cada 
una de las figuras se divide en dos partes, la supe-
rior contiene los resultados obtenidos en la etapa de 
aprendizaje y la inferior durante la validación. En 
cada representación de limnigramas, correspondien-
te a la muestra evaluada, la línea vertical negra de 
trazo fino indica la separación entre los diferentes 
eventos y sus limnigramas asociados. 
 
Cuando se comparan las Figuras 17 y 18, puede 
establecerse preliminarmente que el pronóstico con 
1 hora de antelación genera niveles más precisos 
que el de 6 horas de antecedencia. 
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Figura 17. Limnigramas para la muestra 12981. Horizonte de pronóstico 1 hora. 
 
RTU 24. Aprendizaje 6 horas
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Figura 18. Limnigramas para la muestra 12981. Horizonte de pronóstico 6 horas. 
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Los pronósticos para 1 hora de antecedencia durante 
el aprendizaje (Figura 17) derivados de las familias 
funcionales propuestas son semejantes entre si. Si se 
evalúa la diferencia en el pico del mayor de los lim-
nigramas (correspondiente a 2.53 m para aprendiza-
je y a 2.22 m para validación) se verifica para cual-
quiera de las familias funcionales que no se supera 
0.03 m en menos. Sin embargo existe cierto com-
portamiento irregular para la familia FourierA g4 
que queda evidenciado en la parte derecha de la 
figura mediante el alejamiento de los triángulos 
(que representan a dicha familia) de la recta 1:1. Por 
otra parte, en la fase de validación, si bien la familia 
de FourierA g4 es la que presenta mayores errores, 
también se verifican algunas irregularidades para las 
otras dos (polinómica g1 y expoD g5), aunque en 
menor medida. 
 
Se concluye que para el pronóstico de 1 hora de 
antecedencia, las familias funcionales analizadas 
pronostican valores muy similares entre sí, reco-
mendando el uso de la familia polinómica g1 por su 
simplicidad en el cálculo de los coeficientes respec-
to de las otras dos, expoD g5 y FourierA g4. 
 
Cuando se evalúa el tiempo de pronóstico de 6 
horas (Figura 18), se verifica que en aprendizaje, la 
familia FourierA g7 es la que presenta mayores di-
ferencias, seguida de la función expoD g5 y de la 
polinómica g2. No obstante, en validación, no se 
verifica la mencionada tendencia, siendo la función 
polinómica g2 la que presenta mayores incertezas, 
seguida de la expoD g5 y en menor grado por la de 
FourierA g7. Evaluando la discrepancia en el pico 
del mayor de los limnigramas (correspondiente a 
2.53 m para aprendizaje y a 2.19 m para validación) 
se verifica que la misma se incrementa hasta 0.22 m 
en menos, para las familias funcionales expoD g5 y 
FourierA g7 durante el proceso de validación. La 
familia que ofrece mejores resultados, respecto al 
nivel pico para 6 horas de pronóstico, es la polinó-
mica g2 por sobre las otras dos. 
 
El segundo análisis corresponde a la estación Rtu 13 
Piñero, perteneciente a la cuenca del arroyo Saladi-
llo; en este caso se registraron 10 tormentas. Res-
pecto de la representación de los resultados, tanto de 
niveles observados y pronosticados como de los 
estadísticos calculados, caben todas las considera-
ciones realizadas en el caso de la cuenca del arroyo 
Ludueña. Se deja constancia, nuevamente, que el 
análisis efectuado en esta sección se refiere sola-
mente a la muestra “representativa” de cada una de 
las estaciones de aforo estudiadas. 
El análisis corresponde a la muestra “representati-
va” 650, constituida a partir de 10 tormentas: los 
eventos 1 (27-01-2008), 2 (21-02-2008), 3 (27-11-
2008), 4 (10-02-2009), 8 (13-11-2009) y 9 (18-11-
2009) para aprendizaje y los eventos 5 (20-07-
2009), 6 (17-09-2009), 7 (10-10-2009) y 10 (19-12-
2009) para validación. Los niveles observados y 
pronosticados para 1 hora y 6 horas de antecedencia 
se muestran en las Figuras 19 y 20 respectivamente. 
 
Se aprecia que los pronósticos derivados de la apli-
cación de las familias funcionales propuestas son 
semejantes para un tiempo de antecedencia de 1 
hora (Figura 19), no obstante se observan algunas 
inestabilidades para la familia FourierA g6, tanto en 
aprendizaje como en validación. En este sentido, 
para 1 hora de pronóstico, el error en el pico del 
mayor de los limnigramas (correspondiente a un 
nivel de 4.48 m en aprendizaje y de 4.13 m en vali-
dación) que constituye la muestra en análisis no 
supera 0.03 m en menos, tanto para aprendizaje 
como para validación para las distintas familias fun-
cionales propuestas. 
 
Se concluye que para el pronóstico de 1 hora de 
antecedencia, las familias funcionales analizadas 
pronostican valores muy similares entre sí, reco-
mendando el uso de la familia polinómica g2 por 
generar pronósticos levemente superiores a las otras 
dos, expoD g9 y FourierA g6. 
 
Si analizamos la situación de 6 horas de pronóstico 
(Figura 20) se observa que para la fase de aprendi-
zaje, los modelos aplicados generan valores por 
debajo de los niveles “altos” y por exceso para los 
niveles “bajos”. No obstante, las discrepancias en el 
pico del mayor limnigrama constitutivo de la mues-
tra (valor observado de 4.47 m para aprendizaje) no 
superan el valor de 0.30 m en menos, para las fami-
lias polinómica g1 y FourierA g4. Durante la vali-
dación de los modelos, fueron estimadas diferencias 
en el nivel pico (con un valor medido de 4.13 m) de 
0.34 m y de 0.06 m (ambos en menos) para la fami-
lia polinómica g1 y FourierA g4, respectivamente, 
sin obtenerse resultados para la familia expoD g8 
dado que no logra “pasar” alguna de las tres pruebas 
estadísticas aplicadas. Por lo tanto, la familia que 
ofrece mejores resultados, respecto al nivel pico 
para 6 horas de pronóstico, es la polinómica g1, 
sobre las otras dos, expoD g8 y Fourier A g4. 
 
Coincidiendo con el análisis de la estación Rtu 24, 
las inestabilidades en los resultados se incrementa a 
medida que aumenta el horizonte de pronóstico. 
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Figura 19. Limnigramas para la muestra 650. Horizonte de pronóstico 1 hora. 
 
RTU 13. Aprendizaje 6 horas
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Figura 20. Limnigramas para la muestra 650. Horizonte de pronóstico 6 horas. 
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CONCLUSIONES 
 
El empleo conjunto de medidas estructurales y no 
estructurales es la metodología que produce mejores 
resultados en la lucha contra las inundaciones. Entre 
las segundas se encuentran los sistemas de alerta 
contra inundaciones (SAI) que permiten pronosticar 
el estado futuro del nivel de agua en ciertas seccio-
nes características de los cursos de agua. Estos sis-
temas son una herramienta de ayuda fundamental en 
la toma de decisiones por parte de las autoridades 
encargadas de la defensa civil ante una posible si-
tuación de inundación. 
 
La confiabilidad en el registro de los datos hidroló-
gicos (principalmente precipitación y niveles) es de 
vital importancia para el buen desempeño del siste-
ma, demandando un seguimiento constante tanto 
desde la estación central como en cada uno de los 
lugares donde se encuentran instalados. Es reco-
mendable ejecutar tareas de mantenimiento preven-
tivo de la red en forma periódica como de manteni-
miento correctivo inmediatamente sean detectados 
problemas en la recepción de los datos. El objetivo 
es lograr una serie continua de datos, tanto de preci-
pitaciones como de niveles, para evitar periodos sin 
registros y aumentar la robustez de los pronósticos. 
 
Dado que el modelo empleado es tipo ‘caja negra’, 
se observa que para su puesta en funcionamiento no 
demanda gran cantidad de datos de la cuenca a es-
tudiar; como las características físicas, la topografía, 
el detalle de las obras de arte presentes, el uso del 
suelo o la condición de humedad para cada evento. 
Por lo que su aplicación, resulta relativamente sen-
cilla de llevar a cabo en otras cuencas una vez pro-
gramada la red funcional. El tiempo de cálculo para 
este tipo de modelos es sumamente corto, del orden 
de algunos segundos, ya que su funcionamiento está 
basado en la resolución de un sistema de ecuacio-
nes; lo que le otorga cierta ventaja frente a los mo-
delos distribuidos en cuanto al tiempo de cálculo. 
 
Analizando los indicadores estadísticos presentados 
(Figuras 7 a 16 y Tablas 2 y 3) se verifica la tenden-
cia general de que a medida que el horizonte tempo-
ral se incrementa, desmejoran los índices considera-
dos. Para la cuenca del arroyo Ludueña se registra-
ron valores promedios de la diferencia en el pico de 
0.01 m (0.7%) para 15 minutos y de 0.29 m (15.7%) 
para 6 horas en aprendizaje y de 0.01 m (0.5%) para 
15 minutos y de 0.35 m (19.2%) para 6 horas en 
validación. Para la cuenca del arroyo Saladillo este 
indicador arroja los siguientes resultados: 0.01 m 
(0.6%) para 15 minutos y 0.25 m (15.4%) para 6 
horas en aprendizaje y 0.01 m (0.4%) par 15 minu-
tos y 0.30 m (18.7%) en validación. 
 
Respecto del coeficiente de Nash-Sutclife o eficien-
cia del modelo CE, los resultados arrojan los si-
guientes valores medios para la cuenca del arroyo 
Ludueña: en aprendizaje 0.998 para 15 minutos y 
0.812 para 6 horas, y en validación 0.998 para 15 
minutos y 0.729 para 6 horas. Mientras que para la 
cuenca del arroyo Saladillo los valores fueron: en 
aprendizaje 0.998 para 15 minutos y 0.796 para 6 
horas, y en validación 0.998 para 15 minutos y 
0.735 para 6 horas. 
 
Por otro lado, referente a la raíz del error cuadrático 
medio RECM, se obtuvo en promedio, para la cuen-
ca del arroyo Ludueña: en aprendizaje 0.02 m para 
15 minutos y 0.18 m para 6 horas y en validación 
0.01 m para 15 minutos y 0.20 m para 6 horas. 
Mientras que para la cuenca del arroyo Saladillo se 
halló: en aprendizaje 0.02 m para 15 minutos y 0.18 
m para 6 horas y en validación 0.02 m para 15 mi-
nutos y 0.19 m para 6 horas. De los resultados obte-
nidos se observa que para ambas cuencas los pará-
metros estadísticos son similares. 
 
Los resultados en términos de niveles limnimétricos 
fueron evaluados para diferentes familias funciona-
les y varios tiempos de pronóstico a través de dife-
rentes estadísticos. Los mejores resultados, se obtu-
vieron en general para la función polinómica; aun-
que no existe una superioridad notable de la misma 
por sobre la función exponencial o de Fourier. 
Además se observó que no existe un grado predo-
minante para las funciones consideradas. El hecho 
de realizar pronósticos con mayor tiempo de ante-
cedencia produce un aumento de las incertidumbres 
asociadas al proceso de transformación lluvia – es-
currimiento superficial, con la consecuente desme-
jora de los mismos. 
 
Contrastando las etapas de aprendizaje y de valida-
ción se observa que, en general, la mayoría de los 
estadísticos presentan resultados levemente mejores 
en la primera. Dado que los parámetros de la red 
son calculados a partir de los datos de entrada en la 
fase de aprendizaje; es lógico pensar que la red pre-
sentará un mejor comportamiento con dicho juego 
de datos de entrada, antes que con un segundo juego 
de datos para el cual se verificará su desempeño. 
 
Aunque la cantidad de eventos registrados no es 
muy elevada, media de 10 tormentas por subcuenca, 
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los resultados obtenidos son alentadores; eviden-
ciando la capacidad de aprendizaje y reproducción 
de eventos de este tipo de modelo. En caso de in-
crementarse el número de eventos, su incorporación 
al modelo de pronóstico es sumamente sencilla dada 
la arquitectura planteada del software; permitiendo 
reajustar los parámetros del mismo. De esta forma, 
la mayor cantidad de datos de entrada al modelo 
permitirá mejorar la robustez del mismo. 
 
Un comentario con relación a los parámetros em-
pleados para evaluar el grado de bondad de los mo-
delos, es que no existe en la actualidad un criterio 
unánime por parte de la comunidad científica en 
cuanto a la superioridad de un parámetro sobre otro; 
siendo deseable profundizar en el estudio de estos 
índices estadísticos para mejorar el criterio de selec-
ción de los modelos. 
 
Una consideración aparte merece la selección de los 
eventos que son utilizados para aprendizaje, debido 
a que estos modelos son altamente dependiente de 
los datos, si se utilizan eventos donde se registraron 
niveles ‘bajos’, es probable que calibrado el modelo 
con dicha serie de eventos, el mismo no logre repre-
sentar situaciones de niveles ‘altos’. Por lo que una 
duda latente es poder evaluar el comportamiento 
que tienen estos modelos frente a eventos de mayor 
magnitud que los utilizados en la etapa de calibra-
ción o entrenamiento. 
 
Como posibles líneas de investigación a seguir se 
plantean: a) analizar el uso de diferentes parámetros 
estadísticos y generar un criterio para evaluar la 
bondad de diferentes modelos; b) utilizar otras fami-
lias de funciones, como por ejemplo la logarítmica, 
para evaluar su comportamiento; c) implementar las 
funciones utilizadas en este trabajo a otras cuencas 
de la zona para evaluar su desempeño. 
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