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Abstract
We are concerned in clustering continuous data sets subject to nonignorable miss-
ingness. We perform clustering with a specific semi-parametric mixture, avoiding the
component distributions and the missingness process to be specified, under the as-
sumption of conditional independence given the component. Estimation is performed
by maximizing an extension of smoothed likelihood allowing missingness. This op-
timization is achieved by a Majorization-Minorization algorithm. We illustrate the
relevance of our approach by numerical experiments. Under mild assumptions, we
show the identifiability of our model, the monotony of the MM algorithm as well as
the consistency of the estimator. We propose an extension of the new method to the
case of mixed-type data that we illustrate on a real data set.
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1 Introduction
Clustering is a useful tool to analyze large data sets because it aims to group the subjects
into few homogeneous subpopulations. In this context, mixture models permit to achieve
the clustering purpose (McLachlan & Peel 2000, Chauveau et al. 2015) since they model the
distribution of the observed data. Despite the fact that the data sets often contain missing
values, like in social surveys, there are few clustering approaches that consider missingness.
Thus, statistical analysis are generally performed on a complete data where missing values
have been either removed or imputed. Removing subjects having missing values leads to
severe bias and/or losses of efficiency (Molenberghs et al. 2008). Imputing missing values
(Van Buuren 2018) suffers from a lack of consistency because imputations are generally
performed with a model different to the model used to cluster. Moreover, the missing not
at random (MNAR) scenario (Little & Rubin 2019), where the missingness depends on the
missing values even conditionally on the observed covariates, is often the case in practice
(e.g., higher-income respondents may decline to report income data) and the approaches
mentioned above produce biased results in such a case. Statistical analysis, under the MNAR
scenario, generally requires the missingness process to be considered. However, few statistical
methods allow this scenario to be considered because the models are often not identifiable
based on the observed data.
Two clustering approaches allow data subject to the MNAR scenario to be analyzed.
Thus, Chi et al. (2016) introduces the K-POD algorithm that extends the K-means to the
case of missing data even if the missing mechanism is unknown. However, this approach
suffers from the standard drawbacks of the K-means algorithm (i.e., assumptions of spher-
ical clusters and equals proportions of the clusters). Alternatively, using a selection model
approach (see Little (1993) and the definition in Section 2), Miao et al. (2016) proposed
a specific Gaussian mixtures and t-mixtures to analyze data under MNAR scenario. For
such approach, the missingness process must be specified (probit and logit distributions are
generally used). However, this approach produces strong bias if the parametric assumptions
(made on the covariate distribution or on the missingness process) are violated.
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In this paper, clustering is performed via a mixture model that uses a pattern-mixture
model approach (see Little (1993) and the definition in Section 2) with non-parametric
distributions. Thus, no assumptions are made on the data distribution or on the missing-
ness process except that the variables are independent within components. Note that this
assumption is quite standard for semi-parametric mixtures (Hall et al. 2003, Kasahara &
Shimotsu 2014, Chauveau et al. 2015, Zheng & Wu 2019). For each mixture component,
we estimate, for each variable, its probability to be observed together with its conditional
distribution given that the variable is observed. We emphasize that our concern is clustering
and not imputation or density estimation. Indeed, without adding assumptions, the distri-
bution of the variables within component cannot be estimated by our procedure. Estimation
of the semi-parametric mixture can be done by maximizing the smoothed likelihood (Levine
et al. 2011). In this paper, we extend the concept of smoothed likelihood to mixed-type
data. Indeed, the model implies continuous (the covariates) and binary (indicators of the
missigness) variables. In our extension, only the distribution of the continuous variables are
smoothed. Thus, the smoothed likelihood can be maximized by a Majorization-Minorization
(MM) algorithm (Hunter & Lange 2004).
The paper is organized as follows. Section 2 introduces the semi-parametric mixture used
for clustering data with nonignorable missingness. Section 3 presents the MM algorithm used
for estimation. Section 4 illustrates the relevance of the approach on numerical experiments.
Section 5 gives a conclusion. Proofs of the theoretical results (model identifiability, monotony
of the MM algorithm and consistency of the estimator) are presented in Appendix A. Details
on the numerical experiments are given in Appendix B.
2 Mixture for nonignorable missingness
2.1 The data
The observed sample is composed of n independent and identically distributed subjects arisen
form K homogeneous subpopulations. Each subject is described by d continuous variables
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and some realizations of these variables may be unobserved. The missingness process is
allowed to be nonignorable. Thus, the probability, for a variable, to be not observed is
allowed to depend on the values of the variable itself and the subpopulation membership.
Each subject i is described by a vector of three variables (X>i ,R
>
i ,Z
>
i )
> where X i =
(Xi1, . . . , Xid)
> ∈ Rd is a set of continuous variables, Ri = (Ri1, . . . , Rid)> ∈ {0, 1}d indicates
whether Xij is observed (Rij = 1) and Zi = (Zi1, . . . , ZiK)
> indicates the subpopulation of
subject i (Zik = 1 if subject i belongs to subpopulation k and otherwise Zik = 0). Each
subject belongs to one subpopulation such that
∑K
k=1 Zik = 1. The realizations of Zi are
unobserved and a part of the realizations of X i can be unobserved too. Therefore, the
observed variables for subject i are (Xobs>i ,R
>
i )
> where Xobsi is composed of the elements
of X i such that Rij = 1 and the unobserved variables for subject i are (X
miss>
i ,Z
>
i )
> where
Xmissi is composed of the elements of X i such that Rij = 0.
2.2 General mixture model
We use mixture models in a purpose of clustering and not for density estimation. Clustering
aims to estimate the subpopulation memberships given the observed variables (i.e., the
realization of Zi given (X
obs>
i ,R
>
i )
>) without assumption on the missingness process (i.e.,
no assumption on the conditional distribution of Ri | X i,Zi). The probability distribution
function (pdf) of (X>i ,R
>
i )
> for subpopulation k (i.e., Zik = 1) is denoted by gk(·). Thus,
the pdf (X>i ,R
>
i )
> is defined by the pdf of a K-component mixture
g(xi, ri) =
K∑
k=1
pikgk(xi, ri), (1)
where pik > 0,
∑K
k=1 pik = 1 and gk(·) is pdf of component k. From (1), the distribu-
tion of the observed values can be defined by two approaches: the selection model and the
pattern-mixture model. The approach named selection model defines the joint distribution of
(X>i ,R
>
i )
> | Zi as the product between the distribution of X i | Zi and the distribution of
Ri | Zi,X i. This approach requires to model the missingness process (i.e., the conditional
distribution of Ri | Zi,X i) and should be considered when the aim is to fit the marginal
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distribution of X i. Alternatively, the approach named pattern-mixture model defines the
joint distribution of (X>i ,R
>
i )
> | Zi as the product between the distribution of Ri | Zi and
the distribution ofX i | Zi,Ri. Thus, using the pattern-mixture model, the pdf of component
k is given by
gk(xi, ri) = gk(ri)gk(xi | ri). (2)
For clustering, the approach named pattern-mixture model should be preferred because it
does not require the missingness process to be specified, allows this process to be nonignorable
and permits to easily obtain the conditional probabilities of the subpopulation membership
given the distribution of the observed values using
P(Zik = 1 | xobsi , ri) =
pikgk(x
obs
i , ri)∑K
`=1 pi`g`(x
obs
i , ri)
.
Indeed, integrating the pdf of component k over the missing variables Xmissi , we have
gk(x
obs
i , ri) = gk(ri)gk(x
obs
i | ri).
Note that this approach does not permit to estimate the marginal distribution of X i | Zi
without adding assumptions on the missing process. Thus, the proposed approach can be
used for clustering but not for density estimation.
2.3 Semi-parametric mixture for nonignorable missingness
A wide range of literature focuses on models assuming that conditionally on knowing the
particular subpopulation the subject i came from, its coordinatesX i are independent. Thus,
we extend this model for nonignorable missingness. The couples of variables (Xij, Rij)
> are
assumed to be conditionally independent given Zi. Thus, the distribution of Ri | Zi is a
product of Bernoulli distributions and the conditional density of X i | Zi,Ri is defined as
the product of univariate densities. Thus, from (2), the pdf of component k is also defined
as
gk(xi, ri) = gk(ri; τ k)
d∏
j=1
p
rij
kj (xij)q
1−rij
kj (xij),
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with
gk(ri; τ k) =
d∏
j=1
τ
rij
kj (1− τkj)1−rij , (3)
where τ k = (τk1, . . . , τkd), τkj > 0 is the probability that Xij is observed given that subject i
belongs to subpopulation k, pkj(·) is the conditional density of Xij given Zik = 1 and Rij = 1
and qkj(·) is the conditional density of Xij given Zik = 1 and Rij = 0. Thus, clustering is
achieved by modeling, for each subpopulation, the marginal probability of missingness and
the conditional density given that the variable is observed. Integrating out the unobserved
variables Xmissi , we have
g(xobsi , ri;θ) =
K∑
k=1
pikgk(x
obs
i , ri;θ), (4)
with
gk(x
obs
i , ri;θ) = gk(ri; τ k)
d∏
j=1
p
rij
kj (xij), (5)
where θ groups all the finite parameters (pik and τ k) and all the infinite parameters pkj(·).
Note, we do not need to estimate qkj(·) for the clustering purpose but that this implies that
we are not able to estimate the distribution of X i | Zi.
Sufficient conditions for the model identifiability are stated by Lemma 1. Its proof uses
some results on the identifiability of nonparameteric mixtures (Theorem 8 of Allman et al.
(2009)) and is postponed in Appendix A. Note that the assumptions of Lemma 1 are not
stronger than those of Theorem 8 of Allman et al. (2009). Moreover, these assumptions allow
all the τkj to be equal to one, corresponding to the case where there is no missingness.
Lemma 1. If d ≥ 3, the densities pkj are linearly independent, pik > 0 and τkj > 0, then the
model defined by (3)-(5) is identifiable, up to label swapping.
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3 Maximum smoothed likelihood estimate
3.1 Smoothed likelihood
To perform parameter estimation, we extend the approach of Levine et al. (2011) that uses
the smoothed likelihood to the case of mixed-type variables. Indeed, the observed variables
contains continuous variables xobsi and binary variables ri. Note that the smoothing is only
performed on the densities and thus on the distributions of xobsi .
Let S be the smoothing operator defined by
Sgk(xobsi | ri) =
d∏
j=1
(Spkj(xij))rij
and
Spkj(xij) =
∫
Ωj
1
h
K
(
xij − u
h
)
pkj(u)du,
where K is a kernel function and h > 0 its bandwidth. We consider the non linear smoothing
operator defined by
N gk(xobsi , ri;θ) = gk(ri; τ k) exp{S ln gk(xobsi | ri)},
where gk(x
obs
i | ri) =
∏d
j=1 p
rij
kj (xij).
The smoothed log-likelihood function is defined by
`n(θ) =
n∑
i=1
ln
(
K∑
k=1
pikN gk(xobsi , ri;θ)
)
.
Parameter estimation is performed by maximizing the smoothed likelihood over θ. This
maximization is achieved by a MM algorithm presented in the next section.
3.2 Majorization-Minimization algorithm
The maximization on θ of the smoothed log-likelihood function is performed via an MM
algorithm. This iterative algorithm starts at the initial value of the parameters θ[0]. At
iteration [r], it performs the following two steps
7
• Computing the smoothed probabilities of subpopulation memberships
tik(θ
[r]) =
pi
[r]
k N gk(xobsi , ri;θ[r])∑K
`=1 pi
[r]
` N g`(xobsi , ri;θ[r])
.
• Updating the estimators
– Updating of the proportions
pi
[r+1]
k =
1
n
n∑
i=1
tik(θ
[r])
– Updating of the parameters of the missingness process
τ
[r+1]
kj =
∑n
i=1 rijtik(θ
[r])∑n
i=1 tik(θ
[r])
– Updating of the conditional distribution
p
[r+1]
kj (u) =
∑n
i=1 rijtik(θ
[r]) 1
h
K
(xij−u
h
)∑n
i=1 rijtik(θ
[r])
.
The monotony of the algorithm is stated by Lemma 2 whose proof is similar to the
proof of Theorem 1 in Levine et al. (2011). This implies that the algorithm converges to a
local optimum of the smoothed log-likelihood, hence different random initializations should
be performed. The consistency of the maximum smoothed likelihood estimate is stated by
Lemma 3. To establish this results, we need the following assumption.
Assumption 1. For any 1 ≤ j ≤ d, any 1 ≤ k ≤ K and any xi,j ∈ R, we suppose that
pkj ∈ L1(R) and that
∫
R
1
h
K
(xij−u
h
)
ln pkj(u)du < +∞.
Lemma 2. Let the assumptions of Lemma 1 and Assumptions 1 hold true. Let θ[r] and
θ[r+1] be the estimators obtained at iterations [r] and [r + 1] respectively, we have `n(θ
[r]) ≤
`n(θ
[r+1]).
Lemma 3. Let θˆn = arg maxθ `n(θ). If the assumptions of Lemma 2 hold true, the densities
pkj’s are three times continuously differentiable, p
′
kj/pkj < ∞, p′′kj/pkj < ∞ and if h → 0
when n→∞, then θˆn is consistent.
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4 Numerical experiments
This section illustrates the benefits of the proposed method. Thus, in Section 4.1, we compare
on simulated data our proposed method to the following standard methods for clustering
data with missingness:
• GLMM : Gaussian-Logit mixture model Miao et al. (2016);
• K-pod : K-pod approach performed with the function kpod of the R package kpodclustr
(Chi & Chi 2014);
• NPimputed : non parametric mixture on the imputed data performed with the functions
np and imputePCA of the R packages mixtools (Benaglia et al. 2009) and missMDA
(Josse & Husson 2016).
In Section 4.2, we illustrate an extension of the proposed approach to clustering mixed-type
data with missingness. During all the experiments we use a Gaussian kernel with bandwidth
h = n−1/5.
4.1 Simulated data
To compare the different methods of clustering, we generate complete data from a bi-
component mixture with unequal proportions (pi1 = 1/3 and pi2 = 2/3) and independence
between variables within components such that
Xij = δ(Zi1 − Zi2) + εij
where the εij are independent from all the variables. Then, we add missing values from three
scenario:
• MCAR: P(Rij = 0 | Xij,Zi) = (1 + exp(γ))−1;
• MNAR-1: P(Rij = 0 | Xij,Zi) = (1 + exp(γ + zi1 − zi2))−1;
• MNAR-2: P(Rij = 0 | Xij,Zi) = (1 + exp(γ + xij))−1.
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Thus, the parameters δ and γ allow to set the rates of misclassification error and missing-
ness (their values under the different scenario are given in Appendix B). We consider three
distributions for εij: standard Gaussian, Student with 3 degrees of freedom and Laplace.
We consider data sets composed by n = 100 observations and d = 4 variables. For each
scenario, we generated 100 data sets. To compare the methods, we compute the Adjusted
Rand index (Hubert & Arabie 1985) between the true partition and the estimators of the
partition given by the methods. Results obtained for different rates of missingness and a
theoretical missclassification rate of 5% are presented in Figure 1.
Figure 1: ARI obtained by the competing methods on 100 samples of 100 observations
described by 4 variables for different rates of missingness and a theoretical rate of misclassi-
fication of 5%.
Overall, the proposed method outperforms the competing methods because its results
are robust to the different noise distributions, missingness scenarios and missingness rates.
Results show that, when the MCAR assumption holds true, all the methods have the same
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performances, under the Gaussian noise. Under the MCAR scenario, only the results of the
GLMM are deteriorated under the Student noise. Note that its performances increase with
the missingness rate. This is due to the fact that missingness process is wellspecified but not
the distribution of the components. Considering the MNAR scenarios, we see the results of
K-pod and NPimputed are deteriorated when the rate of missingness increases. Finally, one
can note that the proposed method obtains similar results than the GLMM for the Gaussian
noise (in the case where the parametric assumptions of GLMM are validated).
To investigate the behavior of the methods when the dimension increases, we generate
data sets composed of n = 100 observations with different numbers of variables, a rate of
missingness of 30% and a theoretical rate of misclassification of 5%. Figure 2 shows the ARI
obtained by the competing methods for different number of variables, missingness scenario
and noise distributions. Again, the proposed method outperforms the competing methods.
Its results seem to be robust to dimension increasing for the different noises. Finally, note
that this conclusion holds for all the missingness scenarios.
4.2 Echocardiogram Data Set
We consider the Echocardiogram Data Set (Salzberg 1988) freely available on the UCI web-
site1. This data set is composed by n = 132 subjects suffered from heart attack at some point
in the past. The task is generally to determine from the other variables whether or not the
patient will survive at least one year. The data set is composed by 5 continuous variables:
age at heart attack, fractional shortening (a measure of contracility around the heart lower
numbers are increasingly abnormal), epss (E-point septal separation, another measure of
contractility, larger numbers are increasingly abnormal), lvdd (left ventricular end-diastolic
dimension; this is a measure of the size of the heart at end-diastole; large hearts tend to
be sick hearts) and wall-motion-score (a measure of how the segments of the left ventricle
are moving); one binary variable pericardial effusion (pericardial effusion is fluid around the
heart. 0=no fluid, 1=fluid). We also have one binary variables which can be used as a
1http://archive.ics.uci.edu/ml/datasets/Echocardiogram
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Figure 2: ARI obtained by the competing methods on 100 samples of 100 observations
described by different numbers of variables for a rate of missingness of 30% and a theoretical
rate of misclassification of 5%.
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partition among the subjects: still alive ( 0=dead at end of survival period, 1 means still
alive). These two binary variables are not used for clustering but permit to evaluate the
accuracy of the estimated partition. Among the variables used for clustering there is 5.7%
of missing values, the variable having the smallest missingness rate is pericardial effusion
(0.1% of missingness) and the variable having the highest missingness rate is epss (11.4% of
missingness). Moreover, the variable still alive has only one missing value while the variable
alive at 1 has 58 missing values.
The continuous data have been scaled before our analysis. Clustering is performed by
extending the model defined by (2) to the case of mixed-type data (data set composed of
both continuous and categorical variables). Thus, the categorical variable is modelled by
a multinomial distribution given the component and the fact that the variable is observed.
Moreover, since nonparametric estimation is only performed for the densities, smoothing is
only done for the continuous variables. Nonparametric estimation is performed by Gaussian
kernel with bandwidth n−1/5.
According to the evolution of the maximum smoothed log-likelihood with respect to the
number of clusters (see Figure 3 in Appendix B.2), we select K = 4 clusters. Figures 4
and 5 presented in Appendix B.2 show the relation between the minssingness rates and the
class entropy given by the distribution of missingness within class and the distribution of
the observed variable within class. The four unbalanced classes are mainly explained by two
variables: epss and lvdd, which are highly discriminative for both the missingness process
and the conditional densities fkj. The four estimated classes can be described as follows:
• class-1 (pi1 = 0.03) is composed by the subjects suffering from heart attack being
young, whose measures of epss, lvdd and wall-motion-score are the largest and whose
measures of fractional shortening are the smallest. This class is characterized by a
high probability of missingness for each variables;
• class-2 (pi2 = 0.13) is composed by the subjects whose the measures of epss, lvdd and
wall-motion-score are the smallest and whose the measures of fractional shortening are
the highest;
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Class 1 Class 2 Class 3 Class 4
dead at end of survival period 3 7 22 56
still alive 1 9 23 10
missing 0 1 0 0
Table 1: Confusion matrix between the estimated partition and the variable still alive.
Adjusted Rand index is 0.15
• class-3 (pi3 = 0.33) is composed by the subjects suffering from heart attack being old
and has low missingness probabilities. The values of the other variables are similar
(but less extrem) than those observed in class-2;
• class-4 (pi4 = 0.51) has small missingness probabilities. The values of the other vari-
ables are similar (but less extrem) than those observed in class-1;
This description of the four classes defined an order between class which appears in the first
principal component analysis (PCA) map computed on all the subjects or on the subjects
having no missingness (see Figures 9-8 in Appendix B.2). Note that all the subjects belonging
to class 1 have at least one missing values and thus are not considered in PCA computed
on the subjects with no missingness. Finally, as shown by the confusion matrix presented in
Table 1, the estimated partition permits to partially explain the death of the subject at the
end of the survival period.
5 Conclusion
The proposed method allows continuous data set with nonignorable missingness to be clus-
tered with no more assumption than the independence within components. In some ap-
plications, the assumption of independence within components can be too strong but this
assumption can be relaxed. To consider dependencies, within components, of the missingness
process, the conditional distribution of Ri | Zi can be modeled by a dependence tree (Chow
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& Liu 1968). This model considers, for each component k, a mapping σk(j). Thus, we have
gk(ri; τ k) =
d∏
j=1
τ
rijriσk(j)
kj1 (1− τkj1)(1−rij)riσk(j)τ
rij(1−riσk(j))
kj0 (1− τkj1)(1−rij)(1−riσk(j)), (6)
where, by definition, there exists one j0 ∈ {1, . . . , d} such that σk(j0) = 0. We set ri0 = 1
and τkj01 = τkj00 which is the marginal probability of that variable j0 to be observed under
component k. Note that the marginal distribution of Ri is a mixture of trees (Meila &
Jordan 2000). This model is known to be flexible and easily interpretable. However, note
that other distributions for multivariate binary data could be considered (see for instance
Weir & Pettitt (2000), Panagiotelis et al. (2012), Marbac & Sedki (2017)). Alternatively,
blocks of within-components dependent variables can be considered to relax the within-
component independence assumption (see Levine et al. (2011), Chauveau et al. (2015)).
The approach could be extended to location or location/scale semiparametric models.
However, we believe that these models would be more suitable to model the distribution of
the variables than to model the conditional distribution of the variables given their values
are not missing.
In the context without missingness, a drawback of the MM algorithm is the computation
of integrals having no closed-form for computing the smoothed probabilities of subpopulation
memberships. However, due to the independence within components, those integrals are only
univariate. Note that the parametric mixtures (e.g., Gaussian mixtures) do not suffer from
this drawback, when the data are complete. However, when missingness occurs, even the
estimation of the parametric mixtures via EM algorithm leads to compute integrals having
no closed form (see Miao et al. (2016)). Thus, when missingness occurs, the estimation of
the proposed semiparametric mixture is not more complex than the estimation of parametric
mixture.
In this paper, we show that our procedure is consistent but kernel and bandwidth selec-
tion could be investigated. However, these selections are still an open question even without
missingness. Finally, selecting the number of components is a difficult task for semiparamet-
ric mixture. Note that this task could be achieved by extending the approach of Kasahara
& Shimotsu (2014) to the mixed-type data.
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A Proofs
Proof of Lemma 1. The model defined by (4)-(5) is identifiable, if
∀(r>i ,x>i )> ∈ {0, 1}d × Rd, g(xobsi , ri;θ) = g(xobsi , ri; θ˜) ⇒ θ = θ˜, (7)
where θ groups the finite dimensional parameters, pik and τkj, and the infinite dimensional
parameters pkj for k = 1, . . . , K and j = 1, . . . , d. Thus, considering the case where all the
variables are observed (i.e, rij = 1, for j = 1, . . . , d), the left hand side of (7) implies
∀xi ∈ Rd,
K∑
k=1
ρk
d∏
j=1
pkj(xij) =
K∑
k=1
ρ˜k
d∏
j=1
p˜kj(xij), (8)
where ρk = pik
∏d
j=1 τkj and ρ˜k = p˜ik
∏d
j=1 τ˜kj. Theorem 8 in Allman et al. (2009) states that
a mixture whose components are defined as product of univariate densities is identifiable
if all the univariate densities are linearly independent and if d ≥ 3, up to label swapping.
Thus, under the conditions of Lemma 1, Theorem 8 in Allman et al. (2009) implies that
∀k = 1, . . . , K, pik
d∏
j=1
τkj = p˜ik
d∏
j=1
τ˜kj and ∀j = 1, . . . , d, pkj = p˜kj. (9)
This results and the left hand side of (7) imply
∀(r>i ,x>i )> ∈ {0, 1}d × Rd,
K∑
k=1
pik
d∏
j=1
τkj
d∏
j=1
pkj(xij) =
K∑
k=1
p˜ik
d∏
j=1
τ˜kj
d∏
j=1
pkj(xij). (10)
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Considering the marginal distribution of (r>ij , x
>
ij)
> with rij = 1, for any j = 1, . . . , d, we
have from (10)
∀j = 1, . . . , d, ∀xij ∈ R,
K∑
k=1
(pikτkj − p˜ikτ˜kj)pkj(xij) = 0. (11)
The densities pkj are linearly independent, so ∀(α1, . . . , αK)> ∈ RK \ {0},
∑K
k=1 αkpkj is not
the zero function. Thus, (11) implies that
∀j = 1, . . . , d, ∀k = 1, . . . , K, pikτkj = p˜ikτ˜kj. (12)
From (9) and (12), recalling that pik > 0 and τkj > 0, for k = 1, . . . , K and j = 1, . . . , d, we
obtain that
∀k = 1, . . . , K, Muk = 0,
where
M =

1 1 . . . 1
1
... Id
1
 and uk =

log(pik/p˜ik)
log(τk1/τ˜k1)
...
log(τkd/τ˜kd)
 ,
where Id is the identity matrix of size d. As M has full rank for d ≥ 2, we deduce that
uk = 0 and thus pik = p˜ik and τkj = τ˜kj for k = 1, . . . , K and j = 1, . . . , d.
Proof of Lemma 2. This proof is similar to the proof of Theorem 1 of (Levine et al. 2011)
and is only given for ease of reading. We have
`n(θ)− `n(θ[r]) ≥ b[r](θ)− b[r](θ[r]),
where b[r](θ) =
∑n
i=1
∑K
k=1 tik(θ
[r]) ln
(
pikN gk(xobsi , ri;θ)
)
. Indeed, using the concavity of
the logarithm,
`n(θ)− `n(θ[r]) =
n∑
i=1
ln
(
K∑
k=1
tik(θ
[r])
pikN gk(xobsi , ri;θ)
pi
[r]
k N gk(xobsi , ri;θ[r])
)
≥
n∑
i=1
K∑
k=1
tik(θ
[r]) ln
pikN gk(xobsi , ri;θ)
pi
[r]
k N gk(xobsi , ri;θ[r])
= b[r](θ)− b[r](θ[r]).
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To prove that the algorithm is monotone, it suffices to show that θ[r+1] is such that b[r](θ)−
b[r](θ[r]) ≥ 0. Note that the following decomposition holds
b[r](θ) = b
[r]
1 (θ) + b
[r]
2 (θ) +
K∑
k=1
d∑
j=1
b
[r]
3kj(θ)
where
b
[r]
1 (θ) =
n∑
i=1
K∑
k=1
tik(θ
[r]) lnpik,
b
[r]
2 (θ) =
n∑
i=1
K∑
k=1
d∑
j=1
tik(θ
[r]) (rij ln τkj + (1− rij) ln(1− τkj)) ,
and
b
[r]
3kj(θ) =
∫
Ωj
n∑
i=1
tik(θ
[r])rij
1
h
K
(
xij − u
h
)
ln pkj(u)du.
Maximizing b[r](θ) on the proportions pi1, . . . , pik is equivalent to maximizing b
[r]
1 (θ) on the
proportions. Similarly, maximizing b[r](θ) on the probabilities τkj is equivalent to maximizing
b
[r]
2 (θ) on the τkj’s. Thus, one can check that the estimators pi
[r+1]
k ’s and τ
[r+1]
kj ’s maximize
b[r](θ) on the pik’s and on the τkj’s. Finally, note that we have
b
[r]
3kj(θ) = −c[r]kj
∫
Ωj
p
[r+1]
kj (u) ln
p
[r+1]
kj (u)
pkj(u)
du+ c
[r]
kj
∫
Ωj
p
[r+1]
kj (u) ln p
[r+1]
kj (u)du,
where c
[r]
kj =
∑n
i=1 tik(θ
[r])rij. The second term of the right hand side of the equation does
not depend on pkj. The first term of the right hand side of the equation is based on Kullback-
Leibler divergence from pkj to p
[r+1]
kj . Thus, noting that c
[r]
kj ≥ 0, p[r+1]kj is the unique, up to
changes on a set of Lebesgue measure zero, density function maximizing b
[r]
3kj(θ). Proof is
concluded by noting that θ[r+1] = arg maxθ b
[r](θ) leading that b[r](θ[r+1]) ≥ b[r](θ[r]) and
thus `n(θ
[r+1]) ≥ `n(θ[r]).
Proof of Lemma 3. Taylor expansion at order two implies that
`n(θ) =
n∑
i=1
[
ln g(xobsi , ri;θ)
]
+OP(nh
2).
Applying the weak law of large numbers and noting that h = o(1), we have
1
n
`n(θ) = Eθ?
[
ln g(xobsi , ri;θ)
]
+ oP(1),
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where θ? defines the true distribution of (Ri,X i). Model identifiability stated by Lemma 1
implies that θ? is the single maximizer on θ of Eθ?
[
ln g(xobsi , ri;θ)
]
. Therefore, we conclude
that θˆn − θ? = oP(1).
B Numerical experiments
B.1 Simulation
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0.100 Gaussian MCAR 0.843 2.205
0.100 Gaussian MNAR-1 0.783 2.259
0.100 Gaussian MNAR-2 0.852 2.512
0.100 Student MCAR 1.111 2.182
0.100 Student MNAR-1 1.028 2.226
0.100 Student MNAR-2 1.061 2.860
0.100 Laplace MCAR 1.097 2.188
0.100 Laplace MNAR-1 0.980 2.219
0.100 Laplace MNAR-2 1.042 2.797
0.200 Gaussian MCAR 0.902 1.388
0.200 Gaussian MNAR-1 0.794 1.332
0.200 Gaussian MNAR-2 0.892 1.524
0.200 Student MCAR 1.238 1.370
0.200 Student MNAR-1 1.018 1.332
0.200 Student MNAR-2 1.145 1.715
0.200 Laplace MCAR 1.208 1.384
0.200 Laplace MNAR-1 0.997 1.306
0.200 Laplace MNAR-2 1.104 1.686
0.300 Gaussian MCAR 1.016 0.843
0.300 Gaussian MNAR-1 0.853 0.669
0.300 Gaussian MNAR-2 0.975 0.811
0.300 Student MCAR 1.370 0.832
0.300 Student MNAR-1 1.089 0.682
0.300 Student MNAR-2 1.248 0.903
0.300 Laplace MCAR 1.358 0.835
0.300 Laplace MNAR-1 1.110 0.662
0.300 Laplace MNAR-2 1.210 0.863
0.400 Gaussian MCAR 1.160 0.408
0.400 Gaussian MNAR-1 0.955 0.119
0.400 Gaussian MNAR-2 1.061 0.196
0.400 Student MCAR 1.624 0.397
0.400 Student MNAR-1 1.238 0.131
0.400 Student MNAR-2 1.425 0.139
0.400 Laplace MCAR 1.574 0.406
0.400 Laplace MNAR-1 1.227 0.108
0.400 Laplace MNAR-2 1.435 0.109
0.500 Gaussian MCAR 1.390 -0.000
0.500 Gaussian MNAR-1 1.143 -0.385
0.500 Gaussian MNAR-2 1.205 -0.431
0.500 Student MCAR 1.988 -0.010
0.500 Student MNAR-1 1.426 -0.375
0.500 Student MNAR-2 1.665 -0.666
0.500 Laplace MCAR 1.912 -0.003
0.500 Laplace MNAR-1 1.355 -0.382
0.500 Laplace MNAR-2 1.646 -0.667
Table 2: Value of the parameters used for the simulation with d = 4 and an misclassification
rate of 5%.
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number of variables noise distribution missngness scenario δ γ
3 Gaussian MCAR 1.954 -0.013
3 Gaussian MNAR-1 1.491 -0.407
3 Gaussian MNAR-2 1.473 -0.605
3 Student MCAR 3.735 0.017
3 Student MNAR-1 2.282 -0.351
3 Student MNAR-2 1.973 -0.804
3 Laplace MCAR 3.152 0.006
3 Laplace MNAR-1 1.611 -0.420
3 Laplace MNAR-2 1.994 -0.955
5 Gaussian MCAR 1.194 -0.007
5 Gaussian MNAR-1 0.869 -0.398
5 Gaussian MNAR-2 1.071 -0.416
5 Student MCAR 1.598 0.009
5 Student MNAR-1 1.214 -0.380
5 Student MNAR-2 1.507 -0.608
5 Laplace MCAR 1.574 -0.002
5 Laplace MNAR-1 1.142 -0.372
5 Laplace MNAR-2 1.453 -0.532
7 Gaussian MCAR 0.927 -0.001
7 Gaussian MNAR-1 0.731 -0.394
7 Gaussian MNAR-2 0.894 -0.314
7 Student MCAR 1.254 0.000
7 Student MNAR-1 0.716 -0.376
7 Student MNAR-2 1.090 -0.396
7 Laplace MCAR 1.198 -0.012
7 Laplace MNAR-1 0.912 -0.416
7 Laplace MNAR-2 1.116 -0.417
9 Gaussian MCAR 0.804 0.000
9 Gaussian MNAR-1 0.341 -0.391
9 Gaussian MNAR-2 0.756 -0.267
9 Student MCAR 1.080 0.010
9 Student MNAR-1 0.498 -0.377
9 Student MNAR-2 0.959 -0.338
9 Laplace MCAR 1.029 -0.003
9 Laplace MNAR-1 0.414 -0.379
9 Laplace MNAR-2 0.934 -0.334
Table 3: Value of the parameters used for the simulation with a missingness rate of 30% and
a misclassification rate of 5%.
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B.2 Echocardiogram Data Set
Figure 3: Maximum of the smoothed log-likelihood with respect to the number of clusters
Figure 4: Discriminative information of missingness with respect to the rate of missingness.
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Figure 5: Discriminative information of the conditional densities with respect to the rate of
missingness. Continuous variables are in black and categorical variables are in gray.
Figure 6: Univariate distributions of the continuous variables given the value is observed
(i.e., Rij = 1) in black, and univariate distributions of the continuous variables given the
value is observed and the class membership (i.e., Rij = 1 and Zik = 1) in gray.
25
Figure 7: Scatterplot of the observations in the first PCA map computed on the continuous
variables of the imputed data (imputation is performed with the R package missMDa). Colors
indicates the class memberships.
Figure 8: Correlation circle in the first PCA map computed on the continuous variables of
the imputed data (imputation is performed with the R package missMDa).
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Figure 9: Scatterplot of the observations in the first PCA map computed on the continuous
variables of the observations with no missingness. Colors indicates the class memberships.
Figure 10: Correlation circle in the first PCA map computed on the continuous variables of
the observations with no missingness.
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