To increase their competitiveness, many industrial companies monitor their production process, collecting large amount of measurements. This paper describes a technique using this data to improve the performance of a monitored process. In particular we wish to find a set of rules, i.e. intervals on a reduced number of parameters, for which an output value is maximized. The model-free optimization problem to solve is to find a box, restricted on a limited amount of dimensions, with the maximum mean value of the included points. This article compares a machine learning-based heuristic to the solution computed by a mixed-integer linear program on real-life databases from steel and glass manufacturing.
Introduction
Competitiveness is a key element to ensure the prosperity of an industry. Numerous factors may influence the success of a product. To identify these factors, industrial companies invest more and more in sensors to retrieve information on their processes. The measurements are commonly stored in large databases containing millions of tuples with hundreds parameters. Once in possession of these measurements, possibly cleaned to remove the most obvious errors, there is still the need of efficient and robust techniques to extract useful information from this big data. In this paper, our aim is to use the data in order to handle one of the following questions. Can we analyze the data in order to find a setting that improves the quality or the production costs of the industrial process, is it possible to identify on a batch of flawed products, the parameters that were badly tuned or on the contrary given a batch of exceptionally good products, was there a set of key parameters that were well tuned?
These data analysis questions can be mathematically formulated as follows.
We assume that for each produced item i, a series of measurements are retrieved in a D-dimensional vector x i of input parameters. These coordinates of the vector may be either continuous or categorical. Examples of continuous coordinates are temperature, pressure, flow of gas, etc. Categorical coordinates may represent types of raw material, gas composition, etc. The output value of the item i is given by c i ∈ R and might be either positive or negative. c i may represents the production cost of product i, its quality, etc. The question addressed in this paper is to find a box, i.e. for each continuous dimension t,
an interval [l t , u t ] and for each categorical dimension a list of categories, which maximizes the mean values of the points included in the box. The purpose of a box is its simplicity and robustness. Robustness is further increased by imposing a minimal number of points in the box and a minimum interval for each dimension. Finally, we restrict ourselves to constrain the box on only N dimensions. As the databases may include many coordinates, the control of all parameters is difficult to apply in practice. This restriction also provides the key parameters that condition the output value and therefore provide a more intuitive solution. The challenge is to find, from the data analysis, a reduced set among a large set of parameters which, once controlled, leads to the least amount of downgraded products.
The algorithm proposed in this paper is tested a set of real databases from steel and glass manufacturing provided by industrial partners. Galvanization is the covering up of a piece of metal by zinc or a zinc alloy in order to protect the piece from corrosion. Galvanized steel is highly used in the automotive industry.
Succeeding a good galvanization requires that the final galvanized metal sheets meet technical and aesthetic quality criteria. Among these criteria, one can name the yield stress, the thickness of the zinc layer, etc. For instance, if this thickness is below client's requirement, the product is downgraded to be sold ten to twenty percent cheaper. Other flaws are also monitored for instance by camera or manual inspection. These monitorings allow the manufacturer to quantify numerically the quality of its final products. This quality depends on the parameters of the process. In the databases at our disposal, the settings of up to 272 parameters are provided, such as the decreasing quality of the metal sheets, pollution in the zinc bath, cleanliness of some mechanical parts, temperatures of the furnaces, cooling temperature, etc.
The production of glass panes is also a process which can benefit from the optimization of its parameters. Basics of glass production can be summarized in a few steps. Silica sand is first melted and stirred with various ingredients such as sodium carbonate and calcium oxide to ease the process. Additives are added to the mixture to control special properties from the glass like the heat resistance or the taint. Once the mixture is turned into a homogeneous liquid with as few bubbles as possible, the molten glass is brought onto a surface of molten tin and cooled down progressively. The next step is the annealing phase which aims to heat-treat the glass to strengthen it. The whole process is very sensitive to the temperature set points and to external pollutants. The databases analyzed in this article includes settings of 40 to 120 parameters depending on the type of glass pane produced. Among the quality criterion, one can cite the number of bubbles in the final product, the number and size of scratches and spot defects, the tightness, etc.
The outline is as follows. Section 3 states the problem and defines the notations used along the paper. The problem is modeled as a mixed-integer linear program in Section 4. A heuristic method to address the problem is presented in Section 5. Both methods are compared in Section 6 on real industrial databases from steel and glass manufacturing. Finally, Section 7 concludes.
Related work
Data mining has been extensively applied to this kind of problem. Köksal, Batmaz, and Testik present a large review of data mining methods to describe, predict, classify or optimize the quality of a manufacturing processes [1] . Among these methods, the model-free method PRIM (Patient Rule Induction Method)
[2] appeared to be well tailored to address robustly this kind of problem. Application to the improvement of steel making processes using PRIM is investigated in [3] . Chong, Albin, and Jun compare the application of the classic PRIM algorithm to a database with a reduced number of parameters, taking some linear combination of them. They apply PRIM on the modified database and projecting back the resulting box on the initial set of parameters [3] . Clustering is a problem close to the one considered in the paper. Some clustering algorithm provides multiple boxes, dividing the data into clusters [4] . The problem tackled in the paper is different as we aim to find only a single box optimizing the process. Providing multiple boxes would increase the complexity of application of the result to the industrial process.
In this article, we compare the box obtained by a mixed integer linear program (MILP) to the solution given by a heuristic algorithm using PRIM as a main component. Combinatorial approaches have been proposed to obtain a solution with a guarantee of optimality for the logical analysis of data [5] , [6] . In these articles, the authors present a method to obtain the box which maximizes the number of points of a given set while excluding every point from another set of points. In [5] , the authors provide a mixed-integer linear formulation for the problem and use it on medical databases. Eckstein, Hammer, Liu, et al. propose an alternative branch and bound algorithm to solve this problem to optimality [6] . A combinatorial algorithm is proposed in [7] for a generalized version of the maximum box problem which maximizes the weighted sum over a set of points with positive and negative objective values. We extend the best formulation of [7] to account for the three following criteria: (i) categorical values, (ii) restriction of the box on a limited number of dimensions and (iii) missing values.
An important issue when considering automatically generated data is to tackle missing values. Various approaches have been proposed to handle missing data in the field of statistics [8] . Some techniques simply ignore records with missing values. Others replace the missing values by a random value or the mean value of the record. A more sophisticated technique is to complete the data sets by multiple imputation [9] . The method consists in creating multiple data sets by filling in alternative values for the missing data which may require computationally intensive and complex algorithms. In this paper, we adopt a conservative approach detailed in Section 3 and adapt the algorithms in consequence.
Problem statement
We consider that there is a set D of D input parameters, which may influence 
The problem addressed in this paper is to find a box restricted on only N dimensions which maximizes the sum of the values c i of each point i included in the box. A box which defines the limits on the input parameters of a setup is easy to understand and to implement in an industrial process. Depending on the input parameter type, we now define a box.
where S t (b) ⊆ G t is the set of selected categories in dimension t ∈ G and
The box b is restricted only on N dimensions if there are N dimensions such
The objective is to maximize the mean of the points included in the box b,
where |b| is the number of points in M included in the box b. 
wherec is the mean output value over every point of the database. Note that Assume that the actual coordinates of x ∅ are given by the non-filled circle. Box 1 is worse than box 2, including only the five points on the left hand side. Box 2 is the optimal solution which is obtained if we consider that x ∅ is included in dimension 2 as suggested in this paper.
To statistically make sense, we impose that a box includes at least βM points. A further restriction is imposed on the length of the intervals of the box.
Definition 2. The length of a box b in dimension t is given by:
For a continuous dimension t ∈ L, we impose the length on the box on this dimension to be greater than a user-defined parameter ∆ t . For a categorical dimension t ∈ G, ∆ t define the minimum number of categories covered by the box.
Integer programming model
We explore a D-dimensional space with a set of M points, M. The coordinates of a point i are denoted
Those points are partitioned into two sets: the set of positive points P = {i ∈ M|c i > 0} and the set of negative points N = {i ∈ M|c i < 0}. Points such that c i = 0 can be ignored.
We apply the following transformation to the coordinates of the points. The coordinates of the points are sorted along each dimension t ∈ L. As some points have the same coordinate in dimension t, the sorted list of coordinates
In the following formulation, each point i is encoded by r We introduce for each dimension t, K t binary variables y
where k corresponds to all distinct values in dimension t. The additional binary variable u t is equal to one if dimension t is constrained, else u t = 0.
To impose the constraint on the minimum length of dimension t of the box we define, for each k ∈ {1, ..., K t }, a parameter a k t equal to the length of the interval associated to value k on dimension t ∈ L. This length is defined as half the distance between the previous and the next point in the ordered list. If
We restrict ourselves to the sum version of the objective function (3). Adapting the formulation to the mean version of the objective function (2) is trivial but gives rise to a mixed integer non-linear program which would be too computationally intensive to solve. The MILP formulation of the problem is the following:
subject to:
The total number of constrained dimensions is imposed to be less than N by (11). If the dimension is unconstrained, y k t = 1 for all k, which is enforced by (12). Constraints (13) and (14) impose respectively the minimal number of points in the box and the minimal box length in each dimension.
This mixed integer linear program includes (3D + 1)M + D binary variables.
This number can be used to obtain an order of magnitude of the worst cast complexity of the algorithm. In the worst case scenario, the branch and bound algorithm, solving the discrete part of the problem, enumerates the whole set of solutions, leading to a maximum complexity of O(2 (3D+1)M +D ). However, the practical complexity is far lower.
Heuristic method
This section proposes a heuristic method to find a good candidate box b with a complexity of O(M 2 D). This heuristic is decomposed in two steps. First, a rule induction method provides a list B of good boxes constrained on every dimension. This rule induction method is decomposed in a peeling and a pasting phase described later. This is an adaptation of the original PRIM algorithm [2] which considers only a single box instead of a list of boxes. Second, the heuristic performs a deconstraint operation which relaxes the box until it is constrained on only N dimensions. The whole heuristic is summarized in Algorithm 1.
Algorithm 1 Heuristic algorithm
1: B ← peeling phase 2: for all b ∈ B do 3:
The first phase of the algorithm is a slightly modified version of PRIM [2] .
This phase consists in two steps: a peeling step, shrinking an initial box, followed by a pasting step, expanding a given box. The algorithm is independent of the form of the objective function and can therefore be applied to the mean version (2) and to the sum version (3) objective function.
The peeling step starts from a list I of all points of the database. The algorithm removes at each iteration a fraction α of the current points in the dimension that improves the most the score, until it remains a fraction β of points from the original set. Each iteration generates one box added to the list of boxes B. In the case in which we restrict ourselves to a single box, we choose the last one generated as in the original PRIM algorithm [2] . Each of these boxes is built using the procedure mkbox(I) defined in the following.
Definition 3. The limits of a box b = mkbox(I), built from a set of included points I, are given by S t (b) = {c ∈ G t : ∃i ∈ I :
Note that mkbox(I) can include more than |I| points of M.
The method depends on a parameter α which defines the amount of points removed at each iteration of the peeling step. To be effective, α must be set to a small value, typically 5% ≤ α ≤ 10%. Such small values allow each peeling to be less important and gives opportunity to the algorithm to mitigate an early bad peeling. These small peelings are the reason why this strategy is called "patient" compared to other algorithms (e.g. decision trees like CART [10]).
The peeling step is summarized in Algorithm 2. In instruction lines 1 to 3, the algorithm starts by considering that all points in the corresponding box. Lines 6 to 15 are dedicated to building the list of sets of candidate included points P. Starting from the list of included point in the last candidate box, I, the algorithm removes at each iteration α|I| points in each continuous dimension and adds the resulting sets of points to P a list of sets of candidate included points. If the dimension is categorical, the algorithm removes one category and adds the resulting set of included points to P. This list is filtered in instruction 16 to remove set of points which are not large enough or leading to too small boxes. Finally, instruction 17 selects the list of points leading to the best score and stores it in I. Finally, the candidate box is added to the list of candidate boxes B in instruction 18. The worst-case complexity of this step is O(M 2 D).
Note that in the original PRIM algorithm [2] , the missing values are considered to belong to a special category. Our implementation is simplified as we consider that missing values always belong to the box. 
if t ∈ L then 8:
P ← P ∪ I \ {at most α|I| points ∈ I with the smallest x i t = ∅}
9:
P ← P ∪ I \ {at most α|I| points ∈ I with the largest x i t = ∅} 10:
for all c ∈ x t do 12:
P ← P ∪ {{i ∈ I : x t = c}} 
if t ∈ L then for all c ∈ G t \ x t do for all t ∈ Q do 4:
if t ∈ L then 6:
else if t ∈ G then 8:
end if 
Results
In this section, the previous algorithms are applied to randomly generated [2] . We choose to restrict only five dimensions since it seems a reasonable number of controlled parameters for an industrial process. We impose that the width of the box is larger than 10% of the initial parameter range for continuous dimensions and to select at least one category for categorical dimensions.
Independently of the score function, every algorithm outputs a valid box on the original database (i.e. non centered). The two scores associated with the box, f µ (b) and f Σ (b) are computed using respectively (2) and (3). In the following results, we compare the improvement with respect to the unconstrained box including every point of the database. This score improvement provides an order of magnitude of the expected improvement of the process that can be achieved using the restriction of the parameters given by the candidate box.
This score improvement is given by
where b is the box provided as the solution by the algorithm which is evaluated and b 0 is the box including all points in the database.
The results are organized as follows. A typical run on one industrial database is detailed in Section 6.1. The algorithms are compared on randomly generated databases in Section 6.2 and on industrial databases in Section 6.3. All results have been obtained on two Intel Core i7 with a clock rate of 3.47 GHz and 24 GB of RAM. The mixed-integer linear programs are solved using CPLEX 12.6 with default parameters (including presolve, cutting planes, etc.) using up to eight threads. The mean values provided in these results are geometric means, shifted if required.
Typical run and influence of the number of unconstrained dimensions
Hereafter are discussed results obtained on one of the galvanized steel manufacturing database with 101 points, 6 categorical dimensions and 262 numerical dimensions. Results provided by the five algorithms are given in Table 1 . Solving the problems took 19 seconds with the MILP while the heuristics delivers their solutions in less than a second. As expected, each algorithm performs better on the score function it is optimizing. Since the MILP terminates, it obtains the optimal solution with respect to the sum score objective function. One can compare the results given by the heuristic using the sum objective function (3) to see that it provides a 30% suboptimal solution. Using multiple boxes reduces the suboptimality to 26%.
The MSI shows that restricting the parameters of the process may increase the quality between 82.75% using the box provided by the PRIM-based heuristic and 99.55% using the MILP solution. The heuristic using the sum score function provides lower improvements but a larger box which might be easier to implement in practice. Note that the MILP obtains a better solution from the MSI point of view even though the objective function of the MILP is not to optimize the mean. Fig. 4 shows that the sum score for OBS decreases as the number of constrained dimensions, N , increases. This behavior is caused by the peeling step of Algorithm 2. This step imposes to start from a box with only βM points.
The pasting step of Algorithm 3 increases the box size using a greedy method.
This step is known to have little effect on the solution [2] . Consequently, the OBS algorithm misses easily boxes of intermediate sizes.
As the number of constrained dimension decreases, the deconstraint phase provides larger boxes with more positive points and better scores which correct the over-shrinking effect of the peeling steps. This effect is less important for OBS Multiple Boxes as the pasting and deconstraint phase may be performed on boxes with more than βM points.
In Figure 6 , the MILP dominates the other algorithms on the MSI as long as N ≤ 8. 
Randomly generated databases
The aim of this section is to present results on randomly generated databases which are tractable to solve to optimality by the MILP formulation. The following tests are conducted on 100 randomly generated databases with 100 points on 2 categorical and 8 continuous dimensions. The value of the points are generated following a uniform distribution between 10 and 110. Table 2 provides a comparison of the algorithms.
As expected, each algorithm performs better on the score function it is opti-mizing. Comparing the sum score, the heuristic using the sum objective function (3) provides a 16% suboptimal solution. Using multiple boxes reduces the suboptimality to 8%. The best mean score is obtained using the OBS algorithm with the mean score objective function. One can note from the results that using the sum score objective functions, using MILP or OBS, provides only 10% less MSI but doubles the size of the box. The box obtained has therefore wider ranges in the constrained dimension which might be, in function of the process, easier to implement in practice.
Industrial databases
The following tests are performed on 5 glass manufacturing databases and 25 galvanized-steel manufacturing databases provided by industrial partners. Table 3 presents the results with a time limit of two hours. The complete table of results can be found in the appendix, in Table 5 .
On a total of 30 tests, only one test with the OBS heuristic required the two hours. Most of the tests are completed by the heuristics in less than three minutes. The MILP algorithm obtains a feasible solution for 28 problems. Among these tests, 19 have a guarantee of optimality on the sum score. The mean gap for the 9 remaining tests is 36.44%. On these tests, OBS multiple boxes obtains the best sum score since the MILP cannot reach optimality. Surprisingly, the best MSI is obtained by the heuristic using the sum score objective function.
This motivates the approach of the sum score which in this case performs even better than using the mean objective function f µ . The sum score provides boxes twice larger than with the mean score objective function. The results also confirm that using the multiple box variant provides substantial improvement of the quality while requiring in most cases less than twice the computation time.
The ratio of the time taken by the single box version and the multiple box ver-sion of the OBS Mean algorithm can be observed on Figure 7 . As the number of dimensions increases, the time taken to test multiple boxes decreases down to 25% of additional time with respect to the obtention of a single box. However, increasing the number of points increases the time to test multiple boxes. Table 4 
Conclusion
This paper describes a technique to optimize the parameters of an industrial
process. An industrial process may be dependent on a substantial amount of parameters and selecting few of them, impacting the most the process, is a challenging data analysis task. In particular we wish to find a set of rules, i.e.
intervals on a reduced number of parameters, for which an output value is maximized. The model-free optimization problem to solve is to find a box, restricted on a limited amount of dimensions, with the maximum mean value of the included points. We compare a machine learning-based heuristic to the optimal solution computed by a mixed-integer linear program on real-life databases from steel and glass manufacturing. Computational results show that the heuristic achieves comparable solutions with respect to the exact approach. However, the exact approach is computationally too expensive to tackle real life databases.
In such cases, the heuristic delivers better results. Results show that the restriction of five process parameters, on these databases, may improve the quality by 50%.
The work presented in this paper could be extended along several lines.
Advanced preprocessing may improve the computation times. For example, a preprocessing algorithm could consider skewness and kurtosis to scale or discard some dimensions of the initial database. Other algorithms could be implemented to tackle this box search problem. For instance, topographic map, a two-dimensional, nonlinear approximation of a potentially high-dimensional data manifold, is known to help with the visualizion and exploration of highdimensional data [11] . One could use this technique to identify interesting regions of the multidimensional space using self-organized maps and translating the regions into a box. Another idea would be to learn a decision tree from the data and to combine interesting zone identified by the tree model to build a box. 
