Abstract. We consider the approximation of the modified Strove functions Lo and L[ , and the related functions /o -I-o and Ix -Lx , where /o , Ix are modified Bessel functions. Chebyshev expansions are derived to an accuracy of 20D for these functions. By using generalized bilinear and biquadratic maps we optimize the number of coefficients for 20D accuracy.
Introduction
The modified Struve functions L"(x) satisfy the equation (1.1) x*K + xL; -(x2 + n2)U = %/.2)H*\.
0rT(« + i)
and are clearly closely related to the modified Bessel functions of the first kind, 7"(x). The functions Lo and Li appear in the fluid dynamics of water waves; see, for example, Hirata [5] or Shaw [10] . The functions 70 -L0 and 7] -Li appear in surface wave problems, Wehausen and Lai tone [11] , and in unsteady aerodynamics, Ahmadi and Widnall [2] . Tables of values for Lo and Li (small  x) and 7o-Lo, Ix -Lx (large x) appear in Chapter 12 of Abramowitz and Stegun [1] . Luke [6] gives coefficients for Chebyshev expansions for Lo Li in the range 0 < |x| < 8. The computation of 70 -Lo, Ix -hx by separate computation of the 7 and L functions leads to severe cancellation problems. Desmarais [4] developed expansions for these functions, but his results are incomplete.
In this paper, we derive Chebyshev expansions for the computation of Lo and Li for all x, and 70 -Lo and Ix -Lx for x > 0. The coefficients are derived to an accuracy of 20D, with the number of coefficients minimized by generalized mappings. Test procedures show these values give the required accuracy.
Results for L0, 70 -L0
In this section, we describe in detail the procedures used for the functions of order 0. The methods are then applied to the order-1 functions, so only the relevant results are given in the next section.
Lo(x) has the power series which is convergent for all x . Thus, L0 is an odd function, so we need only restrict attention to approximating it for x > 0, then use Lo(-|x|) = -L0(|x|).
Asymptotically, we have
The power series for lo gives
which is decreasing for x > 0, the physically significant range. Equation (2.1) suggests that we approximate L0 as
where we can expand g(x) in terms of Chebyshev polynomials, and use the fact that g will be even. Schonfelder and Razaz [8] showed, however, that such expansions can give rise to serious error amplification if the function g varies greatly in size, as we have with Lo. They recommend extracting an explicit exponential term which will absorb most of the function variation, leaving a more stable function to be expanded. This idea, together with (2.2) and (2.3), suggests the following set of approximations:
where values of Lo for x > P can be derived from (2.7) and one of the readily available approximations to 70 . The functions gx, g2, and #3 are to be expanded as Chebyshev series. Thus, the intervals [0, P] and (P, 00) need to be transformed into [-1, 1] . For gx and g2 the simple standard transform is t = 2x/P -1, while the nature of (2.2) gives for #3 the standard form t = 2P2/x2 -1.
Scraton [9] and Schonfelder [7] have both shown the advantages of more general bilinear and biquadratic maps, so we consider the forms (2.8) t=^^-, a=l+2b/P, b>0 To see the effect of such maps, consider P = 4 and P = 16, and the expansions for g2 and g^. The coefficients of the Chebyshev expansion tend to zero fairly quickly, so we can count how many terms are needed before all coefficients are less than 10~20 in size. Figure 1 shows the number of terms for g2 , with the solid line representing P = 4, and the dotted line P = 16 . The standard map is the limit of (2.8) as b -* oo , giving 21 terms for P = 4, and 33 terms for P = 16. The minimum number of terms is 17 for P = 4, and 24 for P = 16. Similarly, Figure 2 (next page) shows the same information for #3, with, here, the standard map being given by (2.9) with c = 2P2. Again, the minimum number of coefficients is below that of the standard map. We thus have to choose (a) a cutoff value P, (b) for this value of P, good values for b and c, with possibly different ¿-values for gx and g2. For each possible combination of (P, b, c)-values we generate the Chebyshev coefficients by using Clenshaw's method [3] . This gives an infinite system of linear equations for the coefficients. By assuming that all coefficients beyond a certain point, which is called the zero coefficient cutoff point, are exactly zero, we derive a finite linear system which can be easily solved. To derive values for the parameters, we assumed 101 possibly nonzero coefficients, and performed the arithmetic using quadruple precision on a Prime 6350 (giving about 28 significant decimals).
A large amount of data is obviously generated. The decisions on reasonable values for P,b,c were based on this data. The value P = 16 was chosen as this gave a simple value, and approximately equal numbers of coefficients With these transformations fixed, we repeated Clenshaw's method using a multiple-precision floating-point arithmetic package, written by the author. This performed calculations to about 75 significant decimals. The zero coefficient cutoff point was started at 60, and increased successively by 20, until the coefficients agreed to 40D. These coefficients > 10~20 in size were then output, and are given in Tables 1-3 .
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The functions g4, gs, ge are expanded in Chebyshev polynomials. Exactly the same investigation procedure as in §2 showed that P = 16 was again a reasonable choice, and the transformations could be taken from order 0 to the corresponding order 1 functions. Thus g4, g5, and g6, use respectively (2.10), (2.11), and (2.12). 
Testing
The main test used was to write a Fortran program to evaluate gx to g(, for various values of x (using quadruple precision), and to compare the results with values calculated in other ways.
For 0 < x < 16, the various power series for Lo, Li, 7o -Lo, h -Lj were used to generate comparison values. In each unit interval, 1000 random values were generated and in all cases the maximum absolute error was less than .5xl0-19.
For g3 and g(, in the range x > 16 we experienced more problems in testing. For x close to 16 the power series still gives sufficient accuracy. For large x, the asymptotic series was transformed into a continued fraction by the q-d method, and gave sufficient accuracy. There was, however, an interval from about x = 25 to x = 50 where we were unable to generate sufficiently accurate comparison values from either the power series or the continued fraction.
To get around this, we had to generate the comparison values from the power series using the multiple-precision package. The quadruple-precision argument x was transformed to multiple-precision form exactly by equivalencing it to eight 2-byte integers and decomposing these to give the exact binary representation. By using a base of 212 in the package we preserve exactness. The results of the multiple-precision power series were then transformed back to quadruple-precision form. These results verified 20D absolute accuracy for g3 and g6. 
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We have 7¿ = Ix and L0 = Li + \ so where the coefficients r¡j (j = -3, ... ,3) and Sy (j = -2, ... ,2) are given in Table 7 . Applying these relationships to the coefficients, we get agreement to within acceptable rounding error. Similar techniques can be applied to relate (4.4) License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
