ABSTRACT. The aim of this study was to obtain information for the genetic improvement of kale through repeatability and phenotypic stabilization studies and to compare methodologies that represent the reliability of the estimated parameters. Thirty-three half-sib progenies were evaluated in a randomized block design with three replicates and six plants per plot. Eight harvests were evaluated in terms of the yield of fresh leaves, number of shoots, number of leaves and average mass of leaves. Then, a phenotypic repeatability and stabilization study was performed, estimating the genetic parameters σ 2 a, σ²g, σ²e, and the coefficient of environmental variation and repeatability using the frequentist and Bayesian methodologies. To evaluate the reliability of these estimates, intervals were obtained using the frequentist, Bayesian and bootstrap methods. It was verified that the reliable selection of progenies of half-sib of kale can be achieved in four harvests that were realized between 95 and 170 days after planting. It was observed that the frequentist and Bayesian methodologies are better suited to obtain reliable estimates of the genetic parameters evaluated, as the last one provided smaller amplitudes for the obtained intervals. The bootstrap methodologies are not recommended for phenotypic repeatability and stabilization studies in kale.
Introduction
Kale is a vegetable with nutritional characteristics of interest, such as high levels of carbohydrates, proteins, vitamins and fibre (Novo, Prela-Pantano, Trani, & Blat, 2010) . However, there is a need for cultivars with higher productivity and resistance to the crop's major pests (Azevedo et al., 2016a; Azevedo et al., 2017) .
The selection of kale genotypes is based on several harvests (Azevedo et al., 2016a) ; thus, information on the minimum number of harvests is needed to avoid more evaluations than are necessary, which would entail the waste of labour and financial resources (Cruz, Regazzi, & Carneiro, 2012) . To establish how many and which harvests should be contemplated during progeny selection, repeatability and phenotypic stabilization studies can be performed (Martuscello et al., 2015) .
For the decision making, measures of the reliability of the estimates are important and represented as the confidence interval (CI) (Khosravi, Nahavandi, Creighton, & Atiya, 2011; Severiano, Carriço, Robinson, Ramirez, & Pinto, 2011; Santos et al., 2011) . There are several methodologies for estimating such intervals; the frequentist methodologies (Toral, Alencar, & Freitas, 2007) require knowledge of the probability distribution that the parameters of interest follow, as well as the number of degrees of freedom that are associated (Cecon, Silva, Nascimento, & Ferreira, 2012) .
Intensive computing methodologies such as bootstrap resampling can also be used for this purpose, dispensing assumptions about the probability distribution of parameters (Efron & Tibshirani, 1993) . Another possible approach for estimating reliability is the Bayesian approach to obtaining credibility intervals from an a posteriori density distribution (Zhang, Rojas, & Cuervo, 2010; Santos et al., 2011; Azevedo et al., 2017) .
Given the importance of representing the uncertainty associated with parameter estimation in repeatability studies, a comparison of methodologies for this purpose is required. This study was aimed to obtain information for the genetic improvement of kale through repeatability and phenotypic stabilization studies and to compare methodologies that represent the reliability of the estimated parameters.
Obtaining estimates for the repeatability study using the frequentist method (ANOVA) and Bayesian method
For the repeatability study, the statistical model proposed by Cruz, Regazzi, and Carneiro (2012) : . : observation in the plot that received the i-th family (i = 1, 2, ..., 33 families) in the j-th harvest (j = 1, 2, ..., 8 harvests); : overall average; : random effect of the i-th family under the influence of the permanent environment; : fixed effect of the temporary environment in the j-th harvest and : experimental error established by the temporary effects of the environment in the i-th family and jth harvest.
The repeatability was estimated using the ANOVA method (frequentist), including the genotypic variance ( ); temporary environmental variance (harvest) ( ) and residual variance ( ), where a is the number of harvests and g is the number of families. From these components of variance, the repeatability coefficients ( ), residual variance coefficients ( ), determination coefficients ( ), and the optimal number of harvests ( ) were determined, where n is the number of harvests.
The Bayes theorem was also used to estimate the above-mentioned parameters. Assuming that , the sample distribution of the observed data (maximum likelihood function) is . For the location parameters, the following a priori distributions were considered:
, and . For the components of variance, the scaled inverse chi-squared distribution was considered as an a priori distribution:
, and .
Therefore, the posterior a posteriori distribution can be represented by:
For statistical analysis, the rJags package of the R software (R Core Team, 2016) was used. Due to the absence of previous work with progenies of half-sibs of kale, the use of a priori values was vague (uninformative). Thus, for location effects, . For the variance component of the general average, it was stipulated that , and for the other components of variance, it was considered that ( ). MCMC (Markov Chain Monte Carlo) chains were obtained, and 1,000,000 iterations were established per feature. A burn-in of 100,000 iterations and thin of 500 interactions were used, resulting in a total sample of 1,800 iterations for each characteristic.
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The confidence intervals were determined using the frequentist and bootstrap resampling methods. 
Determination of estimates of confidence intervals to study repeatability using the bootstrap method
In the bootstrap method, 1,000 samples were generated by re-sampling with replacement of the original data, always maintaining information for the respective family and harvest for each value. For each of the 1,000 samples, all previously mentioned parameters were estimated, considering the same statistical expressions quoted for the frequentist analysis. Thus, for each parameter, a distribution was obtained, which was referred to as the bootstrap empirical distribution.
For the percentile method, bootstrap empirical distribution data were ordered. In this way, the samples positioned at position and were considered the lower and upper limit of the confidence interval ( ). To obtain the "Biased-Corrected Percentile Bootstrap" (BCPB) confidence interval, the extremes of the confidence interval are the adjusted bootstrap distribution percentiles, which can be used to correct the bias resulting from the distribution asymmetry. In this way, the proportion of replicates is found ( ) and smaller than the estimate obtained by the frequentist analysis. The proportion is defined as the probability that an estimate is less than the original sample . From , the bias correction parameter was defined by ( ), where is the inverse of the density function of the standardized normal distribution. Subsequently, the limits of the confidence interval are obtained by selecting the estimate at the position 1,000 x LI (being ) and 1,000 x LS (where ). In addition to correcting the asymmetry of the bootstrap empirical distribution, an acceleration constant is also used for the "Bias-Corrected and Acceleration" (BCa) method. In this method, we estimate the constant , as mentioned previously. The acceleration constant is obtained by , is the estimate obtained for the parameter considering the Jack-knife methodology, and is the average of . From the acceleration constant, the upper and lower limits of the confidence interval are obtained by selecting the estimate at position 1,000 x LI (being ) and 1,000 x LS (where ).
Determination of estimated credibility intervals for the Bayesian repeatability study
The chains obtained by the MCMC method were tested for convergence using the Geweke test without autocorrelation. After verifying these criteria, from the a posteriori distribution for each parameter, the average, median, mode and credibility intervals for parameters were estimated using the 'good' package in the R software package (R Core Team, 2016) .
Results
Estimates of σ 2 a were higher than those found for σ 2 g in all characteristics (Table 1) . This indicates the predominance of the temporary environmental effect (harvests) over genetic effects, which hinders selection in breeding programmes. Often, the estimates of the variance components (σ²a, σ²g, and σ²e) and the coefficient of residual variation obtained by the frequentist analysis were higher than those found by the mode of posteriori density of the Bayesian approach. However, the repeatability estimates obtained using these two methods were close (Table 1) . Repeatability estimates for frequentist and Bayesian methodologies ranged from 0.52 to 0.55 (for leaf yield, number of shoots and fresh leaf mass), while for leaf number, the estimate was 0.63 by the frequentist method and 0.64 by the Bayesian method.
For the bootstrap methodology, the percentile and BCPB techniques (although they presented, in general, IC with smaller amplitude) were not compatible. The parameter estimates were not between the lower and upper limits of the confidence intervals for the σ 2 e and CVe of the characteristics "number of shoots" and "number of leaves". The same was observed for the estimated repeatability of the number of leaves in the BCPB method. However, the BCa IC technique, in addition to presenting a low amplitude of CIs, always understood the estimates of the variance component estimates (Table 1) . Variance components of the harvests (σ²a), families (σ²g), error (σ²e), coefficient of residual variation (CVe) and coefficient of repeatability (r) in progenies of half-sibs of kale.
Bootstrap ICs comprised estimates of repeatability. The same values were verified in the frequentist and Bayesian method, with low variation in amplitudes. Likewise, for the variance components, the frequentist and Bayesian methodologies had intervals that always comprised the estimates of the components of variance, with the interval amplitude of the frequentist methodology being generally greater than those of the Bayesian methodology.
From the repeatability study, it was verified that with 3 harvests, it is already possible to obtain a coefficient of determination above 80% (83.45%) for the number of leaves (Figure 1 ). For the other characteristics, 4 harvests are needed to reach more than 80% (82.01, 81.22, 87.21, and 82.90% for leaf yield, number of shoots, number of leaves and fresh mass per leaf, respectively). In all characteristics, it was verified that the fashion of the coefficient of determination was always between the lower and upper limits of the credibility interval (Figure 1) . By the frequentist methodology (Figure 2 ), the ideal number of harvests enables the same conclusions cited previously for Figure 1 . However, for the confidence intervals estimated by the bootstrap methodologies, it was verified that the estimates of the coefficient of determination were very close to the percentile method and very close to the upper limit of the BCPB and BCa methods.
The stabilization by the frequentist analysis showed that for the leaf yield variable, considering the optimum number of four harvests for selection of this variable (Figure 1 ), harvests 5, 6, 7 , and 8 provided the highest repeatability and coefficient of determination (Table 2) .
For the number of leaves and fresh mass per leaves, crops 6 and 7 were already sufficient for reliable selection (R² greater than 80%), whereas for the number of shoots, crops 3, 4 , and 5 would already be sufficient ( Table 2 ). The highest coefficient of determination was obtained when all harvests were evaluated. Considering the optimum number of three harvests as ideal for selection based on the number of leaves, crops 6, 7, and 8 would be most suitable for this purpose. For fresh mass per leaf and number of shoots, whose optimal number of harvests was equal to four (Figure 1 ), harvests 5, 6, 7 , and 8 were the most suitable for study (Table 2 ). Stabilization by Bayesian methodology (Table 3 ) enabled similar information to that obtained by the frequentist method (Table 2 ). The same was also observed for the credibility interval. When analysing stabilization by bootstrap techniques, it was observed that, as occurred for the frequentist and Bayesian methodology, the increase in the number of harvests reduced the amplitude of the CI, but in several situations, these intervals did not include the repeatability estimates (Tables 4 and 5 ). 
Discussion
In multi-harvest crops such as kale, it is important to perform repeatability studies (Chia, Lopes, Cunha, Rocha, & Lopes, 2009; Azevedo et al., 2016a) . This enables the establishment of a number of harvests that must be performed for efficient selection of the best progenies (Sobrinho, Borges, Lédo, & Kopp, 2010; Bruna, Moreto, & Dalbó, 2012) . The effect of the environment on quantitative characteristics of kale directly influenced the performance of the plant, especially on fresh leaf mass yield, since there was a predominance of temporary environmental variance in relation to the genotype. This results in greater difficulty in the selection of genotypes, since their effects are confounded in the total variation (Cruz et al., 2012) .
The lower repeatability estimates for leaf yield, number of shoots and fresh mass per leaf may be associated with greater sensitivity to environmental factors, such as climatic conditions, fertilization, cultural treatments, and irrigation. However, the higher values of repeatability for the number of leaves may indicate a lower influence environmental effects. It is important to remember that the higher emission of leaves is not necessarily related to higher productivity.
The repeatability estimation can vary from 0 to 1, and high coefficients allow prediction of the real value for a given characteristic with only a few measurements (Oliveira & Moura, 2010) . Repeatability estimates above 0.5 were found for all evaluated characteristics, which according to Padilha, Oliveira, and Mota (2003) indicates good reliability for selection. This coefficient is also important for expressing the maximum value for which heritability in the broad sense can be achieved (Cruz et al., 2012) .
To obtain genetic parameters such as repeatability, obtaining the components of variance is of fundamental importance (Resende, 2016) , thus guiding decision-making within the breeding programme. Several statistical methodologies can be used to estimate these parameters as frequentist and Bayesian methods, and their choice is related to the type of data to be manipulated, the presence or absence of an imbalance and the familiarity of the researcher with the type of technique adopted.
The estimates of the parameters obtained in this research by frequentist analysis and Bayesian inference were largely similar. This is a consequence of the use of prior informative (vague prioris) in the Bayesian methodology. In this case, the maximum likelihood predominates over a priori, and point estimates (average, mode and median) of the parameters are very close to those obtained by the ANOVA method. Although different methods are used to study these genetic parameters, the frequentist analysis is the most used technique, especially due to the lower complexity of its calculations. However, the frequentist technique is limited to obtaining point estimates of variance (Xie & Singh, 2013) , while Bayesian has a distribution for all parameters (a posteriori distribution). One of the most frequently used frequentist methods is based on ANOVA, but it can present a negative estimate of the components of variance (Karaman, Firat, & Narinc, 2014) , which is not of interest to the breeder and does not occur in Bayesian inference.
The adoption of confidence intervals for estimates is important because it allows conclusions to consider the error associated with their estimation (Kenz, Banks, & Smith, 2013) . These intervals can also be obtained using different methodologies, such as frequentist, bootstrap and Bayesian methods. The frequentist and Bayesian methodologies were efficient in obtaining these intervals, and always included the estimates. Considering the bootstrap, the BCa technique was most successful, since it presented smaller confidence intervals, and incorporated parameter estimates between its lower and upper limits more frequently. This better accuracy of the BCa technique is associated with the use of the "acceleration constant" (Haukoos & Lewis, 2005) .
As expected, it was verified that with increasing number of harvests, there is an increase in the coefficient of determination, with 4 harvests giving estimates above 80% for all the characteristics. This estimate is considered high and allows satisfactory precision in selection (Martuscello, Jank, Fonseca, Cruz, & Cunha, 2007) . The use of 4 harvests is slightly higher than that verified by Azevedo et al. (2016a) that for evaluating kale clones, which recommended three crops as sufficient for a reliable selection (R² greater than 80%).
In addition to the study of the optimal number of evaluations, phenotypic stabilization study is of great importance in plant selection, since it allows verification of which harvests provide greater efficiency (Martuscello et al., 2015) . The evaluation of non-stabilized genotypes may suffer from low repeatability, and in these situations the increase in the number of replications is not always the solution to alleviate the problem (Pereira et al., 2002) , as a consequence of the performance of distinct genotypes as a function of the stage of development of the culture (Martuscello, Jank, Fonseca, Cruz, & Cunha, 2007) . Considering four crops as the ideal, it was verified by the repeatability study that harvests 5, 6, 7, and 8 (between 95 and 170 days after planting) provide higher determination coefficients for most characteristics, especially for leaf yield. Therefore, in breeding programmes, these harvests should be prioritized.
The Bayesian and frequentist techniques were shown to be adequate to obtain the intervals in the phenotypic stabilization study. The three bootstrap techniques presented limitations when the repeatability estimates were outside the established ICs. The low performance of the bootstrap methodologies was due to the resampling of the original data, because in this situation, obtaining a greater number of repeated values causes the repeatability estimates to be overestimated. As a result, the repeatability values obtained in the bootstrap samples are generally larger than the estimate obtained in the original sample, and the repeatability value of the original sample is in some situations lower than the lower limit of the confidence interval obtained by the percentile method. This problem is mitigated by the method of asymmetry correction obtained in the BCPB and BCa methods, but they are not always solved. With a smaller sample size, as in the stability study contemplating few evaluations, these problems are aggravated. Therefore, the use of bootstrap methodologies should be avoided in repeatability studies to obtain confidence intervals.
Conclusion
It is possible to obtain highly reliable progeny selection of half-sibs of kale with only four harvests. Harvests between 95 and 170 days after planting (harvests 5, 6, 7, and 8) should be prioritized because they provide greater phenotypic stability.
The frequentist and Bayesian analyses are efficient for estimating confidence intervals and credibility, respectively. Bayesian inference allowed smaller intervals than the frequentist methodology.
The bootstrap percentile, BCPB and BCa techniques are not recommended to obtain confidence intervals in phenotypic repeatability and stabilization.
