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RÉSUMÉ 
L'architecture orientée services (SOA) est une évolution architecturale des systèmes d'informations 
qui formalise le concept d'échange et de partage inter-application. L'approche SOA utilise un an­
nuaire de services (UDDI) qui joue un rôle de médiateur entre le foumisseur et le consommateur de 
services. Le fournisseur ou le producteur de services enregistre la description de son service et, par 
la suite, le consommateur va interroger l'annuaire afin de trouver un service approprié à ses besoins 
à partir des descriptions publiées. 
Une mise en oeuvre possible de cette architecture consiste à utiliser le Web comme support 
pour la communication entre services. Une telle architecture entraîne donc que les services soient 
exposés sur le web, qu'on appelle services Web. L'avantage de cette approche est, d'une part, de 
créer un bassin de clientèle pour les fournisseurs et, d'autre part, de mettre en place une base de 
services importante à l'attention des consommatems. 
Un problème qui apparaît à la mise en oeuvre de cette architecture basée sur les services Web 
est que le processus de découverte devient assez complexe, et ce en raison de la multitude de services 
ofFerts sur Internet, de l'absence d'un standard de représentation des requêtes des consommateurs 
et en l'absence d'un moteur de recherche efficace. 
Notre travail consiste à développer une application basée sur les techniques des algorithmes 
génétiques pour la découverte et la composition de services Web. Le consommateur exprime le 
service Web désiré par un fichier de description WSDL. Le système interroge un espace de recherche 
sous la forme de collection de services Web et doune comme résultat une liste de services possibles 
(population). Le critère de sélection d'un service est sa valeur de simiJarité avec le service cible. 
Les éléments de la population résultat sont des services qui existent dans l'espace de recherche 
(découverte d'un service approprié) ou qui ont été créés par le biais de la composition de services 
existants. 
Notre choix d'une approche utilisant les algorithmes génétiques s'est fait parce que les opéra­
tions utilisées par un aJgorithrne génétique - croisement, mutation, sélection - semblaient avoir 
une grande correspondance avec la composition de services Web. Les quelques tests que nous avons 
effectués pour évaluer notre approche semblent justifier notre choix de ces techniques. Toutefois, les 
résultats pourraient être améliorés par l'introduction de notions sémantiques et le temps de réponse 
pourrait être amélioré par l'utilisation de parallélisme dans nos algorithmes génétiques. 
MOTS-CLÉS: Services Web, composition de services, architecture orieutée services (SOA), 
Web Services Description Language (WSDL), Simple Object Access Protocol (SOAP), algorithmes 
génétiques. 
INTRODUCTION 
Plusieurs innovations technologiques ont eu lieu ces dernières années pour répondre aux be­
soins de partage des ressources et de communication des entreprises. Ceci a conduit à remettre en 
cause constamment l'architecture des applications et à rechercher de meilleures façons de développer 
les applications informatiques. 
Les architectures distribuées ainsi que les architectures orientées services réduisent le problème 
de développement d'applications lourdes à un problème de déploiement de composants (8) ou de 
services Web. L'internet offre une multitude de services, ce qui complexifie la recherche d'un service 
qui répond à un besoin particulier, et ce en raison de l'absence d'un standard de représentation des 
requêtes et d'un moteur de recherche efficace. 
Architecture orientée services 
Au cours des derniers années, il y a eu trois vagues technologiques ayant apporté des amé­
liorations importantes à l'architecture et au processus du développement des systèmes distribués 
(figure 0.1). 
L'architecture orientée services (SOA) est un modèle d'application distribuée qui utilise le 
concept de service comme base de développement. Une mise en oeuvre possible de cette architecture 
est celle basée sur la. technologie des services Web (Figure 0.2). 
Service Web 
Les services Web sont des applications accessibles via l'Internet. Le langage WSDL (Web 
Services Description Languages) (17; 20; 43) permet de décrire les informations (descriptions et 
interfaces) de ces services qui sont nécessaires pour les invoquer à distance par l'échange de messages. 
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FIGURE 0.1 Évolution de l'architecture des applications (Figure tirée de (46)). 
Client	 '-. -' 
•	 Recherche 2 - Recn ercner (WSDl) Annuaire de services 
... (e.g. UDDI) 
•	 li aison 
•	 Invocation de services
 
' ­
4 Invoquer (SOAP)3 Li er 
1- Publier (WSDl) 
Fournisseur de servi ces 
~ 
• Implémentation 
•	 Dépl ai ement 
Descri pti on et publi cati on• 
FIGURE 0.2 Architecture orientée services. 
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and Integration) et transmissibles, par exemple, à travers le protocole SOAP (Simple Object Access 
Protocol) utilisant le langage d'échange XML (eXtensible Markup Language (47)). 
Le rôle d'un annuaire UDDI est tout d'abord de permettre aux fournisseurs d'enregistrer 
leurs services Web. Son rôle est ensuite de permettre aux clients de découvrir les services Web qu'ils 
souhaitent exploiter en fournissant les informations permettant de les invoquer à distance et dyna­
miquement. Donc, un tel annuaire UDDI favorise les communications entre clients et fournisseurs 
de services Web en facilitant la recherche et la découverte de ces services. 
Service Web composite 
Les services Web sont des applications accessibles sur Internet réalisant chacun une tâche 
spécifique. Pour fournir une solution à une tâche complexe, on peut regrouper des services Web 
pour n'en former qu'un seul; on parle alors de composition de services Web. 
Pour la création d'un service Web composite on peut utiliser les langages standards comme 
Java, C, etc., qui offrent des bibliothèques riches pour la manipulation des services Web. On peut 
aussi utiliser des standards développés à cette fin comme WS-BPEL (Business Process Execution 
Language) (6; 45; 19). 
Le processus de composition de services Web comporte trois étapes: 
1. Spécifier le service désiré ainsi que les différentes tâches à réaliser; 
2. Découvrir les services qui permettent de réaliser chaque tâche; 
3. Développer la composition. 
Problématique 
La composition automatique de services Web demeure un problème à résoudre. Plusieurs 
approches basées sur la description sémantique des services donnent des résultats théoriques per­
tinents mais l'absence d'un répertoire officiel qui contient des descriptions sémantiques de services 
Web rend ces solutions impossibles en pratique. 
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Notre contribution 
Les algorithmes génétiques sont répandus dans divers domaines pour résoudre des problèmes 
d'optimisation et de recherche. Nous nous inspirons de ces techniques pour décrire une approche de 
recherche et de composition de services Web. 
Notre projet consiste à développer une architecture basée sur les techniques génétiques et 
vise à aider le concepteur à trouver une composition qui produit le service Web désiré à partir d'un 
ensemble de services existant. 
Architecture de notre application 
La figure 0.3 présente l'architecture de notre approche. Cette architecture est basée sur un 
algorithme génétique qui reçoit la description du service Web désiré, recherche parmi les services 
Web existants pour tenter de donner comme résultat soit un service Web le plus possible similaire à 
celui recherché, soit une liste des services qui peuvent donner un service semblable à celui recherché 
par le biais d'une composition. 
Description de notre approche 
Notre approche consiste à utiliser un algorithme génétique pour la composition de services 
Web. Notre application se divise en trois phases: 
1.	 Analyse de la requête utilisateur ; 
2.	 Recherche sur internet des opérations identifiées dans la première phase (par un moteur de 
recherche comme seakda) ; 
3.	 Exécution de l'algorithme génétique qui commence par analyser un petit ensemble de services 
(population initiale) et recherche la possibilité d'évolution (par le biais de la composition). 
S'il atteint un état de stabilité (pas de possibilité de composition) et si la solution trouvée 
n'est pas suffisamment pertinente (une similarité insuffisante avec le service désiré), il tente 
d'enrichir sa population par un individu externe et poursuit sa recherche et son processus 
d'évolution. 
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FIGURE 0.3 Architecture de notre application. 
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La première phase de cette application est l'analyse de la requête utilisateur ainsi que le 
filtrage des fichiers WSDL des services Web trouvés par une recherche simple sur internet. Cette liste 
de description est enregistrée dans une base de données accessible par notre algorithme génétique 
qui sera développé à la deuxième phase. 
Organisation du mémoire 
Ce mémoire comprend deux grandes parties. La première est consacrée à l'état de l'art relatif 
aux domaines abordés dans le mémoire. Dans le premier chapitre, nous décrivons les descriptions 
de services Web (syntaxique et sémantique) ainsi que les approches de composition liées à chaque 
description. Nous étudions ensuite quelques approches existantes et examinons leur pertinence puis 
nous formulons quelques observations sur leurs avantages et lew·s inconvénients. Dans le troisième 
chapitre nous mettons en contexte les algorithmes génétiques. 
La deuxième partie de notre mémoire est consacrée à la présentation de notre approche. Dans 
le quatrième chapitre nous présentons notre algorithme génétique. Dans le chapitre suivant, nous 
présentons une description de la mise en oeuvre de notre application et des tests que nous avons 
effectués. 
CHAPITRE l 
LES SERVICES WEB 
Introduction 
L'architectme orientée services (S GA : Service Oriented Architecture) est un modèle d'arc!Iitectme 
distribuée qui définit une infrastructure d'interaction entre les services. Un service est un composant 
logiciel autonome (fournisseur) mis à la disposition d'autres composants logiciels (consommateurs). 
Une mise en oeuvre possible de l'architecture orientée services est celle basée sur la technologie 
des services Web. Un service "Veb est. un service auquel on accède par n'importe quelle t.echnologie 
Web. 
Un service Web est atomique ou autonome s'il ne fait appelle à aucun autre service Web dans 
son exécution. Sinon on dit qu'il est composite. 
Le présent chapitre décrit les services "Veb. Dans la première section nous présentons les 
diff(.~rentes technologies derrière la llotion de services Web. La second section décrit le service Web 
composite: sa définition, SOIl fonctionnement et quelques langages de définition. La del'llière section 
est consacrée aux services Web sémantiques. 
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1.1 Définitions et exemples 
1.1.1 Service Web 
Définition 
Dans le document « Web Services Architecture», le groupe W3C qui travaille sur le services 
Web a donné la définition suivante (16) : 
« A Web service is a software system designed to support interopemble machine-to­
machine interaction over a network. ft has an interface described in a machine-pmcessable 
format (specifically WSDL). Other systems internet with the Web service in a manner 
prescribed by its description using SOAP messages, typical/y conveyed using HTTP with 
an XML serialization in conjunction with other Web-related standards». 
Cette définition met en valeurs les principaux avantages de services Web:
 
- interface décrite dans un format interprétable par les machines;
 
- utilisation de langages et de protocoles indépendants des platformes d'implémentation;
 
- utilisation de normes actuelles du Web.
 
Exemple 
Un service Web regroupe un ensemble d'opérations (fonctions). On appelle messages d'entrée 
les paramètres d'entrée de l'opération. Les résultats retournés sont appelés des messages de sortie. 
La figure 1.1 montre un exemple de service Web (MathService) tiré du site Web Seekda 1. 
Ce service Web comprend quatre opérations (Divide, Add, Multiply et Subtract). Pour chaque 
opération, on a un message d'entrée composé de deux réels et un message de sortie formé d'un réel 
pour le résultat de l'opération. L'interface d'échange de services prend en considération les divers 
protocoles disponibles sur le Web tels que HTTP et SOAP. 
1. http://webservices.seekda.com/providers/aspalliance.com/HathService?tab=usenow 
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FIGURE 1.1 Le service Web MathService. 
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1.1.2 eXtensible Markup Language 
Définitions 
XML (eXtensible Markup Language) est Wl langage de balises, plus général que HTML, qui 
permet la représentation de dOJUlées. Un document XML est Wl fichier texte composé d'un en-tête 
optionnel et d'Wl corps ayant une structure d'arbre (49). L'en-tête contient des informations sur la 
version de XML et le codage utilisé; elle peut aussi référencer Wl XML-Schema. 
XML-Schema permet de décrire d'Wle façon complète la structure d'Wl document XML (la 
structure de l'arbre, les types et les attributs des éléments de document). 
Plusiems outils ont été développés autour de la norme XML permettant de manipuler les 
dOJUlées décrites dans un document XML, par exemple les analyseurs DOM et SAX (9). 
Le format DOM (Document abject Model) permet de représenter Wl document XML sous 
forme d'Wl arbre d'objets dans la mémoire et fournit des interfaces permettant de le manipuler (54). 
Contrairement à DOM, SAX (Simple API for XML) ne construit pas une image dans la mémoire. 
SAX se base sur un modèle d'événements: il parcourt le document XML et génère Wl événement 
à chaque fois qu'il rencontre une nouvelle balise. 
Exemple: La figure 1.2 présente Wl exemple de document XML où on remarque la présence 
de différentes balises comme book, chapter, etc. 
1.1.3 Simple Objet Access Protocol 
Définition 
SOAP (Simple Objet Access Protocol) est Wl protocole d'échange de messages basé sm le 
langage XML (47). Un message SOAP est composé de deux parties: 
Enveloppe : les informations sur le message transmis. 
Corps de message: les informations à transmettre. 
L'échange de messages SOAP est basé sm le modèle requête/réponse: 





















FIGURE 1.2 Exemple d'un document XML (47). 
- Le serveur répond par un message réponse . 
Exemple: Dans notre exemple d'un message SOAP nous prendrons une requête simple d'un client 
qui veut savoir le prix d'un ticket de symbole «DIS »(figure 1.3). Le serveur répond par le message 
SOAP de la figure 1.4 où il indique le prix (34.5) du ticket demandé. 
1.2 Description syntaxique 
Un service Web possède une description syntaxique qui regroupe des informations telles que 
noms d'opération, types de données, protocoles réseau et point d'accès (43). Une telle description 
est basée sur le langage de description de services Web WSDL (5). 
1.2.1 Web Services Description Languages 
Définition 
Dans le cadre de l'architecture orientée services, le WSDL (Web Services Description Lan­
guages) est un langage fondé sur XML qui permet de décrire une interface publique d'accès à un 
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POST /StoekQuote HTTP/l.l 
Host: www,stoekquoteserver.eom 
Content-Type: text/xml; eharset="utf-8" 
Content-Length: nnnn 









FIGURE 1.3 Exemple de requête SOAP (47). 
HTTP/1.1 200 OK 
Content-Type: text/xrnli charset="utf-8" 
Content-Length: nnnn 
<soapenv:Envelope 
xmlns: soapenv=''http://schemas.xmlsoap. org/ soap/ envelope/ PI> 
<soapenv:Body> 
<m: GetLastTradePriceResponse xmlns: m="Some-URI"> 
<m:price>34.5</m:price> 
</m:GetLastTradePriceResponse> 
</ soapenv: Body> 
</soapenv:Envelope> 
FIGURE 1.4 Exemple de réponse SOAP (47). 
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<définition>: racine de WSDL 
<types>: quels sont les types de données transmis? 
<messages> : quels sont les messages transmis? 
<portTypes> : quelles sont les opérations supportées? 
<bindings> : comment transmettre les messages? 
<service> : quelle est l'adresse du service 
FIGURE 1.5 Structure d'un document WSDL (46). 
service Web (17) 
Structure d'un document WSDL 
Le langage WSDL permet de décrire (Figure 1.5) : 
1. Les opérations qu'un services Web peut exécuter. 
2. Le type de messages XML qu'il peut traiter. 
3. Les protocoles de communication qu'il supporte. 
4. Le point d'accès à une instance du service Web. 
Un document WSDL décrit un service Web en deux niveaux principaux (20) : 
Niveau abstrait: Une partie de description de service Web qui permet de définir les types de 
données, les messages transmis et les ports et ce de façon indépendante des protocoles utilisés. 
Niveau concret : Ce niveau permet de définir les protocoles utilisés par le service et sa localisa­
tion. 
Exemple d'un fichier WSDL : La figure 1.6 montre un exemple de fichier WSDL qui décrit un 
service Web « Calendar » 2. 
2. http://wvw.stgregorioschurchdc.org/vsdl/Calendar.vsdl 
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<?xml version="l.O" encoding="UTF-8" ?> 
- <deflnitions name="Calendar" 
target amespace=''http://www.stgregorioschurchdc.org/Calendar'' 
xmlns:tns="http://www. tgregorloschurchdcorgjCalenclar" 
xmlns: soap="http://schemas.Xllllsoap.org/wsdl/ soa p/" 
xmlns:xsd=''http://www.w3.org/2001/XMlSc.hema'' 
xmlns="http://schemas.xmlsoap.org/wsdl/"> 
- <message name="EasterDate"> 
<part namt="year" type="xsd:short" 1> 
</message> 
- <message r ame=' EasterDateResponse"> 
<part namE:'="date' type="xsd:string" 1> 
</message:> 
- <portType name="EasterDateSoapPort"> 
- <operation 1 ame="easter_date" parametE'rOrder="year"> 
<Input mé::ssage=ltns:EasterDate" /> 
<output message="tns:EasterDateResponse" /> 
</operation> 
</portType> 
- <blnding name="EasterDate50apBinding" typE:= 'tns:EasterDateSoapPort"> 
<soap:binding style=nrpc" transport=''http://schellla.s.xllllsoap.org/soap/http'' 1> 
- <operation name="easter_date"> 
<soap: operation 
soapActio = .. http://www.st~.regorioschllrchdc.org/Calenclar#easter _c1ate" /> 
- <Input> 
<soap:body use="encoded" 







namespace="http://www.stgregori oschurchdc.org / Calendar" 






































FIGURE 1.7 Modèle de registre et découverte de services Web (23). 
1.2.2 Universal Description Discovery and Integration 
UDDI (Universal Description Discovery and Integmtion) est un standard pour décrire un 
annuaire de services Web. Il permet de publier (fournisseur de services) et de découvrir (utilisateur 
de services) un service Web (figure 1.7). 
Un annuaire UDDr est consultable de différentes manières :
 
- Pages blanches: Une liste des entreprise ainsi que des informations associées;
 
- Pages jaunes: Une liste de services de chaque entreprise (document WSDL);
 
- Pages vertes : Des informations techniques sur les services.
 
1.3 Outils de développement et de manipulation 
1.3.1 Outils pour la plate-forme Java 
Plusieurs API et package ont été développés autour de la plate-forme Java dans le but de 
faciliter le déploiement et la création des services Web: 
JAX-WS: Java API for XML Web Services (JAX-WS) est tille bibliothèque de classes Java qui 
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permet de créer et déployer des services Web. 
Apache Axis: Axis est un package Java libre qui fournit: 
1.	 une API pour développer des services Web; 
2.	 des outils pour créer automatiquement les fichiers de description WSDL; 
3. des outils pour déployer et tester des services Web. 
1.3.2 Outils pour la plate-forme Microsoft .NET 
« .NET Framework» de Microsoft offre plusieurs outils de développement et de manipulation 
des services Web: 
Classe System.Web.Services : Les classes System. Web. Services telles que WebMethodAttribute, 
WebService, WebServiceAttribute et WebServiceBindingAttribute permettent de créer 
des services Web XML à partir de clients de services Web ASP.NET et XML. 
Web Services Description Language (Wsdl.exe) : Un outil qui permet de génèrer le code 
pour des services Web XML et les clients des services Web XML à partir de fichiers de 
description (WSDL), de fichiers de schéma XSD et de documents de découverte. discomap. 
Web Services Discovery Tool (Disco.exe): Un outil qui permet de découvrir les URL de 
services Web et d'enregistrer les documents liés à chaque service sur le disque local. 
1.4 Services Web composites 
1.4.1 Définition et fonctionnement 
La composition est le fait de combiner les fonctionnalités de plusieurs services Web au sein 
d'un même processus métier pour répondre à une demande complexe qu'un seul service ne pourrait 
pas satisfaire. Un processus métier est une représentation concrète des tâches à accomplir dans une 
composition (53). 
La réalisation d'une composition nécessite les étapes suivantes: 
1.	 La découverte est le processus de recherche de services Web qui peuvent participer à la 




FIGURE 1.8 Exemple d'orchestation de services Web le coordonnateur joue le rôle de «chef 
d'orchestration ». 
aux registres de l'annuaires UDDI (33). Plusieurs travaux vise même à automatiser cette 
étape (23) ; 
2.	 L'organisation des interactions entre les services Web dans une composition est définie par la 
technique d'orchestration (figure 1.8). L'orchestration permet aux différent services d'échanger 
les messages entre eux. 
Une composition est associée à une spécification pour gérer les échanges de messages et mettre 
en place les structures de contrôle nécessaires (27). Dans la littérature, plusieurs langages de 
spécification ont été proposés: WSCI, WSFL, XLANG et, plus récemment, YAWL, XPDL, 
BPMN et WS-BPEL (48) ; 
3.	 L'exécution de la composition est l'étape d'invocation effective des services Web participant 
à une composition. 
1.4.2 Classification des approches de compositions 
La composition de services Web peut être classifiée en fonctiolls du degré d'automatisation. 
D'après cette classification on trouve trois catégories de compositions (10) : 
Composition manuelle: L'utilisateur génère la composition à la main sans l'aide d'outils dé­
diés; 
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Composition semi-automatique: Dans le processus de composition, l'utilisateur utilise des 
outils pour aider à la découverte et à la sélection des services les mieux adaptés à son besoin; 
Composition automatique: Le processus de composition est réalisé automatiquement sans 
l'intervention de l'utilisateur. 
Selon les techniques utilisées dans le processus de composition, on peut classifier de la manière 
suivante les approches pour la composition: 
L'approche industrielle: Cette approche est basée sur la description syntaxique de service 
Web et les technologies liées (WSDL, SOAP, UDDI, etc.) dans la création de processus de 
composition. WS-BPEL est l'outil le plus utilisé dans ce genre d'approches; 
L'approche sémantique: Une orientation sémantique pour la composition de services Web. Ce 
genre d'approche utilise les techniques du Web sémantique pour que le processus de compo­
sition se réalise automatiquement; 
L'approche formelle: Cette approche utilise des techniques de modélisation et de validation 
formelle de processus (exemple: les réseaux de Petri) (13). 
1.4.3 Langages de définition 
Il existe plusieurs langages de définition pour la composition de services Web. Dans cette 
section nous allons présenter brièvement quelques-uns d'entre eux. 
WSCL (Web Service Conversation Language) 
"VSCL décrit les services Web en mettant l'accent sur les conversations de ceux-ci. WSCL 
manipule les fichiers WSDL pour décrire les opérations possibles ainsi que leur chorégraphie (12). 
XLANG 
XLANG est une extension de WSDL créée par Microsoft. Il fournit un modèle pour une 
orchestration des services et des contrats de collaboration entre ceux-ci. 
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WS-BPEL (Business Process Execution Language for Web Services) 
BPEL est un langage qui se base sur XML (6). Il a été conçu spécifiquement comme un 
langage pour la définition des processus métier. Il supporte deux types différents de processus : 
1.	 Les processus exécutables permettent de spécifier les détails du processus métier. Ils peuvent 
être exécutés au moyen d'un engin d'orchestration (19). 
2.	 Les abstracts business protocois permettent de spécifier l'échange de messages entre partenaires 
du processus (45). 
1.5 Services Web sémantiques 
1.5.1 Définitions 
Un service Web sémantique est le résultat de l'intégration d'aspects sémantiques aux défi­
nitions du service Web (35). Le service Web sémantique est la convergence de deux technologies 
récentes du Web; les services Web et le Web sémantique (29). 
Le Web sémantique offre un ensemble de technologies pour ajouter l'aspect sémantique au 
Web actuel dans le but de permettre la manipulation automatique de ces ressources. Le service Web 
est l'une des ressources importantes du Web qui est visée par ces technologies sémantiques (21). 
1.5.2 Description sémantique de services Web 
Deux démarche possibles pour la description sémantique de services Web (1) ; 
- La première approche consiste à annoter les langages existants (WSDL, UDDI, WS-BPEL) 
avec de l'information sémantique (14). Le principal avantage de ce genre de solutions est 
la facilité pour les fournisseurs de services d'adapter leurs descriptions existantes aux an­
notations proposées (18; 50) ; 
- La deuxième approche réécrit entièrement la description sémantique du services Web en 
utilisant les technologies du Web sémantique (15; 40). 
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1.5.3 Ontologie de services Web 
La création d'une ontologie de services Web permet d'ajouter l'aspect sémantique et d'offrir 
un outil de recherche plus performant. Des languages ont été développés pour créer des ontologies 
de services Web. 
Le OWL-S (Web Ontology Language for Web services) est un sous-ensemble du Web Ontology 
Langage (OWL) dédié à la description sémantique de services Web (44). Il est compatible avec des 
formats de description syntaxique tels que WSDL. Une description OWL-S se compose de trois 
éléments: le service profile, le process model, et le grounding, qui décrivent respectivement 
«que fait le service », «comment le service fonctionne» et «comment accéder au service »(39; 25). 
1.6 Relation entre description syntaxique et sémantique de services Web 
OWL-S et WSDL sont complémentaires pour l'ensemble de la spécification de services Web. 
Les deux langages ne couvrent pas la même espace conceptuel. Comme indiqué par la figure 1.9:3, la 
spécification WSDL indique les types abstraits, tandis que les OWL-S tient compte de la définition 
des types abstraits en tant que classe. Cependant, WSDL ne peut pas exprimer la sémantique d'une 
classe de OWL-S. De même, OWL-S n'a aucun moyen, tel qu'actuellement défini, pour exprimer 
l'information obligatoire que WSDL saisit. 
Conclusion 
Les services Web peuvent être vus comme des ressources actives, dynamiques, relativement à 
des ressources statiques comme celles contenues dans les bases de données disponibles sur le Web. 
Si un service Web est vu comme une ressource, alors certains problèmes vont se poser : Comment 
le décrire, le composer avec d'autres, le sélectionner. La composition entre donc dans cet ensemble 
de tâches, elle est intrinsèquement liée au problème de la description des services Web. 
La composition automatique de services Web permet de gagner du temps et de faciliter la 
tâche du programmeur pour découvrir ou créer un nouveau service complexe. Selon des études 










~...... : : ..":.,
 
Process Model DL-based Types : 
( -:-romi}ro:. -;:PUO;U'PU:-î
 
~. Operation Message .J 
I·················~ ..·.... ·~..........·.... ······I 
1 Binding ta SOAP, HTTP, etc. 1 
, )_r-WSDL~- -- ­
L.. ---1 
FIGURE 1.9 Relation entre OWl.r-S et WSDL. 
faite sur des bases de connaissances restreintes (développées pour la mise en oeuvre de certains 
approches), la description sémantique des services Web peut résoudre le problème de la composition 
automatique (22). Mais l'absence d'une base de connaissances regroupant les services Web selon 
une ontologie ne permet pas d'utiliser à grand échelle ce genre de composition. 
CHAPITRE II 
LES ALGORITHMES GÉNÉTIQUES 
Introduction 
Les algorithmes génétiques sont des algorithmes qui s'inspirent de la science génétique dévelop­
pée au XIXe siècle par Darwin (36). Le but principal de ces algorithmes est ùe trouver une solution 
pour des problèmes difficiles - des problèmes où on ne connaît pas de méthodes exactes pour les ré­
soudre en temps raisonnable (31). Ces approches permettent J'évolution d'une génération (solution) 
à une autre par un ensemble d'opérations (mutation et croisement) tout en cherchant à améliorf.r 
une fonction objectif. Le codage des éléments de la population est l'élément le plus important, 
puisqu'il permet de modéliser un probl,~me sous forme de dOIlll(~es informatiques manipulablcs (4). 
Les algorithmes génétiques sont appliqués dans divers domaines pour résoudre des prob­
lèmes d'optimisation ou de recherche. Par exemple: la conception topologique de réseaux téJéin­
fOl'matiques à commutation de paquets (42), la recherche d'informations (58), des applications en 
économie (30). 
Dalls le présent chapitre, après avoir présenté les principes et les fonctionnalités de base 
d'un algorithme génétique ainsi que ses caractéristiques nous décrivons les différentes opérations 
génétiques telles que la mutation et le croisement. Dans la quatrième section nous abordons le 
principe de parallélisme dans un algorithme génétique. Nous finissons par une présentation de deux 
exemples d'applications de techniques génétiques qui nous aideront dans le développement de notre 
approche. 
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2.1 Principes et fonctionnalités 
2.1.1 Principe de base 
Les algorithmes génétiques sont des approches d'optimisation qui utilisent des techniques 
dérivées de la science génétique et de l'évolution naturelle : la sélection, la mutation et le croise­
ment (28). Pour utiliser ces approches, on doit disposer des éléments suivants (7) : 
1.	 Le codage d'un élément de population: une fonction qui permet de modéliser les données du 
problème réel dans des données utilisables par l'algorithme génétique (34). 
2.	 Une fonction pour générer la population initiale : la génération de la population initiale est 
importante puisque cette génération représente le point de départ de l'algorithme et son choix 
influe sur la rapidité et l'optimalité de la solution finale. 
3.	 Une fonction à optimiser (la fonction objectif) : une fonction qui retourne une valeur d'adap­
tation pour chaque individu. Cette valeur permet de déterminer la solution pertinente puisque 
le problème se restreint à chercher le groupe d'individus qui ont les valeurs optimums. 
4.	 Des opérateurs qui permettent d'évoluer d'une population à une autre tout en améliorant la 
fonction objectif. L'opérateur de croisement recompose les gènes d'individus existant dans la 
population, alors que l'opérateur de mutation a pour but de garantir l'exploration de l'espace 
d'états. 
5.	 Des paramètres de dimensionnement : taille de la population, nombre total de générations 
(critère d'arrêt), probabilités d'application des opérateurs de croisement et de mutation, etc. 
2.1.2 Fonctionnement 
Un algorithme génétique fonctionne de la manière suivante (figure 2.1) (30) : 
Étape 1 : Initialisation on choisit J-L individus qui représente la population initiale; 
Étape 2 : Évaluation on évalue chaque individu par la fonction objectif; 
Étape 3 : Sélection on définit les individus de la génération P qui vont être dupliqués dans la 
nouvelle population. A chaque génération il y a deux opérateurs de sélection : la sélection 



















FIGURE 2.1 Structure générale d'un algorithme génétique (36). 
produire durant une génération et la sélection pour le remplacement, ou plus simplement le 
remplacement, qui détermine quels individus devront disparaître de la population. 
Étape 4 : Reproduction on utilise des opérateurs génétiques (croisement et mutation) pour 
produire la nouvelle génération. Les opérateurs de mutation modifient un individu pour en 
former un autre tandis que les opérateurs de croisement engendrent un ou plusieurs enfants 
à partir de combinaisons de deux parents. 
La forme classique d'un algorithme génétique 
Un algorithme génétique a la forme classique suivante (46; 7) : 
1. Initialiser la population initiale P 
2. Évaluer P 
3. Tantque (Pas Convergence) faire: 
(a) P' = Sélection des Parents dans P 
(b) P' = Appliquer Opérateur de Croisement sur P' 
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(c) pli = Appliquer Opérateur de Mutation sur pl 





Le critère de convergence peut être de nature diverse, par exemple: 
- Un taux minimum qu'on désire atteindre d'adaptation de la population au problème; 
- Un certain temps de calcul à ne pas dépasser; 
- Une combinaison de ces deux points. 
2.2 Caractéristiques des algorithmes génétiques 
Les algorithmes génétiques, en tant qu'approche de résolution de problèmes, se caractérisent 
par certains aspects particuliers: le codage des paramètres du problème à traiter, l'espace de 
recherche et la fonction d'évaluation qui permet de déterminer la pertinence d'une solution trouvée 
et l'évolution d'une génération à une autre par la sélection des chromosomes qui participent à la 
reproduction et les chromosomes à disparaître (42). 
2.2.1 Le codage 
Le codage est une fonction qui permet de passer de la donnée réelle du problème traité 
à la donnée utilisée par l'algorithme génétique (figure 2.2). Le choix du codage est l'élément le 
plus important dans la conception de l'algorithme puisqu'il permet d'une part de représenter les 
données, les paramètres et les solutions et d'autre part il influe sur la mise en oeuvre des opérations 
génétique telles que le croisement et la mutation qui influent directement sur le bon déroulement 
de l'algorithme génétique et de leur convergence vers la bonne solution. 
Généralement on a trois types de codage les plus utilisés: 
Représentation binaire: Chaque gène dispose du même alphabet binaire 0, 1. Un gène est 
alors représenté par un entier, les chromosomes, qui sont des suites de gènes sont représentés 
par des tableaux de gènes et les individus de l'espace de recherche sont représentés par des 
tableaux de chromosomes. 
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FIGURE 2.2 Les cinq niveaux d'organisation d'une population d'un algorithme génétique (7). 
Représentation avec réels: Contrairement au codage binaire, un gène est représenté par une 
suite de bits (un bits dans le code binaire) qui est associé à un réel. Ce type de codage peut 
être utile notamment dans le cas où l'on recherche le maximum d'une fonction réelle. 
Exemple: 
10010011 11101011 00011010 
gene1 gene2 gene3 
x1=3,256 x2=O,658 x3=10,26 
Représentation à l'aide d'arbres syntaxiques: Ce type de codage utilise une structure arbo­
rescente (une racine de laquelle peuvent être issus un ou plusieurs fils eux mêmes des arbres). 
Un arbre syntaxique est un arbre contenant deux types de noeuds (35) : 
1. les noeuds internes ou « symboles non terminaux » 
2. les feuilles ou «symboles terminaux » 
Ce type de codage peut être utilisé lorsque la taille du problème ou de la solution n'est pas 
finie. Son inconvénient est qu'on peut trouver des arbres de solutions de taille importante 
difficile à analyser. 
2.2.2 La fonction d'évaluation 








FIGURE 2.3 Principe général de l'évolution d'une population d'un algorithme génétique (4). 
fonction fitness - associe une valeur de performance à chaque individu ce qui offre la possibilité de 
le comparer à d'autres individus et permet à l'algorithme génétique de déterminer qu'un individu 
sera sélectionné pour être reproduit ou pour déterminer s'il sera remplacé (36). 
2.3 Les opérateurs génétiques 
La reproduction est le processus qui permet de construire une population k + 1 à partir d'une 
population k. Ce processus est constitué par l'utilisation de l'opération de sélection, de l'opération 
de croisement ou/et de l'opération de mutation (Figure 2.3). 
2.3.1 La sélection 
L'opération de sélection permet de déterminer quels individus sont plus enclins à obtenir les 
meilleurs résultats (36). On trouve deux types de sélection: 
1.	 La sélection pour la reproduction: On l'appelle tout simplement l'opération de sélection, 
et elle permet de choisir les individus qui participent à une reproduction (croisement ou 
mutation). Cette opération choisit, généralement, les individus les plus forts (meilleurs scores 
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d'adaptation) pour produire les enfant les plus performants. 
2.	 La sélection pour le remplacement: On l'appelle tout simplement l'opération de remplacement, 
et elle choisit les individus les plus faibles pour être remplacés par les nouveaux. 
On trouve plusieurs techniques de sélection: 
-	 Sélection par rang : Choisir toujours les individus possédant les meilleurs scores. 
-	 Sélection par tournoi: Utiliser la probabilité de sélection proportionnelle à l'adapta­
tion sur des paires d'individus, puis choisir parmi ces paires celui qui a le meilleur score 
d'adaptation. 
- Sélection uniforme: Choisir aléatoirement sans faire intervenir la valeur d'adaptation. 
2.3.2 Le croisement 
L'opération de croisement (crossover) est une opération de reproduction qui permet l'échange 
d'information entre les chromosomes (individus). Il utilise deux parents pour former un ou deux 
enfants. Les deux parents sont choisis par l'opération de sélection. Le croisement permet l'innovation 
(les enfants sont différents de leurs parents) et repose sur l'idée que deux parents performants 
produiront des enfants plus performants. 
Dans le cas d'une représentation binaire, le croisement de deux chromosomes peut se faire en 
un seul point de coupure (Figure 2.4) ou en deux points de coupure (Figure 2.5). 
Le taux de croisement détennine la proportion des individus qui sont croisés parmi ceux qui 
remplaceront l'ancienne génération. 
2.3.3 La mutation 
Le rôle de cet opérateur est de modifier aléatoirement, avec une certaine probabilité, la valeur 
d'un composant de l'individu (57). La figure 2.6 présente un exemple de mutation de chromosome 
tel que le gène gi est retiré aléatoirement et est remplacé par la gène g;. 
La mutation est un phénomène rare mais permet d'explorer de nouvelles zones dans l'espace 
de recherche et aide l'algorithme génétique à possiblement aller vers une solution optimale globale, 












Chrom osome muté 
FIGURE 2.6 Illustration du principe de la mutation. 
2.4 Techniques avancées 
2.4.1 Recherche multi-objectif 
Dans certain cas, les individus ont des critères d'évaluation multiples. Donc, d'une part, 
on a besoin d'utiliser une fonction d'évaluation multi-objectif et, d'autre part, on a besoin d'une 
technique avancée de sélection (56). 
Le problème de la sélection est dü aux valeurs retournées par la fonction d'adaptation multi­
critères. Puisque la fonction retourne plusieurs valeurs d'évaluation pour un seul individu, comment 
décider qu'un individu est meilleur qu'un autre? 
Une solution possible de ce problème est d'introduire une valeur seuil: un individu est meilleur 
qu'un autre si le nombre des valeurs contenues dans son vecteur d'adaptation qui sont supérieures 
alL'{ valeurs correspondantes dans l'autre individu dépasse un certain seuil. 
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2.4.2 Diploïdie et dominance 
Une cellule biologique est diploïde (par opposition à haploïde) si les chromosomes qu'elle 
contient sont présents par paires. Par exemple l'être humain possède 23 paires, chaque paire contient 
un chromosome issu du père et un chromosome issu de la mère. Ces chromosomes contiennent les 
mêmes gènes mais n'ont pas forcément les mêmes valeurs. Le problème est de déterminer la valeur 
que va exprimer le gène qui a deux valeurs différentes (une valeur dans chaque chromosome). 
Dans la nature pour déterminer, à chaque gène, l'allèle qui va s'exprimer on définit la notion 
de dominance. Un allèle est dite dominant s'il s'exprime automatiquement, quelque soit sa valeur 
sur l'autre chromosome. 
Pour intégrer la notion de diploïdie et dominance aux algorithmes génétiques, on code chaque 
individu par une paire de chromosomes construite sur trois valeurs (-1,0,1) telle qu'on définit la 
relation de dominance: -1 < 0 < 1. Les opérations génétiques (croisement, mutation et sélection) ne 
se font pas entre individus mais entre les chromosomes homologues d'un seul individu (Figure 2.7). 
La reproduction donne naissance à un enfant qui possède un chromosome issu du premier parent 
et un chromosome issu du deuxième parent. 
2.4.3 Parallélisme 
Le but principal de la parallélisation est de réduire le temps de calcul. Il existe deux méthodes 
utilisées pour la parallélisation des algorithmes génétiques (31) : 
1.	 La première consiste à diviser la population de taille Ji. en sous-populations de taille N (N < 
Ji.) traitées chacune sur une machine; 
2.	 La seconde maintient la population totale sur une seul machine, et les autres machines sont 
utilisées pour calculer la fonction d'évaluation des individus en même temps. 
Pour en savoir plus sur le sujet de parallélisme des algorithmes génétiques voir les articles (41; 31) 
et des exemples d'utilisation dans les références (55; 51). 
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FIGURE 2.7 Exemple de reproduction avec la technique diploïdie et dominance. 
2.5 Exemples d'application 
2.5.1 Classification et récupération intelligentes de composants logiciels 
Problématique 
Des composants logiciels peuvent être conçus en tant qu'unités indépendantes et autonomes 
qui sont offertes par des fournisseurs et peuvent être assemblées, par l'intermédiaire de leurs inter­
faces publiques, pour former UIl logiciel complet (8). 
À cet effet, les utilisateurs des composants de logiciel doivent rechercher parmi les composants 
disponibles sur le marché, évaluer leurs caractéristiques et acquérir les plus appropriés pour les 
intégrer selon les conditions et les contraintes fonctionnelles de leur projet. 
Le problème fondamental pour des fournisseurs de composants logiciels est celui de classifier 
les composants par catégories pour simplifier la découverte et la récupération rapide. 
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Solution génétique 
Codage: Le codage est la façon de présenter les caractéristiques d'un composant logiciel. 
Un composant logiciel est représenté par certaines caractéristiques qu'on peut coder sous forme 
binaire pour simplifier la tâche de classification et de découverte. La figure 2.8 montre un exemple 
de codage binaire d'Wl composant logiciel. 
Fonction d'adaptation: Elle calcule Wle valeur de similarité entre les composants logiciels. 
Par exemple si la valeur d'adaptation entre composant_1 et composant_2 est égale a 40% alors les 
deux composants sont identiques à 40% relativement à leurs différentes caractéristiques. 
On utilise un seuil pour déterminer si deux composants appartiennent à la même classe ou 
non. 
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Algorithme: Il procède comme suit: 
1.	 Créer une population aléatoire de IV chromosomes 
2.	 Pour chaque génération de l'algoritlune génétique: 
(a) Appliquer	 le croisement à chaque paire de classificateurs, où chaque paire est choisie 
aléatoirement selon une probabilité de croisement 
(b) Appliquer la mutation à un classificateur aléatoirement choisi selon une probabilité de 
mutation 
3.	 Exécuter la classification des composants: pour chacun des M classificateurs: 
(a) Comparer chaque classificateur de valeurs avec les caractéristiques de chaque composant. 
Si un élément est assez proche (déterminé par un seuil) d'un classificateur alors attribuer 
le composant à la classe représentée par ce classificateur. Normalement, un grand nombre 
de composants sera attribué à chaque chromosome. 
(b)	 Choisir les K classificateurs principaux (chromosomes) en terme du nombre de compo­
sants assignés. 
(c)	 Si l'adaptation moyeIUle de la génération (la moyeIUle de la fonction fitness des com­
posants) actuelle est plus grande que celle de la génération précédente alors créer une 
nouvelle population en sélectionnant les chromosomes en fonction de leur aptitude et 
répéter l'étape 3. Sinon, répéter l'étape 2. 
2.5.2 Algorithmes génétiques en recherche d'information 
Problématique 
La recherche d'information tente de trouver les documents qui répondent à un besoin exprimé 
par un usager, et ce parmi une grande collection de documents (58). Soltan (52) présente des 
techniques qui permettent d'évaluer le poids d'un terme dans un document appartenant à une 
collection. 
La recherche d'information dans une collection de dOIUlées dépend de l'indexation des do­
cuments, l'analyse sémantique de la requête et le calcul de la similarité entre la requête exprimée 
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par l'utilisateur et les documents de la collection pour permettre par la suite de classer les docu­
ments par leurs valeurs de similarité à la requête (38). La difficulté réside dans la recherche de la 
sémantique associée aux docwnents et à la requête. 
Solution génétique 
Codage : Étant donné un docwnent dh, avec h = 1, ... ,n et un ensemble de terme Tj avec 
j = 1, ... ,m, le descripteur associé à dh possède la forme suivante: 
(2.1) 
tel que tjl' poids du terme j dans le document h. 
Un descripteur d'un document est la concaténation des poids (gène) de tous les termes. 
On a donc un individu 
(2.2) 
Pour arriver à une représentation binaire de ces vecteurs, les valeurs thj sont discrétisées et 
remplacées par des entiers entre 0 et 10 qui seront représentés sm 4 bits. 
La population de base contient un individu obtenu par le processus d'indexation et sept autres 
construits à partir des jugements de pertinence répartis équitablement. 
Fonction de performance La fonction de performance est la similarité entre la requête et 
un document de la collection. Cette similarité est calculée par l'équation 2.3. 
(2.3) 
tel que: 
sim(dh, q) : similarité entre la requête q et le document dh 
thj : poids du terme j dans le document h, calculé avec l'équation 2.4 
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(2.4) 
. - Ifh; ·dlf. _ log(n)-log(dJ;) 
avec ntf h) - m.axy(lf,y) et nt ) - log(n) 
tel que: 
n: nombre de documents dans la collection. 
tfhj fréquence du terme j dans le document h. 
dfj: fréquence du terme j dans la collection. 
Algorithme 
- Les paramètres sont le nombre d'individus qui forment la population initiale et le nombre 
de générations. 
- La population initiale contient des individus obtenus par le processus d'indexation et 
d'autres construits à partir de jugement de pertinence. Le jugement de pertinence de re­
quêtes est une approche d'apprentissage en recherche d'informations proposé par Vrajitoru 
dans sa thèse de doctorat. 
- L'opération de croisement utilisée est nommée «opération de croisement dissocié», laquelle 
consiste à faire une distinction entre les points de croisement des deux parents (Figure 2.9). 
Comme dans la plupart des algorithmes génétiques, le choix des valeurs des différents para­
mètres s'avère important pour la performance. Enfin, il semble que le nouvel opérateur de croisement 
apporte une amélioration significative au niveau de qualité de solutions obtenus comparativement 
à d'autres algorithmes génétiques. 
Conclusion 
Les algorithmes génétiques sont les approches métaheuristique les plus répandues pour ré­
soudre des problèmes difficiles d'optimisations et de recherche. Leur efficacité est déterminée par 
les opérateurs génétiques qui sont utilisés et par la fonction d'évaluation. 
Une fonction d'évaluation multi-critères permet d'augmenter le champs d'utilisation de ces 
approches génétiques. Alors que la possibilité d'utiliser le parallélisme dans l'exécution de ces algo­
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rithmes permet un gain important en temps d'exécution. 
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FIGURE 2.9 Croisement dissocié (tiré de (58)). 
CHAPITRE III 
ANALYSE DE QUELQUES APPROCHES 
Introduction 
Après avoir présenté les services Web et les techniques liées à leur description ainsi que leur 
cycle de vie et leur composition, nous avons abordé les approches génétiques et quelques exemples 
d'applications. Dans le présent chapitre nous allons étudier quelques approches de composition et 
de découverte de services Web qui nous aideront dans notre recherche. 
La première approche que nous présentons est llne t,hèse de doctorat qui cherche à dévelop­
per une architecture de composition automatique et optimale de services Web (22). Dans ceLLe ap­
proche, la découverte de services Web utilise une description sémantique. Dans la phase d'optimisation, 
le processus de composition fait appel à l'algorithme génétique NSG-II, utilisé dans plusieurs do­
maines d'application. 
Dans la deuxième approche, l'auteur restreint sa recherche à la description syntaxique des 
services Web (3). Il utilise les technologies et les normes de services qui sont standardisées par le 
W3C. Cet exemple donne une architecture de compositioll de services Web basée sur leur signature. 
Finalement, la composition de services vVeb par couverture de fonctions est une autre ap­




Exécution de devis 
Optimisation 
FIGURE 3.1 Les phases de SPOC (tiré de (22)). 
3.1 SPOC Semantic based Planning Optimized Compositions 
3.1.1 Description de l'approche 
Barreiro Claro propose dans sa thèse de doctorat (22) un canevas appelé SPOC (Semantic 
based Planning Optimized Compositions) pour composer de manière automatique et optimale des 
services Web. Plus précisément, SPOC est un canevas 1 dédié à la réalisation de devis en quatre 
phases (Figure 3.1) qui permet la composition automatique de services Web: 
la découverte de services: cette phase permet d'identifier les services à partir d'une ontologie 
de services UDDI. Dans cette phase, SPOC utilise le web sémantique comme langage de 
description des services Web. 
Dans cette première phase, l'auteure propose Wle ontologie du domaine qui organise les ser­
vices vVeb selon une similarité sémantique. Une fois Wle tâche définie, le processus de décou­
verte cherche dans cette ontologie les services Web qui le réalisent. 
















FIGURE 3.2 Le canevas SPOC (22). 
la planification: cette phase concerne la composition automatique. La planification permet d'or­
donner les tâches à réaliser et de choisir les services "Web qui peuvent réaliser chaque tâche. 
Dans SPOC, Claro utilise JESS (Java Expert System Shell), qui est un moteur de règles de 
planification, pour déterminer les services Web qui participeront à la composition ainsi que 
leur ordonnancement. 
l'exécution: cette phase envoie une requête à chaque service pour obtenir des informations 
comme le coût, la durée, etc. 
l'optimisation: cette phase a pour but de proposer à l'utilisateur un certain nombre de com­
positions optimisées selon des critères de qualité prédéfinis (e.g., le coût, le prix, le chiffre 
d'affaire, la réputation) en utilisant l'algorithme génétique NSGA-II (Non-Dominated Sorting 
Genetic Algorithm) (37). 
La figure 3.2 montre le canevas SPOC et ses interactions avec l'environnement extérieur. 
Il est important de remarquer que SPOC utilise une ontologie du domaine pour la découverte 
de services Web et un algorithme génétique dans la phase d'optimisation. 
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FIGURE 3.3 Exemple d'Wl chromosome dans SPOC (tiré de (22)). 
L'application de l'algorithme génétique dans le processus de composition de services 
Web 
L'algorithme génétique NSGA-II (37) est utilisé dans SPOC pour optimiser les compositions 
de services Web (dans la phase optimisation). La figure 3.3 présente un exemple de chromosome 
dans lequel chaque gène a une valeur binaire. Cette va.leur détermine si un service appartient ou 
non à la composition proposée. 
Dans cet exemple (figure 3.3), le chromosome représente une composition avec 15 services 
et 3 tâches: les services de 1 à 5 pour la tâche l, les services de 6 à 10 pour la tâche 2 et les services 
de 11 à 15 pour la tâche 3. L'algorithme choisit dans ce cas le service 4 pour la tâche l, le service 6 
pour la tâche 2 et le service 13 pour la tâche 3. 
NSGA-ii est développé en langage C. Il a prouvé son efficacité dans la résolution de nombreux 
problèmes d'optimisation et de classification (24). Le canevas SPOC fait un appel direct à NSGA-II. 
Dans la phase d'exécution, SPOC enregistre les paramètres 2 trouvés dans un fichier. Ces va­
leurs sont utilisées par l'algorithme génétique NSGA-II qui génère un ensemble de fichiers contenant 
les solutions. 
3.1.2 Les apports de cette approche 
Dans cette approche, l'auteure propose une architecture de composition automatique et op­
timale de services Web. Les idées les plus importantes que nous avons identifiées sont: 





FIGURE 3.4 Exemples de composition de fonctions (2). 
- L'utilisation de la description sémantique de services Web dans la phase de découverte; 
- L'utilisation d'un algorithme génétique pour optimiser la composition de services Web. 
Signalons que SPOC est basé sur les services Web sémantiques. Il utilise dans la phase de 
découverte une ontologie de domaine qui permet la découverte automatique de services Web. Toute­
fois, jusqu'à ce jour, cette ontologie n'existe pas - pour ses tests, l'auteme utilise OPS 3 (Ontology 
to Publish Services). 
3.2 Composition de services Web par appariement de signatures 
3.2.1 Description de l'approche 
Dans son mémoire de maîtrise (3), Alkamari propose une méthode de composition de services 
Web par couvertme de fonctions. La composition de services par couvertme de fonctions est une 
technique proposée Mili et al. (32). Dans cette teclmique on traite les opérations des services Web 
comme des fonctions telles que les types de messages d'entrées de l'opération sont les entrées de la 




















FIGURE 3.5 Architecture de l'approche (tiré de (3)). 
fonction et les types de messages de sorties en sont les sorties. 
La recherche d'une composition d'opérations pour obtenir une opération spécifique se limite 
à la recherche des compositions de fonctions correspondantes pour obtenir la fonction de l'opération 
désirée. La figure 3.4 montre un exemple simple de composition de fonctions. 
La figure 3.5 présente l'approche de composition de services Web par appariement de signa­
tures. Le programme principal, au centre de la figure, prend comme entrées une collection de fichiers 
WSDL et une description du service désiré. Il parcourt toutes les réalisations possibles pour trouver 
celles qui amènent vers le service Web recherché. 
Une réalisation est le chemin comprenant un ou plusieurs services qui mène d'un ensemble 
de type A à un ensemble de type B. 
Le travail est basé sur les algorithmes suivants: 
Algorithme EnumerateRealizations: Cet algorithme (Figure 3.6) (2) permet de trouver la 
réalisation minimale d'une fonction 9 parmi une collection de fonctions Fo,···, Fk-l. 
Algorithme de génération de composition à partir de réalisations: Cet algorithme (32) 
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Algori thm Enmll..::rat eReal i Z,:"I, t. ion:,:: 
(Inpu t k StageNumber; 
Input F'k-l C~c)lleçtic)nOfFu.llct.iorH:;; 
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Input '3 AFunct ion,'
 
Output all the realizationc with prefix
 
Pl J P2 r "'"l"	 P;;:-.1});J 
begin 
(1) T k- 1 T,'<:-2 1,_) Output (Pk-l); 
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end 
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FIGURE 3.6 Algoritlune EnumerateRealizations (tiré de (2)). 
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permet de générer toutes les compositions possibles de la réalisation trouvée par l'algorithme. 
3.2.2 Les apports de cette approche 
Les apports à souligner de cette approche sont : 
-	 L'utilisation de la description normalisée de services Web (WSDL, UDDI, etc.) ; 
-	 L'utilisation de théories mathématiques liées aux fonctions pour réaliser des compositions 
d'opérations. 
On remarque aussi que: 
1.	 l'application va chercher toutes les réalisations possibles, ce qui augmente de façon importante 
le temps d'exécution si le nombre de services qui constituent la base de dorrnées est important. 
2.	 une opération est identifiée uniquement par les types des messages d'entrées et de sorties. Or 
cette identification est incomplète. Le nom d'opération, les noms des messages ainsi que la 
description d'opération qui peut exister dans le fichier WSDL peuvent jouer un rôle important 
dans l'identification d'opérations. 
3.3 Autres approches 
3.3.1 Woogle - Web Service Search Engine 
Woogle est un projet de l'université de Washington visant à produire un moteur de recherche 
de services Web basé sur la technique de similarité entre les opérations. 
Cette approche est basée sur la description syntaxique de services Web (figure 3.7) en te­
nant compte de sa description et de la description des différentes opérations. La recherche des 
services Web similaires est déterminée par la recherche des opérations similaires. Deux opérations 
de fonctionnalités sont similaires si leurs entrées et leurs sorties sont similaires. 
L'algorithme du moteur de recherche Woogle permet la composition d'opérations. S'il trouve 
deux opérations telles que la sortie d'une est similaire à l'entrée de l'autre, il génère l'opération 
composite. 
Woogle introduit les technologies sémantiques dans son processus de recherche. En tant que 
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W2: Serviœ Web: WeatherFetcher 
Operation: Getweather 
Input: PostCode 
Output: TemperatureF, WlndChill, Humldlty 
W3: Servlœ Web: GetLocalTime 
Operation: LocalnmeByZlpCode 
1nput: ZI pCode 
Output: LocalTi meByZl pCode 
Wl: Servlœ Web: PlaceLookup 
Operation: CityStateToZl pCode 




Output: City, State 
FIGURE 3.7 Exemple de présentation de services Web (26). 
mécanisme de base, Woogle est une solution générique qui est conforme à la norme WSMO 4 (33)( Web 
Service Modeling Ontology). 
Les apports à souligner par cette approche sont:
 
- la représentation de services Web sous forme simple et complète;
 
- la technique de similarité entre les entrées-sorties des opérations;
 
- le volet sémantique de l'approche et la conformité avec les normes de Web sémantiques.
 
3.3.2	 WSPAB: A Tooi for Automatic Classification et Selection of Web 
Services Using FormaI Concept Analysis 
Description de l'approche 
L'objectif de cette approche est le développement d'une application, WSPAB (Web Service 
Personal Address Book), qui facilite la découverte des services Web les plus pertinents à une requête 
donnée. 
4. Une approche pour la réalisation des services Web sémantiques compatible avec le standard WSDL. 
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WSPAB fonctionne avec les autres approches de découverte de services Web, comme seekda, 
dans le but de donner une solution pertinente et précise. L'auteur remarque que le nombre de 
services d'une solution retournée par les moteurs de recherche actuels est important. Par conséquent, 
le travail de sélection manuelle d'un service Web demeure difficile. 
La figure 3.8 présente l'architecture de l'application WSPAB et définit les étapes d'exécution 
suivantes: 
- Analyse des services Web; 
- Filtration des services Web; 
- Extraction de signatures d'opérations; 
- Identification des services pertinents; 
- Tri des signatures. 
La classification de services Web se réalise à l'aide d'un outil d'analyse formelle de concepts appelé 
Galicia (Galois Lattice Interactive Constructor), qui analyse les relations binaires entre les services 
et retourne le résultat sous forme graphique. 
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Les apports à souligner par cette approche sont: 
- l'interaction entre l'application et l'outil de découverte de services Web (seekda) ; 
- l'utilisation de signatures d'opérations; 
- l'utilisation d'un outil d'analyse formel pour la classification des services Web pertinents. 
Conclusion 
Dans ce chapitre, nous avons présenté quelques approches pour la découverte et la composition 
de services Web. Chacune d'entre elles traite un point particulier et utilise des techniques appropriées 
mais aucune ne permet de combiner la recherche et la composition de services Web ainsi que profiter 
de sa description syntaxique et sémantique. 
Dans le chapitre suivant, nous présentons notre approche de découverte et de composition de 
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FIGURE 3.8 Architecture de l'application WSPAB (tiré de (11)). 
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CHAPITRE IV
 
UN ALGORITHME GÉNÉTIQUE POUR LA RECHERCHE ET LA
 
COMPOSITION DE SERVICES WEB
 
Introduction 
Un service \Neb est un regroupement d'opérations. Une opération est définie par un nom et 
un ensemble de messages d'entrées et de sorties. Pour trouver un service Web particulier, il faut 
donc trouver les différentes opérations qui le constituent. 
Dans notre recherche, on parle d'ailleurs des opérations, d'une liste d'opérations qui forment 
notre espaœ de rel:hen.:lJe, d'une opération cible et d'un algorithme génétique qui permet de trouver, 
s'il y a lieu, une opération de l'espace de recherche similaire à celle recherchée. 
Il est possible de trouver une opération de l'espace de recherche proche de celle désirée. Mais: 
dans la plupart des cas, la composition de certaines opérations donne un résultat plus approprié. 
Parfois une petite modification sur l'entrée ou la sortie de quelques opérations peut améliorer le 
résultat et dOlJner une solutioll plus pertinente. 
Notre algorithme (Figure 4.1) reçoit en entrée une liste d'opérations qui représentent l'espace 
de recherche ainsi que l'opération à rechercher. Le résultat de l'algorithme est une liste d'opérations 
qui ont une bonne similarité avec l'opération recherchée. Une opération appartient à la solution 
retournée par l'algorithme peut être: 
• une opération de l'espace de recherche: 
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FIGURE 4.1 Architecture de notre approche génétique. 
- le résultat d'une suite de composition des opérations mutées ou non mutées. 
4.1 Codage 
Dans notre approche on utilise un codage sous forme d'arbre syntaxique. On code génétique­
ment une opération d'un service Web comme suit (Figure 4.2) : 
Gêne: une variable d'entrée ou de sortie (un nom de variable et un type) ; 
Chromosome: une liste de variables d'entrée ou de sortie; 
Individu: une opération définie par un nom (nom de l'individu), un chromosome d'entrée et un 
chromosome de variables de sortie; 
Génération (appelée aussi population): M individus (opérations) qui représentent un en­
semble de solutions potentielles à un instant donné. 
Exemple: 
La figure 4.3 présente un exemple d'encodage de l'opération translate du service Web 
NLGTranslateService de la Figure 4.4. 
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Chromosome d'entrée Chromosome de sortie 
FIGURE 4.2 Encodage d'une opération d'un service Web. 
Nom de l'opÉration Chromosome d'entrÉe Chromosome de sortie 
translate 
El String 0 
FIGURE 4.3 Encodage de l'opération translate. 
Nom Opération : translate 
Entrées : 
str : String 
lang : String 
Sorties : 
tranlateReturn String 
FIGURE 4.4 Opération translate du service NLGTranslateService. 
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4.2 Algorithme 
Notre algorithme génétique (Figure 4.5) permet de découvrir les opérations pertinentes et 
d'améliorer l'ensemble de solutions potentielles par le biais de la composition. Il procède de la façon 
suivante (diagramme de la figure 4.6) : 
1.	 Choisir aléatoirement N opérations parmi les opérations des services Web qui fomlent l'espace 
de recherche; 
2.	 Faire évoluer d'une génération à une autre par le biais de croisement tout en cherchant à 
améliorer la similarité avec l'opération cible; 
3.	 Si l'algorithme atteint un état de stabilité (impossible de croiser des opérations de la génération 
en cours), explorer l'espace de recherche pour enrichir la population par un individu externe; 
4.	 Terminer l'algorithme si l'opération recherchée est trouvée ou si l'espace de recherche est 
exploré dans sa totalité. Sinon retour à l'étape 2. 
4.3 Opérateurs génétiques 
4.3.1 Sélection 
La fonction de sélection permet de choisir les deux meilleurs opérations qui vont se composer. 
Le choix du couple d'opérations pour le croisement dépend de deux paramètres: possibilité 
de croisement et couples déjà sélectionnés. Le premier détermine les couples d'opérations de la 
génération en cours qu'on peut croiser tandis que le deuxième détermine les couples déjà sélectionnés 
pour un croisement dans les générations antérieures. 
Notre algorithme choisi le premier couple d'opérations dans la liste des couples qui peuvent 
se croiser et qui n'est pas sélectionné pour un croisement dan une génération antérieure. 
4.3.2 Croisement 
L'opérateur de croisement permet de fusionner deux opérations qui ont un ou plusieurs points 
d'attache. Un point d'attache entre detDc opérations est un point où la sortie de la première opération 




Créer la population initiale 
Tant que (opération non trouvée) ET (il existe des opérations externes non explorées) Faire 
Tant que (possibilité de croisement) Faire 
Sélectionner deux opérations 
Enfant = croisement des deux opérations sélectionnées 
Évaluer Enfant 
P = Les N meilleures opérations de P U (Enfant) 
Fin Tant que 
Choisir une opération externe 
Évaluer l'opération 
P =Les N meilleures opérations de PU (Opération choisie) 
Fin Tant Que 
Fin 























tel que Sil = Ej2
 







FIGURE 4.8 Résultat du croisement. 
La figure 4.7 montre deux opérations (Opération1 et Opération2) où la sortie Sil de l'opé­
ration Opération1 est identique à l'entrée E j2 de l'opération Opération2. La figure 4.8 montre que 
l'opération Enfant résulte du croisement des opérations Opération1 et Opération2. 
4.3.3 Remplacement 
L'opération de remplacement détermine quel individu devra disparaître de la population à 
chaque génération et être remplacé par le nouvel individu. Le critère de sélection est toujours la 
valeur d'adaptation retournée par la fonction fitness - voir section 4.4. Cette opération va choisir 
N individus (taille de la population) les plus adaptés au problème (la meilleure valeur de similarité 
avec l'opération cible) parmi les N + 1 individus (N individus de la population + le nouveau né). 




i = Ulille_population: 
Tant que Htne99 (population[i] )<fitnell9 (enfant) et i<2 fai.:re 
population [il =population[i-l]: 
i-: 
Fin Tant que 
9i Htne99 (population [il >fitnell9 (enfant) et i<t8ille_population alor9 
popultaion[i+l]=enfant: 





FIGURE 4.9 procedure de l'opération de remplacement. 
de conserver l'ordonnancement selon la valeur d'adaption des individus (dans l'ordre croissant). 
L'évaluation des individus faite par la fonction fitness a un rôle primordial dans le bon fonc­
tionnement de cette opération pour que l'opération de remplacement prenne les bonnes décisions. 
4.4 Fonctions d'évaluation 
La fonction d'évaluation (appelée aussi fonction d'adaptation ou fitness) permet de calculer 
la similarité entre deux opérations. Une opération est définie par son nom, les variables d'entrée et 
les variables de sortie. Une variable d'entrée ou de sortie est décrite par son nom et son type. 
Une fonction fitnessln calcule une valeur de similarité entre les entrées de deux opérations. 
Une fonction fitnessOut calcule une valeur de similarité entre les sorties de deux opérations. L'algo­
rithme génétique utilise la valeur d'adaptation (fitness) dans l'opération de remplacement, tandis 
que fitnessIn et fitnessOut jouent un rôle dans le croisement et la mutation. 
On suppose qu'on cherche à calculer la similarité entre l'opération R qui a N entrées et M 
sorties et l'opération E qui a X entrées et Y sorties. Les valeurs de fitnessln, fitnessOut et fitness 
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sont calculées respectivement par les équations 4.1, 4.2 et 4.3. 
fitnessIn(R, E) = CL~l M axJ=l (simNom(Nom_ R;" Nom_Ej ) * simType(Type_R;" Type _ Ej )))/N (4.1) 
fitnessOut(R, E) = (L~l Max(U~=l simNom(Nom_R;"Nom_Ej ) * simType(Type_R;"Type_Ej)))/M (4.2) 
fitness(R, E) = pNom * simNom(Op_l.nmn,Op_2.nom) + 
pEntrees * fitnessIn(Op_l.entrees,Op_2.entrees) + (4.3) 
pSorties * f itnessOut(Op_l.sorties, Op _ 2.sorties) 
tel que:
 
- simNom(nom_l,nom_2) = (plus long préfixe Commun)/ longueur de nom_l;
 
- simType(type_l, type_2) = 1 si type_l = type_2, 0 sinon;
 
- pNom = 4;
 
- pEntrees = 48;
 
- pSorties = 48.
 
Nous signalons que notre fonction d'adaptation, avec le calcul de similarité entre deux noms, 
ne tient compte que des premiers caractères similaire tandis qu'il existe d'autres techniques telles 
que la distance d'édition 1 qui permet de mesurer la similarité entre deux chaînes de caractères. 
Nous choisissons cette approche car elle nous semble plus simple. 
Exemple 
Soit les deux opérations de la figure 4.10. Le détail du calcul de la fonction fitness est : 
fintnessln = 0.5 
fintnessOut = 0 
d'où fitness = 4 * 3/12 + 48 *0.5 + 48 *0 = 25% 
1. Ou la distance de Levenshtein = le nombre minimal de caractères qu'il faut supprimer, insérer ou remplacer 
pOUl' passel' d'une chaine à l'autre. 
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Nom Opération : getCountries Nom Opération : getAddress 
Entrées : Entrées : 
token : String point : Point 
datasource : String token : String 
Sorties : addressFinderOptions AddressFinderOptions 
result : ArrayOfString Sorties : 
result : Address 
FIGURE 4.10 Les deux opérations getAddress et getCountries. 
4.5 Exemple détaillé d'une série d'itérations de l'algorithme 
4.5.1 Hypothèses 
- on a les cinq opérations présentées à la figure 4.11 dans notre espace de recherche; 
- à la figure 4.11, deux variables de deux opérations reliées par une ligne sigIÙfie qu'elles sont 
identiques (i.e., leurs noms et leurs types sont identiques) ; 
- l'opération cible est présentée à la figure 4.12. 
4.5.2 Déroulement de l'algorithme 
On va voir comment notre algorithme peut réaliser la composition présentée à la figure 4.13 
pour obtenir l'opération recherchée. 
Étape N 
On suppose qu'à l'étape N on a la génération N (tableau 4.1) telle que la population contient 
les cinq opérations définie précédemment et que les cinq opérations Opération_6 à Opération_lü 
ont une valeur d'adaptation égale à O. 
À cette étape, l'algorithme choisit le meilleur couple à croiser (Op_l, Op_3), crée l'opération 
résultant de croisement (Op_l-Op_3) et remplace l'opération la plus mauvaise (Op_lü) par celle-ci. 
On signale que l'opération de remplacement insère le nouveau né (résultat de croisement) à la 
bonne position pour conserver la population ordonnée selon la valeur d'adaptation des opérations. 
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Nom opération : Op_l NOIll opération : Op_3 
Entrées : Entrées :
 
E11 : TypeE11 1E13 : TypeE131
 
E21 : TypeE21 1"23 : TypeE211
 
Sorties : Sorties : 
511 : Type511 513 : Type513
 
S21 : TypeS2
 IS23 : Type52'<1 Nom opération : Op_5 
Entrées : 
E15 : TypeE15 
l''?~ : TypeE25 
35 : TypeE35 
Sorties : 
SiS : TypeS1S 
S25 : T\Tpe52S 
Nom opération : Op_2 
Entrées : Nom opération : Op_4
 
E12 : TypeE12 Entrées :
 
E22 : TypeE22 lE 14 : TypeE141
 
Sorties : Sorties :
 
S12 : TypeSl, IS14 : Type51'1
 




542 : TypeS42 
FIGURE 4.11 Les cinq opérations examinées par l'exemple. 


















S-;n E13 Op_3 
Sn 








S'i? E1d Op_4 S?4 
S42 
FIGURE 4.13 Exemple de composition possible pom obtenir l'opération recherchée. 
63 
TABLE 4.1 Génération N 
Population: 
Fitness : 









Possibilités de croisement 
(Op_ 4,Op_ 5). 
Déjà sélectionnés: r/J 
Sélection: (Op_1,Op_3) 
(Op_1,Op_3), (Op_2,Op_3), (Op_2,Op_4), (Op_3,Op_5), 
Croisement: (Op_1,Op_3) => Op_1-0p_3 
tel que 
Nom opération: Op_1-0p_3 
Entrées: 
E11 : TypeE11 
E21 : TypeE21 
E23 : TypeE23 
Sorties : 
Sl1 : TypeS11 
S13 : TypeS13 
S23 : TypeS23 
fitness (Op_1-0p_3) = 38,4
 
Remplacement: L'opération «Op_1-0p_3» remplace «Op 10»
 
Étape N+1 
À l'étape N + l, la génération N + 1 (tableau 4.2) produit l'opération Op_1-0p_3-0p_5. 
L'algorithme insère cette opération dans la population et poursuit son évolution à la génération 
N + 2 (tableau 4.3). 
Étape N+3 
La génération N +3 (tableau 4.4) permet la production de l'opération Op_2-0p_1-0p_3-0p3 
avec une valeur d'adaption de 76,8. 
Étape N+4 
À cette étape (génération présentée au tableau 4.5), l'algorithme produit l'opération compo­
site présentée à la figure 4.13. La valeur d'adaptation est égale à 96 puisque le nom de cette opération 
est différent du nom de l'opération cible, alors que les signatures des entrées sont équivalentes. 
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TABLE 4.2 Génération N+l 
Population: Op_l-0p_3 Op_l Op_2 Op_5 Op_3 Op_4 etc. 
Fitness : 38,4 28,8 28,8 19,2 9,6 9,6 
Possibilités de croisement : (Op_l-0p_3,Op_5), (Op_l,Op_3), (Op_2,Op_l-0p_3), 
(Op_2,Op_3), (Op_2,Op_4), (Op_3,Op_5), (Op_4,Op_5). 
Déjà sélectionnés: (Op_l,Op_3) 
Sélection: (Op_l-0p_3,Op_5) 
Croisement: (Op_l-0p_3,Op_5) ==;. Op_l-0p_3-0p_5 
tel que 
Nom opération: Op_l-0p_3-0p_5 
Entrées: 
Ell : TypeEll 
E21 : TypeE21 
E23 : TypeE23 
E25 : TypeE25 
E35 : TypeE35 
Sorties: 







fitness (Op_l-0p_3) = 57,6
 
Remplacement: L'opération «Op_l-0p_3-0p_5» remplace «Op_9»
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TABLE 4.3 Génération N+2 
Population: Op_1-0p_3-0p_5 Op_1-0p_3 Op_1 Op_2 Op_5 etc. 
Fitness: 57,6 38,4 28,8 28,8 19,2 
Possibilités de croisement : (Op_1-0p_3,Op_5), (Op_1,Op_3), (Op_2,Op_1-0p_3), 
(Op_2,Op_3), (Op_2,Op_4), (Op_3,Op_5), (Op_4,Op_5). 
Déjà sélectionnés: (Op_1,Op_3), (Op_1-0p_3,Op_5) 
Sélection: (Op_2,Op_1-0p_3) 
Croisement: (Op_2,Op_1-0p_3) ~ Op_2-0p_1-0p_3 
tel que 
Nom opération: Op_2-0p_1-0p_3 
Entrées: 
E11 : TypeE11 
E21 : TypeE21 
E12 : TypeE12 
E22 : TypeE22 
Sorties : 
S11 : TypeS11 
S13 : TypeS13 
S23 : TypeS23 
S22 : TypeS22 
S32 : TypeS32 
S42 : TypeS42 
Fitness (Op_1-0p_3-0p_5) = 67,2 
Remplacement: L'opération «Op 2-0p 1-0p 3» remplace« Op 8 ». 
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TABLE 4.4 Génération N+3 
Population: Op_1-Op_3-0p_5 Op_1-Op_3-0p_5 Op_1-Op_3 Op_1 etc. 
Fitness : 67,2 57,6 38,4 28,8 
Possibilités de croisement: (Op_1-Op_3-0p_5,Op_4), (Op_1-Op_3-0p_5,Op_5), (Op_1­
Op_3,Op_5), (Op_1,Op_3), (Op_2,Op_1-Op_3), (Op_2,Op_3), (Op_2,Op_4),(Op_3,Op_5), 
(Op_4,Op_5). 
Déjà sélectionnés: (Op_1,Op_3), (Op_1-Op_3,Op_5),(Op_2,Op_1-Op_3) 
Sélection : (Op_1-0p _ 3-0p_ 5,Op_ 4) 
Croisement: (Op_1-Op_3-0p_5,Op_4) =? Op_2-0p_l-Op_3-0p_4 
tel que 
Nom opération :Op_ 2-0p_l-Op _ 3-0p_ 4 
Entrées: 
Ell : TypeEll 
E21 : TypeE21 
E12 : TypeE12 
E22 : TypeE22 
Sorties : 
Sl1 : TypeS11 
S13 : TypeS13 
S23 : TypeS23 
S22 : TypeS22 
S14 : TypeS14 
S24 : TypeS24 
S42 : TypeS42 
Fitness (Op_1-Op_3-0p_5) = 76,8 
Remplacement: L'opération «Op 2-0p l-Op 3-0p 4 »remplace «Op 7 ». 
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TABLE 4.5 Génération N+4 
Population: Op_2-0p_l-Op_3-0p_4 Op_l-Op_3-0p_5 Op_l-Op_3-0p_5 etc.
 
Fitness : 76,8 67,2 57,6
 
Possibilités de croisement: (Op_2-0p_l-Op_3-0p_4,Op_5), (Op_l-Op_3-0p_5,Op_4),
 
(Op_l-Op_3-0L5,Op_5), (Op_l-Op_3,Op_5), (Op_l,Op_3), (Op_2,Op_l-Op_3), 
(Op_2,Op_3), (Op_2,Op_4), (Op_3,Op_5), (Op_4,Op_5). 
Déjà sélectionnés: (Op_l,Op_3), (Op_l-Op_3,Op_5), (Op_2,Op_l-Op_3), (Op_l-Op_3­
Op_5,Op_4) 
Sélection : (Op_ 2-0p_l-Op_ 3-0p_ 4,Op_ 5) 
Croisement : (Op_ 2-0p_l-Op _ 3-0p_ 4,Op_ 5) =:> Op_ 2-0p_l-Op _ 3-0p_ 4-0p_ 5 
tel que 
Possibilités de croisement: (Op_2-0p_l-Op_3-0p_4, Op_5), (Op_l-Op_3-0p_5, Op_4), 
(Op_l-Op_3-0p_5, Op_5), (Op_l-Op_3, Op_5), (Op_l, Op_3), (Op_2, Op_l-OL3), 
(Op_2, Op_3), (Op_2, Op_4), (Op_3, Op_5), (Op_4, Op_5). 
Déjà sélectionnés: (Op_l, Op_3), (Op_l-Op_3 ,Op_5), (Op_2,Op_l-Op_3), (Op_l-Op_3­
Op_5,Op_4) 
Sélection: (Op_2-0p_l-Op_3-0p_4,Op_5) 
Croisement: (Op_2-0p_l-Op_3-0p_ 4,Op_5) =:> Op_2-0p_l-Op_3-0L4-0p_5 
tel que Op_ 2-0p_l-Op_ 3-0p_ 4-0p_ 5 : 

























Fitness (Op_2-0p_l-Op_3-0p_4-0p_5) = 96
 




La fonction d'adaptation joue le rôle le plus important dans notre algorithme, puisqu'elle 
détermine l'allure d'évolution de la population d'une génération à une autre et influe sur la solution 
finale et la similarité entre les opérations obtenues et la cible. 
Nous allons tenter de montrer dans la prochaine section que le calcul de l'adaptation basé 
sur la description syntaxique des opérations peut donner de bons résultats. 
CHAPITRE V 
MISE EN OEUVRE ET TEST 
Introduction 
Le présent chapitre est consacré à la mise en oeuvre de notre approche génétique. Notre 
algorithme présenté au chapitre 4 nécessite une structure ùt' données particulière que nous allons 
détailler plus loin. Aussi, nous avons besoin d'un programme qui permet de transformer les infor­
mations décrites dans un fichier de description syntaxique d'un service Web dans la forme requise 
par notre algorithme. D'où la nécessité d'un analyseur de fichiers WSDL. 
Dans la première section nous présentons la plate-forme de développement de notre applica­
tion (le langage de développement et l'outil de programmation) et les arguments ayant influencé 
notre choix. 
La mise en oeuvre de notre approche génétique est décrite en quatre sous sections. Dans 
la première nous définissons le flux d'entrées/sorties avec lequel interagit notre application. Dans 
la deuxième partie, nous allons présenter la structure de données utilisée par l'implémentation des 
divers algorithmes. Par la suite nous détaillerons notre utilitaire d'analyse des fichiers de description 
WSDL qui prépare les données pour notre algorithme génétique. Cet algorithme est présenté dans 
une dernière sous-section où nous présentons le diagramme de classes ainsi que la mise en oeuvre 
des opérations génétiques telles que la sélection, le remplacement et le croisement. 
La troisième section est une étude sur la performance de notre approche. Celte dernière 
section contient principalement les résultats de deux types de tests: 
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- Test pour la découverte d'une opération 
- Test pour la création d'un service web composite. 
5.1 Plate-forme de développement 
Notre choix de plate-forme de développement a été déterminé par les trois critères suivants: 
Coüt minimal: Plate-forme libre; 
Efficacité: Offre les services nécessaires pour réaliser notre approche; 
Simplicité: Tient compte de notre expérience dans le domaine de développement d'applications. 
Nous avons donc choisi la plate-forme Java plus spécifiquement: 
- le langage de développement orienté objet Java; 
- la plate-forme Java, édition standard version 6; 
- l'éditeur JDeveloper version 11.1.1. 
5.2 Mise en oeuvre 
5.2.1 Analyseur de fichiers WSDL 
L'analyseur est le programme qui permet de préparer les entrées de l'algorithme génétique, 
sujet de notre mémoire. Il reçoit en entrée un fichier de description de service Web (WSDL) et 
donne comme sortie l'ensemble des opérations sous la forme présentée dans la section 5.2.2. 
Dans notre analyseur, nous utilisons la classe javax. ,,"sdl de la bibliothèque WSDL4J (Web 
Services Desc1'iption Lang~tage for Java) qui permet de lire un fichier WSDL et de définir les 
différents champs qui le constituent. Le résultat de cette manipulation est un arbre conforme au 
format DOM (Document Object Madel), ce qui nous permet ensuite de parcourir cet arbre et de 
retirer l'information dont nous avons besoin (figure 5.1). 
WSDL4J est un projet à code source ouvert (open source) développé par IBM en langage Java. 
WSDL4J fournit une interface standard Java qui peut être utilisée pour analyser des docwnents 
existants en WSDL ou pour programmer la création de nouveaux documents WSDL. 
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.AdIœ Dahut opô""ion 




1 WSDL4J ~A 1~~ 1 Nom: 
lm 
Début 
-../ Analyseur ~ 








Fin de l'opération 
FIGURE 5.2 Représentation d'une opération. 
5.2.2 Structures de données 
Dans le contexte de l'algorithme génétique, on utilise les termes population, individu, chro­
mosome et gène, tels qu'une population est un ensemble d'individus, un individu est une suite de 
chromosomes et un chromosome est une suite de gènes. 
Notre algorithme génétique manipule des opérations sous la forme présentée à la figure 5.2. 
Dans cette section nous décrivons la structure de données que nous utilisons pour présenter les 
paramètres génétiques de notre application. 
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Gène: Une représentation d'une variable (d'entrée ou de sortie). Une variable a un nom et un 
type. La classe Gene présente la mise en oeuvre de ce paramètre. 
Chromosome: Une liste de gènes. Dans la mise on oeuvre du chromosome on utilise la structure 
List de Java telle que: 
List<Gene> chromosome = new ArrayList <Gene> (); 
Individu: La structure Individu est la représentation d'une opération où on définit les données 
suivantes: 
nom : Nom de l'opération;
 
Chromosome d'entrées: Une liste définissant le message d'entrée de l'opération;
 
Chromosome de sorties: Une liste définissant le message de sortie de l'opération; 
double val : Un double qui détermine la valeur d'adaptation de l'opération avec l'opération 
cible; 
Population: Une collection d'individus, appelée aussi génération. 
5.2.3 Algorithme génétique 
L'implémentation en Java de notre approche génétique nécessite la mise en oeuvre des classes 
présentées dans la figure 5.3 du cliagranune de classes. Ces classes se divisent en trois catégories: 
1. La classe principale qui décrit le processus de l'algorithme génétique; 
2. Les classes de mise en oeuvre des opérations génétiques; 
3. Les classes de mise en oeuvre de la structure de données. 
Classe principale : 
Cette classe est le code Java de notre algorithme génétique détaillé dans le chapitre 4. Il 
contient le constructeur et une méthode Exécuter qui reçoit en entrée le fichier Opérations. txt 
et envoie les sorties vers le fichier Resultats. txt. La figure 5.4 est un extrait du code Java 
de cette classe. 
La trace d'exécution de cette classe est enregistrée dans le fichier Trace. txt. Le but de cette 
capture est d'informer l'utilisateur sur le déroulement du processus et de l'aider à choisir les 
services Web qui amènent aux résultats désirés. 
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Population Individu Couple 
Int tailiePopulation; 
Int numGen; 




Li st <Gene> entrees; 






Public populationO; Public Individu getPere() 
Publicint getNomGen(); Publ ici ndividuO; Public Individu getMere() 
Publ icint getTai lIePopO; Public string getNomO Public void setPereO 
Publ ici ndividu getPop(); Publ icLi st getEntrees Public void setMereO 
Publ icLi st getSorties() kT 
Public double getVal() 
Public voi d setval() Gene 
Initialbation Public boolean NotExistO String nom; 
L.- String type; 
Public void initialise«) f- ­
Public geneO
Public boolean NotExist() <) Publ icStri ng getl\Jom 0; 
Algorithme génétique Public String getTypeO; 
"'" Population pop
--4 L.. 
Sélection 1""Public void ExecuterO Fitnessl
 
f-- ~~ 0 
Publ icCouple selecti onne«) Public double evaluer() 
Public boolean NonChoisi() 
-
Public doubl eevaluerNomO 
~ 
Publ icdoubl eeval uerES() 
Remplacement 
Croisement 
Public boolean NotExist() 
Public Individu croiserO Publi cvoid inserer() 















if (Pop.GetPop() [taillePopulation-l].GetVal()<lnfant.GetVal())( 
if ((remplir.Inserer(Pop,lnfant,fichier))!= -1)( 
if (lnfant,GetVal()>=96)( 
OperationNoIlTrouve=false; 




















FIGURE 5.4 Extrait de code Java de l'algorithme génétique. 
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Classes des opérations génétiques 
Initialisation: Une classe qui permet d'initialiser la population. Elle cherche d'une manière 
aléatoire (utilisation de la fonction mathématique random) les opérations dans le fichier 
Operations. txt, crée les individus et les dépose dans la structure population; 
Sélection: Une classe qui permet de sélectionner un couple (Pere et Mere) pour l'opération 
de croisement. Cette classe utilise les informations suivantes: 
Possibilité de croiser Une liste des couples d'individus qui peuvent être croisés; 
Déjà sélectionnés Une liste des couples d'individus qui ont été croisés dans des géné­
rations antérieures. 
Fitness : Une classe qui permet de calculer la valeur d'adaptation d'un individu (opération) 
selon l'équation 4.3 (voir page 59) ; 
Croisement: Une classe de mise en oeuvre de l'opération de croisement. Elle prend comme 
entrée un couple d'individus déterminé par l'opération de sélection (deux individus qui 
peuvent se croiser et qui ne sont pas choisis dans une génération antérieure) et retourne 
le nouveau né (résultat du croisement). 
La figure 5.5 présente un extrait de code Java de la classe croisement qui montre comment 
obtenir les entrées de l'individu enfant à partir du couple Pere et Mere. 
Remplacement: Une classe pour la mise en oeuvre de l'opération de remplacement, qui 
décide de la position pour insérer le nouvel individu après le retrait d'un ancien. 
Le nouvel individu peut être le rèsultat de l'opération de croisement comme il peut être 
un individu externe à la population (exploration de l'espace de recherche). 
Le remplacement d'un individu par un autre dépend de leurs valeurs d'adaptations re­
tournées par la fonction Fi tness. Si la valeur d'adaptation du nouvel individu est su­
périeure à la plus mauvaise de la population courante, on insère le nouveau à la bonne 
position (telle que la population demeure triée) et on retire le plus mauvais. Dans le cas 
contraire, en rejette le nouvel individu et on cherche un autre. 
Classes de structure de donnée: La spécification des classes de mise en oeuvre de la structure 
de données ne contient que les données et les méthodes de manipulations (lecture et écriture). 
Gene: une classe qui définit une variable d'entrée ou de sortie d'une opération. 
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public: Individu CroülerlIndividu pere, Individu meœ, Individu :ilIdR,BuffeœdWriter fichier) throws IOEJ:œpt.ion { 
fut <Gene> entreell =Der ArrayLi.st<Gene>II; 
1i~t <Gene> ~ortie~ =Der Array1i~t<Gene>lI; 
1i~t <Gene> entreesll. =Der Arrayfut<Gene>lI; 
fut <Gene> ~ortiesP = Der Arrayfut<Gene>lI; 
for lint l =0; I<Pere.~t!n~II.sizell;I+t){ 
entree~.addlpere.get!ntree~ Il.~tII)); 
1 

















for lm t=O;i<entreesl\.~izelJ;r+t) {
 






~orties P.renove 1t) ;
 
1 









Individu Enfant =	 ,entree~,9ortie9);Der Individu(Pere.6etHalln+·-~.GetHalln





FIGURE 5.5 Extrait du code Java de la classe croisement. 
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Données: 
nom: le nom de la variable que ce soit d'entrée ou de sortie de l'opération, 
type: le type de variable, 
Individu une classe qui décrit les attributs d'une opération (figure 5.6). 
Données: 
nom: le nom de l'opération, 
chromosomeEntrees: le message d'entrée, 
chromosomeSorties: le message de sortie, 
val: la valeur d'adaptation de l'opération, 
Population une classe décrivant une population d'individus. 
Données: 
individus: tableau d'individus; 
nBGeneration: le numéro de génération en cours. 
Couple: une classe qui représente url couple d'individus (père et mère); deux opérations 
qui peuvent se croiser; 
Données: 
pere: Individu qui peut jouer le rôle du père dans un croisement, 
mere : Individu qui peut jouer le rôle de la mère dans un croisement, 
Remarques 
L'aspect aléatoire s'applique à la recherche d'opérations. L'opération de recherche utilise la 
fonction mathématique random pour générer Wle valeur entre 0 et le nombre maximwIl d'opérations 
existant dans l'espace de recherche. Elle utilise cette valeur aléatoire pour determiner l'opération à 
retourner. 
Dans la mise en oeuvre de notre approche on utilise des classes utilitaires qui ne sont pas 
décrites ici car elles ne sont pas spécifiques à notre approche et n'influent pas sur le résultat obtenu. 
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IpaCkage Composition.services .web.Genetic.Cod.ages ; 
\içort java.util.MrayI.ürt; 
~public cla99 Individu ( 
private String nam; 
private Lis"& <Gene> eu&.rees = ne.- MrayLis"& <Gene> n; 
private Lis"& <Gene> sorties = ne.- ArrayLis"& <Gene> n; 
private double val; 
















public Lis"& <Gene> Ge"&Sorties n {
 
return sorties; 




public void 5e"&Val (double vall) { 
val='V~; 
FIGURE 5.6 Extrait de code Java de la classe Individu. 
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5.3 Tests 
Dans cette section nous présentons le flux de traitement ainsi que les différents tests que nous 
avons réalisés pour évaluer notre approche génétique. Le flux de traitement est une présentation de 
l'environnement de notre application c'est à dire les fichiers d'entrées et de sorties qui nous avons 
préparés pour réaliser les différents tests. 
Nous classifions les tests en deux types; 
- le premier consiste à évaluer la découverte d'une opération; c'est à dire que l'opération 
cible est une opération existante de l'espace de recherche; 
- le deuxième consiste à évaluer la construction d'une opération composite, c'est à dire que 
l'opération cible peut être obtenue à partir des opérations existantes de notre espace de 
recherche par le biais de composition. 
Signalons que, après plusieurs essais, nous avons choisi pour tous les tests les paramètres 
suivants pour notre algorithme génétique: 
- nombre maximum de génération = 100 ; 
- taille de population = 10; 
- nombre d'opérations dans l'espace de recherche = 650. 
5.3.1 Flux de traitement 
Dans cette section, nous présentons le flux de traitement de notre application (figure 5.7). 
Au départ, nous avons besoin des fichiers d'entrées suivants; 
Collection de fichiers WSDL: Un répertoire local qui contient l'ensemble des fichiers WSDL 
qui forme l'espace de recherche. Cette collection peut être construite manuellement (collecte 
des services Web) ou bien être le résultat d'une requête de recherche dans un annuaire UDDI 
(exemple: seekda) ; 
Fichier WSDL cible: Description syntaxique du service Web cible.
 
Après l'analyse de cette collection, les sorties sont envoyées vers les fichiers suivants:
 
Collection d'opérations (Fichier Opérations.txt): Un fichier qui contient toutes les opéra­












FIGURE 5.7 Flux de traitement de l'application. 
Opération cible: Un fichier qui contient l'opération cible (voir section 5.2.2) ; 
Les entrées de notre algorithme génétique sont prêtes à être utilisées. L'algorithme cherche 
les solutions pertinentes et les enregistre dans les fichiers suivants: 
Résultat: Une collection d'opérations qui forment la génération retenue par l'algorithme géné­
tique comme une solution de problème; 
Trace: Un fichier texte où on enregistre la trace de l'exécution de l'algorithme génétique conte­
nant entre autres les informations suivantes : la population initiale, les croisements et les 
remplacements effectués tout au long de l'exécution de l'algorithme. 
5.3.2 Évaluation pour la découverte d'opérations 
Au cours de ces tests, on cherche à évaluer notre algorithme pour la découverte d'une opé­
ration, c'est à dire on demande à notre application de trouver une opération existante dans notre 
espace de recherche. 
Nous réalisons ces tests pour savoir si notre approche est capable de trouver une opération 
parmi la collection définie, pour comparer notre algorithme à une approche séquentielle linéaire et 
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DEBUT dIOP!R!IIOI : 
ll'Œ11 Operation: f.i.ndMdress 
l.ntrefS 
tokBI : 9trillg 
address : Address 
addresslindeIOpti.ons : AddresslindeIOpti.ons 
Sorties: 
Re:lUlt 1ocationInfo 
lIll' d1OPERlIIOI : 
FIGURE 5.8 L'opérations getAdress. 
pour préciser les limites de notre application génétique. 
Tests pour la découverte d'opérations 
Nous faisons plusieurs essais pour évaluer notre approche dans le cas de recherche d'une 
opération existant dans notre espace de recherche. Ces essais permettent de vérifier que notre 
algorithme génétique peut donner une solution exacte si elle existe, et de donner une idée sur le 
déroulement de l'exécution. 
Nous faisons plusieurs essais pour la recherche de l'opération getAdresse (figure 5.8). D'un 
essai à autre l'ordre des opérations dans le fichier Operation. txt est changé. À cet effet, nous 
avons développé un programme qui permet de mélanger d'une manière aléatoire les opérations. 
Résultats des tests pour la découverte d'opérations 
Le tableau 5.1 resume le contenu du fichier resultats. txt suite à l'exécution de notre 
algorithme pour la recherche de l'opération getAddress. 
Le tableau 5.2 résume le déroulement de l'exécution de notre algorithme pour la recherche de 
l'opération définie précédemment. À partir de ceci on peut remarquer, au contraire de l'algorithme 
séquentiel (de fouille linéaire), que le temps d'exécution de notre algorithme génétique pour la 
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1 Opération 1 Message d'entrée 1 Fitness1 Message de sortie 
getAddress point : Point Result : Address 100% 
token : string 
addressFinderOptions :AddressFinderOptions 
pointQuery queryOptions :QueryOptions Result : ReslÙtSet 32 % 
token : string 
point : Point 
findNearest proximityOptions : ProximityOptions Result : ReslÙtSet 32 % 
token : string 
point: Point 
getCountries datasource : string Result : ArrayOfstring 17.2 % 
token : string 
getMyMarkerNames token : string Result :ArrayOfstring 17.2 % 
iconDataSource : string 
getThematicMap thematicData: AITayOtKeyValue Result : Maplmagelnfo 17.2 % 
mapExtent : Envelope 
mapImageOptions : MaplmageOptions 
token : string 
thematicOptions : ThematicOptions 
envelopeQuery envelope : Envelope ReslÙt : ResultSet 16.0 % 
queryOptions : QueryOptions 
token : string 
findRoute routeFinderOptions : RouteFinderOptions ReslÙt : Routelnfo 16.0 % 
routeStops : ArrayOfRouteStop 
token : string 
findNearest proximityOptions : ProximityOptions Result : ResultSet 16.0 % 
line : Geometry 
token : string 
findNearest proximityOptions : ProximityOptions Result : ReslÙtSet 16.0 % 
tine : Geometry 
token : string
 
TABLE 5.1 RéslÙtat pour la découverte de l'opération getAddress.
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Algorithme génétique	 Recherche linéaire 
Essai Nb d'opérations Temps d'exécution Nb d'opérations Temps d'exécution 
examinées 1 (en secondes) examinées (en secondes) 
Essai 1 12 4	 1 0 
Essai 2 145 36	 341 87 
Essai 3 226 64	 594 112 
Essai 4 40 15	 255 66 
Essai 5 311 82	 418 102 
Moyenne 146.8 40.2	 321.8 73.4 
TABLE 5.2 Résultat pour la découverte de l'opération getAdress. 
découverte d'une opération est indépendant de la position de celle-ci. Par contre il dépend du 
nombre d'opérations vérifiées. 
5.3.3 Évaluation pour la composition d'opérations 
Pour évaluer notre algorithme dans la composition d'opérations, nous allons faire deux tests: 
1.	 Le premier test consiste à lancer notre application pour trouver une composition simple d'opé­
rations (composition de deux opérations); 
2.	 Le deuxième test consiste à évaluer notre algorithme dans une composition complexe (exemple 
traité a la section 4.5). 
Évaluation pour une composition simple 
Tests d'une composition simple: 
Ou suppose que notre opération cible est meteo (figure 5.9). Une opération qui reçoit en 
entrée un codezip et affiche en sortie les informations météo de la région définie par ce code. 
Pour confirmer que notre algorithme donne toujours la bonne solution et pour savoir les 
différentes façons dont l'algorithme procède nous faisons plusieurs essais de ce test. 
Résultats du test d'une composition simple 
1.	 Nombre d'opérations vérifiées avant de trouver l'opération cible. 
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DEBUT d'OPERATION: 





FIN dl OPERATION 
FIGURE 5.9 L'opération meteo. 
Essai Nombre d'opé- Nombre de gé- Nombre de croi- Temps d'exécution 
rations nérations sements (en secondes) 
Premier essai 609 13 101 122 
Deuxième essai 389 13 50 76 
Troisième essai 275 14 101 69 
TABLE 5.3 Les trois essais de recherche de l'opération meteo. 
La meilleure solution retenue par notre approche est l'opération composite zipCodeToAddress 
- getWeather (figure 5.10). Cette opération est une composition de deux opérations zipCodeToAddress 
et getWeather (figure 5.11). 
Les trois essais que nous avons réalisés donnent toujours le bon résultat défini précédem­
ment. Ils sont différents dans leurs déroulements en termes des opérations vérifiées ainsi que des 
croisements effectués et du temps d'exécution demandé (tableau 5.3). 
Évaluation pour une composition complexe 
Test d'une composition complexe 
Notre dernier test consiste à évaluer l'approche dans le cas où l'opération cible peut être 
créée par une composition un peu plus complexe de plusieurs opérations. Parmi les opérations de 
notre espace de recherche on ne trouve pas un exemple pertinent qui nous permet d'atteindre notre 
objectif. Nous choisissons donc de réaliser l'exemple présenté à la section 4.5. 
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La solution retenue par l'algorithme est
 
La taille de population est 10
 




Le nom de l'opération est (zipCodeToAddress-getVeather)
 











L'individu numéro: 2 
Le nom de l'opération est getVeather 











L'individu numéro: 3 
Le nom de l'opération est zipCodeToAddress 













L'individu numéro: 4 
Le nom de l'opération est: getThreeDigitZipCodesVithin 









L'individu numéro: 5 
Le nom de l'opération est getDistanceBetweenZipCodes 











FIGURE 5.10 Les cinq premières opérations du résultats de recherche de l'opération meteo. 
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Nom Operation: GetWeather 
Entrees 
CountryName : string 





Nom Operation: ZipCodeToAddress 
Entrees 
zipCode : string 
Sorties : 
CountryName : string 
CityName : string 
State : string 
FIN d'OPERATION: 
FIGURE 5.11 Les deux opérations zipCodeToAddress et getWeather. 
On ajoute à notre espace de recherche les opérations présentées à la figllre 4.11 (page 61) et 
nous exécutons l'application pour la recherche de l'opération cible définie à la figure 4.12 (page 61). 
Résultats du test d'une composition complexe 
La figure 5.12 montre quatre opérations du fichier resultats. txt. Nous faisons plusieurs 
essais pour arriver à ce résultat, et ce : 
- parce qu'il existe une infinité de compositions possibles; 
- parce que l'algorithme explore l'espace de recherche de manière aléatoire. 
Conclusion 
A travers les quelques tests que nous avons réalisés, nous avons obtenu des résultats qui 
semblent intéressants. Ceci semble donc confirmer que notre application est réalisable et peut ré­
soudre certains problèmes de découverte et de composition des services Web. Mais nous remarquons 
certaines limites: 
- dans le cas de recherche d'opération, les termes utilisés par l'opération cible doivent être 
identiques aux termes utilisés par l'opération existante; 
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La solution ~etenue pa~ l'algo~ithme est 
La taille de population est 10 
Le numé~o de géné~ation est : 10 
L'individu numéro: 1 
Le nom de l'opération est ((Ope~ation2-((Operation1-0peration3)-Ope~ation5))-Ope~ationQ) 























L' individu numé~o : 2
 
Le nom de l'opé~ation est : (Operation2-((Operation1-0peration3)-Operation5))
 


































































Le nom de l'opération est : (((Ope~ation2-(Ope~ation1-0peratlon3))-((Ope~ation1­

Ope~ation3)-Ope~ation5))-Ope~ation5) 





























e:;1i'~?14 • Tunp<:;F'=t?14 
FIGURE 5.12 Extrait du fichier resultats. txt pour la recherche de l'opération Operaton_cible. 
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- dans le cas de composition, l'ordre d'apparition des opérations dans les générations est 
très important, si cet ordre est changé l'algorithme génétique peut retourner une solution 
différent.e de la meilleure solution possible. 
Nous signalons qu'il faudrait aussi faire des tests et des expérimentations plus approfondis, mais 
que cela est difficile étant donné la difficulté de trouver un bon corpus (une bonne base de services 
web). 
CONCLUSION 
L'architecture orientée services, dont une implémentation possible est celle basée sur les ser­
vices Web, amène au monde du développement de logiciels un nouveau concept. La production d'une 
application n'est plus seulement une question de développer du code mais plutôt un problème de 
déploiement des services existants. 
Dans ce contexte, les organismes qui sont intéressés par cette nouvelle architecture tels que 
W3C, IBM, etc, développent des teclulÎques et spécifient des normes et des protocoles (WSDL, 
SOAP, UDDI) qui permettent la mise en place de cette architecture. Le but principal de cette 
évolution architecturale et de ces technologies est d'implémenter un système de communication 
entre les applications au niveau d'un réseau étendu tel que le Web. 
Après la spécification de besoins, le programmeur tente de trouver les services Web qui 
réalisent les différentes tâches définies. Généralement, on rencontre deux problèmes pour faire fonc­
tionner d'une façon convenable cette architecture: 
1.	 Les moteurs de recherches actuels de services Web ne donnent pas des solutions précises; 
2.	 Il est souvent nécessaire d'affiner les tâches pour trouver des services qui peuvent donner la 
solution désirée par le biais de la composition. 
Dans ce travail, nous avons proposé une approche de découverte et de composition de services Web. 
Nous nous basons sur la description syntaxique de services (WSDL). Nous avons développé un 
algorithme génétique qui permet de trouver un service Web cible (s'il existe dans notre espace de 
recherche) ou proposer une composition, s'il y a lieu. 
La fonction d'évaluation (fitness) permet de calculer une valeur de similarité entre le service 
Web cible et le service trouvé. Cette valeur a une influence primordiale sur la précision des résultats 
retournés. Dans notre application, on ne tient compte que de l'aspect syntaxique de la description 
du services Web; on analyse les fichiers WSDL et on cherche la similarité entre les noms et les 
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types de variables par une simple comparaison de caractères (en ne tenant pas compte de l'aspect 
sémantique, par exemple, possible synonymie des mots). 
Les tests que nous avons réalisés donnent des bons résultats en termes de solutions retenues 
et de temps d'exécution relativement aux approches séquentielles. Mais, on peut toujours faire des 
améliorations pour une utilisation plus générale. Da.ns le cas de découverte d'une opération, par 
exemple, l'utilisateur doit utiliser les mêmes termes que l'opération existante pour spécifier la cible 
pour que notre application la retrouve avec une similarité élevée. 
Nous proposons comme travaux futurs d'intégrer l'aspect sémantique dans la fonction d'éva­
luation et d'améliorer la performance de l'algorithme génétique par le biais de parallélisme. 
L'aspect sémantique permet de tenir compte d'une similarité réelle entre les entités (opéra­
tion, nom, types). Deux noms d'opération, par exemple, sont similaires non seulement lorsque les 
deux chaînes de caractères qui se présentent sont égales mais lorsque les deux termes signifient la 
même chose (synonyme). Dans ce contexte, on pourrait travailler avec une fonction d'évaluation 
qui prendrait en compte la similarité sémantique entre les différents champs de l'opération. 
Le parallélisme, que ce soit le parallélisme de données ou de tâches, permettrait aussi d'amé­
liorer le temps d'exécution de notre algorithme parallèle, ce qui pourrait être nécessaire dans le cas 
où on aurait un espace de recherche important à explorer. 
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