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A NONSMOOTH NEWTON METHOD WITH PATH SEARCH AND
ITS USE IN SOLVING C1,1 PROGRAMS AND
SEMI-INFINITE PROBLEMS∗
STEPHAN BU¨TIKOFER† AND DIETHARD KLATTE‡
Abstract. In [S. Bu¨tikofer, Math. Methods Oper. Res., 68 (2008), pp. 235–256] a nonsmooth
Newton method globalized with the aid of a path search was developed in an abstract framework. We
reﬁne the convergence analysis given there and adapt this algorithm to certain ﬁnite dimensional op-
timization problems with C1,1 data. Such problems arise, for example, in semi-inﬁnite programming
under a reduction approach without strict complementarity and in generalized Nash equilibrium
models. Using results from parametric optimization and variational analysis, we work out in detail
the concrete Newton schemes and the construction of a path for these applications and discuss a
series of numerical results for semi-inﬁnite and generalized semi-inﬁnite optimization problems.
Key words. nonsmooth Newton method, local Lipschitz function, convergence analysis, C1,1
optimization, generalized semi-inﬁnite programs, numerical tests
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1. Introduction. In this paper, we study a nonmonotone nonsmooth Newton
method which was developed in [5], give several reﬁnements of the convergence anal-
ysis, and apply the method to the solution of certain classes of C1,1 optimization
problems which include reformulations of (generalized) semi-inﬁnite programs. A
special focus is on numerical tests for solving the latter class of problems. Our study
makes use of various known results on generalized Newton methods, parametric op-
timization, semi-inﬁnite programming, and Nash equilibria. Since these results are
widely scattered over the literature, we aim at a mainly self-contained presentation.
For solving an equation
F (s) = 0, F : Rd → Rd locally Lipschitz,
our starting point is a local nonsmooth Newton method introduced and studied by
Kummer [29, 30] (cf. also [25, 26]), which can handle diﬀerent generalized derivatives
of h. This method allows inexact solutions of the Newton equation, which is of
numerical interest but also accommodates the possibility that in the nonsmooth case
there might be no exact solution.
For globalizing this method, we introduced in [5] a natural damping via path
search. This damping enlarges the domain of convergence, and therefore the method
becomes globally convergent under certain conditions. It is natural in several senses.
First, the convergence behavior of the method is in general the same as for the tra-
ditional line search. In particular, near a solution it carries over to Kummer’s local
method and guarantees locally superlinear (resp., quadratic) convergence. Secondly,
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2382 STEPHAN BU¨TIKOFER AND DIETHARD KLATTE
the (nonlinear) path is a natural generalization of the linear path, since the local
method allows inexact solutions and nonlinear approximations.
In his paper [45] about strongly regular generalized equations, Robinson worked
out the basics for the development of nonsmooth Lagrange–Newton-type methods for
solving nonlinear programs and variational problems. In the 1980s and 1990s, many
authors studied such methods in diﬀerent settings. First important contributions
in this respect were given, e.g., by Kojima and Shindoh [28], Pang [35], Kummer
[29, 30], Qi and Sun [40], and again Robinson [46]. Subsequently the globalization
of these methods was of concern; there are basically three standard techniques: path
search methods, line search methods, and trust region methods. Among the ﬁrst
contributions are the works of Ralph [43], Pang and coworkers [35, 36, 37, 19], De
Luca, Facchinei, and Kanzow [8], Dennis, Li, and Tapia [11], and Qi and Sun [41].
We refer to [15] for an excellent state-of-the-art treatment of the local and global
convergence analysis of generalized Newton methods for variational problems.
In section 2, we study the generalized Newton method with path search, as men-
tioned above; here it will be called NMPS. The algorithm is inspired, on the one hand,
by the broad literature on Newton’s method for nonsmooth equations and nonlinear
programs, particularly by the work of Ralph [43], and, on the other hand, by the
classical Gauss–Newton (resp., inexact Newton) methods in the smooth case (see,
e.g., Ortega and Rheinboldt [34], Dennis and Schnabel [10], and Dembo [9]). We
also investigate a nonmonotone path search. Nonmonotone methods in the context of
(smooth) unconstrained optimization were introduced by Grippo, Lampariello, and
Lucidi [18].
In section 3, we specialize our method NMPS for solving special nonlinear pro-
grams:
(1)
min f0(x)
s.t. fi(x) ≥ 0, i = 1, . . . ,m,
fk(x) = 0, k = m+ 1, . . . ,m+ l,
where the functions fi : R
n → R, i = 0, 1, . . . ,m+ l, are not supposed to be twice con-
tinuously diﬀerentiable but only Fre´chet diﬀerentiable with locally Lipschitz derivative
(brieﬂy, fi ∈ C1,1). For example, if fi is the optimal value function of a parametric
lower level optimization problem with C2 data hi, g1, . . . , gr,
(2) fi(x) := min
z
{hi(x, z) | gj(x, z) ≥ 0, j = 1, . . . , r},
then, under strong regularity at some solution for given x = x0, fi is locally (near x
0)
a C1,1-function but does not belong to the class C2 in general. A trivial but typical
example showing this lack of smoothness is the parametric convex quadratic program
minz{z2 | z ≤ x} with optimal value fi(x) = (min{x, 0})2. In our applications, we
will especially consider lower level problems leading to optimal value functions with
directionally diﬀerentiable gradients.
Optimization problems of the type (1)–(2) appear in a quite natural way for bilevel
models in optimization. In section 3 we study in detail C1,1 optimization settings of
(generalized) semi-inﬁnite problems without strict complementarity in the lower level
problem, and we sketch an optimization reformulation of normalized Nash equilibria.
This suggests the use of nonsmooth Newton methods. In this paper we model the
Karush–Kuhn–Tucker (KKT) conditions of the program (1) as a system of equations
in Kojima’s [27] (normal map) form. The simple structure of these functions allows
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us to compute several standard generalized derivatives; we will mainly work with
classical directional derivatives. This approach diﬀers from other studies of Newton-
type methods for solving C1,1 programs, (generalized) semi-inﬁnite programs, and
Nash equilibrium problems in semismooth settings; see, e.g., [39, 14, 38, 15, 42, 49,
50, 52, 53, 16].
The implementation of the method NMPS was done with MATLAB and GAMS.
Numerical experiments will be reported in section 4 for a series of test examples in
semi-inﬁnite and generalized semi-inﬁnite programming, given in [2, 48, 49, 50] and
including certain robust optimization and design centering problems.
We conclude this section by introducing some notation. By h ∈ Ck(X,Rd) for
k = 1, 2 (brieﬂy h ∈ Ck) we indicate that h is a k-times continuously diﬀerentiable
function from X ⊂ Rn to Rd. As introduced above, the symbol h ∈ C1,1 is used anal-
ogously, while h ∈ C0,1 means that h is locally Lipschitz. Dh(x) and D2h(x) denote
the Jacobian matrix and Hessian matrix, respectively, if they exist. We say that an
assertion holds for all x near x0 if it holds for all x in a neighborhood U of x0. Given
h ∈ C0,1(Rn,Rd), h′(x;u) := limt↓0 t−1 [h(x+tu)−h(x) ] deﬁnes the (standard) direc-
tional derivative of h at x in direction u, while the Clarke derivative (generalized Jaco-
bian) of h at x is given by ∂h(x) := conv {A |A = limk→∞Dh(xk) for certain {xk} ⊂
Θh : xk → x}, where Θh is the set of all points at which h is Fre´chet diﬀerentiable.
Given any norm ‖ · ‖ in Rd, B is the closed unit ball in this norm and B(s, r) denotes
the closed r-neighborhood of s ∈ Rd.
2. A nonmonotone nonsmooth Newton method. In this section, we outline
and further analyze the path search algorithm developed in [5] for ﬁnding a zero of an
arbitrary locally Lipschitz function. It is a globalization of the local Newton method
(4) (see below) described by Kummer [29, 30] and Klatte and Kummer [25].
Throughout this section we suppose that F : Rd → Rd is a locally Lipschitz
function, and we wish to ﬁnd a zero of F . Consider for given s ∈ Rd a multivalued di-
rectional derivative GF (s, ·) : Rd ⇒ Rd, and suppose that it has at least the following
properties:
(3)
GF (s, u) = ∅ (∀u), GF (s, 0) = {0}, and GF (s, ·) is positively homogeneous.
2.1. The algorithm. The method is based on Kummer’s inexact local Newton
scheme (see [29, 30, 25]): Given an iterate sk, one has to ﬁnd a direction u ∈ Rd such
that
(4) ∅ = α‖F (sk)‖B ∩ [F (sk) +GF (sk, u)], setting sk+1 := sk + u,
where α ≥ 0 describes the accuracy when solving
(5) 0 ∈ F (sk) +GF (sk, u).
Here and in the following, if not otherwise stated, ‖ ·‖ is any norm in Rd. If u satisﬁes
(5), we call u (resp., sk+1) exact solutions. Under certain locally uniform injectivity
and approximation conditions, one has local superlinear convergence of (4); see [25,
Thm. 10.7] or Lemma 2.7 below.
In [5] a globalization of this method via path search was proposed and analyzed. In
the following, we recall this method and compile the basic conditions for its feasibility.
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Nonmonotone nonsmooth Newton method with path search (NMPS)
(see [5]).
Let s0 ∈ Rd, γ ∈ (0, 1), σ ∈ (0, 1), and M ∈ N0 be given.
Step 1: Set k = 0.
Step 2: If F (sk) = 0, stop.
Step 3: Construct a path pk(τ) : [0, τ¯k] → Rd with τ¯k ∈ (0, 1], so that
(*)
pk(0) = sk, pk is continuous on [0, τ¯k], pk ∈ C0,1([0, τ¯k),Rd), and
∅ = (F (sk) +GF (sk, pk(τ) − sk)) ∩ (1 − τ)‖F (sk)‖ · B ∀τ ∈ [0, τ¯k].
Find the smallest nonnegative integer ik so that with i = ik
(**) ‖F (pk(σiτ¯k))‖ ≤ (1− γσiτ¯k) · max
0≤j≤m(k)
‖F (sk−j)‖
holds, where m(k) is an integer satisfying
(6) m(0) = 0 and 0 ≤ m(k) ≤ min[m(k − 1) + 1,M ] for k ≥ 1.
Step 4: Find jk ∈ {0, . . . , ik} so that
‖F (pk(σjk τ¯k))‖ = min
0≤j≤ik
‖F (pk(σj τ¯k))‖.
Set τk = σ
jk τ¯k, sk+1 = pk(τk), and k ← k + 1; go to Step 2.
We integrated a nonmonotone descent condition (**) which includes the mono-
tone case by setting M = 0. Nonmonotone methods in the context of (smooth)
unconstrained optimization were discussed and popularized by Grippo, Lampariello
and Lucidi [18]. From a theoretical point of view, one cannot prove stronger conver-
gence results than in the monotone case. But numerical tests show that nonmonotone
rules are robust and eﬃcient [18, 37, 12, 51, 15].
If the algorithm stops in Step 2, one has already found a zero of F . In Step 3 one
could prematurely stop if the construction (*) of the path pk is not possible, or if the
Armijo stepsize in (**) is not realizable. Note that the Armijo stepsize is necessary
because one cannot guarantee a descent on the whole path when sk is far away from
a zero. So, to get feasibility of both the monotone and nonmonotone procedure, one
needs additional assumptions to avoid premature termination; see Proposition 2.1.
Let us deﬁne the merit function Θ by
Θ(s) = n(F (s)), with n(z) := ‖z‖.
Further, a point s is called S-stationary for Θ if
n′(F (s); v) ≥ 0 ∀v ∈ GF (s, u), ∀u ∈ Rd.
Proposition 2.1 (feasibility of the procedure). Suppose that F is locally Lip-
schitz, GF satisﬁes (3), and F (s) = 0 for some s ∈ Rd. Then for the algorithm
NMPS, the following are true:
1. Existence of a path [5, Prop. 1]. If there are s¯ ∈ Rd, v ∈ GF (s, s¯ − s), and
τ ∈ (0, 1] with
(7) F (s) + v = (1− τ )‖F (s)‖ · B,
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then the path p : [0, τ ] → Rd deﬁned by
(8) p(τ) = s+ t(τ)(s¯ − s), with t(τ) = H−1 ((1 − τ)‖F (s)‖) , τ ∈ [0, τ ],
fulﬁlls the conditions (*) from the algorithm’s Step 3, where H(t) := ‖F (s)+
tv‖ is convex, continuous, and injective on (−∞, t] with some t ∈ (0, 1].
2. S-stationarity [5, Prop. 2]. There is no path which fulﬁlls the conditions (*)
from the algorithm’s Step 3 if and only if s is S-stationary.
3. Descent condition [5, Prop. 3]. Suppose that GF fulﬁlls, together with some
o(·)-function,
(9) F (s+ u)− F (s)−GF (s, u) ⊂ o(u) · B,
and there is a path p : [0, τ ] → R which fulﬁlls the conditions (*) from the
algorithm’s Step 3. Then the Armijo-stepsize rule (**) of Step 3 is realizable.
In particular, assumption (9) is satisﬁed for the standard directional derivative
GF (s, u) = F ′(s;u) (cf. [47]).
Path computation. The crucial question in Step 3 of the NMPS algorithm is
the computation of a path fulﬁlling (*). Let us present a concept of how to do this.
In our applications in section 3 we will compute a path pk(τ) in two steps. At the
current iteration point sk we ﬁrst determine a global solution (uk, wk) of the problem
(10) min{‖F (sk) + w‖ | w ∈ GF (sk, u), u ∈ Rd},
where solvability will be guaranteed in the applications. This is similar to a Gauss–
Newton step in the smooth case (see, e.g., [10]).
Assuming that we can ﬁnd a global solution (uk, wk) of (10) with wk = 0, we
deﬁne the path length τk implicitly by
(1 − τk)‖F (sk)‖ = ‖F (sk) + wk‖.
Indeed, in our applications in section 3 we are able to solve (10). If τk > 0 holds, we
build with wk the function Hk(t) = ‖F (sk)+twk‖ and, according to Proposition 2.1.1,
a path pk ∈ C0,1([0, τ¯k),Rd) deﬁned by
(11) pk(τ) = sk + tk(τ)uk,
where the function tk corresponds to t in (8). The path pk(τ) is locally Lipschitz on
[0, τk) per construction (cf. Proposition 2.1).
For the convergence analysis we are especially interested in the existence of a
(pointwise) Lipschitz constant L(pk) of pk(τ) at 0 on the whole path (see the following
subsections), i.e.,
(12) ‖pk(τ) − pk(0)‖ ≤ L(pk)τ ∀τ ∈ [0, τk].
In Lemma 2.5 we will show the existence of L(pk) for the path deﬁned in (11).
2.2. Global convergence. The global convergence analysis of path search meth-
ods for nonsmooth Newton methods was pioneered by Ralph [43], who worked with
so-called nonsingular uniform Newton approximations of F ; this includes that F is
a homeomorphism of Rd to itself [15, Thm. 8.1.4]. The assumptions in this theory
are very restrictive and even guarantee a priori the existence of a (unique) zero of
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F ; for more details, see [43, 15]. It is shown in [6] that if the set-valued directional
derivative GF (s, u) is built via a nonsingular uniform Newton approximation, then
our algorithm NMPS either prematurely stops in the zero s∗ of F or produces an
iteration sequence converging to s∗.
Since we will work in our applications below with functions and approximations
which do not satisfy these strong assumptions, we are interested in a global conver-
gence analysis in the following sense: We ask what kind of points we calculate in
what quality, when we do not have premature termination of the algorithm. For this,
we ﬁrst give a slight modiﬁcation of Theorem 2 from [5] and then prove some reﬁne-
ments of the following approximation condition (14). Suppose that there is an inﬁnite
sequence
{Πk = (sk, pk(·), τk, τk, vk, ik)}k∈N which is generated by the nonmonotone(13)
path-search algorithm NMPS, where τk ∈ (0, τk] is the stepsize at iteration k,
and vk ∈ GF (sk, pk(τk)− sk) fulﬁlls F (sk) + vk ∈ (1− τk)‖F (sk)‖B.
Given an inﬁnite set N ⊂ N and provided that iν ≥ 1 for large ν, we will essentially
make use of the condition
(14) lim
ν∈N,ν→∞
‖F (pν(σiν−1τν)) − F (sν)− vν‖
σiν−1τν
= 0
imposed on {Πν}ν∈N , where σ ∈ (0, 1) is the backtracking parameter in the Armijo
stepsize of NMPS. Though the proof of the following theorem is rather similar to that
of Theorem 2 in [5], we present it for clarity and completeness.
Theorem 2.2 (global convergence). Given F ∈ C0,1, let the sequence {Πk =
(sk, pk(·), τk, τk, vk, ik)}k∈N be generated by the algorithm NMPS with parameters γ,
σ ∈ (0, 1), and M ∈ N0, and suppose that it satisﬁes (13). Further, we deﬁne l(k) as
an integer such that
(15) k −m(k) ≤ l(k) ≤ k and ‖F (sl(k))‖ = max
0≤j≤m(k)
‖F (sk−j)‖
hold for every k ∈ N, where m(k) is deﬁned in (6).
Then either 1. all accumulation points of {sl(k)}k∈N are zeros of F , or 2. all of
them are points s∗ with F (s∗) = 0 such that (i) limν→∞ σil(kν )−1τ l(kν)−1 = 0 for every
subsequence {sl(kν)} converging to s∗ and (ii) there is no inﬁnite set K ⊂ N such
that the sequence {sl(k)}k∈K converges to s∗ for k → ∞ and {Πl(k)−1}k∈K satisﬁes
condition (14).
Proof. First we show that each accumulation point of {sl(k)} is a zero of F if at
least one accumulation point of {sl(k)} is so. Indeed, since m(k) is bounded, it follows
that l(k) is unbounded, and by deﬁnition we have m(k + 1) ≤ m(k) + 1 for every
k ∈ N. In Step 3 of the algorithm we get
‖F (sl(k+1))‖ = max
0≤j≤m(k+1)
‖F (sk+1−j)‖
≤ max
0≤j≤m(k)+1
‖F (sk+1−j)‖
= max[‖F (sl(k))‖, ‖F (sk+1)‖] = ‖F (sl(k))‖ ∀k ∈ N;
i.e., {‖F (sl(k))‖}k∈N is monotone decreasing and hence convergent. So, assertion 1 is
shown.
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Now let s∗ be any accumulation point of {sl(k)} with F (s∗) = 0. Without loss of
generality we may assume limk→∞ sl(k) = s∗. Hence,
(16) lim
k→∞
‖F (sl(k))‖ = η > 0 for some η > 0.
Note that by construction the algorithm guarantees for all k ∈ N that
‖F (sl(k))‖ ≤ (1− γσil(k)−1τ l(k)−1)‖F (sl(l(k)−1))‖.
To show (i) we assume σl(k)−1τ l(k)−1 ≥ ε for some inﬁnite subset K ⊂ N and some
ε > 0. Hence, for each k ∈ K,
(17) ‖F (sl(k))‖ ≤ (1− γσil(k)−1τ l(k)−1)‖F (sl(l(k)−1))‖ ≤ (1 − γε)‖F (sl(l(k)−1))‖.
Since {l(k)}k∈K is unbounded, {‖F (sl(l(k)−1))‖}k∈K is a subsequence of {‖F (sl(k))‖}k∈N,
which converges by (16) to η > 0, and the same for {‖F (sl(k))‖}k∈K . Thus we have
arrived at a contradiction, and (i) is shown.
To prove (ii), we assume that K ⊂ N is an inﬁnite set such that the sequence
{sl(k)}k∈K converges to s∗ for k → ∞ and {Πl(k)−1}k∈K satisﬁes condition (14). Let
for a moment k be ﬁxed, and set
ν := l(k)− 1 and 
ν := σiν−1τν .
Thus, by condition (14) and according to Step 3 in the NMPS algorithm, we have
iν ≥ 1 and
(1− γ
ν)‖F (sl(ν))‖
(∗∗)
< ‖F (pν(
ν))‖
= ‖F (sν) + vν + F (pν(
ν))− F (sν)− vν‖
(∗)
≤ (1− 
ν)‖F (sν))‖+ ‖F (pν(
ν))− F (sν)− vν‖,
where vν ∈ GF (sν , pν(
ν)−sν) is a solution of the intersection in (*) of the algorithm’s
Step 3. Hence, by using ‖F (sν)‖ ≤ ‖F (sl(ν))‖, it follows that

ν(1− γ)‖F (sl(ν))‖ ≤ ‖F (pν(
ν))− F (sν)− vν‖.
After retranslating ν = l(k)−1 and dividing both sides by 
l(k)−1 = σil(k)−1−1τ l(k)−1,
we get by assumption (14) and by passing to the limit for k → ∞ that (1 − γ)η ≤ 0
holds. Then γ ∈ (0, 1) implies η ≤ 0. This contradicts (16); hence (ii) is shown.
Remark 2.3 (notes on Theorem 2.2).
1. Since ‖F (sk)‖ ≤ ‖F (sl(k))‖ holds for all k ∈ N by deﬁnition (15), one immedi-
ately obtains under the assumptions of Theorem 2.2 that every accumulation
point of the sequence {sk}k∈N is a zero of F , provided that every accumulation
point of {sl(k)}k∈N is a zero of F .
2. In the monotone case (M = 0), property (i) in the case of accumulation
points s∗ with F (s∗) = 0 simpliﬁes to the requirement limν→∞ σikν τkν = 0
for every subsequence {skν} converging to s∗; put l(k) = k and k ← k + 1 in
the estimate (17).
3. A modiﬁcation of condition (14) is given in [6] by introducing a quality mea-
sure for the descent direction gained by the Newton step. Further, in our
applications, the system F (s) = 0 represents critical points of an optimiza-
tion problem; i.e., the Newton method is a second order method. In this
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case, property (i) for F (s∗) = 0 suggests another possible modiﬁcation of
the algorithm NMPS by switching to a ﬁrst order method if σikτk stays for
a certain number of iterations under some small positive bound, and so to
ensure global convergence to a zero of F . However, so far we have neither
implementation nor numerical tests for these modiﬁcations.
The technical condition (14) is very diﬃcult to interpret. For the special path
construction (10)–(11), we already mentioned that the boundedness of the Lipschitz
constants L(pk) of the constructed paths is crucial. Moreover, from the literature,
we know that single-valuedness of Clarke’s derivative ∂F (s) is a suitable condition in
global convergence analysis; see [35, 37, 19, 15]. We now give a condition of this type,
which implies (14).
Proposition 2.4 (single-valued Clarke derivative). Let F ∈ C0,1, suppose
GF (s, u) ⊂ ∂F (s)u for all s, u ∈ Rd, and let {Πk = (sk, pk(·), τk, τk, vk, ik)}k∈N be
a sequence generated by the algorithm NMPS in the setting (13). Further, deﬁning
sl(k) according to (15), let s
∗ with F (s∗) = 0 be an accumulation point of the sequence
{sl(k)}k∈N such that
(I) ∂F (s∗) is single-valued, and
(II) there exists a subsequence {sl(k)}k∈K of {sl(k)}k∈N with limit s∗ and Lipschitz
constants L(pl(k)−1), k ∈ K, satisfying (12) so that
il(k)−1 ≥ 1 ∀ k ∈ K and the sequence {L(pl(k)−1)}k∈K is bounded.
Then condition (14) holds true for the sequence {Πl(k)−1}k∈K .
Note. The Clarke derivative ∂F (s∗) of a Lipschitz function F is a singleton if
and only if F is strictly diﬀerentiable at s∗ (see, for example, [7]). Recall that, in
Theorem 2.2 on global convergence, condition (14) plays a role only for accumulation
points s∗ with F (s∗) = 0.
Proof. We want to show that (14) holds for the sequence {Πl(k)−1}k∈K . Without
loss of generality we assume that limk→∞ sl(k) = s∗. By assumption, ‖F (s∗)‖ > 0.
By Theorem 2.2, we have
νk = σ
il(k)−1τ l(k)−1 → 0,
and hence
ν˜k = νk/σ = σ
il(k)−1−1τ l(k)−1 −→
k→∞
0.
The normed directions
uk = (pl(k)−1(ν˜k)− sl(k)−1)/ν˜k
stay bounded for all k ∈ N, because of the bounded Lipschitz constants L(pl(k)−1).
Therefore without loss of generality we can assume that
lim
k→∞
vl(k)−1/ν˜k = v∗ = ∂F (s∗)u∗ with lim
k→∞
uk = u
∗ and vl(k)−1 from (13),
since ∂F (·) is a closed mapping, ∂F (s∗) is single-valued, and limk→∞ sl(k)−1 = s∗.
The last fact follows again from the boundedness of the Lipschitz constants L(pl(k)−1).
According to the mean value theorem we can write
(F (pl(k)−1(ν˜k))− F (sl(k)−1))/ν˜k ∈ ∂F (s(θk)) (uk)
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with s(θk) = θksl(k)−1 + (1 − θk)pl(k)−1(ν˜k) and θk ∈ (0, 1).
Since the Lipschitz constants L(pl(k)−1) are bounded, we get
lim
k→∞
(θksl(k)−1 + (1− θk)pl(k)−1(ν˜k)) = s∗,
and we conclude as above that
lim
k→∞
(F (pl(k)−1(ν˜k))− F (sl(k)−1))/ν˜k = v∗.
Thus the condition (14) holds.
Next we will specialize assumption (II) of Proposition 2.4 to the case of the paths
being built accordant to (11). For this, we need the following lemma.
Lemma 2.5 (bounded Lipschitz constants L(pk)). Let sk be the current iteration
point. Then the path pk(τ) deﬁned in (11) is locally Lipschitz on [0, τk). Moreover, if
the injectivity condition
‖w‖ ≥ c‖u‖ ∀ w ∈ GF (sk, u), ∀ u ∈ Rd
holds in the point sk, then a Lipschitz constant L
(pk) satisfying (12) exists and is
bounded by
(18) L(pk) ≤ 2
τkc
‖F (sk)‖.
Proof. For the local Lipschitz property of the path pk(τ), see Proposition 2.1.
We investigate the existence of L(pk). Let (uk, wk) be the solution of (10), and let
τ ∈ [0, τk] hold. From deﬁnition (8) we get
(19) ‖pk(τ) − pk(0)‖ = (tk(τ)− t(0))‖uk‖ = tk(τ)‖uk‖.
According to Proposition 2.1 we have tk(τ) ∈ [0, t¯k] with t¯k ∈ (0, 1]. The convexity of
Hk(t) implies
Hk(tk(τ)) −Hk(0)
tk(τ)
≤ Hk(t¯k)−Hk(0)
t¯k
< 0
and therefore
|Hk(tk(τ)) −Hk(0)|
tk(τ)
≥ |Hk(t¯k)−Hk(0)|
t¯k
=
τ¯k‖F (sk)‖
t¯k
.
Using the last inequality as well as (19), we can estimate
‖pk(τ)− pk(0)‖ = tk(τ)‖uk‖ ≤ t¯k
τ¯k‖F (sk)‖ |Hk(tk(τ)) −Hk(0)| · ‖uk‖
=
t¯k
τ¯k‖F (sk)‖ |(1− τ)‖F (sk)‖ − ‖F (sk)‖| · ‖uk‖
=
t¯kτ
τ¯k
‖uk‖ ≤ τ
τ¯k
‖uk‖,
which proves the existence of L(pk).
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Now we want to derive the bound (18) on L(pk). By the last inequality it is
enough to ﬁnd a suitable bound on uk. Since (uk, wk) is the solution of (10), we get
F (sk) + wk = (1− τk)‖F (sk)‖g, with g ∈ B,
and therefore, together with the injectivity condition,
c‖uk‖ ≤ ‖wk‖ = ‖(1− τk)‖F (sk)‖g − F (sk)‖ ≤ 2‖F (sk)‖.
This proves the assertion.
Proposition 2.6 (special path construction). If the paths pk(τ) of the algorithm
NMPS are built according to (11), then the statement of Proposition 2.4 remains true
if condition (II) there is replaced by
(II′) There exists a subsequence {sl(k)}k∈K of {sl(k)}k∈N with limit s∗ such that
for all k ∈ K
τ l(k)−1 ≥  > 0 and ‖w‖ ≥ c‖u‖ ∀w ∈ GF (sl(k)−1, u), ∀ u ∈ Rd
holds with c > 0,  ∈ R.
Proof. From the proof of Proposition 2.4 we know that limk∈K,k→∞ σil(k)−1−1τ l(k)−1
= 0, and therefore without loss of generality
il(k)−1 ≥ 1 ∀k ∈ K,
since τ l(k)−1 ≥  > 0 for all k ∈ K holds per assumption. For the Lipschitz constants
L(pl(k)−1) it holds according to (18) that
L(pl(k)−1) ≤ 2
τ l(k)−1c
‖F (sl(k)−1)‖ ≤ 2c‖F (s0)‖ ∀k ∈ K,
which completes the proof.
Note. Under the assumptions of Proposition 2.6, condition (II′) is especially
fulﬁlled if there exists a subsequence {sl(k)}k∈K of {sl(k)}k∈N with limit s∗ so that
‖DF (sl(k)−1)−1‖ ≤ C (∀ k ∈ K)
holds with C > 0, provided F is Fre´chet diﬀerentiable at the corresponding points.
2.3. Local convergence. We now recall the conditions from [25] for superlinear
local convergence of Kummer’s inexact local method (4). Let s∗ be a zero of F . Two
types of conditions are essential, both imposed on B(s∗, δ) for some δ > 0, namely a
locally uniform injectivity condition (CI) for GF ,
(CI) ∃c > 0 : ‖v‖ ≥ c‖u‖ ∀v ∈ GF (s, u), ∀u ∈ Rd, ∀s ∈ s∗ + δB,
and a condition (CA) for approximating F by GF near s∗,
(CA) F (s)−F (s∗)+GF (s, u) ⊂ GF (s, s+u−s∗)+o(s−s∗)B ∀u ∈ Rd, ∀ s ∈ s∗+δB,
where o(·) is some function satisfying o(s − s∗)/‖s − s∗‖ → 0 as ‖s − s∗‖ → 0. For
many standard choices of GF , like contingent derivative, directional derivative, or
Clarke’s derivative, (CA) is equivalent to the approximation condition
(CA*) F (s)− F (s∗) +GF (s, s∗ − s) ⊂ o(s− s∗)B ∀ s ∈ s∗ + δB.
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Note that (CA) is automatically satisﬁed if F is C1 or piecewise smooth and GF is,
for example, the standard directional derivative, but is an essential restriction in the
(general) nonsmooth case; see Example BE.1 in [25]. In our applications in section 3
we will work with piecewise smooth functions. For a detailed discussion of (CA),
(CA*), and (CI), see [25].
Lemma 2.7 (local convergence of the method (4); see [25, Thm. 10.7]). Let s∗
be a zero of F ∈ C0,1, and suppose that (CA) and (CI) hold with constants δ > 0,
c > 0, and some function o(·). Then the following local convergence property holds:
For each ε > 0 there are positive r and α such that, whenever the starting point s0
belongs to B(s∗, r), the process (4) has solutions and generates iterates sk such that
‖sk+1 − s∗‖ ≤ ε‖sk − s∗‖.
In particular, this property is true if a triple (ε, α, r) satisﬁes
(20)
ε ∈ (0, 1), α ∈ ( 0 , 12 c ε L−1 ], where L is the Lipschitz rank of F on B(s∗, δ),
ρ ∈ (0, δ] small enough such that o(s− s∗) ≤ 12 min{c, αc} · ‖s− s∗‖ ∀ s ∈ B(s∗, ρ).
Moreover, if all points sk+1 are exact solutions of (4), then superlinear convergence
holds,
‖sk+1 − s∗‖ ≤ c−1o(sk − s∗),
provided that ρ ∈ (0, δ], s0 ∈ B(s∗, ρ), and o(s − s∗) ≤ 12 c ‖s− s∗‖ for s ∈ B(s∗, ρ),
and we get even quadratic convergence
‖sk+1 − s∗‖ ≤ c−1qˆ‖sk − s∗‖2 ∀ k suﬃciently large
if in addition o(s − s∗) ≤ ‖s− s∗‖2 is fulﬁlled for all s ∈ B(s∗, ρ1) and some qˆ > 0,
ρ1 > 0.
We are interested in fast local convergence of the path search algorithm NMPS.
Since it is a globalization of the local method (4), one expects as usual in this ﬁeld
a transition to full step length if F (sk) is close enough to zero; then the steps and
the local convergence rate of the global and the local Newton method fall together.
Next we establish this convergence behavior of NMPS for the special path search
(11). Indeed, this convergence behavior is even true for the general path search
approach (7)–(8): This was shown in the ﬁrst author’s paper [5]. Though the proof of
Theorem 2.8 will essentially follow the line of proving Lemma 2 and Theorem 3 in [5],
we present it in order to have a self-contained convergence study for our applications
in section 3.
Theorem 2.8 (local convergence of the path search algorithm NMPS; see [5]).
Let F ∈ C0,1, and let {Πk = (sk, pk(·), τk, τk, vk, ik)}k∈N be generated by the algorithm
NMPS with the paths pk(τ) according to (11). Assume that an accumulation point s
of {sk}k∈N is a zero of F and that (CA) and (CI) hold at s¯ with constants δ > 0,
c > 0, and some function o(·).
Then for any γ ∈ (0, 1) there is a triple (, α, r) satisfying (20) at s∗ = s¯ such
that the following hold:
1. If sk ∈ s¯ + rB, then the path pk(τ) fulﬁlls the conditions (∗) from the algo-
rithm’s Step 3 and
(i) 1 ≥ τk ≥ (1 − α) as well as(21)
(ii) ‖F (pk(τk))‖ ≤ (1− γτk)‖F (s)‖;
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consequently, τk is accepted by the descent condition (∗∗) from the algorithm’s
Step 3.
2. The sequence {sk}k∈N converges to s; i.e., s is the only accumulation point.
3. The sequence {sk}k∈N has the local convergence properties of Lemma 2.7,
where superlinear convergence is obtained if τk = 1 holds for k suﬃciently
large.
Proof. Given ε ∈ (0, 1) and α ∈ ( 0 , 12 c ε L−1 ], one can obviously ﬁnd ρ ∈ (0, δ]
such that the triple (, α, r) fulﬁlls all requirements of (20) at s∗ = s¯. Then the
convergence estimates of Lemma 2.7 for the local method (4) hold true. Later we will
shrink ε depending on γ to conclude that the iterates of (4) and algorithm NMPS
coincide in the local convergence region.
Let (ε, α, r) be a triple satisfying (20) at s∗ = s¯, and let k be any index such
that the iterate sk = s¯ of the method NMPS belongs to B(s¯, r). By Lemma 2.7, the
inclusion (4) is solvable for sk; i.e., there are uk ∈ Rd and wk ∈ GF (sk, uk) such that
‖F (sk) + wk‖ ≤ α‖F (sk)‖.
Hence the path length τk of pk and the optimal solution (u¯k, w¯k) of the generalized
Newton step (10) at sk for the path search method NMPS satisfy
(1− τk)‖F (sk)‖ = ‖F (sk) + w¯k‖ ≤ ‖F (sk) + wk‖ ≤ α‖F (sk)‖.
Therefore 1 ≥ τk ≥ (1− α), which proves (i) in (21).
This immediately gives, by using property (*) of pk in Step 3 of the method
NMPS,
(22) ∅ = α‖F (sk)‖B ∩ [F (sk) +GF (sk, pk(τk)− sk)],
i.e., pk(τk)−sk is a solution of (4); hence pk(τk) is the next iterate when applying (4).
Further, (CA) applied to s = sk, u = s¯− sk, and the general assumptions (3) on
GF yields
∃w ∈ GF (sk, s¯− sk) : w ∈ F (s¯)− F (sk) + o(sk − s¯)B.
Using (CI) and (20), we have c‖sk − s¯‖ ≤ ‖w‖ ≤ ‖F (s¯) − F (sk)‖ + 12c‖sk − s¯‖, and
therefore
(23)
1
2
c‖sk − s¯‖ ≤ ‖F (s¯)− F (sk)‖ = ‖F (sk)‖.
Then Lemma 2.7, the deﬁnition of L, and (22) and (23) together imply
‖F (pk(τk))‖ = ‖F (pk(τk))− F (s¯)‖ ≤ L‖pk(τk)− s¯‖(24)
≤ Lε‖sk − s¯‖ ≤ 2Lεc−1‖F (sk)‖.
Choosing now ε > 0 small enough such that 2Lc−1 ≤ (1− γ) for given γ ∈ (0, 1), we
obtain
(1− γτk) ≥ (1 − γ) ≥ 2Lεc−1,
and so (24) implies (ii) in (21). Hence, the iterate sk+1 of the global method NMPS
coincides with pk(τk), provided that sk ∈ B(s¯, r). Now the assertions 2 and 3 follow
from Lemma 2.7.
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3. Applications. In this section, our nonsmooth NMPS will be applied to spe-
cial C1,1 programs of the form (1), namely to semi-inﬁnite and generalized semi-
inﬁnite programs under the reduction approach, and to generalized Nash equilibrium
problems.
For simplicity of the presentation, we omit the equations in (1) and restrict our-
selves to optimization problems with inequality constraints,
(NP)
min f0(x)
s.t. fi(x) ≥ 0, i = 1, . . . ,m,
with fi ∈ C1,1(Rn,R) for all i = 0, 1, . . . ,m. The KKT necessary conditions are
written in Kojima’s (normal equation) form
(25)
F1(x, y) := Df0(x)−
∑m
i=1 y
+
i Dfi(x) = 0,
F2i(x, y) := −fi(x)− y−i = 0, i = 1, . . . ,m,
where y+i := max{yi, 0}, y−i := min{yi, 0}. F = (F1, F2) is called the Kojima function
associated with (NP). By assumption, we have F ∈ C0,1.
In the applications below, the derivatives Dfi and hence also F are directionally
diﬀerentiable. To ﬁnd a zero of F by our nonsmooth Newton method, the directional
derivative of F is hence a natural choice for the approximation GF , and we will use
it. Recall that the directional derivative F ′((x, y); (u, v)) of F at the point (x, y) in
direction (u, v) has, according to [25, Thm. 7.6], the representation
(26) F ′((x, y); (u, v)) =
(
(Df0)
′(x;u)−∑mi=1 y+i (Dfi)′(x;u)−∑mi=1 αiDfi(x)
−Dfi(x)u − βi (i = 1, . . . ,m)
)
with v = α+ β, (α, β) ∈ JC(y), where JC(y) ⊂ R2m is the solution set of the system
βi = 0 if yi > 0, αi = 0 if yi < 0, αi ≥ 0 ≥ βi, αiβi = 0 if yi = 0.
Obviously, {(α, β) ∈ JC(y) |α + β = v} is a singleton for given (y, v). Note that, by
deﬁnition,
(27) F ′((x, y); (u, v)) ∈ ∂F (x, y)(u, v),
where ∂F (s) is the Clarke derivative of F at s.
3.1. Prerequisites from parametric optimization. In the following subsec-
tions, we will consider situations in which the objective function f0 or the constraint
function fi of the nonlinear program (NP) are (global or local) optimal value functions
of a lower level problem of the form
(P (x))
minz f(x, z)
s.t. z ∈ Z(x),
where Z(x) := {z ∈ Rq | gj(x, z) ≥ 0, j = 1, . . . , r} for x ∈ Rn, and f, g1, . . . , gr :
R
n × Rq → R are given twice continuously diﬀerentiable functions.
We need some notation concerning the problem (P (x)). For (x, z, w) in Rn×Rq×
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R
k we introduce
L(x, z, w) = f(x, z)−
r∑
j=1
wjgj(x, z),
I0(x, z) = {j ∈ {1, . . . , r} | gj(x, z) = 0}},
I+(w) = {j ∈ {1, . . . , r} | wj > 0},
I1(x, z, w) = I0(x, z) ∩ I+(w), I2(x, z, w) = I0(x, z)\I+(w),(28)
W+(x, z, w) = {h ∈ Rs | hTDzgj(x, z) = 0, j ∈ I+(w)},
Λ(x, z) = {w | (z, w) is a KKT point of P (x)},
where a KKT point (z, w) of P (x) is deﬁned in the standard way; i.e., it fulﬁlls
Lz(x, z, w) = 0, gj(x, z) ≥ 0, wj ≥ 0, wjgj(x, z) = 0 (j = 1, . . . , r).
We say that z ∈ Z(x) satisﬁes the linear independence constraint qualiﬁcation
(abbreviated LICQ(x, z)) if and only if the vectorsDzgj(x, z), j ∈ I0(x, z), are linearly
independent. A function Φ from an open subset U of Rn to Rm is said to belong to
the class PC1 if Φ is Lipschitz on U and there is a ﬁnite family of C1 functions
Φj : U → Rm such that for each x ∈ U there is at least one j such that Φ(x) = Φj(x).
In the next proposition we recall some facts from the classical theory of (Lipschitz)
sensitivity analysis for the C2 program (P (x)), by combining results on strong stability
of KKT points in Kojima [27] and Robinson [45], on the one hand, and on (directional)
derivatives of stationary solutions and marginal values in Bigelow and Shapiro [3],
Jittorntrum [21], and Jongen, Mo¨bert, and Tammer [22], on the other hand; see also
[13, 44, 31, 4, 25].
Proposition 3.1 (Lipschitz properties and directional derivatives). Given x0 ∈
R
n, let z¯ be a local minimizer of (P (x0)), and suppose that
(I) the condition LICQ(x0, z¯) holds true (hence (z¯, wz¯) is a KKT point to (P (x0)),
with unique multiplier wz¯ related to z¯), and
(II) (z¯, wz¯) satisﬁes the strong second order suﬃcient optimality condition with
respect to (P (x0)); i.e., for each h ∈ W+(x0, z¯, wz¯)\{0} there holds hTD2zzL
(x0, z¯, wz¯)h > 0.
Then there are neighborhoods U of x0, Vz of z¯, and Vw of wz¯ as well as functions
z(·) : U → Vz and w(·) : U → Vw with z(x0) = z¯ and w(x0) = wz¯ such that
1. for each x ∈ U , (z(x), w(x)) is the unique KKT point to P (x) in Vz × Vw,
where z(x) is a local minimizer to P (x);
2. z(·) and w(·) belong to the class PC1 and have directional derivatives z′(x;u)
and w′(x;u) for all x ∈ U , u ∈ Rn;
3. the marginal value function x ∈ U → ϕ(x) = f(x, z(x)) is Fre´chet diﬀeren-
tiable, Dϕ belongs to the class PC1, and for u ∈ Rn, x ∈ U, the directional
derivative (Dϕ)′(x;u) exists;
4. it holds for u ∈ Rn, x ∈ U, that
Dϕ(x) = DxL(x, z(x), w(x))
= Dxf(x, z(x))−
r∑
j=1
wj(x)Dxgj(x, z(x)),(29)
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(Dϕ)′(x;u) =
⎡
⎣D2xxf(x, z(x))−
r∑
j=1
wj(x)D
2
xxgj(x, z(x))
⎤
⎦ u
+
⎡
⎣D2xzf(x, z(x))− r∑
j=1
wj(x)D
2
xzgj(x, z(x))
⎤
⎦ z′(x;u)(30)
−
r∑
j=1
w′j(x;u)Dxgj(x, z(x)),
where wj(x) (resp., wj(x;u)) denotes the jth component of w(x) (resp., w
′(x;u));
5. the directional derivatives (z′(x;u), w′(x;u)) for u ∈ Rn, x ∈ U are the unique
solutions (z˙, w˙) of the linear complementarity system (31) of inequalities and
equations
D2zzL(x, z(x), w(x))z˙ −
r∑
j=1
w˙jDzgj(x, z(x)) = −D2zxL(x, z(x), w(x))u,
Dzgj(x, z(x))
T z˙ = −Dxgj(x, z(x))T u, j ∈ I1(x, z(x), w(x)),(31)
Dzgj(x, z(x))
T z˙ ≥ −Dxgj(x, z(x))T u, j ∈ I2(x, z(x), w(x)),
w˙j = 0, j /∈ I0(x, z(x)), w˙j ≥ 0, j ∈ I2(x, z(x), w(x)),
w˙j(Dzgj(x, z(x))
T z˙ + Dxgj(x, z(x))
T u) = 0, j ∈ I2(x, z(x), w(x)).
Notes on Proposition 3.1.
(a) Assertions 1 and 2 immediately follow from [27, 45]; see also [25, Chap. 8].
Property (29) was proved in, e.g., [22]; hence 3 and 4 follow from 1 and 2
and by using the standard calculus for directional derivatives; see also [4, 21].
The characterization 5 can be found in [3, 21].
(b) For clarity note that DxL(x, z(x), w(x)) denotes the partial gradient of L(x,
z, w) with respect to x evaluated at the point (x, z(x), w(x)). Dxg(x, z(x)),
DxxL(x, z(x), w(x)), etc., are meant analogically.
(c) The functions zi(x) and wi(x) are directionally diﬀerentiable if (zi(x), wi(x))
fulﬁlls the Kuhn–Tucker conditions for P (x), x ∈ U , and the system (31) ad-
mits a unique solution (see [3]). We can use system (31) to check (zi(x), wi(x))
for directional diﬀerentiability.
In the case Z(x) ≡ Z, the following formulas follow directly from Proposition 3.1.
Corollary 3.2 (derivatives and directional derivatives for Z(x) ≡ Z). Consider
the problem (P (x)) with Z(x) ≡ Z := {z ∈ Rq | gj(z) ≥ 0, j = 1, . . . , r}, gj ∈
C2 (∀j). Then under the assumptions and notation of Proposition 3.1, assertions 4
and 5 specialize as follows:
Dϕ(x) = Dxf(x, z(x)),(32)
(Dϕ)′(x;u) = D2xxf(x, z(x))u+D
2
xzf(x, z(x)) · z′(x;u),(33)
where (z′(x;u), w′(x;u)) for u ∈ Rn, x ∈ U are the unique solution (z˙, w˙) of the
following linear complementarity system of inequalities and equations:
D2zzL(x, z(x), w(x))z˙ −
r∑
j=1
w˙jDzgj(z(x)) = −D2zxf(x, z(x))u,(34)
Dzgj(z(x))
T z˙ = 0, j ∈ I1(z(x), w(x)), Dzgj(z(x))T z˙ ≥ 0, j ∈ I2(z(x), w(x)),
w˙j = 0, j /∈ I0(z(x)), w˙j ≥ 0, j ∈ I2(z(x), w(x)),
w˙j(Dzgj(z(x))
T z˙) = 0, j ∈ I2(z(x), w(x)),
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where L, I0(z), I+(w), I1(z, w), and I2(z, w) are deﬁned according to (28) with gj
instead of gj(x, ·).
3.2. (Generalized) semi-inﬁnite optimization. In this subsection, we study
the generalized semi-inﬁnite optimization problem
(GSIP)
minx f0(x)
s.t. f(x, z) ≥ 0 ∀z ∈ Z(x),
where f0 : R
n → R and f : Rn × Rq → R are given twice continuously diﬀerentiable
functions, and the index set Z(x) is itself the solution set of a smooth inequality
system,
Z(x) := {z ∈ Rq | gj(x, z) ≥ 0, j = 1, . . . , r}, gj ∈ C2(Rn+q,R) (∀j).
Note that it is possible without any theoretical diﬃculties to consider ﬁnitely many
semi-inﬁnite constraints of the type f i(x, z) ≥ 0 for all z ∈ Zi(x), i = 1, . . . , N ,
or to add ﬁnitely many smooth equations or inequalities, but we omit this to avoid
notational technicalities.
Below, Z(x) will be considered as a nonempty subset of a compact set Z ⊂ Rq
for all x of interest. We denote the constraint set of (GSIP) by
M := {x ∈ Rn | f(x, z) ≥ 0 ∀ z ∈ Z(x)}.
The case Z(x) = Z yields a standard nonlinear semi-inﬁnite program SIP, and then
Z will be represented in the form Z = {z ∈ Rq | gj(z) ≥ 0, j = 1, . . . , r}, gj ∈ C2
(∀j).
Reformulation of a semi-inﬁnite constraint as ﬁnite C1,1 system. It is
typical in (generalized) semi-inﬁnite optimization to consider for x ∈ Rn the para-
metric lower level problem (P (x)): minz f(x, z) s.t. z ∈ Z(x); see section 3.1. In the
following, we recall two typical reformulations of a semi-inﬁnite constraint as a locally
ﬁnite number of constraints. We will use the following.
Assumption (A1). Z ⊂ Rq is compact, and Z(x) ⊂ Z holds for x near x0 ∈ Rn.
Assumption (A2). Given x0 ∈ Rn and a local minimizer z¯ of P (x0), z¯ satisﬁes
the properties (I) and (II) of Proposition 3.1.
The ﬁrst reformulation makes use of the well-known reduction approach in the
absence of strict complementarity; for the following proposition, see [20], which is a
straightforward extension of the corresponding theorem for standard SIP in [23]. For
a feasible point x0 of (GSIP) we deﬁne
Z∗(x0) := {z ∈ Z(x0) | f(x0, z) = 0}.
Proposition 3.3 (reduction approach, no strict complementarity). Consider the
parametric lower level problem (P (x)) for x near some given x0 ∈ M with Z∗(x0) = ∅.
Let (A1) be satisﬁed, and suppose that (A2) holds for each z ∈ Z∗(x0).
Then, Z(x0) is a ﬁnite set, say Z(x0) = {z1, . . . , zm}. Moreover, for some neigh-
borhood U of x0 and each i ∈ {1, . . . ,m}, there are functions zi(·) and wi(·) deﬁned
on U and a vector wi such that for each x ∈ U ,
1. (zi(x), wi(x)) are KKT points of P (x), which satisfy (zi(x0), wi(x0)) = (zi, wi)
as well as the properties 1–5 of Proposition 3.1 if setting there (z¯, wz¯) :=
(zi, wi), (z(·), w(·)) := (zi(·), wi(·)) and ϕ(x) := f(x, zi(x)), and
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2. x ∈ M if and only if f(x, zi(x)) ≥ 0 for i = 1, . . . ,m.
Finally if SIP is considered instead of GSIP, the specialized formulas of Corollary 3.2
hold true for ϕ(x) := f(x, zi(x)).
Notes on Proposition 3.3.
(a) The elements in Z∗(x0) are global minimizers of the parametric problem
P(x0).
(b) Since Z(x) ⊂ Z, Z compact, holds for all x near x0, the feasible set mapping
Z(·) is upper semicontinuous (in Berge’s sense) in x0. Further, LICQ(x0, z¯)
implies that Z(·) is lower semicontinuous at (x0, z¯); hence in particular Z(x)∩
V = ∅ for some open neighborhood V of z¯; see, e.g., [1, sec. 4]. All this, to-
gether with the strong second order condition, guarantees that a local mini-
mizer zx of (P (x)), (x, zx) near (x0, z¯), exists and is locally isolated. These are
the main ingredients for local reduction to ﬁnitely many constraints; cf. [24].
The second reformulation simpliﬁes that of the preceding proposition in the con-
text of parametric convex programs.
Proposition 3.4 (convex case, no strict complementarity). Let, for all x, the
functions gj(x, ·) : Rq → R (j = 1, . . . , r) be concave, and let f(x, ·) : Rq → R be
convex; i.e., (P (x)) is a convex program. Suppose that for some x0 ∈ Rn, (P (x0)) is
solvable and (A2) holds for each optimal solution of P (x0).
Then for some neighborhood U of x0 there are functions z(·) and w(·) deﬁned on
U such that, for each x ∈ U ,
x ∈ M if and only if min
z
{f(x, z) | z ∈ Z(x)} = f(x, z(x)) ≥ 0,
where (z(x), w(x)) is the unique KKT point of (P (x)) with z(x) being a global mini-
mizer of (P (x)). Further (z(x), w(x)) and ϕ(x) = f(x, z(x)) fulﬁll properties 2–5 of
Proposition 3.1.
Proof. We only note that (A2) and the convexity assumptions immediately imply
that, by Proposition 3.1, there are a unique global minimizer z(x) and an associ-
ated unique multiplier w(x) for each x near x0 such that the claimed properties are
fulﬁlled.
Given for (GSIP) some feasible point x0 which satisﬁes the assumptions of one
of the preceding propositions, we arrive at the following reduced problem: There is a
neighborhood U of x0 such that for x ∈ U problem (GSIP) is equivalent to the ﬁnitely
constrained problem
(R-GSIP(x0))
minx f0(x)
s.t. f(x, zi(x)) ≥ 0, i = 1, . . . ,m,
where f0 is the original C
2 objective function of (GSIP) and zi(·), ϕi = f(·, zi(·)), and
the associated multiplier function wi(·) are deﬁned and have the properties according
to Proposition 3.3 (resp., Proposition 3.4). In the second case, one has obviously
m = 1. However, the same representation of the constraint set holds if there are two or
more (generalized) semi-inﬁnite constraints and each of them fulﬁlls the assumptions
of Proposition 3.3 (resp., Proposition3.4).
Let F (x, y) denote the Kojima function F (x, y) for (R-GSIP(x0)). For (SIP(x0)),
the related reduced problem (R-SIP(x0)) is studied similarly.
We will say that (GSIP) (resp., (SIP)) allows locally a representation of the
form (R-GSIP(x0)) (resp., (R-SIP(x0))) if the assumptions of Proposition 3.3 or 3.4
are satisﬁed at some given x0, while we say it allows globally a representation of the
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form (R-GSIP) (resp., (R-SIP)) if for each x0 satisfying Z(x0) = ∅ the assumptions
of Proposition 3.4 are satisﬁed. In both cases, this is a representation via a ﬁxed
ﬁnite number of constraints f(x, zi(x)) ≥ 0, i = 1, . . . ,m, which leads to a unique
form of the Kojima function F (x, y). Note that a globally unique representation is in
principle possible under weaker assumptions (cf. [42]).
Applying ﬁrst order necessary optimality conditions for (G)SIP and the Newton
approach via semi-smooth reformulations, several authors have used a ﬁnite represen-
tation of the KKT system which diﬀers from ours: It includes the primal variables and
multipliers of both the parametric lower level problem and the upper level problem;
see, e.g., [42, 32] for the standard (SIP) case and [49, 50] for the (GSIP) case. In
contrast, our concept ﬁts the Newton approach of section 2.
Computation of the directional derivative of F . Now we compute F ′((x, y);
(u, v)), x ∈ U , for (R-GSIP(x0)) according to (26) with the derivatives (Dfi)′(x;u),
i = 1, . . . ,m, from Proposition 3.1, where fi(x) = f(x, zi(x)) holds. Let f =
(f1, . . . , fm), and let E be the identity matrix of suitable order.
In the (GSIP) case we immediately get
F ′((x, y); (u, v)) = A(x, y) · (u, z′1(x;u), . . . , z′m(x;u), w′1(x;u), . . . , w′m(x;u), α, β),
with v = α + β, (α, β) ∈ JC(y), and (z′(x;u), w′(x;u)) solving the system (31), and
A(x, y) is the matrix
(35)(
D2f0(x)−
∑m
i=1 y
+
i D
2
xxLi . . . −y+i D2xzLi . . . −y+i D2xwLi . . . −Df(x)T 0
−Df(x) . . . 0 . . . 0 . . . 0 −E
)
.
For space reasons we have written D2xxLi instead of D
2
xxL(x, zi(x), wi(x)) in (35), and
similarly for D2xzLi and D
2
xwLi.
Applying Corollary 3.2, we get for the (SIP) case
F ′((x, y); (u, v)) = A(x, y) · (u, z′1(x;u), . . . , z′m(x;u), α, β),
where A(x, y) is now the matrix
(36)(
D2f0(x)−∑mi=1 y+i D2xxf(x, zi(x)) . . . −y+i D2xzf(x, zi(x)) . . . −Df(x)T 0
−Df(x) . . . 0 . . . 0 −E
)
with v = α+ β, (α, β) ∈ JC(y), and (z′(x;u), w′(x;u)) fulﬁlling system (34).
Generalized Gauss–Newton step for SIP/GSIP. For the generalized Gauss–
Newton step, we use the Euclidean norm ‖ · ‖ = ‖ · ‖2 and the approximation
GF (s, ω) = F ′(s;ω) by directional derivatives. In order to compute a path with
maximal path length according to section 2.1 we are looking for a global solution of
problem (10). For (SIP) at the current iteration point (x, y), x ∈ U, this problem is
equivalent to
(37)
min
(u,z˙,w˙,α,β)
‖F (x, y) +A(x, y) · (u, z˙, α, β)‖22
s.t. (α, β) ∈ JC(y),
(z˙, w˙) fulﬁlls system (34),
where A(x, y) is the matrix (36).
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For (GSIP), problem (10) is equivalent to
(38)
min
(u,z˙,w˙,α,β)
‖F (x, y) +A(x, y) · (u, z˙, w˙, α, β)‖22
s.t. (α, β) ∈ JC(y),
(z˙, w˙) fulﬁlls system (31),
where A(x, y) is the matrix (35).
In both cases we have to solve an optimization problem with convex quadratic
objective and linear complementarity constraints in every iteration. The feasible set
of (37) and of (38) can be written as the union of ﬁnitely many sets deﬁned by
linear constraints. Since the objective is bounded from below, it follows by applying
the Frank–Wolfe theorem to each subproblem with linear constraints that (37) (resp.,
(38)) has a global solution. If the number of zero components of the variable y is small,
the problem (37) (resp., (38)) can be solved eﬃciently by either complete enumeration
[37] (see references there too) or a branch-and-bound scheme [37, 54, 33].
Convergence results. The following results are formulated and discussed for
the problem (GSIP); those for the problem (SIP) are similar.
We will specialize the convergence results of section 2 to the case of applying
our generalized Newton method NMPS to the Kojima function associated with the
reduced form of the (generalized) semi-inﬁnite program. This is motivated by the
equivalence to (GSIP), as discussed above: if, at some x0 ∈ M , GSIP allows locally a
reduced representation (R-GSIP(x0)), then x0 is a local minimizer of (GSIP) if and
only if x0 is a local minimizer of the reduced problem. Then, under a constraint
qualiﬁcation, there is some multiplier y0 such that (x0, y0) is a zero of the Kojima
function F associated with (R-GSIP(x0)).
In the next theorem, we suppose that the algorithm NMPS is applied to the
corresponding Kojima function by using the generalized Gauss–Newton step (38).
Note that the ﬁrst statement requires a strong assumption on global reduction of the
lower level program.
Theorem 3.5 (global and local convergence).
(i) Assume that (GSIP) allows globally a representation of the form (R-GSIP)
and that the algorithm NMPS is applied to the corresponding Kojima func-
tion. Then under the assumptions of Theorem 2.2 on global convergence, the
assertions of that theorem stay true.
(ii) Let x0 be a feasible solution of (GSIP), assume the problem (GSIP) allows
locally a representation of the form (R-GSIP(x0)), and let y0 be a multiplier
satisfying F (x0, y0) = 0, where F is the Kojima function associated with (R-
GSIP(x0)). Further, assume that the algorithm NMPS is applied to F . Then
under the assumptions of Theorem 2.8 on local convergence at s¯ = (x0, y0),
the assertions of that theorem also stay true.
Proof. (i) We only note that, by deﬁnition of global representation, the assump-
tions of Proposition 3.4 have to be fulﬁlled. Hence, the lower level problem (P (x)) is
(for each x with Z(x) = ∅) a convex program with locally unique solution z(x), and
(R-GSIP(x0)) becomes the special C
1,1 program min f0(x) s.t. f(x, z(x)) ≥ 0.
(ii) In the proof of Theorem 2.8 one has r > 0 to choose small enough that
B(x0, r) is a subset of the neighborhood U in the local representation 2 of Proposi-
tion 3.3; then (GSIP) is equivalently represented by the C1,1 program (R-GSIP(x0))
on B(x0, r), and so the algorithm NMPS can be applied to the associated Kojima
function F .
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The same statements obviously hold if the model (R-GSIP) results from several
semi-inﬁnite constraints. Further, trivially, the local convergence result is also true
if (GSIP) allows globally a representation of the form (R-GSIP).
Remark 3.6 (conditions (CA) and (CI) for SIP/GSIP and directional derivatives).
Let x0 be a feasible solution of (GSIP). Assume that (GSIP) allows locally a represen-
tation of the form (R-GSIP) and that s0 = (x0, y0) is a zero of the Kojima function
F of the reduced problem (R-GSIP(x0)). Then by Proposition 3.1 and the represen-
tation (25) of F , there is a neighborhood V of s0 such that F belongs on V to the
class PC1 and so (CA*) (and hence (CA)) is automatically satisﬁed when choosing
GF (s0, w) = {F ′(s0;w)}. This is immediate from
F ′(s;w) ∈ ∂Fj(s)w ⊂ conv {DFj(s), j = 1, . . . , N},
where F1, . . . , FN are the generating C
1 functions of F on V .
Moreover, then (CI) holds if and only if the Jacobian matricesDFj(s0) are regular
for each j ∈ IeF (s0), where IeF (s0) is deﬁned to be the set of all j ∈ {1, . . . , N} such
that for certain s′ → s0
Fj(s) = F (s) ∀ s in some neighborhood of s′.
This follows from Lemma 11.6 in [25]. Let us mention that this lemma was stated for
ﬁnitely constrained C2 programs, but its proof literally works also if the data are C1
with PC1 gradients.
3.3. Generalized Nash equilibrium problems. In this subsection we recall a
C1,1 optimization reformulation of the generalized Nash equilibrium problem (GNEP),
recently derived and applied by von Heusinger and Kanzow [52, 53], and we discuss
how to use our method NMPS for solving this.
Note that this approach works only for a subclass of solutions to GNEPs and that
we have no numerical experience until now when applying NMPS to it. However, this
is a nice example of a C1,1 optimization problem with easy computation of all quan-
tities needed in our algorithm. For a very recent extensive theoretical and numerical
study of GNEPs (in the general case) and Newton methods, we refer the reader to
Facchinei, Fischer, and Piccialli [16].
C1,1 optimization reformulation for normalized Nash equilibria. There
are N players, and each player ν ∈ {1, . . . , N} controls the variables xν ∈ Rnν . Let
x = (x1, . . . , xN ) ∈ Rn be the vector of all decision variables with n = n1 + · · ·+ nN .
We denote the νth player’s variables within the vector x with (xν , x−ν), where x−ν
subsumes all the other player’s variables.
The GNEP is deﬁned by the utility function Θν : R
n → R of player ν and a
common strategy set X ⊆ Rn. A vector x∗ = (x1∗, . . . , xN∗ ) ∈ Rn is then called a
generalized Nash equilibrium or a solution of the GNEP if each component xν∗ is a
solution of the optimization problem
(39)
minxν Θν(x
ν , x−ν∗ )
s.t. (xν , x−ν∗ ) ∈ X,
where each Θν belongs to C
2 and is as a function of xν alone, convex. Further, we
assume that X is a nonempty set represented by
X = {x ∈ Rn|gj(x) ≥ 0, j = 1, . . . ,m} , gj ∈ C2(Rn,R) and concave (∀j).
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Constraints which depend only on one player ν are regarded as included in the joint
constraints, while additional equality constraints are allowed, but we omit them for
notational reasons.
The basic tool for the reformulation of a GNEP in [52, 53] is the Nikaido–Isoda
function Ψ:
Ψ(x, z) =
N∑
ν=1
(Θν(x
ν , x−ν)−Θν(zν , x−ν)),
which is used in order to deﬁne the following subclass of all solutions of a GNEP.
A vector x∗ ∈ X is a normalized Nash equilibrium of the GNEP if supz∈X Ψ(x∗,
z) = 0 holds, where Ψ denotes the Nikaido–Isoda function. Note that a normalized
Nash equilibrium is always a solution of the GNEP. The converse is not true in general.
The ﬁnal step of the reformulation is to consider the regularized Nikaido–Isoda
function Ψγ ,
Ψγ(x, z) =
N∑
ν=1
(
Θν(x
ν , x−ν)−Θν(zν , x−ν)− γ
2
‖xν − zν‖2
)
,
with γ > 0, and to deﬁne the optimal value function Vγ by
(40) Vγ(x) = max
z∈X
Ψγ(x, z) = Ψγ(x, zγ(x)),
where zγ(x) is the unique global solution of the maximization problem in (40); recall
that X is convex and note that Ψγ is a strongly concave function. We resume the
properties of Vγ in the following proposition, where point 3 is a classical result; see
Proposition 3.1 and Corollary 3.2 above.
Proposition 3.7 (properties of Vγ ; see [52]). The function Vγ : R
n → R in (40)
is well deﬁned and has the following properties:
1. Vγ(x) ≥ 0 holds for all x ∈ X.
2. x∗ is a normalized Nash equilibrium if and only if x∗ ∈ X and Vγ(x∗) = 0.
3. Vγ ∈ C1,1(Rn,R), and the gradient is given by DVγ(x) = DxΨγ(x, zγ(x)),
where zγ(x) is the unique solution of Q(x) below.
Hence, x∗ is a normalized Nash equilibrium if and only if the constrained opti-
mization problem
(41)
min Vγ(x)
s.t. x ∈ X
is solved by x∗ with optimal function value Vγ(x∗) = 0.
Computation of the directional derivative for GNEP. Consider the para-
metric problem
(Q(x)) max
z∈X
Ψγ(x, z).
We use the abbreviation LICQ(z) to say that {Dgj(z) | j : gj(z) = 0} is linearly
independent. Immediately from Proposition 3.1 and Corollary 3.2 we obtain the
following result.
Proposition 3.8 (directional derivative of DVγ). Let x¯ be in R
n, and assume
that LICQ(zγ(x¯)) holds, where zγ(x¯) is the unique solution of the problem (Q(x)).
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Then for some δ > 0 and U = B(x¯, δ) there are functions zγ(·) : U → Rn, w(·) : U →
R
m such that for each x ∈ U the properties 1–3 of Proposition 3.1 and points 4 and 5
of Corollary 3.2 are fulﬁlled, when setting there r = m, f = Ψγ, and z(·) = zγ(·).
Let x¯ ∈ Rn fulﬁl the assumptions of Proposition 3.8, and let U be the neighbor-
hood of x¯ from there. Then, x ∈ U → Vγ(x) is a C1,1 function, and the optimization
problem (41) has locally the Kojima function
(42)
F1(x, y) := DVγ(x) −
∑m
i=1 y
+
i Dgi(x) = 0,
F2i(x, y) := −gi(x) − y−i = 0, i = 1, . . . ,m.
Now we compute the directional derivative F ′((x, y); (u, v)), x ∈ U, of F according
to the formula (26) by setting there f0 = Vγ and fi = gi. Proposition 3.8 and
Corollary 3.2 give immediately for the GNEP case
F ′((x, y); (u, v)) = A(x, y) · (u, z′γ(x;u), α, β),
where A(x, y) is the matrix
(43)(
D2xxΨγ(x, zγ(x)) −
∑m
i=1 y
+
i D
2gi(x) D
2
xzΨγ(x, zγ(x)) −Dgi(x)T 0
−Dg(x) 0 0 −E
)
with v = α+ β, (α, β) ∈ JC(y), and (z′γ(x;u), w′(x;u)) fulﬁlling the system (34) with
f = Ψγ , z(·) = zγ(·).
Generalized Gauss–Newton step for GNEP and convergence results.
To compute a path with maximal path length according to section 2.1 we are looking
for a global solution of problem (10), where again the Euclidean norm ‖ · ‖ = ‖ · ‖2
and the approximation GF ((x, y); (u, v)) = F ′((x, y); (u, v)) are used. For GNEP at
the current iteration point (x, y), x ∈ U, this problem is equivalent to
(44)
min
(u,z,w,α,β)
‖F (x, y) +A(x, y) · (u, z, α, β)‖22
s.t. (α, β) ∈ JC(y),
(z, w) fulﬁlls system (34) with f = Ψγ , z = zγ ,
where A(x, y) is the matrix (43).
Optimization problem (44) has a convex quadratic objective and linear comple-
mentarity constraints (see comments at the end of section 3.2).
If we apply, under the assumptions of Proposition 3.8, the algorithm NMPS to
the Kojima function F in (42) with the Gauss–Newton step (44), then the global and
local convergence results of Theorems 2.2 and 2.8 apply. For the properties (CA) and
(CI), we refer the reader to the discussion in Remark 3.6.
4. Implementation details and numerical results. The implementation of
the NMPS algorithm was done in MATLAB 7.5 and GAMS IDE 2.0 on a Dell Opti-
plex 740 with an AMD 2 GHz processor. We used the interface of Ferris [17] to link
the GAMS solvers with MATLAB.
For the computation of a path we proceeded according to section 2.1. With
the directionally diﬀerentiable generalized Kojima function F (xk, yk), (26), at the
current iteration point (xk, yk) with k ∈ N and the Euclidean norm ‖ · ‖2, the path
pk(τ) : [0, τk] → Rn+m has the form
pk(τ) = tk(τ)(uk, vk) + (xk, yk),
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where (uk, vk) is a global solution of (10) and τk and tk(τ) : [0, τk] → R are deﬁned
by
τk =
(‖F (xk, yk)‖22 − 〈F (xk,yk),wk〉
2
‖wk‖22 )
1
2 − ‖F (xk, yk)‖2
−‖F (xk, yk)‖2 ,
tk(τ) =
−2〈F (xk, yk), wk〉
2‖wk‖22
− (4〈F (xk, yk), wk〉
2 − 4‖wk‖22(‖F (xk, yk)‖22 − (1− τ)2‖F (xk, yk)‖22))
1
2
2‖wk‖22
,
with wk = F
′((xk, yk); (uk, vk)) (see also example (iii) on page 11 in [5]).
Note. The minimization problem (10), which represents a Newton step, should
be much easier to solve than the original problem of ﬁnding a zero (x∗, y∗) of F . We
discussed problem (10) in detail in sections 3.2 and 3.3 for the particular applications.
We state our algorithm in pseudocode. In the code below we describe the param-
eters, the stopping criterion, and the nonmonotone rule we used.
Implemented algorithm. k = 0; i = 0; breakﬂag = 0; γ = 0.0001; σ = 0.5;
M ∈ {0, 5, 10};
while and( ‖F (xk, yk)‖∞ ≥ 10−6, k ≤ 100 )
solve( min(u,v) ‖F (xk, yk) + F ′((xk, yk); (u, v))‖22 ) (compare to (10));
if min(u,v) (‖F (xk, yk) + F ′((xk, yk); (u, v))‖2) ≥ ‖F (xk, yk)‖2
breakﬂag = 1; break (leaves the while loop);
end if
while ‖F (pk(σiτk))‖2 > (1 − γσiτk)max{‖F (xk−j , yk−j)‖2|j = 1, . . . ,max(k −
M, 1)}
i=i+1;
end while
jk ∈ {j ∈ {0, . . . , i} | ‖F (pk(σj τ¯k))‖2 = min0≤l≤i ‖F (pk(σlτ¯k))‖2};
(xk+1, yk+1) = pk(σ
jkτk); i = 0; k = k + 1;
end while
if breakﬂag = 1
disp((xk, yk) is a stationary point);
end if
if k ≥ 100
disp(Stopped after 100 iterations);
end if
if and(k < 100, breakﬂag = 0)
disp(The solution is (xk, yk));
end if
In all our examples for (SIP) and (GSIP) the parametric lower level problem (P (x))
is convex and fulﬁlls—with the exception of Example 6-4—the reduction ansatz for
all iteration points x. Therefore (P (x)) admits a unique global solution, and we do
not have to care about local minimizers.
4.1. Test problems and numerical results for (SIP). The following test
problems for (SIP) are treated by Stein and Tezel in [48, 49] with a diﬀerent refor-
mulation of the original (SIP) problem. Under the reduction approach with strict
complementarity, they apply in [49] a semismooth Newton approach from [42]. We
compare our results to theirs if possible. For better readability we restate the problem
formulations.
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Table 1
The ﬁrst column gives Example numbers with their sources in brackets.
Ex. f0(x) f(x, z) g(z)
1 [49] (x1 − 1)2 + (x2 − 1)2 (x1 − z1) + (x2 − z2) (−z21 + 1,−z22 + 1)
2 [49] x21 + x
2
2 (z1 − x1)2 + (z2 − x2)2 (−z1,−z2)
3 [23] x21 + 3x
2
2 + x3 0.5(z1 − x1)2 + (z2 − x2)2 + x3 (z1 + z2, z2,−z21 − z22 + 1)
4 [49] x21 + x
2
2 + x
2
3 0.5(z1 − x1)2 + (z2 − x2)2 + x3 (z1 + z2, z2,−z21 − z22 + 1)
Examples 1–4 [23, 49]. We start with some small dimensional examples (1–4) of
(SIP) problems,
minx f0(x)
s.t. f(x, z) ≥ 0 ∀z ∈ Z , with Z = {z | g(z) ≥ 0},
where strict complementarity is violated in the upper or the lower level. Remember
that at points for which strict complementarity is violated, the respective Kojima
function is nonsmooth. The data of Examples 1–4 is summarized in Table 1.
In Example 1 strict complementarity is violated in the upper level at the solution
x∗ = (1, 1) with z(x∗) = (1, 1).
In Example 2 the unique unconstrained minimum x∗ = (0, 0) is feasible and
therefore optimal. With z(x∗) = (0, 0), strict complementarity is violated in the
lower level. Furthermore the gradient of the upper level inequality is zero at the point
(x∗, z(x∗)).
In Example 3 (resp., Example 4) strict complementarity is violated in the lower
level (resp., in the lower and upper levels) at the optimal solution x∗ = (0, 0, 0) with
z(x∗) = (0, 0).
Example 5 (robust optimization) [2, 48]. In robust optimization problems parts of
the data are uncertain and only known to belong to some uncertainty set which may
be taken as an inﬁnite index set in semi-inﬁnite programming.
We want to invest 1 Swiss Franc in a portfolio comprised of K shares. Let zi > 0,
i = 1, . . . ,K, be the returns at the end of a given period. We want to determine the
amount xi, i = 1, . . . ,K, to be invested in share i that maximizes the value z
Tx of
the portfolio at the end of this period.
Let us assume that z varies in some nonempty compact set Z ⊂ RK . We consider
the following (linear) semi-inﬁnite problem:
max
{
y
∣∣∣∣∣ y − zTx ≤ 0 ∀z ∈ Z,
K∑
i=1
xi = 1, x ≥ 0
}
,(45)
Z =
{
z ∈ RK
∣∣∣∣∣
K∑
i=1
(zi − zi)2
σ2i
≤ θ
}
.(46)
We set zi, σi, and θ as follows:
zi = 1.15 + i
0.05
K
, i = 1, . . . ,K; σi =
0.05
θK
√
K(K + 1)i
2
, i = 1, . . . ,K and θ = 1.5.
One can show that with this choice the optimal value is 1.15 for anyK, and the optimal
policy is xi = 1/K, i = 1, . . . ,K. We applied our algorithm for K = 10, 50, 100, 150.
For Examples 1–4 (resp., Example 5) we generated starting points uniformly
distributed in the interval [−100, 100]m (resp., [1, 3]× [0, 1]m) with m suitably chosen.
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Table 2
See text for explanation.
Problem D-UL/ D-LL / NS Solved/stationary-points/abort NonS-IP
M = 0 M = 5 M = 10
Ex-1 3/4/50 50 0 0 50 0 0 50 0 0 0
Ex-2 3/4/50 33 12 5 33 16 1 33 12 5 28
Ex-3 4/5/50 50 0 0 50 0 0 50 0 0 4
Ex-4 4/5/50 50 0 0 50 0 0 50 0 0 4
Ex-5-10 23/11/50 50 0 0 50 0 0 50 0 0 0
Ex-5-50 103/51/50 50 0 0 48 2 0 48 2 0 0
Ex-5-100 203/101/50 50 0 0 50 0 0 50 0 0 1
Ex-5-150 303/151/20 19 0 1 20 0 0 20 0 0 0
Table 3
Problem N-It Imp.(%) N-Back Imp.(%) T-It (s) Imp.(%)
0 10 ∅ max 0 10 ∅ max 0 10 ∅ max
Ex-1 2 2 0 0 0 0 0 0 0.54 0.53 0.4 4.4
Ex-2 19 20 -12.0 39.6 504 39 9.8 100 2.05 0.78 10.3 90.5
Ex-3 10 4 28.6 85.2 17 0 42.7 100 1.06 0.77 19.3 57.6
Ex-4 11 11 1.7 75 17 8 26.7 100 1.15 1.02 6 79.1
Ex-5-10 16 16 0 0 0 0 4 100 1.78 1.78 -0.2 7.7
Ex-5-50 24 24 0.9 8 2 0 100 100 16.08 15.59 3 4.7
Ex-5-100 26 26 0 0 0 0 0 0 50.94 50.92 0 3.6
Ex-5-150 31 28 3.6 71.3 156 0 5 100 201 115.6 4.8 93.7
Numerical results for (SIP). In this section we resume and discuss the results
of our algorithm for (SIP) in solving Examples 1–5; see Tables 2–4 below. In all
tables, Ex-n is the problem identiﬁer abbreviating Example n, and Ex-5-K refers to
the diﬀerent choices of K in Example 5.
Table 2 shows the global convergence properties. The columns are labeled as
follows: D-UL is the dimension of the Kojima function of the reduced (SIP) (upper
level problem) according to section 3.2; D-LL is the dimension of the Kojima function
for the lower level problem (P (x)); NS denotes the number of starting points. The
third column shows the number of starting points which lead to a solution, a nonzero
stationary point (in the sense of Proposition 2.1), or to an abort after 100 iterations.
M is the nonmonotonicity parameter. The last column is the number of starting
points (for M = 0, 5, or 10) which produce iteration points at which the Kojima
function of the reduced (SIP) is nonsmooth.
The global convergence behavior for almost all examples is very satisfying. Ex-
ample 2 is the only exception. As mentioned above, Example 2 does not fulﬁl LICQ
in the upper level at the solution. We checked the starting points which lead to a sta-
tionary point or to an abort; all of them stopped at a point very close to x∗ = (0, 0),
but they are either recognized as nonzero stationary points or lead to an abort. The
cause for this is that the Kojima function becomes very “ﬂat” since the condition
(CI) is not fulﬁlled near x∗ (see Remark 7.12 in [25]).
For the nonzero stationary points in Example 5-50 we noticed that the path length
became very small during the last iterations although the iteration points were very
close to the solution. In Example 5-150 one starting point got stuck, took only small
steps, and made a lot of backtracking (see Table 3). The nonmonotone rule was
successful in this case, and we also got convergence for this starting point.
Furthermore we can see no signiﬁcant diﬀerence between the monotone and the
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Table 4
Problem No. Path length ‖(u, v)‖2
τk < 1 τk = 1 Bound. Unbound.
Ex-1 Convergent s-linear 50 0 50 50 0
Ex-2 Convergent s-linear 24 6 18 23 1
Linear 4 0 4 2 2
Undeﬁned 5 0 5 4 1
Stationary points 12 11 1 12 0
Abort 5 5 0 5 0
Ex-3 Convergent s-linear 35 0 35 34 1
Linear 15 0 15 13 2
Ex-4 Convergent s-linear 12 1 11 11 1
Linear 33 0 33 31 2
Undeﬁned 5 0 5 3 2
Ex-5-10 Convergent Linear 50 50 0 50 0
Ex-5-50 Convergent Linear 50 50 0 50 0
Ex-5-100 Convergent Linear 50 50 0 50 0
Ex-5-150 Convergent Linear 19 19 0 19 0
Stationary points 1 1 0 1 0
nonmonotone version concerning the global convergence. It is also remarkable that in
four out of eight examples nonsmooth iteration points occurred.
Table 3 compares the performance of the monotone (M = 0) algorithm with the
nonmonotone version (M = 10). The columns of this table are labeled as follows.
N-It is the average number of iterations for M = 0 and M = 10. Imp(%) is the im-
provement in percent from the monotone to the nonmonotone version; ∅ denotes the
improvement in average, and max means the maximal improvement for one starting
point. N-Back is the average number of backtracking steps, and T-It is the average
time (s) per iteration for M = 0 and M = 10.
In Table 3 we can see that the nonmonotone rule was very successful with respect
to backtracking steps. In every example with backtracking steps in the monotone case
we could reduce the number of steps and the iteration time substantially by using the
nonmonotone rule. In Example 5-150 we observed that all the backtracking steps of
the starting point which led to an abort disappeared. The number of main iterations
was not inﬂuenced by the nonmonotone rule (except for Example 3).
Table 4 resumes the local convergence properties of the monotone version (M = 0)
of the algorithm. We know from Theorem 2.8 and Proposition 2.4 that the path length
and the norm of the solution (u, v) from the generalized Gauss–Newton (37) step are
important for local and global convergence behavior of the algorithm.
The columns of Table 4 are labeled as follows. In columns 2 and 3 we split up the
starting points into three groups, those which produce a solution, a nonzero station-
ary point, or an abort. In column 4 we refer by “No.” to the number of convergent
starting points with the announced (empirical) convergence speed (superlinear, lin-
ear, undeﬁned). In columns 5 and 6 we investigate the path length constructed in
Step 3 of the algorithm. In columns 7 and 8 we compute the norm of the solution
(u, v) from the generalized Gauss–Newton step (37) and check for boundedness (resp.,
unboundedness).
With the help of the results in Table 4 we can conﬁrm the (theoretical) local
convergence properties we have deduced in section 2.3 as follows.
Let {(xk, yk)}Nk=0 be produced by the implemented algorithm from section 4, and
let L = min{5, N}. If (xN , yN) is a zero, we say that the sequence {(xk, yk)}Nk=0
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converges numerically superlinearly if
‖(xN−(L−1), yN−(L−1))− (xN , yN)‖
‖(xN−L, yN−L)− (xN , yN)‖ ≥ · · · ≥
‖(xN−1, yN−1)− (xN , yN )‖
‖(xN−2, yN−2)− (xN , yN )‖ > 0.
We say the sequence {(xk, yk)}Nk=0 converges numerically linearly if
1 >
‖(xN−(l−1), yN−(l−1))− (xN , yN )‖
‖(xN−l, yN−l)− (xN , yN)‖ for l = 1, . . . , L.
The convergence speed is undeﬁned if it is not superlinear or linear. The path length
τk is equal to 1 if
1 = τk for k = N − L, . . . , N − 1,
and otherwise it is smaller than one. The solution (u, v) of (37) is bounded if
‖(uN−L, vN−L)‖ ≥ max{‖(uN−l, vN−l)‖ | l = 1, . . . , L};
otherwise we say that it is unbounded.
Table 4 shows that in Examples 1, 2, and 4 the path lengths are 1 and the norms
of the solutions from the generalized Gauss–Newton step are bounded for most of
the starting points. We observe superlinear and (fast) linear convergence. This is
numerical evidence that the condition (CI) is fulﬁlled in the respective zeros.
Further, in the Examples 5-10 to 5-150 the path length is always smaller than
1 but bounded away from zero, and the norm of the solutions from the generalized
Gauss–Newton step is bounded. We observe linear convergence. From the results of
Theorem 2.8 we can expect at most linear convergence. But since we know that in
this case the generalized Gauss–Newton step (37) has a global solution, we get from
Theorem 2.8 that the path length should be 1 if we are close enough to a zero. We
conclude that either we have stopped before being close enough to a zero or that (CI)
does not hold.
The unstable behavior of Example 2 is due to the lack of (CI) (see comments
above).
All our test examples for (SIP) were also considered by Stein and Tezel [49]
with MATLAB 7.3. They got convergence to a zero for all examples. They report
the number of main iterations and CPU time for one starting point. In comparison
with the results in [49], our (average) number of main iterations is less than half
for Examples 1 and 2 and twice as much for Examples 5-50, 5-100, and 5-150. In
Examples 3, 4, and 5-10, it was more or less the same. As mentioned in the beginning
of this section, our approach works under weaker assumptions than does the approach
in [49].
4.2. Test problems and numerical results for (GSIP). The following test
problems for (GSIP) are treated again in [48, 49]. We will compare our results to the
results in [49] if possible. For better readability we restate the problem formulations.
Example 6 (design centering; see [48]). Given a ﬁxed body G, one aims to max-
imize some measure (e.g., the volume Vol(B(x))) of a body B(x) depending on a
parameter under the constraint that B(x) is contained in G:
(47)
maxx∈Rn Vol(B(x))
s.t. B(x) ⊂ G.
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Table 5
Ex. B(x) Vol(B(x))
6-1 (z1 − x1)2 + (z2 − x2)2 ≤ x23 πx23
6-2
(z1 − x1)2
x23
+
(z2 − x2)2
x24
≤ 1 πx3x4
6-3
(
z −
(
x1
x2
))T (
x3 x4
x4 x5
)(
z −
(
x1
x2
))
≤ 1 −x3x5 + x24
6-4 z1 − x1 ≤ 0, z2 − x2 ≤ 0, −z1 + x3 ≤ 0, −z2 + x4 ≤ 0 (x1 − x3) · (x2 − x4)
For Examples 6-1 to 6-4 we deﬁne G = {z ∈ R2 | g(z) ≥ 0} by
g(z) =
(
z1 + z
2
2 , −z1/4− z2 + 3/4, z2 + 1
)T
.
The general design centering problem (47) can be formulated as (GSIP) by
maxx∈Rn Vol(B(x))
s.t. g(z) ≥ 0 ∀z ∈ B(x).
Table 5 summarizes the deﬁning constraints of the body B(x) and the formula used
for Vol(B(x)) in Examples 6-1 to 6-4.
In Example 6-1 we want to ﬁnd the largest ball with free center and radius
inscribed in G. We generated 50 starting points uniformly distributed in the set
[0, 2]× [−1, 1]× [0, 1].
In Example 6-2 we want to ﬁnd the largest ellipse in normal form with free center
and axis lengths inscribed in G. We generated 50 starting points uniformly distributed
in the set [0, 2]× [−1, 1]× [0.1, 1.1]2.
In Example 6-3 the ellipse from Example 6-2 is allowed to have axes in arbitrary
position. We put this problem into the following (GSIP):
max{−x3x5 + x24 | g(z) ≥ 0 ∀z ∈ B(x), x3x5 − x24 ≥ 0, x3 ≥ 0, x5 ≥ 0}.
We generated 50 starting points uniformly distributed in the set [1, 3] × [−1, 1] ×
[0, 1.5]× {0} × [0, 1.5].
In Example 6-4 we want to ﬁnd the largest box with sides parallel to the coordinate
axis contained in G. We generated 50 starting points uniformly distributed in the
set [1, 7]2 × [−5,−1]2. In this example, the reduction ansatz is not fulﬁlled in the
parametric lower level problem
minz (z2 + 1)
s.t. z ∈ B(x)
for all x ∈ R4. Nevertheless the algorithm worked well on this problem (see Tables 6–8
below).
Example 7 (robust optimization; see [2, 48]). We consider again the portfolio
optimization problem from Example 5. However, we know that the decision maker’s
risk aversion increases when the values xi deviate from 1/K, i = 1, . . . ,K. We replace
θ in (46) by
Θ(x) = θ ·
{
1 +
K∑
i=1
(xi − 1/K)2
}
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Table 6
Problem D-UL/D-LL/NS Solved/stationary-points/abort NonS-IP
M = 0 M = 5 M = 10
Ex-6-1 6/3/50 48 0 2 49 0 1 49 0 1 0
Ex-6-2 7/3/50 50 0 0 49 1 0 49 1 0 0
Ex-6-3 9/3/50 47 0 3 50 0 0 50 0 0 1
Ex-6-4 7/6/50 50 0 0 50 0 0 50 0 0 16
Ex-7-10 23/11/50 50 0 0 50 0 0 50 0 0 0
Ex-7-50 103/51/50 50 0 0 50 0 0 50 0 0 0
Ex-7-100 203/101/50 50 0 0 50 0 0 50 0 0 0
Ex-7-150 303/151/20 20 0 0 20 0 0 20 0 0 1
Table 7
Problem N-It Imp.(%) N-Back Imp.(%) T-It Imp.(%)
0 10 ∅ max 0 10 ∅ max 0 10 ∅ max
Ex-6-1 9 7 3.1 95 191 86 6.1 100 3.4 2.51 2.6 95.3
Ex-6-2 15 15 1.5 36.4 0 0 7.7 100 2.67 2.69 0.5 12.4
Ex-6-3 22 17 5.4 83.2 257 3 15.3 99.9 6.02 3.41 6 92.4
Ex-6-4 19 19 0 0 14 14 0 0 2.89 2.88 0.1 10.7
Ex-7-10 7 7 0 0 1 1 0 0 1.89 1.87 0.9 19.5
Ex-7-50 9 9 0 0 1 1 0 0 16.5 16.48 0.1 1.3
Ex-7-100 9 9 0 0 1 1 0 0 56.39 56.39 0 0.8
Ex-7-150 11 10 8.2 9.1 2 1 47.5 50 121.23 116.78 3.7 7.3
and set zi, σi, and θ as follows:
zi = 1.15 + i
0.05
K
, i = 1, . . . ,K, σi = 1, i = 1, . . . ,K, θ = 1.5.
The set Z in (45) now depends on x, and we get a (GSIP). We applied our algorithm
for K = 10, 50, 100, 150. We generated starting points uniformly distributed in the
set [1, 3]× [0, 1]K for K = 10, 50, 100, 150.
Numerical results for (GSIP). Tables 6–8 resume the results for (GSIP). The
tables are labeled identically to Tables 2–4. See section 4.1 for details.
The global convergence behavior of all examples is very satisfying; see Table 6. In
Examples 6-1 to 6-3 we observed that the Kojima function became very “ﬂat” during
the iterations. This explains the several starting points which lead to a nonzero
stationary point or to an abort. The nonmonotone algorithm gets rid of some of these
points.
In Table 7, we can see no signiﬁcant diﬀerence between the monotone and the
nonmonotone version concerning global convergence. It is again remarkable that in
three out of eight examples nonsmooth iteration points occurred. In Table 7 we also
observe that the nonmonotone rule was successful with respect to backtracking steps
(and therefore also with respect to iteration time) in Examples 6-1, 6-3, and 7-150.
For the rest of the problems we can see nearly no diﬀerence between the monotone
and nonmonotone versions.
The number of main iterations was not inﬂuenced by the nonmonotone rule for
all problems.
With the results in Table 8 we can conﬁrm again the (theoretical) local conver-
gence properties that we have deduced in section 2.3.
In Examples 6-1 and 7-10 to 7-150 the path length is equal to 1, and the norm
of the solutions from the generalized Gauss–Newton step is bounded. We observe
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Table 8
Problem No. Path length ‖(u, v)‖2
τk < 1 τk = 1 Bound. Unbound.
Ex-6-1 Convergent s-linear 38 0 38 38 0
Linear 8 0 8 8 0
Undeﬁned 1 0 1 1 0
Abort 2 0 2 2 0
Ex-6-2 Convergent Linear 2 0 2 0 2
Undeﬁned 48 47 1 48 0
Ex-6-3 Convergent Linear 1 1 0 1 0
Undeﬁned 46 46 0 46 0
Abort 3 2 1 3 0
Ex-6-4 Convergent Linear 25 0 25 22 3
Undeﬁned 25 0 25 24 1
Ex-7-10 Convergent s-linear 50 0 50 50 0
Ex-7-50 Convergent Linear 50 0 50 50 0
Ex-7-100 Convergent s-linear 1 0 1 1 0
Linear 49 0 49 49 0
Ex-7-150 Convergent s-linear 20 0 20 20 0
superlinear and (fast) linear convergence like that predicted in Theorem 2.8. This is
numerical evidence that the condition (CI) is fulﬁlled in the respective zeros.
In Examples 6-2 and 6-3 the convergence speed is undeﬁned for almost all starting
points. We suspect that the condition (CI) does not hold in the respective zeros.
The local convergence behavior of Example 6-4 is diﬃcult to interpret since the
reduction ansatz is not fulﬁlled for all x ∈ R4 in this case (see the comments above).
Examples 6-1, 6-2, and 7-10 to 7-150 were also considered by Stein and Tezel [49]
with MATLAB 7.3. They got convergence to a zero for all examples. They report the
number of main iterations and CPU time for one starting point. Concerning main
iterations we needed (in the average) twice as much for Examples 6-1 and 6-2. For
Examples 7-10 to 7-150 it was more or less the same.
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