Abstract. It is shown that for each radial doubling weight ω and 0 < p < 1, the dual of the weighted Bergman space A 
Introduction and the result
As usual, we write A p α if ω(z) = (1 − |z| 2 ) α for −1 < α < ∞. When p 1, the space A p ω is a Banach space, while for p < 1 the expression above defines only a quasi-norm, under which A p ω is complete. In this work, we will study the continuous dual of A 
For p > 1 and through a similar argument for p = 1, the duality can be proven roughly as follows. Take element F ∈ (A p α ) * , and extend it by the Hahn-Banach theorem to an element of the dual of L p α . Now, due to the existence of an isometric [8] . In this work, we will obtain analogous duality result for a class of Bergman spaces generated by much more general weights. To state the result and to place it in a more general context, some notation and background is needed. Write ω ∈ D if ω(z) =´1 |z| ω(t) dt satisfies the doubling property ω(r) C ω 
for all 0 r < 1, then we denote ω ∈ D. For basic properties of these weights and more, see [3] , [6] and [7] . [5, Corollary 7] . The reason why the proof of the first-mentioned result does not carry over the whole class D is that the maximal Bergman projection In this work we describe the dual of A p ω for 0 < p < 1 and ω ∈ D. To define the appropriate dual pairing we define for ω ∈ D and 0 < p 1, the weight
−1 , and, in particular, W 1,ω = ω. One could equally well consider any of the summands appearing in the definition of W only, but because of the identity for W we keep this definition since it slightly simplifies some calculations that we will face later. For r ∈ (0, 1), define f r by f r (z) = f (rz) for all z ∈ D. With these preparations we can state the main result of this study as follows. 
Comparing with Zhu's argument [10] , we are led to deal with the following three main obstructions:
(1) L p -estimates for functions resembling the Bergman kernel; (2) Sharp embedding A In the case of the standard weights, (1) is taken care of by the classical Forelli-Rudin estimates [2] , while the requirement (2) can be understood in terms of Carleson measures. It turns out, that these lie in the core of the theory of more general weights, and indeed can be understood. As far as we know, there is no direct analog for the fractional differential operators induced by more general weights; for standard weights the order of differentiation comes out rather transparently. Surprisingly enough, we can avoid fractional derivatives altogether, and this actually simplifies the proof substantially.
Towards Theorem 1
Zhu's argument goes through expressing f ∈ A p ω with the help of the reproducing property. Our reasoning could be considered a somewhat more streamlined version of this proof. It relies in particular on [5, Theorem 1(ii)] which plays the role of the Forelli-Rudin estimates and says that, for each ω, ν ∈ D, 0 < p < ∞ and n ∈ N∪{0}, the reproducing kernel of A 2 ω satisfies the estimate
This result was used in [5] to show that for each ω ∈ D, the spaces (A 
The above result can be used to prove the surjectivity of P ω :
The proof is quite standard, but not readily available in the literature, so we record it here for the convenience of the reader. To find an exact preimage of g ∈ B under P ω is more laborious, see [7] for details. Here we just note that if ω ∈ D satisfies the pointwise regularity condition ω(z) ≍ ω(z)(1 − |z|), then for each g ∈ B, the function
belongs to L ∞ and satisfies P ω (h) = g.
Proof. The fact that P ω : L ∞ → B is bounded for each ω ∈ D is contained in [5, Theorem 5(ii)], but since the proof is short we sketch it here for the convenience of the reader. If
, and hence (2.1) gives
Then it induces an element in (A by the formula
On the other hand, the Hahn-Banach theorem and the well-known duality (
for all f ∈ A 1 ω . Now, note that P ω (f r ) = f r and that P ω is self-adjoint. We have
But P ω (ϕ) ∈ B by the first part of the proof, thus g − P ω (ϕ) ∈ B and represents the zero functional. It follows that g = P ω (ϕ), which completes the proof.
With these preparations we are ready to prove our main result.
Proof of Theorem 1
Let
The weight W induces a reproducing formula through its kernel B W z by
and hence (for instance, by approximating f r by polynomials) one obtains
Here the subindex in F z indicates the variable of the function with respect to which F operates. Of course, by using any orthonormal basis {e n } of A 2 W , the kernel can be expressed as B W z (ζ) = n e n (ζ)e n (z), and hence one can explicitly write
Anyhow, the function
Moreover, using the linearity of F on the difference quotient along with the fact that for a fixed ζ ∈ D, z → B W z (ζ) is analytic in a disc containing D, it is easy to see that g ∈ H(D) and 
