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Abstract 
Based on the wavelet theory, a class of novel filter banks is designed and constructed. The filter banks have 
mathematical properties of finite impulse response, symmetry, linear phase, quasi-orthogonality, high regularity etc. 
As an application on signal and information processing, a number of image compression experiments are performed 
on four testing images with five different bit rates. Peak signal-to-noise ratio and structural similarity index measure 
are used to evaluate the image quality. The experimental results show that the proposed filter banks have a very good 
performance of image compression. 
 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
 
Keyword:  image compression; image quality measure; peak signal-to-noise ratio; structural similarity index measure 
1. Introduction 
Recent research in transform-based image compression has focused on the wavelet transform due to 
its superior performance over other transforms. It has become a powerful tool for image and video coding 
[1]-[5].   There are close relationships between compactly supported orthogonal wavelet bases and finite 
impulse response (FIR) orthogonal filter banks. Mallat [6] proposed a rapid algorithm for computation of 
wavelet coefficients by using filter banks. Daubechies [7] constructed compactly supported orthogonal 
wavelet bases thorough the iteration of discrete filters. Vetterli and Herley [8] designed orthogonal 
wavelets with the regular filters. More research is described in [7] and [9]. 
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2. Basic theory 
The conjugate quadrature filter banks associated with orthogonal wavelet bases are expressed as 
follows 
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Assume the FIR filter H(ω) is of length 2N. The following sufficient conditions ensure the filter H(ω) 
to structure orthogonal wavelet bases [7], [9] 
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3. Design of filter banks 
Assume that the filter H(ω) is symmetric, namely, h2N-1-k=hk, k=0, 1, …, N-1，then the constraint 
conditions (2)-(4) on the filter become: 
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with γ as the objective function and hk , k=0, 1, …, N-1, as the variables, the following optimization 
model is established to design a class of novel filter banks. 
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There is the following proposition 1 for the constraint equations in the model (9). 
Delete all linear correlation equations in (7) and use the equivalent transformation of the coefficients 
above, (9) becomes 
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The filter banks satisfying (10) and (1) are symmetric quasi-orthogonal FIR filter banks. They are 
expressed in symbols “HqN(ω)” and “GqN(ω)” respectively. 
4. Image quality measures 
4.1. Peak signal-to-noise ratio 
Standard objective measures of image quality are Mean Squared Error (MSE) and PSNR which is 
defined as (for 8 bits per pixel of input image) [10] 
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where x, y are the two images with I×J pixel. 
4.2. Structural similarity index measure 
SSIM index is a method for measuring the similarity between two images [11]. It is commonly used 
for testing the quality of various lossy video compression methods. It is defined as: 
γβα )],([)],([)],([),( yxsyxcyxlyxSSIM =   (12) 
where l(x, y) is the luminance comparison, c(x, y) is contrast comparison and s(x, y) is the structural 
comparison between two images (x, y) and α> 0，β> 0 and γ> 0 are used to adjust the importance of 
three parameters.  
5. Experimental results 
Here four test images (512×512, 8 bits per pixel), Lena, Goldhill, Baboon and Barbara are used to 
evaluate the performance of the filter banks in image compression.  Experiments are conducted on 
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MATLAB platform, coded with SPIHT image compression coder [3]. For each image 5 different bit rates 
are used: 0.2, 0.4, 0.6, 0.8 and 1 bit per pixel (bpp) with 5 levers of decompositions. PSNR and MSSIM 
are the measures of compressed image quality. 
The PNSR and MSSIM of a number of conventional wavelets together with ones of H56 and H57 
are shown respectively in Tables 1 and 2.  With the notations in MATLAB, dbN is Daubechies’ wavelet 
of 2N-length, symN is the Daubechies’ symlet of 2N-length, bior4.4 and bior5.5 are biorthogonal 
wavelets of 7/9-length and 9/11-length respectively. 
It is clear from Table 1 and Table 2 that H57 has the maxima of PSNR and MSSIM, and followed by 
H56. The comparison results show that the proposed filter banks have very good performance of image 
compression. 
6. Conclusion 
A class of novel filter banks HqN(ω) and GqN(ω), which have the mathematical properties of FIR, 
symmetry, linear phase, quasi-orthogonality, q-order regularity, are designed and constructed in this work. 
Their order of regularity can only be odd. The SPHIT coder with five different bit rates is used to code 
four testing images in image compression experiments. Comparisons with the conventional Daubechies’ 
wavelets and biorthogonal wavelets show that PSNR and MSSIM of H5N are greater than ones of bior4.4, 
bior5.5, dbN and symN (N = 6, 7). The experimental results indicate that the proposed filter banks have a 
very good performance of image compression. 
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Table 1. PNSR comparison 
Test 
image 
Bitrate (bpp) db6 db7 sym6 sym7 bior4.4 bior5.5 H56 H57
 
 
Lena 
0.2 
0.4 
0.6 
0.8 
1.0 
 
31.1213 
34.6894 
36.8861 
38.2058 
39.5412 
31.1475 
34.7795 
36.9211 
38.2429 
39.5742 
31.2775 
34.8863 
37.0298 
38.3209 
39.6569 
31.4339 
34.9433 
37.0704 
38.3398 
39.6737 
31.5616 
35.0839 
37.1619 
38.4841 
39.7485 
31.0188 
34.6847 
36.7049 
37.7350 
39.3469 
31.8045 
35.1976 
37.2500 
38.4964 
39.8012 
31.8536
35.2610
37.3181
38.5771
39.8829
 
 
Gold
hill 
 
 
 
 
 
Babo
on 
 
 
 
 
Barba
0.2 
0.4 
0.6 
0.8 
1.0 
 
0.2 
0.4 
0.6 
0.8 
1.0 
 
0.2 
0.4 
0.6 
0.8 
28.6208 
31.2774 
32.9455 
34.5302 
35.6720 
 
21.9214 
23.9774 
25.4999 
26.9976 
28.2748 
 
25.5000 
28.8195 
31.5207 
33.5486 
28.6799 
31.2983 
32.9374 
34.4881 
35.6262 
 
21.9039 
23.9520 
25.5062 
27.0271 
28.3063 
 
25.5557 
28.9422 
31.6227 
33.6899 
28.7818 
31.4480 
33.1366 
34.7165 
35.8134 
 
21.9584 
24.0170 
25.5483 
27.0529 
28.3413 
 
25.4389 
28.8839 
31.6169 
33.7006 
28.8356 
31.4180 
33.0853 
34.6700 
35.7973 
 
21.9866 
24.0747 
25.6037 
27.1048 
28.3884 
 
25.6096 
29.1003 
31.7744 
33.8901 
28.8856 
31.4459 
33.1364 
34.6833 
35.7820 
 
21.9258 
23.6078 
25.0682 
27.1216 
28.3658 
 
25.4342 
28.9126 
31.4723 
33.6568 
28.3267 
30.9285 
32.3364 
34.1633 
35.1647 
 
21.4904 
23.6360 
25.0232 
26.5236 
27.9179 
 
25.1971 
28.3812 
31.1980 
33.2181 
29.1633 
31.6238 
33.2468 
34.7867 
35.8646 
 
21.9925 
24.0548 
25.5991 
27.1116 
28.3941 
 
25.8895 
29.1388 
31.7414 
33.8316 
29.1826
31.6453
33.2663
34.8106
35.8938
 
22.0014
24.0772
25.6197
27.1368
28.4228
 
25.9584
29.2550
31.8832
34.0056
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ra 1.0 35.4828 35.6288 35.6464 35.8333 35.5250 35.2818 35.7413 35.9008
Table 2. PNSR comparison 
Test Image Bitrate (bpp) db6 db7 sym6 sym7 bior4.4 bior5.5 H56 H57
 
 
Lena 
 
 
 
 
 
Goldhill 
 
 
 
 
 
Baboon 
 
 
 
 
 
Barbara 
 
0.2 
0.4 
0.6 
0.8 
1.0 
 
0.2 
0.4 
0.6 
0.8 
1.0 
 
0.2 
0.4 
0.6 
0.8 
1.0 
 
0.2 
0.4 
0.6 
0.8 
1.0 
0.8385 
0.8946 
0.9212 
0.9369 
0.9465 
 
0.7168 
0.8092 
0.8630 
0.8931 
0.9155 
 
0.5223 
0.6628 
0.7442 
0.7966 
0.8312 
 
0.7256 
0.8383 
0.8910 
0.9220 
0.9384 
0.8380 
0.8952 
0.9212 
0.9372 
0.9467 
 
0.7199 
0.8103 
0.8644 
0.8948 
0.9165 
 
0.5226 
0.6623 
0.7450 
0.7984 
0.8323 
 
0.7258 
0.8384 
0.8919 
0.9222 
0.9392 
0.8427 
0.8973 
0.9226 
0.9386 
0.9470 
 
0.7208 
0.8138 
0.8674 
0.8966 
0.9178 
 
0.5220 
0.6638 
0.7449 
0.7981 
0.8320 
 
0.7280 
0.8424 
0.8948 
0.9247 
0.9400 
0.8453 
0.8994 
0.9230 
0.9390 
0.9473 
 
0.7239 
0.8131 
0.8662 
0.8960 
0.9181 
 
0.5258 
0.6659 
0.7477 
0.7993 
0.8326 
 
0.7358 
0.8490 
0.8967 
0.9255 
0.9414 
0.8508 
0.9034 
0.9249 
0.9399 
0.9483 
 
0.7288 
0.8172 
0.8708 
0.8980 
0.9189 
 
0.5219 
0.6635 
0.7451 
0.7997 
0.8349 
 
0.7372 
0.8477 
0.8953 
0.9250 
0.9399 
0.8319 
0.8929 
0.9190 
0.9330 
0.9446 
 
0.7068 
0.7988 
0.8486 
0.8867 
0.9086 
 
0.4986 
0.6439 
0.7232 
0.7725 
0.8132 
 
0.7091 
0.8267 
0.8852 
0.9136 
0.9354 
0.8507 
0.9032 
0.9249 
0.9398 
0.9484 
 
0.7358 
0.8175 
0.8708 
0.8979 
0.9181 
 
0.5243 
0.6629 
0.7446 
0.7989 
0.8317 
 
0.7413 
0.8519 
0.8969 
0.9257 
0.9410 
0.8513 
0.9044 
0.9257 
0.9402 
0.9490 
 
0.7369 
0.8187 
0.8715 
0.8983 
0.9186 
 
0.5253 
0.6651 
0.7468 
0.8002 
0.8332 
 
0.7445 
0.8544 
0.8990 
0.9268 
0.9425 
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