The Average Vector Field (AVF) method is a B-series scheme of the second order. As a discrete gradient method it preserves exactly the energy integral for any canonical Hamiltonian system. We present and discuss two locally exact and energy-preserving modifications of the AVF method: AVF-LEX (of the third order) and AVF-SLEX (of the fourth order). Applications to spherically symmetric potentials are given, including a compact explicit expression for the AVF scheme for the Coulomb-Kepler problem.
Introduction
Discrete gradient methods were developed many years ago for molecular dynamics simulations [15] . They preserve exactly the energy integral which is of considerable advantage [13] . More recently discrete gradient methods have been essentially developed by McLachlan, Quispel and their collaborators [16, 17, 22] . In particular, discrete gradient schemes preserving any first integrals for any ordinary differential equations were constructed [23] .
A discrete gradient is a function of two vector variables (y y y n , y y y n+1 ) and has to satisfy (see [16] ):
∇H(y y y n , y y y n+1 ) · (y y y n+1 − y y y n ) = H(y y y n+1 ) − H(y y y n ) ∇H(y y y n , y y y n+1 ) → ∇H(y y y) for y y y n → y y y , (1.1) where H is a function of y y y (we will confine ourselves to a particular case when H is a Hamiltonian). We will consider only symmetric discrete gradients, i.e., such that∇H(y y y n , y y y n+1 ) =∇H(y y y n+1 , y y y n ). Discrete gradients are highly non-unique. An important special case of the Average Vector Field discrete gradient (AVF) was introduced in [16] . Later, the AVF scheme was identified as a B-series method [22] which prompted intensive studies on energy-preserving B-series methods [1, 2, 12] . In this paper we derive simple explicit formulas for the AVF discrete gradient in two important cases: the Coulomb-Kepler problem and a threedimensional anharmonic oscillator, see Section 2. We also propose two "locally exact" modifications of the AVF method: AVF-LEX and AVF-SLEX. They preserve the energy integral and have much higher accuracy than the original AVF scheme. Although such modifications can be constructed for any Hamitonian and any discrete gradient (see [6] ), in this paper we focus on discrete gradient schemes for Hamiltonians of the form H = A numerical scheme for an ordinary differential equationẏ y y = F (y y y) is locally exact if there exists a sequence (ȳ ȳ y n ) such that the linearization of the scheme aroundȳ ȳ y n is identical with the exact discretization of the differential equation linearized aroundȳ ȳ y n , see [4, 10] . In this paper we consider two types of locally exact modifications:ȳ ȳ y n = y y y n (LEX) andȳ ȳ y n = 1 2 (y y y n + y y y n+1 ) (SLEX). Our approach consists in considering a class of non-standard modifications of a numerical scheme (compare [18] ) parameterized by some functions (e.g., matrices denoted by δ δ δ n ). Requiring local exactness we can determine these functions (another possibility is proposed in [10, 11] ). We point out that any linear ordinary differential equation with constant coefficients admits the exact discretization in an explicit form, see [3, 7, 18, 21] . The exact discretization of linearized equations is known as the exponential Euler method [20] . A similar notion (preservation of the linearization at all fixed points) appeared in [17] , see also [8] .
Locally exact modifications of the discrete gradient method for Hamiltonian systems were studied in [4, 5, 6, 9, 10] . Discrete gradient schemes were modified without changing their most important property: the exact conservation of the energy integral. Locally exact modifications improve the accuracy (especially in the neighbourhood of a stable equilibrium) although their order is not always higher. In the case of one degre of freedom the symmetric discrete gradient scheme (of second order) has locally exact modifications of third (LEX) and fourth (SLEX) order, respectively, [9, 10] . In the multidimensional case the order is usually unchanged, see [5] . The AVF method turns out to be an exception: locally exact modifications, AVF-LEX and AVF-SLEX, are of third and fourth order, respectively. Numerical experiments confirm advantages of proposed modifications, see Section 6. Locally exact modifications increase the accuracy by several orders of magnitude.
Average Vector Field method
We consider a Hamiltonian system of the forṁ
where y y y ∈ R 2m , H = H(y y y) is a Hamiltonian, and I is m × m unit matrix. The Average Vector Field method is defined by y y y n+1 − y y y n h n = 1 0 F (y y y n + ξ∆y y y n )dξ ,
where h n is a variable time step and ∆y y y n := y y y n+1 − y y y n . The AVF method exactly preserves the energy integral H, is a symmetric B-series method of the second order, is affine-covariant and self-adjoint [1] . We denote y y y = (x x x, p p p) = (x 1 , . . . , x m , p 1 , . . . , p m ). In this paper we often confine ourselves to the case
and the AVF method (2.2) can be rewritten as
where f f f (x x x) := −V x x x (x x x) and ∆x x x n := x x x n+1 − x x x n . Therefore, it is natural to define the AVF discrete gradient as
In some special cases the integral defining the AVF discrete gradient can be explicitly calculated. We will consider the important case of a spherically symmetric anharmonic oscillator and the Coulomb-Kepler potential.
Lemma 2.1. The AVF discrete gradient for an anharmonic oscillator potential V (r) = αr 2 − βr 4 (where r = |x x x|) can be explicitly computed by the Simpson rulē
where f f f (x x x) = −V x x x (x x x).
which, in principle, can be integrated in an elementary way for any n. In particular,
(2.10)
Now the equality (2.7) can be verified as an easy exercise. ✷ In a particular case, when f (x x x n+1 ) is parallel to x x x n+1 , Lemma 2.1 is a consequence of the well known fact that the Simpson rule is exact for cubic integrands.
General results of this kind, concerning polynomial Hamiltonians, are reported in [1] . The non-polynomial cases are more difficult. An important example (n = −1) is treated below.
Lemma 2.2. The AVF discrete gradient for the Coulomb-Kepler potential V (r) = − κ r can be explicitly computed as
Proof: We denote r n = |x x x n | and
where ξ n = |ξ ξ ξ n | and
Furthermore, u 0 and u 1 are defined by
It is convenient to consider the triangle formed by x x x n , x x x n+1 , r n ξ ξ ξ n . We define
Then also 17) and, by the sine rule,
Therefore, using (2.12), (2.16) and (2.18), we get
Therefore, (2.13) yields
and, using (2.15) and (2.19), we obtain
We substituteξ ξ ξ n = x x x n+1 − x x x n ξ n r n from (2.12) and ξ n from (2.18) and, after elementary trigonometric calculations, we get 22) and, using (2.17) and (2.18), we transform (2.22) to the form (2.11). ✷
Locally exact modifications of symmetric discrete gradient schemes
Locally exact modification of the discrete gradient scheme y y y n+1 = y y y n + h n S∇H ,
(where∇H is a symmetric discrete gradient) is given by [4] :
where F ′ is evaluated atȳ ȳ y n given by eitherȳ ȳ y n = y y y n (LEX) orȳ ȳ y n = 1 2
(y y y n + y y y n+1 ) (SLEX). Then, tanhc(z) := z −1 tanh(z) for z = 0 and tanhc(0) := 1. Tanhc is an analytic function:
Note that Λ n is of the same form for all symmetric discrete gradients, including the AVF discrete gradient. In the special case of separable Hamiltonians we have the following useful theorem, see [4] .
. Then the numerical scheme
(where∇ is a symmetric discrete gradient), preserves exactly the energy integral (for any h n -dependent matrix δ δ δ n such that δ n δ n δ n → h n I for h n → 0) and is locally exact for
where eitherx 
Taylor expansions
In this section we confine ourselves to the case (2.3). Then, obviously, T p p pp p p = I and, as a consequence, Ω 2 n = V x x xx x x (x x x n ). Therefore
where V xx xx xx is evaluated atx x x n . The system (3.4) can be (implicitly) solved with respect to x x x n+1 , p p p n+1 . We are going to derive x x x n+1 , p p p n+1 in the form of Taylor expansions in h (in this section we denote h n ≡ h):
where a a a k , b b b k are vectors with components a kj and b kj , respectively (they depend also on the index n, but we supress this dependence for the sake of clarity). Coefficients of the expansion (4.1) will be denoted by c k (matrices with entries c kµν ), i.e.,
where, in particular, c 1 = I (in order to assure the consistency of the modified scheme). We distinguish two cases. In the first case (LEX), we have
where V xx xx xx is evalueted at x x x n . Note that c 2 = c 4 = . . . = 0, i.e., δ δ δ LEX n is odd with respect to h. In the second case (SLEX) all derivatives on the righthand side of (4.1) are evaluated at 1 2 (x x x n + x x x n+1 ) and x x x n+1 is represented by the series (4.2). In particular,
= V x x xx x x + 1 2 hV x x xx x xx x x a a a 1 + 1 2 h 2 V x x xx x xx x x a a a 2 + 1 8 h 2 V x x xx x xx x xx x x (a a a 1 , a a a 1 ) + . . . where all derivatives of V on the right-hand side of (4.5) are evaluated at x x x n . Thus
Note that δ δ δ n is no longer odd in h. Denoting µth component of x x x n+1 − x x x n by ∆x µ , we expand γth component of∇V (x x x n , x x x n+1 ) (shortly denoted by∇ γ V ) with respect to ∆x µ :
where A γµ , B γµν and C γµνσ are x x x n -dependent coefficients (different for different discrete gradients) and summation over repeating Greek indices is assumed (from 1 to m). Here and in the following we denote:
In the case of symmetric discrete gradients coefficients A γµ , B γµν , C γµνσ have a special form.
Lemma 4.1. If the discrete gradient∇V is symmetric, then:
Taking into account that ∆x µ → −∆x µ for x x x n+1 ↔ x x x n , we computē
Then, by standard Taylor expansions, we have
where all quantities on the right-hand side are evaluated at x x x n . Substituting these expansions into (4.10), we get 
(4.12)
(4.13)
Proof: Taking into account that ∆x
a kµ h k , we substitute expansions (4.2), (4.3) and (4.7) into (3.4):
where summation (from 1 to m) over repeating Greek indices is still assumed. Equating coefficients by powers of h we compute (recurrently) a kγ and b kγ :
15)
where we assumed c 1µν = δ µν (i.e., c 1 = I) and c 2µν = 0, see (4.4) . Then, we use (4.9) and take into account c 3γµ = 
(4.17)
Proof: Similarly as in the proof of Lemma 4.2, we substitute expansions (4.2), (4.3) and (4.7) into (3.4), obtaining (4.14), (4.15) and (4.16). Then, we use (4.9) and take into account (4.6), i.e.,
As a result, we get (4.12) and (4.17) . ✷ Lemma 4.4. The Taylor expansion of the exact solution of the Hamiltonian systemṗ pṗ = −V x x x ,ẋ ẋ x = p p p is given by
where
(4.20)
Proof: Expanding y y y(t + h), the exact solution to (2.1), in a Taylor series, we get y y y(t + h) = y y y(t)
where F and its derivatives are evaluated at y y y(t). In the case (2.3) we have
which is equivalent to (4.20) . ✷ Theorem 4.5. Locally exact modification (LEX) of a symmetric discrete gradient scheme defined by (4.7) has the order
• at least 2 (always),
• at least 3 if and only if B γµν = V, γµν ,
• at least 4 if and only if B γµν = V, γµν = 0.
Proof: It is sufficient to compare the expansion (4.20) of the exact solution with the expansion (4.12), (4.13). We always have: 
. Note that for a symmetric discrete gradient B γµν = V, γµν implies C γµνρ = V, γµνρ , see (4.7). ✷ In order to compute coefficients A γµ , B γµν and C γµνρ for the AVF method we expand the gradient V, γ (evaluated at x x x n + t∆x x x n ) in a Taylor series with respect to ∆x x x n = x x x n+1 − x x x n . Thus we get
Therefore, integrating term by term, which means that in the case of the AVF discrete gradient we have:
Corollary 4.7. The locally exact method AVF-LEX is of at least 3rd order and the AVF-SLEX scheme is of at least 4th order. For special potentials V (x x x) these orders can be higher, e.g., the AVF-LEX scheme is of 4th order for quadratic potentials.
B-series
It is well known that the AVF method is a B-series method [1, 22] . The main reason is that the AVF discrete gradient has a Taylor expansion expressed in terms of the so-called elementary differentials, see [13] . Indeed, denoting ∆y y y n := y y y n+1 − y y y n , expanding the right-hand side of (2.2) with respect to ∆y y y n , and integrating term by term, we get:
∆y y y n h = F + 1 2! F ′ ∆y y y n + 1 3! F ′′ (∆y y y n , ∆y y y n )+ 1 4! F ′′′ (∆y y y n , ∆y y y n , ∆y y y n )+. . . (5.1) (where kth derivative of F is a vector-valued k-linear form). Treating this equation as an implicit equation for ∆y y y n we can apply the standard fixed point method (starting from ∆y y y n = 0), generating the formal series expression for the AVF scheme:
We point out that at every iteration step we get a B-series (a sum of elementary differentials). We will show that locally exact modifications preserve this property: both AVF-LEX and AVF-SLEX are B-series method. Locally exact AVF methods can be represented as y y y n+1 − y y y n = Λ n S
where Λ n is defined by (3.2) . Note that
where F ′ is evaluated either at y y y n (AVF-LEX) or at 1 2 (y y y n + y y y n+1 ) (AVF-SLEX).
Theorem 5.1. The AVF-LEX scheme (5.3), with Λ n S −1 evaluated at y y y n , is a B-series method of the third order for any F .
Proof: We expand (5.3) in the Taylor series with respect to ∆y y y n and integrate the right-hand side term by term, obtaining:
(∆y y y n , ∆y y y n ) + 1 4! F ′′′ (∆y y y n , ∆y y y n , ∆y y y n ) + . . .
where all derivatives are evaluated at y y y n . The multiplication by powers of F ′ transforms elementary differentials into other elementary differentials. Therefore, applying the fixed point method in the identical way as in the AVF case, we express ∆y y y n for the AVF-LEX scheme in terms of elementary differentials: (y y y n + y y y n+1 ), is a B-series method of the 4th order (at least) for any F .
Proof: We have to evaluate Λ n S −1 , given by (5.4), at 1 2 (y y y n + y y y n+1 ), i.e., at y y y n + 1 2 ∆y y y n . We denote F ′ := F ′ (y y y n + 1 2 ∆y y y n ). From (5.3) we obtain:
(∆y y y n , ∆y y y n ) + 1 4! F ′′′ (∆y y y n , ∆y y y n , ∆y y y n ) + . . . .
Expanding F ′ with respect to ∆y y y n , we get
Suppose that ∆y y y n and w w w are given by some B-series. Then is a B-series as well, see [13] . Therefore, ( F ′ ) n w w w is also a B-series for any n ∈ N. Applying the fixed point method for solving (5.7), we obtain B-series at every iteration step. Thus we can express ∆y y y n for the AVF-SLEX scheme in terms of elementary differentials:
All these terms (up to 4th order) are identical with the expansion of the exact solution. Therefore, AVF-SLEX is of the 4th order. ✷
Numerical experiments
We tested numerically locally exact AVF schemes on spherically symmetric potentials (circular orbits for the Coulomb-Kepler problem and an anharmonic oscillator). Our algorithms use simplified expressions for the AVF discrete gradients derived in Section 2. The function tanhc of a matrix is computed in the standard way (by diagonalization of the matrix) as any other analytic function. This straightforward method is expensive for large m and then one may use special techniques for computing exponential integrators [14, 19] . We took into account that locally exact modifications are more expensive. Therefore, in numerical experiments we use different time steps in order to get the same computational costs. The cost was estimated by the number of function evaluations.
Results of numerical experiments are very promising, see Fig. 1 and Fig. 2 . The scaled time steph equals h for the AVF scheme. In the case of AVF-LEX the actual time step h is about 2 times greater thanh (for more precise values see figure captions), and for AVF-SLEX this factor is about 3. In spite of this handicap locally exact modifications are more accurate by several orders of magnitude in comparison with the standard AVF scheme.
Note that the h-dependence of the error is practically linear (in both cases). The slopes of these lines are given by 2.00, 3.02, 3.99 ( Fig. 1 ) and 2.00, 2.95, 4.36 (Fig. 2 ) which is in a good agreement with computed orders of the corresponding schemes. Note that for larger values ofh the accuracy of AVF-LEX can be greater than the accuracy of AVF-SLEX.
The higher order of AVF-LEX and AVF-SLEX (as compared to AVF) explains only in part their high accuracy. We point out that locally exact schemes are very accurate in a neighbourhood (not very small, in fact) of the stable equilibrium [5, 6] . Local exactness has also some additional advantages [5] and is worthwhile to be studied more carefully. 
