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Magnetic resonance elastography (MRE) is an example of emerging hybrid imaging tech-
niques for the detection of early stage cancer. MRE utilizes interior data for its inverse problems,
which greatly reduces the ill-posedness from which most traditional inverse problems suffer.
In this thesis, we first establish a sensitivity analysis for viscoelastic scalar medium with
complex wave number and compare it with the purely elastic case. Also we estimate the smallest
detectable inclusion for breast and liver, which is about twice larger than using the purely elastic
model. We also found the existence of optimal frequency (50 Hz) that maximizes the detectability
when the Voigt model is used.
Second, we propose a local wavelength reconstruction based on the wave direction estimate
for purely elastic medium. The main observation is that the wave looks primarily like a plane
wave on a small window. On the small window, we first estimate the wave direction by solving
a one dimensional optimization problem related to the minimum variance of shifted identical sig-
nals. Then along the wave direction, we use a non-periodic Fourier transform to reconstruct the
wave number. This algorithm is extremely resilient to the noise and combined with another direct
inversion method, this hybrid reconstruction becomes accurate as well. Extensive test reconstruc-
tions on simulated and experimental data provided by the Mayo Clinic are included in this thesis.
For the viscoelastic medium, this local wavelength reconstruction method will need an additional
parameter for a scaling factor which leads to a two dimensional minimization problem. A slight
modification in the Fourier transform part will also need to be created which is left for future work.
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Many traditional inverse problems are based on the data measured on the boundary, such
as electrical impedance tomography [8] and optical tomography [5]. These inverse problems are
ill-posed, which leads to poor and unstable reconstruction of the region far from the boundary.
To overcome this ill-posedness, recently a group of new imaging techniques have been developed.
They use one physics to stimulate the body and another physics to measure the response. This
use of hybrid imaging allows scientists to utilize the interior data to get a better reconstruction of
the region far from the boundary. This thesis will focus on a particular hybrid imaging process,
magnetic resonance elastography (MRE) which is used for detecting early stage cancer.
Traditional medical imaging techniques such as computed tomography (CT), magnetic res-
onance imaging (MRI), and ultrasonography have sometimes not been able to detect some types
of cancerous tumors that physicians were able to detect using palpation [21]. The goal of MRE
experiments is to reconstruct the mechanical properties, such as elasticity, of soft tissue that makes
palpation such a viable tool. Moreover, MRE has the potential to detect small tumors that are
deep within the body where palpation is not an option.
In MRE experiments, a vibrating plate placed on the skin surface creates a mechanical
wave, which propagates into the human body. The MRE machine captures the wave using an
MRI enhanced with a motion encoding gradient. Since the cancerous tissue has experimentally
been found to be stiffer (up to 10 times) than the healthy surrounding tissue, it distorts the wave
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propagation in the amplitude, phase and wave speed, which can be observed in the MRE data. See
[22] for the data acquisition in MRE.
The first part of this thesis investigates the viability of MRE as a detection tool for cancerous
tumor. It is believed that the rough estimate of the size of early stage cancer is around 2 to 3 mm
in radius, but it is very hard to detect that small inclusion in the actual MRE experiments. This
limitation for the smallest detectable tumor could be a result of poor experimental design, or
perhaps, it could be an inherent mathematical/physical limit of the MRE process. Previous work
[19] has given a mathematical definition and study of detectability for purely elastic scalar model.
However, a more realistic model of human tissue is viscoelastic material. For viscoelastic material,
it is expected that the detectability will be more difficult since the wave will partially decay before
it reaches the region of interest. Chapter 4 analyzes the theoretical limit of tumor detectability
using MRE with the viscoelastic model, after defining the model and providing a solution for a
spherical inclusion in Chapters 2 and 3.
In Chapter 2, we derive the linear viscoelastic wave equation for isotropic medium, which is
an acceptable model for human soft tissue. Taking the Fourier transform with respect to time, this
model is reduced to the Helmholtz equation with complex wave number. Because we are interested
in the smallest detectable tumor size, we assume, for convenience, the medium is decomposed into
two regions; one is for the tumor and the other is for the surrounding healthy tissue. When the wave
hits the tumor, some of the waves propagate through and some are scattered. Physically across
the surface of tumor, the displacement and the normal stress must be continuous, which leads to a
well established mathematical problem, a transmission problem for the Helmholtz equation.
The derived transmission problem from Chapter 2 possesses a well-known spherical Bessel
and Hankel series solution for the purely elastic case with real wave number, when the tumor is
assumed to be a ball [19]. This assumption is acceptable when the tumor is small, and recall that
our main goal is to check the detectability of small tumor. In Chapter 3, we extend this spherical
Bessel and Hankel series solution to viscoelastic medium with complex wave number.
In MRE experiments, any distortion in the measured displacement images may indicate the
presence of a tumor. In Chapter 4, a mathematical definition of detectability is given based on the
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change of amplitude of the wave at the center point of the tumor. This definition is mathematically
pleasing because it gives a simple form, which allows us to analyze the effect on the detectability
of several physical parameters such as size of inclusion, wave speed, and attenuation of wave in the
tumor and background.
In Chapter 4, we also introduce three spring-dashpot models as examples of viscoelastic
medium: Maxwell, Voigt, and Standard Linear Solid (SLS) models. For each model, we investigate
the effects of the spring and dashpot constants to our definition of detectability. Furthermore, it
is discovered that the Voigt model exhibits an optimal frequency for detectability, which is near
50 Hz for breast tissue. Using realistic parameters, this thesis also quantifies the smallest detectable
tumor under noisy conditions. For example, if noise level is 5%, the smallest detectable tumor, for
breast tissue is about 3 mm in radius and for liver tissue, the smallest detectable tumor is about
4 mm in radius.
The second part of this thesis discusses a reconstruction method of stiffness in MRE exper-
iments assuming purely elastic medium. A common reconstruction method is the direct inversion
including the algebraic inversion of the differential equation (AIDE) which directly inverts the mo-
tion equations or the Helmholtz equation to reconstruct the stiffness ([14][15][16][17][18][23][24]).
For example, a simple algebraic inversion of the Helmholtz equation, ∆u + k2u = 0, will give the
wavenumber k =
√
−∆u/u. However, these methods are not stable with respect to noise because
it requires taking derivatives. Thus areas of low signal-to-noise ratio (SNR) are troublesome. Also,
regions where u ≈ 0 will cause poor reconstructions. Some success has been obtained using these
methods with data smoothing or a statistics based filter ([14][15][18]). Local frequency estimation
(LFE) uses instantaneous frequency and lognormal quadrature wavelet filters which provide stable
estimates but poor resolution around the boundaries of the inclusion [16]. Variational methods
have also been used in MRE experiments but is time consuming because of its iterative nature
([29][30]) when it does not start with a good initial guess. In this thesis, we present a new local
wavelength reconstruction which is extremely stable with respect to noise without filtering and
which is non-iterative. Moreover, when combined with a direct inversion method suggested in [18],
our final reconstruction maintains stability and enhances the resolution of the reconstructed image.
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This reconstruction can also provide an initial guess to enhance the speed of iterative methods.
Our local wavelength reconstruction method is motivated by the observation that the mea-
sured wave from the MRE experiments looks primarily like a single plane wave on a small window.
Under this observation, the wave direction is calculated using a “stacking curves” technique, which
is a one dimensional minimization problem on a bounded domain. Once the wave direction is de-
termined, crosscuts in that direction are taken and the wavenumber k =
√
ρω2/µ is estimated via
a non-periodic Fourier transform technique. This reconstruction method is shown to be extremely
resilient to noise when compared with another known direct inversion method [18]. Moreover,
when combined with this other method, the resulting hybrid reconstruction provides an accurate
and stable reconstruction. These reconstruction methods are tested and compared on simulated
and experimental data provided from the Mayo Clinic.
Finally in the Appendix, a detailed statistical analysis of the wave direction “stacking
curves” method is given. In this chapter, we study the expected error and variance of the cost
functional that needs to be minimized, and it was found that noise can cause a shift in the min-





In an elastography experiment, a plate is attached to the skin, and it vibrates at a certain
frequency. The plate generates a wave propagating into the body and magnetic resonance imaging
(MRI) can capture this propagating wave using motion encoding gradient [22]. To model the wave
propagation, we investigate the relationship between displacement U(x, t), stress σ(x, t), and strain
ε(x, t) as described in [7]. For isotropic viscoelastic medium (e.g. human soft tissue), our strain





since displacement is small (a few microns) in MRE experiments. Since the material is viscoelastic,











µ∗(x, t− τ) ∂
∂τ
ε dτ,
while σ = λ∇ · U I3×3 + 2µε for the purely elastic case. Then from the equation of motion











µ∗(x, t− τ) ∂
∂τ
(∇U +∇UT ) dτ = ρUtt.
For this thesis, we assume that human tissue is locally homogeneous. In other words, the tis-
sue is homogenous in the inclusion and homogenous in the surrounding healthy tissue. Then for
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∆U + (λ∗(t− τ) + µ∗(t− τ)) ∂
∂τ
∇ (∇ ·U) dτ = ρUtt,
since ∇ · (∇UT ) = ∇(∇ ·U).
When the excitation plate of the MRE machine is vibrating, it creates two kinds of waves.
The first wave is a shear wave, which propagates into the body with its oscillation being perpendic-
ular to its propagation. The second kind of wave is a compression wave, which oscillates parallel to
the propagation direction. However, in human tissue, the compression wave speed (∼ 1500 m/sec)
is much greater than the shear wave speed (∼ 2 m/sec), which implies that the compression wave
length is much larger than the shear wave length (in fact, the compression wave length is larger than
the width of the human body). The large wavelength implies a small amplitude, and hence, the
compression wave is almost negligible compared to the shear wave in MRE data. Hence, neglecting





∆U dτ = ρUtt.
Furthermore, our solution U = (U1,U2,U3) is decoupled, so only look at one component of U,





∆U dτ = ρUtt.











µ∗(t− τ)H(t− τ) ∂
∂τ
∆U dτ = ρUtt
where H is the heaviside function. Taking the Fourier transform, we get
µ∆u = −ρω2u
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where u is the Fourier transform of U
(









and ω = 2πf where f > 0 is the excitation frequency of the source wave. Then rearranging we
have the Helmholtz equation with complex wavenumber, k




. In Chapter 4, we present three spring dashpot models which correspond to
different µ(ω).
A plane wave solution to the Helmholtz equation has the form
ui(x) := eikd·x = e−Im(k)d·xeiRe(k)d·x, (2.1)
where d is a propagation direction with |d| = 1. For convenience, let d = (1, 0, 0), which implies
that d · x = x1 and
ui(x) = e−Im(k)x1eiRe(k)x1 .
Since the amplitude of the wave in viscoelastic (lossy) media is decreasing as it propagates, we
must have Im(k) ≥ 0. Furthermore, since it is assumed the wave moves along the x1 direction, we
must have Re(k) > 0.
In this thesis, we are interested in the smallest inclusion that can be detected in MRE. So
for simplicity, we assume a small homogeneous inclusion is embedded in a homogeneous background
medium, i.e. healthy tissue. This tumor acts as a penetrable object, so the wave travels through
the tumor. Thus, if we let Ω represent the tumor region and ∂Ω be the boundary of the tumor, then
we require that the Helmholtz equation be satisfied in Ω and in Ω̄c, and across ∂Ω the displacement
u and the normal stress, µ∂u∂ν , must be continuous. Finally, it is also required that the scattered










as |x| → ∞,
which means the scattered wave is outgoing. Mathematically, when our plane wave, ui(x) = eikx1 ,








u = ui + us
ν
Ω
(ρ, µ̃) thus k̃2 =
ρω2
µ̃




Figure 2.1: As the incident plane wave, ui, hits the tumor some of the wave are transmitted
through and some are scattered, us. Also, the outside medium and tumor have different physical
properties,i.e. µ versus µ̃. It is assumed that the density in the tumor is the same as that of healthy
tissue.
Figure 2.1). Then the total displacement field u in R3 satisfies

∆u+ k2u = 0 in Ω̄c,
∆u+ k̃2u = 0 in Ω,































, and µ = µ(ω) is the the complex shear modulus in Ω̄c and µ̃ = µ̃(ω)
is the complex shear modulus in Ω. For the elastography, since the difference in densities is small
compared to the differences in the stiffness constant, it is assumed that the density in Ω, is just
ρ (in human soft tissue, this density is about the density of water). It is well-known that (2.2)
possesses the unique solution in C2(Ω)∩ C2(Ω̄c)∩ C1(Ω̄)∩ C1(Ωc) when Im(k), Im(k̃) ≥ 0, which is
our case. See [4, 13].
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Chapter 3
Solution for a Ball Inclusion
In this thesis, we are interested in an estimate for the smallest possible detectable inclusion
in MRE with noisy data. Moreover, targeting an early stage cancer detection, we may assume our
inclusion is small. To get an explicit estimate, we assume our inclusion is a small ball for which an
analytic solution of (2.2) is well-known. Thus we assume Ω = BR(0) with R << 1 for (2.2).
We start with k, k̃ ∈ R (non-attenuating media) and extend the result to k, k̃ ∈ C (lossy
media). For k ∈ R and k > 0, using separation of variables we have a spherical Bessel and Hankel
solution for the Helmholtz equation ∆u+ k2u = 0 (see [9]):
umn (x) = jn(k|x|)Y mn (x̂), ∀x ∈ R3, vmn (x) = h(1)n (k|x|)Y mn (x̂), ∀x ∈ R3 \ {0},
for x̂ = x|x| , ∀n = 0, 1, 2, . . ., and ∀m = −n, . . . , n. Furthermore, v
m
n is a radiating solution to the
Helmholtz equation, i.e. it satisfies the Sommerfeld radiation condition. Here the radial parts jn






2pp!1 · 3 · · · (2n+ 2p+ 1)






2pp!(−2n+ 1)(−2n+ 3) · · · (−2n+ 2p− 1)
.
Note that jn is a regular solution and yn is a singular solution to the spherical Bessel differential
9
equation
t2f ′′(t) + 2tf ′(t) + (t2 − n(n+ 1))f(t) = 0.
The angular part Y mn is the spherical harmonic defined as






P |m|n (cos θ)e
imφ,
which forms a complete orthonormal system in L2(∂B1(0)). Here P
|m|
n (t) are the associated Leg-
endre functions that satisfy the associated Legendre differential equation







For the interior solution of (2.2) with k̃ > 0, using a superposition principle, this transmitted wave






bmn jn(k̃|x|)Y mn (x̂), ∀x ∈ Ω.
For the exterior solution of (2.2) with k > 0, it is a sum of the incident wave and the (radiating)
scattered wave:







n (k|x|)Y mn (x̂), ∀x ∈ Ω̄c.












4π(2n+ 1)jn(k|x|)Y 0n (x̂).
Because our source is the plane wave which has only Y 0n modes, we expect both the interior and




n = 0 for m 6= 0, which is proved
mathematically in the following theorem.
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Theorem 3.1 If Ω = BR(0), the unique solution u ∈ C2(Ω)∩ C2(Ω̄c)∩ C1(Ω̄)∩ C1(Ωc) to (2.2) for











n (k|x|)Pn(cos θ) in Ω̄c,
(3.1)
where d = (1, 0, 0) in (2.2).
Proof. From the previous discussion, we know that the solution to the Helmholtz equation and the















n (k|x|)Y mn (x̂) in Ω̄c.

















































































4π(2n+ 1)jn(kR) if m = 0,





4π(2n+ 1)j′n(kR) if m = 0,
0 if m 6= 0.
Recalling that Y mn forms an orthonormal system, we obtain


















Hence for each n and m, we have the following matrix equation:


























. In particular, if m 6= 0 we have













We could show the matrix is nonsingular, and thus it has only a trivial solution, but this requires a
complicated interrelation of the roots of special functions. So we give an indirect proof here. If the
matrix is singular, then we have infinitely many possible bmn and c
m
n , so our solution u is not unique,
which violates the uniqueness of (2.2). Hence the matrix must be nonsingular, thus bmn = c
m
n = 0
for m 6= 0.











n (k|x|)Pn(cos θ) in Ω̄c,
since Y 0n (x̂) =
√
2n+1
4π Pn(cos θ). 
However in our viscoelastic medium problem, complex k and k̃ have been introduced, so we
have to extend (3.1) to the complex case. First note that the spherical Bessel functions for z ∈ C
12













2pp!(−2n+ 1)(−2n+ 3) · · · (−2n+ 2p− 1)
,
and they are solutions to the spherical Bessel differential equation with complex variable
z2f ′′(z) + 2zf ′(z) + (z2 − n(n+ 1))f(z) = 0. (3.2)
The spherical Hankel function of first kind is also defined as
h(1)n (z) = jn(z) + iyn(z).








Proof. See p. 368 in [27]. 




bnjn(k̃|x|)Pn(cos θ) is a solution of ∆u+ k̃2u = 0 in Ω, ∀k̃ ∈ C.


































Y 0n (θ, φ)
)
= −n(n+ 1)Y 0n (θ, φ) (see [9]), we get



























































= −k̃2v (we use the fact that jn(z) is a solution of (3.2)).





n (θ, φ) also satisfies ∆w +
k̃2w = 0. By the superposition principle, u =
∞∑
n=0
bnjn(k̃|x|)Pn(cos θ) is a solution of ∆u+k̃2u = 0.







n (k|x|)Pn(cos θ) is a radiating solution of ∆u+ k2u = 0 in Ω̄c, ∀k ∈ C with Im(k) ≥ 0.
Proof. First note that (see [1])









Since eikr = eikRr−kIr = e−kIreikRr with kI = Im(k) ≥ 0, we have



















































n (k|x|)Pn(cos θ) satisfies the Sommerfeld radiation condi-
tion. A similar argument used in Theorem 3.3 shows that it also satisfies ∆u+ k2u = 0, except at
the origin. 






n (k|x|)Pn(cos θ) is a solution of ∆u+ k2u = 0 in Ω̄c, ∀k ∈ C with Im(k) ≥ 0.
Proof. From (3.4) and utilizing eikd·x is a solution to the Helmholtz equation ∀x ∈ R3, we get the
desired result. 
As a result, we see that (3.1) is valid for ∀k, k̃ ∈ C satisfying Im(k) ≥ 0. Now we determine
the coefficients bn and cn in (3.1). As in the proof of Theorem 3.1, using two matching boundary



































































In summary, we proved the following theorem.
Theorem 3.6 Let Ω = BR(0) and k, k̃ ∈ C satisfying Im(k) ≥ 0. Then the unique solution of






































4.1 Definition and approximation of detectability
As the wave hits the tumor, a visual change is observed in the measured displacement data,
so a quantitative analysis of this change would like to be calculated. In the purely elastic case,
because the stiffness of the tumor is greater than the stiffness of the surrounding medium, the
wave speed, c, is greater in the tumor, which implies that the wave is more spread in the tumor
region. By the conservation of energy, this implies that the amplitude of the wave in the tumor
must decrease. For a small inclusion, we expect similar results for the viscoelastic case. This change
of amplitude in the tumor will be used to quantify the detectability of the tumor. Furthermore,
for a small inclusion the amplitude at the center point is a good representative of this amplitude
drop because we know the solution is continuous. The evaluation of the wave at the center point
becomes much easier, since only the zeroth term survives in the series expansion given in Theorem
3.6.




where u(x) represents our solution with the tumor, ui(x) = ui(x1) = eikx1 is the incident plane
wave without the inclusion of the tumor, and |ui(−L)| is the amplitude of the incident wave at the
17




= e−L·Im(k)(1− |u(0)|), (4.1)










, |x| = r < R. (4.2)




















































sin k̃R− k̃R cos k̃R
(k̃/k)2

















































cos k̃R− i sin k̃R
) (4.3)
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(k̃2 − 4k2)R2 + ik
6





(k̃2 − k2) +O(R4).
Separating the real and imaginary parts of k and k̃, we get




Re(k̃)2 − Im(k̃)2 −Re(k)2 + Im(k)2 + 2i[Re(k̃)Im(k̃)−Re(k)Im(k)]
)
+O(R4).





















Re(k̃)2 − Im(k̃)2 −Re(k)2 + Im(k)2
)
+O(R4).
Since we assume R << 1, using the Taylor series again,
√
1 + z = 1 + 12z+O(z
2) for |z| < 1, z ∈ C,
we get




























Re(k̃2 − k2) +O(R4) = e−L·Im(k)R
2
6
Re(k2 − k̃2) +O(R4).
We define estimated detectability as
Detest(L,R, k, k̃) := e−L·Im(k)
R2
6
Re(k2 − k̃2). (4.4)
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4.2 Detectability as a function of wave speed and attenuation
By Equation (4.1), we expect the greatest detectability when |u(0)| is the smallest. The
two factors that we are most interested in that control |u(0)| are wave speed (c = ω/Re(k)) and
attenuation (γ = Im(k)). In the purely elastic case, if the wave speed in the inclusion is greater
than in the background (c̃ > c), then the faster wave will cause a drop in amplitude at the center
of the inclusion. Furthermore, if the wave speed is homogeneous, but the attenuation is larger in
the inclusion (γ̃ > γ), then the wave decays more in the inclusion, and there is an amplitude drop
at the center. Note that the effect of γ̃ is small for small radius, because the wave does not have
enough distance to decay. As a result, in Figure 4.1, for R = 1.0 mm, Det is nearly constant with
respect to γ̃. Overall, as c̃ or γ̃ increases, then Det increases, but it is bounded above.
If c̃ > c and γ̃ > γ, then Det is expected to be positive and to increase as R increases,
which is confirmed in Figure 4.1. However, in general it is possible to get negative detectability.
For example, if c̃ > c and γ̃ < γ and the inclusion is small, then the effect of c̃ dominates and
Det > 0, but as the inclusion size increases, the effect of γ̃ increases and Det will become negative.
In particular from Equation (4.4), Detest < 0 if and only if







< γ2 − γ̃2,
the region of which is separated by the dashed lines in Figure 4.1. Since Det ≈ Detest for small R,
we expect that this inequality will hold approximately for Det with small inclusions (compare the
rows in Figure 4.1 for R = 1, 3, 5 mm). In Figure 4.1, it appears that if Detest < 0, then Det < 0,
but the reverse may not be true. If c̃ ≤ c and γ̃ < γ, then the inequality is trivially satisfied and
both Det and Detest are negative. However this case (c̃ < c) is unrealistic, so it is not pictured in
the figure and not discussed, but mathematically the results follow similarly.
In Sections 4.4-4.6, we will discuss the cases when the model of the inclusion becomes rigid.
When this occurs, wave speed approaches infinity, and attenuation becomes zero in the inclusion.




Figure 4.1: Detectability versus wave speed and attenuation in the inclusion. The rows rep-
resent true detectability and estimated detectability, and the columns represent radius size:
1.0 mm, 3.0 mm, and 5.0 mm. The solid and dashed lines mark where Det and Detest equal zero,





|3− k2R2 − 3ikR|
)
when Ω = BR(0).
Proof. Recall that c = ω/Re(k) and γ = Im(k). From this, it is clear that for fixed ω,
c→∞ and γ → 0⇔ k → 0.
Now note that for small k̃, using Taylor series and (4.3), we have
u(0) =
e−ikR










1− k2R23 − ikR

































Using specific spring-dashpot models, we can further analyze detectabilty, but these models






|µ|2 (Re(µ)− iIm(µ)) =
ρω2
|µ| e





Note that this implies cos(θ) = Re(µ)|µ| and sin(θ) = −
Im(µ)
|µ| .









cos θ̃ + i sin θ̃
)



































. Note that the positive square roots are chosen because we require that our waves
moves from left to right implying Re(k) > 0, and that the wave decays implying Im(k) ≥ 0. This























which leads to Im(µ) ≤ 0.
In this thesis, we consider only the following three popular rheological models that consist













Figure 4.2: Spring and dashpot configurations for Maxwell, Voigt, and SLS models
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Table 4.1: µ for Maxwell, Voigt, and SLS models: The signs for µ are different from other literatures,
[10], because our time-harmonic term is not eiωt, but e−iωt. Observe that our restriction, Im(µ) ≤ 0,
























































Table 4.2: k for Maxwell, Voigt, and SLS models, where k2 = ρω2/µ. Note that the wave speed
will be c = ω/Re(k), and the attenuation constant will be γ = Im(k)
To compare these models, we will use realistic parameters for liver tissue given in [11].
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4.4 Maxwell model
Using Table 4.2, we have for the Maxwell model


















Denoting the contrast of m̃ and m by α = m̃m , and the contrast of η̃ and η by β =
η̃
η , we get














Note that our estimated detectability does not depend on the viscosity of the inclusion. Thus
the only noticeable difference between the inclusion and background is given by the contrast of
elasticity, α. Below we list the limit behaviors of the detectability as R→ 0, α→ 1, and α→∞.
• As the inclusion shrinks (R→ 0), our estimated detectability converges to zero as expected,
where the rate is O(R2). From Figure 4.3(a), Detest is a good estimate of Det for small
radius. Since we are focused on determining the smallest detectable tumor, Detest will be
useful in further studies.
• As the elasticity becomes homogeneous (α → 1), our detectability converges to zero as ex-
pected, since the viscosity of the inclusion does not appear in the equation. For Det, the limit
is computable but complicated. With realistic parameters given in Figure 4.3(b), the limit of
Det approaches different constants depending on β.
• As the contrast in elasticity approaches infinity (α → ∞), our detectability approaches a















When α→∞, from Table 4.2, we can easily see c̃→
√
2ωη̃
ρ and γ̃ →
√
ρω






4 . Thus, we expect both Det and Detest to approach a finite limit as α →
26









which can be calculated with realistic
parameters as seen in Figure 4.3(b).
Since β does not appear in the definition of Detest, we cannot investigate its limit. However,
for the Maxwell model, larger viscosity means that the wave is less attenuating. In particular, if
β > 1 and α = 1, then the inclusion is less attenuating than the background, so |u(0)| > 1 and we
expect negative detectability as seen in Figure 4.3(c) . Furthermore, as η̃ →∞, then the dashpot
in the Maxwell model (see Figure 4.2) becomes rigid implying that the inclusion will become
non-attenuating. In other words, β → ∞ implies that µ̃ → m̃ ∈ R (purely elastic) and hence
γ̃ → 0. Thus, lim
β→∞
Det(L,R, k, k̃) = Det(L,R, k,
√
ρω2/m̃) which can be calculated with realistic
parameters (see Figure 4.3(c)) and may be negative. If β → 0, the inclusion is super-attenuating
(γ̃ →∞) and has zero wave speed. Thus, we expect Det(L,R, k, k̃)→ e−L·Im(k) since |u(0)| = 0.
27


















































Maxwell Detectability versus α 
 
 






























Maxwell Detectability versus β 
 
 








Figure 4.3: Det and Detest for the Maxwell model as function of R, α, and β. Using the param-
eters given in the images, we found that lim
α→1
Detest = 0%, lim
α→1





Detβ=5 = −0.1055%, lim
α→∞
Detest = 3.68%, lim
α→∞





Detβ=5 = 3.453%, lim
β→0





For the Voigt model, similarly with α = m̃m and β =
η̃
η , we have










m[αm2(α− 1) + ω2η2(β2 − α)]
α2m4 + β2η4ω4 + ω2m2η2(β2 + α2)
,
which is now dependent on both the elasticity and viscosity of the inclusion. The limiting behaviors
are as follows.
• As the inclusion shrinks (R → 0), the estimated detectability converges to zero as expected,
where the rate is O(R2) and for small R, Detest is a good approximation to Det as seen in
Figure 4.4 (a).


















m4 + β2η4ω4 + ω2m2η2(β2 + 1)
,
which is not zero in general. If β = 1 (the inclusion becomes transparent), then the de-
tectability approaches zero as expected (see Figure 4.4 (b)).
• As the contrast in elasticity approaches infinity (α → ∞), our estimated detectability ap-



















which is independent of the viscosity contrast β. As α → ∞, the spring in the Voigt model
becomes infinity stiff, and the inclusion then becomes modeled as a stiff rod (see Figure 4.2).
Thus α → ∞ forces c̃ → ∞ and γ̃ → 0 independent of the viscosity of the inclusion η̃,
























m[αm2(α− 1) + ω2η2(1− α)]
α2m4 + η4ω4 + ω2m2η2(1 + α2)
.
which is not zero in general. If α = 1 (the inclusion becomes transparent), then the de-
tectability approaches zero as seen in Figure 4.4.
• As the inclusion becomes infinitely viscous (β → ∞), our detectability approaches the same
limit as given in (4.5). This is not surprising because from Table 4.2 as β → ∞ the attenu-
ation within the inclusion approaches 0, but the wave speed in the inclusion approaches ∞,
independent of m̃. Similar, to the case when α →∞, in the inclusion, the model becomes a
rigid rod as β →∞. Thus, we also get the same limit for Det as we did when α→∞.















and Det(L,R, k, k̃) → Det(L,R, k,
√
ρω2/m). Note that our limits may be negative as in
Figure 4.4 (c) since the inclusion is non-attenuating.
In Figure 4.4 (a), the attenuation is higher in the background than in the inclusion (γ > γ̃),
but the wave speed is greater in the inclusion (c < c̃). Thus, for small radius, we have positive
Det, but as the size of the inclusion increases, the effect of the attenuation increases and negative
detectability is seen.
Remark 4.3 In the Voigt model, attenuation approaches 0, when η → 0 and when η → ∞. One
can show by simple calculus that maximum attenuation occurs when η =
√
3m
ω . Thus, at maximum






















If the background and inclusion has maximum attenuation, then η =
√
3m

















Note the similarity between this and Detest for Maxwell.
31
















































Voigt Detectability versus α 
 
 






























Detectability versus β 
 
 








Figure 4.4: Det and Detest for the Voigt model as function of R, α, and β. Using the parameters
given in the images, we found that lim
α→∞
Detest = 0.0246%, lim
α→∞





Det = −0.0240%, lim
β→∞





For the SLS model, we can rewrite (4.4) in terms of relevant parameters similar to the other
models:
























2 + ω2β2η2(α1m1 + α2m2)2
)
,
where Im(k) is given in Table 4.2 and α1 = m̃1m1 , α2 =
m̃2
m2
, and β = η̃η .
• As the inclusion shrinks (R → 0), the estimated detectability converges to zero as expected,
where the rate is O(R2), and for small R, Detest is a good approximation to Det as seen in
Figure 4.5 (a).
























2 + ω2β2η2(m1 + α2m2)2
)
which is not zero in general. If α2 = β = 1 (the inclusion vanishes), then the detectability
approaches zero as expected (see Figure 4.5 (b)).













2 + ω2η2(m1 +m2)2
)
,
which is independent of the viscosity of the inclusion η̃ and α2. Similar to the Voigt model,
as α1 → ∞, the inclusion becomes modeled as stiff rod, so the wave speed in the in-
clusion approaches infinity and the attenuation in the inclusion approaches zero. Thus,




(see Figure 4.5 (b)).
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2 + ω2β2η2(α1m1 +m2)2
)
which is not zero in general. If α1 = β = 1 (the inclusion vanishes), then the detectability
approaches zero as expected (see Figure 4.5 (c)).




















Note that as α2 →∞, the interior becomes modeled by the Voigt model with parameters m̃1
and η̃. Thus, Det(L,R, k, k̃) → Det(L,R, k, k̃V oigt(m̃1, η̃)) (see Figure 4.5 (c)). If m2 → ∞,
then the estimated and true detectability will be the exact same as the estimated and true
detectability for the Voigt model.
• As the viscosity becomes homogeneous (β → 1), the limit of the estimated detectability is a


























2 + ω2η2(α1m1 + α2m2)2
)
which is not zero in general. If α1 = α2 = 1 (the inclusion vanishes), then the detectability
approaches zero as expected (see Figure 4.5 (d)).


















which is independent of α2. This is not surprising, when β = 0, η̃ = 0 will nullify the
effect of m̃2 (see Figure 4.2), thus the SLS unit become purely elastic (µ̃ = m̃1 ∈ R) and







(see Figure 4.5 (d)).
Note that our limit may be negative since the inclusion is non-attenuating.
34



















In this case, the inclusion has become purely elastic (µ̃ = m̃1 + m̃2 ∈ R), since the dashpot








Figure 4.5 (d)). If either α1 or α2 approaches infinity as β →∞, then the inclusion is modeled




. Once again, our limit may
be negative since the inclusion is non-attenuating.
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=5.50 (Pa sec), f=100 (Hz), α
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=5.5 (Pa sec), f=100 (Hz), α
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SLS Detectability versus β 
 
 






=5.50 (Pa sec), f=100 (Hz), α
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Figure 4.5: Det and Detest for the SLS model as function of R, α1, α2 and β. Using the parameters
given in the images, we found that lim
α1→∞
Detest = 1.6407%, lim
α1→∞





Det = 1.2673%, lim
β→0
Detest = −1.9992%, lim
β→0







4.7 Detectability as a function of frequency
It would also be useful to see the effect of frequency on detectability. However, the Taylor
series we used for small inclusions in the previous sections is for kR and k̃R. Here the real com-
ponents of k and k̃ are increasing functions of ω, so (4.4) obtained by this Taylor expansion is no
more valid for high frequency, even if R << 1.
Hence, we analyze the original detectability before small inclusion approximation, (4.1):
Det(L,R, k, k̃) = e−L·Im(k)
1−














For each model, we will investigate the behavior of u(0) as ω →∞, using the fact that

















where each model differs by their definition of µ. Furthermore, using sinx = e
ix−e−ix
2i and cosx =
eix+e−ix































































Then by taking the limit as ω →∞, after a simple substitution we obtain the following.
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In Figure 4.6, we can see the limit behavior for the wave speed, c, and attenuation, γ, for realistic
parameters for the Maxwell model.






















m=2.52 (kPa), η=21.30 (Pa sec)






















m=2.52 (kPa), η=21.30 (Pa sec)
Figure 4.6: Wave speed and attenuation verus frequency for the Maxwell model. For these param-
eters, lim
ω→∞
c = 1.5875 m/s and lim
ω→∞
γ = 37.2625 m−1.





























































































This implies that the detectability of the tumor is bounded when the frequency is increased. From
Figure 4.7, we can see that Det for the Maxwell model oscillates, but for realistic parameters, the
limit given in (4.6) is a very tight upper bound for high frequency.























=21.30 (Pa sec), α = 3, β=1






















=21.30 (Pa sec), α = 3, β=1





















After a simple substitution and by taking the limit, with respect to ω, we get the following.
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m=2.09 (kPa), η=2.80 (Pa sec)
























m=2.09 (kPa), η=2.80 (Pa sec)






From Figure 4.8, we can see that both wave speed and attenuation are increasing functions
with respect to ω.


























































e−kIL (1− |u(0)|) = 0.
Unlike the Maxwell model, Det for the Voigt model approaches 0 for high frequency, rather than
oscillating. This is not suprising since the attenuation approaches infinity for high frequency





Det = 0 and Det is continuous for ω > 0, then there exists a maximum Det for
given parameters and inclusion size. From Figure 4.9, we see that for realistic parameters for liver
tissue the optimal frequency is about 33 Hz, and for breast tissue the optimal frequency is about
50 Hz.

























=2.80 (Pa sec), α = 3.0, β=1.0



























=0.50 (Pa sec), α = 3.3, β=4.4
Figure 4.9: Voigt detectability as a function of frequency. For liver tissue, the optimal frequency is

















(1 + (ωτε)2)(1 + (ωτσ)2)− (1 + ω2τετσ)
1 + (ωτσ)2
)






. Then after a simple substitution and by taking the limit
with respect to ω, we get the following.















→ m̃1 + m̃2
m1 +m2
=: χ.




From Figure 4.10, we see the limit behaviors of wave speed and attenuation for realistic parameters
for the SLS model.








































































































=1.86 (kPa), η=5.50 (Pa sec)
























=1.86 (kPa), η=5.50 (Pa sec)
Figure 4.10: Wave speed and attenuation verus frequency for the SLS model. For these parameters,
lim
ω→∞
c = 1.7944 m/s and lim
ω→∞
γ = 54.4314 m−1.








































Similar to the Maxwell model, Det for SLS oscillates with respect to ω, but the limit given above
is a tight upper bound for high frequency for realistic parameters as seen in Figure 4.11.
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4.8 Smallest detectable tumor
In this section, we try to determine the smallest detectable tumor under noisy conditions for
breast and liver tissue. In order for an inclusion to be detectable, we require that the detectability
be greater than the noise level ε. Rtrue and Rest will be the radii of the smallest inclusions that






and we hope that Rest is a good approximation to Rtrue. For breast tissue, we use realistic param-
eters for the Voigt model given in [26], and for liver tissue, we use realistic parameters for the SLS
model given in [2]. These parameters can be found in Table 4.3.
Voigt Model (Breast Tissue) SLS Model (Liver Tissue)
µ (kPa) η (Pa sec) µ1 (kPa) µ2 (kPa) η (Pa sec)
Background 0.87 0.5 1.160 1.970 7.3
Inclusion 2.871 2.2 2.910 4.830 14.40
Table 4.3: Realistic parameter for healthy and cancerous tissue. For breast tissue, the Voigt model
was used with data obtained from [26] and for liver tissue, the SLS model was used with data from
[2].
For the breast tissue, we use a near optimal frequency of 50 Hz, and for the liver, we use
100 Hz, since SLS does not have an optimal frequency. In both cases, the center of the tumor was
assumed to be 30 mm from the wave source. The results for these parameters can be found in
Table 4.4 for both the viscoelastic case and the purely elastic case.
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Breast Tissue (f = 50 Hz) Liver Tissue (f = 100 Hz)
Voigt Elastic SLS Elastic
Noise (ε) Rtrue Rest Rtrue Rest Rtrue Rest Rtrue Rest
1% 1.37 1.38 0.87 0.88 1.73 1.75 0.87 0.88
5% 3.07 3.08 1.93 1.96 4.05 3.90 1.92 1.96
10% 4.54 4.35 2.71 2.78 7.05 5.52 2.69 2.77
Table 4.4: Smallest detectable tumor for breast and liver tissue under noisy conditions. Values
were used from Table 4.3, and the center of the tumor was assumed to be 30 mm from the wave
source. Rtrue (mm) represents the radius of the smallest detectable inclusion using Det, and Rest
(mm) represents the radius of the smallest detectable inclusion using Detest.
As can be see in the table, estimated detectability is a good approximation of the true
detectability in breast tissue for both the viscoelastic and purely elastic model. For liver tissue,
estimated detectability is also a good estimate for true detectability for low noise. For 10% noise,
Rtrue for the viscoelastic case is large, so we do not expect Rest to be a good approximation. Also,






In this section, we propose a reconstruction algorithm for MRE data, where if we recall, u
satisfies the Helmholtz equation, ∆u+ k2u = 0. For convenience, here we reconstruct k instead of
µ, but observe that k2 = ρω
2
µ . We also assume in this section that the material is purely elastic, so
µ > 0.
Our local wavelength reconstruction method is motivated by the observation that the mea-
sured wave from the MRE experiments looks primarily like a single plane wave on a small window,
see Figure 5.1. So on this small window, the solution is assumed to have the form u = Aeikd·x,
where A ∈ C and |d| = 1. Within the inclusion, we also assume a dominant plane wave exists.
Both Re(u) and Im(u) show the dominant wave structure, and the algorithm will be run on both
independently.
On a small window (33 pixels by 33 pixels in practice), our algorithm will first determine
the direction of the wave. Once the direction is determined, crosscuts of the data will be taken
in that direction. The wavelength of these crosscuts will be determined by a non-periodic Fourier
transform technique, which will give the desired k.
This reconstruction algorithm will be tested on simulated and experimental data and will
also be compared with another known direct inversion reconstruction method.
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Figure 5.1: A small window is placed at three locations on Re(u) to demonstrate the plane wave
assumption.
5.2 Algorithm details for Re(u)
Around each point, x0 = (x0, y0), a square window S = [−L,L]× [−L,L] is placed, and it is
assumed the solution has a dominant single plane wave on x0 +S. Then the solution is represented
by
u(x) ≈ Ãeikd·(x0+x) = Aeikd·x, ∀x ∈ S
where A ∈ C \ {0} depends on x0, d is the unit propagation direction, and k ∈ R is the desired
wavenumber. Note for the detailed description of the algorithm, this paper will focus on just Re(u),
since the case for Im(u) is very similar.
5.2.1 Finding the propagation direction, d
Let
f(x) = |A| cos (kd · x + φ) ≈ Re(u), x ∈ S,
where A = |A|eiφ. It can be easily shown that f(x) = f(x′) if (x− x′) ⊥ d. Here we assume













Crosscut along Wave Direction, h(s)
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Horizontal Crosscuts of Data















(a) (b) (c) (d)
ǫ0y ǫ0y
Figure 5.2: (a) The data, f(x, y) ≈ Re(u(x, y)). (b) Several horizontal crosscuts of the data with
y > 0 (dashed) and y < 0 (dotted). With proper shift ε0y, all of the crosscuts will be shifted to the
crosscut at y = 0 (solid). (c) The estimated wave direction is denoted by the solid line. (d) The
crosscut along d, h(s), which will be an input of the estimation of k.
which means the propagation direction is mainly horizontal (the general case is discussed in section
5.3.2). Under this assumption, we have
f(x− ε0y, y) = f(x, 0) for ε0 = tan θ ∈ [−1, 1].
Thus we have





f(x− ε0y′, y′) dy′, (x, y) ∈ S′ = [−Lx, Lx]× [−Ly, Ly]
where S′ ⊆ S. Our goal is to find this optimal ε0 ∈ [−1, 1]. To do this we minimize the following








∣∣∣∣∣f(x− εy, y)− 12Ly
∫ Ly
−Ly




Since we require (x − εy, y) ∈ S for all (x, y) ∈ S′, our space S′ will be dependent on ε. Later in
section 5.3.1, we discuss how we chose Lx and Ly.
Figure 5.2.1 (a)-(c) illustrates the aforementioned steps to reconstruct d. Figure 5.2.1 (d)
becomes an input of the following step to reconstruct k.
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5.2.2 Estimation of k
Once the propagation direction, d, is determined, then consider a new coordinate system
(s, t) with respect to d and d⊥: x = sd + td⊥. Recalling that f(x) = f(x′) if (x− x′) ⊥ d, we get
f(sd+ td⊥) = f(sd) = |A| cos (ks+ φ). Now we reduced our problem to a function of one variable.
We expect to recover k by taking the Fourier transform of h(s) := f(sd), s ∈ [−L,L]. Here the
domain of s was maximized so that sd is in the window independent of d. Look at the Fourier









sinc(kL− nπ)eiφ + sinc(kL+ nπ)e−iφ
)
.
Note that ĥ(n) = 0 if and only if kL = pπ for some p ∈ N and n 6= ±p. Thus we can always find
n ∈ N such that ĥ(n) 6= 0 .
















= 2|A|πL sin(φ) sin(kL).
Proof. By performing integration by parts twice on ĥ(n), one can easily derive the above equation.
















Proof. Since the right hand sides of two identities in Lemma 5.1 are independent of n, equating the
left hand sides with n and m, we get























Now it suffices to show that the left hand side never vanishes: Since ĥ(n) 6= 0, we must have kL/π 6∈
N or kL = nπ. First, if kL/π 6∈ N, then sin(kL) 6= 0. From Lemma 5.1 we can easily see w(n) 6=





0, which gives v(m) = w(m) = 0. Since v(n) 6= 0 or w(n) 6= 0 from ĥ(n) 6= 0, we can easily see the
left hand side is not vanishing.

In practice, we will pick n = argmax
j∈N
∣∣∣ĥ(j)∣∣∣ and m as the second largest component of the Fourier
transform to minimize the noise effect.
5.3 Algorithm implementation
5.3.1 How to choose Lx and Ly
For a given ε ∈ [−1, 1], recall the fact that we require (x − εy, y) ∈ S, for all (x, y) ∈
[−Lx, Lx] × [−Ly, Ly] in order for (5.1) to be well defined. This condition yields Lx + |ε|Ly ≤ L.
Here, the size of Ly corresponds to the number of crosscuts which enhances the noise reduction,
and the size of Lx corresponds to the number of points compared which enhances the field of view.
Under the assumption that the noise levels are the same throughout the data, it is natural to
maintain a constant noise reduction effect.
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So we consider a constant Ly independent of ε in our implementation: When |ε| = 1, the
horizontal dominant wave assumption is barely satisfied since |θ| = π4 . In order to handle this worst
case, we pick Ly = L2 which maximizes the total number of points in S involved in our comparison.
With this Ly = L2 , we have Lx = L − |ε|
L
2 for all ε ∈ [−1, 1]. For |ε| 6= 1, this does not maximize
the total number of points, but allows for a larger field of view maintaining the same level of noise
reduction.
5.3.2 On the admissible set for V ar(ε)
In section 5.2.1 under the assumption of mainly horizontal propagation,
εh := argmin
ε∈[−1,1]
V arf (ε) (5.3)
was used for ε0, in the estimation of d = (cos θ, sin θ) where θ = tan−1(ε0). However, for the mainly
vertical propagation directions, we may have |ε0| ≥ 1 though εh ∈ [−1, 1]. In this case, with the
transposed data, fT (x, y) := f(y, x) on S, we may obtain
εv := argmin
ε∈[−1,1]
V arfT (ε), (5.4)
which can be used for 1/ε0. Thus the use of the original and transposed data cover all possible
d exclusively, and it suggests to use (5.3) while εh ∈ (−1, 1) and switch to (5.4) when |εh| = 1.
However, with actual data, the estimated εh and εv could be both in (−1, 1); in this case, the
minimum of V arf (εh) and V arfT (εv) will decide ε0.
5.3.3 Averaging h(s)
In section 5.2.2, in the estimation of k, we take the Fourier transform on h(s) = f(sd).





f d`t, γs := {sd + td⊥ ∈ S′}, (5.5)
recalling the fact that f(sd) = f(sd + td⊥) on γs.
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5.3.4 Discretization
We suppose f on S is discretized as follows:
F (i, j) := f(i∆x, j∆y), i, j = 0,±1,±2, . . . ,±2l,
which means S = [−2l∆x, 2l∆x]× [−2l∆y, 2l∆y] is discretized with (4l+ 1)2 equidistant samples.
Here the pixel size parameters, ∆x and ∆y, are provided along with MRE data. For simplicity,
assume ∆x = ∆y. Then from section 5.3.1, Ly = l∆x and set Lx = fl[(2 − |ε|)l]∆x. For the
estimation of d, we minimize the discretized version of (5.1):
1





∣∣∣∣∣∣F (i− εj, j)− 12l + 1
l∑
j′=−l




where lεx := fl[(2− |ε|)l] which is always between l and 2l, and F (i− εj, j) is a linear interpolation
of nearby data points for i − εj 6∈ Z. For this one-dimensionl bounded minimization problem for
ε0, the golden section search algorithm is used through fminbnd in MATLAB. For (5.5), we also
use a linear interpolation, and to calculate ĥ(n), we use fft in MATLAB.
In our case, N = 256 and best results were found with l = 8, which corresponds to total
box size of 4l + 1 = 33.
5.4 Direct inversion method
Recall the scalar Helmholtz equation, ∆u + k2u = 0, and that our goal is to reconstruct
k. So a direct inversion method would be to solve for k by just using k =
√
−∆u
u ; however, the
second derivative on noisy u could be troublesome. From the experimental data, we observe that
amplitude of the wave is more robust to the noise than the phase. So decompose u into amplitude
and phase as in [18]: u(x, y) = M(x, y)eiφ(x,y), where M = |u| ≥ 0 and φ ∈ R. Plugging back into
the Helmholtz equation and multiplying by e−iφ, we get
(∆M −M |∇φ|2 + k2M) + i(M∆φ+ 2∇M · ∇φ) = 0.
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where only the first derivative of phase appears. Here note that |∇φ|2 =
∣∣∣∇(Re(u)|u| )∣∣∣2+∣∣∣∇( Im(u)|u| )∣∣∣2
can be easily obtained from the given data. To estimate ∆M and ∇φ, we use the five point
stencil and the centered difference, both of which have O(h2) convergence for φ,M ∈ C2. In actual
implementation, we adopt Anderssen’s idea [3] to get a stable estimate of the numerical derivatives:
∇g ≈
(
G(x+ h, y)−G(x− h, y)
2h
,





∆g ≈ G(x− 2h, y) +G(x+ 2h, y) +G(x, y − 2h) +G(x, y + 2h)− 4G(x, y)
h2
,
where G(X,Y ) is the average of g on a square of side 2h centered at (X,Y ). We will denote this
reconstruction of k by kDIM .
5.5 Simulations
We consider a constant background medium of stiffness µ that contains a small circular
inclusion of constant stiffness µ̃ and radius R with the following physical parameters, which are
matching to the experimental data from Mayo clinic:
R = 8 mm, ρ = 1000 kg/m3, µ = 20 kPa, µ̃ = 130 kPa, and frequency is 300 Hz, (5.6)
which give k ≈ 421 m−1, k̃ ≈ 165 m−1 and wavelengths λ ≈ 15 mm, λ̃ ≈ 38 mm. It should be
noted that the diameter of the inclusion is similar to λext and much smaller than λ̃. For the discrete
data, we use ∆x = ∆y = 0.6275 mm to match the Mayo clinic phantom data. We assume a plane
wave, ui = eikx, is incident.
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S for Re(u) on \vec{x_0} = (23.5294,−9.098)




















(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.3: (a) and (b) show Re(u) and Im(u) of the simulated data with the parameters given in
(5.6). (c) shows the true value for k. (d) is an example of the data on a reconstruction window,
which in particular shows a strong interference pattern. (e) and (f) show the reconstruction on
Re(u) and Im(u) respectively, and (g) is the average of the two reconstructions. (h) shows the
crosscuts of kRe(u), kIm(u) and kAvg at y = 0.
5.5.1 Comparison of reconstructions from Re(u) and Im(u)
Solving the Helmholtz equation with the given parameters, we obtain Re(u) and Im(u)
which are shown in Figure 5.3 (a) and (b). Observe the interference patterns, stronger behind
the inclusion (for example, see (d)), which deviate from the plane wave assumption and yield
unwanted patterns in the reconstructions shown in Figure 5.3 (e) and (f). However, the patterns
in the reconstructions are in fact alternating to each other, seen in Figure 5.3 (h). So we expect
an averaging of the reconstructions will smooth out the patterns, which suggests kAvg := (kRe(u) +
kIm(u))/2 shown in Figure 5.3 (g). kAvg greatly reduces the pattern except two overestimated
regions which are shown in dark red behind the inclusion, where the interference pattern is too
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Re(u) θ = −6.3055
















Re(u) θ = −13.6398
















Re(u) θ = −13.6395
(a) (b) (c) (d)
Figure 5.4: (a)-(c) show the calculated propagation direction, d, at the same point for window sizes
17∆x, 33∆x, and 49∆x. (d) is the relative error of the calculated wave number with varying k and
box size 2L. The black line in (d) is k = π/L, which represents when S covers one wavelength
exactly.
strong as shown in Figure 5.3 (d). Overall, the average reconstructed value in the background is
422± 19 m−1, and in the inclusion 300± 63 m−1.
5.5.2 Effect of window size
Our reconstruction algorithm consists of two parts, the propagation direction using min-
imum variance and the wave number using Fourier transform. Because the wave is not a plane
wave, it is not possible to estimate the error in the direction. However, our algorithm seems to
capture the average propagation direction of the shown data, as window size varies in Figure 5.4
(a)-(c). On the other hand, to see the effect of the window size on the Fourier transform based
wave number reconstruction, a plane wave is tested with known direction.
Figure 5.4 (d) indicates that the Fourier Transform part produces less than 3.4% error as
long as 2L ≥ λ, where the error is relative error averaged over arbitrary phase. When 2L = n0λ,
then the error is exactly zero since ĥ shows only one peak at n0, which is represented by the dark
blue strips. However, if 2L < λ, our algorithm may perform poorly because our algorithm does
not utilize ĥ(0). Also, as 2L approaches zero, the error becomes increasingly large. In summary,
2L ≥ λ will be enough for the reconstruction of the homogeneous medium.
When the homogeneous background contains a stiffer inclusion, it will require 2L ≥ λ for a
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(a) (b) (c) (d)
R = 8 mm
k̃ = 165 m−1




(e) (f) (g) (h)
R = 16 mm
k̃ = 165 m−1




(i) (j) (k) (l)
R = 8 mm
k̃ = 330 m−1
k = 842 m−1
2L = 17∆x 2L = 25∆x
2L = 33∆x
Figure 5.5: Reconstruction results with varying box sizes. Box sizes, with sides of length 2L, are
drawn along with λ̃ in the solid line and λ in the dashed line. ∆x = 0.6275 mm.
good background reconstruction, since the scattered wave away from the inclusion is dominated by
the incident plane wave. Figure 5.5 verifies our expectation. If 2L > λ, which occurs for all cases








In (b), the error happens to be 2.5% even though 2L < λ.
A larger 2L smoothes out the interference patterns but also the interface of the inclusion.
For the inclusion reconstruction, it will require a larger box because the corresponding wavelength
is larger. However, if S is large in comparison to the inclusion, it cannot avoid containing the
unwanted background points, which results in poor resolution. Thus, small inclusion with large
stiffness is the most challenging case, which can be seen in (a)–(d). For this case the optimal 2L
seems to occur at (c).
For a larger inclusion, it is possible to use larger box sizes without harming the resolution.
As a result, the larger box sizes will cover more of the interior wavelength which will improve the
reconstruction as seen in Figure 5.5 (e)–(h). In this case, the box size for (g) seems to compromise
the best between interior wavelength and resolution.
If k is large, then the wavelength will be small, and we have a chance to use small boxes.
This is beneficial if the inclusion is small, since small boxes will improve the resolution of the tumor
as seen in Figure 5.5 (i)–(l). For (j) and (k), both box sizes are smaller than the inclusion and cover
0.56λ̃ and 0.88λ̃, but the smaller box size in (j) shows more interference pattern in the background.
Furthermore, the larger box size of (l) harms the resolution of the inclusion, so in this case (k)
seems to be the best reconstruction.
5.5.3 Effect of Noise
We investigate the noise effect using the absolute noise in the data proportional to the
amplitude of the incident wave:
Re(u) = Re(utrue) + n|ui|X
where X is uniformly distributed random variable between −1 and 1, n is the noise level, and we
use the optimal box size obtained in the previous section. Also, a similar noise characteristics for
Im(u) is assumed. To study the effects of the noise only, the noisy reconstructions will be compared
with the zero noise reconstruction given in Figure 5.5 (c).
For the simple plane wave case, where the zero noise reconstruction is simply ktrue = 421,
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Figure 5.6: The top row shows the data and the bottom row shows the reconstruction for noise
levels 10%, 50%, 100%, 150% from left to right. The numbers in the boxes are the average relative
error, with respect to the zero noise reconstruction, in that region.
more than 1000 reconstructions were performed to obtain the average relative error shown in Table
5.1.
Noise Level (%) 50 100 150 200 250 300 350 400 450
Avg. Rel. Error (%) 0.46 0.91 1.35 2.04 3.92 19.50 29.49 62.43 123.71
Table 5.1: Average relative error for the simple plane wave case.
For the inclusion case, it should be noted that areas of low amplitude experience much
higher noise level in a relative sense. Roughly, behind and in the inclusion, the amplitude is 33%
of |ui| which corresponds to 3 times higher relative noise than that in front of the inclusion. For
any method, it is expected that these low amplitude regions will have less stable reconstructions
under noisy conditions. For example, when the absolute noise level is 50% as in Figure 5.6 (f), the
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region behind the inclusion has an average relative error of 1.38%, while in front of the inclusion
the average relative error is 0.49%. This is consistent with Table 5.1.
Figure 5.6 shows the overall stable reconstructions up to 100%, compared to the zero noise
case given in Figure 5.5 (c). For the regions in front of the inclusion, the reconstruction is still
stable up to 150% noise, but the low amplitude regions are poorly reconstructed as expected by
the exponential growth in Table 5.1.
Note that the poor reconstruction of inclusion and the caustic regions is not from the noise,
but from violation of the plane wave assumption which already exists in the 0% noise case.
The effects of the noise to the variance function V arf (ε) was also investigated. Recall that
in actual implementation, the data is discrete as described in Section 5.3.4. Thus, let varf (ε) be
the discretized version of V arf (ε). Since noise is a function of random variables, we can calculate
the expectation of our variance functions as given in the following theorem:
Theorem 5.3 When f̃ = f + δ where δ ∼ nU [−1, 1], we have

















is an even function determined by
the interpolation as defined in the Appendix.
Proof. See Theorem 6.2 and 6.5 in the Appendix for the proof. 
In Figure 5.7, the angle reconstruction with noise and the corresponding variance function are
shown for a region in front of the inclusion. As noise increases, local peaks due to β̄(ε) (see Figure
6.4) are amplified causing errors in the reconstruction of the angle. In Figure 5.7, this error is
about 5◦. As shown in Figure 5.6, the overall reconstruction is not significantly altered by this
minor error in angle.
60
A more complete statistical analysis of V arf̃ (ε) and varf̃ (ε) is provided at the end of the
thesis in the Appendix.












Re(u), Noise: 160% 












Re(u), Noise: 80% 












Re(u), Noise: 0% 
















































Figure 5.7: The first row shows the data and angle reconstruction for noise levels 0%, 80%, and
160% for a window in front of the inclusion. The blue lines represent the calculated angle and the
black lines are the calculated angle for the 0% noise case. The second row is the corresponding
variance function which was minimized to calculate the angle.
5.6 Direct inversion method simulations
We also would like to look at how the direct inversion method is affected by box size and
noise level. Since the direct inversion method is a derivative based algorithm, smaller boxes are
expected to give a better reconstruction with no noise. However, with noise, the larger boxes will
be more stable. Because the direct inversion method is derivative based, it is expected that it
will be less stable in the low amplitude regions, behind and in the inclusion. Figure 5.8 verifies
our expectation with 2h = (2s + 1)∆x, s = 1, 2, 3. When s = 1, the reconstruction becomes
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Figure 5.8: Reconstruction of k using the direct inversion method with varying box size and noise
level. The rows are for s = 1, 2, 3 with corresponding boxes depicted in each figure. The columns
are for 0%, 10%, 20%, 30% noise
very unstable with the noise. When s = 3, the reconstruction values are overall very poor, even
though it is more stable to the noise. Thus, s = 2 compromises between the values and the
stability, which gives nice circular inclusions with more accurate values (excluding the very front
on the interior). However, when compared to the wave direction-based reconstruction method, the
background reconstruction is worse in all aspects, such as poor values, unwanted patterns, and
unwanted shadow behind the inclusion.
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5.7 Hybrid method combining kAvg and kDIM
From previous sections, we may expect the direct inversion method can enhance the in-
clusion reconstruction from the wave direction-based method. For the inclusion reconstructions,
note also that the direct inversion method underestimate k while the wave direction-based method
overestimates it. A simple way of such hybrid is a weighted average of kAvg and kDIM :
kp = pkAvg + (1− p)kDIM , 0 ≤ p ≤ 1.
A natural choice is p = 12 . Another choice is p =
2
3 , since kAvg is in fact a combination of two
reconstructions from Re(u) and Im(u). Figure 5.9 shows these two choices; up to 30% noise, k 2
3
gives acceptable reconstructions. Though k 2
3
is not as good as kAvg in the background, it shows a
better reconstruction of inclusion, both in the value and the shape. Compare Figure 5.9 (g) with
Figure 5.6 (e) or (f).
5.8 Experimental data
Using a gelatin-agar phantom data from the Mayo Clinic, we compare the different recon-
struction methods as seen in Figure 5.10.
The Mayo Clinic phantom contains two 3.5% agar cylinder inclusions embedded in the
homogeneous background with 1.5% agar. One has diameter 16 mm at x = 70 mm and y = 90 mm,
and the other one has diameter 3 mm at x = 77 mm and y = 58 mm. The external compression test
shows the designed stiffness values; µ̃ = 130(±10) kPa and µ = 20(±3) kPa, which corresponds to
k̃ = 165(±7) m−1 and k = 421(±36) m−1. A 300 Hz shear plane wave is generated by the attached
transducer which vibrates parallel to the cylinders. See Figure 5.10(a) for this configuration.
As expected from the simulations, kAvg, shown in Figure 5.10 (c), gives a smooth recon-
struction in the background, and kDIM in (d) gives a better reconstruction of inclusion. However,
kDIM gives unwanted patterns in the background which could be misdiagnosed, especially behind
the inclusion, where the amplitude is low. From a visual inspection between Figure 5.10 (b) and
Figure 5.6 (a), the phantom data seems to correspond to 25% absolute noise simulation case (62.5%
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)




. The third row is the




at y = 0 mm. The columns are for 0%, 10%, 30%, and 70% noise.
relative noise behind and in the inclusion).
The wave direction-based reconstruction, which is based on the plane wave assumption, was
unable to reconstruct the smaller cylinder inclusion, since no distinguishable wave patterns could
be found in the data from this inclusion. The direct inversion method, which is derivative based,
may be able to reconstruct it. To maintain a fair comparison, in this paper, all of the methods have
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no post processing like median filter, so in Figure 5.10 (d), the small inclusion is indistinguishable
from other artifacts. Using the hybrid method, k 2
3
in (h) maintained the strong reconstruction of
the background from kAvg, and kDIM enhanced the reconstruction of the inclusion, both value-wise
and in shape. k 1
2





Conclusions and Future Work
By using the viscoelastic model, our given definition of detectability gives a more realistic
limitation of MRE machines than the purely elastic case. In particular, the smallest detectable
tumor is larger than in the purely elastic case because of the wave decay, which was successfully
quantified in this thesis. For example, in breast tissue with a noise level of 5%, the smallest
detectable tumor is 1.93 mm for the purely elastic case and 3.07 mm for the viscoelastic case.
It also gives a good model for why tumors farther from the source wave are harder to detect
as expected. Detectability also gives some insight about the spring-dashpot models such as the
optimal frequency in the Voigt model, which was approximately 50 Hz for breast tissue. However,
this definition of detectability assumed the effects from the compression wave were negligible. A
more complete analysis has been performed within the research group which studies viscoelastic
medium with respect to both the shear and compression wave [28]. The definition of detectability
may also be extended to include the visible phase shift that also occurs because of the inclusion.
Detectability may also be extended to other hybrid imaging techniques for cancer detection to
provide a fair comparison.
The local wavelength reconstruction is a stable reconstruction and when combined with the
direct inversion method suggested in [18], it provides an accurate reconstruction as well, which was
extensively tested with simulated and clinical data in this thesis. Moreover, in order to improve the
reconstruction for actual human tissue, the method needs to be extended to viscoelastic medium.
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Horizontal Crosscuts of Data









Horizontal Crosscuts of Data
Figure 6.1: A graph of purely elastic data and its crosscuts used for “stacking” in the wave direction
based algorithm, and a graph of viscelastic data and its crosscuts. For viscoelastic data, the
crosscuts can longer be simply stacked.
The difficulty in this extension is that the “stacking curves” portion may not be valid, because
we do not have shifted copies any more (see Figure 6). Both the incident wave and the scattering
wave will be decaying, resulting in a shifted and scaled copies. As a result, a new minimization
parameter will need to be introduced which controls the scaling factor when shifted. Thus, we have
a two dimensional minimization problem rather than the simple one dimensional minimization
problem. However, by solving the new minimization parameter, it is the hope that we will be able




Let S = [−Lx, Lx]× [−Ly, Ly] be a fixed rectangular domain and g : [−Lx−Ly, Lx +Ly]×

















Consider a noisy signal, f̃(x, y) = f(x, y) + δ(x, y), where δ(x, y) = nX(x, y) with a noise level
n ≥ 0. Here we assume X(x, y) ∼ U [−1, 1], a uniform distribution for each (x, y) and they are
independent for distinct (x, y).
6.1.1 Expectation and variance of Varf̃ (ε)
Lemma 6.1 For any fixed (x, y) and ε ∈ [−1, 1], the expectations are
E[δ(x− εy, y)] = 0, E[δ2(x− εy, y)] = n
2
3
, E[δ̄ε(x)] = E[δ̄2ε (x)] = 0, E[δ(x− εy, y) · δ̄ε(x)] = 0.
Proof. Since X(x, y) ∼ U [−1, 1], we know E[X(x, y)] = 0 and V [X(x, y)] = 13 for each (x, y). So
we easily get E[δ(x− εy, y)] = nE[X(x− εy, y)] = 0 and V [δ(x− εy, y)] = n2V [X(x− εy, y)] = n23 .
Therefore










Xk where Xk ∼
iid
U [−1, 1] and
E[BN ] = 0 and V [BN ] = 13N [6]. Since δ̄ε(x) = n limN→∞
BN in the sense of a Riemann sum, using
the dominated convergence theorem we get
E[δ̄ε(x)] = n lim
N→∞
E [BN ] = 0, E[δ̄2ε (x)] = V [δ̄ε(x)] + E[δ̄ε(x)]
2 = n2 lim
N→∞
V [BN ] = 0.
For E[δ(x−εy, y)·δ̄ε(x)] = Cov[δ(x−εy, y), δ̄ε(x)]+E[δ(x−εy, y)]·E[δ̄ε(x)] = Cov[δ(x−εy, y), δ̄ε(x)] =
0, we use the Cauchy-Schwarz inequality [20]:
|Cov[δ(x− εy, y), δ̄ε(x)]|2 ≤ V [δ(x− εy, y)] · V [δ̄ε(x)] =
n2
3
· 0 = 0.

Theorem 6.2 When f̃ = f + δ where δ ∼ nU [−1, 1], we have
E[Varf̃ (ε)] = Varf (ε) +
n2
3
, V [Varf̃ (ε)] = 0.














δ(x− εy, y)− δ̄ε(x)
)
dydx.
Since Varf (ε) is deterministic, it suffices to show E[Varδ(ε)] = n
2
3 and E[Covf,δ(ε)] = 0. Again,





































=V [Varf (ε) + Varδ(ε) + 2Covf,δ(ε)] = V [Varδ(ε) + 2Covf,δ(ε)]
=V [Varδ(ε)] + 4V [Covf,δ(ε)] + 4Cov[Varδ(ε),Covf,δ(ε)].








































δ(x′ − εy′, y′)− δ̄ε(x′)
)]
dydxdy′dx′.
If x 6= x′, the integrand is zero from the independence. Since the case where x = x′ is of mea-
sure zero in S × S, we may conclude Cov[Varδ(ε),Covf,δ(ε)] = 0. The proofs of V [Varδ(ε)] =
Cov[Varδ(ε),Varδ(ε)] = 0 and V [Covf,δ(ε)] = Cov[Covf,δ(ε),Covf,δ(ε)] = 0 are similar. 
6.2 Discrete case
We suppose g on S is discretized as follows:
G(i, j) := g(i∆x, j∆y), i = −m, . . . ,m, j = −l . . . l,
which means S = [−Lx, Lx] × [−Ly, Ly] is discretized with (2m + 1) × (2l + 1) samples, where
Lx = m∆x and Ly = l∆y.
Since g(i∆x − εj∆y, j∆y) is not on our grid structure if ε 6= 0,±1, we interpolate with a
distance based weight; for simplicity, assume ∆x = ∆y.
g(i∆x−εj∆y, j∆y) = g((i−εj)∆x, j∆x) ≈ (1−αj(ε))G(i−bεjc, j)+αj(ε)G(i−bεjc−1, j) =: gi,j(ε)
where αj(ε) = εj − bεjc. Here b c denotes the floor function.
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1 − αj αj
b b b
i − ⌊ǫj⌋ − 1 i − ⌊ǫj⌋i − ǫj
Figure 6.2: Interpolation of discrete data points to estimate the εj shift.
Then the discretized version of Varg(ε) is given by
varg(ε) :=
1












Thus, following this notation, we can interpolate the discretized noisy signal,
f̃(x, y) = f(x, y) + δ(x, y) ≈ fi,j(ε) + δi,j(ε),
where δi,j(ε) = nXi,j(ε). Here n ≥ 0 is the noise level and Xi,j(ε) is the interpolated X(x, y) ∼
iid
U [−1, 1] for each (x, y). Thus, we have
Xi,j(ε) = (1− αj(ε))X((i− bεjc)∆x, j∆x) + αj(ε)X((i− bεjc − 1)∆x, j∆x) (6.2)
and δi,j(ε) and δi′,j′(ε) are independent if and only if |i − i′| > 1 or j 6= j′. Similarly to the
continuous case, we define our variance for noisy data as
varf̃ (ε) = varf (ε) + varδ(ε) + 2covf,δ(ε),
where the variances follows (6.1) and the covariance is defined similarly by
covf,δ(ε) :=
1











Remark 6.3 For convenience, we assume the data is given even outside of S, so when the translated
data is not supported by S, we use the exterior values. However, in actual simulations, we use an
ε dependent Lx described in section 5.3.1 .
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6.2.1 Expectation
We start with the discrete version of Lemma 6.1.
Lemma 6.4 For any fixed (i, j) and ε ∈ [−1, 1], the expectations are





























= 0. Here we drop ε in the notations for simplicity. Again, from (6.2) and the fact that


















E[δi,j ·δi,j′ ] =
1
2l + 1























= varf (ε) + E [varδ(ε)] + 2E [covf,δ(ε)] .










Proof. From Lemma 6.4, we have
E [covf,δ(ε)] =
1








(E[δi,j(ε)]− E[δ̄i(ε)]) = 0,
E [varδ(ε)] =
1






































which yields the desired result. 
b b b b b b b
0 ⌊ǫj⌋ ǫj ⌊ǫj⌋ + 1⌊−ǫj⌋ −ǫj ⌊−ǫj⌋ + 1
αj 1 − αjαj1 − αj
Figure 6.3: Illustration for the symmetry of βj(ε).
Remark 6.6 Here β̄ satisfies the following properties.
(a) β̄ is an even function on [−1, 1].




αj(1− αj) ∈ (12 , 1) except ε = 0,±1. For ε = 0,±1, we have β̄(ε) = 1.
Proof. Since βj(ε) is the sum of the squared distance from εj to the nearest left and right integers
(see Figure 6.3), we immediately get βj(ε) = β−j(ε) and βj(ε) = βj(−ε). For (a), β̄(ε) = β̄(−ε) is





















Since αj ∈ [0, 1), we have αj(1 − αj) ∈ [0, 14 ], thus
1
2 < 1 −
l
2l+1 ≤ β̄ ≤ 1. In order to have β̄ = 1,
we should have αj(ε) = 0 for all j. This occurs if and only if ε = 0,±1. 
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Recalling Theorem 6.2, the factor gained from interpolation is 2l2l+1 β̄(ε) < 1 in the expec-
tation sense. In fact, for a fair comparison with continuous case given in Theorem 6.2, we have
to assume infinitely many samples, l = ∞. Then the factor of gain will be lim
l→∞
β̄(ε), which is
given in the following theorem. Notice that lim
l→∞
β̄(ε) = 1 for ε = 0,±1, which is expected since no
interpolation is taken in these cases.
Theorem 6.7 lim
l→∞









, ε = pq ∈ (0, 1) ∩Q (in the lowest form),
1, ε = 0 or 1,
2
3 , ε ∈ (0, 1) ∩Q
c.
Proof. Since β̄ is an even function, so is the limit. For ε = 0 or 1, we have β̄(ε) = 1 for all l, so its
limit is also 1. Now let ε = p/q ∈ (0, 1) where p, q ∈ N are relatively prime. We claim
{αj(p/q) | j = 1, 2, . . . , q} = {k/q | k = 0, 1, . . . , q − 1}.
Since αj(p/q) = jp/q − m = (jp − mq)/q ∈ [0, 1) and jp − mq ∈ {0, 1, . . . , q − 1} where
m = bjp/qc ∈ N∪{0}, αj(p/q) = k/q for some k ∈ {0, 1, . . . , q−1}. Moreover, this correspondence













∈ N ∪ {0} ⇒ j − j′ ∈ {0, q, 2q, · · · } ⇒ j = j′.
since p and q are relatively prime and j, j′ = 1, 2, . . . , q. Similarly, we can easily extend this to
{αj(p/q) | j = 1 + nq, 2 + nq, . . . , (n+ 1)q} = {k/q | k = 0, 1, . . . , q − 1}, ∀n ∈ N ∪ {0}. (6.3)
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and the first term is further computed
from (6.3) as follows:
nlq∑
j=1





















Finally, taking the limit, we get
lim
l→∞

































For an irrational ε ∈ (0, 1), {αj(ε) | j = 1, 2, . . . , l} will be uniformly distributed on (0, 1) as
l→∞. This is the consequence of Weyl’s equidistribution theorem [12], thus we have
lim
l→∞










 = 1− 2∫ 1
0




See Figure 6.4 for the graphs of β̄(ε) as l increases. Notice that all the β̄(ε) are continuous func-
tions on [−1, 1] with cusps at corresponding rational numbers, while lim
l→∞
β̄(ε) is continuous at all
irrational points but discontinuous at all rational points.
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Figure 6.4: Plots of β̄(ε) on [0, 1] with l = 3, 5, 10, 30, 100, 500 (from top left to the bottom right).
Red line and circles denote lim
l→∞
β̄(ε). For ε ∈ [−1, 0], even extensions should be applied.
6.2.2 Variance
Next we will look at the variance of varf̃ (ε). For convenience, define
gi,j(ε) := (δi,j(ε)− δi(ε))2 + 2(fi,j(ε)− f i(ε))(δi,j(ε)− δi(ε)).
Then varf̃ (ε) can be rewritten as
varf̃ (ε) = varf (ε) +
1




























Lemma 6.8 For fixed ε, i, i′, j, j′, we have
Cov[gi,j , gi′,j′ ] = Cov
[
(δi,j − δi)2, (δi′,j′ − δi′)2
]
+ 4(fi,j − f i)(fi′,j′ − f i′)Cov
[
δi,j − δi, δi′,j′ − δi′
]
.
Proof. Since the covariance operator is symmetric and bilinear, we have
Cov[gi,j , gi′,j′ ] = Cov
[
(δi,j − δi)2, (δi′,j′ − δi′)2
]
+ 4(fi,j − f i)(fi′,j′ − f i′)Cov
[
δi,j − δi, δi′,j′ − δi′
]
+2(fi′,j′ − f i′)Cov
[
(δi,j − δi)2, δi′,j′ − δi′
]
+ 2(fi,j − f i)Cov
[
(δi′,j′ − δi′)2, δi,j − δi
]
.
So it suffices to show Cov
[
(δi,j − δi)2, δi′,j′ − δi′
]
= 0 for all i, i′, j, j′. By the definition of covariance
and the fact that E[δi′,j′ ] = E[δi′ ] = 0 from Lemma 6.4, we have
Cov
[
(δi,j − δi)2, δi′,j′ − δi′
]
= E[(δi,j − δi)2(δi′,j′ − δi′)]− E[(δi,j − δi)2] · E[δi′,j′ − δi′ ]
= E[(δi,j − δi)2(δi′,j′ − δi′)].
Using the linearity of expectation after expanding δi and δi′ , we notice that E[(δi,j−δi)2(δi′,j′−δi′)]
is represented by a linear combination of E[δi,kδi,k̃δi′,k′ ], which is claimed to be zero. First note
that if k, k̃, k′ are not identical, by the independence and Lemma 6.4, it is obviously zero. So we
may assume k = k̃ = k′. Also, if |i− i′| > 1, again by the independence, it is obviously zero. Thus
the only nontrivial cases are E[δ3i,k] and E[δ
2
i,kδi±1,k].
Recall δi,j = nXi,j = n(1 − αj)Xi,j + nαjXi−1,j , where Xi,k := X((i − bεkc)∆x, j∆x) ∼
iid






(1− αk)3E[(Xi,k)3] + α3kE[(Xi−1,k)3]






(1− αk)3E[(Xi,k)2] · E[Xi+1,k] + α2k(1− αk)E[(Xi−1,k)2] · E[Xi+1,k]
+ α3kE[(X
i−1,k)2] · E[Xi,k] + (1− αk)2αkE[(Xi,k)3]
+ 2(1− αk)2αkE[Xi+1,k] · E[Xi,k] · E[Xi−1,k] + 2α2k(1− αk)E[(Xi,k)2] · E[Xi−1,k]
)
= 0.
Similarly, E[δ2i,kδi−1,k] = 0. This completes the proof. 

















(δi,j − δi)2, (δi′,j′ − δi′)2
)
= Cov(δ2i,j , δ
2


















Thus, the following lemma will be helpful.




i′,j)− E(δ2i,j)2 if j = k = j′ = k′
E(δi,jδi′,j)E(δi,j′δi′,j′) if k = j′, k′ = j, j′ 6= j
E(δi,jδi′,j)E(δi,kδi′,k) if j′ = j, k′ = k, k 6= j
0 o/w
Proof. This proof just utilizes the definition of covariance and the independence of δi,j . 
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Using the above lemma, we can rewrite Cov
(
(δi,j − δi)2, (δi′,j′ − δi′)2
)
in terms of Cov(δi,jδi,k, δi′,j′δi′,k′).
Lemma 6.10 For fixed ε, i, i′, j, j′, we have
Cov
(
(δi,j − δi)2, (δi′,j′ − δi′)2
)
= Cov(δ2i,j , δ
2
































Cov(δi,jδi,k, δi′,jδi′,k) if j′ = j
1
(2l + 1)2



















i′,j) if k = j
2
(2l + 1)2























Cov(δi,jδi,k, δi′,jδi′,k)− Cov(δ2i,j , δ2i′,j)
)


















































Cov(δi,jδi,k, δi′,j′δi′,k) + Cov(δi,jδi,k, δi′,j′δi′,j)
)











Cov(δi,jδi,k, δi′,jδi′,k) + Cov(δi,jδi,k, δi′,kδi′,j)
)







i′,j) if k = j
2
(2l + 1)2
Cov(δi,jδi,k, δi′,jδi′,k) if k 6= j
Now we can simplify Cov
(






(δi,j − δi)2, (δi′,j′ − δi′)2
)
= Cov(δ2i,j , δ
2


















= Cov(δ2i,j , δ
2






































+ Cov(δ2i , δ
2
i′)
= Cov(δ2i,j , δ
2































































Proof. Case 1: j′ = j
Cov
(






























































Case 2: j′ 6= j
Cov
(



































(δi,j − δi)2, (δi′,j′ − δi′)2
)
=










































































+ (2l + 1)Cov(δ2i , δ
2
i′)



































































(δi,j − δi)2, (δi′,j′ − δi′)2
)
=
























































It is quite straightforward to calculate Cov
(
δi,j − δi, δi′,j′ − δi′
)











(fi′,j′ − f i′)(fi,j − f i)Cov(δi,j − δi, δi′,j′ − δi′) =
l∑
j′=−l
















































(fi′,j′ − f i′)
(fi,j′ − f i)Cov(δi,j′ , δi′,j′)−
 l∑
j=−l
































(fi,j − f i)Cov(δi,j , δi′)

+ (2l + 1)f i′
 l∑
j=−l





(fi′,j′ − f i′)(fi,j′ − f i)Cov(δi,j′ , δi′,j′)













































(δi,j − δi)2, (δi′,j′ − δi′)2
)
+4(fi,j − f i)(fi′,j′ − f i′)Cov
(



















































Then from the proof of lemma 6.10 and the fact that Cov(δi,j , δi′,j′) =














































































































































(fi,j − f i)
(
(fi−1,j − f i−1 + fi+1,j − f i+1)(1− αj)αj
+(fi,j − f i)(1− 2αj + 2α2j )
))





1− 2αj + 2α2j
)
if i′ = i
n2
3 (1− αj)αj if i


































(1− αj)2 + α2j
)2
o/w
, which is also
a simple but tedious calculation. Note the nontrivial case when |i− i′| > 1.
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+4(fi,j − f i)
(






















































(fi,j − f i)
(












































(fi,j − f i)
(
(fi−1,j − f i−1
+fi+1,j − f i+1)(1− αj)αj + (fi,j − f i)(1− 2αj + 2α2j )
))
Proof. Just using V(varf̃ (ε)) =
1





Cov(hi, hk) and the previous lem-
mas, we get the desired result. 
To complete our analysis of the variance, we also want to see what happens as l →∞ like
we did with the expectation.
Lemma 6.17 lim
l→∞
V(varf̃ (ε)) = 0
Proof. Since |αj(ε)| < 1, and fi,j , f i are data and hence, bounded, the result is trivial. 
As noise, n0 increases, the interpolated varf̃ (ε) becomes distorted due to the lack of in-
terpolation for certain ε. For example, as discussed earlier, if ε = 0,±1, then none of the data
points are interpolated resulting in the largest peaks seen in Figure 6.5. This can be particularly
troublesome if the desired ε0 = 0,±1, since there the minimum will never be achieved at these
locations. Furthermore, as noise increases, these peaks also increase.
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4 . The columns
correspond to noise levels of 20%,100%,150%, and 200%. The green lines are sample variances.
The blue lines are calculated expectation, µ, (solid) and calculated standard deviation from the
expectation, µ±σ, (dashed). The red lines are sample expectation, µ, (solid) and sample standard
deviation from the expectation, µ± σ, (dashed) using a 100 samples.
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Figure 6.6: var as l,m → ∞. The figures correspond to l = 4, 8, 16, and 32 and m = 2l. The
green lines are sample variances with interpolation. The yellow lines are sample variances without
interpolation. The red lines are sample expectation, µ, (solid) and one standard deviation from the
expectation, µ±σ, (dashed) for the interpolated set using a 100 samples. The blue lines are sample
expectation, µ, (solid) and one standard deviation from the expectation, µ ± σ, (dashed) for the
noninterpolated set using a 100 samples. The noise level is 200%. In these images the resolution is
increased to show the peaks caused at the rational numbers.
The shape of these peaks are more distinct if we increase the number of data points in S, i.e.
let l,m→∞, while keeping Lx, Ly constant (see Figure 6.6), which is consistent with Theorem 6.7.
In particular, we see that the at ε = 0, the expected variance for the interpolated data which closely
matches the expected value of the non-interpolated data. This is expected since no interpolation
takes place at ε = 0. Furthermore, we see how the variance of varf̃ (ε) approaches 0 for both the
interpolated and non-interpolated set.
Note that the non-interpolated graphs were created by making the data points such that
the shifted data points match precisely with the created data. This is not possible for given
experimental data.
We can also compare the the interpolated varf̃ (ε) with the non-interpolated varf̃ (ε) for
varying angles. From Figure 6.7, the interpolated graph is smoother because it averages out the
noise, even though the average of the non-interpolated graph gives the most desirable function to
minimize. Also, note that at ε = 0,±1, the interpolated and non-interpolated graphs are the same
as expected.
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4 . The green lines are sample variances with interpolation. The yellow lines are sample
variances without interpolation. The red lines are sample expectation, µ, (solid) and one standard
deviation from the expectation, µ± σ, (dashed) for the interpolated set using a 100 samples. The
blue lines are sample expectation, µ, (solid) and one standard deviation from the expectation, µ±σ,
(dashed) for the noninterpolated set using a 100 samples. The noise level is 100%.
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