Abstract. This paper proposes a BFGS-SQP method for linearly constrained optimization where the objective function f is only required to have a Lipschitz gradient. The KKT system of the problem is equivalent to a system of nonsmooth equations F(v) = 0. At every step a quasi-Newton matrix is updated if kF(v k )k satis es a rule. This method converges globally and the rate of convergence is superlinear when f is twice strongly di erentiable at a solution of the optimization problem. No assumptions on the constraints are required. This generalizes classical convergence theory of the BFGS method which requires a twice continuous di erentiability assumption on the objective function. Applications to stochastic programs with recourse are discussed on a CM5 parallel computer.
Introduction.
The BFGS method is the most successful quasi-Newton method for solving convex minimization problems 11], 14]. In this paper we consider the BFGS method for solving the following constrained minimization problem min f(x) s.t. Ax b; (1:1) where A 2 R m n ; b 2 R m and f : R n ! R is a convex LC 1 function.
The LC 1 property of f means that f is Fr echet-di erentiable at all points in an open convex set R n containing X = fx 2 R n : Ax bg, and the gradient function g := rf : ! R n is locally Lipschitz in . If f is LC 1 and X is nonempty, then (1.1) is called an LC 1 minimization problem. LC 1 optimization problems arise from nonlinear minimax problems, stochastic programs, augmented Lagrangians, semi-in nite programs and some di erentiable penalty function methods for constrained optimization problems. See The Karush-Kuhn-Tucker(KKT) system for (1. where the \min" operator denotes the componentwise minimum of two vectors. The local convergence theory of quasi-Newton methods for smooth equations and smooth unconstrained minimization problems is well developed. See Motivated by the fact that the BFGS method combines global convergence, a rate of superlinear convergence and simple updates for smooth unconstrained minimization problems 4], we present a BFGS-SQP method for solving the LC 1 minimization problem (1.1). This method replaces the Hessian in the SQP method by the updated BFGS matrix and uses an Armijo line search to reduce the objective value. Moreover, this method uses the BFGS formula to update the quasi-Newton matrix if kF(v k )k satis es a rule at every step.
The goal of this paper is to establish global and superlinear convergence of the BFGS-SQP method for the LC 1 convex optimization problem (1.1). Global convergence of this method only requires Lipschitz continuity of the gradient function and boundedness of the level sets of f in X. Superlinear convergence of this method requires twice strong di erentiability of f at the solution of (1.1), but it does not require di erentiability of F at the solution of (1.2). Furthermore no assumptions on the constraints are required, for example, the linear independence condition 31]. Note that an LC 1 function f can be twice strongly di erentiable at a single point but fails to be twice di erentiable at arbitrarily close neighbouring points (cf. 25]). Our results extend the classical convergence theory of the BFGS method for convex, smooth minimization problems which typically requires a twice continuous di erentiability assumption on the objective function.
The remainder of the paper is organized as follows. In Section 2 we review the key analytic properties of the BFGS method. In Section 3 we give the BFGS-SQP method and study global convergence of this method. In Section 4 we study superlinear convergence of the BFGS-SQP method. In Section 5 we discuss applications to stochastic programs with recourse on a CM5 parallel computer.
The BFGS Method
Quasi-Newton versions of SQP methods for solving linearly constrained minimization problems are iterative methods of the form 14]
where k is a steplength, and d k is a solution of the quadratic subproblem
The matrix B k is updated at every step by means of a quasi-Newton update formula and g k is the gradient of f at x k . In particular, the BFGS update formula is given by
where y k = g k+1 ? g k and s k = x k+1 ? x k .
The BFGS formula has an important property that B k+1 is positive de nite if B k is positive de nite and y T k s k > 0. Powell 29] rst proved the global convergence of the BFGS method for unconstrained optimization by measuring the trace :
and the determinant :
Byrd-Nocedal 4] simpli ed the proof, by using a function
Let x 0 be the starting point for the BFGS method. We de ne the level set
Byrd-Nocedal 4] proved the global convergence of the BFGS method under the conditions that f is twice continuously di erentiable and there exist positive constants and such that kzk 2 z T r 2 f(x)z kzk 2 (2:3) for all z 2 R n and all x 2D 0 . Note that (2.3) implies that f has a unique minimizer x 2D 0 . They proved the local superlinear convergence under assumption (2.3) and that r 2 f is Lipschitz continuous at the minimizer x .
Bonnans-Gilbert-Lemar echal-Sagastiz abal 2] presented a BFGS proximal method for LC 1 unconstrained optimization problems, which combines the Moreau-Yosida regularization and the BFGS method. The BFGS proximal method is an iterative method of the form :
where k is a steplength and
The matrix B k is updated at every step by the BFGS formula (2.1).
Paper 2] gave preliminary results to combine methods for nonsmooth optimization and classical quasi-Newton methods. However, the BFGS proximal method is only a conceptual algorithm because we do not specify how fx p k g can be calculated from (2.4). The superlinear convergence theorem for the BFGS proximal method requires that f be twice strongly di erentiable at the solution. This assumption has been required in superlinear convergence analysis of the Broyden method. See 5] and 19].
Global Convergence
We will now use ideas from both smooth and nonsmooth optimization 2], 4], 29] to study a new BFGS-SQP method for LC 1 convex constrained optimization (1.1). We show global convergence of this method in this section. 
BFGS-SQP method
If kF(v k+1 )k= ; let = kF(v k+1 )k; k+1 = k . Without loss of generality, we assume that x k is feasible but nonoptimal to (1.1). Suppose that B k is symmetric positive de nite. Since d = 0 is feasible to (3.1), the optimal objective value of (3.1) must be nonpositive. Moreover, the nonoptimality of x k to (1.1) implies that (3.1) has a unique optimal solution d k which satis es
This implies g T k d k < 0: A standard result in nonlinear programming 1] establishes that the integer t k is well-de ned and nite. Therefore, we have
By construction, the matrix B k+1 is symmetric positive de nite. By the convexity of X, the point x k+1 is feasible. 
Superlinear Convergence
In this section we rst prove superlinear convergence of the BFGS-SQP method under a Dennis-Mor e type condition 10]. Next we show that the condition is satis ed when f is twice strongly di erentiable at a solution of (1.1).
Assumption 4.1
The objective function f is twice di erentiable at a solution x and r 2 f(x ) is nonsingular. Assumption 4.1 and the convexity of f imply that x is a unique minimizer of (1.1) 33]. Clearly, if a sequence fx k g generated by the BFGS-SQP method converges to x , then k ! 0, as k ! 1. By the variational principle of (1.1), we have
Since d k is the solution of (3.1), by the variational principle of (3.1), we have
which implies
(4:5)
Adding (4.4) to (4.5), we have
Since f is convex, the nonsingularity of r 2 f(x ) implies that the matrix r 2 f( 
(4:9) By subtracting (4.8) from (4.9), we obtain
Thus from (4. 2 Tk for Assumption 3.1. Furthermore, we can choose a positive integer r and positive scalars < 1, min (P ) (the smallest eigenvalue of P) such that condition (4.14) holds.
Calculating the objective and its gradient involves a large number of quadratic programs. We tested the BFGS-SQP method for solving (5.1) on a CM5 parallel computer. At each step, f(x k ) and g k are calculated in parallel. The test problems are randomly generated, but with known solution characteristics, so di erent features of the algorithm can be tested. 
