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Stochastic resonance in a tristable optomechanical system
Bixuan Fan and Min Xie
College of physics, electronics and communication, Jiangxi Normal University, Nanchang, 330022, China
In this work we theoretically investigate the stochastic resonance (SR) effect in an optomechanical membrane
system subject to two weak signals (one optical field and one mechanical force). The quadratic optomechanical
coupling allows us to find a region with tristability where the noise activated stochastic switching among three
stable states occurs and SR phenomena are observed at the cooperation of input signals and noises. We show
that the mechanical force and the optical field respectively serve as an additive signal and a multiplicative signal
to the membrane position and they induce completely different SR behaviors. Moreover, when two signals
coexist the SR effect can be enhanced and the beating effect appears in the SR synchronization process with
unsynchronized signals.
PACS numbers: 42.50.Wk, 02.50.Ey, 42.65.Pc
I. INTRODUCTION
Noises usually play negative roles in signal detection and
transfer. However, in some occasions, noises have construc-
tive effects, such as noise induced signal amplification [1],
noise induced synchronization [2] and noise induced noise
suppression [3]. These counterintuitive phenomena occurs
mostly in nonlinear systems and they mostly results from the
interplay of system nonlinearities and noises. One good ex-
ample is the phenomenon of stochastic resonance (SR) [4, 5].
SR says that noises can improve the output signal quality for
a signal passing through a nonlinear system and the optimal
improvement is achieved at an optimal noise level. It was first
discovered in investigating the periodicity of ice ages in 1981
[4] and since then it been intensively studied in various sys-
tems [5, 6], such as physics, chemistry, biology and environ-
mental sciences. SR has been intensively applied to weak sig-
nal amplification and detection [5, 6], especially in sensing a
faint signal from a noisy background. One well studied model
of SR is a classical bistable system with a subthreshold peri-
odic weak signal and noises. Recently, considerable attention
has been drawn to SR in monostable [7, 8] and multistable
[9–12] systems. In particular, the study of SR in a triple-well
system is important for understanding and manipulation of the
escape of a particle from a metastable state [10, 11].
In the past years, cavity optomechanics as a field connect-
ing quantum optics and mechanical objects has attracted in-
creasing research interest [13]. The radiation pressure medi-
ated optomechanical coupling leads to various nonlinear be-
haviors, such as bistability [14], multistability [15], instabil-
ity [16] and chaotic motion [17]. Among a variety of setups
of optomechanics, the membrane-in-middle optomechanical
system [18, 19] is very unique since the mechanical position
displacement is quadratically coupled to the optical field un-
like the linear relation in most of other optomechanical se-
tups. This nonlinear quadratic coupling allows detecting indi-
vidual jumps of phonon number in the mechanical mode [20]
and adding more interesting physics, for example, mechanical
squeezing [21], to optomechanical systems. In [22] Meystre
group pointed out that in a membrane-in-middle optomechan-
ical system, both double-well and triple-well potential func-
tions of mechanics can be realized by choosing suitable pa-
rameters. Thus, this type of system is ideal for studying the
SR effect with tristability.
Motivated by these studies, in this work we investigate the
SR phenomena in a practical tristable optomechanical mem-
brane system subject to two completely different types of sig-
nals (mechanical and optical signals). Compared to SR in
bistable optomechanical systems [23, 24], SR in our model
displays various periodic switching behaviors. We study the
SR effect in three scenarios: a single signal, two synchronized
signals, and two unsynchronized signals. We find that a sin-
gle mechanical signal and a single optical signal induce dis-
tinguishing periodic switching behaviors due to their differ-
ent roles to the membrane position. Besides, we show that
the cooperation of two signals reduces signal amplitudes re-
quired for SR to occur and the existence of frequency differ-
ence between signals leads to a beating phenomenon in SR,
which can be clearly seen from the dynamics and the power
spectrum. We know that beating effect usually occurs for two
nearly coherent sources, i.e., two lights with small frequency
difference. Here the beating occurs between one mechanical
force and one optical field with the assistance of the nonlinear
optomechanical interaction. We also show that the existing of
beating signals largely reduces the sensitivity of the system
to initial phase fluctuations of signals at the cost of reduced
signal-to-noise ratio (SNR).
The present paper is organized as follows. In Sec. II we in-
troduce our model and provide the steady-state solutions and
the stability analysis. In Sec. III, the main signatures of the
SR effect including the input-output synchronization and the
SNR enhancement are presented. Then, we discuss the inter-
play of the two signals in the SR process in Sec. IV. Finally,
we summarize our work in Sec. V.
II. MODEL
We consider such a system: a partially transparent dielec-
tric membrane is placed in the middle of a single-mode op-
tical cavity and it divides the cavity into left and right parts
as shown in Fig. 1. The membrane position is quadratically
coupled to the cavity field. There are three input signals to the
system: the optical cavity is driven by a strong control field Ec
with frequency ωc and a weak signal field Es with frequency
2Ec
Es
Fs
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FIG. 1: (Color online) A tristable optomechanical membrane sys-
tem. (a) Model: A thin partially transparent membrane is suspended
in the middle of an optical resonator. The photons tunnel through
the membrane and the membrane is displaced by the photon induced
pressure. The optical resonator is driven by a strong control field Ec
and a weak signal field Es and the membrane is forced by a weak
force Fs . (b) A cartoon illustration of the triple-well potential func-
tion of the steady-state position of the mechanical membrane.
ωs; a weak force Fs with frequency ω f is acted on the mem-
brane. In a rotating frame at the control field frequency ωc,
the Hamiltonian of the described system is given by
H =
1
2
ωm
(
xˆ2 + pˆ2
)
+ ∆aˆ†aˆ + gaˆ†aˆxˆ2 (1)
+ Ec
(
aˆ + aˆ†
)
+ Es
(
e−iδtaˆ† + eiδtaˆ
)
+ Fscos(ωf t)xˆ,
where xˆ and pˆ are the dimensionless position and momentum
operators of the mechanical mode with frequency ωm; aˆ† (aˆ)
are creation(annihilation) operators of the optical cavity mode
with frequency ωca; ∆ = ωca − ωc is the detuning of the op-
tical cavity mode from the control field; δ = ωs − ωc is the
frequency difference between the optical signal field and con-
trol field; g is the quadratic optomechanical coupling strength.
The equations of motion for the expectation values of the
system operators α = 〈aˆ〉, x = 〈xˆ〉 and p = 〈pˆ〉 are:
α˙ = − (i∆ + κ)α − igx2α − iEc − iEseiδt (2)
α˙∗ = (i∆ − κ)α∗ + igx2α∗ + iEc + iEse−iδt (3)
p˙ = −γm p − ωmx − 2g |α|2 x − Fscos(ωft) + ξ (4)
x˙ = ωm p (5)
where we have phenomenologically introduced the me-
chanical damping rate γm and the optical decay rate
2κ. The mechanical mode is suffered by a temperature-
dependent stochastic noise ξ (t), which obeys the correlation
〈ξ (t) ξ (t′)〉 = 2D (t − t′) with D being the strength of the ther-
mal noise. Here the noise in the optical field is not considered
5.2 5.6 6 6.4 6.8
−4
−2
0
2
4
6
Amplitude of optical driving E
c
M
ec
ha
ni
ca
l p
os
itio
n 
x
Region B:
tristable
Region C:
bistable
Region A:
monostable
FIG. 2: (Color online) System stability diagram. Black solid
curves stand for stable branches and red dashed curves for unstable
branches. The plane is divided into three regions: monostable region
(shadowed by light blue), tristable region (shadowed by light yellow
) and bistable region (shadowed by light red). The parameters are:
κ = 5ωm, γ = 2.5ωm, ∆ = 3ωm and g = −0.4ωm.
since it has much less influence on system dynamics than the
mechanical noise at a low temperature.
In this work we focus on the dynamics of the mechanical
mode and hence we write down the equation of motion merely
for mechanics as:
x¨ + γm x˙ = ωm(−ωmx − 2g|α|2x − Fscos(ωft) + ξ) (6)
= ωm(−ωmx − 2g |Ec + Ese
iδt|2
(∆ + gx2)2 + κ2 x − Fscos(ωft) + ξ)
Interestingly, it is seen from Eq. (6) that the intensity of op-
tical mode |α|2 plays a role of a multiplicative signal to the
mechanical position, which allow us to control the mechani-
cal mode through the optical mode. For instance, one can use
the optical signal Es to tune the photon number of the optical
mode in cavity and indirectly to assist the manipulation and
detection of the mechanical signal Fs.
We then search the steady-state solutions and study their
stability properties in the absence of weak signals Fs and Es.
The steady-state solutions can be obtained by setting the time
derivatives to zero:
0 = −
(
i
(
∆ + gx2s
)
+ κ
)
αs − iEc (7)
0 = −ωmxs − 2g |αs|2 xs (8)
From Eqs. (7)-(8), it is obvious that xs = 0 is a solution and
the other four possible solutions can be found from the four-
order equation of xs:
g2x4s + 2∆gx2s + ∆2 + κ2 + 2gE2c/ωm = 0 (9)
x2s can be solved directly as
x2s =
1
g2
(−∆g ± A) (10)
3with A =
√
−g2
(
2gE2c/ωm + κ2
)
. From Eq. (10) one can see
that, if 2gE2c + ωmκ2 < 0. i.e., g < −ωmκ2/2E2c , x2s have two
real roots. Further, for −∆g > A, xs have four real roots:
xs = ±
1
|g|
√
−∆g ± A. (11)
In such a situation, the tristability is possible to occur. Other-
wise, xs have two real roots, xs = ±1
√
−∆g + A/ |g| and under
this condition one may find bisstability.
It is well known that stability properties of a system can be
quantitatively studied by the linear stability analysis method.
We linearize the system operators around their steady-state
values: aˆ(aˆ†) → αs(α∗s) + aˆ(aˆ†), xˆ → xs + xˆ and pˆ → ps + pˆ.
Ignoring high-order terms, the linearized equation of motion
can be written as
y˙ = Jyˆ + ζ (12)
where y = (aˆ, aˆ†, xˆ, pˆ)T , ζ = (−iEseiδt, iEse−iδt,−Fscos(ωf t) +
ξ, 0)T, and the Jacobian matrix J is given by
J =

−i(∆ + gx2s) − κ 0 0 −i2gαsxs
0 i(∆ + gx2s) − κ 0 i2gα∗s xs
−2gα∗sxs −2gαsxs −γm −ωm − 2g|αs|2
0 0 ωm 0

(13)
The criterion of a stable solution is that real parts of all eigen-
values of the Jacobian matrix are negative.
The stability diagram is shown in Fig. 2. The bifurca-
tion curve looks like a deformed pitchfork bifurcation, which
usually appear in systems with symmetry. In a typical pitch-
fork bifurcation, there are two regions: one stable fixed point;
three fixed points (two stable and one unstable). In our model
there is one extra region (Region B in Fig. 2) that three sta-
ble fixed points (black curves) and two unstable fixed points
(red curves) coexist. In this region, with certain amount of
noise the switching among three stable states may occur. The
controlling of bistability or tristability can be easily realized
by tuning parameters of the system, i.e., when the detuning ∆
varies from negative to positive or the amplitude of the con-
trol field decreases, the system experience the transition from
bistability to tristability. In the following sections we focus
on SR in the tristable region since SR in a bistable system has
been thoroughly studied.
III. STOCHASTIC RESONANCE: INPUT-OUTPUT
SYNCHRONIZATION AND SNR ENHANCEMENT
In this section we present main results of the SR phenomena
in our tristable system from the two characteristic features:
the system’s periodic response (input-output synchronization)
and the resonance behavior of SNR versus the noise strength.
Figure 3 shows single trajectories of the time evolution of
the mechanical position under different driving and noise con-
ditions. As shown in Fig. 3(a), the time series of the signals
are divided into two stages (labeled by the bright blue dash-
dot line): noise off and noise on. We assume that initially
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FIG. 3: (Color online) Signature of stochastic resonance: the input-
output synchronization. (a) Time series of the input signals (Fs and
Es). (b) System responses: single trajectories of the steady-state po-
sition of the membrane. The dashed-dotted line is used to divide time
sequence into two parts: without mechanical thermal noise D = 0
(left side of the line) and with mechanical thermal noise D = 0.09
(right side of the line). The detuning δ = 0.0004 × 2piωm and the
mechanical signal frequency ω f = 0.0004 × 2piωm, Ec = 5.8ωm,
Es = 0.45ωm and Fs = 0.15ωm. Other parameters are the same with
those in Fig. 2.
the membrane has no displacement in the x axis, i.e., it is lo-
cated at the middle well. To observe the noise induced sys-
tem responses, in all simulations we control the signals below
thresholds, i.e., the input signal energy is not strong enough
for crossing the potential barriers. In the stage of noise ab-
sence, the weak force Fs can only drive small-amplitude in-
trawell oscillations of the membrane and there is no switching
from the middle well to adjacent wells. It is interesting to note
that there is no dynamics at all when there is only the optical
signal Es acting on the system. This can be understood from
Eq. (5): in the absence of noise ξ, giving a vanishing initial
position x, merely the optical mode |α|2 (the third term of Eq.
(5)) can not excite the static membrane.
In the second stage, we add certain amount of mechanical
thermal noise (D = 0.09) to the system. As shown in Fig.
3(b), with the assistance of this noise, the system experiences
random switching among three states when there are no input
signals Fs and Es. Then, the mechanical signal and optical
signal are injected into the system in order. With matched
modulation frequencies (δ and ω f ) and noise strength (D),
the periodic hopping from middle state to side states is ob-
served and the hopping period follows the input signals. This
is a very important signature of SR: the input-output synchro-
nization. It is interesting to note that the periodic hopping
behaviours differ for the mechanical and optical signals: the
mechanical signal induces symmetric hopping from the mid-
dle well to two side wells at the signal frequency ω f while the
optical signal induces hopping at frequency δ to side wells but
the hopping direction is totally random.
The distinguishing SR behaviours induced by the mechan-
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FIG. 4: (Color online) Effective potential function of the steady-state
position of the membrane at different times of one period. Left panel:
the effective potential with the mechanical signal Fs; right panel: the
effective potential with the optical signal Es . The parameters are the
same with Fig. 3.
ical signal and the optical signal results from their different
relations to the position of the membrane: the mechanical sig-
nal Fs is an additive signal directly acting on the membrane
while the optical signal Es indirectly acts on x in the mul-
tiplicative way. Their difference can be explained from the
effective potential function of the steady-state position of the
mechanical resonator U(x), which can be easily derived from
Eq.(6) (x¨ + γm x˙ = −∂U(x, t)/∂x):
U (x) = 1
2
ωm x
2
+
|Ec + Eseiδt |2
κ
arctan
∆ + gx2
κ
(14)
+ Fscos(ωft)x.
In Fig. 4, we show how the effective potential varies dur-
ing one signal period in the presence of Fs (left panel) and
Es (right panel). Initially the triple-well structure is symmet-
ric with the same depth for each of them. Under the driv-
ing of the mechanical signal, the middle well remains un-
changed while two side wells oscillate in a synchronized but
oppositely-directed manner. Consequently, the steady-state
position of the membrane jumps between left and right pe-
riodically. In contrast, the optical signal Es raises and lowers
the two barriers simultaneously at the optical signal frequency
difference δ. The symmetry of two side wells remains but the
depth difference between the middle well and side wells are
oscillating. Therefore, the membrane stays at the middle for
some time and randomly jumps to one of side wells with the
noise activation when the depth of the middle well become
small.
Another signature of the SR phenomenon–the SNR reso-
nance peak versus noise is presented in Fig. 5. For simpli-
fication, here we only consider the situation with the addi-
tive signal Fs. The SNR is defined as the height of the signal
peak in the power spectrum divided by the height of the noise
background at the external driving signal frequency, that is,
SNR = Ps/Pn [6]. On the logarithmic scale the SNR is the
height of the signal peak above the noise background.
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FIG. 5: (Color online) Signature of stochastic resonance: SNR ver-
sus D for three different amplitudes of the mechanical signal Fs . The
parameters are the same as those in Fig. 3 except for Es = 0.
In Fig. 5, we plotted SNR of the output mechanical signal
versus the noise strength D for three different signal ampli-
tudes. We can see that all curves have a similar trend: the
SNR first rises as the noise increases, reaches a peak, and then
decreases as the noise further increases. One may note that
there is only a single resonant peak for each SNR curve al-
though the system has multiple stable states, similar to SR
in a bistable system [5, 25]. This is because that the initial
symmetric triple-well potential after acted upon by Fs is still
symmetric and hence thermal noise activated switching rates
(Kramers rate [26, 27]) to left and right wells are the same,
corresponding to a common matched noise level. Besides, the
peaks of the SNR curves slightly move towards lower noise
side as the signal amplitude Fs increases, which is in good
consistence with the discussion in [5].
IV. BEATING PHENOMENA IN SR
So far we have studied system stability properties and SR
in the presence of a single mechanical or optical signal. Now
we turn to study the situation in the presence of both optical
and mechanical signals.
When two signals are on, there are two time scales govern-
ing the switching dynamics: δ and ω f . Note that the time scale
of the dynamics induced by Es is determined by the detuning
δ, not its frequency ωs. From the discussion in last section we
know that these two signals periodically modulate the effec-
tive potential in two manners with their own modulation fre-
quencies. The modulation would become totally disordered
if two modulation frequencies significantly differ from each
other. Therefore, to observe nontrivial resonant effect and the
synchronization with input signals, the frequency difference
∆ω = ω f − δ should not be large. Here we use ∆ω = ω f /10.
In Figs. 6 and 7, we show how SR phenomena are influenced
by the interplay of two signals and how the frequency differ-
ence ∆ω affects SR.
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FIG. 6: (Color online) The SR synchronizaiton phenomena with two
signals Es and Fs for the situations of (a) δ = ω f and (c)ω f − δ =
ω f /10. (b) and (d) are the Fourier spectrums corresponding to the
cases of (a) and (c), respectively. The red curve in (c) is the function
of cos((ωf − δ)t). The parameters are the same as in Fig. 3 except
Es = 0.25, Fs = 0.08 and D = 0.05.
In Fig. 6 (a) we display the SR effect with two synchronized
signals Fs and Es (δ = ω f = 0.0004 × 2piωm). Here we use
two weaker signals Fs = 0.08 and Es = 0.25 and each of them
is insufficient to induce the SR effect alone. With the cooper-
ation of two signals, almost deterministic periodic switching
from the middle well to the right well is witnessed. This pe-
riodicity is much better than that of single signal induced SR
in Fig. 7. The corresponding spectrum is shown in Fig. 6
(b) and a single signal peak is observed at the frequency of
0.0004 × 2piωm, which is exactly the signal frequency. This
result is not surprising since we have known that Es acts as a
multiplicative signal and the synchronized additive signal Fs
and multiplicative signal Es would cause this interference of
SRs as discussed in Ref. [10]. In fact, there are many high-
order signal peaks in the whole frequency domain due to the
optomechanical nonlinearity.
More interesting dynamics is in the situation of a small
nonzero modulation frequency difference (∆ω , 0) as shown
in Figs. 6(c) and 6(d). There is a slow envelope along with
the fast interwell hopping in the time evolution of x. The fast
interwell hopping synchronizes with the signals and the slow
oscillation actually follows the signal of frequency difference
cos(∆ωt) (the red sine curve in (c)). This behavior is often re-
ferred to as the beating phenomenon. Correspondingly, in the
frequency domain (Fig. 6(d)) we can see a main resonance
peak at ω f and a beating signal peak at ω f − δ. One may no-
tice that there is an additional signal at 0.00032×2piωm, which
is equal to 2δ − ω f , resulting from the difference-frequency
generation process of the second-order of optics and the first-
order of mechanics. Noteworthy, the main SR resonance peak
in Fig. 6 (d) is lower than that in Fig. 6 (b. This is because
that the cooperation effect of the signals is strongest when two
signals are synchronized. As the frequency difference ∆ω ap-
proaches 0, the beating signal would gradually vanish and the
main SR signal would become stronger. In this sense, the in-
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FIG. 7: (Color online) Trajectories of the position of the mechani-
cal membrane when the two signals have an initial phase difference
∆φ = pi/2 without frequency difference (a)∆ω = 0 and with (b)
∆ω = ωm/10. (c) represent the SNR as function of φ for the case
with and without frequency difference. The parameters are the same
with those in Fig. 6.
terference result presented in Ref. [10] is a special case of our
model with ∆ω = 0.
We finally study the effect of the initial phase difference ∆φ
of two signals on the SR phenomena in our symmetric triple-
well system. As discussed in Ref. [10], for two synchronized
input signals (∆ω = 0), only when their relative initial phase
∆φ = 0(pi) the interwell switching is towards one direction and
system responses follow the input signals best and For other
phases the switching from middle well to two side wells are
random due to the splitting of averaged Kramers rates. This
means that fluctuations in initial phases may reduce the peri-
odicity of switching and hence reduce the signal quality. To
further confirm this effect, we show the time evolution of the
membrane position x for ∆φ = pi/2 and ∆ω = 0 in Fig. 7(a).
It is clear that the hopping from the middle well to the left
or right wells is stochastic. However, the situation is dramat-
ically different when the frequency difference of two signals
is nonvanishing ∆ω , 0. Fig. 7(b) shows that for the initial
phase difference ∆φ = pi/2, the beating signal and the syn-
chronization to input signals are still as good as that in Fig.
6(c) with only a slight shift on the time axis. It indicates that
the beating effect makes the synchronization behavior of the
system robust to the initial phase difference between signals.
To further investigate the influence of the beating effect on
the synchronization behavior, we numerically compute the
SNR for varying the relative initial phase difference from 0
to 2pi in Fig. 7 (c). For the case of no beating, the SNR curve
changes in the cos-like function with an amplitude about 10dB
and it is optimized at phase near npi (n = 0, 1, 2). In contrast,
when the frequency beating exists, the SNR almost remains at
a stable value with only small fluctuations. The stable value
is slightly below the average value of the maximal and mini-
mal of the no beating situation. Thus, the SR effect is more
robust to the initial phase fluctuations thanks to the beating
6phenomenon at the cost of reducing SNR to an average value.
V. CONCLUSION
We investigated SR effects in an optomechanical system
with tristability. With the advantage of optomechanics, our
model offers more rich nonlinearities and more control chan-
nels to study SR. Through the quadratic optomechanical cou-
pling, a weak optical signal can induce SR in the mechani-
cal mode and this SR is significantly different from the me-
chanical signal induced SR. Besides, we extended the two-
synchronized-signal SR model to SR with frequency differ-
ence and we observe beating-like phenomena in the SR syn-
chronization. Our results not only present further and deeper
understanding of SR in a multistable system, but also in-
troduce one way of controlling mechanical SR phenomena
through the optical channel.
Noteworthy, there is more physics about SR to be explored
from this model. For instance, at a high operation temper-
ature the noise in the optical field can not be neglected any
more. This noise is indirectly acted on the mechanics in a
multiplicative way and one may find new SR behaviors when
the optical noise cooperates with the mechanical noise and the
two signals.
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