The four-dimensional Variational Doppler Radar Analysis System (VDRAS) developed at the National Center for Atmospheric Research (NCAR) is significantly improved by implementing a terrain-resolving scheme to its forward model and adjoint based on the ghost cell immersed boundary method (GCIBM), which allows the topographic effects to be considered without the necessity to rebuild the model on a terrainfollowing coordinate system. The new system, called IBM_VDRAS, is able to perform forward forecast and backward adjoint model integration over nonflat lower boundaries, ranging from mountains with smooth slopes to buildings with sharp surfaces. To evaluate the performance of the forward model over complex terrain, idealized numerical experiments of a two-dimensional linear mountain wave and three-dimensional leeside vortices are first conducted, followed by a comparison with a simulation by the Weather Research and Forecasting (WRF) Model. An observing system simulation experiment is also conducted with the assimilation of simulated radar data to examine the ability of IBM_VDRAS in analyzing orographically forced moist convection. It is shown that the IBM_VDRAS can retrieve terrain-influenced three-dimensional meteorological fields including winds, thermodynamic, and microphysical parameters with reasonable accuracy. The new system, with the advanced radar data assimilation capability and the GCIBM terrain scheme, has the potential to be used for studying the evolution of convective weather systems under the influence of terrain.
Introduction
When an air parcel is interacting with a mountain, its behaviors can be influenced by many factors such as the height of the parcel, the shape (height, slope) of the mountain, the strength and direction of the upstream wind, and the thermodynamic and microphysical characteristics of the atmosphere (Markowski and Richardson 2010) . Based on the results from the Mesoscale Alpine Programme (MAP), Rotunno and Houze (2007) suggested that a complete understanding of the orographically modified airflow is crucial for predicting the orographic precipitation. Wulfmeyer et al. (2008) pointed out the linkage between orographic enhancement and the occurrence of severe flash-flood events, and that the improvement of low quantitative precipitation forecast (QPF) skill in low-mountain regions remains a great challenge. Their study indicated that most of the mesoscale models tend to strongly overestimate (underestimate) the precipitation on the windward (lee) side of the mountain. Houze (2012) offered a thorough review regarding the variety of orographic effects that could significantly alter the precipitation cloud systems. Mountains and hills could affect precipitating clouds through different mechanisms, resulting in different types of precipitations with varied location, scale, duration, and intensity of the rainfall. Weckwerth et al. (2014) also mentioned that the problem of an adequate identification of the location and timing of convection initiation was often complicated by terrain. The aforementioned studies all indicate the complexity of the topographic effect, and the importance of developing a system that can perform weather analyses and forecasts over complex terrain under different environmental scenarios.
The Variational Doppler Radar Analysis System (VDRAS), developed at the National Center for Atmospheric Research (NCAR), is a weather radar data assimilation system to produce high-resolution analyses with the objective to study detailed structure of convective weather. VDRAS uses a cloud-resolving forecast model as a constraint, and is formulated in a Cartesian coordinate, which is only suitable over flat surface. The four-dimensional variational data assimilation (4DVar) technique is employed to assimilate radar observations, including Doppler radial velocity and reflectivity. The VDRAS analysis fields comprise a set of high-resolution three-dimensional model state variables such as winds, thermodynamic fields, and microphysical parameters. Compared to other 4DVar systems (e.g., Kawabata et al. 2011; Sun and Wang 2013; Wang et al. 2013; Ballard et al. 2016) , the uniqueness of VDRAS is its specific applications in storm-scale weather analysis and nowcasting, as it can provide rapid update cycles every 15 min or less (Chang et al. 2014 (Chang et al. , 2016 .
VDRAS has been applied in a variety of studies such as for low-level wind and temperature retrieval (Sun and Crook 2001) ; supercell initialization and forecast in the Severe Thunderstorm Electrification and Precipitation Study (STEPS; Sun 2005) ; forecast demonstration projects for the Olympic Games in Sydney, Australia, and Beijing, China Sun 2002, 2004; Sun et al. 2010) ; radar radial velocity dealiasing (Lim and Sun 2010) ; and short-term QPF (Sun and Zhang 2008; Tai et al. 2011; Chang et al. 2016) . Recently, it has been used to study the formation mechanisms of heavy rain events (Friedrich et al. 2016; Gochis et al. 2015) .
The above-mentioned studies have demonstrated successful and promising applications of this system. However, when Tai et al. (2011) utilized VDRAS to investigate the rainfall forecast problem for a prefrontal squall-line system passing through southern Taiwan, an island with complex topography, they found that the inability of VDRAS to resolve terrain dramatically degrades its forecasting skill over mountainous regions. To search for a better solution, Tai et al. (2011) utilized the analysis fields generated by VDRAS after assimilating radar data to initialize the Weather Research and Forecasting (WRF) Model. The latter was constructed over a terrain-following coordinate system. The combination of the two systems demonstrated a substantial improvement in the short-term (;2 h) QPF. Despite the positive impact, it should be pointed out that the VDRAS-derived analysis field may not be optimal for WRF, due to the discrepancies between these two models in many aspects. Thus, it still took approximately 40 min of time integration for the WRF to adjust its model fields after being initialized by the VDRAS-retrieved analysis fields. This motivates the research presented in this paper. That is, to develop a terrainresolving scheme for VDRAS, so that it is able to assimilate radar data, and perform rapidly updated analyses as well as forecast directly over areas with complex terrain.
To simulate flows over topography, the terrain-following coordinate (Phillips 1957) has been frequently used for mesoscale numerical weather prediction models. However, the metric terms generated from the coordinate transformation need to be added into the governing equations, thus producing truncation errors after discretization (Janjić 1977; Klemp et al. 2003) . With increasing computational power, mesoscale models tend to be running at a higher resolution. As a result, the associated errors can significantly harm the solutions in the vicinity of steep terrain slope.
Recently, the so-called immersed boundary method (IBM) has been applied to simulate flows over complex terrain without the necessity to conduct coordinate transformation, meaning one can still keep the Cartesian coordinates (Tseng and Ferziger 2003; Yamazaki and Satomura 2010) . IBM-also known by various names such as Cartesian-grid method, embedded boundary, immersed boundary, and fictitious domain-has been widely used in computational fluid dynamics (CFD) models since it was first introduced by Peskin (1972) . For application in numerical weather prediction models, however, IBM is relatively new. Lundquist et al. (2010 Lundquist et al. ( , 2012 applied IBM to the WRF Model, and showed that they were able to simulate not only the wind fields over a bell-shape mountain with smooth surface, but also the flows between buildings within a city. Note that the simulation of the latter was difficult to accomplish by using the WRF's original terrain-following coordinate.
The IBM approach basically takes into account the topographic effects through a continuous updating of the nodes near the nonflat surface, while certain appropriate boundary conditions are made to be satisfied along the surface. Considering the long-term development, computational efficiency, and the simplicity of the coding, IBM is a good candidate allowing us to implement the terrain-resolving capability to VDRAS. IBM has several variants. In this study, the ghost cell immersed boundary method (GCIBM) proposed by Mohd-Yusof (1997) and Tseng and Ferziger (2003) , also classified as the direct-forcing type of IBM, is selected.
In this manuscript, section 2 briefly introduces the VDRAS, including its forward forecast model and data assimilation concept. Details about the implementation of GCIBM are provided in section 3. To verify the results from the modified VDRAS with the newly implemented terrain-resolving component, section 4 presents two idealized experiments, including simulations of a two-dimensional linear mountain wave and a three-dimensional lee vortex. Furthermore, a parallel forecast experiment is conducted to compare the simulated results from the modified VDRAS against those from the WRF Model. A high-resolution building-scale simulation is also utilized to demonstrate the advantage of applying GCIBM. In section 5, an observing system simulation experiment (OSSE)-type of radar data assimilation experiment is conducted to assess the performance of the new VDRAS. The summary and plan for future work are given in section 6.
Descriptions of VDRAS
Based on the 4DVar technique, VDRAS utilizes a cloud-scale model as its forward model, which also serves as a constraint in an attempt to find an optimal initial state that can minimize the differences between model forecasts and observations within the assimilation window(s). The forward model in VDRAS is formulated in a Cartesian coordinate suitable for flat surface with a Kessler-type warm rain microphysical process (Kessler 1969; Sun and Crook 1997, hereafter SC97; Sun and Crook 1998 ) and a simple ice scheme (Chang et al. 2016) . However, in the current study the ice scheme is not used. The model comprises six prognostic equations: three momentum equations, the thermodynamic equation, the rainwater equation, and the total water equation. The conservation equations for momentum and mass continuity equation under the anelastic approximation are written as 
For the thermodynamic equation, it is written in terms of liquid water potential temperature u l (K) as 
The total water q t is the sum of rainwater, cloud water, and water vapor. The parameters R a and R c represent the transfer rate (kg m 23 s 21 ) of autoconversion and accretion, and R e is the evaporation rate. More details regarding the physical process can be found in SC97. VDRAS assimilates the Doppler radar data by formulating a cost function that contains an observational term linking the radar-observed variables and the model-forecast variables. The cost function J describing the misfit between the state variables of the model and the radar observations can be expressed as
where x 0 is the model variables at the beginning of the assimilation window, x b is the background field, and B denotes the background error covariance matrix. Sun and Crook (2001) and Sun and Zhang (2008) pointed out that in 4DVar the correlation among parameters in the analysis field are obtained through the dynamic model; therefore, the background error covariance can be approximated by a relatively simple correlation model. Thus, similar to Chang et al. (2016) , a recursive filter (Hayden and Purser 1995 
where d represents the distance between a given grid point (x, y, z) and the radar location (x r , y r , z r ). The rainwater mixing ratio q r is estimated using the radar reflectivity (Z in dBZ) and the formula proposed in SC97:
Z 5 43:1 1 17:5 log 10 (r a q r ) ,
where r a (kg m
23
) represents the air density. Note that it is assumed that there is no spatial correlation between observations in Eq. (9). The summation in Eq. (9) is over all observations in the analysis domain s and time t within a specified assimilation window. The coefficients h y and h q represent the inverse of the observational error variances for radial velocity and rainwater, respectively. The third term, a spatial and temporal smoothness penalty term J p , is implemented to smooth nonphysical gradients in time and space induced by the inclusion of observations, as discussed in SC97. The final term J mb denotes a mesoscale background field, which ensures that the 4DVar analysis can follow a larger-scale background field. Moreover, for those areas where no radar observations are available, VDRAS relies on J mb to fill in the data-void regions.
In the 4DVar assimilation window, an adjoint model is developed based on the forward forecast model, and is employed to obtain the gradients of the cost function with respect to the initial state of the prognostic model variables. The adjoint model is the transpose of the tangent linear model (TLM). It has the same number of variables as in the nonlinear forward model, and is integrated backward in time in the 4DVar data assimilation. Through an iterative approach, one can find an optimal initial state that reduces the cost function depicted in Eq. (9) to a minimum. Since the adjoint model is highly dependent on the forward forecast model, in this study it is necessary to rewrite the adjoint equations when the forward model is substantially modified after the implementation of GCIBM.
Implementation of the ghost cell immersed boundary method (GCIBM)
The GCIBM proposed by Tseng and Ferziger (2003) can readily be applied to an existing Cartesian coordinate system with staggered or nonstaggered grids. It is chosen in this study for implementing the terrain-resolving capability to VDRAS, which uses the Arakawa C scheme. By applying this method, the force exerted on the fluid by the terrain can be implicitly updated without the need for an explicit calculation of the body force. The ''ghost cell'' is here defined as the first grid point immediately inside the three-dimensional terrain surface (i.e., immersed boundary) in the model domain (see Fig. 1 ). By computing the model variables located at these ghost cells which could make appropriate boundary conditions (given later) satisfied along the surface at every time step, the model equipped with GCIBM is able to simulate the terrain effect. If the ghost cell is located exactly at the boundary, the boundary condition can be directly imposed. However, in most cases, the ghost cells do not overlap with the boundary. Therefore, an interpolation scheme is needed for the calculation of the forcing at the ghost cells. The detailed numerical procedure for our implementation of GCIBM in VDRAS is described as follows. a.
Step 1: Identify the boundary and classify the grid points
One first detects the three-dimensional topography surface and then classifies each grid point in the model domain into three categories: flow regime grids, terrain grids, and ghost cell grids. be seen that the flow regime grids are outside the terrain, and the terrain grids are well inside the terrain. For the ghost cell grids, they are defined as the first grid point immediately inside the terrain when searching along either the vertical (from top) or the horizontal (from the flow regime) directions. In other words, the ghost cell grids may not be the first grid point below the terrain. Note that in Fig. 1 the image point and the ghost cell grid are symmetric with respect to the surface of the boundary. The straight line connecting these two points is perpendicular to the plane tangential to the boundary. It should also be pointed out that since VDRAS uses Arakawa C scheme, each model field, including the kinematic, thermodynamic, and microphysical variables, will have its own GCIBM grid system.
b. Step 2: Conduct interpolation for the image point
To avoid computational instability, the values of a given model parameter (i.e., winds, liquid water potential temperature, microphysical variables) at nearby flow regime grid points are first interpolated to the image point, rather than directly to the ghost cell point. In Tseng and Ferziger (2003) and Lundquist et al. (2010 Lundquist et al. ( , 2012 , the bilinear and trilinear interpolation schemes were adopted for conducting the interpolation. However, in this research, the inverse distance weighting (IDW) method (Franke 1982) , due to its simplicity and accuracy, is employed following Gao et al. (2007) , which has an advantage of simplifying the development of the adjoint model-one of the major objectives in this study. The IDW method is suitable for reconstructing smoothly varying variables and at the same time preserving the local maxima. The interpolation at a given image point is displayed in Fig. 2 , and expressed by
where the subscript I stands for the image point, and m is the index for the mth grid in the flow regime. Thus, Ø I is the value at the image point after the interpolation, Ø m represents the value at the mth grid point in the flow regime, W m stands for the weighting coefficient, and d m is the distance between the image point Ø I and the mth data grid Ø m . The power p is a positive real number, and is set to be 0.5, D is the distance from the image point to the farthest data point used in the interpolation, and n is the total number of data points. Finally, W tot is the summation of all weighting coefficients assigned to the n data points in the flow regime. Searching for the data grids used for the interpolation is another issue. To obtain sufficient and equal information from both vertical and horizontal directions, in this study those flow regime data points residing at the same layer as the ghost cell and one layer above are taken into account for interpolation. However, data points in the horizontal direction but within an area 5 times the grid size away from the ghost cell are candidates for the interpolation.
c. Step 3: Update the values at the ghost cell
Values at the ghost cell points for different prognostic variables, including the kinematic, thermodynamic, and microphysical parameters, are updated. It should be pointed out that in this study our attempt to apply GCIBM to update the microphysical variables is very unique, since most previous studies only focused on the dynamic aspect of the flows passing through mountains or barriers without considering the microphysical process.
Through numerous tests, it is decided to use the Neumann-type boundary condition to specify the values of the parameters crossing the boundary. This is because the simulated results obtained from the new VDRAS with the Neumann-type boundary condition are found to be the closest to those from WRF simulations obtained on a terrain-following coordinate system (shown later in section 4c). The results from detailed intercomparisons with the WRF simulations provide the authors useful guidance to choose a proper boundary condition. This is particularly important when it is needed to determine the boundary condition for interpolating the thermodynamic and microphysical parameters along the terrain surface. Based on the above description, when interpolating the horizontal winds (u, y), liquid water potential temperature u l , and mixing ratios of total water q t and rainwater q r , the values of these variables at the ghost cell grids are set to be equal to those at their corresponding image point, as expressed in Eq. (15):
where Ø x can be any of the variables mentioned above, and n r is the distance normal to the terrain surface. Furthermore, it is assumed that the vertical velocity at the lower boundary is induced by the terrain. As a result, the vertical velocity at the ghost cell point (Ø G,w ) is updated according to Eq. (16), which is also the relationship that needs to be satisfied along the surface of the lower boundary (i.e., point B in Fig. 1 ):
In Eq. (16), h t represents terrain height, and u and y are the horizontal wind components in the flow regime but closest to the image point corresponding to the ghost cell (Ø G,w ). After updating all prognostic variables at the ghost cells, the model's lower boundary conditions are updated as well. By integrating the nonlinear model for only those grid points located in the flow regime with the updated lower boundary conditions, one obtains the model prediction at the next time step.
Note that step 1 and the weighting coefficients needed for the interpolation in step 2 are prepared only once before model integration. The information is then stored and used whenever the update occurs. By repeating the steps 2 and 3 at later time steps of model integration, the flow over complex terrain will be resolved. From our experience, the additional computational cost with GCIBM is negligible in the forward model.
One important issue is that whether VDRAS is suitable for steep mountainous areas, since its forward model is formulated under the anelastic approximation, which is valid only when the pressure perturbation is smaller than the basic state pressure. In this study, since the GCIBM method still employs the height coordinate system, thus the blocking effect exerted by the mountains or other barriers becomes the major source to induce the pressure perturbation, whose magnitude is found to be less than 1% of the basic state. The good agreement between the results obtained from the newly modified VDRAS and those from WRF (a compressible model) presented later in section 4c demonstrates that the anelastic approximation adopted by VDRAS should be appropriate.
d. Implementation of GCIBM to the adjoint model
The adjoint model provides the derivative of the cost function [Eq. (9)] with respect to the control variables, which are the initial conditions of the model prognostic variables in VDRAS. Since the forward model of VDRAS has been dramatically modified by implementing the codes for GCIBM, its adjoint model needs to be changed accordingly. The main components of the adjoint model that require modifications are as follows: 1) the advection and diffusion terms in the prognostic equations, 2) the observational increments (i.e., rainwater mixing ratio and radial velocity) in the cost function, and 3) background and smoothing (spatial as well as temporal) terms. According to Eqs. (12)- (14) and (16), the value of a given parameter at the ghost cell grid is a result of linear combination of those located at the neighboring flow region grids. Thus, the basic concept is to add this additional interpolation procedure into the corresponding adjoint equations. We derived the adjoint counterpart of the GCIBM scheme described in this section and modified the existing adjoint code manually without using any automated differentiation tool.
To insure the correctness of the codes, the adjoint model needs to be tested after the above-mentioned modifications. A function F(a) designed for the verification is suggested in Navon et al. (1992) , which can be expressed as
where J denotes the cost function from the forward model integration, G stands for the gradient of the cost function with respect to the model initial state computed from the adjoint backward integration, x 0 represents the initial conditions of the prognostic variables, h is a normalized random vector, and a is a scalar. Theoretically, function F(a) needs to be close to 1. Figure 3 shows that as a is specified by a value with its magnitudes changing over different orders, the values of F(a) varies from 0.995 to 1.005, which satisfies the requirement of the gradient check (Navon et al. 1992 ). This is a demonstration that the adjoint model is indeed consistent with the forward model.
Tests of the forward model with the implementation of GCIBM (IBM_VDRAS)
a. Two-dimensional linear mountain wave
The analytical solution derived from linear theory (Smith 1980) for studying the behaviors of the linear mountain wave is employed to verify the simulation conducted by our new VDRAS (or IBM_VDRAS).
At the center of the domain, a one-dimensional bellshaped mountain is placed, and is expressed by
where h and a are the maximum height and half-width of the smooth mountain, and x is the horizontal distance from the center of the mountain. According to Huang (2000) , in an isothermal atmosphere (temperature T is uniform) and if the upstream wind U is also uniform without vertical shear, the behavior of a linear hydrostatic mountain wave can be described by the following equations:
where d represents the vertical displacement (m); r 0 and r are constant reference air density and mean air density (kg m 23 ) at a given height, respectively; l is the Scorer parameter (m 21 ); C p is the specific heat at constant pressure (J kg 21 K 21 ); g denotes the gravity (m s
22
); and R is the gas constant (J kg 21 K
21
). In addition, the solutions for the horizontal and vertical velocity perturbations can be obtained by the following relations:
In this test, the values of the parameters used by Durran and Klemp (1983) 
b. Three-dimensional lee-vortex simulation
In addition to the aforementioned two-dimensional simulation, a three-dimensional lee-vortex simulation is also conducted to further validate the performance of IBM_VDRAS. The model is initialized with horizontally isentropic surfaces, corresponding to a uniform Brunt-Väisällä frequency N of 0.01 s 21 , with a superimposed uniform wind speed of U 5 6 m s
21
. No moisture is added. A bell-shaped mountain with a peak height H of 2.5 km and 10-km half-width a is placed in the domain. The horizontal domain has a constant grid size of 1 km and contains 181 and 121 grids in the x and y directions, respectively. In the vertical direction, there are 50 levels with an interval of 0.3 km. To prevent reflection of vertically propagating gravity waves, sponge layers are employed in the upper portion of the model domain.
With the parameter settings introduced above, the Froude number (U/NH) equals 0.24. As pointed out by Smolarkiewicz and Rotunno (1989) under this environment, a reversed flow and symmetric vortices are expected to appear in the lee side of the mountain.
The simulated results focused on an area near the mountain at the two dimensionless (Ut/a) time levels of 7.2 and 18 are shown in Fig. 5 . As the time evolves, it can be seen that a pair of symmetric leeside vortices form behind the mountain. They develop, elongate, and move downstream. Overall, our simulation is in good agreement with previous studies such as Smolarkiewicz and Rotunno (1989) and Schär and Durran (1997) . linear mountain wave and the leeside vortices, they are limited to show only the performance of the dynamic aspect of the model simulation. Therefore, in this section, the complete set of equations in IBM_VDRAS is employed to conduct a simulation involving the microphysical processes. Since it is not possible to provide a ''true solution'' for such a highly nonlinear problem, the WRF Model, a relatively mature community model, is utilized to produce a reference model solution.
In this experiment, an unstable sounding profile from WRF's idealized simulation package is introduced to initialize both the forward model of IBM_VDRAS and the WRF Model. A bell-shaped mountain with a maximum height of 2 km and 10-km half-width is specified at the center of the simulation domain. Since the forward model in IBM_VDRAS uses a Kessler-type warm-rain microphysical process, the same process is selected in the WRF Model. The low-level environmental flow is assumed to be from the east, with a magnitude of 11.4 m s 21 at the surface, gradually decreases to 0 m s 21 at z 5 1.625 km, and then remains the same to the top. For both models, the horizontal domain ranges are x 5 161 km and y 5 141 km with a grid size of 1 km. The time step for model integration is 1 s. In the vertical direction, the IBM_VDRAS model is run on 50 vertical levels with an equal spacing of 250 m, while 50 sigma layers are specified for the WRF Model. An open boundary condition is employed along the lateral boundaries to avoid accumulation or reflection. It should be emphasized that since there are still numerous discrepancies between these two models including different time differencing schemes and mass conservation assumptions, the following comparisons are evaluated only in a qualitative manner. Note that the fields simulated by WRF are interpolated from its sigma levels to the constant height levels where the IBM_VDRAS model outputs are located.
As revealed in Fig. 6 , after 10 min of simulation, clouds form along the windward slope (eastern side), and are associated with terrain-induced upward motions and a region of higher temperature. The latter could be attributed to the latent heat release. The same features are captured by both models with a discrepancy only in the magnitudes. For example, the IBM_VDRAS simulation generates more cloud water with stronger updrafts and heating at the same time than those of the WRF. Nevertheless, the similarity between the two runs clearly indicates that IBM_VDRAS produces reasonable topographic forcing to the atmosphere. Figures 7 and 8 compare the WRF and IBM_VDRAS model simulations from the first to the third hour. The initial convection further intensifies and becomes a mature convective system around the top of the mountain after 1 h of integration (Figs. 7a and 8a) . It can also be seen that the precipitation produced by the convective system evaporates and cools the air near the ground. The cold air accumulates and forms a strong density current, then moves downslope toward the east as illustrated in Figs. 7b and 8b . Since the easterly wind dominates the lower atmosphere in the model, low-level convergence occurs at the edge of the cold pool. New cells are initiated continuously and propagate toward the upstream (Figs. 7c and 8c) . However, the spread of the cold pool in the IBM_VDRAS simulation appears to be slower than that in the WRF run, thus the propagation of new cells in IBM_VDRAS is decelerated. On the lee (western) side of the mountain, the direction of the easterly prevailing wind is the same as the movement of the cold pool. The low-level convergence turns out to be less significant, resulting in a weaker development of the convective system compared to that on the windward (eastern) side of the mountain. Figure 8 reveals that the IBM_VDRAS is able to capture every phase of the evolution of the convective system above a mountain produced by WRF, from convection formation, through development, to propagation. Figure 9 compares the evolution of the simulated rainwater mixing ratio and vertical velocity from WRF and IBM_VDRAS. A Hovmöller diagram showing the temporal-spatial variation of rainwater and vertical velocity is plotted along an east-west-oriented line at z 5 2.5 km and y 5 71 km, passing through the center of the domain. Data only at those grid points where the vertical velocity exceeds 1.0 m s 21 are taken into account. Figure 9 clearly shows that results produced by both runs are in good agreement. Initially the convection is triggered near the mountain. New cells develop and propagate toward upstream (eastern side of the mountain) as time evolves. On the other hand, convective cells on the downstream side are generated at a later time, and are narrower and weaker compared to those on the upstream side. The smoother field in IBM_VDRAS could be the result of the AdamBashforth time-differencing scheme in contrast to the Runge-Kutta scheme in WRF. , and the dashed line near the surface marks the cold pool area where the temperature perturbation is less than 21.28C.
Overall, even though there are numerous differences between the two models, the major features of a developing convective system over a bell-shaped mountain simulated by the newly designed IBM_VDRAS are very similar to those generated by the WRF Model, in which a terrain-following coordinate is used. This also suggests that the anelastic approximation adopted by IBM_VDRAS should be appropriate as discussed earlier in section 3.
d. A building-scale simulation
As mentioned in section 1, one important advantage of IBM is that it avoids the necessity of reconstructing the entire VDRAS model in a terrain-following coordinate system. In addition, by using IBM, one can simulate the behaviors of the fluid flowing over barriers with sharp surfaces such as buildings. This kind of simulation is difficult to achieve with most meteorological numerical weather forecast models in which the terrain-following coordinate system is employed. To demonstrate this capability, an experiment is designed where four identical buildings are placed inside the domain. Each cubicshaped building has a length of 100 m along each side. The grid size is only 10 m, and the model is integrated with a time step of 0.05 s. Figure 10a shows the simulated flow pattern, superimposed by the wind speed, while Fig. 10b depicts the pressure perturbation and vertical velocity around the buildings at z 5 15 m. As the background wind is coming from the southwest, a pair of symmetric vortices can be identified to the northeast of the buildings. In the wake flow region, the wind speed is weaker, and the pressure perturbation is also lower. Because of the blockage of the buildings, relatively lower wind speed and higher pressure perturbations are found along the windward side (southwest corner) of the buildings. In addition, the simulation successfully depicts the flow circulating around the buildings.
The simulated results along a southwest-northeastoriented vertical cross section are illustrated in Fig. 11 . Figure 11a shows weaker wind speed surrounding the buildings, and stronger wind speed aloft. There is a vertical vortex located in the region immediately behind the second building. Together with Fig. 10b, Fig. 11b reveals that the downdrafts are evident near the ground in the windward side of each building, and updrafts can be identified at higher altitudes. Upward motions can also be found between two buildings and above each building.
Although the results from this experiment are subject to further verifications by in situ observations, they are good examples to show the advantage of combining GCIBM with VDRAS for very high-resolution simulation of flows going through surface with sharp boundaries, with potentially applications to forecasting problems related to chemical dispersion and air pollutant transport.
An OSSE radar data assimilation experiment
An OSSE is conducted to provide a further investigation of the performance of this newly developed IBM_VDRAS radar assimilation system. The WRF simulation introduced in section 4c is adopted as the truth run. The simulated three-dimensional wind components and rainwater mixing ratio are utilized to generate simulated radar observational datasets.
The experimental design and assimilation strategy are shown in Fig. 12 . An idealized sounding profile is used to initialize the WRF truth run, and also serve as the background field for IBM_VDRAS. The length of the 4DVar assimilation window is 5 min. Two sets of simulated radar data collected at 85 and 90 min are assimilated at the beginning and end of the window, respectively. Since this is an idealized experiment, with the sole purpose of investigating the performance of the IBM_VDRAS in assimilating radar data, the factor that could affect the retrieval results, such as the data coverage, is deliberately excluded by assuming full radar data availability over the entire domain. The WRF simulated three-dimensional winds (u, y, w) are first interpolated to the center of the Arakawa C grid of VDRAS, then Eq. (10) is applied to generate the ''observed'' radar radial velocity measured by two artificial radars whose locations are shown in Fig. 13 . The coordinates of these two radars are at (40.5, 71.5) km and (81.5, 20.5) km, respectively. They are deployed in order to capture the wind components from two nearly perpendicular directions. The 4DVar minimization in IBM-VDRAS is run for 80 iterations, assimilating the simulated radial velocity and rainwater observations starting from the first-guess field provided by an idealized environmental sounding. This sounding contains only easterly wind component. The y, w, and temperature and pressure perturbations are all specified to zeros. The first-guess field of the rainwater mixing ratio is estimated from radar reflectivity generated by WRF at t 5 85 min of model simulation time through the formula shown in Eq. (11). The analysis fields at the end of the assimilation window (t 5 90 min) are evaluated and verified by their counterparts from the WRF true simulations.
Figures 14 and 15 display several meteorological fields from the WRF simulation and the IBM_VDRAS retrievals over a horizontal cross section at z 5 1.875 km and along a vertical cross section at y 5 71 km, respectively. By comparing the results against the truth run, it can be found that the rainwater mixing ratio (Figs. 14a,f and 15a,f) , horizontal wind (Figs. 14b,g and 15b,g), and vertical velocity (Figs. 14c,h and 15c,h ) are well retrieved with a good consistency. Note that those variables are closely related to the observations (i.e., radar radial wind and reflectivity), and are constrained explicitly by the observational term in the cost function depicted by Eq. (9). Although these fields are generally smoother in the retrievals than in the truth simulation, the maximum magnitudes from the two runs are comparable.
Unlike the wind and rainwater fields, the pressure and temperature solely depend on the nonlinear model to spread the information from the observed variables. From Figs. 14 and 15, it can be seen that even though there are numerous discrepancies between the WRF and the forward model in VDRAS, the IBM_VDRAS can still accurately retrieve the major thermodynamic structures. For example, Figs. 15d,i and 15e,j reveal that in both the true run and the retrieval experiment, a region of lower pressure (at z 5 1-4 km) and higher temperature (at z 5 4-8 km) can be found within the convective core located on the eastern side of the mountain at x ; 18 km. In addition, the near-surface cold pool along the eastern slope of the mountain characterized by relatively higher pressure and colder temperature are also well recovered. To assess the similarity between the two experimental runs, the three-dimensional spatial correlation coefficient (SCC) defined in the following is computed:
where the subscripts r and t stand for the retrieved and true quantity, respectively. The results displayed in Fig. 16 agree with our understanding that higher SCCs are found in those observation-related variables such as the winds and rainwater mixing ratio but relatively lower scores are obtained for the retrieved variables such as cloud water, temperature, and pressure perturbations. Nevertheless, it should be mentioned that the lowest SCC exhibited by the pressure perturbation field is still above 0.6. It is interesting to see that the SCC value for the relative humidity can reach 0.9, implying a positive impact by the assimilation of radar data on adjusting the moisture field. Since the assimilation window lasts only 5 min, and only one cycle is involved, one would expect a more accurate analysis if additional assimilation cycles are employed in the assimilation strategy. The experiments and comparisons introduced in this section have demonstrated that the IBM_VDRAS is capable of conducting forward forecast and backward adjoint integrations over nonflat surfaces. With the assimilation of radar data, the IBM_VDRAS can retrieve high-resolution three-dimensional meteorological fields containing kinematic, thermodynamic, and microphysical variables over mountainous regions.
Summary and conclusions
A new IBM_VDRAS is developed in this study by combining the forward model and its adjoint in the original VDRAS with the GCIBM. The main conclusions about IBM_VDRAS from this research are as follows:
1) The simulations of a two-dimensional linear mountain wave and three-dimensional leeside vortices using IBM_VDRAS produce reasonable results and are in good agreement with previous studies, indicating the accuracy of IBM_VDRAS in simulating behaviors of the flow passing over a barrier. 2) A parallel experiment is conducted to simulate moist air flowing over a bell-shaped mountain by using IBM_VDRAS and WRF, respectively. The latter employs the terrain-following coordinate. The good consistency between the results from these two runs indicates that the boundary conditions used for interpolating the thermodynamic and moisture fields in the GCIBM calculations are reasonable. 3) A high-resolution experiment is conducted to simulate the air flowing around buildings. This is a demonstration of the advantages possessed by IBM_VDRAS over WRF. The latter has difficulty to deal with the barrier with sharp boundaries. 4) The adjoint code of IBM_VDRAS has passed the gradient check. An OSSE experiment shows that the newly developed IBM_VDRAS is able to use the 4DVar technique to assimilate radar data, and retrieve reasonable three-dimensional meteorological fields in the vicinity of mountains.
The addition of the terrain-resolving scheme based on GCIBM is a significant improvement for VDRAS and will expand its area of application. It is expected that IBM_VDRAS will improve high-resolution analysis as well as nowcast in regions under strong topographic influence. With the capabilities of accurately resolving terrain and 4DVar radar data assimilation, IBM_VDRAS is a unique tool to study the convective initiation associated with topographic forcing. Active research is being undertaken to apply IBM_VDRAS to real case FIG. 13 . Horizontal domain of the model and locations of two virtual radars. The black shading area represents the topography at the lowest level. Fig. 14, but for the x-z vertical cross section passing the center of the domain and along y 5 0 km. 304 data assimilation to further evaluate its performance on analysis and nowcast of terrain-influenced convection and to study the formation mechanism of orographic convection. With the ability of simulating flows near and around barriers with sharp boundaries, IBM_VDRAS also has the potential for applications in urban meteorology, detection of chemical hazards, and simulation of air pollutant transport. In terms of development efforts to further improve IBM_VDRAS, a planned future activity is to combine the ice microphysics package developed by Chang et al. (2016) to its forward model and adjoint. FIG. 16 . Spatial correlation coefficients (SCC) calculated between the WRF truth run and IBM_VDRAS retrievals, including prognostic variables such as the wind fields (u, y, w), rainwater mixing ratio q r , and diagnostic variables such as cloud water mixing ratio q c , relative humidity RH, temperature perturbation T 0 , and pressure perturbation P 0 .
FIG. 15. As in
JANUARY 2017 T A I E T A L .
