The classical Hlawka inequality possesses deep connections with zonotopes and zonoids in convex geometry, and has been related to Minkowski space. We introduce Hlawka 1-form and 2-form, and establish a Hlawka-type relation between them, which connects a vast number of strikingly different variants of the Hlawka inequalities, such as Serre's reverse Hlawka inequality in the future cone of the Minkowski space, the Hlawka inequality for subadditive function on abelian group by Ressel, and the integral analogs by Takahasi et al. Besides, we announce several enhanced results, such as the Hlawka inequality for the power of measure function. Particularly, we give a complete study of the Hlawka inequality for quadratic form which relates to a work of Serre.
Introduction
Hlawka's inequality saying for any x, y, z in a inner product space
was proved firstly by Hlawka and originally appeared in 1942 in a paper of Hornich [2] . It has a long series of investigations and extensions, such as the Hlawka inequality in integral form [6, 7] and abelian group [3] . The readers can also find an excellent summary of related works in [1] , and the beautiful relations to discrete and convex geometry like zonotopes as well as zonoids by Witsenhausen [5, 8, 9] . Recently, Serre consider the pseudo-norm for the future cone of the Minkowski space [4] . There he presented the reverse Hlawka-type inequality.
According to these beautiful works, the classical Hlawka inequality has deep connections with zonotopes and zonoids in convex geometry, and relates to the geometry on timelike cone of Minkowski space.
Note that the proof of (1) depends on the identity
which is a quadratic form equality. To some extend, the one-homogeneous inequality (1) essentially relates to the two-homogeneous equality (2) . In this work, we introduce Hlawka one-form and Hlawka two-form, and establish a Hlawka-type relation which encodes the signatures of them (see Theorem 1) . This helps us to give the Hlawka inequality for a class of functions on semigroups. By this result, we can connect a vast number of Hlawka inequalities in the literature, even though they come from various perspectives and are very different from each other. Furthermore, we announce several exciting results, such as the Hlawka inequality for the power of measure function. Particularly, we investigate the Hlawka inequality on quadratic form thoroughly.
For a glimpse of these results, we give some remarkable notes here:
Academy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing 100190, P.R. China. Email address: xinluo@amss.ac.cn and xinlnew@163.com (Xin Luo).
• For a reversed version of the Hlawka inequality, Serre gave a demonstration in the future cone of Minkowski space [4] . In that paper, he shows: if q is a quadratic form on R n with signature (1, n − 1), then the length l = √ q satisfies
for every vectors x, y, z in the future cone with respect to q. In the present paper, we show a simple proof for (3) , and give a systematic study for the Hlawka inequality on quadratic form (see Section 3.1).
• Ressel [3] shows a generalization of the Hlawka inequality for subadditive functions on abelian group. In this work, we extend his result to the setting of sub/super-additive functions on semigroup (see Section 3.2). For convenience, Ressel's result is provided in Example 3 as an application.
• Takahasi et al [6, 7] study the integral analogs of the Hlawka inequality. In Section 3.3, we generalize this integral inequality to the form of positive linear operator, and their main theorem is rewritten in Example 5.
This paper provides a theorem combining the above different progresses together in a unified form (see Theorem 1) , which also produces several other promotive results.
The Hlawka-type relation of Hlawka one-form and two-form
Basic setting: Given nonempty sets Ω and X, the ring R Ω of all real valued functions on Ω is a real linear space equipped with a product operator '·'. Take a linear subspace S ⊂ R Ω equipped with a linear and signature-preserving function T : S → R (i.e., for ζ ∈ S satisfying ∀ω ∈ Ω, ζ(ω) ≥ 0, there holds T (ζ) ≥ 0). We use 1 to denote the constant function in S satisfying 1(ω) = 1, ∀ω ∈ Ω. Theorem 1. Given a, b ∈ R with a = 0, a + b > 0 and η, ξ : Ω → X, for f :
where '•' represents the composition operator, we have the following:
is the Hlawka one-form, and
is the corresponding Hlawka two-form, in which c := 2 a T (f • η). In summary, Theorem 1 says that under suitable 'summation control' and 'difference control', the signatures of Hlawka one-form C 1 and Hlawka two-form C 2 are essentially depended on each other in some way.
Proof. First, the relation among the quantities in Theorem 1 can be shown in the following diagram:
We note the following identities:
where the notation
Accordingly, Eq. (4) gives
which arrives the final result.
(II). Since only the assumption a ≤ f • η(ω) + f • ξ(ω) is reversed, similar process gives
and then the reversed case could be verified immediately.
Remark 1. From the proof of Theorem 1, it is obvious that the conditions could be weaken as follows: 
3 Applications to variant Hlawka inequalities
Applications to quadratic form
Given a nondegenerate quadratic form q, i.e., q(x) = x ⊤ Qx, where x ⊤ is the transpose of x and Q is a matrix of dimension n. Henceforth a pair (k, n − k) is said to be the signature of Q, if Q has k positive eigenvalues and (n − k) negative eigenvalues. Consider l = √ q, then we have the following:
, then l satisfies the reversed Hlawka inequality in the closure of the future cone; (P2) If Q is of the signature (n, 0), then l satisfies the Hlawka inequality in R n .
Proof. We will apply Theorem 1 to this setting, where the symbols appearing in Theorem 1 can be concretely chosen (see Table 1 ).
Firstly, according to the definition of q, there is
(P1) Since Q is of the signature (1, n − 1), we may assume without loss of generality that Q = diag(1, −1, · · · , −1) and let X = {x = (x 1 , · · · , x n )|q(x) > 0, x 1 > 0}, i.e., the future cone in Minkowski space. Indeed, there is no subtraction '−' in X and it is closed under addition. Because q(x) = x 2 1 − x 2 2 − · · · − x 2 n > 0, q(y) = y 2 1 − y 2 2 − · · · − y 2 n > 0, i.e.,
by Cauchy inequality, the following inequality holds:
Due to x, y ∈ X, there is x 1 y 1 > 0, so x 1 y 1 > x 2 y 2 + · · · + x n y n , i.e., x ⊤ Qy = y ⊤ Qx = x 1 y 1 − x 2 y 2 − · · · − x n y n > 0. Hence q(x + y) = q(x) + q(y) + x ⊤ Qy + y ⊤ Qx > 0 which implies x + y ∈ X.
According to the Azteca inequality (i.e., a reversed version of Cauchy inequality), for any x, y ∈ X, there is (
By further elementary computation, (6) is equivalent to
whenever x, y ∈ X. By (7), for any x, y, z ∈ X, there is
By the parameters shown in Table 1 , we further have c = 2 in Theorem 1, (5)) and
According to Theorem 1 (II), C 1 ≤ 0, thus
whenever x, y, z ∈ X. By taking limit, one can find that the reversed Hlawka inequality also holds on the boundary of the future cone.
(P2) If Q is (n, 0), we may assume without loss of generality that Q = diag(1, 1, · · · , 1) and let X = R n . In this case, the inner product x, y := x ⊤ Qy satisfies Cauchy inequality, i.e., (x ⊤ Qy) 2 ≤ x ⊤ Qx · y ⊤ Qy. By elementary computation, there is q(x + y) ≤ q(x) + q(y). From this, we have
In case a + b > 0, similar to (P1), according to Theorem 1 (I) and Eq. (5), we have l(x) + l(y) + l(z) + l(x + y + z) ≥ l(x + y) + l(y + z) + l(z + x). In the case of a = 0 or a + b = 0, i.e., x = y = z = 0, it is obvious that l(x) + l(y) + l(z) + l(x + y + z) = l(x + y) + l(y + z) + l(z + x) = 0. Consequently, l satisfies the Hlawka inequality.
Proposition 1 contains Hlawka-type inequalities in the settings of both Euclidean case and Minkowski case. Moreover, by using Theorem 1, here we indeed provide an alternative but easier proof of the reverse Hlawka inequality in Minkowski space (Theorem 1.1 in [4] ).
However, there is no similar conclusion on other cases that Q is of the signature (k, n − k) for 2 ≤ k ≤ n − 1, and we will give an example to show this. Example 1. If Q is of the signature (k, n − k) for 2 ≤ k ≤ n − 1, we may assume without loss of generality that Q = diag(1, · · · , 1 k , −1, · · · , −1 n−k ). By finding suitable cone X ⊂ {x = (x 1 , · · · , x n ) ∈ R n | q(x) > 0}, one may obtain that both the Hlawka inequality and the reversed Hlawka inequality fail for l. Indeed, take
and v 4 = (2, 1, ǫ, · · · , ǫ), v 5 = (1, 2, ǫ, · · · , ǫ).
. So in X both the Hlawka inequality and the reversed Hlawka inequality fail for l. 
x, y, z for ω = 1, 2, 3 respectively
Applications to sub/super -additive functions on semigroup
Let X in Theorem 1 be an abelian semigroup (G, +), and let F : G → R be a non-negative real-valued function. We will consider the Hlawka inequality in form
Proposition 2. Let G be an abelian semigroup, and let x → F (x) be a non-negative real-valued function on G.
If F is strong subadditive (i.e., F (x) + F (y) ≥ F (x + y) and F (x) + F (x + y) ≥ F (y), ∀x, y ∈ G), and (8) holds for some k 0 ≥ −1, then (8) holds for all k ≥ k 0 .
If F is assumed to be superadditive (i.e., F (x) + F (y) ≤ F (x + y), ∀x, y ∈ G), and (8) holds for some k 0 ≤ 0, then (8) holds for all k ≤ k 0 .
Proof. Given a, b > 0, the function (a t + b t ) 1/t is decreasing on (0, ∞).
Case (1) . F is strong non-negative subadditive. For any 0 < α ≤ 1,
Suppose (8) holds for some k 0 ≥ −1. Then for any k > k 0 , and any x, y, z ∈ G,
Here, let a and b in Theorem 1 be F (x) Case (2) . F is non-negative superadditive, i.e., F (x) + F (y) ≤ F (x + y).
Note that for any α ≥ 1,
In consequence, for any k ≤ 0 and any x, y, z ∈ G,
If a = 0 and a + b > 0, by Theorem 1, the result is proved. If a + b = 0, then F (x) = F (y) = F (z) = F (x + y) = F (x + z) = F (y + z) = F (x + y + z) = 0, the result is obvious. If a = 0, then F (x) = F (y) = F (z) = 0. According to the condition, we have
for some k ≤ 0. Take the square of above inequality, there is
Hereto, the prove is completed.
Now we show an interesting example even though this result seems to be elementary.
Example 2. Taking G = L p and F = · p , together with Corollary 2.1 in [9] and Proposition 2, we have
Replacing a, b, c respectively by a 2 k , b 2 k , c 2 k , one gets
For convenience, we define an operation ✸ k by a✸ k b = (a 2 k + b 2 k ) 1 2 k for 1 ≤ k < +∞, a✸ 0 b := a + b and a✸ ∞ b := |a| ∨ |b| := max{|a|, |b|}. Then using this notation, we obtain a✸ k b 2 k p + b✸ k c 2 k p + c✸ k a 2 k p ≤ a 2 k p + b 2 k p + c 2 k p + a✸ k b✸ k c 2 k p for any p ∈ [1, 2] and any k ∈ N ∪ {+∞}. Thus
A direct application of Proposition 2 is the following Hlawka inequality on abelian group. In fact, the function F (·) := S(| · |) must be non-negative and strong subadditive. So, Proposition 2 is applicable here. 
The following measure-type Hlawka inequality is non-trivial and it cannot be deduced from Theorem 2 in [3] (i.e., Example 3 above), because a measure space equipped with any set operation is not a group. But it can be obtained straightforward by Proposition 2 since a measure space with any set operation becomes a semigroup. 
Applications to integral form
Next, we would pay our attention to the following setting. Let Ω be a nonempty set and let G be an abelian group, and let x → |x| be a non-negative symmetric and subadditive function on G (i.e., | − x| = |x| and |x| + |y| ≥ |x + y|, ∀x, y ∈ G). The function spaces G Ω and R Ω are also abelian groups under the natural operation '+'. Take abelian subgroups F ⊂ G Ω and linear subspace F ⊂ R Ω equipped with T : F → R satisfying the basic setting in the beginning of Section 2. Moreover, * ∀f ∈ F, |f | ∈ F, 1 ∈ F.
Applying Theorem 1 to the above restricted situation, we have: 
where C = 2T (S|ĝ|)/A. * Here, for f ∈ F, |f | is a function mapping Ω to [0, ∞).
