Abstract. Let p be a prime number. In this paper, we discuss the structures of cyclic codes over the ring F p [u, v]/ u k , v 2 , uv − vu . We find a unique set of generators for these codes. We also study the rank and the Hamming distance of these codes.
Introduction
The study of linear codes over finite rings has accomplished significant important since the realization that some good nonlinear codes can be identified as Gray image of Z 4 linear code (cf. [18, 9, 15] ). Cyclic codes, an important class of linear codes, have also generated great interest in algebraic coding theory. The good progress has been achieved in a series of papers in the direction of determining the structural properties of cyclic codes over the large family of rings, mainly over finite chain rings (cf. [1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 14, 19, 20, 22] ).
Yildiz and Karadeniz in [23] have considered the ring F 2 [u, v]/ u 2 , v 2 , uv − vu , which is not a chain ring, and studied cyclic codes of odd length over that. They have found some good binary codes as the Gray images of these cyclic codes. The authors of [13] studied the general properties of cyclic codes over the more general ring F 2 [u 1 , u 2 , · · · , u k ]/ u 2 i , u 2 j , u i u j − u j u i and characterized the nontrivial one-generator cyclic codes. Sobhani and Molakarimi in [21] extended these studies to cyclic codes over the ring F 2 m [u, v]/ u 2 , v 2 , uv − vu . The authors of [16] have studied the cyclic codes over the ring F p [u, v]/ u 2 , v 2 , uv − vu and have found some good ternary codes as the Gray images of these cyclic codes.
In this paper, we discuss the structure of cyclic codes of arbitrary length n over the ring R u k ,v 2 ,p = F p [u, v]/ u k , v 2 , uv − vu , k a positive integer. We find a unique set of generators for these codes. The idea to find a set of generators is as follows. We view the cyclic code C as an ideal in the ring R u k ,v 2 ,p,n = R u k ,v 2 ,p [x]/ x n −1 . We define the projection map from R u k ,v 2 ,p,n −→ R u k ,p,n = R u k ,p [x]/ x n − 1 , R u k ,p = F p [u]/ u k , and we get an ideal in the ring R u k ,p,n , which gives a cyclic code over the ring R u k ,p . The structure of cyclic codes over the ring R u k ,p is known from [20] . By pullback, we find a set of generators for a cyclic code over the ring R u k ,v 2 ,p . We simplified a set of generators for these cyclic codes when n is relatively prime to p. We also provide the characterization of the free cyclic codes over the ring R u k ,v 2 ,p .
We find the rank and minimal spanning set for a cyclic code C of arbitrary length n over the ring R u k ,v 2 ,p . We find the rank of these cyclic codes by using the division algorithm and direct computations. We first find the minimal spanning sets of kernel and image of the projection map from C −→ R u k ,p,n . Then using the isomorphism theorem we find the minimal spanning set a cyclic code C over the ring R u k ,v 2 ,p . These computations are not straightforward, there are difficulties that need to be overcome. For example, we have several non regular elements as parts of generators, where we can not apply the division algorithm directly. We have used the inductive arguments to find the minimal spanning set in these cases. We also find the Hamming distance of these codes for length p l .
Preliminaries
A ring with the unique maximal ideal is called a local ring. Let R be a finite commutative local ring with maximal ideal M. Let R = R/M be the residue field and µ : R[x] → R[x] denote the natural ring homomorphism that maps r → r + M and the variable x to x. The degree of the polynomial f (x) ∈ R[x] as the degree of the polynomial µ(f (x)) in R[x], i.e., deg(f (x)) = deg(µ(f (x)) (see, for example, [17] ). A polynomial f (x) ∈ R[x] is called regular if it is not a zero divisor. The following conditions are equivalent for a finite commutative local ring R. (1) f (x) is regular; (2) a 0 , a 1 , · · · , a n = R; (3) a i is an unit for some i, 0 ≤ i ≤ n; (4) µ(f (x)) = 0;
The following version of the division algorithm holds true for polynomials over finite commutative local rings. 
The ring
Let R u k ,v 2 ,p = (F p + uF p + · · · + u k−1 F p ) + v(F p + uF p + · · · + u k−1 F p ), u k = 0, v 2 = 0 and uv = vu. Also it can be viewed as (F p + vF p ) + u(F p + vF p ) + · · · + u k−1 (F p + vF p ), u k = 0, v 2 = 0 and uv = vu. The ring R u k ,v 2 ,p is a finite commutative local ring with unique maximal ideal u, v . The set {{0}, u , u
, where α is a non zero element of F p . Since the maximal ideal u, v is not principal, the ring R u k ,v 2 ,p is not a chain ring.
Let g(x) be a non zero polynomial in F p [x] . By Proposition 2.1, it is easy to see that the polynomial g(x)+up 1 
when k is odd and
when k is even. Let w L and w H denote the Lee weight and Hamming weight respectively. We define the Lee weight as follows
The Gray map naturally extend to R n u k ,v 2 ,p as distance preserving isometry
By linearity of the map ϕ L we obtain the following theorem. 3. The structures of cyclic codes over the ring R u k ,v 2 ,p Let p be a prime number and n be a positive integer. Let
Let C be a cyclic code of length n over R u k ,v 2 ,p . We also consider C as an ideal in the ring R u k ,v 2 ,p,n . We define the map ψ : R u k ,v 2 ,p → R u k ,p by ψ(α+vβ) = α, where α, β ∈ R u k ,p . Clearly the map ψ is a surjective ring homomorphism. Let R u k ,p,n = R u k ,p [x]/ x n −1 . We extend this homomorphism to a homomorphism φ from C to the ring R u k ,p,n defined by
where
We see that J is an ideal of R u k ,p,n . Hence we can consider J as a cyclic code over the ring R u k ,p . We know from Theorem 3.3 of [20] that any ideal of R u k ,p,n is of the form g(
Therefore, we can write kerφ = vB 1 , vB 2 , · · · , vB k . Since φ is a surjective homomorphism, the image Imφ is an ideal of R u k ,p,n . Hence, Imφ is a cyclic code over the ring R u k ,p . Again we can write Imφ as above. That is, Imφ = B where, A i 's are defined as follows.
. . .
Throughout this paper we use A 1 , A 2 , · · · , A 2k for above polynomials.
For an ideal C of the ring
we define the residue and the torsion of the ideal C as (see [13] )
It is easy to see that when C is an ideal of the ring R u k ,v 2 ,p,n , the Res(C) and Tor(C) both are ideals of R u k ,p,n . And also it is easy to show that Res(C) = Imφ and Tor(C) = J.
Here Res(C ′ ) and Tor(C ′ ) are ideals of the ring R u i−1 ,p,n and R u,p,n respectively.
. Now we define the ideals C 1 , C 2 , · · · , C 2k associated to C as follows.
Here all C i 's are ideals of
. Throughout this paper we use C 1 , C 2 , · · · , C 2k for above ideals. Theorem 3.1. Any ideal C of the ring R u k ,v 2 ,p,n is uniquely generated by the polynomials
where A i and g ij (x)'s are defined as on page 5 (see page 5).
Proof. We prove the degree result for g 1j (x), where 1 ≤ j ≤ 2k − 1. Others are similar. Let A 1 = 0 and deg(g 11 (x)) ≥ deg(g 2 (x)). Then by division algorithm, we have g 11 (x) = q 1 (x)g 2 (x) + r 1 (x), where deg(
. Proceeding in this way, after 2k − 2 times, we get
). This polynomial satisfies the required properties of the theorem and also the polynomial A 1 can be replaced by this polynomial. Now we have to prove that the polynomials A i 's are unique. Here again, we prove the uniqueness only for polynomial A 1 . Others are similar. If possible, let
) are two polynomials with same properties in C. Hence,
Previously we have proved that the degree of both g 11 (x) and g
. Again, we have already proved that the degrees of g 12 (x) and g
Then the following relations hold in the ring
For a fix j, where 1 ≤ j ≤ 2k − 1,
and
Proof.
Thus, g k+i (x)|g i (x).
(4) For 1 ≤ i ≤ 2k − 1, we have
A i ∈ C. Therefore,
This proves the condition for j = 2. Similarly for others value of j we can prove the Conditions 5.
Hence,
g (k+i+1)(k+i+1) (x). We have shown for j = 1. Similarly we can show for other value of j.
). First we prove the condition for j = 1. For 1 ≤ i ≤ k −1, We can write for
g (i+1)(2k−1) (x))). Hence,
larly by calculating
A k+1 and
g (i+1)(i+1) (x). Now we prove for j = 2. For 1 ≤ i ≤ k − 2 we can write
Therefore,
g (i+2)(i+2) (x)). Similarly by
A k+1 ,
A k+2 and
By the same fashion we can prove the Condition 9 for the others value of j.
The following theorem characterizes the free cyclic codes over
then C is a free cyclic code if and only if g 1 (x) = g 2k (x). In this case, we have
Proof. Let g 1 (x) = g 2k (x). From Condition 2 and condition 3 of Theorem 3.2 we have 
g (k+1)(2k−1) (x)) ∈ C. Again, from the above expression it is easy to see that g 12 (x)−
g (k+1)(k+2) (x) ∈ C k+3 = g k+3 (x) . In a similar way, as above we can show g 12 (x) = g (k+1)(k+2) (x). By continuing this way, we can show g 1i (x) = g (k+1)(k+i) (x) for 3 ≤ i ≤ k − 1. This implies that
. Hence, C is a free cyclic code. Conversely, if C is a free cyclic code, we must have C = g 1 (x) + ug 11 
for some α ∈ F p . Note that g 2k (x)|g 1 (x), hence by comparing the coefficients both sides, we get g 1 (x) = g 2k (x). For the second condition, by division algorithm, we have
, where r(x) = 0 or deg(r(x)) < deg (g 1 (x) ). This implies that r(x) = (x n − 1) − A 1 q(x) ∈ C. Note that A 1 is the lowest degree polynomial in C. So r(x) = 0. Hence,
Note that we get the simpler form for the generators of the cyclic code over R u k ,v 2 ,p , like in the above theorem, if we have
When n is relatively prime to p.
Let n be relatively prime to p. If C = A 1 , A 2 , · · · , A 2k is a cyclic code of length n over the ring R u k ,v 2 ,p then we have Imφ = g 1 (x) + ug 11 
for the definition of φ). Since n is relatively prime to p then from Theorem 3.4 of [20] , we have Imφ = g 1 (x) + ug 2 (x) + · · · + u k−1 g k (x) and kerφ = v g k+1 (x) + ug k+2 (x) + · · · + u k−1 g 2k (x) with g 2k (x)|g 2k−1 (x)| · · · |g k+2 (x)|g k+1 (x) and g k (x)|g k−1 (x)| · · · |g 2 (x)|g 1 (x). We also have the condition g k+i (x)|g i (x) for 1 ≤ i ≤ k from Condition 3 of Theorem 3.2. Therefore, the code C can be written as
) with the same conditions as above on g i (x)'s. From Condition 5 of Theorem 3.2, for i = 1 and k ≤ j ≤ 2k − 1, we get g j+1 (x)|
Since n is relatively prime to p, x n − 1 can be uniquely factored as product of distinct irreducible factors. Therefore, we must have g.c.d. g j+1 (x),
= 1, for 1 ≤ l ≤ j. This gives g j+1 (x)|g 1j (x). From Theorem 3.1, we have deg(g 1j (x)) < deg(g j+1 (x)), for k ≤ j ≤ 2k − 1. This gives g 1j (x) = 0, for k ≤ j ≤ 2k − 1. Thus we have proved the following theorem. 
Ranks and minimal spanning sets
In this section, we find the rank and minimal spanning set of a cyclic code C over the ring R u k ,v 2 ,p . We follow Dougherty and Shiromoto [14, page 401] for the definition of the rank of a code C. We first prove the number of lemmas that we use to find the rank and minimal spanning set of these cyclic codes.
Let C = A 1 , A 2 , · · · , A 2k be a cyclic code over the ring R u k ,v 2 ,p (see page 5 for A i 's). We know that C i = g i (x) , for 1 ≤ i ≤ 2k (see page 6). Let t i = deg(g i (x)) for 1 ≤ i ≤ 2k. From Conditions 2 and Condition 3 of Theorem 3.2, we have
Since A ′ , A k+i ∈ C and C is an ideal, we get A ′ − q 0 (x)A k+i ∈ C. This implies that
Proceeding in this way, after k − i times we get
. This implies that
That is
. Therefore,
This gives, 
This remark is referred in the proof of Lemma 4.3.
Lemma 4.3. Let C = A 1 , A 2 , · · · , A 2k be a cyclic code over the ring R u k ,v 2 ,p .
Proof. We have
Since the above two polynomials
are regular, from Proposition 2.2 we can apply the division algorithm for these two polynomial. Let the leading coefficient of
There exists a constant c k+i−1 ∈ F p such that α i = c k+i−1 β i−1 . By the division algorithm, we have
is the remainder term and deg(p 0 (x)) < deg(g k+i−1 (x)) = t k+i−1 . This gives by comparing coefficient
This can be written as
. Now x t k+i−1 −t k+i A k+i and c k+i−1 uA k+i−1 ∈ C, this implies that
From Statement 1 of Lemma 4.1, we can write
. Hence,
that is,
This prove the first part of the lemma. Now we prove the degree result. To show the degree results, from Remark 4.2, we have
this implies that
Again, from Equation 10, we have
Also, from Remark 4.2, we have
Therefore, Equations 11 and Equation 12 gives
. (13) The degree of the polynomial on right hand side of Equation 13 is less than or equal to the degree of highest degree polynomial on the left hand side. We have
is not the highest degree polynomial in the left hand side of Equation 13 . Therefore, either polynomial x t k+i−1 −t k+i g (k+i)(k+i) (x) or polynomial c k+i−1 g (k+i−1)(k+i−1) (x) is highest degree polynomial or both has equal degree. If x t k+i−1 −t k+i g (k+i)(k+i) (x) is the highest degree polynomial. From Equation 13 we have
This gives deg(q 1 (x)) + t k+i+1 < t k+i−1 − t k+i + t k+i+1 .
This implies that deg(q 1 (x)) < t k+i−1 − t k+i .
Again, If c k+i−1 g (k+i−1)(k+i−1) (x) is the highest degree polynomial. From Equation 13, we have
This implies that deg(q 1 (x)) < t k+i − t k+i+1 .
That is finally we get
Proceeding in a similar way we can prove that deg(
This lemma is referred in the proof of Case 1 and Case 3 in Theorem 4.6.
Proof. From Condition 3 of Theorem 3.2, we have
. This can be written as g i (x) = g k+i (x)(s i0 +s i1 x+· · ·+s i(t i −t k+i ) x t i −t k+i ), where s i0 , s i1 , · · · ,
This equation can be written as
where c i = s 
Proof. It is suffices to show that S spans the set
We can also visualize C as a R u k ,p -module, hence as a cyclic code over the ring R u k ,p . Therefore, from Theorem 4.2 of [20] , it is easy to see that, the elements of the set {x
This proves the lemma.
Note that vA 1 , vA 2 , · · · , vA k is a subcode of the code A 1 , A 2 , · · · , A 2k . This lemma is referred in the proof of Case 2 in Theorem 4.6. Theorem 4.6. Let n be a positive integer not relatively prime to p and C be a cyclic code of length n over the ring
Proof. It is suffices to show that B spans the set
First we show that B spans B 2 and then we show that B spans B 1 . To show B spans B 2 we divide the proof in three cases.
We define the set B 2 − B as an ordered set :
First we show that the first element x t 2k−1 −t 2k A 2k ∈ B 2 − B is a linear combination of some elements of B and then we show other elements of the set B 2 − B are linear combination of elements of B and its previous elements of the ordered set B 2 − B. For i = k, from Lemma 4.3, we have
where deg(q 0 (x)) < t 2k−1 − t 2k . Let
where q 0i ∈ F p . Thus, we have
Therefore, x t 2k−1 −t 2k A 2k is a linear combination of some elements of B, that is x t 2k−1 −t 2k A 2k ∈ Span(B). Now, we show that x t 2k−1 −t 2k +1 A 2k ∈ Span(B). Multiplying Equation 15 by x, we get
If we put the value of x t 2k−1 −t 2k A 2k from Equation 15 in Equation 16 , we get
Equation 17 can be written as . In a similar way, multiplying Equation 18 by x we can show that x t 2k−1 −t 2k +2 A 2k ∈ Span(B). And also it can be shown that degree of coefficient polynomial of A 2k will not be increased. Only the degree of coefficient polynomial of A 2k−1 will be increased by one. In this similar way after t 2k−2 − t 2k−1 − 1 times we will get
for some q −1 (x), q ′′ 0 (x) ∈ F p [x] with deg(q −1 (x)) = t 2k−2 − t 2k−1 − 1 and deg(q ′′ 0 (x)) < t 2k−1 − t 2k . From Equation 19 we can say that x t 2k−2 −t 2k −1 A 2k ∈ Span(B). Now the next term of x t 2k−2 −t 2k −1 A 2k in ordered set B 2 − B is x t 2k−2 −t 2k−1 A 2k−1 . To show x t 2k−2 −t 2k−1 A 2k−1 ∈ Span(B) we proceed as follows. For i = k − 1, from Lemma 4.3, we have x t 2k−2 −t 2k−1 A 2k−1 = c 2k−2 uA 2k−2 + q 0 (x)A 2k−1 + q 1 (x)A 2k (20) where deg(q 0 (x)) < t 2k−2 −t 2k−1 and deg(q 1 (x)) < (t 2k−2 −t 2k−1 ) or (t 2k−1 −t 2k ).
In the above discussion we have shown that x i A 2k ∈ Span(B), for 1 ≤ i ≤ t 2k−2 − t 2k − 1. Now we have t 2k−2 > t 2k−1 > t 2k which implies that t 2k−2 − t 2k−1 , t 2k−1 − t 2k < t 2k−2 − t 2k . This gives deg(q 1 (x)) < t 2k−2 − t 2k . Therefore q 1 (x)A 2k is a linear combination of some element of B and previous elements of term x t 2k−2 −t 2k −1 A 2k in the ordered set B 2 − B. That is q 1 (x)A 2k ∈ Span(B). And also both the term c 2k−2 uA 2k−2 , q 0 (x)A 2k−1 ∈ Span(B) (since, deg(q 0 (x)) < t 2k−2 − t 2k−1 ). Therefore x t 2k−2 −t 2k−1 A 2k−1 is a linear combination of some elements of B and its previous elements in the ordered set B 2 − B. Therefore, x t 2k−2 −t 2k−1 A 2k−1 ∈ Span(B). Now, we show that x t 2k−2 −t 2k−1 +1 A 2k−1 ∈ Span(B). We follow the same techniques as above. After putting the value of x t 2k−2 −t 2k−1 A 2k−1 and x t 2k−2 −t 2k−1 A 2k (or x by x we can show that x t 2k−2 −t 2k−1 +2 A 2k−1 ∈ Span(B). And also it can be shown that degree of coefficient polynomial of A 2k−1 and A 2k will not be increased. Only the degree of coefficient polynomial of A 2k−2 will be increased by one. In this similar way after t 2k−3 − t 2k−2 − 1 times we will get 
