A rule-instantiation model and a similarity-to-exemplars model were contrasted in terms of their predictions of typicality judgments and speeded classificalions-for-members-oflogically defined categories. In Experiment 1, subjects learned a unidimensional rule based on the size of objects. It was assumed that items that maximally instantiated the rule were those farthest from the category boundary that separated small and large stimuli. In Experiment 2, subjects learned a disjunctive rule ofthe form "x or y or both." It was assumed that items that maximally instantiated the rule were those with both positive values (x and y). In both experiments, the frequency with which different exemplars were presented during classification learning was manipulated across conditions. These frequency manipulations exerted a major impact on subjects' postacquisition goodness-of-example judgments, and they also influenced reaction times in a speeded classification task. The results could not be predicted solely on the basis of the degree to which the rules were instantiated. The goodnessjudgments were predicted fairly well by a mixed-exemplar model involving both relative-similarity and absolute-similarity components. It was concluded that even for logically defined concepts, stored exemplars may form a major component of the category representation.
What is the nature of the mental representation that results when people learn categories through induction from individual examples? Cognitive psychologists have suggested different answers to this question, depending on the kinds of categories that are learned. In the case of logically defmed categories structured according to simple rules, it is generally assumed that people formulate and test hypotheses concerning the rules that determine category membership. Categorization decisions are based on whether or not an item satisfies the hypothesized rule. By contrast, in the case of ill-defined categories, the category representation may consist of a prototype, feature frequency counts, or memories of individual exemplars.
A natural question is whether classification involving logically defined and ill-defined categories can be explained within a single framework. Nosofsky (1984 Nosofsky ( , 1986 Nosofsky ( , 1987 Nosofsky ( , 1989 Nosofsky, Clark, & Shin, 1989) proposed and tested a quantitative model that has been successful in the domains of both logically defined and ill-defined categorization. The model, which is a generalized version of the context model of classification proposed by This work was supported by Grant BNS 87-19938 from the National Science Foundation to Indiana University. I thank Hyun Jung Shin for his assistance in programming Experiment 2 and for conducting some ofthe statistical analyses. The work also benefited from discussions with Greg Ashby and Doug Medin, who provided useful criticism. Finally, for their extensive critiques of earlier submitted versions of the manuscript, I thank Jim Chumbley and several anonymous reviewers. Correspondence should be addressed to Robert Nosofsky, Department of Psychology, Indiana University, Bloomington, IN 47405. Medin and Schaffer (1978) , is based on the idea that classification decisions are governed by similarity comparisons with individually stored category exemplars.
A critical component assumption of the generalized context model (GCM) that has enabled it to predict classification for logically defined categories is that similarities among exemplars are modifiable by selective attention. Selective attention is represented in the GCM in terms of the stretching and shrinking of distances in a psychological space (Carroll & Wish, 1974) . The idea is illustrated in Figure 1A , which shows a set of 16 stimuli varying along two continuous dimensions (angle and size). Locations labeled with a 1 represent training exemplars assigned to Category 1, and likewise for Category 2. A salient rule for describing the categories is that stimuli with low angles are assigned to Category 1, and stimuli with high angles to Category 2. According to this rule, transfer stimulus T should tend to be classified in Category 1. An "overall-similarity" exemplar model predicts the opposite, because transfer stimulus T is highly similar to a Category 2 training exemplar. However, if people attended selectively to the relevant angle dimension, the psychological space would be "stretched" along the angle dimension and "shrunk" along the size dimension (Figure 1 B) . Now T becomes more similar to the training exemplars of Category 1, allowing the exemplar model to predict the rule-described behavior.
Although the exemplar model has yielded accurate quantitative predictions of classification performance for a wide variety of rule-described structures (Nosofsky, 1984 (Nosofsky, ,1986 (Nosofsky, ,1987 (Nosofsky, , 1989 Nosofskyetal., 1989) ,anatural reaction to the illustration in Figure 1 is that the exem-
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Copyright 1991 Psychonomic Society, Inc. plar model is mimicking the simple rule. In other words, one's intuition may be that people really represent the category in terms of the rule that "low angles signal Category 1 and high angles signal Category 2," with the exemplar-similarity account being viewed as post hoc. The thesis that is advanced and tested experimentally in the present article, however, is that aspects of the category representation may be better characterized in terms of the selective-attention exemplar model than in terms solely of the simple rule. The design of Experiment 1 is illustrated in Figure 2 . The stimuli are circles varying along two continuous dimensions: size of circle and angle of radial line. Stimuli enclosed by triangles are members of Category A, whereas stimuli enclosedby squares are members of Category B. The obvious rule is that small stimuli (value less than or equal to 2 on the size dimension) belong in Category A and large stimuli in Category B.
The main experimental manipulation is that during training, presentation frequencies of individual exemplars are varied across conditions. Researchers have shown that in learning ill-defined categories, people are sensitive to differential frequencies of individual exemplars (Barsalou, 1981; Estes, 1986b; Nosofsky, 1988b, in press ). The aim in the present experiment is to use this finding to advantage to contrast the predictions of the exemplar model and In two of the main conditions, only Exemplars 1-12 are presented during training, whereas the very large stimuli, Exemplars 15 and 16, are never presented. Following training, postacquisition "goodness-of-example" (or "typicality") ratings are collected to probe the nature of people's category representations. The central argument advanced here is the following: To the extent that people's representation of the categories is solely the rule that "small stimuli belong in Category A and large stimuli in Category B," it is expected that the larger the stimulus, the better an example of Category B it should be judged. That is, goodness-of-example ratings should be determined by the degree to which the rule is instantiated-in the present case, by the distance of an item from a category boundary that partitions small and large stimuli. Thus, although Transfer Stimuli 15 and 16 are never presented during training, they best instantiate the rule and should be rated as the best examples of the category. By contrast, to the extent that people's category representations consist of individually stored exemplars, it is expected that Stimuli 15 and 16 will have diminished goodness ratings.
Motivation for the Rule Model
It should be emphasized from the outset that the present experiment is designed to contrast the predictions of the exemplar model with those of one particular logically defined rule-based model. It would be absurd to claim that the exemplar model is being contrasted with the entire class of rule-based models, because in its most general sense a "rule" can be essentially anything. The purpose in this section is to review previous theoretical and em-• pirical work suggesting that the particular rule-based model under consideration is a salient, well-motivated, and serious candidate. At the heart of the present rule model are two fundamental assumptions. The first is that a single category bound-• ary is established to partition the members of Categories A and B. This boundary corresponds to setting a criterion on the dimension of size such that objects whose size 5 exceeds the criterion are classified in Category B, with the remaining objects classified in Category A. The second assumption is that people's goodness-of-example judgments (with respect to a given category) will be a monotonically increasing function of the distance of an object from the boundary. The assumption that observers establish decision criteria to partition perceptual spaces into response regions is ubiquitous in experimental psychology. It is a core assumption of signal detection theory and of Thurstonian approaches to modeling classification (Green & Swets, 1966; Thurstone, 1927) . Although most applications of signal detection theory have been in unidimensional domains, there has been extensive recent work in generalizing the theory for application in multidimensional domains (e.g., Ashby & Gott, 1988; Ashby & Townsend, 1986) .
The idea that an observer establishes decision criteria in multidimensional spaces is an extremely general one, and additional assumptions are necessary if it is to serve as a useful predictive theory of classification behavior. At the heart of the present rule model is the assumption that the choice of decision criterion is strongly influenced by a "simplicity metric." Ifan extremely simple (and psychologically salient) rule is available for partitioning the members of contrasting categories, it will be favored over more complex rules.
One way to formalize the construct of simplicity of rules is to do so in terms of versions of set-theoretic logic (e.g., Neisser & Weene, 1962; Nosofsky et al., 1989; Shepard, Hovland, & Jenkins, 1961; Suppes, 1957) . In the present case, illustrated in Figure 2 , we assume that the basic elements in the system are the levels on the component dimensions. (We denote levels on Dimension 1 with a single prime, and levels on Dimension 2 with a double prime.) In addition to the standard logical operators "and" (A), "or" (V), and "not" (), for the present continuous-dimension stimuli we use >, , <,and . Then membership in Category B can be described by the simple set-theoretic string, B: 3"; that is, members of 
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Category B are those with values greater than or equal to 3 on the size dimension. Alternative descriptions of Category B are also available-for example, B: 3" V 4", B: 3" A <5", B: 3" A (2' V 3'V 4'), and so forth. But if the simplicity metric (length of set-theoretic string) underlies the choice of decision criterion, then the rule B: 3" is predicted to operate. The assumption of some form of simplicity metric has been made in a vast amount of previous psychological research concerned with the learning and representation of logically defined concepts. Examples of explicit statements of the idea come from Neisser and Weene (1962) and Shepard et al. (1961) , who tested and found support for the hypothesis that the difficulty of learning different concepts was directly related to the length of the shortest settheoretic string required to describe the concepts. In closely related work, Leeuwenberg (1971) and Restle (1979) found support for the hypothesis that people's perceptions of ambiguous patterns were systematically biased toward those patterns that enabled the most economical abstract description.
In a recent extension of signal-detection theory to multidimensional domains, Ashby and Gott (1988) also posited the role of a simplicity metric. Across three experiments, subjects learned to classify two-dimensional perceptual stimuli into two categories. Ashby and Gott observed patterns of performance consistent with the idea that subjects had established a simple linear boundary in the twodimensional space, such that objects falling in "Region A" of the space were always classified in Category A. Indeed, on the basis of their data, Ashby and Gott concluded:
A plausible model suggested by the experiments reported here is that subjects first choose very simple deterministic decision rules that are easy to implement and place a minimal burden on available cognitive capacities. . -. If, by whatever the relevant criterion, the subject decides that this rule produces satisfactory performance, then it will be retained even if nonoptimal. On the other hand, if the simple rule leads to inadequate performance, the subject will expend a little more effort and adopt a more accurate rule. (pp. [51] [52] In the case of the present category structure, illustrated in Figure 2 , the logical rule B: 3" is simple, and it appears to be psychologically salient and easy to implement. With regard to the discrimination of the classes of objects, it enables not only adequate performance, but essentially optimal performance. Given the previous literature on concept learning and signal detection which points to the role of simplicity in the formation of rules, it is clearly a well-motivated rule candidate.
The second main assumption embodied in the present rule model is that subjects' goodness-of-example judgments will be a monotonically increasing function of an object's distance from the rule boundary. Again, similar hypotheses based on distance-from-boundary are ubiquitous in the psychological literature. For example, numerous investigators have assumed that classification confidence ratings are an increasing function of the distance of an object from a category boundary, or that classification reaction times are a decreasing function of distance of an object from the boundary (e.g., Cartwright, 1941; Emmerich, Gray, Watson, & Tanis, 1972; Festinger, 1943; Green & Swets, 1966; Norman & Wickelgren, 1969; Pike, 1973; Smith, 1968; Thomas, 1971; Wickelgren, 1968) .
Perhaps the most direct motivation for the present experiment comes from a recent study reported by Vandierendonck (1988) , who also proposed the rule-instantiation model and tested its predictions against those of the exemplar model. Vandierendonck, who used a category structure similar to the present one, found that subjects' postacquisition typicality judgments were highly correlated with the distance of stimuli from the category boundary. Indeed, Vandierendonck's study favored the predictions of the rule model over those of the exemplar model, because slightly higher correlations were achieved with the former model as opposed to the latter. However, as Vandierendonck acknowledged (p. 73), in his experimental design the distance-from-boundary measure was itself highly correlated with various measures stemming from the exemplar-similarity hypothesis. Thus, his study did not provide for strong qualitative contrasts between the predictions of the competing models.
There are two main differences between the present design and the one used by Vandierendonck (1988) . The most important difference is that in Vandierendonck's study, the stimuli that were most distant from the category boundary were always presented during training. By contrast, the present experiment included conditions in which the extreme stimuli were never presented during training. A second difference is that in the present experiment, the presentation frequencies of values on the irrelevant dimension were also manipulated across conditions. As will be seen, these manipulations yielded strong qualitative contrasts between the predictions stemming from the rule-instantiation and exemplar model hypotheses.
Theoretical Considerations Involving the Exemplar Model
Before we proceed to the report of the experiment, some additional theoretical considerations need to be discussed. The nature of the predictions for the exemplar-similarity model depend critically on two main factors: (1) the method by which similarities among exemplars are computed, and (2) the decision rule that translates exemplar similarities into typicality judgments.
On the similarity gradient. According to the exemplar model, the probability that stimulus i is classified into Category B is found by summing the similarity of stimulus i to all exemplars of Category B (weighted by their "strength" in memory), and then dividing by the summed that T would be classified into Category B, because the "rule" that the subject has learned is that the small trainwhere Sib denotes the similarity between items i and b, ing stimulus is an A and the large one a B. Suppose, howand Nb denotes the strength with which exemplar b~ever, that classification decisions are based on exemplarstored in memory. In previous research (Estes, 1986a, similarity comparisons. One might intuit that the exem1986b; Nosofsky, 1988a Nosofsky, , 1988b , the exemplar-strength plar model would predict roughly 50% classification reterms were assumed to be directly proportional to the fresponding, since T is highly dissimilar to both training exquency with which the exemplars were presented during emplars. The actual predictions are otherwise. training. However, more recent research suggests that exFirst, consider an exponential similarity gradient. Acemplar strength may be a negatively accelerated, increascording to the exemplar model, the probability that T is ing function of presentation frequency (Nosofsky, in classified into Category B is given by press). Although not the focus of this article, other variables, such as recency of presentation, presumably also influence exemplar strength.
The similarity between exemplars i and b (sib) is assumed to be a decreasing function of their psychological distance (djb) . Extensive research points to a similarity
The value of p in Equation 2 that provides the best Thus, the exponential-similarity exemplar model predicts description of the gradient relating similarity to psychothat the probability with which T is classified into logical distance appears to depend on experimental conCategory B is independent of its distance from the Cateditions. An exponential decay function (p = 1) operates gory B training exemplar (x). In fact, the probability that in "generalization" experiments involving highly distransfer stimulus T is classified into Category B is equal criminable stimuli and minimal training (Shepard, 1958a, to the probability with which training exemplar b is it-1987), whereas a Gaussian gradient (p = 2) operates in self classified into Category B. Unfortunately, this coun-"perceptual discrimination" experiments involving conterintuitive prediction involving classification data is exfusable stimuli and extensive training (Nosofsky, 1985a, tremely difficult to test. The exponential gradient operates 1985b , 1989 Shepard, 1986) . (For theoretical exwhen the stimuli are readily discriminable. If a and b are planations of the changing similarity gradient, see Ennis, highly discriminable, the probability with which both b 1988; Ennis, Palen, & Mullen, 1988; and Shepard, 1958a, and Tare classified into Category B would be near unity. 1986, 1987.) (It is important to note that if T were actually presented The form of the similarity gradient influences the exduring classification training, the exponential-similarity emplar model's predictions of classification performance exemplar model would predict that the most extreme clasfor "rule-boundary" problems such as those illustrated sification probabilities would indeed be associated with T.) in Figures 1 and 2 . An illustration for a canonical case Consider instead a Gaussian similarity gradient. Acis given in Figure 3 . The experiment requires the subject cording to the exemplar model, the probability that T is to discriminate between two stimuli lying on a unidimenclassified into Category B is given by sional continuum, say size. Stimulus a is to be classified into Category A, and stimulus b into Category B. Stimuli
Now, as distance (x) between the transfer stimulus and I the training exemplar increases, the predicted classification probability for the transfer stimulus approaches unity.
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That is, the larger the transfer stimulus, the higher the x probability with which it is predicted to be classified in the "large" category, just as would be predicted by the distance-from-boundary model. similar to both training exemplars, the exemplar model predicts that it will be classified into the "large" category with high probability. In this regard, the predictions of the exemplar and rule-based models are quite similar.
On the decision rule. Although the exemplar model and the rule model make similar predictions regarding classification probabilities, the models diverge in their predictions of typicality or goodness-of-example judgments. The reason is that, at least under certain conditions, different decision rules have been found to mediate classification and typicality judgments. According to the exemplar model, the probability with which a probe is classified into a target category is determined by the probe's similarity to the exemplars of the target category relative to the probe's similarity to the exemplars of contrast categories-see Equation 1. Throughout this article, I will refer to the decision rule embodied in Equation 1 as the relative-similarity measure. By contrast, an important determinant of typicality judgments often involves the absolute summed similarity of a probe to the exemplars of the target category (Nosofsky, 1988a) . This absolutesimilarity measure is given by the numerator in Equation 1. To the extent that absolute summed similarity to stored exemplars is involved in typicality judgments, the exemplar model will yield sharply contrasting predictions from the rule model. For example, consider Transfer Stimuli 15 and 16 in Figure 2 . Although the exemplar model predicts that these large transfer stimuli will be classified into Category B with high probability, these transfer stimuli may not be rated as good members of Category B. The reason is that the absolute similarity of Transfer Stimuli 15 and 16 to the Category B exemplars is low. To summarize, if people's category representations consist solely of the simple logical rule, with goodness judgments based on distance from the rule boundary (see, e.g., Vandierendonck, 1988) , then the large Transfer Stimuli 15 and 16 should be judged as the best examples of Category B. By contrast, to the extent that people's category representations involve storage of individual exemplars and that goodness judgments are influenced by absolute summed similarity, the large transfer stimuli should have diminished goodness ratings. Beyond testing this qualitative contrast between the predictions of the rule and exemplar models, a goal in this research was to test the alternative models on quantitative grounds.
EXPERIMENT

1A
The experiment was organized into six conditions involving the category structure illustrated in Figure 2 . All conditions consisted ofa classification learning phase followed by a typicality-ratings transfer phase. The six conditions differed only in the relative frequency with which individual exemplars were presented during classification training. In Conditions HF1O/L and HF12/L, the large Transfer Stimuli 15 and 16 were never presented during training: Training Exemplars 10 and 12 were presented with high frequency in Conditions HF1O and HF12, respectively. In Conditions HF1O/L and HF12/L, the large Stimuli 15 and 16 were presented with the same frequency as were the other exemplars. Again, Exemplars 10 and 12 were presented with high frequency in Conditions HF1O and HF12, respectively. And in Conditions HF15 and HF16, Stimuli 15 and 16 were presented with high frequency, respectively. Thus, across conditions, there were manipulations of the frequency with which values on both the relevant and irrelevant dimensions were presented during training.
Method
Subjects
The subjects were 363 undergraduates from Indiana University who participated as part of an introductory psychology course requirement. There were 336 subjects in the classification learning experiment and 27 subjects in a preliminary similarity-scaling study.
Of the 336 subjects in the classification-learning experiment, 36 were replacements for subjects who did not meet preestablished learning criteria. After replacement, there were 50 subjects in each of the six conditions of classification learning.
Stimuli and Apparatus
The stimuli were circles varying in size and angle of orientation of a radial line. Five levels of size and five levels of angle were combined orthogonally to yield a total of 25 stimuli. All 25 stimuli were used in the similarity-scaling study, and the subset of 16 stimuli in Figure 2 was used in the classification-learning experiment. The five levels of size (measured in terms of length of radial line) were 5. 50, 6.25, 7.25, 8.00, and 19 .00 mm; the five levels of angle of radial line (measured counterclockwise from horizontal) were 5°, 30°,45°, 60°,and 85°.The stimuli were presented on VR14 scopes; they appeared as continuous green images on a black background. The experiment was controlled by a PDP-1 1/34 computer. The subjects entered responses by using responses boxes that were interfaced with the computer.
Procedure
Classification learning. To facilitate the description of the procedure and the reporting of the results, the stimuli will often be referenced with their level of size. For example, Stimuli 1-3 will be referred to as the Size 1 stimuli, and Stimuli 15 and 16 as the Size 5 stimuli. (The term Size 4 stimuli will be reserved for Stimuli 10-12, whereas Stimuli 13 and 14, which were never presented during classification training in any conditions, will be referred to as the Size 4* stimuli--see Figure 2 .) On any given trial, the stimulus was presented on the screen, and the subject judged whether it belonged to Category A or to Category B. Feedback was provided on each trial, following the response.
There were six conditions, with each condition differing only in the frequency with which individual stimuli were presented during classification training. In each condition, a single stimulus was presented with high frequency. In Conditions HF 10/L and HF 12/ L (referred to collectively as Condition L), the Size 5 stimuli were never~sented during training. InCondition HF1O/L (respectively, HF12/L), Stimulus 10 (respectively, 12) was presented with probability .45, and the remainder of Stimuli 1-12 were presented with probability .05 each. In Conditions HF1O/L and HF12/L (collectively, Condition L), the Size 5 stimuli were presented with the same frequency as were the other stimuli, with the exception of the single high-frequency stimulus. In Condition HF1O/L (respectively, HF12/L), Stimulus 10 (respectively, 12) was presented with probability .443 and the remainder of Stimuli 1-12, 15, and 16 with probability .043 each. Finally, in Conditions HF15 and HF16 (col-lectively, Condition HFL), Stimuli 15 and 16, respectively, were presented with probability .443, and the remaining stimuli with probability .043 each. Stimulus presentations were random within the constraints stated above. There wasa total of 100 trials of training in Conditions HFIO/L and HFI2/L, and 110 trials of training in the remaining four conditions. There were slightly more trials in the latter conditions in order to roughly equate the absolute frequency with which most individual exemplars were presented during training across conditions.
Transfer. Following classification training, the subjects engaged in a typicality-judgment transfer phase. Two tests were administered in this phase. First, the subjects engaged in typicality pairedcomparison judgments. On each trial, a pair of stimuli was presented, and the subjects judged which stimulus was a better example of Category B. In all conditions, the first 15 trials were paired comparisons involving Stimuli 7, 9, 10, 12, 13, and 14 (see Figure 2 ). All possible pairs of these six stimuli were presented, with order randomized for each subject. In Conditions HF lOlL, HF lOlL, and HF 15, the 16th trial was a paired comp~rison involving Stimuli 10 and 15, whereas in Conditions HF12/L, HF12/L, and HFI6, the 16th paired comparison consisted of Stimuli 12 and 16. Note that the latter paired comparisons pitted a high-frequency exemplar against an exemplar that maximally instantiated the smalllarge rule. Finally, in Conditions HF15 and HFI6, there was a 17th paired comparison involving Stimuli IS and 16. Left-right placement of the stimuli within each pair was randomized on each trial.
The second transfer test consisted of direct typicality ratings. On each trial, one of the 16 stimuli was presented, and subjects rated how good an example it was of Category B. The ratings ranged from 1 (very poorexample) to 10 (excellent example), and the subjects were urged to use the full range of ratings. Order of presentation of the stimuli was randomized for each subject.
Similarity-scaling study. In addition to the classification learning experiment, a similarity-scaling condition was tested. Similarities between exemplars were measured in terms of confusions in an identification experiment. On each trial, one of the 25 stimuli was randomly selected and presented on the VR14 scope, and the subject identified its size and angle. Values on the size and angle dimensions were each labeled with the numbers 1 (smallest size, lowest angle) through 5 (largest size, highest angle). To enter a response of size i-angle j, the subject first pressed button iand then pressed button j. Following the responses, corrective feedback was provided. There were 150 trials in the identification condition.
Results and Discussion
Analysis of the postacquisition typicality ratings and paired-comparisons data is restricted to the subjects who met a preestablished learning criterion during the training phase. The criterion was that subjects respond with greater than 50% accuracy on each of the individual Size 1 exemplars (1, 2, and 3) and Size 4 exemplars (10, 11, and 12) during the final 60 trials of classification training. The reason for establishing this criterion was the assumption that any subject who failed to respond accurately to these stimuli had not "learned the rule" for the category (i.e., the small-large distinction). It was thought that including "non-rule-learners" in the analyses would be unfair to testing the predictions of the rule-based model. Use of this learning criterion led to replacing an average of 6 subjects in each condition, ranging from 1 subject in Condition HF1O/L to 9 subjects in Condition HF16. Relevant Dimension (Size) The mean Category B typicality ratings for each stimulus in each condition are shown in Table 1 . If we restrict our attention first to Stimuli 1-12, which were all presented during classification training in all conditions, we can see that typicality ratings increased as the size of the stimuli increased. This result is as expected and is predicted by both the rule and the exemplar models (see the Theoretical Analyses section).
More interesting is that the frequency manipulations of values on the relevant dimension had a major impact on the typicality ratings. The most important effect is illustrated in Figure 4 , in which the mean typicality ratings for the Size 4 stimuli (10, 11, and 12) and for the Size 5 stimuli (15 and 16) are plotted for each condition. In the figure, the data are averaged over conditions in which the frequency of values on the irrelevant dimension was manipulated; thus, for example, for Condition L, the data are averaged over Conditions HF1O/L and HF12/L. (Such averaging is justified by the observation that the frequency manipulations on the irrelevant angle dimension had little effect on the typicality ratings.) In Condition L, in which the Size 5 stimuli were never presented during training, the Size 4 stimuli were rated as the best examples of Category B, whereas the Size 5 stimuli were rated as relatively poor examples. However, as the Size 5 stimuli were presented with higher frequency during training, their typicality ratings increased dramatically and exceeded the typicality ratings for the Size 4 stimuli in Conditions L and HFL. A 3 x 2 analysis of variance with conditions (L, L, and HFL) and stimuli (Size 4 and Size 5) as factors revealed a highly significant interaction [F(2,297) = 140.3, MSe = 4.59, p < .001]. In t tests, it was confirmed that the mean typicality ratings The typicality paired-comparison data are presented in Appendix A. The paired-comparison results mirrored the patterns observed for the typicality ratings. Across all conditions, the Size 4 stimuli (10 and 12) were judged as better examples of Category B than were the Size 3 stimuli (7 and 9). The critical finding concerns the comparisons for the Size 4 and Size 5-stimuli, which are summarized in Figure 5 . The figure shows, for each condition, the average probability with which either the Size 4 or the Size 5 stimuli were judged the better examples of Category B. (The data are collapsed across conditions in which values on the irrelevant angle dimension were manipulated. Note that within each condition, the Size 4 and Size 5 stimuli that were compared had identical values of angle.) In Condition L, in which the Size 5 stimuli were never presented during training, the Size 4 stimuli were judged as better examples of Category B than were the Size 5 stimuli, but the reverse occurredin Conditions L and HFL. Preference for the Size 5 stimuli increased dramatically as their frequency of presentation was increased. A chi-square test of independence revealed that this interaction between size preference and learning conditions was highly significant [f(2) = 90.8,p < .0001].
The results for both the typicality ratings and the typicality paired comparisons are inconsistent with the idea that people's mental representation of the category consisted solely of a boundary partitioning small and large stimuli. The most natural prediction stemming from such a model is that the larger the stimulus, the better an example it should be of Category B. However, in Condition L, in which the Size 5 stimuli were never presented during training, the Size 4 stimuli were rated as far better examples of the category. The result is consistent with a model in which it is assumed that individual exemplar traces form an important part of the category representation.
In Condition L, the Size 5 stimuli were rated as better examples of Category B than were the Size 4 stimuli, despite the Size 4 stimuli's having been presented with high frequency during training. This result is inconsistent with the idea that people's typicality judgments were based solely on absolute summed similarity to stored exemplars of the target category. The extent to which the results can be explained in terms of a mixture of the absolute-similarity and relative-similarity measures is explored in the Theoretical Analyses section.
Irrelevant Dimension (Angle) With the possible exception of Stimuli 13 and 14, the frequency manipulation of values on the irrelevant dimension had only small and insignificant effects on people's typicality ratings. However, clear effects emerged in the typicality paired-comparison data. Figure 6 shows the probability with which individual stimuli in critical test pairs were judged as better examples of Category B as a function of whether Angle 2 or Angle 4 was presented with high frequency during training. In each panel of Figure 6 , the frequency of values on the relevant size dimension is held constant. The solid line in each panel corresponds to stimuli that received direct frequency manipulations (i.e., 10 and 12 in Conditions Land L, and 15 and 16 in Condition HFL), and the dashed line corresponds to generalization items (i.e., 7 and 9 in Conditions L and L, 10 and 12 in Condition HFL).
The frequency manipulation on the irrelevant angle dimension exerted a powerful influence on people's pairedcomparison goodness-of-example judgments in Conditions Land HFL.
1 For example, in Condition HF12/L, Stimulus 12 was judged a better example of Category B than was Stimulus 10 (with probability .72), but in Condition HF lOlL, Stimulus 10 was preferred to Stimulus 12 (with probability .60). These crossovers in pairedcomparison judgments also existed for generalization items. For example, in Condition HF12/L, Stimulus 9, which was highly similar to Stimulus 12 and had the same value of angle, was preferred to Stimulus 7 (with probability .62), but in Condition HF1O/L, Stimulus 7 was preferred to Stimulus 9 (with probability .58). Chi-square tests of independence revealed that these crossover effects were significant for Pairs 10-12 and 7-9 in Condition L, and for Pairs 15-16 and 10-12 in Condition HFL [average x 2 (l) = 8.55, p < .05].
Stimuli 13 and 14, which had highly distinctive angle values that were never presented during training, received low typicality ratings and paired-comparison preference probabilities in all conditions. Strong conclusions cannot be drawn regarding the typicality results for Stimuli 13 and 14, however, because the frequency with which Angle Values 1 and 5 were presented was not manipulated in the experiment. However, it is plausible that the low typicality ratings associated with these stimuli resulted, at least in part, because they were not previously experienced and were highly distinctive from the original training exemplars.
The finding that frequency of values on the irrelevant angle dimension influenced people's paired-comparison typicality judgments is inconsistent with the rule-based model. Because stimuli of the same size but with different angles are the same distance from the category boundary, they should show equal category goodness. The results cannot be explained by positing that the different angle values influenced the size judgments (e.g., that stimuli with Angle 2 appeared larger than stimuli with Angle 4), because the typicality judgments changed systematically depending on which angle value was presented with high frequency. The typicality data are consistent with the idea that individual exemplar traces form part of the category representation and that at least some storage of values on the irrelevant angle dimension took place.
Theoretical Analyses This section summarizes theoretical analyses in which the exemplar model was tested on its ability to predict quantitatively the typicality data. Details of the theoretical analyses are presented in Appendix B. The first step was to analyze the data obtained in the preliminary identification condition (see the Method section) to derive a multidimensional scaling (MDS) solution for the exemplars and to determine the nature of the similarity gradient relating similarity to distance in the psychological space (e.g., Nosofsky, l985b; Shepard, l958b, 1987) . The derived MDS solution is shown in Figure 2 , with the analyses having supported an exponential decay similarity gradient (Shepard, 1987) . The MDS solution and exponential similarity gradient were then used in conjunction with the exemplar model to predict the typicality data (cf. Nosofsky, 1986 Nosofsky, , 1987 Nosofsky, , 1989 .
The upshot of the theoretical analyses was that a mixture of the relative-similarity and absolute-similarity measures discussed previously in this article was necessary to predict the Category B typicality ratings and paired comparisons. The relative-similarity measure for an item was based on the context model's prediction of the Category B response probability for that item (Equation 1). The absolute-similarity measure was obtained by summing the similarity of an item to all exemplars of Category B. An item's "typicality strength" was then assumed to be based on a mixture of these measures. The subjects' typicality ratings were assumed to be ordinally related to the derived typicality strengths. The predicted probability that one stimulus was selected as more typical than another in the paired-comparisonjudgments was given by a logistic transformation of the differences in typicality strengths of the items. The model required estimation of four parameters to predict 96 typicality ratings, and five parameters to predict 98 paired comparisons. For the 96 typicality ratings, the mixed model achieved a Spearman rank-order correlation of .974. Also, the mixed model accounted for 90.3% of the variance in the paired-comparisons data.
Quantitative versions of the rule-instantiation model as well as pure relative-similarity and absolute-similarity versions of the exemplar model failed dramatically to predict the data. The rule-instantiation model and the pure relativesimilarity exemplar model incorrectly predicted high typicality for the Size 5 stimuli in Conditions HF lOlL and HF12/L and for Stimuli 13 and 14 in all conditions. The pure absolute-similarity exemplar model incorrectly predicted low typicality ratings for the Size 5 stimuli in Conditions HF1OIL and HF12IL and also incorrectly predicted that in Conditions HF15 and HF16, typicality ratings for the Size 3 and Size 4 stimuli would be virtually identical. Although the mixed model provided a good first approximation to the typicality data, it could be easily rejected on quantitative grounds (see Appendix B). Because typicality judgments are highly open-ended measures and undoubtedly involve complex cognitive processes, the quantitative failing of the model is not surprising. Perhaps of more concern is the interpretation of the mixed model: Does it imply a mixing of relative similarity and absolute similarity at the individual subject level, or is it primarily reflecting a between-subject phenomenon? A partial answer to this difficult question is provided by consideration of the variability estimates of typicality ratings for the Size 5 stimuli in_Condition L. The between-subjects variance for the Size s stimuli was more than twice as large as for any of the remaining stimuli (some of which had roughly the same mean typicality ratings). In other words, many subjects gave fairly high typicality ratings to the Size 5 stimuli in Condition L, apparently emphasizing the relative-similarity component, whereas many other subjects gave fairly low ratings to these stimuli, apparently emphasizing the absolute-similarity component. (The relative weighting ofthe two similarity components is not predicted by the exemplar model to exert as much impact on the ratings for the remaining stimuli as for the Size 5 stimuli.) This diagnostic suggests a major contribution of mixing at the between-subjects level, although mixing at the within-subjects level may also, of course, have occurred.
Admittedly, there is an inelegance associated with the need to use the mixed model to predict the typicality data. Nevertheless, the result is consistent with much recent work involving typicality judgments. For example, in a study of the determinants of graded structure in various types of natural categories, Barsalou (1985, p . 647) concluded: "In general, it appears that there are many different kinds of information available for people to use when judging typicality ... [and] it appears that people may often simultaneously incorporate several kinds of information into their judgments of typicality." Likewise, in studies of artificial category learning, Nosofsky (l988b) observed a close correspondence between typicalityjudgments and classification probabilities, but also noted the clear divergence in these measures that was reported by Bourne (1982) . Nosofsky (l988b) suggested: "'Typicality' is an open-ended construct, and the interpretation given to it by people apparently may vary depending on instructions and experimental conditions" (p. 63). Apparently, the present experimental conditions led subjects to use at least two kinds of information when they made their typicality judgments-what are interpreted here as relative and as absolute summed similarity.
EXPERIMENT lB
A theorist wishing to maintain the primacy of the logicalrule component in subjects' category representations could argue that the rule boundary is formed and used for making classification decisions, but that exemplars are also stored as part of the learning process. Furthermore, in making goodness judgments, the subject emphasizes the exemplar memories, despite the fact that the rule is used for classification. Although it is unclear why distance from the rule boundary would not govern goodness-of-examplejudgments if the rule component were indeed primary, the hypothesis cannot be dismissed. The purpose in Experiment lB was to demonstrate a limitation of the distancefrom-boundary model as the sole basis for actual classification decisions, and to suggest a role of stored exemplars even here. As noted in the introduction, for the case of the present logically defined category structure, the predictions of the rule model and the exemplar model are extremely difficult to disentangle on the basis ofclassification probability data. In Experiment 1B, the attempt was made to contrast the models on the basis of reaction times collected in a speeded classification task.
The learning phases of Conditions HF12IL, HF12IL, and HF16 were replicated and followed by speeded classifications. The 16 transfer stimuli were presented in a random order, and subjects were asked to classify them into Category A or B as quickly as possible without making errors. Based on the proposals of numerous researchers, the predictions ofthe distance-from-boundary model are clearcut: The larger the transfer stimulus, the more quickly it should be classified in Category B (e.g., Ashby & Maddox, in press; Cartwright, 1941; Emmerich et al., 1972; Hyman & Frost, 1975; Pike, 1973) . We are on shakier ground with regard to the exemplar model, because an explicit process model of classification reaction time has not been proposed within this framework. To the extent that absolute summed similarity to stored ex-emplars is involved in speeded classification, however, we expect increased reaction times for the very large transfer stimuli that are not yet stored as part of subjects' category representations.
The present experiment is similar to a previous one reported by Hyman and Frost (1975) , who contrasted a ruleinstantiation model and an exemplar model on their predictions of speeded classifications. One difference between the studies is that Hyman and Frost used random "dot pattern" stimuli that were systematically varied in their height and width. Although a two-dimensional scaling solution for the patterns reflectedthese variations in height and width, Hyman and Frost reported that various configural properties of the dot patterns apparently also influenced the speeded classifications. The highly simplified two-dimensional stimuli used in the present study may allow for a purer test between the rule and exemplar models. Another difference between the studies is that Hyman and Frost did not manipulate the frequency of the patterns that were most distant from the category boundary, as was done here. These frequency manipulations allowed for strong qualitative contrasts between the predictions of the competing models, which were not available in the Hyman and Frost (1975) There were two blocks of speeded classifications. In each block, the 16 transfer stimuli were presented in a random order. At the start of each trial, a fixation point appeared on the screen for 1 sec.
The transfer stimulus was then presented immediately, and it remained on the screen until the subject entered a response. The subjects rested the left index finger on the Category A button and the right index finger on the Category B button throughout the testing session. They were instructed to classify the stimuli into either Category A or Category B as quickly as possible without making errors.
Results and Discussion
In the summarizing of the reaction time (RT) data and in the analyses, all individual RTs of greater than 1,500 msec were deleted. Such RTs were rare (approximately 2% of the data), they were greater than two standard deviations from the mean for all subjects.
The mean correct RTs for each stimulus are presented separately for Blocks 1 and 2 in Tables 2 and 3 . Also shown are the error frequencies for each stimulus. Note that errors were rare for the Size 4 and Size 5 stimuli, which are the main items of interest.
The critical results are shown in Figure 7 , in which mean RT for the Size 4 stimuli and the Size 5 stimuli in Block 1 is plotted as a function of conditions. The frequency manipulation exerted a dramatic impact on the pat- The pattern of results in Block 1 argues against the idea that RT is simply a decreasing function of distance of an object from the category rule boundary. One might try to salvage the distance-from-boundary hypothesis by arguing that in Condition HF12IL, the presentations of the novel Size 5 stimuli in the transfer phase were "surprising." But in a sense, this argument is part and parcel of the exemplar model hypothesis. The Size 5 stimuli are "surprising" because they are not similar to any exemplars that are part of subjects' category representations. Furthermore, even in Condition HF12IL, in which the Size 5 stimuli had been previously experienced and would not have a surprise effect, there was an advantage for the high-frequency Size 4 stimuli. The most important result is simply that the pattern of RTs changed systematically as a function of the frequency manipulation. These results support the hypothesis that stored exemplars play a fundamental role in speeded classification for logically defined concepts. 2
The RT advantage for the Size 4 stimuli over the Size 5 stimuli in Block 1 of Conditions HF12IL and HF12IL disappeared by Block 2 (see Tables 2 and 3 ). This result was not unanticipated. Once the Size 5 stimuli have been viewed and classified, they may effectively become a strong component of subjects' representations of Category B (e.g., see Posner & Keele, 1968, and Nosofsky, 1986 , for discussions of how category representations may evolve during transfer). Even in Block 2 of the transfer phase, however, there was a residual effect of the frequency manipulation. The mean RT differences between the Size 4 stimuli and the Size 5 stimuli during Block 2 were 23.0, 29.8, and 57.5 msec in Conditions HF12IL, HF12/L, and HF16, respectively. Thus, as relative presentation frequency for the Size 5 stimuli increased during training, they obtained a larger RT advantage during Block 2 of transfer.
In the rule model that was contrasted with the exemplar model in Experiments 1A and 1B, it was assumed that a single category boundary was established to partition the members ofCategories A and B, as in traditional signal detection models of unidimensional classification. To explain the low goodness ratings and high RTs associated with the Size 5 stimuli in Condition L, a ruleboundary theorist might posit that multiple boundaries were formed. In addition to the primary boundary partitioning the Category A and B exemplars, a second boundary was established between the Size 4 and Size 5 items. Unfortunately, this post hoc proposal fails to directly account for the finding that subjects in Experiment lB essentially always classified the Size 5 items into Category B. Ashby and Gott (1988) and Ashby and Maddox (1990) , for example, who have proposed and tested multidimensional signal detection models, have assumed that any percept falling in a region not demarcated by decision boundaries would result in a random response. Alternatively, one could argue that such ambiguous percepts are classified into the closest demarcated region, but this similarity-based proposal seems to add little explanatory power over the simple exemplar model. The multipleboundary model also fails to account for the systematic effects of exemplar frequency on the typicalityjudgments and classification RTs across Conditions L and HFL, in which the Size 5 stimuli had been presented during training.
EXPERIMENT 2
The purpose in Experiment 2 was to use a new logically defmed category structure to contrast the predictions of the rule-instantiation and exemplar-similarity models. In this experiment, members of a positive concept were defined by a disjunctive rule. The stimuli were geometric forms varying along four binary-valued dimensions: shape (squares or ellipses), size (large or small), position on screen (left or right), and number of contours (one or two). Two dimensions, randomly selected for each subject, were relevant to defining the rule. Let x andy denote the positive values on the first and second relevant dimen- sions, respectively. Likewise, let~and~denote the negative values on these dimensions. A stimulus was defined to be a member of the positive concept if it had value x or y or both-membership was defined by an inclusiveor rule. The experimental manipulation was that across conditions, the presentation frequency of the stimulus with both positive values (xy) was varied. In the main condition of interest, xy was never presented during training. Now, to the extent that subjects learned and represented the positive concept solely in terms of the simple disjunctive rule, stimulus xy should be judged as the best example of the positive concept. For even though stimuli x~7 and ky also satisfy the disjunctive rule, the degree to which the rule is instantiated is greatest for stimulus xy. This rule-instantiation hypothesis is also illustrated in Figure 8 , which shows that stimulus xy is the greatest distance from two plausible category boundaries that partition the members of the positive and negative concepts. In contrast to the rule-instantiation hypothesis, the exemplar model predicts that to the extent that absolute summed similarity is involved in typicality judgments, stimulus xy will have diminished goodness ratings.
The present experiment was related to Bourne's (1982) well-known study, which was seminal in demonstrating the existence of typicality gradients in logically defined categories. As in the present experiment, Bourne (1982) used a disjunctive concept and manipulated the presentation frequency of the xy stimulus. The main difference between Bourne's study and the present one is that in Bourne's study the xy stimulus was assigned probabiistically to both the positive and the negative concepts across conditions. In particular, in the condition in which .xy was y y x x Figure 8 . Disjunctive-rule category structure. The dashed line represents a linear boundary for partitioning members of the positive and negative concepts, whereas the dotted line represents an independent-decisions boundary (see Ashby & Gott, 1988) . never presented as a member of the positive concept, it appeared frequently as a member ofthe negative concept. In other words, in this condition of Bourne's (1982) experiment, the positive concept was defined by an exclusive-or rule-namely, x or y but not both. Under such conditions, there is little reason to expect xy to be judged as a good example of the positive concept, either on the basis of a rule-instantiation hypothesis or on that of an exemplar-similarity hypothesis. By contrast, in the present experiment, subjects were free to adopt the simple inclusive-or rule in all conditions. Note that on grounds of simplicity and cognitive economy, the inclusive-or rule, x V y, should be favored over the exclusive-or rule, (x A ji) V (~A y). Thus, the present design yielded sharply contrasting predictions from the ruleinstantiation and exemplar-similarity hypotheses.
Although not the focus of the present research, the design of Experiment 2 also effectively contrasted the predictions of the exemplar model with those of independent feature-frequency models (e.g., Estes, l986a; Kellogg, 1981; Reed, 1972) . In the present design (see the Method section), independent feature-frequency models were constrained to predict that xy would be judged as at least as good a member of the positive concept as were .xãnd ky, even in the condition in which xy was never presented during training. The reason is that the individual features that compose xy occur with the same frequency in the positive concept as do the individual features that compose x(or~). Furthermore, the individual features that compose x~(or~y) occur with greater frequency in the negative concept (the contrast category) than do the features composing xy. Unlike independent featurefrequency models, in the exemplar model it is assumed that people are sensitive tojoint probabilities of features, and the model is therefore able to predict that xy will have diminished goodness ratings relative to~and~y. It is important that the inclusive-or concept-learning problem is solvable through an independent feature-frequency strategy. Therefore, the present experiment taps directly into the issue of people's preferences and biases for using independent-cue versus relational-cue coding strate- 
Method Subjects
The subjects were 91 undergraduates from Indiana University who participated as part of a course requirement. After 1 subject who failed to meet a learning criterion had been replaced, there was a toed of 30 subjects in each of three conditions of concept learning.
Stimuli and Apparatus
The stimuli were geometric forms varying along four binaryvalued dimensions: shape (squares or ellipses), size (large or small), position (left or right), and number of contours (one or two). The stimuli were generated on an IBM-XT computer, which was used for controlling the experiment. Assignment of dimensions to the logical category structure was randomized for each subject, as was Learning. Only any given trial, a stimulus was presented on the screen, and the subject judged whether or not it belonged to the positive concept. Feedback was provided on each trial, following the response. Learning continued for a maximum of 300 trials, or until the subject met a criterion of 32 consecutive correct responses.
There were three conditions. In all conditions, positive and negative concept trials occurred with equal probability-namely, .50.
The conditions differed only in the prior probability with which stimulus .xy was presented on positive concept trials. Across the three conditions, the probabilities that stimulus zy would be presented, given a positive concept trial, were .00, .10, and .33, respectively. On positive concept trials in which stimulus xy was not presented, stimuli x5~and~y were presented with equal probability. Thus, across the threeconditions, the probabilities that each of stimuli x5ãnd~y would be presented, given a positive concept trial, were .50, .45, and .33, respectively. Of course, on negative concept trials, stimulus~was always presented. For both the positive and the negative concepts, the values presented on the two irrelevant dimensions were randomly selected on each trial. Stimulus presentations were randomized within the constraints stated above, except that in the conditions in which stimulus xy was presented with nonzero probability, there was at least one occurrence ofxy during Trials 20-32 of a subject's sequence of consecutive correct responses.
Transfer. Following acquisition, there was a transfer phase in which subjects made paired-comparison goodness-of-example judgments and then direct typicality ratings. In the paired-comparison task, a pair of stimuli was presented on the screen (one at the top and one at the bottom), and subjects judged which was a better example of the positive concept. The types of paired comparisons were x~7-xy,y-xy, x5~-i~, y-i~, and xy-iy. Each type of paired comparison occurred three times for each subject, for a toed of 15 paired comparisons per subject. Order of presentation ofthe paired comparisons was randomized, as were the values selected for the irrelevant dimensions.
In the typicality-ratings phase, the subjects were presented with each of the 16 possible stimuli generated from thefour binary-valued dimensions, and they rated on a scale from 1 (very poor) to 10 (excellent) how good an example the stimulus was of the positive concept. Note that there were four examples of each of the four types of stimuli, .ry, x~,.~y, and~t51. Order of presentation of the 16 stimuli was randomized for each subject.
Results and Discussion
Learning
In the report of the results that follows, the three conditions will be denoted by the probability with which xy was presented during training on positive concept trials, namely, P 00 , P 10 , and P 33 . The average numbers of trials to completing the criterion run were 80.9, 87.8, and 106.7, in Conditions Poo, P 10 , and P 33 . respectively. The differences among the groups were not statistically significant [F(2,87) = 2.11, MSe = 2,532.9, p > .05].
Paired-Comparison Judgments
The results for the paired-comparison judgments are shown in Table 4 . The main result of interest concerns the x~-xyand xy-xy paired comparisons. Stimuli x~and y were clearly preferred to stimulus xy in Condition P 00 , but the reverse was observed in Conditions P 10 and P 33 . Thus, the frequency manipulation had a major impact on .86
= observed preference probability. Pred. = predicted preference probability. Table gives the probability with which the first member in each type of pair was judged more typical than the second member in each of the three conditions. Each probability is based on 90 observations. Also given are the predictions of the mixed relativesimilarity/absolute-similanty exemplar model; see the Theoretical Analyses section.
the pattern of goodness-of-example judgments. To confirm these observations, statistical tests were conducted in which the results for individual subjects were used as the units of analysis. For each subject, the frequency with which stimulus x~(or~y) was preferred to stimulus xy was computed. Because there were six paired comparisons involving x~i (or~iy)versus xy, the null hypothesis of random responding leads to a mean expectation of three preferences for xji (or ky). The observed means were 4.10, 2.37, and 1.43, in Conditions Po 0 , Pio, and P 33 , respectively. The differences among the groups were statistically significant [F(2,87) The preference for stimuli xãnd~y over stimulus xy in Condition P 00 is inconsistent with independent featurefrequency models. More important to the theme of the present investigation is that the preference for x(or ly) is inconsistent with the joint hypothesis that subjects represented the positive concept solely in terms of the simple disjunctive rule and based goodness-of-example judgments on the degree to which the rule was instantiated. Conceivably, however, some subjects may have adopted unnecessarily complex rules for representing the positive concept (Medin, Wattenmaker, & Michalski, 1987; Nosofsky et al., 1989) . For example, because stimulus xy was never presented in Condition P 00
, some subjects may have adopted an exclusive-or rule. However, the exclusive-or rule was unavailable in Conditions P 10 and P 33 , because had subjects adopted it, they would have been unable to correctly classify xy during the final trials (20-32) of the criterion run (see the Method section). Even in the latter conditions taken by themselves, there was an effect of presentation frequency of stimulus xy on subjects' goodness-ofexample judgments [t(58) = 1.81, p < .05, one-tailed test]. These effects of exemplar frequency on subjects' goodness-of-example judgments support the hypothesis that stored exemplars form an important component of the category representation, even for the present logically defined concept. 
Typicality Ratings
The 16 typicality ratings obtained for each subject were averaged to form three ratings corresponding to xy, x( or ky), and~ystimuli. The mean ratings for these three stimulus types are shown as a function of conditions in Table 5 . The pattern of typicality ratings mirrors the paired-comparison judgments. In Condition P 00 , ratings for the x~(or~y) stimuli exceeded those for xy; the ratings were roughly equal in Condition Pio; and ratings for xy exceeded those for x(or~y) in Condition P 33 . A 3 x 3 analysis of variance with conditions (P 0 o, P 10 , P 33 ) and stimuli (xy, x~,~5~) as factors revealed that this interaction of typicality ratings with learning conditions was highly significant [F(4,174) = 12.07, MSe = 2.90,p < .011. This dramatic influence of exemplar frequency on the goodness-of-example judgments is consistent with a model in which it is assumed that individual exemplars form an important component of the mental representation for logically defined concepts.
Theoretical Analysis
The exemplar model was used to generate quantitative predictions of the paired-comparison judgments. The details of the model-fitting analyses are presented in Appendix C. The upshot of the analyses was that, as in Experiment 1, the mixed exemplar model involving both relative-similarity and absolute-similarity components yielded adequate predictions of the goodness judgments. The predictions of a three-parameter version of the model are shown along with the observed data in Table 4 . Although the model is rejected in a statistical test of overall goodness-of-fit [x 2 (l 2 ) = 29.1, p < .05], by conventional criteria it performs fairly well, accounting for 96% of the variance in the preference probabilities. Most notably, the mixed model accurately captured the crossover effect in rows 1 and 2 of the paired-comparison matrix, namely the preference reversal involving stimulus x5/(or .~y) and stimulus xy as the presentation frequency of the latter was increased.
GENERAL DISCUSSION
The theme ofthis research involved the demonstration that even for logically definedconcepts structured according to salient rules, stored exemplars may form a major component of the category representation. In previous work, Nosofsky (1984, 1986, 1989) showed that an exemplarstorage model incorporating selective attention processes was capable of yielding precise quantitative predictions of classification performance for logically defined categories. The present work suggests that it is not simply a case of the selective-attention exemplar model 'mimicking" rule-governed performance-people's mental representations of logically defined concepts may often be characterized better in terms of exemplar storage than in terms solely of storage of simple rules (see also Nosofsky et al., 1989) . The main support for this proposal in the present research was that for both a unidimensional-rule category structure (Experiment 1) and a disjunctive-rule category structure (Experiment 2), people's goodness-ofexample judgments were predicted better by principles ofexemplar-based similarity than by the degree to which the logical rules were instantiated. Exemplar frequency was also demonstrated to affect speeded classifications using the unidimensional category structure tested in Experiment 1.
The claim in this article is not that people cannot apply and use simple rules when instructed to do so. Indeed, in explicit rule-instruction conditions, Nosofsky et al. (1989) observed patterns of classification performance that dramatically violated the predictions of the selectiveattention exemplar model and that conformed to the predictions of rule-based models. What is claimed is that in learning logically defined concepts through induction from training exemplars, memories for the individual exemplars may form a dominant component of the category representation. The "stubborness" of previously experienced exemplars can be viewed even in explicit ruleinstruction conditions, in which application of the rule is often hampered (or facilitated) by similarities of probes to the specific exemplars on which training occurred (e.g., Brooks, 1987; Nosofsky et al., 1989, Experiment lB; Ward & Scott, 1987) .
As emphasized in the introduction, we have contrasted the exemplar model predictions with those of particular logical-rule models. These rule models seemed to be salient candidates; they were motivated by an extensive literature emphasizing the role of simplicity and cognitive economy in the formation of rules. Obviously, one approach to saving the rule-instantiation hypothesis in the present study would be to argue that people adopted logical rules, but not the ones assumed a priori by the experimenter. The danger with this approach, however, is that if the construct of a rule is left too vague, it fails to make predictions that can be falsified; that is, it is not testable. Indeed, virtually any pattern of classification performance and typicality judgments could be described in some post hoc manner by some form of verbalizable rule. With regard to the present experiments, we believe that the particular rules that were investigated were highly salient and plausible candidates. Furthermore, in informal interviews conducted after the experiment, essentially all subjects verbalized the small/large rule when describing the category structure that they learned in Experiment 1. Still, the possibility remains that more sophisticated rule-based models may be developed that would predict that people would adopt more complex rules,and the rule-instantiation hypothesis may fare better under such circumstances (e.g., Medin et al., 1987) .
The emphasis in this article has been on the exemplar side of category representation, but it would be implausible to posit that principles of rule instantiation play no role in the representation of logically defined concepts. In the domain of natural categories, for example, Barsalou (1985) has emphasized that many factors influence typicality judgments. In addition to factors involving exemplar frequencies and similarities, Barsalou (1985) demonstrated the importance of "ideals," defined as characteristics that items should have to satisfy goals associated with a category. As noted by Vandierendonck (1988, p. 79) , the extent to which an item instantiates a logical rule seems similar in spirit to the construct of an ideal. Indeed, the rule-instantiation construct may be viewed as a form of "logical ideal," and it would not be surprising to see clear effects of ideals in logically defined concepts similar to the effects seen in natural categories.
Finally, the discussion ofthe present results would not be complete without reference to the well-known study of Armstrong, Gleitman, and Gleitman (1983) , who demonstrated typicality gradients in well-defined semantic concepts such as "even numbers." One of Armstrong et al. 's main points was that the mere existence of typicality effects does not in and of itselfestablish that a concept is ill defined. But what of the psychological representation of the concept even numbers? The view suggested by the present work is that a highly derived, abstract psychological dimension, something like "divisible by 2," is selectively weighted when people make categorization decisions. But the vast milieu of people's specific experiences and interactions with even numbers is not thrown away. Highly frequent and salient exemplars such as 2, 4, and 10 are part and parcel of the category representation for even numbers, just as were the highfrequency exemplars for the logically defined concepts investigated herein. 
1A Theoretical Analyses
In this appendix, the exemplar model is tested on its ability to make accurate quantitative predictions of the typicality ratings and paired-comparison data in Experiment lA. To apply the model, a psychological scaling solution for the exemplars is needed (e.g., see Nosofsky, 1986 Nosofsky, , 1987 . The scaling solution is derived by fitting the MDS-choice model to the set of confusion data obtained in the identification study (Nosofsky, 1985a (Nosofsky, , l985b, 1987 (Nosofsky, , 1989 Shepard, 1958b) .
MDS-Choice Model Analysis
The data obtained during Trials 21 -150 ofthe identification experiment are summarized in the confusion matrices shown in Table Bl . For simplicity in analyzing and reporting the results, and because the complete 25 X 25 matrix of identification confusion data was sparse, the data were collapsed into two 5 x 5 submatrices corresponding to size and angle. For example, cell (2,3) of the size matrix gives the frequency with which Size 2 stimuli were identified as Size 3 stimuli. In general, the data in each matrix show a regular pattern in which confusability decreases as separation between levels on each dimension increases (e.g., values 2 and 4 show less confusions than values 2 and 3). This pattern supports the assumption that the physical variations along each dimension map onto essentially unidimensional psychological continua. An exception occurs, however, for Angles 1 and 5, which actually show greater confusability than, for example, Angles 1 and 4, and so forth. This pattern indicates that the appropriate psychological representation for angle is at least two-dimensional, with the second dimension corresponding, perhaps, to angle extremity. For simplicity in the theoretical analyses, however, the MDS-choice model was fitted to the confusion data on the assumption that there were no confusions between Angles 1 and 5. Although incorrect, this assumption greatly simplifies the presentation ofthe ensuing theoretical analyses and leaves unchanged all major conclusions regarding prediction of the typicality data.
The MDS-choice model was fitted separately to each confusion matrix by searching for the unidimensional scaling solution that maximized the likelihood ofthe data. Specifically, for the angle matrix, each level of angle (j) was represented by a psychological coordinate, a 1 the distance between angle levels I and j was given by d 11 = a 1 -aj ; and these distances were 3 then transformed to similarity measures, using Equation 2. Two values of p in the similarity function were considered: p = 1, which yields an exponential decay function; and p = 2, which yields a Gaussian function. The derived similarity values (s 1~) were then substituted into the choice model equation (Luce, 1963; Shepard, 1957) to predict the probability that angle i was identified as angle j:
is a parameter reflecting the bias for angle-response j. An analogous procedure was used for fitting the MDS-choice 12 model to the size matrix.
The maximum-likelihood predicted confusion frequencies for the exponential-similarity choice model are shown alongside the observed frequencies in Table Bl . As can be seen, the fits are good. The maximum-likelihood parameters and summary fits are reported in Table B2 . For purposes of comparison, the summary fits for a version of the MDS-choice model in which a Gaussian similarity function was assumed are also shown in Table B2. The Gaussian model has been strongly favored in previous work involving the identification of highly confusable stimuli (e.g., Nosofsky, 1985a Nosofsky, , 1985b Nosofsky, , 1989 , but the exponential model is clearly favored in the present study, in which fairly discriminable stimuli were used. This result lends further support to proposals put forth by Shepard (1986 Shepard ( , 1987 and Ennis (1988; Ennis et al., 1988) regarding the role of stimulus discriminability in influencing the form of the similarity gradient.
A two-dimensional scaling solution for the 25 stimuli, formed by combining orthogonally the derived unidimensional scaling solutions for angle and size, is illustrated in Figure 2 . This two- Note-Values in parentheses are the maximum-likelihood predicted frequencies for the exponential-similarity MDS-choice model. The model was fitted to the data on the assumption that there were zero confusions between Angles 1 and 5. Note-in L = log-likelihood, SSE = sum of squared deviations between predicted and observed confusion frequencies. (Log-likelihood was the criterion of fit.) dimensional scaling solution was used in conjunction with the exemplar-similarity model to predict the typicality data in the classification learning experiment.
Stimulus
Exemplar-Model Predictions of the Typicality Data
As currently developed, the exemplar model is directly applicable to the prediction of classification probabilities, but the present data involve ratings and paired comparisons. Extensive exploratory analyses were conducted to findtransformations of underlying variables in the exemplar model that accurately predicted the typicality ratings and paired comparisons. The upshot of these analyses was that a mixture of the relative-and absolute-similarity measures was necessary to adequately predict the data.
Typicality ratings. The two-dimensional scaling solution for the exemplars that was derived from the identification confusion data was used in conjunction with the exemplar model to predict the typicality ratings. Because the stimuli varied along readily discriminable, separable dimensions (Garner, 1974; Shepard, 1964 Shepard, , 1987 , the distance between exemplars i and b was computed using a weighted city-block metric: , (B2) where Xik is the psychological value of exemplar i on dimension k. (These psychological values correspond to the derived angle and size coordinates reported in Table B2 .) In Equation B2 , c is a general sensitivity parameter, and w 1 (0 w 1 1) is the weight given to Dimension 1 (angle) in computing distance. The distance was transformed to a similarity measure (stb), using the same exponential similarity function that was used in the scaling. These derived similarity measures were then substituted into Equation 1 to predict the probability with which exemplar i was classified into Category B. predicted Category B response probability was transformed to a standard normal deviate, z[P(Rs S 1 )J. The reason for using this transformation is that the probability measure has a floor and ceiling (at 0.0 and 1.0), and the z transformation effectively stretches the scale at these regions. As discussed previously, the classification probability, P(RB S 1 ), is based on a relative-similarity rule, whereas typicality judgments may often involve an absolute summedsimilarity component. The absolute summed similarity of exemplar i to the exemplars of Category B was given by
where Nb and Sib were computed as before.
The typicality strength for exemplar i, T(i) , was assumed to be based on a mixture of the relative-similarity and absolutesimilarity components:
T(i) = m -z*[P(RB I S)] + (1-rn) .A*(i,B), (B4)
where m is a freely estimated mixture parameter. The asterisks in Equation B4 denote that both the relative and absolutesimilarity components were standardized to have a mean of 0 and standard deviation of 1 in each individual condition. It was assumed that the typicality ratings would be monotonically related to the typicality strengths defined by Equation B4. In summary, the typicality-strength model has four free parameters: the sensitivity parameter c and attention weight sv in the distance function; the exemplar-strength h associated with high-frequency exemplars; and the mixture parameter m. A computer search was conducted to find the values of these four parameters that maximized the Spearman rank-order correlation between typicality strengths and observed typicality ratings for all 16 stimuli across all six conditions. (All parameters were held fixed across conditions.) With c = .7, sv = .2, h = 1.3, and in = .7, the model achieved a rank-order correlation of .974.
For purposes ofcomparison, special cases of the mixed model were fitted to the data. A pure relative-similarity model (m = in Equation B4 ) yielded a rank-order correlation of r = .84.
This model incorrectly predicted high typicality ratiflgs for the 
Typicality Paired Comparisons
The typicality-strength model was also used to predict the paired-comparison typicality judgments. For each condition, the probability that exemplar i was judged as a better member of Category B than was exemplarj, P(i,j) was given by the logistic transformation P(i,j) = { 1 +exp [v . 
(T(j) -T(i))]} -(B5)
where v is a freely estimated scaling parameter. This fiveparameter model (c, H) , h, m, v) was fitted to the data in the six paired-comparison matrices, using a minimum chi-square
