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Abstract
Let {Lε} be a family of elliptic systems of linear elasticity with rapidly oscillating periodic coefficients.
We obtain the uniform W1,p estimate ‖∇uε‖p  C‖f ‖p in a Lipschitz domain Ω in Rn for solutions to
the Dirichlet problem: Lε(uε) = div(f ) in Ω and uε = 0 on ∂Ω , where | 1p − 12 | < 12n + δ and C, δ > 0 are
constants independent of ε > 0. The ranges are sharp for n = 2 or 3.
© 2011 Elsevier Inc. All rights reserved.
Keywords: System of elasticity; Homogenization; Lipschitz domain
1. Introduction
The primary purpose of this paper is to study uniform W 1,p estimates for a family of elliptic
systems of linear elasticity with rapidly oscillating coefficients. Let Ω be a bounded Lipschitz
domain in Rn, n 2. Consider the Dirichlet problem{Lε(uε) = div(f ) in Ω,
uε = 0 on ∂Ω,
(1.1)
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Lε = − ∂
∂xi
[
a
αβ
ij
(
x
ε
)
∂
∂xj
]
= −div
[
A
(
x
ε
)
∇
]
, ε > 0. (1.2)
We will assume that the coefficient matrix A(y) = (aαβij (y)) is real and satisfies
a
αβ
ij (y) = aβαji (y) = aiβαj (y) for 1 i, j, α,β  n and y ∈ Rn, (1.3)
μ|ξ |2  aαβij (y)ξαi ξβj 
1
μ
|ξ |2 for y ∈ Rn, (1.4)
where μ is a positive constant and ξ = (ξαi ) is any n× n symmetric matrix with real entries, and
the periodicity condition
A(y + z) = A(y) for y ∈ Rn and z ∈ Zn. (1.5)
We say A ∈M(μ,λ, τ ) if it satisfies (1.3), (1.4), (1.5) and the smoothness condition∣∣A(x) − A(y)∣∣ τ |x − y|λ for some λ ∈ (0,1) and τ  0. (1.6)
The following is the main result of the paper.
Theorem 1.1. Let Ω be a bounded Lipschitz domain in Rn. Let Lε = −div(A(x/ε)∇) with A ∈
M(μ,λ, τ ). Then for any f ∈ Lp(Ω) with | 1
p
− 12 | < 12n +δ, there exists a unique uε ∈ W 1,p0 (Ω)
such that Lε(uε) = div(f ) in Ω . Moreover, the solution uε satisfies
‖∇uε‖Lp(Ω)  Cp ‖f ‖Lp(Ω), (1.7)
and constants δ > 0 and Cp > 0 are independent of ε.
We will also consider a family of general second-order elliptic systems {−div(A(x/ε)∇)},
where A(y) = (aαβij (y)) with 1 i, j  n and 1 α,β m. We say A ∈ Λ(μ,λ, τ) if it satisfies
(1.5)–(1.6) and the ellipticity condition (1.4) for any ξ = (ξαi ) ∈ Rnm. The symmetry condition
A = A∗, i.e., aαβij = aβαji , is also needed in the following theorem.
Theorem 1.2. Let Ω be a bounded Lipschitz domain in Rn. Let Lε = −div(A(x/ε)∇) with
A ∈ Λ(μ,λ, τ) and A = A∗. Then for any f ∈ Lp(Ω) with | 1
p
− 12 | < 12n + δ, there exists a
unique uε ∈ W 1,p0 (Ω) such that Lε(uε) = div(f ) in Ω . Moreover, the solution uε satisfies (1.7)
and constants δ > 0 and Cp > 0 are independent of ε.
Elliptic equations and systems with rapidly oscillating coefficients arise in the theory of ho-
mogenization (see e.g. [4,18]). It is well known that as ε → 0, the solution uε of (1.1) converges
to u0 weakly in W 1,2(Ω) and strongly in L2(Ω), where u0 ∈ W 1,20 (Ω) is the solution of the ho-
mogenized elliptic system. Uniform regularity estimates of uε are an important tool in the study
of various convergence problems for Lε . We remark that if Ω is C1,α and A ∈ Λ(μ,λ, τ), the
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try condition A = A∗ (see [15] for its extension to the Neumann boundary condition with the
symmetry condition). It was pointed out in [3] that the same approach also gives estimate (1.7)
for 1 < p < ∞ if Ω is C1,α and A ∈M(μ,λ, τ ). We also mention that if Ω is Lipschitz and
m = 1, the W 1,p estimate (1.7) was obtained in [20] for (4/3) − δ < p < 4 + δ and n = 2, and
for (3/2) − δ < p < 3 + δ and n  3. The ranges of p’s in [20] are known to be sharp (even
for the Laplacian [14]). It follows that the ranges of p’s in Theorems 1.1 and 1.2 are sharp for
n = 2 or 3. The question of sharp ranges of p’s for which the W 1,p estimate holds in Lipschitz
domains remains open in the case n 4 (even for elliptic systems with constant coefficients). We
remark that in the non-periodic setting the W 1,p estimates for second-order elliptic equations and
systems have been studied extensively in recent years. We refer the reader to [1,6,5,19,17,7,11]
and their references for various results on elliptic operators with nonsmooth coefficients in non-
smooth domains.
For a ball B = B(x, r), we will use tB to denote B(x, tr). Recall that Ω is a Lipschitz domain
if there exists r0 > 0 such that for any Q ∈ ∂Ω , there exists a Lipschitz function ψ : Rn−1 → R
such that Ω∩B(Q,8r0) is given by {(x′, xn) ∈ Rn: xn > ψ(x′)}∩B(Q,8r0), after some possible
translation and rotation of the coordinate system. The proofs of Theorems 1.1 and 1.2 rely on the
following.
Theorem 1.3. Let Ω be a bounded Lipschitz domain in Rn and q > 2. Let L = −div(A∇) be
a second-order elliptic system with A = (aαβij (x)) and 1 i, j  n, 1 α,β m. Suppose that
(1) ‖A‖L∞(Rn)  μ−1; (2) for any φ ∈ W 1,20 (Rn) and some μ > 0,
μ
∫
Rn
|∇φ|2 dx 
∫
Rn
a
αβ
ij (x)
∂φα
∂xi
· ∂φ
β
∂xj
dx; (1.8)
(3) for any w ∈ W 1,2(3B∩Ω) with the property that L(w) = 0 in 3B∩Ω and w = 0 on 3B∩∂Ω
(if 3B ∩ ∂Ω 
= ∅), where either 3B ⊂ Ω or B = B(y, r) with y ∈ ∂Ω and 0 < r < r0, one has
|∇w| ∈ Lq(B ∩ Ω) and{
1
|B ∩ Ω|
∫
B∩Ω
|∇w|q dx
}1/q
N
{
1
|2B ∩ Ω|
∫
2B∩Ω
|∇w|2 dx
}1/2
. (1.9)
Then there exists δ > 0, depending only on n, m, μ, q , N and the Lipschitz character of Ω ,
such that for any f ∈ Lp(Ω) with 2 < p < q + δ, the unique solution to L(u) = div(f ) in
W
1,2
0 (Ω) satisfies ‖∇u‖Lp(Ω)  Cp ‖f ‖Lp(Ω), where Cp depends only on n, m, μ, p, q , N and
the Lipschitz character of Ω .
Theorem 1.3, which is proved in Section 2, follows by a real variable argument originated
in [8] and further developed in [19]. As an application of Theorem 1.3, in Section 3, we establish
the W 1,p estimate in the non-periodic setting for elliptic systems with VMO coefficients in Lips-
chitz domains. Observe that by Lax–Milgram Theorem, the conditions (1) and (2) in Theorem 1.3
give the existence and uniqueness of W 1,2 solutions for any f ∈ L2(Ω). Clearly, the ellipticity
condition in Theorem 1.2 implies the coercive estimate (1.8). By the first Korn inequality this is
also the case for Theorem 1.1. Consequently, to prove Theorems 1.1 and 1.2, as in [20], it suffices
J. Geng et al. / Journal of Functional Analysis 262 (2012) 1742–1758 1745to establish the weak reverse Hölder inequality (1.9) with q = pn = 2nn−1 for local W 1,2 solutions.
We further note that under the assumption A ∈ Λ(μ,λ, τ) or A ∈M(μ,λ, τ ), it follows from [2]
that
‖∇uε‖L∞(B)  C
{
1
|2B|
∫
2B
|∇uε|2 dx
}1/2
, (1.10)
if Lε(uε) = 0 in 3B . As a result we only need to establish (1.9) for w ∈ W 1,2(3B ∩Ω) satisfying
Lε(w) = 0 in 3B ∩ Ω and w = 0 on 3B ∩ ∂Ω , where B = B(Q, r) for some Q ∈ ∂Ω and
0 < r < cr0, with constants c and N independent of the parameter ε > 0. We will present two
different approaches to this boundary reverse Hölder estimate.
The proof of Theorem 1.2, given in Section 4, uses the recently established non-tangential
maximal function estimates for the Lp Dirichlet and regularity problems in [16] for some p =
q0 > 2, under the conditions A ∈ Λ(μ,λ, τ) and A = A∗. Let ρ(x) = dist(x, ∂Ω). To see (1.9),
the basic idea is to write ∫
B∩Ω
|∇w|q dx =
∫
B∩Ω
|∇w|q0 · |∇w|q−q0 dx
and estimate |∇w|q0 by its (local) non-tangential maximal function and |∇w|q−q0 by
∣∣∇w(x)∣∣ C[ρ(x)]−n/2{ ∫
2B∩Ω
|∇w|2 dy
}1/2
(1.11)
for any x ∈ B ∩ Ω , which follows from the interior estimate (1.10). This gives (1.9) for any q <
q0 + 2n , which can be used to improve the exponent of ρ(x) in (1.11). The desired estimate (1.9)
with q = 2n
n−1 follows by an iteration argument.
In the case of elliptic systems of linear elasticity, the non-tangential maximal function esti-
mates used in the proof of Theorem 1.2 are not known. To prove Theorem 1.1, we will instead
adapt the approach used in [20] for single equations (m = 1). The idea is to reduce the esti-
mate (1.9) to a decay estimate of an integral of |w|q (not |∇w|q ) on a boundary layer and apply
a compactness argument. See Section 5 for details.
The summation convention is used throughout this paper. Unless indicated otherwise Ω will
always be a bounded Lipschitz domain in Rn. Finally, we will make no effort to distinguish
vector-valued functions or function spaces from their real-valued counterparts. This should be
clear from the context.
2. Proof of Theorem 1.3
By Lax–Milgram Theorem, under the conditions (1) and (2) in Theorem 1.3, given any f ∈
L2(Ω), the system L(u) = div(f ) has a unique solution in W 1,20 (Ω). Moreover, the solution
satisfies the estimate ‖∇u‖L2(Ω)  C‖f ‖L2(Ω), where C depends only on μ. Consider now the
linear operator T (f ) = ∇u. Clearly, T is bounded on L2(Ω). To show that T is bounded on
Lp(Ω) for 2 < p < q + δ, we use the following theorem in [19, Theorem 3.3].
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domain in Rn. Let q > 2. Suppose that there exists a constant N > 1 such that for any bounded
measurable function f with supp(f ) ⊂ Ω \ 3B ,
{
1
rn
∫
Ω∩B
|Tf |q dx
}1/p
N
{(
1
rn
∫
Ω∩2B
|Tf |2 dx
)1/2
+ sup
B ′⊃B
(
1
|B ′|
∫
B ′
|f |q dx
)1/q}
, (2.1)
where B = B(x0, r) is a ball with the property that 0 < r < c0r0 and either x0 ∈ ∂Ω or
B(x0,3r) ⊂ Ω . Then T is bounded on Lp(Ω) for any 2 < p < q .
It also follows from the proof of Theorem 2.1 in [19] that if ‖T ‖L2(Ω)→L2(Ω)  C0, then
‖T ‖Lp(Ω)→Lp(Ω) is bounded by a constant depending only on p, q , N , C0, c0 and the Lips-
chitz character of Ω . Therefore, to prove Theorem 1.3 for 2 < p < q , it suffices to verify the
condition (2.1) with T (f ) = ∇u. However, if supp(f ) ⊂ Ω \ 3B , one has L(u) = 0 in 3B ∩ Ω .
Thus the weak reverse Hölder inequality (1.9) with exponent q implies (2.1) with the same
exponent q (without the supremum term in the right hand). Finally, we observe that the weak re-
verse Hölder condition (1.9) is self-improving (see e.g. [13]). That is, if L has the property (1.9)
for some q = q1 > 2, then it has the property for some q = q1 + δ, where δ > 0 depends
only on n, q1, N and the Lipschitz character of Ω . Consequently, by Theorem 2.1, we obtain
‖∇u‖Lp(Ω)  C‖f ‖Lp(Ω) for any 2 < p < q + δ. This completes the proof of Theorem 1.3. 
Remark 2.2. Let L∗ denote the adjoint of L. Suppose that u,v ∈ W 1,20 (Ω) and L(u) = div(f )
and L∗(v) = div(g) in Ω for some f = (f αi ), g = (gαi ) ∈ L2(Ω). Then∫
Ω
f αi ·
∂vα
∂xi
dx = −
∫
Ω
a
αβ
ij
∂uβ
∂xj
· ∂v
α
∂xi
dx =
∫
Ω
gαi ·
∂uα
∂xi
dx. (2.2)
It follows from (2.2) by duality that if the estimate ‖∇u‖Lp(Ω)  C‖f ‖Lp(Ω) holds for any
f ∈ Lp(Ω) and some p > 2, then ‖∇v‖Lq(Ω)  C‖g‖Lq(Ω) for any g ∈ L2(Ω), where q = p′.
By a density argument one may deduce that for any g ∈ Lq(Ω), there exists v ∈ W 1,q0 (Ω) such
that L∗(v) = div(g) in Ω and ‖∇v‖Lq(Ω)  C‖g‖Lq(Ω). The duality argument above also gives
the uniqueness of such solutions.
Remark 2.3. Under the conditions (1) and (2) in Theorem 1.3, the well-known Cacciopoli’s
inequality ∫
B∩Ω
|∇u|2 dx  C
r2
∫
2B∩Ω
|u|2 dx (2.3)
holds for any u ∈ W 1,2(3B ∩ Ω) satisfying L(u) = 0 in 3B ∩ Ω and u = 0 in 3B ∩ ∂Ω , where
B = B(y, r) with y ∈ Ω and 0 < r < cr0. By the Sobolev inequality this implies that{
1
rn
∫
|∇u|2 dx
}1/2
 C
{
1
rn
∫
|∇u|q dx
}1/q
, (2.4)B∩Ω 2B∩Ω
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reverse Hölder inequality (1.9) holds for some q > 2 and N > 0, which depend only on n, m, μ
and the Lipschitz character of Ω [13].
3. W 1,p estimates in the non-periodic setting
Following [19], as an application of Theorem 1.3, we obtain the W 1,p estimate in the
non-periodic setting for elliptic systems with VMO coefficients. Recall that A ∈ VMO(Rn) if
limt→0 ω(t) = 0, where
ω(t) = sup
x∈Rn
0<r<t
1
|B(x, r)|
∫
B(x,r)
∣∣∣∣A(y) − 1|B(x, r)|
∫
B(x,r)
A(z) dz
∣∣∣∣dy. (3.1)
Theorem 3.1. Let Ω be a bounded Lipschitz domain in Rn. Let L= −div(A(x)∇) with A(x) =
(a
αβ
ij (x)) and 1 i, j  n, 1 α,β m. Suppose that (1) ‖A‖L∞(Rn)  μ−1; (2) estimate (1.8)
holds for any φ ∈ W 1,20 (Rn); (3) A = A∗; and (4) A ∈ VMO(Rn). Then there exists δ > 0 such
that for any f ∈ Lp(Ω) with | 1
p
− 12 | < 12n + δ, there exists a unique u ∈ W 1,p0 (Ω) satisfyingL(u) = div(f ) in Ω . Moreover, the solution u satisfies ‖∇u‖Lp(Ω)  C‖f ‖Lp(Ω).
In view of Remark 2.2 and the assumption A∗ = A, it suffices to prove Theorem 3.1 for
2 < p < pn + δ, where pn = 2nn−1 . Furthermore, by Theorem 1.3, we only need to establish the
weak reverse Hölder estimate in condition (3) in Theorem 1.3 for q = pn. Note that under the
condition A ∈ VMO(Rn), the estimate (1.9) in the case 3B ⊂ Ω is well known and in fact holds
for any 2 < q < ∞. As a result Theorem 3.1 follows from the following.
Theorem 3.2. Let L = −div(A(x)∇) with A(x) satisfying the same conditions as in Theo-
rem 3.1. Suppose that w ∈ W 1,2(3B ∩ Ω), L(w) = 0 in 3B ∩ Ω and w = 0 on 3B ∩ ∂Ω , where
B = B(Q, r) with Q ∈ ∂Ω and 0 < r < cr0. Then |∇w| ∈ Lpn(B ∩Ω) and estimate (1.9) holds.
Theorem 3.2 is proved by a perturbation argument. We first show that the desired estimate
holds for elliptic systems L = −div(A∇) with constant coefficients A = (a¯αβij ) satisfying the
Legendre–Hadamard ellipticity condition:
μ|ξ |2|η|2  a¯αβij ξiξj ηαηβ  μ−1|ξ |2|η|2, (3.2)
for any ξ = (ξi) ∈ Rn, η = (ηα) ∈ Rm. It is known that the coercive estimate (1.8) and
‖A‖∞ < ∞ imply the Legendre–Hadamard condition. In particular, if a¯αβij = 1|E|
∫
E
a
αβ
ij (x) dx
and (aαβij ) satisfies the conditions in Theorem 3.1, then A = (a¯αβij ) satisfies (3.2) and (A)∗ = A.
Lemma 3.3. Let L = div(A∇) with constant coefficient matrix A = (a¯αβij ) satisfying (3.2) andA∗ = A. Suppose that w ∈ W 1,2(3B ∩Ω), L(w) = 0 in 3B ∩Ω and w = 0 on 3B ∩ ∂Ω , where
B = B(y, r) with y ∈ Ω and 0 < r < cr0. Then |∇w| ∈ Lpn+δ(B ∩ Ω) and estimate (1.9) holds
for q = pn + δ, where δ and N in (1.9) are positive constants depending only on n, m, μ and the
Lipschitz character of Ω .
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r > 0, let
r =
{(
x′,ψ
(
x′
)) ∈ Rn: ∣∣x′∣∣< r},
Dr =
{(
x′, t
) ∈ Rn: ∣∣x′∣∣< r and ψ(x′)< t < ψ(x′)+ (M + 10n)r}. (3.3)
Suppose that w ∈ W 1,2(D3r ), L(w) = 0 in D3r and w = 0 on 3r . We will show that{
1
rn
∫
Dr
|∇w|pn dx
}1/pn
 C
{
1
rn
∫
D2r
|∇w|2 dx
}1/2
, (3.4)
where C depends only on n, m, μ and M . This, together with the interior estimates, yields (1.9)
for q = pn by a change of coordinates. The case q = pn + δ follows by the self-improvement
property of the weak reverse Hölder inequality.
To see (3.4), we apply the L2 estimates in [12] as well as square function estimates in [10]
in the Lipschitz domain Dtr , where t ∈ (1,2). It follows that ∇w ∈ W 1/2,2(Dtr ) and by Sobolev
imbedding, |∇w| ∈ Lpn(Dtr ). Moreover, we obtain{ ∫
Dtr
|∇w|pn dx
}1/pn
 C
{ ∫
∂Dtr
|∇w|2 dσ
}1/2
 C
{ ∫
∂Dtr
|∇tanw|2 dσ
}1/2
, (3.5)
where ∇tanw denotes the tangential gradient of w on ∂Dtr and C depends only on n, m, μ
and M . Since w = 0 on 3r , this gives{∫
Dr
|∇w|pn dx
}2/pn
 C
∫
∂Dtr\3r
|∇w|2 dσ. (3.6)
Finally, we integrate both sides of (3.6) with respect to t over (1,2) to obtain{∫
Dr
|∇w|pn dx
}2/pn
 C
r
∫
D2r
|∇w|2 dx, (3.7)
from which estimate (3.4) follows. 
Lemma 3.4. Let L= −div(A(x)∇) with A(x) satisfying the same conditions as in Theorem 3.1.
Then there exist a function η(r) and some constants N > 0 and p > pn with the following
properties:
(1) limr→0 η(r) = 0;
(2) if u ∈ W 1,2(3B ∩ Ω), Lu = 0 in 3B ∩ Ω and u = 0 on 3B ∩ ∂Ω , where B = B(x0, r) with
x0 ∈ Ω and 0 < r < cr0, then there exists a function v ∈ W 1,p(B ∩ Ω) such that
J. Geng et al. / Journal of Functional Analysis 262 (2012) 1742–1758 1749{
1
rn
∫
B∩Ω
∣∣∇(u − v)∣∣2 dx}1/2  η(r){ 1
rn
∫
3B∩Ω
|∇u|2 dx
}1/2
, (3.8)
{
1
rn
∫
B∩Ω
|∇v|p dx
}1/p
N
{
1
rn
∫
3B∩Ω
|∇u|2 dx
}1/2
. (3.9)
Proof. The proof is similar to that of Lemma 4.7 in [19]. Suppose that u satisfies the conditions
of the lemma. We define the operator L(w) = −Dibαβij Djwβ , where Di = ∂/∂xi and bαβij is a
constant given by
b
αβ
ij =
1
|B(x0,3r)|
∫
B(x0,3r)
a
αβ
ij (x) dx. (3.10)
Then (bαβij ) satisfies the ellipticity condition (3.2) and bαβij = bβαji . Let v be a weak solution of
L(v) = 0 in 2B ∩ Ω such that u − v ∈ W 1,20 (2B ∩ Ω). We will prove that v satisfies estimates
(3.8) and (3.9).
We first prove (3.8). Note that
L(u − v) = (L −L)u = −Di
(
b
αβ
ij − aαβij
)
Dju
β in 2B ∩ Ω. (3.11)
It follows that∫
2B∩Ω
b
αβ
ij Dj (u − v)βDi(u − v)α dx  C
∑
i,j,α,β
∫
2B∩Ω
∣∣bαβij − aαβij ∣∣|∇u|∣∣∇(u− v)∣∣dx. (3.12)
Since (bαβij ) is a constant matrix satisfying the Legendre–Hadamard condition (3.2) and u − v ∈
W
1,2
0 (2B ∩ Ω), we have∫
2B∩Ω
b
αβ
ij Dj (u − v)βDi(u − v)α dx  μ
∫
2B∩Ω
∣∣∇(u − v)∣∣2 dx, (3.13)
which, together with (3.12), gives{
1
rn
∫
2B∩Ω
∣∣∇(u − v)∣∣2 dx}1/2  C ∑
i,j,α,β
{
1
rn
∫
2B∩Ω
∣∣bαβij − aαβij ∣∣2|∇u|2 dx}1/2. (3.14)
By Hölder’s inequality we have{
1
rn
∫
2B∩Ω
∣∣∇(u− v)∣∣2 dx}1/2
 C
∑
i,j,α,β
{
1
rn
∫ ∣∣bαβij − aαβij ∣∣2q ′0 dx}1/(2q ′0){ 1rn
∫
|∇u|2q0 dx
}1/(2q0)2B∩Ω 2B∩Ω
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{
1
rn
∫
3B∩Ω
|∇u|2 dx
}1/2
, (3.15)
where q0 > 1 and we have used the weak reverse Hölder inequality{
1
rn
∫
2B∩Ω
|∇u|2q0 dx
}1/(2q0)
 C
{
1
rn
∫
3B∩Ω
|∇u|2 dx
}1/2
. (3.16)
Also, the function η(r) above is defined by
η(r) = C sup
x0∈Ω
∑
i,j,α,β
{
1
rn
∫
B(x0,2r)
∣∣bαβij − aαβij ∣∣2q ′0 dx}1/(2q ′0). (3.17)
We recall that the well-known Cacciopoli’s inequality holds under the conditions (1) and (2) on
A(x) in Theorem 3.1. As a consequence the weak reverse Hölder inequality (3.16) holds for
some q0 > 1 (see Remark 2.3). Since aαβij ∈ VMO, by the John–Nirenberg inequality, we have
η(r) → 0 as r → 0. This completes the proof of (3.8).
Finally, we note that since L(v) = 0 in 3B ∩ Ω and v = u = 0 on 3B ∩ ∂Ω , we may deduce
from Lemma 3.3 that
{
1
rn
∫
B∩Ω
|∇v|p dx
}1/p
 C
{
1
rn
∫
2B∩Ω
|∇v|2 dx
}1/2
 C
{
1
rn
∫
2B∩Ω
|∇u|2 dx
}1/2
,
for some p = pn + δ, where the last inequality follows from (3.14). This gives (3.9). We point
out that δ > 0 depends only on n, m, μ and the Lipschitz character of Ω . 
With Lemma 3.4 at our disposal, Theorem 3.2 follows from the following theorem, as in the
proof of Theorem C in [19, p. 192]. We omit the details.
Theorem 3.5. Let f : E → Rm be a locally square integrable function, where E is an open set
of Rn. Let p > 2. Suppose that there exist three constants ε > 0 and α,N > 1 such that for every
ball B = B(x0, r) with αB ⊂ E, there exists a function h = hB ∈ Lp(B) with the properties:
{
1
|B|
∫
B
|f − h|2 dx
}1/2
 ε
{
1
|αB|
∫
αB
|f |2 dx
}1/2
, (3.18)
{
1
|B|
∫
|h|p dx
}1/p
N
{
1
|αB|
∫
|f |2 dx
}1/2
. (3.19)B αB
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1
|B|
∫
B
|f |q dx
}1/q
 C
{
1
|αB|
∫
αB
|f |2 dx
}1/2
, (3.20)
for any ball B with αB ⊂ E, where C depends only on n,m,p,q,α and N .
We remark that Theorem 3.5, which was stated in [19, p. 191], was proved essentially in [8].
4. Proof of Theorem 1.2
In this section we give the proof of Theorem 1.2. In view of Remark 2.2 and Theorem 1.3,
it suffices to show that if uε ∈ W 1,2(3B ∩ Ω) is a weak solution to Lε(uε) = 0 in 3B ∩ Ω and
uε = 0 on 3B∩∂Ω , where B = B(x0, r) with x0 ∈ Ω and 0 < r < cr0, then |∇uε| ∈ Lpn(B∩Ω)
and estimate (1.9) holds for q = pn = 2nn−1 with a constant N independent of ε. By the interior
estimate (1.10) we may assume that B = B(Q, r) for some Q ∈ ∂Ω . Furthermore, by a change
of coordinates, it is enough to show that{
1
rn
∫
Dr
|∇uε|pn dx
}1/pn
 C
{
1
rn
∫
D3r
|∇uε|2 dx
}1/2
, (4.1)
whenever uε ∈ W 1,2(D3r ) is a weak solution to Lε(uε) = 0 in D3r and uε = 0 on 3r .
Throughout this section we assume that A ∈ Λ(μ,λ, τ) and A∗ = A.
Lemma 4.1. Let uε ∈ W 1,2(D3r ) be a weak solution to Lε(uε) = 0 in D3r and uε = 0 on 3r .
Suppose that for some q = q1 > 2,{
1
ρn
∫
Dρ
|∇uε|q dx
}1/q
 Cq
{
1
ρn
∫
D3ρ
|∇uε|2 dx
}1/2
, (4.2)
for all 0 < ρ  r . Then there exists δ > 0, depending only on n, m, μ, λ, τ , Cq1 and M , such that
the estimate (4.2) holds for 2 < q < 2 + δ + q1
n
and Cq = C(n,m,μ,λ, τ, q,Cq1,M).
Proof. Let d(x) = |xn − ψ(x′)| for x = (x′, xn). It follows from (1.10) and (4.2) with q = q1
that
∣∣∇uε(x)∣∣ C{ 1[d(x)]n
∫
B(x,cd(x))
∣∣∇uε(y)∣∣q1 dy}1/q1
 C
{
ρ
d(x)
} n
q1
{
1
ρn
∫
D3ρ
∣∣∇uε(y)∣∣2 dy}1/2, (4.3)
for any x ∈ D2ρ . Since A ∈ Λ(μ,λ, τ) and A∗ = A, it follows from [16] that there exists δ > 0
such that the unique weak solution to the Dirichlet problem Lε(uε) = 0 with boundary data in
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C‖∇tanuε‖L2+δ(∂Ω). Here (∇uε)∗ denotes the non-tangential maximal function of ∇uε . By ap-
plying this estimate to uε on the Lipschitz domain Dtρ for t ∈ (3/2,2) and using an integration
argument, one may obtain ∫
ρ
∣∣(∇uε)∗ρ∣∣2+δ dσ  Cρ
∫
D2ρ
|∇uε|2+δ dx, (4.4)
where
(∇uε)∗ρ
(
x′,ψ
(
x′
))= sup{∣∣∇uε(x′, xn)∣∣: (x′, xn) ∈ Dρ}. (4.5)
Let q0 = 2 + δ. Note that, if δ is sufficiently small,{
1
ρn
∫
D2ρ
|∇uε|q0 dx
}1/q0
 C
{
1
ρn
∫
D3ρ
|∇uε|2 dx
}1/2
(4.6)
(see Remark 2.3). Hence,{
1
ρn−1
∫
ρ
∣∣(∇uε)∗ρ∣∣q0 dσ}1/q0  C{ 1ρn
∫
D3ρ
|∇uε|2 dx
}1/2
. (4.7)
Now, using estimates (4.3) and (4.7), we see that{
1
ρn
∫
Dρ
|∇uε|q dx
}1/q
=
{
1
ρn
∫
Dρ
|∇uε|q0 |∇uε|q−q0 dx
}1/q
 C
{
1
ρn−1
∫
ρ
∣∣(∇uε)∗ρ∣∣q0 dσ · 1ρ
cρ∫
0
(
ρ
t
) n(q−q0)
q1
dt
}1/q
·
{
1
ρn
∫
D3ρ
|∇uε|2 dx
} q−q0
2q
 C
{
1
ρn
∫
D3ρ
|∇uε|2 dx
}1/2
,
if 0 < n(q − q0) < q1. Note that n(q − q0) < q1 is equivalent to q < 2 + δ + q1n . This finishes the
proof. 
Proof of Theorem 1.2. Let uε ∈ W 1,2(D3r ) be a weak solution to Lε(uε) = 0 in D3r and uε = 0
on 3r . It follows from Cacciopoli’s inequality that the weak reverse Hölder inequality (4.2)
always holds for some q1 > 2 under the ellipticity condition (1.8) (see Remark 2.3; smoothness
and periodicity conditions are not needed). Suppose that q1 < 2n . By Lemma 4.1 estimate (4.2)n−1
J. Geng et al. / Journal of Functional Analysis 262 (2012) 1742–1758 1753holds for some q = q2 > 2 + δ2 + q1n > q1. If q2 < 2nn−1 , then the same argument would give (4.2)
for q = q3 > 2+ δ2 + q2n > q2. Continuing this process, we claim that there exists some j such that
estimate (4.2) holds for some q = qj > 2nn−1 . For otherwise we would have a bounded increasing
sequence {qj } such that qj+1 > 2 + δ2 + qjn > qj . Let q be the limit of {qj }. Then q  2 + δ2 + qn ,
which implies that q > pn = 2nn−1 . It follows that qj > pn if j is sufficiently large. Thus (4.2)
must hold for some q = qj > pn. This completes the proof. 
5. Proof of Theorem 1.1
Let Dr and r be defined as in (3.3) with ‖∇ψ‖∞ M . In view of Remark 2.2 and Theo-
rem 1.3, as in the case of Theorem 1.2, Theorem 1.1 is a consequence of the following.
Theorem 5.1. Let Lε = −div(A(x/ε)∇) with A ∈M(μ,λ, τ ). Suppose that uε ∈ W 1,2(D3r ),
Lε(uε) = 0 in D3r and uε = 0 on 3r . Then the estimate (4.2) holds for q = pn = 2nn−1 with a
constant C depending only on n, m, μ, λ, τ and M .
Since the non-tangential maximal function estimates used in Lemma 4.1 are not available
under the assumption A ∈M(μ,λ, τ ), the proof of Theorem 5.1 relies on a compactness method
motivated by [2]. In [20] the same approach was used to establish Theorem 1.2 in the case m = 1.
Throughout the rest of this section we will assume that A ∈M(μ,λ, τ ).
Lemma 5.2. Let uε ∈ W 1,2(D3r ), Lε(uε) = 0 in D3r and uε = 0 on 3r . Then for any p > 1,
cr∫
0
∫
|x′|<r
∣∣∇uε(x′,ψ(x′)+ s)∣∣p dx′ ds  Cp 2cr∫
0
∫
|x′|<2r
∣∣∣∣uε(x′,ψ(x′) + s)s
∣∣∣∣p dx′ ds, (5.1)
where c = (M + 10n) and Cp > 0 depends only on n,p,μ, τ,λ and M .
Proof. This follows from the interior estimate (1.10). The proof is similar to that of Lemma 3.2
in [20] and thus omitted. 
Lemma 5.3. Let L = −div(A∇), where A = (aαβij ) with 1  i, j  n and 1  α,β  m is a
constant matrix satisfying A∗ = A and the Legendre–Hadamard condition (3.2). Suppose that
u0 ∈ W 1,2(D3/2), L(u0) = 0 in D3/2 and u0 = 0 on 3/2. Then
t∫
0
∫
|x′|<1
∣∣u0(x′,ψ(x′)+ s)∣∣pn dx′ ds  C0tpn+2σ 3/2∫
0
∫
|x′|< 32
∣∣u0(x′,ψ(x′)+ s)∣∣pn dx′ ds (5.2)
for any 0 < t < 1, where C0 and σ are positive constants depending only on n,m,μ and M .
Proof. Since u0 = 0 on 3r , it follows by the fundamental theorem of calculus that
t∫ ∫ ∣∣u0(x′,ψ(x′)+ s)∣∣pn dx′ ds  Ctpn t∫ ∫ ∣∣∇u0(x′,ψ(x′)+ s)∣∣pn dx′ ds. (5.3)0 |x′|<1 0 |x′|<1
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Ct
pn+ δpn+δ
{ 1∫
0
∫
|x′|<1
∣∣∇u0(x′,ψ(x′)+ s)∣∣pn+δ dx′ ds} pnpn+δ .
This, together with Lemma 3.3, implies that
t∫
0
∫
|x′|<1
∣∣u0(x′,ψ(x′)+ s)∣∣pn dx′ ds  Ctpn+ δpn+δ
{ 54∫
0
∫
|x′|< 54
∣∣∇u0(x′,ψ(x′)+ s)∣∣2 dx′ ds
}pn/2
.
(5.4)
Let 2σ = δ
pn+δ . Estimate (5.2) now follows from (5.4) by Cacciopoli and Hölder’s inequali-
ties. 
Let C0 and σ be given by Lemma 5.3. Choose t0 ∈ (0,1/2) so small that C0tσ0 < (1/2). Then
C0t
pn+2σ
0 < (1/2)t
pn+σ
0 .
Lemma 5.4. There exists ε0 > 0, depending only on n, μ, λ, τ and M , such that for any 0 <
ε  ε0,
t0∫
0
∫
|x′|<1
∣∣uε(x′,ψ(x′)+ t)∣∣pn dx′ dt  tpn+σ0
3c∫
0
∫
|x′|<3
∣∣uε(x′,ψ(x′)+ t)∣∣pn dx′ dt, (5.5)
where c = (M + 10n), if uε ∈ W 1,2(D3), Lε(uε) = 0 in D3 and uε = 0 on 3.
Proof. We will prove the lemma by contradiction. For any k ∈ N, denote
Dkr =
{(
x′, xn
)
:
∣∣x′∣∣< r and ψk(x′)< xn < ψk(x′)+ (M + 10n)r},
kr =
{(
x′, xn
)
:
∣∣x′∣∣< r and xn = ψk(x′)},
where ‖∇ψk‖∞ M and ψk(0) = 0. Assume that there exist {L(k)}, {εk}, {ψk} and {uεk } such
that εk → 0 as k → ∞,
L(k)εk (uεk ) = −div
(
Ak
(
x
εk
)
∇uk
)
= 0 in Dk3, uεk = 0 on k3, (5.6)
3c∫
0
∫
|x′|<3
∣∣uεk (x′,ψk(x′)+ t)∣∣pn dx′dt = 1, (5.7)
and
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0
∫
|x′|<1
∣∣uεk (x′,ψk(x′)+ t)∣∣pn dx′ dt > tpn+σ0 , (5.8)
where the coefficient matrices Ak = (aαβ,kij (y)) ∈M(μ,λ, τ ).
Let
b
αβ,k
ij =
∫
[0,1]n
[
a
αβ,k
ij + aαγ,ki
∂
∂y
(
χ
γβ,k
j
)]
dy, (5.9)
where χk(y) = (χαβ,kj (y))1α,β,jn are correctors for L(k)ε . Note that bαβ,kij are bounded. Hence,
by passing to a subsequence, we may suppose that
b
αβ
ij = lim
k→∞b
αβ,k
ij (5.10)
exists for 1 i, j, α,β  n. Since each (bαβ,kij ) ∈M(μ˜, λ, τ ) for some μ˜ depending only on μ
(see e.g. [9, p. 202]), so does the matrix (bαβij ). We remark that t0 and σ should be chosen for
this μ˜.
Since the sequence {ψk} is equi-continuous on {x′ ∈ Rn−1: |x′|  5} and ψk(0) = 0, by the
Ascoli–Arzela theorem, we may assume that ψk converges uniformly to ψ0 on {x′: |x′|  5}.
We also have that ‖∇ψ0‖∞ M and ψ0(0) = 0. Let vk(x′, t) = uk(x′,ψk(x′) + t) and Qr =
{(x′, t): |x′| < r and 0 < t < cr}. Note that by Cacciopoli’s inequality and (5.7), {vk} is uni-
formly bounded in W 1,2(Q2). Thus, by passing to a subsequence, we may assume that vk → v0
weakly in W 1,2(Q2). Since W 1,2(Q2) is compactly embedded in Lpn(Q2), we may assume that
vk → v0 strongly in Lpn(Q2). In view of (5.7) and (5.8) we obtain
2∫
0
∫
|x′|<2
∣∣v0(x′, t)∣∣pn dx′ dt  1,
t0∫
0
∫
|x′|<1
∣∣v0(x′, t)∣∣pn dx′ dt  tpn+σ0 . (5.11)
Now, let w(x′, xn) = v0(x′, xn − ψ0(x′)). Then w ∈ W 1,2(D˜2) and w = 0 on ˜2, where D˜r
and ˜r are defined as in (3.3), but with ψ replaced by ψ0. Let L = −div(A∇), where A = (bαβij ).
It follows from the theory of homogenization that L(w) = 0 in D2 (see e.g. [15, Lemma 2.1]).
In view of Lemma 5.3 and (5.11) we obtain
t0∫
0
∫
|x′|<1
∣∣w(x′,ψ0(x′)+ t)∣∣pn dx′ dt  C0tpn+2σ0
2∫
0
∫
|x′|<2
∣∣w(x′,ψ0(x′)+ t)∣∣pn dx′ dt
 (1/2)tpn+σ0 , (5.12)
which contradicts the second inequality in (5.11). This completes the proof. 
1756 J. Geng et al. / Journal of Functional Analysis 262 (2012) 1742–1758Lemma 5.5. Let ε0 > 0 be given by Lemma 5.4. There exist positive constants δ and C, depending
only on n,μ, τ,λ and M , such that for (ε/ε0) < t < 1,
t∫
0
∫
|x′|<1
∣∣uε(x′,ψ(x′)+ s)∣∣pn dx′ ds  Ctpn+δ 3c∫
0
∫
|x′|<3
∣∣uε(x′,ψ(x′)+ s)∣∣pn dx′ ds, (5.13)
whenever uε ∈ W 1,2(D3), Lε(uε) = 0 in D3 and uε = 0 on 3.
Proof. Lemma 5.5 follows from Lemma 5.4 by a rescaling-iteration argument. We refer the
reader to [20, pp. 2294–2295] for details. 
Finally we are in a position to give the proof of Theorem 5.1.
Proof of Theorem 5.1. By rescaling we may assume that r = 1. Let ε0 be given by Lemma 5.4.
If ε  0/4, estimate (4.2) follows directly from Theorem 3.2. Now we suppose that ε < ε0/4.
Observe that v(x) = uε(εx) is a weak solution of L1(v) = 0. Thus by Hardy’s inequality and
Theorem 3.2,
ε/0∫
0
∫
|x′|<ε/ε0
∣∣∣∣uε(x′,ψ(x′) + s)s
∣∣∣∣pn dx′ ds  C
ε/ε0∫
0
∫
|x′|<ε/ε0
∣∣∇uε(x′,ψ(x′)+ s)∣∣pn dx′ ds
 C
(ε)pn
cε/ε0∫
0
∫
|x′|<2ε/ε0
∣∣uε(x′,ψ(x′)+ s)∣∣pn dx′ ds.
(5.14)
By covering 1 with surface balls of radius ε/ε0, we can deduce from (5.14) that
ε/ε0∫
0
∫
|x′|<1
∣∣∣∣uε(x′,ψ(x′) + s)s
∣∣∣∣pn dx′ ds  Cεpn
cε/ε0∫
0
∫
|x′|<2
∣∣uε(x′,ψ(x′)+ s)∣∣pn dx′ ds
 C
3c∫
0
∫
|x′|<3
∣∣uε(x′,ψ(x′)+ s)∣∣pn dx′ ds, (5.15)
where we have used Lemma 5.5 for the last inequality.
Next, we denote f (x′, s) = s−1uε(x′,ψ(x′) + s) and write
c∫
0
∫
|x′|<1
∣∣f (x′, s)∣∣pn dx′ ds = { ε/ε0∫
0
∫
|x′|<1
+
j0∑
j=1
2j ε/ε0∫
2j−1ε/0
∫
|x′|<1
+
c∫
2j0ε/ε0
∫
|x′|<1
}∣∣f (x′, s)∣∣pn dx′ ds,
(5.16)
J. Geng et al. / Journal of Functional Analysis 262 (2012) 1742–1758 1757where 2−j0−1  ε/ε0  2−j0 . The first term in the right hand side of (5.16) is handled by (5.15).
Now we apply (5.13) to estimate the second term. This gives
j0∑
j=1
2j ε/ε0∫
2j−1ε/ε0
∫
|x′|<1
∣∣f (x′, s)∣∣pn dx′ ds
 C
j0∑
j=1
(
2j−1 ε
ε0
)−pn(
2j
ε
ε0
)pn+δ 3c∫
0
∫
|x′|<3
∣∣uε(x′,ψ(x′)+ s)∣∣pn dx′ ds
 C
3c∫
0
∫
|x′|<3
∣∣uε(x′,ψ(x′)+ s)∣∣pn dx′ ds, (5.17)
where in the last inequality we have used 2−j0−1  ε/ε0  2−j0 .
Finally, the last term in (5.16) is controlled by
C
c∫
0
∫
|x′|<1
∣∣uε(x′,ψ(x′)+ s)∣∣pn dx′ ds. (5.18)
Therefore, we have shown that
1∫
0
∫
|x′|<1
∣∣∣∣uε(x′,ψ(x′) + s)s
∣∣∣∣pn dx′ ds  C ∫
D3
∣∣uε(x)∣∣pn dx. (5.19)
In view of Lemma 5.2 this implies that∫
D1
|∇uε|pn dx  C
∫
D3
|uε|pn dx  C
{∫
D3
|∇uε|2 dx
}pn/2
, (5.20)
where the last step follows from the Sobolev inequality. This completes the proof of Theo-
rem 5.1. 
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