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ABSTRACT
The cell membrane, composed primarily of lipids and proteins serves to protect the cell and
regulate the traffic of signals and molecules in and out of the cell. This regulation is carried
out by a complex network of processes that occur by means of interactions of the membrane
components with their surrounding environment. Most of the trafficking functions of the mem-
brane are carried out via micro domains formed within the membrane. These microdomains
compartmentalize proteins and lipids that are necessary for carrying out a particular cellular
function.
PIP2 (phosphatidylinositol (4,5) bisphosphate) is a phospholipid present in minute quanti-
ties (≈ 0.1%) in the cell membrane but involved in a multitude of signaling processes. PIP2
enriched sites are found in the inner leaflet of the cell membrane. The formation of these
microdomains serves as a trigger or a starting point of various signaling pathways. Several
experiments have identified that the electrostatic interaction of divalent ions (primarily Ca2+)
or proteins with membranes induces clustering of PIP2s. However, there is still a debate in the
scientific community regarding the size, time and duration of existence of these microdomains
and the underlying mechanism that leads to their formation.
This study is focused on understanding the divalent ion induced clustering of PIP2s, by model-
ing and analyzing the interactions of charged lipid monolayers with an electrolyte. A simplified
single particle model of the phospholipid is first used to understand the properties of the system.
It is shown that electrostatic interactions if properly accounted for, are sufficient to explain the
behavior of such systems (independent of experimentally determined ion-lipid association con-
stants). Extensive molecular dynamic simulations are then employed to study the interaction of
a coarse grained model of a phospholipid monolayer (of phosphatidic acid (PA) , phosphatidyl
serine (PS) and PIP2) with electrolytes. The results indicate that the two regions in the system
the Stern layer and the diffuse layer can be treated independently within the framework of the
xiii
model. This grants flexibility in the amount of detail necessary to describe each layer. In
mixed lipid layers of PIP2 and PS, divalent ions exhibit preferential binding to PIP2 clusters.
The internal energy values show that a clustered PIP2 configuration in PIP2-PS monolayers is
more stable than the corresponding dispersed configuration. The results suggest the inherent
presence of PIP2 clusters over a wide range of divalent ion concentrations.
1CHAPTER 1. INTRODUCTION
1.1 Introduction
The ’cell theory’ defines cells as the basic structural and functional unit of life. Cells typ-
ically consist of several subunits or components, called organelles, many of which (including
the cell itself), are surrounded by distinct membranes which separate them from their sur-
roundings. These membranes have diverse structure, composition and physical and chemical
properties which vary from cell to cell and from organism to organism.
Cell Membranes or plasma membranes form the boundary that separates one cell from an-
other. However these are not merely passive boundaries but active sites for various cellular
functions. They participate in a variety of functions ranging from simple ones like maintaining
and regulating ion levels inside and outside the cell, to complex interactions with proteins that
carry chemical messages in and out of the cell via a process called signal transduction. These
membranes are thus vital to cell survival and a comprehensive understanding of membranes
and their mechanisms is important for understanding the functioning of cells in general.
Cell membranes have been the subject of numerous studies and increasing evidence about their
specific role in carrying out cellular functions has been revealed. Fatal diseases like cancer are
associated with malfunctioning of the membrane components [1]. Cell membrane components
are known to actively participate in all processes that involve the communication of the cell
with its external environment, from triggering cell division, to interaction with important pro-
teins, to preventing a viral infection via antibodies or surface receptors, to signaling cell death
[2].
All cellular components work cooperatively to maintain cell homeostasis (equilibrium) which
is the basis of cell survival. It is hence essential to understand the interactions between these
2cellular components to be able to comprehend different cellular mechanisms. The first logical
step would thus be to identify the properties and functions of the cell’s individual components
– macromolecules like lipids, proteins, DNA, RNA etc. The experimental and computational
methods to study the properties of membranes and its constituents are less predictive as com-
pared to those used to study macromolecules like DNA and Proteins. These relatively less
explored membrane components – lipids, are the focus of this study.
Owing to their lipids which are mostly acids, cell membranes are negatively charged. The
location and concentration of charges plays a significant role in many membrane functions. A
number of these functions are carried out primarily by the interaction of membrane constituents
with proteins, charged ions and other membranes in its vicinity. Keeping this aspect in mind,
this study elaborates the electrostatic interaction of membrane components - phospholipids,
with ions.
1.2 Thesis Organization
The first chapter gives some background about cell membranes and its functions, followed
by the motivation behind the study and the challenges encountered. Each subsequent chapter
is a paper. The second chapter is a paper that analyzes the electrostatic interactions of ions
with the membrane using a simple model (a single charge) of the lipid (published). The third
chapter extends the analysis further by studying the effects of changing different parameters
in the lipid-electrolyte system using molecular dynamic simulations (published). The fourth
chapter is a paper that explores the effect of lipid headgroup structure and the lipid composition
on the ion distribution (submitted). Finally a comprehensive summary and discussion about
the results from the entire study are presented in the last chapter.
1.3 Cell Membrane : Structure and composition
The existence of cell membranes was first proposed in the 1880s to account for the osmotic
behavior of plant cells. A few decades later cell membranes were recognized as an envelope vital
to cell survival. A bilayer structure for the membranes was observed by Grendel and Gorter
3[3], and its association with proteins was confirmed by Danielli and Davson [4]. The most
popular model for cell membranes, the fluid mosaic model, was later proposed by Singer and
Nicolson in 1972 [5]. They described a cell membrane as a two dimensional viscous fluid made
of phospholipid bilayers with randomly distributed proteins both of which are free to diffuse.
However, our understanding of the structure of the cell membrane is constantly evolving and
the fluid mosaic model currently used differs considerably from the original model. In this
new model, membranes are described as two dimensional fluid-fluid systems with considerable
lateral organization, as opposed to a homogenous distribution of lipids and proteins proposed
in the earlier model. Membrane proteins, we know now, are embedded in, associated with
the surface of, or in some cases even covalently bonded to, the membrane [6]. In these lipid
bilayers, one of the faces is exposed to the extracellular environment and is called the outer
leaflet, while the one which is oriented to the inside of the cell is called the inner leaflet. Cell
membranes are asymmetric i.e. the lipid-protein composition of the two leaflets is remarkably
different (See Fig. fig:lipid and membrane). This asymmetry plays an important role in the
proper functioning of the membrane. Cell membranes are composed of three major classes of
molecules: lipids, proteins and sterols. The percentage of each component varies depending on
the function and the intracellular and intercellular environment of the cells, e.g. the lipid to
protein ratio in myelin sheets present in nerve cell endings is 4:1 (where the membranes function
as insulators) while for bacterial cell membranes it is about 1:4. Typically cell membrane
thickness is of the order of 6-10 nm, and the lipid density in the cell membranes is of the order
of 1.6× 106 lipids per µm2. [7].
1.3.1 Lipids
Cellular lipids exhibit a lot of variety in structure and function; however the basic framework
is the same. Each lipid consists of a hydrophilic or polar end (referred to as the head group) and
a hydrophobic or non-polar end (referred to as the tail). The tail and the head group are both
attached to a parent compound (referred to as the backbone). This structure is responsible for
the amphiphatic property of the lipids which enables them to cluster together in an aqueous
4Hydrophilic 
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Cytosopalsm
Extracellular Matrix
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Figure 1.1 Diagrammatic representation of an individual lipid and cell membrane
environment forming a bimolecular layer structure. The hydrophobic tails form the inner core
while the polar head groups interact with the aqueous environment. (Fig. 1.1).
The tails consist of two hydrocarbon acyl or fatty acid chains, usually with an even number
of carbon atoms. These chains may be saturated or unsaturated but are usually linear. The
double bonds however introduce a bend in the carbon chains, the presence of which disrupt
close packing and affects fluidity of the membrane. The head groups are generally alcohols
like serine, choline etc. The backbone usually consists of an alcohol and a phosphate group.
Based on their backbone and head groups, membrane lipids can be classified into three major
categories: – glycerophospholipids, sphingolipids and glycolipids.[8]
Glycerophospholipids or phosphoglycerides are the most abundant membrane lipids. These
lipids contain a glycerol phosphate backbone, were two of the hydroxyl groups in glycerol
are attached to the hydrocarbon chains via an ester bond, while the third one is linked to a
phosphate which carries the polar head group as shown in Fig. 1.2(a). The head group varies
from simple hydrogen atom to complex alcohols like glycerol, choline, serine, ethanolamine and
inositols. The simplest phosphoglyceride with hydrogen as the head group is called phosphatidic
acid and other phosphoglycerides with a head group instead of hydrogen are named accordingly
as phosphatidylcholine, phosphatidylserine and so on. The phosphoinotides which have an
5inositol ring with varying number and position of hydroxyl groups are particularly interesting
because they make up as small as 0.02% of the membrane lipids but play a very important
role in signaling pathways. Phosphatidylcholine is generally found on the outer leaflet while
the other phosphoglycerides are generally present in the inner leaflet of the membrane. The
relative percentage of each of these lipids is tightly regulated since their concentration affects
and controls several membrane functions.
Sphingophospholipids are a class of lipids similar to glycerophospholipids with the phosphate
group linked to sphingosine instead of glycerol as the backbone. Sphingomyelin is the only
known sphingolipid in which one fatty acid chain is linked to the amine group in sphingosine
via an amide bond, while the other fatty acid chain comes from sphingosine itself. The head
group in sphingomyelin is a choline group. (Fig. 1.2(b))
Glycolipids are sugar containing lipids. The backbone group in these lipids is also sphingosine,
the difference being that the alcohol head group is replaced by a single or multiple sugar residues
(Fig. 1.2(c)). Common examples of glycolipids are cerebrosides (with a single glucose molecule)
and gangliosides (with multiple sugar residues).
1.3.2 Proteins
Proteins are also an important and integral part of the cell membrane. While lipids provide
the basic framework for the membranes, imparting structure and helping in carrying out some
of its functions, proteins are primarily concerned with the functionality of the membranes.
Some proteins diffuse through the membrane as readily as the surrounding lipids while others
are anchored to their positions. The protein content and type vary depending on the function
that the membrane or the cell is programmed to perform. Membrane proteins, depending on
their location with respect to the membrane are broadly classified into two main categories –
Integral and Peripheral proteins.
Integral Proteins are embedded in the membrane, and some even span the entire membrane
thickness several times. These proteins, like the lipids, are amphiphatic; the hydrophobic part
is bound to the membrane via non-polar interactions with the acyl chains of the lipid, while the
hydrophilic part surfaces on one or both sides of the membrane. Their extraction requires the
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Figure 1.2 Lipid structures for different classes of lipids and cholesterol (the most com-
mon sterol in cell membranes).[Images taken from Avanti Polar Lipids Inc.
(http://www.avantilipids.com)]
7use of strong detergents that can break down these non-polar interactions. Examples include
insulin receptor, Rhodopsin, several ion-channel proteins, receptor proteins etc.
Peripheral Proteins are generally associated with one of the membrane leaflets or with
the integral proteins. Electrostatic and hydrogen bond interactions between the amino acid
residues on the surface of these proteins, and the charged membrane facilitate the association
of these proteins with membrane lipids and integral proteins. Unlike integral proteins, this
class of proteins can be easily removed from the membrane by the addition of salt, change in
concentration of divalent cations or by varying the pH. Enzymes like lipases, several bacterial
and fungal toxins, and proteins containing domains that interact with membrane lipids are few
examples of peripheral proteins.
Some proteins are also found to be associated with carbohydrates in the extracellular region.
These carbohydrates aid in recognizing foreign bodies, and also help in signal recognition
during intracellular communication. Additionally they also prevent the disorientation of the
proteins attached to them as the highly hydrophilic sugar residues cannot enter the non-polar
hydrophobic core of the membrane, thus restricitng the movement of the protein. These proteins
that have one or more sugar residues attached to them are termed glycoproteins.
1.3.3 Sterols
These are alcohols with unsaturated, polycyclic alkyl chains. Cholesterol (Fig. 1.2(d))
is an important sterol found in cell membranes of higher organisms. Cholesterol has a large
backbone group - a two ring steroid nucleus and is a neutral molecule as opposed to the charged
cell membrane components mentioned so far. The steroid ring runs parallel to the acyl chains of
the phospholipids, and the hydroxyl group in the molecule forms a bond with the carbonyl group
in the phospholipid head groups. Due to this bond and its bulky ring structure, a cholesterol
molecule introduces some flexibility in the closely interacting acyl chains of the lipids. However
it also blocks the lateral diffusion of the lipids to some extent, modifying the fluidity of the
membrane. Large clusters of these molecules are found in the membrane as dynamic micro
domains termed as lipid rafts[9]. These rafts have caught the attention of many because they
play an important role in several viral infection pathways and immune responses.[10]
81.4 Cell Membrane : Functions
The various membranes in the cell directly or indirectly participate in and regulate most of
the cellular processes. The cell membrane is particularly important in this regard as it is the
means by which cells communicate with other cells and the extracellular chemical environment.
Cell membranes are selectively permeable and thus help to keep a check on the inflow and out-
flow of molecules in the cell. Several diseases begin with the unchecked entry of a harmful
foreign material (like a virus particle) into the cell which can disrupt the cellular machinery.
A few of the several functions that make the cell membranes so vital are listed below: [11]
Regulate cell growth and replication -Cell cycle is a series of well controlled steps which
lead to cell growth and cell division. A kinase, phosphoinositide-3-kinase (PI3K) is a key
player in the cell cycle. This enzyme phosphorylates the inositol ring at the third position in
phosphoinositides, which is the first step in recruiting a series of proteins that then carry the
signal forward. The PI3K activity in the cell is central to its survival and proliferation. Over
activation of PI3K is responsible for unregulated cell growth (tumor). Anionic phospholipid
concentrations are also found to affect initiation of DNA replication. [12]
Signal apoptosis or cell death-Lipid biosynthesis and concentration regulation are dynamic
yet tightly controlled cellular processes. Some lipids are formed in the membrane itself while
others in cellular organelles. One pathway for apoptosis or programmed cell death via enzymes
called caspases is a chemical signal characterized by an increase in concentration of cardiolipin
(a lipid in the mitochondrial membrane, which is produced from recycled cell membrane lipids).
The concentration of lipids and the integrity of the plasma membrane thus influence the con-
centration of several other cellular lipids and secondary messengers, sometimes triggering fatal
signals like apoptosis.[13]
Cell–cell communication - The cell membrane is the cell’s means of communicating with its
external environment. A number of receptor proteins on the cell membrane and glycosylated
(carbohydrate attached) lipids on the outer leaflet of the membrane efficiently sense foreign
particles or other molecules. Cells communicate through chemical signals (i.e. molecules).
Secretions from the membrane of one cell are recognized by the membrane receptors on the
9surrounding cells thus transferring signals like growth factors etc. from one cell to another.
Regulate traffic of messenger molecules and ions in and out of cells - The semi per-
meable nature of the membrane is probably its most important property on account of which
it allows only certain molecules to pass through it while preventing the others. For example,
the hydrophobic core of the membrane is a protective barrier preventing the free movement of
hydrophilic molecules or ions through it. However several embedded proteins form systems,
called ion pumps and gated ion channels which allow the movement of ions across the mem-
brane. This is important in maintaining the optimum concentration of ions like Na+, K+ in
the cells which are in turn responsible for binding to and activation of several functionally
important proteins.
In signal transduction - Signal transduction pathway comprises of initiation, transfer and
translation of a trigger into a cellular response. Often the trigger is an increase in particular
ionic concentrations, binding of a molecule to one of the surface receptor proteins, or presence
of foreign cells, like bacteria. Extensive studies on individual membrane components and their
roles in signal transduction show their importance in these pathways.[14],[15]. A common sig-
nal transduction at the membrane is the one involving G-Proteins where a G-protein linked
receptor picks up a signal at the exoplasmic end, which activates the G-protein at the cytosolic
end of the membrane. The G-protein is generally associated with an enzyme which it activates.
This enzyme upon activation generates the cellular response via a single or series of steps. The
enzyme activation as well as its interaction with other proteins in the cell, takes place in the
presence of anionic lipids like phosphoinositides which interact with these proteins and hold
them close to the membrane.
1.5 Lipids Rafts : Structurally distinct, functionally important
The lateral organization of membrane components into domains was noted by Singer and
Nicholson in 1972. In their fluid mosaic model [5], they proposed that a small fraction of lipids
may interact with the membrane proteins leading to their restricted diffusion. In 1982, exper-
imental evidence suggesting the existence of these domains was provided by Knarovsky [16].
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A renewed interest and active research in this area began a little over ten years ago with the
development of a formal hypothesis for these microdomains within the membrane [17] which
are now commonly referred to as lipid rafts or membrane rafts. The picture of the cell mem-
brane structure that emerged with the discovery of these domains was far more complex than
the earlier simpler model. Previously, lipids and proteins in the membranes were considered to
constitute a liquid disordered phase. According to the new picture, membranes also consist of
another phase - a liquid ordered phase - the microdomains, which exhibit temporal dynamicity
in size and morphology and are compositionally different from the surrounding liquid disor-
dered phase. A consensus regarding the definition of membrane rafts was reached during the
Keystone Symposium 2006 on Lipid Rafts and Cell Function, which states that - Membrane
rafts are small (10200 nm), heterogeneous, highly dynamic, sterol- and sphingolipid- enriched
domains that compartmentalize cellular processes. Small rafts can sometimes be stabilized to
form larger platforms through protein-protein and protein-lipid interactions. [18] Rafts have
been associated with many functions carried out by the cell membrane. In Ref. [19] rafts were
classified based on their functions into two different categories : (i) Trafficking and sorting -
Microdomains under this category typically participate in or serve as sites for signaling, local-
ization of other proteins or in endocytosis and exocytosis pathways. (ii) Disease related - There
are several bacteria and viruses that target certain microdomains to spread infection, E. coli,
Salmonella, Influenza virus, Measles virus to name a few. Some metabolic(insulin resistance)
and ageing disorders also are a result of improper compartmentalization of molecules in the
microdomains. A third category - Special composition consisting of a microdomain without
cholesterol was identified [20]. However no specific functions pertaining to these microdomains
are observed as yet. Due to their functional importance, small molecules that facilitate the
formation of lipid rafts are actively being pursued as possible targets to treat diseases.
Though there is now sufficient evidence to acknowledge the presence of lipid rafts and their
functional significance, their lifetime and the factors responsible for their formation, are not
well established. While some experiments show the existence of stable rafts under physiological
conditions [21], there are other experiments that support the formation of rafts under special
conditions like signaling events involving interaction of proteins, increase in ion concentration,
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increase in concentration of certain lipids in the membrane or interaction of components in
smaller rafts to form larger detectable rafts. One of the reasons for this disagreement is the
lack of appropriate probes and techniques for the detection and extraction of lipid rafts from
cellular membranes. An understanding of the driving forces and mechanisms involved in the
formation and functioning of these microdomains is thus essential to push this area of research
forward.
1.5.1 Electrostatically induced lipid rafts
A high concentration of cholesterol and sphingomyelin have been identified as an inherent
property of lipid rafts. However, some lipids like PIP2 have a polyunsaturated acyl chain which
make the separation of PIP2s into cholesterol rich regions unfavorable. The bent in the acyl
chains introduces breaks in the interaction of the hydrophobic tails of the lipids with sterols
and shingomyelin. Owing to their high charge (typically -4e), the repulsion between PIP2s
would make the clustering difficult to achieve. However, PIP2 clusters have been found in
the cytosolic layer of the cell membrane, in regions that serve as active sites for signaling and
membrane-protein interactions [22]. One of the means by which PIP2 clusters can be created
and maintained is by the electrostatic interactions of PIP2s with positively charge proteins
and ions. It is observed that natively unfolded proteins like MARCKS and Ca2+ ions induce
and stabilize the rafts to prepare the membrane for signaling events. The mechanism involved
is however unclear. Experiments show that a simple polybasic peptide or positively charged
cations (primarily Ca2+) can create and maintain clusters of PIP2 (Phosphatidylinositol-4,
5-bisphospate) within the membrane [23, 24, 25, 26]. Such clustering is a result of electrostatic
interactions and hydrogen bonds [27, 28, 29, 30, 31]. Recently, experiments on supported lipid
monolayers by Levental and colleagues have shown that clustering is observed at normal PIP2
(≈ 0.1 mol %) and high calcium levels (1mM) [32]. Wang et al [21] observed the clustering of
PIP2 molecules into 40nm domains at physiological concentrations of calcium and high PIP2
concentration (≈ 10 mol %). In a more recent study using spectroscopic techniques, Sarmento
et al [33] showed that PIP2 forms smaller domains (≈ 15 PIP2 molecules) at physiological con-
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centration of both calcium and PIP2. The ambiguity in the results could be attributed to the
limitations of the experimental techniques used and lack of a standard definition and theoretical
backing to understand the mechanism that causes the clustering of lipids. The motivation for
this study arises from the need to gain insight into the non-specific electrostatic interactions
between membranes and ions that are expected to drive the formation of clusters in this case.
1.6 Modeling Cell Membranes
1 Studying ion distribution in the vicinity of membranes, signal transfer in the cell mem-
brane and protein lipid interaction in the light of electrostatics has been the focus of many
experimental studies using phospholipid monolayers [34, 35]. Advancements in technologies
like x-ray crystallography and microscopy have aided in understanding processes taking place
at the membranes. However progress in developing models for these membranes which can
explain underlying mechanisms for the corresponding experimental observations, has been rel-
atively slow. One of the several challenges in analyzing these membranes has been to come up
with a reasonable description of systems consisting of discretely charged membranes in contact
with electrolytes [36]. Previous models treat these membranes as uniformly charged, ignoring
their discreteness, which is inherent in the lipid layers of cell membranes. One of the aims of
this study is thus to develop a coarse-grained model that faithfully accounts for the electrostatic
correlations at large distances and long time scales, yet sufficiently general to incorporate ef-
fects of specific chemical interactions. This minimalist model provides a suitable starting point
to study the case of complex phospholipids and the influence of electrostatic effects in their
structure.
Electrostatic interactions are crucial in determining how molecules diffuse and interact in aque-
ous media. Yet, due to the low water dielectric constant, electrostatic effects become either of
the same magnitude or just marginally stronger than many of other competing interactions,
which are often highly dependent on the specific chemical structure of the molecule. It is pre-
1Excerpts have been taken from the paper : S. Vangaveti, A. Travesset, Ionic distribution next to surfaces of
discrete interfacial charges,(published)
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cisely this subtle combination of diverse interactions and the long range nature of electrostatic
interactions that makes the description of macromolecules in aqueous media so challenging.
All Atomic vs Coarse Grained Model The considerations for building a good coarse-
grained model can be summarized in this famous quote by Albert Einstein – ”Everything
should be made as simple as possible, but not simpler.”
In developing models for membranes, as is the case with any other model, the problem at hand
determines the characteristics and details required to come up with the most explanatory yet
most simple model. For example to study the binding site of a protein and a corresponding
phospholipid, atomic details are essential to completely characterize the interaction. On the
other hand, to study the membrane flexibility and curvature, a hydrophilic head group particle
with a hydrophobic chain of interacting beads may be sufficient. With the model developed
through this study we plan to explore processes like ion-membrane interactions during signal-
ing, formation of micro domains in lipid membranes etc. These target processes are a result of
collective interactions of a large number of structurally diverse lipids carrying charges ranging
from 0e to -4e.
An all atomic simulation can certainly be useful in all cases, to model macromolecules with
atomic precision where all interactions are, in principle, taken into account, the hefty com-
putational demands for simulating those systems, make an exhaustive analysis challenging.
Moreover, even with achievable results from all atom simulations, there is still an obvious need
for simpler models that conceptualize our understanding in terms of a small number of degrees
of freedom that can be directly related to experimentally accessible parameters. So using a
coarse grained description of a lipid is a logical choice to solve such problems. Coarse graining
is in fact a common practice in simulations used in the study of bilayer lipid membrane prop-
erties, with the level of coarse graining varying from one model to other [37, 38, 39]. Some
models treat lipids as rigid amphiphilic molecules with the hydrophobic end represented by a
rod [40], while some others like the Martini model add more structure to both the head group
and the alkyl chains by representing four heavy particles as one, thus reducing the number of
sites of interaction [38]. Given the charge on phospholipids, electrostatics plays an important
role in determining membrane properties. These models however, use a truncated electrostatic
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potential, thus undermining the long range nature of electrostatic interactions.
Uniform or Discrete The unavoidable starting point of any discussion on electrostatics on
aqueous media is the standard Poisson-Boltzmann theory (PB) [41, 42], which despite its rela-
tive simplicity, successfully describes a rich phenomenology [41, 42, 43, 35]. Within PB theory
ions are considered as point-like, the solvent is considered implicitly, the macromolecule is
modeled as a continuum of surface charge and the interactions are modeled within mean field.
While many of the deficiencies of PB theory have been reviewed elsewhere [44, 45, 46, 47, 48],
the particular approximation of replacing discrete charges of macromolecules by a continuum
distribution has been relatively overlooked, despite that the experimental literature in am-
phiphilic systems provides clear examples where ionic distributions show significant differences
in systems with the same surface charge [49, 50, 51]. In fact, the idea that charge discreteness
has a minor effect on the long distance and large time scales has been supported by a number of
theoretical calculations. Already in the 70s, Nelson and McQuarrie [52] approximately solved
the PB equation for discrete charges, but subsequent experimental work did not validate those
predictions[36]. More recently, different models have revisited the problem [53, 54, 55, 56] us-
ing different approximations and somehow confirmed that charge discreteness does not provide
significant quantitative or qualitative differences from a continuum distribution. Numerical
simulations of Madurga et al. [57] compared different arrangements of discrete charges with
continuum distributions and found virtually identical results except for the case where the in-
terfacial charges penetrate into the bulk. Subsequent MD simulations by Calero and Faraudo
[58] further analyzed this case and did find that discrete charges do have a dramatic effect in
ionic distributions; The potential of mean force between interfacial charges and mobile coun-
terions, for example, is well described by a simple Coulomb potential, thus confirming early
predictions in Ref. [59] based on the idea of Bjerrum pairing, see also Ref. [60]. Yet, a precise
characterization of the effects of discrete charges as well as the ensuing correlation effects in its
distribution as well as on the large distances and long time scales of a macromolecule is still an
open issue.
Before dwelling further into the effect of discrete charges, it is worth reviewing some results
that have been obtained for ionic distributions next to a continuum distribution. Calculations
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within the Modified Poisson Boltzmann (MPB) theory [61, 62] or the more accurate Anisotropic
Hypernetted Chain Approximation (AHNC) of Kjellander and Marcellja [63, 64, 65] provide
virtually exact results, particularly at medium to high ionic strength. Still, theories with more
transparent physical interpretations, albeit less accurate, have been developed. Shklovskii and
collaborators [44] describe the immediate layer of counterions next to the charged interface as
a strongly two dimensional correlated liquid whose properties are well characterized [66] (the
“Wigner Crystal”). MC simulations for multivalent (trivalent and tetravalent) ions have pro-
vided some validation to these theories[67, 68]. Somewhat related, yet developed within a more
formalistic framework is the strong coupling (SC) expansion of Netz and collaborators [69, 45],
which predicts an exponential decay of the ionic distribution close enough to the charged in-
terface.
Modeling a distribution of electric charges in terms of a continuum distribution immediately
eliminates effects resulting from the intrinsic discreteness of electric charges, i.e. correlation
effects. A familiar example is provided by table salt (NaCl) whose crystalline structure at
room temperature is entirely stabilized by electrostatic correlations, encoded in the Madelung
constant. In the case of cell membranes, charges appear on individual lipids (introducing dis-
creteness) but the charge on different classes of lipids is also different. Lipids like phosphatidyl
serine have an effective charge of −1e while those like phosphoinotides may have charges as high
as −4e. Considering these properties of membranes a discrete model should provide a more
realistic description of cell membrane properties as opposed to a uniform one. The description
of the phenomenology in real experiments however, involves interactions whose origin lies in the
ability of ions to form weak covalent bonds with interfacial groups [70], water restructuring[71],
charge regulation [72] and many other effects that are often poorly understood in experiments.
It is for this reason that a common approach to describe real experiments has been to sup-
plement PB with a region immediate to the charged interface, the Stern layer [41], which
empirically describes all these effects by introducing new parameters such as an effective di-
electric constants, binding constants, Stern layer size, etc. Despite that these parameters do
not have a rigorous theoretical basis and need to be determined from experiments and are
strongly specific to each particular system, thus considerably limiting the predictive power of
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the theory, they have proven quite useful in modeling experimental results, such as for example
SDS isotherms [73], carboxylic acids monolayers [74] or phospholipid systems[50] among many
others. These examples highlight the fact that even if an exact mathematical solution to the
problem of ionic distributions next to a charged interface would be at hand, detailed predictive
theories for real experiments still require significantly more insight.
1.7 Primary Objectives of this Study
The purpose of this study is to formulate a general coarse grained model of the lipid mono-
layers to study and analyse the behavior of lipid membranes in various environments and their
interactions with proteins and other lipids. This would help in understanding how the lipid
head groups and ions interact to form biologically relevant structures or phases. Such inter-
actions as described earlier are believed to play a significant role in clustering charged anionic
lipids to form functional rafts.
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CHAPTER 2. ELECTROSTATIC CORRELATIONS AT STERN LAYER:
PHYSICS OR CHEMISTRY?
A paper published in the Journal of Chemical Physics
Alex Travesset and Sweta Vangaveti
2.1 Abstract
We introduce a minimal free energy describing the interaction of charged groups and coun-
terions including both classical electrostatic and specific interactions. The predictions of the
model are compared against the standard model for describing ions next to charged interfaces,
consisting of Poisson-Boltzmann theory with additional constants describing ion binding, which
are specific to the counterion and the interfacial charge (“chemical binding”). It is shown that
the “chemical” model can be appropriately described by an underlying “physical” model over
several decades in concentration, but the extracted binding constants are not uniquely defined,
as they differ depending on the particular observable quantity being studied. It is also shown
that electrostatic correlations for divalent (or higher valence ions) enhance the surface charge
by increasing deprotonation, an effect not properly accounted within chemical models. The
charged phospholipid phosphatidylserine is analyzed as a concrete example, with good agree-
ment with experimental results. We conclude with a detailed discussion on the limitations
of “chemical” or “physical” models for describing the rich phenomenology of charged inter-
faces in aqueous media and its relevance to different systems, with a particular emphasis on
phospholipids.
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2.2 Introduction
The standard model for describing charged interfaces in aqueous media discriminates be-
tween a Stern layer, where ions bind to interfacial groups, and a diffuse layer, where ions
are distributed over a characteristic distance before attaining bulk values. While the diffuse
layer is universally described by Poisson-Boltzmann theory [41] (or by more sophisticated the-
ories for higher electrolyte concentrations [75, 76, 77]), the description of the Stern layer, on
the other hand, resorts to more phenomenological models. A common approach has been to
describe ion binding and release as a chemical reaction with some characteristic binding con-
stants [72, 78, 41], which are attributed to specific chemical interactions and are assumed to
be beyond the scope of classical statistical mechanics. Most commonly, the binding constants
are extracted by directly fitting the experimental data. This approach has been extremely
successful in describing many experiments, such as for example, the electrostatic properties
of phospholipid systems [50]. Yet, electrostatic interactions are the quintessential example of
long-range interactions and binding constants appropriately describe short-range interactions
only, thus raising an obvious question about the actual meaning of such binding constants. In
addition, at a more practical level, in molecules with many different charged groups it is not
generally possible to perform a sufficient number of independent experiments to unambiguously
determine all the necessary binding constants.
Over the past years, different approaches treating Stern and diffuse layers entirely within
the context of classical statistical mechanics have been proposed [44, 79, 45, 47]. In this way, as
noted by Lyklema [46, 80], the community investigating aqueous electrolytes has branched out
into two, almost completely independent communities, one that uses the standard “chemical”
model and its variations, and another embracing the “physical” approach. Despite some notable
successes from “physical” models (see for example Ref. [81, 82, 83]), the bulk of experimental
data remains most commonly described by resorting to “chemical” models.
There are definite examples of chemical interactions at the Stern layer, the most relevant is
probably proton release and binding, the mechanism by which acids or bases become charged
in aqueous solution. A complete description of the proton is beyond the scope of classical
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Figure 2.1 Schematic representation of a charged system, with a distinction between Stern
and Diffuse layer.
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statistical mechanics, so any theory that accounts for proton release and binding must include
a parameter (such as the pKa), which can only be computed from a full quantum chemistry
calculation. Yet, when it comes to ions with the electronic structure of a noble gas (such as
Na+, Cs+, Ca2+, etc..) it should be expected that in most cases, a classical electrostatics
description would suffice, and that the chemical binding constants extracted from experiments
provide an effective description that can be superseded by an appropriate classical statistical
mechanical calculation.
The main motivation for this paper grew from the need to provide a “physical” model
that describes the electrostatic properties of amphiphilic models, particularly phospholipids
such as Phosphatidic acid (PA) and Phosphatidil-Inositol-Bisphosphate (PIP2) among others,
which participate in almost all signalling pathways across the cell membrane by exquisitely
exploiting its electrostatic properties [28, 84, 15]. Because these phospholipids include many
different charged groups, the description of their electrostatic properties based on the standard
“chemical” approach is far more complex than the one needed for zwitterionic phospholipids
such as Phosphatidylcholine (PC) or Phosphatidylethanolamine (PE) or singly charged ones
such as Phosphatidylserine (PS). The focus of this paper will be on presenting the general
framework of the model, leaving the detailed predictions and modifications needed to describe
signalling phospholipids for a subsequent publication.
Despite the somewhat focussed motivation for this paper, the model and results presented
find a general applicability to a broad range of systems, extending beyond phospholipids or
amphiphilic systems. The paper aims to bridge the gap between “physical” and “chemical”
descriptions. This is a recent trend on the research in this area; In Ref. [59] it was shown that the
concept of Bjerrum pairing, suitably generalized for charged interfaces, provides a convenient
way to estimate binding constants from a purely physical model in reasonable agreement with
experiments. Ref. [85] presents sophisticated Monte Carlo simulations that account for pH
variations thus allowing the description of experimental results without resorting to additional
parameters. Other groups have systematically accounted for precise mobility measurements
by using MonteCarlo or integral equation methods without additional assumptions [86] and a
considerable effort has been devoted to combine “chemical” and “physical” effects in the field
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of polyelectrolytes [87, 88, 89, 90].
The critical element in this paper is the role of interfacial charges. This has been a recurrent
topic in the statistical mechanics of interfaces. Already in the seventies, Nelson and McQuarrie
solved the PB equation for discrete charges [52], but experiments [36] failed to validate their
findings. More recent treatments [54, 53, 56, 55] have revisited the problem, finding that
discrete charges adds to relatively minor corrections to an approximation where the interface
is treated as a smooth background. The crucial aspect between the interaction of interfacial
charges and ions is that describes a strong correlation [59] (see also [60]), which cannot be
described as a perturbation from the uniform case. Recent numerical simulations by Madurga
et al. [57] have clearly shown that distributions of ions in the diffuse layer are greatly affected
by the discrete nature of interfacial charges if those are sufficiently exposed to the aqueous
solution.
2.3 Model
2.3.1 The model
The system consists of a monolayer (with molecular area Ac) of amphiphilic molecules (AL)s
forming a charged interface. ALs are acidic or basic and its charge is regulated by its pKa value.
The monolayer is in contact with an aqueous solution of fixed pH containing counterions and
co-ions, of general valences. The model we consider builds on three assumptions (see Fig. 2.1):
1. Electrostatic correlations are relevant only within the Stern layer.
2. Counterions and co-ions within the diffuse layer are weakly correlated and are therefore
described by Poisson-Boltzmann theory.
3. Non-idealities associated with mixing entropies of different species are ignored.
The justification for assumptions 1 and 2 will be elaborated and justified further below. The
last assumption, which is common in most theoretical treatments, will not be discussed any
further; It is expected to induce small quantitative errors that can be corrected by additional
parameters into the model.
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The free energy (FS) of the system is made of four contributions
FS = FDiff + FProt + FMix + FCorr , (2.1)
where the first term is the free energy associated with building the diffuse layer of counterions,
the second term is the free energy associated with proton binding and release, the third term
is the entropy of mixing the different species within the monolayer and the last term accounts
for the free energy associated with electrostatic correlations. In this paper, only the case of a
single pKa will be considered. The AL head group can be either neutral or charged, according
to
AL− + H+ ←→ (AL)H (2.2)
AL− + cq ←→ (AL)cq , (2.3)
The first reaction involves proton release and binding and it is a chemical reaction, with an
equilibrium constant that is the natural exponential of the pKa value (in molar units). The
second process is a physical process that accounts for ion binding and involves many body
effects not entirely describable by a binding constant, as elaborated further below.
The fraction of deprotonated ALs is defined as
fAL = ([AL
−cq] + [AL−])/([AL−cq] + [AL−] + [(AL)H]) (2.4)
while the fraction of head-groups with bound counterions is
f
(q)
b = [AL
−cq]/([AL−cq] + [AL−] + [(AL)H]) . (2.5)
where [..] denotes concentration (in molar units). Unless there is ambiguity, the super-index q
will be dropped from fb. By definition fb < fAL, as only deprotonated AL are assumed to bind
counterions.
It is convenient to introduce the parameter b0
b0 = λD/λ
0
G , where λ
0
G =
Ac
2piqlB
, (2.6)
with λD and lB being the Debye and Bjerrum lengths and q the counterion valence.
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The free energy associated with the diffuse layer Fdiff is given by PB theory (assumption
2). The surface charge includes deprotonated ALs and counterions bound to the head-group
FDiff
NALkBT
= |fAL − qfb|FPB(b0(fAL − qfb)) , (2.7)
where NAL is the total number of ALs at the interface, and FPB is the Poisson-Boltzmann free
energy. For example, FPB(x) = 2(log(x +
√
x2 + 1) + (1 − √1 + x2)/x) for both monovalent
counterions and co-ions. For other valences it is not possible to express FPB in closed analytical
form, but it is not difficult to compute numerically (see Appendix 2.A). We recall that if
fAL < qfb, the originally negative interface becomes positively charged, an effect that is known
as charge inversion or charge reversal [46, 80].
The free energy expression (FProt) describing proton release and binding is given by
FProt
NALkBT
= fAL(pKa − pH) log(10) , (2.8)
and is derived in detail in appendix 2.C.
The free energy (FMix) associated with mixing the different interfacial species is
FMix
NALkBT
= fb log(fb) + (fAL − fb) log(fAL − fb)
+ (1− fAL) log(1− fAL) . (2.9)
The only term left is the one describing electrostatic correlations (FCorr) within the Stern
layer. The basic strategy is to account for static correlations as if the system were frozen on a
given configuration, and account for thermal fluctuations as perturbations to this configuration.
The free energy is
FCorr
NALkBT
= FCorr(fAL, fb)− fb log(v0[c]) + Fbound(fb) , (2.10)
here, FCorr encodes the electrostatic correlations of the static system and is computed as a
Madelung energy by placing both AL charges and bound ions on either a triangular or a square
lattice. Differences in free energies between square or triangular lattices are much smaller
than other approximations made, so either case provides equally acceptable results. The term
FCorr accounts for the many body effects that arise from the long-range nature of electrostatic
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interactions, and it reduces to the leading term of the free energy of a one component plasma
[66] if the interface is approximated as a uniform charge. Further details are discussed in the
appendix 2.D. Despite that the calculation places the charges in a two-dimensional crystalline
state, the expression is assumed to describe the liquid state also. Justification is provided in
the context of the one component plasma [66].
The second term is the favorable entropy of releasing counterions into the bulk solution
and the last term Fv is the thermal free energy associated with counterions bound to the head
group. The difference between the last two terms is basically the entropy loss of counterions
upon binding. We recall that v0 defines an arbitrary reference volume, so only the sum of
the last two terms defines a term free from arbitrary quantities. The final expression, whose
detailed derivation is given on appendix 2.D, is
FCorr
NALkBT
= −f3/2AL γ(fb)
lB
aL
− fb log(2pir30[c]
√
11lB|q|
2pir0
) , (2.11)
The quantity r0 is the equilibrium separation between counterion and AL charges, aL is the
average distance between nearest neighbor ALs and γ(fb) is a function that encodes electrostatic
correlations and whose explicit expression for the relevant cases discussed in this paper is given
in Eq. 2.25 and Table 2.1.
Generalization to systems with both mono and divalent salts is straight-forward, except for
the γ-function in FCorr, which requires a minor adjustment, discussed in the appendix, see
Eq. 2.26.
2.3.2 Free energy minimization
The quantities fAL as well as the different f
(q)
b s are the main observables to be computed.
They are obtained by minimizing the free energy Eq. 2.1. Both fAL and f
(q)
b are not only mea-
surable quantities but completely determine other measurable quantities, such as, for example,
the ζ-potential. For future reference, we quote the equation determining the minimum of the
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free energy (particularized for a single counterion specie of valence q):
fAL =
1 +Km[c
q] exp(− qeψ(0)kBT ) exp(
∂FCorr
∂f
(q)
b
)
1 + 10pKa−pH exp(− eψ(0)kBT ) exp(−
∂FCorr
∂fAL
) +Km[cq] exp(− qeψ(0)kBT ) exp(
∂FCorr
∂f
(q)
b
)
f
(q)
b =
Km[c
q] exp(− qeψ(0)kBT ) exp(
∂FCorr
∂f
(q)
b
)
1 + 10pKa−pH exp(− eψ(0)kBT ) exp(−
∂FCorr
∂fAL
) +Km[cq] exp(− qeψ(0)kBT ) exp(
∂FCorr
∂f
(q)
b
)
,(2.12)
where ψ(0) is the contact potential and Km ≡ 2pi
√
2pir0
11lB
r30. Despite appearances, This equation
is quite involved as Fcorr depends both on fAL and f (q)b , and the contact value potential
φ(0) must be obtained self-consistently from the PB equation for a surface charge density
σ = −efAL−qf
(q)
b
Ac
. In this paper, the minimum solution was obtained by directly minimizing
the free energy by using the MATLAB optimization package.
2.3.3 The “chemical” or LPB model
The standard model (or “chemical” model) will be revisited within the context of the
previous formalism. The correlation term Eq. 2.11 can be rewritten as
FCorr
NALkBT
= −fb log(Km exp(
f
3/2
AL lB
fbaL
γ(fb))[c])
≡ −fb log(KeffB (fb, fAL)[c]) . (2.13)
The quantity KeffB (fb, fAL) is not a binding constant as it depends on the variables fb, fAL as
well as surface density. However, if it is replaced by some mean value K
(q)
B that interpolates
between the range of fb, fAL appropriate for each system, then the equations that minimize the
free energy simplify to
fAL =
1 +K
(q)
B [c
q] exp(− qeψ(0)kBT )
1 + 10pKa−pH exp(− eψ(0)kBT ) +K
(q)
B [c
q] exp(− qeψ(0)kBT )
f
(q)
b =
K
(q)
B [c
q] exp(− qeψ(0)kBT )
1 + 10pKa−pH exp(− eψ(0)kBT ) +K
(q)
B [c
q] exp(− qeψ(0)kBT )
.
(2.14)
These equations define the “chemical model”, which consists of a Langmuir absorption isotherm
(with binding constant K
(j)
B ) coupled to the Poisson-Boltzmann equation and will be referred
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to as the LPB model herein. In this way, the LPB model, which has been the standard model to
analyze experimental results, for example in phospholipid systems [91, 92, 74, 93, 94], appears
as an approximate effective description for the underlying physical model.
2.4 Results
A preliminary comparison with simulation results on simple models is provided in the
Appendix Sect. 2.E and its implications are further discussed in the conclusions. The results
section will be entirely focused on comparison with experiments.
2.4.1 A note on coarse-graining phospholipid systems
Glycerol based phospholipids contain two hydrophobic acyl chains and a phosphate group
attached to its glycerol backbone. The phosphate group is charged and has and additional
group attached to it. If the additional group is serine, the phospholipid is PS. It should be
noted that there are two acid (carboxyl and phosphate) and one basic (the amino) groups in
PS, see Fig. 2.2. There are therefore 3 pKas for PS. The carboxylic and amino groups have
been measured to be 3.6 and 9.8 respectively [92], while the one in the phosphate group is
probably low ( 1 or less). Thus, at physiological conditions, the overall -1 charge of PS results
from two negative and one positive charges. In this paper, the overall PS will be coarse-grained
as a -1 charge with pKa=3.6, as shown in Fig. 2.2. This approximation has been adopted in all
descriptions of experimental data and its limitations are further discussed in the conclusions.
2.4.2 PS as an example
Unless specified otherwise, it will be assumed that the area per molecule is Ac ≈ 70A˚2 and
the equilibrium counterion PS-head group distance r0 = 2.8A˚ (see Eq. 2.11 and Table 2.1).
This distance is the minimum separation between an oxygen atom (∼1.4A˚) and a counterion
such as K+. These distances correspond to crystallographic radius, as both MD simulations
[95, 96, 60] and experimental results[97] show that counterions dehydrate upon binding.
Fig. 2.3 shows fAL and fb for PS in contact with a monovalent salt solution at neutral pH. PS
becomes fully deprotonated at about 10−3M, and at this point, about 40% of the PS head groups
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Figure 2.2 Schematic representation of the coarse graining of PS.
bind counterions. An attempt to fit the theoretical results within LPB (see SubSect 2.3.3) shows
that the binding constant extracted from Fig. 2.3 depends on the particular quantity that is
analyzed. If the degree of deprotonation is the quantity of interest, the value K
(1)
B = 0.75M
−1
is obtained. If, on the other hand, the amount of ionic binding is what is measured, the value
is sensibly smaller K
(1)
B = 0.1M
−1, while a ζ-potential would measure a combination of the
two quantities and hence, an intermediate value for the binding constant. Experimentally
determined values are within the range (K
(1)
B = 0.1 − 1.0) [91, 92, 36, 93], and we interpret
this dispersion as reflecting the approximate validity of LPB. More concretely, this dispersion
reflects the inherent inaccuracy of describing the Stern layer with short-range forces only.
We can estimate the range of expected values for the binding constants that would be
extracted from an experiment by analyzing the minimum free energy equations Eq. 2.12. For
fully deprotonated PS, with fb ranging between 0.1 and 1 (as a significant amount of binding
is required) at the molecular area Ac = 70A˚
2 it is
K
(1)
B ≈ Km exp((a1 + 2fba2)) ∼ (0.08− 0.5)M−1 , (2.15)
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Figure 2.3 Plot of fAL and fb as a function of concentration at neutral pH. The result of
the theory is compared with the predictions of LPB with two different binding
constants.
where a1, a2 are defined in Eq. 2.25 and explicit values are given in Table 2.1. Reported
binding constants for ions such as K+ are within this range, while slightly higher values have
been quoted for Na+. Obvious to say that the previous formula has systematic errors arising
from the approximations involved in the free energy, but it is difficult to provide a rigorous
estimate of these errors.
Divalent counterions at neutral pH fully deprotonate PS (fAL = 1), even at trace concen-
trations < 10−6M, with a Stern layer that basically neutralizes all the PS charges (fb ∼ 0.5), as
clear from Fig. 2.4. In these situations, where fb varies over such a narrow range, the present
model is completely equivalent to LPB with the binding constant obtained from Eq. 2.13
K
(2)
B = Km exp(
lB
aL
(a1 + a2)) ≈ 7M−1 , (2.16)
in excellent agreement with experimental results KB ∼ 10M−1[91] as well as with other, less
sophisticated theoretical estimates [59]. In Fig. 2.4 the comparison between the free energy
of this model and LPB (K
(1)
B =10) clearly shows the equivalence between both models. Above
0.1M the interface is slightly positively charged, thus exhibiting the phenomenon of charge
inversion [46, 60].
In order to provide a better illustration on the effect of divalent ions on PS and the in-
equivalence of the present model with LPB, results at pH=5.2 are shown in Fig. 2.5. Here
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Figure 2.4 Free energy as a function of fb for fAL = 1 at neutral pH. Also plotted are the
results of the LPB model with KB = 10. for [c] = 0.3M fc > 1/2 thus showing
charge inversion. The free energies have been shifted by a constant for proper
comparison.
again, the theoretical curve is well described by LPB with K
(2)
B = 10, but only for concentra-
tions [c] > 10−3, while at low concentrations LPB predicts a partially protonated PS. Results
for lower pH values show more dramatic differences. This figure also illustrates how the free
energy gain from electrostatic correlations forces higher deprotonation than predicted by LPB.
It is also noticeably that although the onset of charge inversion is the same, its magnitude is
enhanced (as compared with LPB) at large concentrations, as correlations grow for increasing
fb.
Fig. 2.6 analyzes a system with both mono and divalent salts. The monovalent salt con-
centration was taken as [c(1)]=0.1M, which is the limit of applicability for PB. As divalent salt
concentration is increased, divalent ions replace the monovalent ones at the Stern layer. It is
remarkable that the effect of divalent salt is already significant for [c(2)] > 10−5M, four orders of
magnitude lower than the monovalent salt concentration in the system. This particular system
(PS with divalent ions at fixed [NaCl]=0.1M) was extensively studied in Ref. [91]. Experiments
reported excellent agreement of ζ-potential measurements with LPB (K
(1)
B = 0.6, K
(2)
B = 10).
These binding constants are in agreement with the ones predicted by this theory for solutions
with only monovalent or divalent salts. A more detailed analysis, shown in Fig. 2.6 shows that
30
Figure 2.5 Plot of fAL and fb as a function of concentration at pH=5.2. The result of the
theory is compared with LPB with KB = 10. The enhanced deprotonation is
attributed to long-range electrostatic effects, as discussed in the text.
the quantities f
(1)
b and f
(2)
b are quite sensitive to the value of K
(1)
B and in fact K
(1)
B ∼ 1 fits
well f
(1)
b but shows some slight discrepancy for f
(2)
b while K
(1)
B ∼ 0.3 fits f (2)b , but with some
discrepancy on f
(1)
b . If the ζ-potential, which is a combination of f
(1)
b and f
(2)
b , would be fitted
instead, another value for K
(1)
B , intermediate between the two, would be obtained. Although
those are not dramatic variations, do reflect, once again, the limitations of LPB, as previously
discussed for monovalent ions.
2.5 Conclusions
2.5.1 Summary of results
This paper has presented a minimal model that describes both the Stern and diffuse layer
by classical electrostatics, except for protons (hydronium ions), which require the introduction
of a chemical binding constant (the pKa). The model leads to a set of equations that can be
solved self-consistently by numerical minimization. Despite its relative simplicity, the model
successfully describes experimental results on PS without resorting to fitting parameters.
The model compares well with available simulation results as shown in Appendix 2.E, thus
extending a previous model based on Bjerrum pairing [59]. In particular, the potential of mean
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Figure 2.6 Plot of fAL and fb as a function of divalent salt concentration for fixed monovalent
concentration [c(1)] = 0.1M at neutral pH. The result of the theory is compared
with the predictions from LPB with two different values for the binding constants.
force clearly reveals the fundamental role played by discrete interfacial charges as opposed to
a smooth charge distribution. It also points the limitations of the model at large electrolyte
concentration of multivalent ions (less than 0.1M for divalent ions), as in this case, correlations
significantly spread beyond the Stern layer, a situation that is not accounted by the present
model.
Our results provide a clear explanation on the success of chemical models to describe ex-
perimental data, allows to highlight its limitations and points to effects that cannot accurately
be accounted by those. Measurable quantities computed from the model can be described with
reasonable accuracy by the standard chemical model (or LPB, see SubSect. 2.3.3) over several
decades in salt concentration. Yet, the actual values of the binding constants extracted by
fitting the model by LPB show an inherent dispersion, depending on the particular observable
studied. Rather interestingly, this dispersion is within the range of experimentally reported
values for binding constants, but it does reflect the limitations of describing the long-range
electrostatic force by binding constants that can only account for short-range interactions.
The effect of long-range electrostatics at the Stern layer become more dramatic for ions of
higher valency. The enhanced (as compared with monovalent ions) electrostatic correlation free
energy makes it more favorable to increase the interfacial charge via deprotonation and replace
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the Stern layer with divalent (or higher valency) counterions, as shown in Fig. 2.5. This effect
is expected to become more dramatic for AL with many charged groups and is not accurately
described by the LPB model as shown in Fig. 2.5. The same effect has been theoretically
discussed in Ref. [60], and there is experimental evidence on monolayers of PA and PIP2 at the
air-water interface [97, 98, 51, 99].
Despite its limitations, unless high precision data is obtained on a simple system where
parameters such as molecular area and charge can be precisely controlled over a wide range
of values, chemical models generally provide a reasonable effective description of experimental
results.
2.5.2 Chemical vs physical effects
Except for the proton, which requires the specification of the pKa, the remaining ions
have been assumed to interact with the charged interface via classical electrostatics. Due
to its inherent stability, ions with the electronic structure of a noble gas, such as the alkali
(Na+,K+,etc..), alkali earth ions (Ca2+,Ba2+, etc..) or Halogens (Cl−,Br−,I−,etc..) are the
obvious candidates to be described by classical electrostatics, while other soluble ions such as
transition metals (Cu2+,Pb2+, Cd2+, Ni2+, Fe2+, etc..) are likely to exhibit some degree of
covalent bonding with most interfacial groups.
Some support for this hypothesis can be given by the analysis of stability constants [100],
which account for the binding constants of ions to certain ligands. Sticking to the example
of carboxylic groups, a look at the entries for simple carboxylic acids (formic, acetic and
propanoic), shows binding constants within the range (with some dispersion) K
(1)
B ∼ 0.5,K(2)B ∼
10M−1, the typical values obtained from our model, and thus supporting the idea of a classical
electrostatic interaction between those ions and carboxylic groups. Entries for the transition
metal ions, however, are between 5 to 10 times larger, thus providing strong evidence for some
degree of covalency or chemical specificity. Even for ions such as Ca2+ the situation is not as
simple; the entry for Carbonic acid with Ca2+ shows four entries, the first two correspond to
binding to CaCO2−3 and CaCO3H
− and have values K2B,2 = 1400 and K
2
B = 10.0, while the
two additional entries are solubility products (calcite and aragonite crystals) with CaCO2−3 ,
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thus showing that besides the classical electrostatic interactions corresponding to the first two
entries (see Ref. [59] and [101] for the first, which corresponds to Bjerrum pairing), Ca2+ ions
show some degree of covalent interaction, depending on the ligand. Similar conclusions are
reached by analyzing phosphate, amino or any other groups.
Another source for specific ionic effects are related to explicit solvent effects. Ions have
hydration sheaths, and those are distorted or eliminated upon binding. Generally, it should
not be a dominant effect as most commonly, cations bind to interfacial oxygens, so upon
binding, they trade one oxygen (from the water molecule at its hydration sheath) to another,
with basically no change in enthalpy, and if anything, a gain in entropy for the water molecules
that leave the hydration sheath. Yet, even for those cases where these free energies need to
be included, the dehydration involves short-range interactions and are, therefore, describable
by binding constants, which can be computed, for example, from more detailed atomistic
simulations.
A general model applicable to all situations requires the inclusion of specific interactions
related to the ions and the charged or uncharged groups at the interface. The critical quantity
that needs to be known is the ionic-specific free energy ∆GSpec, defined as the free energy gain
once the universal electrostatic interaction has been subtracted. Once this quantity is known, an
unambiguous binding constant can be defined and a term like Eq. 2.14 is added in addition to the
free energy Eq. 2.1. The next issue is how to determine ∆GSpec. A rough estimate is probably
obtained by subtracting from the binding free energy the reference free energy of an interfacial-
counterion pair, which can be calculated within the present theory. For example, taking 10 M−1
as the reference binding constant for a purely electrostatic interaction, and given that K
(2)
B = 40
M−1 for binding of Ni2+ to PS−, this gives ∆GPSSpec = −3.40kBT for PS−1-Ni2+. Of course this
number is specific for that particular system. First principle calculations, without resorting to
experimental data, would certainly require sophisticated quantum chemistry calculations.
2.5.3 Implications for phospholipid systems
Concrete application to a simple coarse-grained model of PS shows good agreement with
experimental results[91], despite the questionable approximation of modelling PS as consisting
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of a single negative charge, as discussed in Subsect. 2.4.1. The large values of ion binding
constants in zwitterionic phospholipids such as PC [91] (∼ 3M−1) show that the positively
charged amino group is sufficiently far apart to preempt the negatively charged oxygen within
the phosphate group to bind counterions, which could be relevant for PS also. These consid-
erations demand a more detailed modelling of the phospholipid head group, where all charges
are included. In fact, Ref. [91] reports that the binding constant for Ca2+ with PS is enhanced
by a factor of almost 3 at low monovalent salt concentration, a result that is not reproduced
by our model (data not shown). This is a large enhancement, not observed in other molecules
for decreasing ionic strength[100], but a more detailed analysis is needed. These considerations
become even more relevant for investigating complex phospholipids such as PA[97] or PIP2 [94].
It is not difficult to incorporate the nuances required to describe those phospholipids, and they
will be fully addressed in a subsequent publication. Those effects are key for a proper under-
standing of electrostatic induced phase separation in lipid mixtures, as discussed, for example,
in Ref. [102].
2.5.4 Outlook
As for the question posed in the title of this paper on whether electrostatic correlations
near charged interfaces are described by physics (universal) or chemistry (specific), the answer
seems clear: any model that aims to be complete and realistic must incorporate both.
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2.A General Expression for PB with both Monovalent and Divalent Salts
Here we just quote the main formulas for the free energy of a planar charged interface
in contact with a solution containing both monovalent and divalent salt with respective bulk
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concentrations c(1) and c(2) within PB. The expression is
F
NkBT
≡ FPB = |eψ(0)
kBT
| − 1
2b
Y(eψ(0)
kBT
,
c(2)
3c(2) + c(1)
) (2.17)
where NB is the number of charges (of valence -1) at the interface and b has been defined in
Eq. 2.6 (and used here with q = 1). The Debye length is λD = 1/
√
8pilB(3c(2) + c(1)) and the
function Y(x, a) is defined as
Y(x, a) ≡ 1− 3a
2
√
2a
log
(
1− a+ 2a exp(−x) + 2√a(1− a) exp(−x) + a2 exp(−2x)
(1 +
√
a)2
)
+
a exp(−2x) + (1 + a) exp(−x) + 2(1− a)√
(1− a) exp(−x) + a exp(−2x) − 3 (2.18)
The relation between the surface charge σ and the contact potential ψ(0) is obtained from the
PB equation, and can only be solved analytically for the case of monovalent salts. For the
other cases it is solved numerically and the result is inserted into Eq. 2.17, thus providing the
free energy.
2.B Derivation and Details of the Different Terms Forming the Free
Energy
2.C Derivation of FProt
The free energy of a charged interface consisting of NB charges is given within PB by
F
kBT
= 2NB(log(b+
√
b2 + 1) + (1−
√
1 + b2)/b)
+
∑
a
Na(log(Nav0/V )− 1) ≡ FE
kBT
(2.19)
where b is the ratio of the Debye and the Guoy-Chapman length. The last term, which is the
same for other counterion and co-ion valences, is the bulk entropy of the ionic species. Because
the interface gets charged by releasing protons, there are N1prot = NB protons in bulk whose
origin are the interfacial groups, so the last term in Eq. 2.19 is dependent on N1prot. It will be
assumed that the number of protons in bulk N0prot largely exceeds the ones released by charging
the interface (N1prot/N
0
prot << 1).
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The free energy is computed from a reference state where all the interfacial groups are
deprotonated NB = NAL (or Nprot = NAL), thus the second term in Eq. 2.19 becomes
FE
kBT
=
Fref
kBT
+N1prot log(N
0
protv0/V ) , (2.20)
where Fref is independent of N
1
prot. If the reference volume v0 is taken as v0 = 1M the previous
term becomes log(N0protv0/V ) ≡ −pH log(10).
Generally, protons have a favorable free energy (εA) to remain bound to the AL head group.
This is taken into account as
FA
kBT
= −εA(NAL −NB) . (2.21)
The energy εA is related to the binding constant Ka between AL groups and protons according
to Ka =
1
v0
exp(−εA/kBT ). If v0 = 1M , then pKa = log10(Ka) and εA = kBT log(10)pKa.
Consistently using the reference volume v0 = 1M , the two terms Eq. 2.20 and Eq. 2.21 become
FProt
NALkBT
= fAL(pKa − pH) log(10) , (2.22)
which is the result quoted in Eq. 2.8.
2.D Derivation of FCorr (1 pKa case)
This term contains three contributions. The first term is the static electrostatic energy,
where both interfacial charges and counterions are at fixed positions, and is the equivalent of
the Madelung energy for ionic crystals. The remaining two terms have a thermal origin and
will be considered further below. The static electrostatic energy is computed by placing the
AL charges on a planar lattice. It is assumed that counterions are contained on the same plane
defined by the lattice, and that the free energy is expressed as a function of the lattice constant
aL, which is related to the molecular area Ac as aL =
√
2Ac√
3
(triangular) or aL =
√
Ac (square).
The free energy is computed from
FCorr = 1
2
′∑
i,j
qiqj
e2
εwrij
, (2.23)
where the prime indicates that the term with i = j is not included in the summation. Because
this summation runs over the entire lattice, it requires the use of Ewald summation techniques
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for systems with two-dimensional periodicity [103]. The result is
FCorr
NALkBT
= −f3/2AL γ(fb)
lB
aL
, (2.24)
where γ(fb) is a function of the fraction of counterions bound to the head-group fb. For fb = 0,
the results are the Madelung energies of a triangular (γ = 2.107) or a square (γ = 1.95) lattice.
The sum Eq. 2.23 is evaluated at two values of fb (fb = 1/2 and fb = 1) (see Fig. 2.7) and the
full γ(fb) function is constructed as a polynomial that interpolates among these two values
γ(fb) = a0 + a1fb + a2f
2
b . (2.25)
Evaluation of the Ewald sum for intermediate values of fb did not show any significant improve-
ment by considering a higher order polynomial or by optimizing its coefficients by a best fit. It
should be pointed out that the function γ(fb) involves an approximation, as the coefficients ai
are computed at fAL = 1, so the expression for the correlation energy is expected to become
somewhat inaccurate for fAL << 1.
The function γ(fb) is dependent on the relative position of the counterions with respect
to the AL charges. Numerical minimization shows that the minimum electrostatic energy in
Eq. 2.24 occurs when the counterions are as close as possible to the AL charged groups. The
γ-function was therefore computed for given molecular area and typical AL-counterion distance
of r0, as shown in Fig. 2.7. Reasonable variation on the positions of the counterions typically
change Madelung energies by less than 10%. The ai coefficients for the different cases relevant
to this paper are shown in Table 2.1. If both monovalent and divalent ions are involved, the
γ-function is dependent on the two variables f
(1)
b and f
(2)
b :
γ(f
(1)
b , f
(2)
b ) = a0 + a
(1)
1 f
(1)
b + a
(2)
1 f
(2)
b + (2.26)
+ a
(1)
2 (f
(1)
b )
2 + a
(2)
2 (f
(2)
b )
2 + a
(1,2)
2 f
(1)
b f
(2)
b ,
where only the a
(1,2)
2 coefficient is unknown as the others have already been determined in
Table 2.1. This coefficient was computed by evaluating the Ewald sum for f
(1)
b = 1/4 and
f
(2)
b = 1/4 and obtaining the unknown coefficient from Eq. 2.26 and the actual results in
Table 2.1. The result for a triangular lattice with Ac = 70A˚
2 and r0 = 2.8A˚ is a
(1,2)
2 = 4.93.
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Figure 2.7 Configurations used to compute the static correlation energy fb = 1 and fb = 1/2.
The configuration fb = 1/2 can be used to compute f
(1)
b and f
(2)
b by placing a
divalent and a monovalent charge on every site. Empty circles do not belong to
the unit cell and are obtained from lattice translations.
Table 2.1 Coefficients for the electrostatic correlation energy (See Eq. 2.25), computed as
described in the text for different counterion valences (q). The top value is computed
for a triangular lattice while the bottom one is for the square.
Ac = 70A˚
2 Ac = 40A˚
2
qAL=-1 Mono Div Tri Mono Div Tri
a0 2.107 2.107 2.107 2.107 2.107 2.107
1.950 1.950 1.950 1.950 1.950 1.950
a1 0.116 1.635 4.760 0 0.475 2.975
0.130 1.298 4.924 0 0.589 3.540
a2 1.268 5.346 12.03 0.834 5.406 12.166
1.196 5.096 10.60 0.864 4.882 10.600
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Similarly as for protons, counterion binding and release involves changes in bulk entropy.
Adapting the same derivation (see Appendix 2.C) leads to the second term in FCorr
F
NALkBT
= −fb log(v0[c]) , (2.27)
where v0 is an arbitrary volume.
Bound counterions are not immobile, as assumed in the calculation of the first term Eq. 2.24,
but do fluctuate from their equilibrium positions, and this is the origin of the third contribu-
tion to FCorr in Eq. 2.11. The fluctuation free energy of counterions bound to the head-group
requires a repulsive short-range potential between counterions and AL charges, which is as-
sumed to be of the form V (r) = 4(σr )
12. It is also assumed that the dominant electric field
relevant for counterion fluctuations is the one from its nearest AL charge. In this way, the
attractive electrostatic force and the repulsive short-range lead to an equilibrium distance r0,
with quadratic fluctuations at leading order.
δFCorr(r) = 11|q|e
2
2r30εw
(r − r0)2 ≡ κ
2
(r − r0)2 , (2.28)
so the fluctuation free energy per particle becomes
2pi
ˆ
drr2 exp(−κ(r − r0)
2
2kBT
) =
√
2pi
11
2pir30√
qlB/r0
, (2.29)
where
κr20
kBT
= 11qe
2
KBTr0εw
= 11q lBr0 >> 1 has been used to simplify the above expression. It is
assumed that the AL charge is anchored to the head group and therefore the available solid
angle is 2pi [59], as opposed to 4pi (if the AL charge was in solution). The free energy is
Fbound = fb log( v0
2pir30
√
lB|qc|
r0
√
11
2pi
) . (2.30)
The physical interpretation is that counterions fluctuate over a distance ∼ r0
√
r0/lB|qC | along
the direction of the AL-counterion axis.
The three terms Eq. 2.25, Eq. 2.27 and Eq. 2.30 provide the explicit expressions for the
electrostatic correlation free energy Eq. 2.11.
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Table 2.2 Comparison between the results of simulations (Ref.[58]) and the theoretical results
for sigma at three different 2:1 salt concentrations. The results correspond to a
square lattice with qAL=-1 interfacial charges with r0=3A˚and bare σ=-0.1nm
−2
(Ac=1000A˚
2)
[c] σ (MD) σ(theor.) Error
(M) nm−2 nm−2 %
0.023 -0.0079 -0.0074 6
0.033 -0.0078 -0.0070 10
0.058 -0.0074 -0.0062 16
2.E Comparison with Numerical Simulations
Recent numerical simulations by Calero and Faraudo [58] have explored in detail the role
of interfacial charges by performing numerical simulations of an electrolyte primitive model of
2:1 salt near discrete interfacial negative charges on a plane and arranged in a square lattice.
Although the paper is mainly focused on high electrolyte concentrations, where the role of
electrostatic correlations becomes significant beyond the Stern layer, it is possible to provide
some comparison with the present theory. A more systematic comparison will be provided in
the future.
We will first consider the density of charge, σ = −e1−2f
(q)
b
Ac
(note that fAL = 1 and only
divalent ions are considered). The comparison MD simulation versus theory for σ, shown in
Table 2.2 show good agreement for the lowest concentrations and diverge slightly at the largest
concentra- tion. Most likely, this divergence is due to the neglect of screening effects at the
Stern layer, which would decrease the correlations and with it, the number of counterions bound
to head groups. These effects can easily be incorporated into the sum defining the gamma
coefficients Eq. 2.24. Although relevant for comparing with simulation results, the effect of
screening at the Stern layer may not need be included in some experiments. In order to extent
the results to even higher concentrations 0.1M, activity coefficients that depart from unity need
to be considered, a result not included by the present theory, as PB theory is assumed. We
point out that it is possible to account for activity coefficients by including Bjerrum pairing in
bulk. [104, 105]
Another important quantity is the potential of mean force. This quantity elucidates the
41
Figure 2.8 Plot of the potential of mean force for the same system as in the previous figure.
The fits to the potential shown are indistinguishable from the model.
role of discrete charges and provides a clear insight on the consequences of the present theory.
Results for the potential of mean force VMF are shown in Fig. 2.8 for the same simulations
described previously, where it is shown that the potential of mean force has a simple analytical
form of the type
VMF (r)
kBT
= wˆ − 2 lB
r
Zeff (2.31)
where Zeff is close but smaller than 1. The second term of the potential (with Zeff = 1) is the
prediction from Bjerrum theory [59], while wˆ encodes additional correlations among counterions
as well counterions and interfacial charges. Those predictions are in excellent agreement with
the numerical simulations by Calero and Faraudo [58] and clearly show the distinct role played
by interfacial charges: In a smooth distribution, the potential of mean force could never display
a 1/r decay, as its origin is the direct (Bjerrum) interaction between the counterion and the
interfacial charge closest to it.
2.F Connection with Bjerrum Pairing Theory
Bjerrum pairing theory [59] is the LPB theory
FCorr
NALkBT
= −fb log(KBv0[c]) , (2.32)
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with the explicit expression for KB borrowed from Bjerrum pairing theory [101, 104]
KB = 2pi
ˆ |qclB |/2
r0
drr2 exp(q
lB
r
) . (2.33)
This expression is closely related to the effective KeffB defined in Eq. 2.13. This is more clearly
seen in the limit qlB/r0 >> 1, where the Bjerrum constant above becomes
KB ≈ 2pi r
4
0
qlB
exp(qlB/r0)(1 + 4r0/(qlB) + · · · ) (2.34)
The term in the exponential is the electrostatic energy when particles are frozen in their po-
sitions ( Eq. 2.24 ), while the pre-factor contains the free energy of the fluctuations Eq. 2.30.
Compared with more rigorous expressions such as Eq. 2.16 the simple expression above does
not depend on fAL,fb, molecular area Ac etc.., but it nevertheless provides a reasonable semi-
quantitative estimate for binding constants [59].
Bjerrum pairing assumes a hard core potential and the formulas used in this paper are for
softer 1/r12-potentials, which explains the different analytical prefactors. Finally, the expansion
Eq. 2.34 is significantly inaccurate for qC lB/r0 . 20 as in that case, fluctuations from r0 are
not small.
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CHAPTER 3. GENERAL SOLUTION TO THE ELECTRIC DOUBLE-
LAYER WITH DISCRETE INTERFACIAL CHARGES
A paper published in the Journal of Chemical Physics
Sweta Vangaveti and Alex Travesset
3.1 Abstract
We provide extensive molecular dynamics simulations of counterion and coion distributions
near an impenetrable plane with fixed discrete charges. The numerical results are described
by an explicit solution that distinguishes the plasma (
√
Ac/σ > 3) and the binding regime
(
√
Ac/σ < 3) where σ is the ion diameter and Ac = |e/ν| (ν is the surface charge density). In
the plasma regime, the solution consists of a product of two functions that can be computed
from simpler models and reveals that the effects of the discreteness of the charge extends over
large distances from the plane. The solution in the Binding regime consists of a Stern Layer
of width σ and a diffuse layer, but contrary to standard approaches, the strong correlations
between ions within the Stern Layer and the diffuse layer require a description in terms of a
“displaced” diffuse layer. The solution is found to describe electrolytes of any valence at all
concentrations investigated (up to 0.4M) and includes the case of additional specific interactions
such as Van Der Waals attraction and other generalizations. We discuss some open questions.
3.2 Introduction
Describing charged molecules in aqueous solutions presents considerable challenges as the
charge, both its magnitude and distribution, is highly dependent on the environment, and, in
addition, the high dielectric constant of water renders electrostatic interactions only marginally
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(a) The PDDL model (b) Cross sectional view
Figure 3.1 The Planar Discrete Double Layer model. The charges at the interface are in gray,
counterions in red and coions in blue.
stronger than thermal effects and other competing interactions. Furthermore, because of its
long-range nature, coarse-graining electrostatic interactions presents significant difficulties, as
for example, replacing discrete electric charges by a continuum distribution immediately elimi-
nates effects resulting from the intrinsic discreteness of electric charges, i.e. correlation effects.
A familiar example is provided by table salt (NaCl) whose crystalline structure at room tem-
perature is entirely stabilized by correlations.
A reasonable approach to coarse-graining electrostatics is provided by the Single Particle
Equivalent Charge (SPEC) approximation, where a group of charges is replaced by a single
particle whose charge is given by the equivalent charge (the sum of all the individual charges)
of the group. The SPEC approximation naturally leads to consider models such as the Planar
Discrete Double Layer (PDDL) model, shown in Fig. 3.1, which consists of immobile charges
on a plane in contact with an electrolyte solution.
In this paper, we provide a general solution to the PDDL model. Our study is motivated
by the need to provide a rigorous framework to describe electrolytes in contact with charged
amphiphilic systems, such as monolayers and bilayers, that goes beyond the classical description
of the problem in terms of a Stern layer, which encodes all interfacial effects, followed by a diffuse
layer. Despite this practical motivation, the paper will entirely be focused on the statistical
mechanical description of the PDDL model, leaving its implications for future studies.
The unavoidable starting point of any discussion on electrostatics in aqueous media is the
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standard Poisson-Boltzmann theory (PB) [41, 42], which despite its relative simplicity, success-
fully describes many experimental systems [41, 42, 43, 35]. Even within PB, the solution to
the PDDL model presents enormous difficulties; A first approximate numerical solution was
provided already in the seventies by Nelson and McQuarrie[52] and more recently, the problem
has been revisited [54, 55] including also approximations that go beyond PB[53, 56], leading to
the conclusion that the differences between the PDDL and the standard double layer, where the
charge is uniformly distributed on the plane, amounts to minor quantitative details. Madurga
et al. [57] considered simulations of the PDDL where the plane of the interfacial charges is
at different positions with respect to the reflecting wall, see Fig. 3.1, and observed significant
differences in the ionic distribution only when the interfacial charges are sufficiently exposed to
the electrolyte solution. Subsequent MD simulations of the PDDL by Calero and Faraudo[58]
with divalent counterions did show that charge discreteness has a dramatic effect on the struc-
ture of ionic distributions; They found that the potential of mean force (more appropriately,
the radial potential of mean force) between interfacial charges and mobile counterions was well
described by a simple Coulomb potential, thus confirming early predictions in Ref. [59] based
on the generalization of Bjerrum pairing, see also Ref. [60]. Related studies[106, 107] have stud-
ied discreteness effects for two plates without salt at small separations, and found significant
differences between discrete and uniform distributions.
Before dwelling further into the effect of discrete charges, there are some results of the
standard double layer that are worth reviewing. Calculations within the Modified Poisson
Boltzmann (MPB) theory [61, 62] or the more accurate Hypernetted Chain Approximation
(HNC) [108] and its anisotropic version (AHNC) by Kjellander and Marcellja [63, 64, 65] pro-
vide, in many cases, almost exact results, particularly at medium to high ionic strength. Still,
given the mathematical complexities of these theories, models with more transparent physical
interpretations, albeit far less accurate, have been developed. Shklovskii and collaborators
[44] describe the immediate layer of counterions next to the charged interface as a strongly
two dimensional correlated liquid, whose properties are well characterized [66] (the “Wigner
Crystal”). Monte Carlo simulations for multivalent (trivalent and tetravalent) ions have pro-
vided some validation to these theories[67, 68]. Somewhat related, yet developed within a more
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formalistic framework is the strong coupling (SC) expansion of Netz and collaborators [45].
The organization of the paper is as follows, we will first present the details of the model and
some necessary definitions in Sect. 3.3. The results of our numerical simulations are provided
in Sect. 3.4. We summarize the numerical results into an general solution in Sect. 3.5. General
implications and future challenges with the solution are discussed in Sect. 3.6.
3.3 Model and Observables
The PDDL consists of an impenetrable wall with fixed charges of valence q0 arranged in
a square lattice with lattice constant aL, as shown in Fig. 3.1. i.e. the wall has a surface
charge ν0 = q0/Ac, where the molecular area is Ac = a
2
L. The wall is in contact with a
solution containing counterions and co-ions of respective valence q1 and q2. Sufficiently far
from the wall, in bulk, the concentration of these ions is nbα (α = 1, 2 for counterions and coions
respectively) and satisfies the neutrality condition
∑2
α=1 qαn
b
α = 0. All charges have a finite
radius, introduced as a short-range potential VSR, so that the total interaction between any
two ions is given by
VTOT (r) = kBT
qαqβlB
r
+ VSR(r) , (3.1)
where lB ≡ e2εrkBT ≈ 7.1A˚ is the Bjerrum length, and εr = 78 is the dielectric constant of water,
which is treated implicitly. For simplicity, we will assume that the short-range interaction
potential is the same for all ionic species. Critical in our study is the number density distribution
nα(~r) =
Nα∑
i=1
〈δ3(~r − ~rαi )〉 , (3.2)
where α = 1, 2 depending on whether counterions or coions are considered and Nα is the
total number of ions of type α. The vector ~r is defined such that it has the origin at one of the
interfacial charges, (see Fig.3.1). The function nα(~r) has the same periodicity as the underlying
lattice. We also consider the two point correlation function
nα,β(~r, ~r
′) =
Nα∑
i=1
Nβ∑
j=1
〈δ3(~r − ~rαi )δ3(~r′ − ~rβj )〉 , (3.3)
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where again, both ~r and ~r′ have their origin at an interfacial charge. The potential of mean
force of counterions or co-ions with respect to the interfacial charge is defined as
wα(~r)
kBT
= − ln(gα(~r)) , (3.4)
where the pair distribution function is gα(~r) ≡ nα(~r)/nbα and nbα is the value of the ion concen-
tration in bulk, sufficiently far from the interface. It is also of interest to consider the potential
of mean force of mobile ions, defined as
wα,β(~r, ~r
′)
kBT
= − ln(gαβ(~r, ~r′)) (3.5)
where gαβ(~r, ~r
′) ≡ nα,β(~r, ~r′)/nα(~r)nβ(~r′).
Anticipating results, it is worth considering the case where the number density Eq. 3.2 is
rotationally invariant, that is, only a function of r and z (see Fig. 3.1) and can be written as a
product of two functions, each one depending on r and z respectively
nα(r, z) = nˆα(z) exp
[
− wˆα(r)
kBT
]
(3.6)
In this particular situation, the number density function as a function of the radial distance r
is given by
nRα (r) ≡
ˆ r
0
dz
r
nα(r, z) =
exp[− wˆα(r)kBT ]
r
ˆ r
0
dznˆ(z)α (3.7)
A radial potential of mean force can be defined from wRα (r) = − lnnRα (r)/nbα, which from Eq. 3.7
is
wRα (r) = wˆα(r)− kBT ln(
1
r
ˆ r
0
dz
nˆα(z)
nbα
) , (3.8)
Only when nˆα(z) = n
b
α, that is, when nα(r, z) becomes independent of z, it is that w
R
α (r) =
wˆα(r), otherwise these two functions differ, as clear from the second term in Eq. 3.8. The
number density as a function of distance from the interface nDα (z) can be related from simple
geometrical arguments to nα(r, z), or equivalently, to nˆα(z) and wˆ(r) from the formula
nDα (z) = nˆα(z)
(
2pi
ˆ √a2L/4+z2
z
drr exp(−wˆα(r)/kBT )
+ (1− pi
4
)a2L
)
, (3.9)
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where it is assumed that wˆα(r) ≈ 0 for r > aL/2. It should be noted that nDα (z) can be
calculated directly from the simulation as the number density of ions at distance z, so Eq. 3.9
can be used as a self-consistency test on the validity of the calculated nˆα(z) and wˆ(r). For
completeness a summary of all the different functions defined and a brief description is given
in Table 3.1.
Table 3.1 Summary of functions used in this paper (α=cc (counterions) or co (coions))
Function Description
nα(~r) Number density of ions of type α
(Eq. 3.2)
wα(~r) Potential of mean force of α ions
with respect to the interfacial
charges (Eq. 3.5)
nRα (r) Radial number density of α ions
next to a particular interfacial
charge at the origin (Eq. 3.7)
wRα (r) Radial potential of mean force of α
ions next to a particular interfacial
charge at the origin (Eq. 3.7)
nDα (z) number density at coordinate z of
α ions, averaged over the other two
coordinates. (Eq. 3.9)
nˆα(z) z-dependent function if nα(~r) can be
written as a product of two func-
tions (Eq. 3.6).
wˆα(r) r-dependent function if nα(~r) can be
written as a product of two func-
tions (Eq. 3.6)
3.3.1 Simulation methods
We consider a system consisting of N0 ≡ NI interfacial charges, N1 ≡ Ncc counterions and
N2 ≡ Nco co-ions. The short range potential VSR in Eq. 6.1 is of the Lennard-Jones type
V (r) = 4LJ
[(σ
r
)12 − (σ
r
)6]
+ v0 (3.10)
where the cut-off is taken as rc = λσ. Three different values of (λ, v0), namely (1, 0),(2
1/6, LJ)
and (3, 0) were used. The first case is the one used in [58], it is repulsive but it has a disconti-
nuity in the force at the cut-off value. The second case is the familiar repulsive WCA potential,
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which is both continuous in energy and force at the cut-off value, and the last case includes a
Vander Waals attraction, which models specific interactions of ionic species. Unless specified
otherwise, LJ = 1 kcal/mol and σ = 3 A˚. Results obtained using the (1, 0) case and the WCA
potential were indistinguishable, so unless otherwise specified, results with the (1, 0) case will be
the ones reported. Both the interfacial and co-ion charges were taken as monovalent and neg-
ative (qI = −1, qco = −1), but different valences for counterions qcc = 1, 2, 3 were considered.
The system was investigated by MD using the LAMMPS package (version 5 Sep 2010)[109].
The simulations were carried out in the canonical ensemble with a Noose-Hoover thermostat
with a temperature of T = 300K. The equations of motion were solved with the Verlet algo-
rithm. The system consists of a slab containing the electrolyte limited by two impenetrable
planes perpendicular to the z-axis, where the interfacial charges are placed, (see Fig.3.1). The
system is periodic in the x,y directions but not in the z direction. The electrostatic interactions
were computed using 2D Ewald summation with slab geometry. We considered simulations
with molecular areas Ac = 40, 70, 100, 361, 501.8A˚
2 as well as different concentrations (0.02M
to 0.4M). Another set of simulations where the systems are two dimensional and ions interact
via Yukawa potential were also performed. The complete list of all simulations as well as the
technical details necessary to reproduce them can be found in the supplementary material in
Sect. 4.1. The systems were equilibrated by monitoring typical observables such as the energy,
density and the diffusion coefficient. A typical equilibration run took of the order of 3·105 time
steps and production runs involved 4·105 time steps, although larger sets of data were collected
in particular cases.
3.3.2 Units of length and temperature
The natural dimension of length is given by the diameter of the charges, σ. Although it
would probably be more appropriate to express all lengths in units of σ, we opted for expressing
lengths in A˚ and concentrations in M. Because σ = 3A˚, it is straight-forward to convert from
one system of units to another, except for the fact that there is another natural length in the
problem, the Bjerrum length lB =
e2
εkBT
= 7.1A˚. In this study, the Bjerrum length is never
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(a) Ac = 100A˚
2 (b) Ac = 361A˚
2
Figure 3.2 Number density distribution ncc as a function of r for different values of the azimuth
coordinate θ ranging from 0 to pi/4. Results in the figure are for monovalent
counterions at concentration 0.05M (Ac = 100A˚
2) and 0.08M (Ac = 361A˚
2).
changed, i.e. the temperature is constant and hence, the solution presented corresponds to the
case lB/σ = 2.36. The other two characteristic lengths, the Debye-length λD and the Gouy-
Chapman length λGC , which depend on ionic strength and molecular area respectively, were
extensively varied, as discussed further below.
Obviously, the case where lB can take any arbitrary value would provide an additional
parameter to investigate. For example, the limit lB/σ →∞ can be investigated from [110] and
lB/σ → 0 reduces to PB theory, but other more intricate situations are likely to occur. These
possibilities will not be investigated further in this paper.
3.4 Results
3.4.1 Monovalent ions
We first present a detailed characterization of the number density distribution function
(Eq. 3.2) and its associated potential of mean force (Eq. 3.4). In general, nα(~r) is a function
of three coordinates (r, θ, z), but as it follows from Fig. 3.2 the number density distribution
is rotationally invariant, i.e. independent of the azimuth coordinate θ, and it is a function of
(r, z) only (see Fig. 3.1 for a definition of the coordinates).
We next investigate the dependence of wα(r, z) as a function of r and z. Fig. 3.3(a) shows
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(a) w(r, z)cc (b) w(r, z)cc(shifted)
Figure 3.3 The function w(r, z)cc for fixed values of z (in A˚). The molecular area is Ac=361
A˚2. The figure on the right is the potential shifted by a constant Fα(z), as defined
in Eq. 3.11. Results are for monovalent counterions at concentration 0.08M
wα(r, z) plotted as a function of r for a given z. In Fig. 3.3(b), the same potential is plotted,
now shifted by a constant Fα(z), which depends on z only, thus establishing that the potential
of mean force can be written as
wcc(r, z) = wˆα(r)− kBT ln( nˆα(z)
nbα
) ≡ wˆα(r) + Fα(z) . (3.11)
This implies that the number density distribution is a product of two functions, one depending
on r and another on z, a case already considered in Eq. 3.6. The function wˆα(r) is extracted
from a fit to the master curve from Fig. 3.3(b) and nˆα(z) from the actual value of the shift
Fα(z) ≡ −kBT ln( nˆ(z)αnbα ). Eq. 3.11 is a general result, which holds for all concentrations and
for molecular areas where rotational invariance applies.
3.4.2 Dilute solutions, divalent ions
Similarly as for the monovalent case, the number density for divalent counterions is inde-
pendent of the azimuth θ, is a function of (r, z) only, as shown in Fig. 3.4, and can be expressed
as a product of the two functions defined by Eq. 3.6, as shown in Fig. 3.5.
The function nˆcc(z) for different molecular areas is plotted in Fig. 3.6. The difference
between nˆcc(z) and n
D
cc(z) is entirely due to the effect of the charge discreteness, and it is
quite significant, specially for larger molecular areas. The accuracy of representing the density
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(a) Ac = 100A˚
2 (b) Ac = 361A˚
2
Figure 3.4 Number density distribution ncc Eq. 3.7 as a function of r for different values
of the azimuth coordinate θ ranging from 0 to pi/4. Results in the figure are for
divalent counterions at concentration 0.02M.
(a) w(r, z)cc (b) w(r, z)cc(shifted)
Figure 3.5 The function w(r, z)cc at fixed values of z (in A˚). The molecular area is Ac=361
A˚2. The figure on the right is the potential shifted by a constant Fα(z), as defined
in Eq. 3.11. Results are for divalent counterions at concentration 0.04M
53
Figure 3.6 The function nˆcc(z) (blue dashed line) for different molecular areas. Also shown
is the actual number density nDcc(z) (red solid line) obtained from simulation, as
well as nDcc(z) independently obtained from Eq. 3.9 (cyan markers). Counterions
are divalent and the bulk ion concentration is 0.02M.
Figure 3.7 The function nˆcc(z) (black diamond markers) for different molecular areas together
with the corresponding exponential fit (green solid line). Counterions are divalent
and the bulk ion concentration is 0.02M.
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Figure 3.8 Function wˆcc(r) for different molecular areas and divalent counterions at concen-
tration 0.02M. Each plot is shifted by a constant so that the value at the minimum
is the same for all molecular areas.
distribution as the product of two functions (Eq. 3.6) is cross-checked by comparing nDcc(z) as
computed from simulations, with the one computed from Eq. 3.9, which makes use of both
nˆcc(z) and wˆcc(r). As shown in Fig. 3.6 the results are, within the accuracy of simulations,
completely indistinguishable. As apparent, while nDcc(z) shows an obvious kink at z = σ, nˆcc(z)
is a smooth function, approximately described (for z ≤ aL/2) by a simple exponential
nˆcc(z) ∝ exp(− z
λRGC
) , (3.12)
where λRGC is a renormalized Gouy-Chapman length. As shown in Fig. 3.7, the exponential fit is
reasonable, but the figure hints at a more nuanced function. The name of λRGC as a renormalized
Gouy-Chapman length in Eq. 3.12 is motivated by the fact that the density distribution of an
isolated mobile charge near a constant electric field decays exponentially, with a decay length
given precisely by the actual Gouy-Chapman length. In fact, the values of λRGC depend linearly
on molecular area, see Fig. 3.7, as it is the case with λGC , but λ
R
GC is very sensitive to the bulk
ion concentration, as shown in Fig.3.10.
3.4.3 Beyond dilute concentrations, divalent ions
The analysis of dilute concentrations was extended to systems at higher divalent bulk ion
concentrations in the range 0.1-0.4M, where the Debye length becomes of the same order as
σ. Compared with the dilute case, the kink at z = σ in nDcc(z) becomes more pronounced
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(a) ncc(z) for different concentrations (b) ncc(z), nˆcc(z)
Figure 3.9 (a) Number density distribution nDcc(z) for different bulk concentration values. (b)
nDcc(z),nˆcc(z) and the corresponding exponential fit (Eq. 3.12) for n
b
cc = 0.21M.
The results are for divalent ions at molecular area Ac = 361A˚
2
Figure 3.10 The renormalized Gouy-Chapman length λRGC vs bulk ion concentration for di-
valent ions, molecular area Ac = 361A˚
2.
Figure 3.11 The function wRcc(r) for different divalent counterion concentrations at fixed molec-
ular area Ac=361A˚
2.
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(Fig.3.9(a)), resulting in a plateau for z < σ. An exponential decay is also found, but only for
z > σ.
Rather remarkably, the function wˆα(r) is, within the accuracy of the simulation, indepen-
dent of concentration, as shown in Fig.3.11. This provides clear evidence that wˆα(r) reflects a
universal property of the interface.
3.4.4 Deviations from perfect lattice with divalent counterions
The interfacial charges in the simulations discussed so far are arranged as an ideal square
lattice. However, situations where charges significantly deviate from a periodic structure are
quite relevant, for example, in describing a liquid. A random distribution can be achieved by
allowing each charge to be moved from its ideal position on a square lattice ~rp ≡ (x, y, 0) to a
new position ~r′p defined as
~r′p ≡ (x± δx, y ± δy, 0), where 0 ≤ δx ≤ d, 0 ≤ δy ≤ d (3.13)
where δx, δy are chosen as random numbers uniformly distributed within the allowed interval.
According to the Lindemann criteria, d = 0.1aL is the boundary between a solid and a liquid.
Simulations reported in this section correspond to d ≡ (0.1aL, 0.2aL, 0.3aL).
The wˆcc(r) function shows only slight deviations from the one corresponding to a perfect
lattice for the largest value of d only. The function nˆcc(z) is affected by the positional disorder
introduced by Eq. 3.13, particularly for the largest value of d, where deviations from the simple
exponential Eq. 3.12 are apparent, see Fig. 3.12(b).
3.4.5 Divalent ions with Van der Waals attraction
The case where charges have an additional Van Der Waals attraction is considered by using
a cut-off value as defined by (λ, v0) ≡ (3, 0), in the short range potential VSR (Eq 5.3). The
case of divalent ions with additional van der Waals attraction is again represented in terms of
a product of two functions, as defined by Eq. 3.6. Comparison between cases where Van der
Waals interactions are turned off and on are shown in Fig. 3.13(a). Both wˆcc(r) functions follow
very similar trends. The function nˆcc(z) however is not described by a simple exponential.
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(a) wˆcc(r) (b) nˆcc(z)
Figure 3.12 Disordered lattices, see Eq. 3.13, with divalent counterions (a) wˆcc(r) function for
different d values (b) nˆcc(z) for different d values. Results for divalent counterions
at Ac=361A˚
2,conc=0.02M.
(a) wˆcc(r) (b) nˆcc(z)
Figure 3.13 Systems with VdW attractions. (a) wˆcc(r) for a system with (λ = 3) and with-
out (λ = 1) VdW attraction. (b) ncc(z) for a system with and without VdW
attractions. Results for divalent counterions at Ac=361A˚
2 and conc=0.02M.
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(a) wˆcc(r) (b) nˆcc(z)
Figure 3.14 (a) Comparison of the different wˆcc(r) and (b) nˆcc(z) for different counte-
rion valence at molecular area Ac=361A˚
2 (and about the same bulk concen-
tration, 0.07-0.08M). The markers represent the calculated nˆcc(z) values and
solid lines represent the exponential fits. The corresponding λRGC values are
10.22A˚(monovalent),10.08A˚ (divalent),13.88A˚ (trivalent).
.
3.4.6 Trivalent counterions
In systems with trivalent counterions, the functions nˆcc(z) and wˆcc(r) are shown in Fig. 3.14
compared with their equivalent for monovalent and divalent ions at roughly the same concen-
tration. The function nˆcc(z) for trivalent ions show significant deviation from the simple expo-
nential Eq. 3.12 for z < σ. The function wˆcc(r) shows a more pronounced dip with increasing
valence, thus implying an enhancement of electrostatic correlations, see Fig. 3.14(a).
In all simulations performed (see Supplementary Material in Sect.4.1) trivalent counterion
systems exhibit charge inversion, some more pronounced than others. Effects related to charge
inversion will not be discussed further in this paper.
3.5 General Solution to the PDDL
The complete solution to the PDDL can be divided into three regimes, defined by aL > 3σ,
the large molecular area or plasma regime, σ < aL < 3σ, the small molecular area or binding
regime and aL < σ, the uniform regime. The plasma regime shows a density distribution
described by the product of the two functions in Eq. 3.6, and is indicative of counterions
forming a two dimensional strongly correlated liquid at the interface, while the binding regime
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is indicative of counterions localized in certain binding sites. Although descriptions in terms
of a two dimensional strongly correlated liquid have been introduced before[44], the plasma
describing the PDDL differ from the one component plasma, as clear below. The binding
regime has also been considered in Ref. [111] within some approximations that will be analyzed
further. The uniform regime describes the trivial case where interfacial charges are so close
that its discreteness becomes irrelevant.
3.5.1 Solution in the plasma regime (Large Molecular Area)
The number density distribution is expressed as a product of two functions (Eq. 3.6) for
z < aL/3, thus leading to a solution valid for all investigated molecular areas, concentrations,
counterion valence, arrangement of interfacial charges or specific ion interactions defined by
ncc(r, z) =
 nˆcc(z) exp
[
− wˆcc(r)kBT
]
for z < zmatch
Diffuse Layer (DL) for z ≥ zmatch
(3.14)
The function nˆcc(z) is approximately described by a simple exponential (Eq. 3.12), but for
divalent ions at large concentrations, trivalent ions and disordered systems a slightly more
complex form is found. At this point, we could not find a transparent interpretation of nˆcc(z)
based on a simple physical description. We will return to this point in the conclusions. The
function wˆcc(r) represents the lateral correlations of ions within the immediate layer near the
charged interface, and it can be given a clear interpretation, leading to a rigorous determination
from simple models, as described in Subsect 3.5.1.1. The description of the diffuse layer within
PB theory is the simpler choice, but in some cases becomes inadequate and more refined
models, such as the HNC[108, 63] are needed. The point where both descriptions match zmatch
is estimated from zmatch ∼ aL/3, as this is where the electric field of a discrete system becomes
equivalent to a uniform distribution[59]. For monovalent ions, however, zmatch can be chosen
closer to the interface (than aL/3), as discussed in Subsect. 3.5.1.2.
3.5.1.1 Physical Interpretation of wˆα(r)
The function wˆα(r) is obtained from numerical simulations as the master curve from shifted
wcc(r, z), see for example Fig. 3.3 or Fig. 3.5. In Fig. 3.8, the function has been plotted for
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Figure 3.15 A representation of the two dimensional one component plasma in a fixed square
lattice, OCPFL model, characterized by em given by ratio of mobile charges (red
spheres) to fixed charges (gray spheres).
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Figure 3.16 Comparison of the potential of mean force of the 2d OCPFL (markers ,, o, .)
against wˆcc(r)(blue solid line). The results are for divalent ions at molecular area
Ac = 361A˚
2. (em is the ratio of mobile/fixed charges, see Fig. 3.15).
different molecular areas showing universality at short distances. Also, from Fig. 3.11, wˆα(r)
is independent of concentration.
The interpretation of wˆα(r) as encoding lateral correlations can be made completely trans-
parent by considering the potential of mean force of a two dimensional one component plasma
in a fixed lattice (OCPFL) of molecular area Ac. This model, shown in Fig. 3.15, consists
of mobile ions of valence q interacting with charges at fixed positions. The mobile ions are
restricted to the plane defined by the interfacial charges and interact with a three-dimensional
Coulomb potential and a short-range potential described by VSR, see Eq. 5.3. The OCPFL
model includes a parameter em (see Fig. 3.15), which is the ratio of mobile to fixed charges
(charge neutrality is imposed by adding a uniform background, as it is done in the standard
one component plasma[66]). The potential of mean force for the OCPFL is, with great accu-
racy, independent of em, which in turn, implies that correlations among mobile counterions are
subleading to the ones among fixed and mobile ions.
The agreement between the function wˆα(r) and the potential of mean force computed
from the OCPFL (see Fig. 3.15) is exact within the accuracy of the numerical results for all
cases studied: Divalent counterions (Fig. 3.16), monovalent ions (Fig. 3.17(a)), deviations from
perfect lattice (Fig. 3.17(b)), inclusion of VdW attraction (Fig. 3.18(a)) and trivalent ions
(Fig. 3.18(b))).
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(a) OCPFL,monovalent (b) OCPFL,divalent deformed
Figure 3.17 Comparison of the potential of mean force of the 2d OCPFL (markers ,, o)
against wˆcc(r)(blue solid line) for (a) monovalent (b) divalent ions with deformed
lattice, at molecular area Ac = 361A˚
2.(em is the ratio of mobile/fixed charges,
see Fig. 3.15).
(a) OCPFL,divalent VdW attraction (b) OCPFL,trivalent
Figure 3.18 Comparison of the potential of mean force of the 2d OCPFL (markers ,, o)
against wˆcc(r)(blue solid line) for (a) divalent with VdW attraction (b) trivalent
ions, at molecular area Ac = 361A˚
2.(em is the ratio of mobile/fixed charges, see
Fig. 3.15).
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Figure 3.19 Potential of mean force for a OCPFL model, see Fig. 3.15, where particles interact
via a Yukawa potential. The filled  markers are simulation results, solid lines
are the approximation given by Eq. 3.15. The wˆ(r) function is shown in magenta
(o markers).Case of monovalent counterions at molecular area Ac = 100A˚2.
In order to establish to what extent the function wˆα(r) encodes long range effects, an
OCPFL model where instead of a standard Coulomb potential, the ions interact through a
Yukawa potential with decay length rd, was considered. Here, the decay length is voided of
any physical content and it is just a convenient parameter interpolating between a short-range
potential (for rd << aL) and a long-range potential for (rd → ∞). If the potential of mean
force for the OCPFL is dominated by local interactions, it can be approximated as
wY u(r) ≈ kBT qαqβlB
r
exp(−r/rd) + VSR(r) , (3.15)
As shown in Fig. 3.19, for short-range potentials (large decay lengths rd/aL ≥), this approxi-
mation describes very accurately the simulation data, but it starts to fail as the decay length
becomes larger (of the order rd/aL ∼ 2). As rd/aL >> 1, simulation data becomes indistin-
guishable from wˆcc(r). In this way, it is established that the function wˆα(r) is dominated by
long-range, many body correlation effects.
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(a) Ac=100A˚
2, PB (b) Ac=361A˚
2, PB
Figure 3.20 The counterion distribution ncc(z) (red markers) and the Poisson Boltzmann
distribution (blue) for the monovalent counterion systems. As described in sec-
tion 3.5.1.2, zmatch ≈ σ.
3.5.1.2 The diffuse layer
The ion distribution within the diffuse layer is described by an equivalent ion distribution
next to a uniformly charged plane with a surface charge defined by Gauss law, i.e.
νequiv =
qI
Ac
+ qcc
ˆ z=zmatch
z=0
dznDcc(z) +
+ qco
ˆ z=zmatch
z=0
dznDco(z) , (3.16)
in addition, the continuity in the number density as computed for z > zmatch and z < zmatch
must also be met. The matching point zmatch is given by aL/3, as this point defines the
minimum distance where the electric field of the discrete interfacial charges is indistinguishable
from a uniform distribution, as discussed in Ref. [59]. We now investigate this in more detail.
Results for monovalent ions are shown in Fig. 3.20, and the diffuse layer is accurately
described by PB theory. In fact, for all cases analyzed, it was found that, with almost negligible
error, zmatch ≈ σ, that is, the diffuse layer is only one counterion diameter away from the plane
z = 0, see Fig. 3.1, which is possible because wˆcc(r) for r > σ is almost a constant function,
i.e. electrostatic correlations are weak, as it follows from Eq. 3.6.
The case of divalent ions shows a diffuse layer that begins at zmatch ≈ aL/3, as shown in
Fig. 3.21. Contrary to the case with monovalent ions, zmatch is larger than σ, and the counterion
distribution for z < zmatch described by Eq. 3.6, reflects a genuine effect due to the discreteness
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(a) Ac=361A˚
2, PB (b) Ac=501A˚
2, PB
Figure 3.21 The counterion distribution ncc(z) (red markers) and the Diffuse Layer (DL)
distribution (blue), which is described by PB as discussed in the main text, for
divalent counterion systems, with zmatch ≈ aL/3. (For a magnified plot showing
the difference between the PB predictions and results from simulation for the
region σ < z < aL/3, see supplementary material in Sect. 4.2)
of the interfacial charges, as it is not reproduced by any uniform distribution. Although clear
from Fig. 3.21, an additional plot provided in the supplementary material Sect.4.2 makes this
point more obvious.
Because for z ≥ zmatch exact uniform distributions are precisely described by PB theory
(see supplementary material for details in Sect.4.3), the diffuse layer within the plasma regime
can be described by PB theory, except at the smaller molecular areas 100 < Ac . 200A˚2, where
PB theory becomes somewhat inaccurate. Similar inaccuracies occur in the binding regime, so
we refer there for further details on this case.
3.5.2 The binding regime
The binding regime is defined by aL < 3σ and it is characterized by zmatch ≈ σ. As shown
in Fig. 3.22(a), the number density of counterions shows a dependence on azimuthal angle θ,
and counterions are found with higher probability along the shortest path separating the two
interfacial charges, see Fig. 3.22(b), indicative of a binding site.
The description of the DL presents some difficulties; The obvious choice would consist of
a uniform distribution defined at zmatch = σ with a surface charge defined by Eq. 3.16, yet,
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(a) (b) (c)
(d)
Figure 3.22 (a) Number density distribution ncc as a function of r for different values of
the azimuth coordinate θ ranging from 0 to pi/4. Case of divalent counterions
at concentration 0.08M (Ac = 40A˚
2) (b) Counterion density ncc(x, y, z = 0)
around an interfacial charge for the same case as in (a), as a function of cartesian
coordinates x,y (counterion density increases from dark to light shades of brown).
(c) Ac=70A˚
2 and (d) Ac=100A˚
2, counterion distribution nDcc(z) (red markers) and
the counterion distribution for the case of a uniformly charged interface (blue)
for the divalent counterion systems. As described in section 3.5.2, zmatch ≈ σ.
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(a) (b)
Figure 3.23 Results for Ac=70A˚
2 (concentration 0.047M) (a) Counterion distribution nDcc(z)
(red markers) and the counterion distribution for the case of a uniformly charged
interface (blue dashed line) for the divalent counterion systems. Result for the
uniform surface charge simulation with ν0=νequiv is also shown (green) (b) Cor-
responding ν values as a function of z.
as shown in Fig. 3.23(a) such approximation leads to dramatic errors; This is indicative of
strong correlations among counterions at z < σ and z > σ, as the source of error arises from
smoothing the counterions at z < σ by a continuum distribution, i.e. neglect of discreteness
within the Stern layer. A satisfactory description of the DL however, is possible by considering
the counterion distribution from a uniform surface charge of ν0 = −e/Ac, and then shifting
the z = 0 plane by an amount zshift such that the surface charge at z = zmatch(= σ) satisfies
Eq. 3.16 (see Fig. 3.23). As shown in Fig. 3.22(c) and Fig. 3.22(d), such approximation provides
an exact (within numerical errors) description of the diffuse layer for z ≥ zmatch(= σ).
3.6 Conclusions
3.6.1 Summary
We have provided an general solution to the problem of determining the counterion/coion
distributions near a plane consisting of discrete charges (PDDL model, see Fig. 3.1). The
solution is summarized in Fig. 3.24 and is parameterized by the ratio aL/σ, where σ is the
charge diameter and aL the average separation of the charges at the interface. There are
basically three regimes; the Plasma regime aL > 3σ consists of a distribution defined as a
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Figure 3.24 Summary of the results. DL is the Diffuse Layer (description provided in main
text).
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product of two functions (see Eq. 3.6) – wˆα(r) corresponds to a 2d model (see Fig. 3.15) and
nˆ(z) to a decay function (see Fig. 3.7), followed by, a diffuse layer basically consistent with the
PB theory. The Binding regime σ < aL < 3σ, consists of a Stern layer whose thickness is given
by the diameter of the counterion and a diffuse layer strongly correlated to the Stern layer.
The uniform regime for aL < σ is described by a standard diffuse layer.
The proposed solution is completely general, as it describes counterion multivalency (Fig. 3.6),
inclusion of Van Der Waals attractions (Fig. 3.18), interfacial disordered positions (Fig. 3.17)
within the plane at any electrolyte concentrations (Fig. 3.11) below 0.4M. At higher concen-
trations, oscillations in the density distribution are expected[63, 62], but this case has not been
investigated in this paper.
The results presented show that the common approach of dividing a generic interface into
a Stern Layer, where counterions are strongly interacting, and a diffuse layer, which at least
for dilute concentrations can be described within PB theory, is only valid for monovalent
counterions and becomes grossly inaccurate for divalent counterions at any surface charge
and electrolyte concentration: At low surface charge (high molecular area) because the effects
of charge discreteness extend up to a distance of aL/3, while at high surface charge (small
molecular area), counterions within the diffuse layer are strongly correlated with the ones
within the Stern layer, thus negating any approximation where the Stern layer is approximated
as a uniform surface charge. The differences between the osmotic pressure of a plane with
discrete and uniform charges discussed in [106, 107] is in agreement with these findings.
3.6.2 Outlook
The solution described by Eq. 3.24 reproduces the MD simulations with remarkable precision
(1% or less). Still, it remains a challenge to develop subsequent analytical and/or numerical
approaches that address the following two questions:
1. Rigorous characterization of the nˆα(z) function (in the plasma regime).
2. Analytical expressions interpolating the partial solutions at matching points.
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Although a simple exponential with a renormalized Gouy-Chapman length describes nˆα(z) for
most of the simulations, this is an empirical expression, in contrast with the transparent inter-
pretation provided for the wˆα(r) function, which allows to compute it from simpler models (the
OCPFL model). It remains as a future challenge to provide a more rigorous characterization
for nˆα(z). In this paper, we assumed that the complete solution is an interpolation of partial
solutions, which match (together with derivatives) at a single point. Clearly, the interpolation
will require a determination of smoother interpolating functions. Overall, our results hint to
an underlying well defined expansion whose nature has yet to be clarified.
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3.A Description of the PDDL in Terms of Bjerrum Pairing
Figure 3.25 The radial potential of mean force wRα (r) for counterions (left) and coions (right).
The blue markers represent simulation results and the red solid line is calculated
using Eq. 3.18. Results are for divalent ions at Ac = 361A˚
2 at concentration
0.026M.
Strongly correlated systems can be alternatively described in terms of binding constants,
calculated from Bjerrum theory, which encode the short-range correlations, complemented with
a description of the long-range effects that can be done within PB theory. Such approach has
been extremely successful to describe the case of ionic criticality, see Ref. [104] for example.
Extensions of this ideas for the PDDL have also been presented[59].
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Recently, Calero and Faraudo [58] have shown that the radial potential of mean force wRcc(r)
and wRco(r) is well described by the simple Bjerrum theory
wRcc(r)
kBT
= qccq0
lB
r
+ w0 , (3.17)
for r . aL/3, where w0 is a constant, independent of r but sensitive to electrolyte concentration.
This is illustrated in Fig. 3.25, which uses a slightly more accurate version of the previous
equation
wRcc(r)
kBT
= VSR(r) + qccq0
lB
r
+ w0 , (3.18)
where VSR is the short range potential, as defined in Eq. 6.1. This expression implies, within
numerical errors, that the radial potential of mean force is a short-ranged function, as it is
only dependent on the interaction of the counterion to its nearest interfacial charge. On the
other hand, wRcc(r) is related to wˆcc(r), which as extensively discussed, cannot be expressed as a
local function, see Fig. 3.16 and the subsequent discussion, through Eq. 3.8. Furthermore, the
distribution beyond the interfacial charges is not well described by PB theory in any situation.
Still, the description within a Bjerrum approach offers significant advantages and, based on
the good agreement of simulations with Eq. 3.18, it may provide a reasonable approximation
to the free energy in relevant situations. A detailed investigation of these issues will be left for
subsequent work.
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CHAPTER 4. SUPPLEMENTARY MATERIAL : GENERAL
SOLUTION TO THE ELECTRIC DOUBLE LAYER WITH DISCRETE
INTERFACIAL CHARGES
4.1 Discrete Interfacial Charge Systems
The parameters used in the simulations are listed in Table 6.1. The interaction potential is
implemented using the pair style lj/cut/coul/long.
Table 4.1 MD parameters simulation
hline Parameter Value
Lennard Jones
epsilon(LJ) 1 kcal/mol
sigma(σLJ) 3.0 A˚
rcut( rcutLJ) 3.0 A˚
Coulomb (Ewald summation)
cut-off 100 A˚
precision 1e−4
Reflecting walls in z direction
zlo -0.1 A˚
zhi (varying) Lz+0.1A˚
Ensemble
Integrator nvt
Temperature 300 K
Relaxation Constant 100fs
Equilibration Run # of steps @ time-step 3× 105@5.0fs
Production Run # of steps @ time-step 4× 105@5.0fs
Simulations with Yukawa potential were carried out using the parameters listed in Table 6.1
except that the interaction potential is implemented using the pair style lj/cut/coul/debye. The
coulombic term, in this case, has an additional exponential damping factor exp(-r/rd), where
the values of rd can be varied to control the strength of the electrostatic interactions.
The interfacial charge qI and the coion charge qco were set to -1e. The counterion ion
charge qcc was set to 1,2 or 3 for simulations of 1:1,2:1,3:1 electrolytes respectively. Periodic
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Table 4.2 Simulations for Monovalent Counterions (1:1 electrolyte)
Ac (A˚
2) Ncc Nic Nco zhiA˚ cBM λ
R
GC
100 1400 1250 150 100 0.07 2.87
361 2000 1250 750 100 0.08 10.22
501.76 2500 1250 1250 90 0.09 16.15
Table 4.3 Simulations for Divalent Counterions (2:1 electrolyte)
Ac (A˚
2) Ncc Nic Nco zhiA˚ cBM λ
R
GC
70 3000 2500 3500 50 0.099 1.55
100 700 1250 150 100 0.022 2.12
100 800 1250 350 100 0.049 2.20
100 1000 1250 750 100 0.103 2.36
200 750 1250 250 80 0.026 4.04
361 800 1250 350 71 0.026 7.53
361 1000 1250 750 71 0.045 9.02
361 1250 1250 1250 71 0.07 10.07
361 1500 1250 1750 71 0.096 11.45
361 2650 1250 4050 71 0.21 18.59
361 4000 1250 6750 90 0.28 23.65
361 5000 1250 8750 90 0.38 33.38
501.76 1000 1250 750 150 0.015 10.63
501.76 1000 1250 750 90 0.026 11.65
501.76 1500 1250 1750 90 0.056 14.36
boundary conditions were applied to the x and y directions. The movement of the ions along
the z direction is restricted by two reflecting walls one placed at zlo, and the other at zhi. These
walls ensure that the ions have access only to one side of the interface as is the case in many
real systems whose properties this model aims to predict.
These simulations were carried out for different molecular areas Ac, where Ac=a
2
L, as well
as for different number of counterions and coions in order to model different electrolyte con-
centrations. Tables 4.2, 4.3, 4.4 list simulation details for the different cases.
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Table 4.4 Simulations forTrivalent Counterions (3:1 electrolyte)
Ac (A˚
2) Ncc Nic Nco zhiA˚ cBM λ
R
GC
70 2400 2500 2300 50 0.106 1.47
100 500 1250 250 100 0.018 1.85
100 600 1250 550 100 0.043 2.00
100 800 1250 1150 100 0.092 2.28
361 800 1250 1150 100 0.026 10.19
361 800 1250 1150 71 0.036 11.06
361 1000 1250 1750 71 0.056 12.75
361 1000 1250 1750 60 0.065 13.88
501.76 700 1250 850 90 0.016 13.81
501.76 800 1250 1150 90 0.021 15.13
501.76 1000 1250 1750 90 0.034 17.71
4.2 Comparison of Uniformly Charged Interface Simulations with PB
Theory
The uniform surface charge simulations were carried out for the systems listed in the table
4.3. The uniform surface charge was generated by placing the interfacial charges in a plane
z = −3aL and z = zhi+ 3aL while restricting the mobile ions to the region 0 ≤ z ≤ zhi.
In case of divalent systems with aL > 3σ, (here σ is the diameter of the ions), the results
from the uniform simulation and the predictions from the PB theory ((Fig. 4.1(c), 4.1(d)), are
indistinguishable for z > aL/3. The diffuse layer (DL) for these systems is the region z > aL/3,
and so the PB description can be used to describe the DL in this case.
For systems with small values of aL, (aL < 3σ), the PB theory cannot be used to describe
the counterion distribution for the uniformly charged interface simulations. The results from
the simulation differ from the PB predictions for all z (Fig. 4.1(a), 4.1(b)).
4.3 Effect of Discreteness of the Interface for the Divalent Counterion
Systems Extends Beyond Stern Layer
The counterion density distribution in the plasma regime (aL > 3σ), for the divalent coun-
terion systems shows an intermediate region between the Stern layer (z ≤ σ) and the diffuse
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(a) Ac=70A˚
2 (b) Ac=100A˚
2
(c) Ac=361A˚
2 (d) Ac=501.76A˚
2
Figure 4.1 (color online). The counterion distribution ncc(z) for uniform charge simulations
(red markers) and the corresponding Poisson Boltzmann distribution (blue) for the
divalent counterion systems. (only counterion distributions are shown)
layer (DL) which in this case begins at z = aL/3. As shown in Fig. 4.2, neither the Poisson
Boltzmann (PB) theory nor the the results from uniform simulation can reproduce this region
satisfactorily. The three (PB, uniform and discrete interfacial charge systems) are indistin-
guishable in the region z > aL/3. However for z < aL/3 the difference between the predictions
from PB or the uniform simulations and the results from discrete simulation is significant.
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Figure 4.2 (color online). The counterion distribution ncc(z) for discrete charge simula-
tions (red markers), the corresponding uniform charge simulation (cyan dashed
lines), and Poisson Boltzmann distribution (blue) for divalent counterion system
at Ac=361A˚
2.
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CHAPTER 5. SEPARATION OF THE STERN AND DIFFUSE LAYER
IN COARSE-GRAINED MODELS ; THE CASE OF PHOSPHATIDYL
SERINE, PHOSPHATIDIC ACID AND PIP2 MONOLAYERS
A paper submitted to the Journal of Chemical Physics
Sweta Vangaveti and Alex Travesset
5.1 Abstract
We present a rigorous description on how to separate the Stern and diffuse layer in general
systems into two regions that can be analyzed separately. The Stern layer can be described in
terms of Bjerrum pairing and the diffuse layer in terms of Poisson-Boltzmann theory (mono-
valent) or Strong coupling theory plus a slowly decaying tail (divalent). We consider three
anionic phospholipids: Phosphatidyl Serine (PS), Phosphatidic acid (PA) and Phosphatidyli-
nositol(4,5)bisphosphate (PIP2), which we describe within a minimal coarse-grained model as
a function of ionic concentration. The case of mixed lipid systems is also considered, which
shows a high level of binding cooperativity as a function of PIP2 localization. Implications for
existing experimental systems of lipid heterogeneities are also discussed.
5.2 Introduction
For long, cell membranes, were considered to be passive barriers that merely protect the
cellular contents they enclose. In recent years, several studies have revealed their active role in
many processes such as signal transduction, cell to cell communication just to name a few [11].
As concrete examples, the production and depletion of phosphatidic acid is associated with
functions like apoptosis in plants [112] or managing the cell’s response to biotic and abiotic
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stresses [113]. Phosphatidyl serine initiates blood coagulation and regulates cell death [114].
Phosphoinositides serve as second messengers in signal transduction pathways [115], activate
several ion channels [116] and also serve as signaling lipids.
Critical for membrane function is the lateral heterogeneity of lipids within cell membranes.
Lipid clustering is observed to depend on cholesterol concentration [117]. An observation
more relevant to this paper is that lipid organization can result from electrostatic interac-
tions. MARCKS or even a simple polybasic peptide can create and maintain clusters of PIP2
(Phosphatidylinositol-4, 5-bisphospate) within the membrane [23, 24, 25, 26], which can be
explained by a combination of electrostatic and hydrogen bonds [27, 28, 29, 30, 31]. Recently,
experiments on supported lipid monolayers by Levental and colleagues have shown that clus-
tering is observed at normal PIP2 (≈ 0.1 mol %) and high calcium levels (1mM) [32]. Wang et
al [21] observed the clustering of PIP2 molecules into 40nm domains at physiological concen-
trations of calcium and high PIP2 concentration (≈ 10 mol %). In a more recent study using
spectroscopic techniques, Sarmento et al [33] showed that PIP2 forms smaller domains (≈ 15
PIP2 molecules) at physiological concentration of both calcium and PIP2.
The aim of this paper is to characterize non-specific electrostatic effects as inducing lipid
clustering. The traditional approach when studying the interaction of a charged surface with an
electrolyte is to use the Poisson Boltzmann (PB) theory [41]. However, in lipid membranes, the
inherent discreteness of the charged surface cannot be ignored. Molecular dynamic simulations
show a substantial effect on the ion distribution arising from the discreteness of the interface
[58, 118]. The interactions of the ions with the interfacial charges in these simulations is
approximately described by a Bjerrum pairing model as proposed in [59], see also[60]. The
level of discreteness is also important. In Ref. [119], a single particle model of PIP2 (with a
charge -4e) has been used to show the clustering of PIP2 within different pH environments as a
function of PIP2 mol fractions. However, the extended structure of a PIP2 molecule introduces
additional screening effects which a single particle model may not appropriately capture. The
high surface charge density for a single particle model for example, distorts to a great extent the
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ion distribution within the Stern and diffuse layer (refer supplementary material in Sect.6.2).
A previous study with a simpler model [111] has shown that the absorption of monovalent
and divalent ions to a membrane can be attributed purely to the electrostatic interactions be-
tween the ions and the membrane. The simple model treated lipids as a single particle with
an equivalent charge (SPEC)[118]. In this paper, we go beyond this description and introduce
a minimal model of the lipids where the single particle in the SPEC model is replaced by the
simplest structure of different lipid headgroups. The interaction of the membrane with an
electrolyte is extensively studied for three lipids - Phosphatidylserine (PS), Phosphatidic acid
(PA) and Phosphatidylinositol-4, 5-bisphospate (PIP2).
5.3 Model Description
The three anionic lipids that are the focus of this study are glycerophospholipids or phos-
phoglycerides. These lipids contain a glycerol phosphate backbone, that connects a hydrophilic
head group to a hydrophobic tail. A reduced structure of the lipids is used in this study as
shown in Fig. 5.1. The hydrophobic tail that makes up the bulk of a lipid structure does not
interact with the aqueous environment, surrounding the cell, and hence is omitted. Hydrogen
atoms are not included as separate atoms in any of the structures.
The specifics of each of the three phospholipids (PS, PA, PIP2) are discussed below:
(i) Phosphatidyl Serine (PS) consists of a serine group as its head-group . There are three
charge centers in this headgroup arising from the phosphate group in the glycerol phosphate
backbone (pKa ≈ 1), the amino group on serine (pKa = 9.8) and the carboxyl group on ser-
ine(pKa = 3.6). [92]. This gives the PS group a net charge of -1e. (Fig. 5.1(a))
(ii) Phosphatidic acid (PA), consists of a phosphate group as the head-group. The charge on
a PA group varies between -1e and -2e depending on the number of oxygens in the phosphoryl
group that are deprotonated. The extent of deprotonation is controlled primarily by the pH.
[120] (Fig. 5.1(b)).
(iii) Phosphatidylinositol-4,5-bisphosphate or PtdIns(4,5)P2 (PIP2) belongs to the family of
phosphatidylinositol. It has phosphorylations on the 4th and the 5th position on the inositol
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(a) PS (b) PA (c) PIP2
(d) Cross sectional view
Figure 5.1 (Color online) (a)-(c) Headgroup structure of phospholipids used in this
paper - Phosphatidylserine (PS), Phosphatidic acid (PA), Phosphatidylinosi-
tol-(4,5)-bisphosphate (PIP2) (d) Cross sectional view of the simulation box.
Atom marked with a red circle in each case represents the baseatom.
81
ring. The charge on PIP2 varies between -3e and -5e depending on its environment and its
interaction with proteins [121] (Fig. 5.1(c)).
In this study, a charge of -1e, -1e and -4e is assigned to PS, PA and PIP2 respectively.
A monolayer of lipids is constructed using a specified number of lipid headgroups that are
arranged such that each lipid occupies an area Ac, in the x-y plane. The baseatom of each
headgroup is marked in Fig. 5.1. This atom lies in the z=0 plane. Typical size of the systems
consists of 10x10 = 100 lipids in the monolayer. Results of simulations with larger (25x25)
systems were usually indistinguishable from the (10x10) systems. Results of smaller systems
showed some deviations arising from their finite size. The electrolyte in contact with the mono-
layer has Ncc counterions (charge qcc) and Nco coions (charge qco). In bulk, the concentration of
these ions is nbα (α = cc, co for counterions and coions respectively) and satisfies the neutrality
condition
∑2
α=1 qαn
b
α = 0.
5.4 Notations and Terminology
This section includes definitions of frequently used terms in the context of the paper.
nα(x,y,z): The primary observable in the simulations is the number density of the ions nα(x,y,z)
given by
nα(x, y, z) = Σ
Nα
i 〈δ(x− xi)δ(y − yi)δ(z − zi)〉 (5.1)
where α = cc, co for counterions and coions respectively and Nα is the total number of ions of
type α. The ion concentration along one of the coordinates is obtained by averaging over the
other two. In this paper, ion concentration refers to the number density of the ions along z,
nα(z), averaged over x and y coordinates (unless stated otherwise).
Stern layer refers to the region of the simulated system which is in close proximity to the
lipid monolayers. Given that Zlip is the z-coordinate of the atom farthest from the baseatom at
z=0, the stern layer refers to the region z = 0 to Zstern where Zstern = (Zlip + rc) . rc = 2
1/6σ,
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where σ is the diameter of the counterions (as shown in Fig. 5.1(d)). The values of Zstern for
the three lipids are tabulated in table 5.1.
νavg : The charge on the Stern layer surface is a result of the contributions of the interfa-
cial charges and the counterions and coions present within the Stern layer. The average surface
charge at the Stern layer (νavg) for a simulation can be calculated as
νavg =
qic
Ac
+
∑
α qα
´ ZStern
z=0
´ tsim
t=0 nα(z, t)dz dt
tsim
(5.2)
where qic is the charge from the interface groups and α=cc,co; nα(z, t) represents the density
of counterions and coions at a particular z averaged over the other two coordinates at time t,
tsim is the total time of the simulation.
Stern surface : A plane parallel to the xy plane at z = Zstern. It marks the end of the
Stern layer and the beginning of the diffuse layer.
Four different types of simulations were considered (see Fig. 5.2) , which are described as
follows:
Type IA simulations: These simulations are set up according to the description in section
5.3 & 5.5. The phospholipids are arranged in the monolayer in a gel phase. The lipid head-
groups are packed using PACKMOL [122] to generate monolayers of each kind of lipid with the
condition that the baseatom in each case is restricted to the z=0 plane. The rest of the lipid
structure extends in the same side of the z=0 plane.
Type IB simulations: These simulations are the same as Type IA simulations, except that
the phospholipids are arranged in the monolayer in a crystalline phase. The lipid head groups
are arranged such that each lipid occupies the lattice site of a square lattice (area=Ac). The
separation between adjacent baseatoms of the lipid structure is given by aL(=
√
Ac), the lattice
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Table 5.1 Region defined as the Stern layer for different lipids
Lipid Zlip(A˚) Zstern(A˚)
PA 0.5 0 to 3.8
PS 7.2 0 to 10.5
PIP2 8.2 0 to 11.5
constant.
Type II simulations: These simulations simulate the Stern layer only, while the diffuse layer
is substituted by a uniform electric field. To carry out these simulations, first the average
number of counterions and coions that reside in the Stern layer at any instant, is calculated
for a corresponding Type IB simulation run. The number of coions is small and hence ignored.
The calculated number of counterions are placed randomly within the Stern layer. The coun-
terions are mobile, but restricted to the Stern layer. A uniform background charge is added to
maintain charge neutrality.
Type III simulations: This type consists of simulations of the diffuse layer only keeping the
Stern configuration fixed. A representative snapshot from the Type IB simulation having a
Stern layer surface charge of ν = νavg (Eq. 5.2) is chosen. A simulation is set up such that the
Stern layer of the chosen snapshot is frozen i.e. all atoms and ions within the Stern layer are
fixed. The number of mobile ions in the diffuse layer is adjusted to maintain the same bulk ion
concentration as that of the corresponding complete simulation (type IB). A reflecting wall is
placed at the Stern surface to prevent the mobile ions from entering the Stern layer.
Type IV simulations: This is a variation of type III simulations. The diffuse layer is simu-
lated keeping the Stern layer frozen. The Stern layer configuration in this case is constructed
by placing a specified number of counterions at the identified binding sites of randomly chosen
lipids in the monolayer. The number of counterions is such that the net surface charge at the
Stern surface is equal to νavg from the corresponding type IB simulation.
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(a) typeI simulations (b) typeII simulations (Dif-
fuse layer replaced by a uni-
form electric field)
(c) typeIII simulations
(Frozen Stern layer)
(d) typeIV simulations
(Counterions placed at
binding sites in the frozen
Stern layer)
Figure 5.2 (Color online) Types of simulations. Grey areas indicate regions in the system
where particles are immobile (frozen regions). The counterions (red), coions
(green) and the atoms of the lipid group (grey) are shown in each case. Lipid
group atoms are immobile in all cases.
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5.5 Simulation Methods
We consider a system consisting of NI lipids, Ncc counterions and Nco co-ions. The finite
size of the ions is modeled as a short range interaction between the ions, which is of the
Lennard-Jones type
V (r) = 4LJ
[(σ
r
)12 − (σ
r
)6]
(5.3)
where the cut-off is rc = 2
1/6σ. The value of sigma used for all pairs of atoms in the lipid
headgroups is an average value of all the bond lengths between atoms in the lipid headgroup
σ = rlip = 1.5A˚. For all other interacting ion pairs it is σ=3A˚. The co-ions are monovalent (
qco = −1). Different counterion valencies, qcc = 1, 2, 3 were considered, out of which qcc = 2
was extensively studied. The charge on the interfacial groups varies depending on the lipid,
qic = −1 or −4. Water is modeled implicitly as a constant dielectric medium (dielectric con-
stant, r = 78).
The systems were investigated by molecular dynamic simulations using the LAMMPS package
(version 3 Feb 2013)[109]. The simulations were carried out in the canonical ensemble with
a Noose-Hoover thermostat with a temperature of T = 300K. The equations of motion were
solved with the Verlet algorithm. The system consists of a slab containing the electrolyte lim-
ited by two impenetrable planes perpendicular to the z-axis, modeled as reflecting walls on
either end of the simulation box. These walls prevent ions from moving behind the phospho-
lipid. The walls coincide with the planes containing the base atom of the lipid headgroup on
both sides of the simulation box. This mimics the hydrophobic environment of a real phospho-
lipid membrane.
The system is periodic in the x and y directions but not in the z direction. The electrostatic
interactions were computed the PPPM method. We considered simulations with molecular
areas Ac=70, 100, 361A˚2 as well as different concentrations. A complete list of simulations as
well as the technical details necessary to reproduce them can be found in the supplementary
material in Sect.6.1. The systems were equilibrated by monitoring typical observables such as
the energy, density and the diffusion coefficient. A typical equilibration run took of the order
of 2·105 time steps and production runs involved 5·105 time steps, although larger data sets
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(a) (b) PS (0.07M) (c) PA (0.05M)
(d) PIP2 (0.03M)
Figure 5.3 (Color online) (a) Crystalline vs gel phase (b)-(d) Plot of ncc(z) and nco(z), ion
distributions for perfect lattice (green) and distorted lattice (red). These results
were checked for Ac= 70, 100, 361A˚2. Results for Ac=70A˚2 and 2:1 electrolyte
are shown. The concentration of the electrolyte and Stern layer boundary (black
dashed line) indicated in each case.
were collected in particular cases.
5.6 Results
5.6.1 Arrangement of lipids within the monolayer : crystalline vs gel phase
The effect of lipid arrangement within the monolayer on the ion distribution was studied
by comparing type IA and type IB simulations (Fig. 5.3(a)). The ion distribution for both
cases is compared in Fig. 5.3((b)-(d)). The results for the two sets of simulations in each case
show some differences in the Stern region but become indistinguishable within the diffuse layer.
Differences in the Stern layer are expected because the ion distributions are influenced by the
arrangement of lipids. However, the energy and the number of mobile ions in the Stern layer
for both cases was approximately the same (differences ≈ 0.1kJ/mol in total energy). Since
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either arrangement does not influence the ion profile in the diffuse layer or the number of ions
in the Stern layer, for the ease of analysis, the crystalline phase is chosen over the gel phase,
for the remainder of this paper, without any loss of generality.
5.6.2 Decoupling the Stern and the diffuse layer
The ion distribution from a full simulation (type I) can be entirely reproduced by two sep-
arate simulations, one of the Stern layer (type II) and the other of the diffuse layer (type III)
as diagramatically represented in Fig. 5.4(a). This was tested for both 1:1 and 2:1 electrolytes.
The ion profile for a type II simulation (Fig. 5.4, blue), is in excellent agreement with the
ion distribution of the Stern layer in the corresponding type IB simulation (Fig. 5.4, green).
This implies that the counterion/lipid interaction is not affected by the ion distribution in the
diffuse layer.
The results from a type III simulation ( Fig. 5.4, red) show that a frozen Stern configuration
with ν = νavg, is sufficient to reproduce the ion distribution observed in the diffuse layer for a
full (type I) simulation. The dynamics of mobile ions within the Stern layer does not affect the
ion distribution in the diffuse layer. This allows the Stern and the diffuse layer to be discussed
independent of each other, sharing a common boundary at the Stern surface.
5.6.3 Stern layer analysis
The distribution of counterions in the Stern layer was further analyzed to identify the
counterion binding sites. The number of binding sites per lipid (Fig. 5.5) were identified by
counting the number of bound counterions per lipid at any instant. An ion within the Stern
layer is considered bound to the ith lipid at a given time if
− aL/2 < x− xbi < aL/2 ; −aL/2 < y − ybi < aL/2 ;
z < Zstern (5.4)
where (x, y, z) are the coordinates of the counterion and (xbi, ybi) are the x and y coorindates
of the base atom of the ith lipid.
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(a) (b) PS, divalent,0.07M (c) PS,monovalent, 0.05M
(d) PA,divalent,0.05M (e) PA,monovalent, 0.05M (f) PIP2, divalent,0.07M
Figure 5.4 (Color online) (a) Diagramatic representation of decoupling of Stern and diffuse
layer. (b)-(f) Ion distribution comparison of the typeIB simulation (green) with
the corresponding typeII (red) and typeIII simulations (blue) for Ac=70A˚2. The
concentration of the electrolyte and Stern layer boundary (black dashed line) in-
dicated in each case.
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Figure 5.5 (Color online) Number of bound divalent counterions per lipid for Ac=70A˚2, 2:1
electrolyte (observed for bulk ion concentrations in range 0.02 to 0.1M).
The binding sites were then characterized based on the location of the bound counterion with
respect to the associated lipid. Cylindrical coordinates are used to characterize the binding
sites. The (ρ, z, θ) for the binding sites were determined as follows : (i) In each case the peaks
in the ncc(z) distribution (zpeak) were used to identify possible z coordinates where counterions
reside. These peaks correspond to the negative charge centers within the lipid headgroup. (ii)
For all counterions in the band zpeak± δz , the ρ values are calculated with respect to a chosen
reference atoms, with ρmax= aL/2 (beyond this point the counterion would be considered
associated with the adjacent lipid). The reference atom in each case is chosen as an atom
whose z coordinate is closest to the zpeak. (iii) The counterions which lie within ρpeak ± ∆ρ
were then used to calculate the angle θ with respect to a reference bond. The chosen reference
atom is at one end of the reference bond.
The results from type IB simulations for molecular area 70 and 100A˚2 were used to identify
the binding sites for divalent counterions for each of the three phospholipids. The binding sites
of divalent counterions, determined for each lipid are shown in Fig. 5.6. The reference atom
(grey) and the reference bond (red) are marked in each case.
It has already been shown that the dynamics of the ions in the Stern layer does not affect the
distribution within the diffuse layer (see section 5.6.2). Considering that the counterions reside
in well defined binding sites, a Stern layer configuration built by placing the counterions at
the binding sites should be equivalent to a frozen snapshot of the Stern layer obtained from a
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(a) PS (b) PA (c) PIP2
Figure 5.6 (Color online) Binding sites of divalent counterions identified for each lipid. The
coordinates (ρ, z, θ) for each binding site with respect to the reference atom (grey
sphere) and reference bond (red) is indicated in each case.
type IB simulation. To confirm this, a type IV simulation was set up such that the number
of counterions in the Stern layer match the average number of counterions within the Stern
layer for the corresponding type IB simulation. The ion distribution in the diffuse layer shows
remarkable agreement to the corresponding type IB simulation (Fig. 5.7). No coions are placed
in the Stern layer. This causes minor differences in the coion distribution close to the Stern
surface, but does not have a significant effect on the overall ion distribution in the diffuse
layer. Also the internal energy of the Stern layer configuration used for the type IV simulations
matches the average Stern layer energy of the type IB simulation within error (0.5kBT).
5.6.4 Diffuse layer analysis
The diffuse layer starts at z = Zstern. In case of monovalent counterions i.e. a 1:1 elec-
trolyte, the ion distribution in the diffuse layer can be described using a Poisson Boltzmann
(PB) distribution with a surface charge ν = νavg (Fig. 5.8).
In case of systems with divalent counterions i.e. a 2:1 electrolyte, however, the diffuse layer
distribution does not conform to the PB theory. At comparable surface charges, the exact ion
distribution for a 2:1 electrolyte interacting with a uniformly charged interface showed relatively
minor deviations from the PB theory (see supplementary material in Sect.6.3). The deviation
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(a) PS,Ac=70A˚2,nbcc=0.07M (b) PA,Ac=70A˚
2,nbcc=0.05M
(c) PIP2,Ac=70A˚2,nbcc=0.07M
Figure 5.7 (Color online) Plot of ncc(z) and nco(z),Ac=70A˚
2. Ion distributions for full simu-
lation (type IB) in green, and ion distribution for the case where the Stern layer
was built by placing counterions at the binding sites (Type IV simulations) in blue.
The Stern layer boundary is indicated by the black (dashed) line.
(a) PS,nbcc=0.05M (b) PA,n
b
cc=0.05M (c) PIP2,n
b
cc=0.02M
Figure 5.8 (Color online) Plot of ncc(z) and nco(z),Ac=70A˚
2 for 1:1 electrolyte. Comparison
of ion distribution in the diffuse layer for typeIB simulation (green) with Poisson
Boltzmann distribution (red). The Stern surface is indicated by the black (dashed)
line.
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from PB theory for the diffuse layer distribution in the simulations should thus be attributed
to the non-uniform surface charge density at the Stern surface. It was indeed found that the
region of the diffuse layer in proximity of the Stern surface is decribed by a number distribution
ncc(x, y, z), given by
ncc,calc(x, y, z) = n0e
−qccφI(x,y,z)/kBT (5.5)
where φI(x, y, z) is the bare potential at point (x, y, z), that is the potential due to the inter-
facial charges only. Interfacial charges include all charges within the Stern layer (i.e. charges
on lipids and the bound counterions). The potential φI(x, y, z) and ncc,calc(z) were calculated
as described in detail in the supplementary material in Sect.6.4. Results shown in Fig. 5.9.
It was found that these calculations correctly predict ion distributions in the region ZStern to
ZStern + ∆z. ∆z ranges from 1 or 1.5A˚, depending on the molecular area Ac and the bulk ion
concentration.
The trailing end of the diffuse layer is described well by the ion distribution from the SPEC
model (as shown in Fig. 5.9, black markers). The results from SPEC simulations are shifted
in each case, such that the surface charge νavg(ZStern + ∆z) from the lipid monolayer simula-
tions coincides with that of the SPEC model simulations. The charge on the SPEC particles
interfacial charge in case of the SPEC simulations is −1e/Ac for PS and PA, and −4e/Ac for
PIP2.
5.6.5 Mixed lipid monolayers
The effect of ionic concentration in clustering of PIP2 is studied by considering the number
of bound counterions as a function of PIP2 concentration. A mixed lipid layer configuration of
PS and PIP2 was generated by starting with a pure PS monolayer from type IB simulations.
A specified percent of the molecules were then replaced by PIP2. Both clustered and dispersed
arrangement of PIP2 molecules within the PS monolayer (Fig. 5.10(a)-(b)), were tested for
different PIP2 and bulk ion concentrations. The decoupling of the Stern and diffuse layer as
described for pure lipid monolayers also extends to mixed lipid layers as shown in Fig. 5.10(c)-
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(a) PS,nbcc= 0.06M (b) PS,n
b
cc=0.07M (c) PA,n
b
cc=0.05M
(d) PA,nbcc=0.09M (e) PIP2,n
b
cc=0.03M (f) PIP2,n
b
cc=0.05M
Figure 5.9 (Color online) Plot of ncc(z) and nco(z),Ac=70A˚
2, 2:1 electrolyte. Comparison of
ion distribution in the diffuse layer for typeIB simulation (green) with prediction
from potential calculations (red) and ion distribution from the SPEC model (black
markers). The Stern surface is indicated by the black (dashed) line
(d)).
The number of counterions bound to each lipid in the monolayer were identified using the
criteria in Eq. 5.4. The fraction of counterions bound per lipid (for lipid type ν=all, PS or
PIP2) is then calculated as :
fcc,ν =
´ tsim
t=0 Ncc,νdt
tsimNI,ν
(5.6)
where Ncc,ν is the total number of counterions bound to lipid type ν, tsim is the total time of
simulation and NI,ν is the total number of lipids in the monolayer of type ν.
The number of bound counterions does not show significant differences for bulk ion con-
centrations in the range 0.005-0.1M (refer supplementary material in 6.5). For a given value of
PIP2 and bulk ion concentration, the total number of counterions in the Stern layer is the same
for both a clustered or dispersed configuration. The binding location of counterions, however,
is strongly influenced by the clustering of PIPs. As clear from Fig. 5.11(a)-(b), there is a coop-
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(a) PIP2 clustered con-
figuration
(b) PIP2,dispersed con-
figuration
(c) (d)
Figure 5.10 (Color online) (a) Clustered and (b) dispersed configuration of mixed monolayers
(PS (green), PIP2 (gray)). (c) - (d): Ion distribution comparison of the full(type
IB) simulation (green) with a corresponding frozen snapshot (typeIII) simulation
(red) and (type II) simulation of the Stern layer (blue) for Ac=70A˚2. (10 % PIP2)
for clustered and dispersed configurations respectively.
erative effect in enhancing binding of PIPs at the expense of PS when PIPs are clustered, while
the binding fraction is approximately the same when PIPs are dispersed. The internal energy
of the Stern layer is lower in case of the clustered configuration for a given PIP2 concentration
(Fig. 5.11(c)), suggesting that the system prefers the clustered state over the dispersed state
at this bulk ion concentration.
5.7 Conclusion
We have shown how to separate the Stern and diffuse layer into two independent entities
that can be analyzed separately. We have provided a minimal coarse grained model for three
anionic phospholipids, Phosphatidylserine (PS), Phosphatidic acid (PA) and Phosphatidyli-
nositol(4,5)bisphosphate (PIP2), thus enabling a description of the Stern layer in terms of a
Bjerrum pairing theory [59]. The diffuse layer is described by Poisson-Boltzmann (monovalent
ions) [35] or by strong coupling theory [69] followed by a SPEC model [118] tail, as summarized
in Fig. 5.12.
The description in terms of Bjerrum pairing allows to build the Stern layer by placing the
counterions at the identified binding sites, without any error in the the ion distribution in the
diffuse layer. The discreteness of the interfacial lipids becomes crucial for divalent counterions,
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(a) Clustered (b) Dispersed
(c)
Figure 5.11 (Color online) (a)-(b) Number of bound ions per lipid as a function of PIP2 % for
the same bulk ion concentration 0.02M. Results for (a) clustered configuration and
(b) dispersed configuration. (c) Difference in internal energy of the Stern layer
(Ustern) for the two configurations, ∆Ustern=Ustern,cluster-Ustern,disperse. (Ustern
values for the clustered (×) and dispersed (©) configuration are shown in the
inset plot.)
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Figure 5.12 Summary of results
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where PB breaks down and where clustering of PIPs results in preferential binding. The ion
profiles in the region of the diffuse layer in close proximity of the Stern surface (1 to 1.5A˚)
for divalent counterions, depend on the bare potential of the surface as predicted by strong
coupling theory [69], see Fig. 5.9. The predictions of strong coupling, however, do not extend
to the remaining of the distribution, but rather, there is a tail, which is difficult to capture with
analytical theories, as extensively described in Ref. [118]. The results presented are specific to
three lipids, but extending these results to other lipids should be straightforward as long as the
head group structure of the lipid is known.
Binding of Ca2+ to PS bilayers has been studied using all atom molecular dynamic sim-
ulations [123], showing site specific binding of the ions to PS head groups. The results from
these all atom simulations show that calcium ions reside in the negative charge center created
by the two carboxyl oxygens in the serine group, which is one of the binding sites predicted
within the coarse-grained models presented here. For PIP2, the binding sites for Ca2+ ions
have been analysed using all atom simulations in [124]. According to their simulations, the
Ca2+ ions bind to the lipid at a distance of 2A˚ from the oxygens on the two phosphate groups
on the inositol ring. The binding site as predicted from our coarse grained simulations is also
equidistant from the two closest oxygen atoms on the phosphate groups (at a distance of ≈
3.4A˚). One of the reasons for the difference in binding distance could be the implicit solvent
used in our model. Overall, the coarse-grained model presented in this paper represents very
well the binding sites of lipid monolayers for small surface area per lipid.
Our studies show that ions within the Stern layer are described in terms of binding theory
which is described by classical electrostatics, thus providing a more rigorous validation of our
previous model, [111] where binding was described in terms of electrostatic binding constants
that are predicted from Bjerrum theory [59]. In Ref. [111] the diffuse layer was described
within PB theory, but the simulations reported in this paper show a more nuanced scenario in
terms of strong coupling theory [69] and a SPEC [118] tail. Still, the very good agreement of
the results in Ref.[111] with reported experimental binding constants such as [125, 91], shows
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that PB theory may still provide an approximate description of the free energy of the diffuse
layer that may be appropriate for semi-quantitative descriptions.
For divalent concentrations 0.005-0.1M, and PIP2 % in the range 10-80 %, the results within
this model predict a preferential binding of divalent ions to clustered PIPs, with a decrease of
internal energy of 0.4-0.7kBT per site. Given that the total number of bound counterions is the
same (and thus, it only depends on the overall surface charge of the Stern layer) in a clustered
and dispersed configuration, the binding entropy of the bound ions is roughly the same, and
therefore, there is a decrease of free energy given by 0.4-0.7kBT per site.
In summary, our results report a rigorous way to separate the Stern and Diffuse layers so
that they can be described independently. The Stern layer can be described simply in terms of
Bjerrum pairing or with more sophisticated simulations, which could even include for example,
all atom descriptions with explicit water or even polarizable models. Since those simulations are
basically two dimensional, they are readily affordable with modern day computational resources.
The diffuse layer can be described with simple electrostatic models with implicit solvent, or for
qualitative or semi-quantitative analysis, can be described by PB theory, despite the limitations
of this theory to accurately reproduce ionic distributions. As a concrete application, we have
discussed the clustering of PIP2 depedending on calcium ion concentration. We will elaborate
further in subsequent publications.
Acknowledgments We are indebted to Monica H. Lamm for discussions as well as for
providing us with computer facilities. This work is supported by NSF through the grant
CAREER DMR-0748475.
99
CHAPTER 6. SUPPLEMENTARY MATERIAL : SEPARATION OF
THE STERN AND DIFFUSE LAYER IN COARSE-GRAINED MODELS ;
THE CASE OF PHOSPHATIDYL SERINE, PHOSPHATIDIC ACID AND
PIP2 MONOLAYERS
6.1 Simulation Variables and Parameters for Lipid Monolayers
The parameters used in the simulations are listed in Table 6.1. The interaction potential is
implemented using the pair style lj/cut/coul/long.
Table 6.1 MD parameters simulation
Parameter Value
Lennard Jones
epsilon(LJ) 1 kcal/mol
sigma(σLJ) 3.0 A˚
rcut( rcutLJ) 3.3 A˚
Coulomb (pppm)
cut-off 40 A˚
precision 1e−5
Reflecting walls in z direction
zlo -0.1 A˚
zhi (varying) Lz+0.1A˚
Ensemble
Integrator nvt
Temperature 300 K
Relaxation Constant 100fs
Equilibration Run # of steps @ time-step 3× 105@5.0fs
Production Run # of steps @ time-step 4× 105@5.0fs
6.1.1 Phosphatidyl serine
Data table for full simulations of Phosphatidyl Serine (PS) monolayers for 1:1 and 2:1
electrolytes. (Table 6.2 & 6.3).
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Table 6.2 Simulations for Phosphatidyl Serine (1:1 electrolyte)
Ac (A˚
2) Ncc Nic zhiA˚7 cBM
70 250 100 300 0.05
70 300 100 150 0.20
Table 6.3 Simulations for Phosphatidyl Serine (2:1 electrolyte)
Ac (A˚
2) Ncc Nic zhiA˚ cBM
70 120 100 200 0.026
70 200 100 400 0.063
70 200 100 350 0.071
100 150 100 300 0.030
100 150 100 215 0.044
100 160 100 150 0.073
361 200 100 200 0.025
361 300 100 200 0.047
361 400 100 200 0.071
6.1.2 Phosphatidic acid
Data table for full simulations of Phosphatidic Acis (PA) monolayers for 1:1 and 2:1 elec-
trolytes. (Table 6.4 & 6.5)
Table 6.4 Simulations for Phosphatidic Acid (1:1 electrolyte)
Ac (A˚
2) Ncc Nic zhiA˚7 cBM
70 250 100 280 0.054
6.1.3 Phosphatidylinositol 4 5-bisphosphate
Data table for full simulations of Phosphatidylinositol 4 5-bisphosphate (PIP2) monolayers
for 1:1 and 2:1 electrolytes. (Table 6.6 & 6.7)
6.1.4 Mixed lipid simulations (PS, PIP2)
Data table for full simulations of mixed lipid monolayers containing PS and PIP2 for 2:1
electrolytes (Table 6.8). The simulations were performed for different fractions of PIP2 in the
monolayer both for dispersed and clustered configurations as explained in the main text.
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Table 6.5 Simulations for Phosphatidic Acid (2:1 electrolyte)
Ac (A˚
2) Ncc Nic zhiA˚7 cBM
70 700 1259 120 0.033
70 800 1250 150 0.046
70 900 1250 120 0.093
100 700 1250 100 0.033
100 800 1250 100 0.050
100 1000 1250 110 0.096
361 1000 1250 75 0.042
361 400 100 200 0.071
Table 6.6 Simulations for PIP2 (1:1 electrolyte)
Ac (A˚
2) Ncc Nic zhiA˚7 cBM
70 850 100 800 0.023
6.2 Effect of Lipid Structure of Ion Distribution
Iion distributions for a 2:1 electrolyte interacting with a charged monolayer are compared
for (i) A monolayer built using a single particle with equivalent charge (SPEC) model (ii) A
monolayer built using the lipid headgroup structure (in this case PIP2). At the same bulk ion
concentration the distributions are substantially different (refer Fig. 6.2).
Table 6.7 Simulations for PIP2 (2:1 electrolyte)
Ac (A˚
2) Ncc Nic zhiA˚ cBM
70 425 100 200 0.033
70 425 100 150 0.046
70 425 100 100 0.074
100 425 100 150 0.032
100 425 100 100 0.050
100 450 100 100 0.101
361 500 100 150 0.033
361 500 100 100 0.049
361 500 100 70 0.073
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Table 6.8 Simulations for PS:PIP2 (2:1 electrolyte)
Ac (A˚
2) Ncc NPIP2 NPS zhiA˚ cBM
70 250 10 90 300 0.10
70 150 10 90 300 0.02
70 165 20 80 300 0.005
70 175 20 80 300 0.01
70 180 20 80 300 0.02
70 250 20 80 300 0.088
70 210 30 70 300 0.02
70 240 40 60 300 0.02
70 270 50 50 300 0.02
70 300 60 40 300 0.02
70 330 70 30 300 0.02
70 345 80 20 300 0.005
70 350 80 20 300 0.01
70 370 80 20 300 0.02
70 450 80 20 300 0.1
70 390 90 10 300 0.02
Figure 6.1 Ion distribution for SPEC and PIP2 compared for Ac=70A˚2 and bulk ion concen-
tration 0.046M.
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6.3 Comparison of Uniform Charge Simulations and Poisson Boltzmann
For a surface charge density σ = −0.0029A˚2, and bulk ion concentration 0.03M, the ion
distribution from a uniformly charged interface agrees reasonably well with Poisson Boltzmann
(PB) predictions for divalent counterions. Minor deviations can be attributed to ion-ion corre-
lations, which are not incorporated in PB. (Fig. 6.3)
Figure 6.2
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6.4 Interfacial Potential and Number Density Calculations
If the value of the electrostatic potential φ(x, y, z) is known at every point, a number density
can be defined as
nα,calc(x, y, z) = n
b
αe
−qαφ(x,y,z)/kBT (6.1)
To compute the ion distribution in the diffuse layer for the lipid monolayer system using this
method, a fixed Stern layer configuration was chosen. For each z = Zstern, Zstern + δz, Zstern +
2δz and so on, the xy plane was divided into grids (grid spacing= 2A˚). The potential was
calculated at every grid point (φ
′
(x, y, z)). The number distribution along the z direction was
computed by averaging the same over the other two coordinates such that
ncc,calc(z) = n0
´ Lx
x=0
´ Ly
y=0 e
−qccφ′ (x,y,z)/kBTdx dy
Lx Ly
(6.2)
where Lx,Ly are lengths of the system in the x and y dimensions. The normalization constant
n0 is chosen to match the calculated density to the observed density of ions at the Stern surface
i.e. ( ncc,calc(Zstern) = ncc(Zstern) ). A uniform background charge was added in each case
to make the system charge neutral. This is done by placing a lattice of ions with appropriate
charge to neutralize the Stern layer, sufficiently far from the Stern layer such that the generated
electric field is uniform at the Stern surface. (If the baseatom of the lipid groups in the Stern
layer are at z = 0, the lattice of ions is placed at z ≥ 4aL).
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6.5 Number of Ions Bound as a Function of Concentration
The number of ions bound to PS and PIP2 as a function of bulk ion concentration. The
results do not vary as a function of concentration as is evident from Fig. 6.5.
Figure 6.3 (a) PIP2 % = 20%. textbf(b) PIP2 % = 80%. For each value of concentration,
the first two peaks are the number of bound ions per lipid for the clustered (Clu.)
configuration (blue for PIP2, cyan for PS) and the next two peaks are number of
bound ions per lipid for the dispersed configuration (yellow for PIP2 and brown
for PS).
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CHAPTER 7. CONCLUSION
The wide variety of vital cellular functions that membranes carry out by the lateral re-
organization and compartmentalization of its components has made them the new target for
understanding and treating the cause and propagation of several aging and metabolic disor-
ders (like Alzheimer’s, diabetes etc.) and viral and bacterial infections. Manipulating dietary
cholesterol levels in animals has been linked to alterations in microdomain structure and com-
position thus influencing their functions [126]. Thus being able to narrow down and evaluate
other parameters that affect microdomain structure would open the doors for several new tar-
gets that can be regulated to achieve the desired results. One such parameter is the interaction
of positive divalent ions and basic polypeptides with the highly charged anionic lipid PIP2.
Electrostatics induced clustering of anionic lipids has been identified as an important step in
signal transduction [127, 14]. In this study we have developed a coarse grained model for lipids
in order to study their interaction with surrounding electrolytes and predict the phase behavior
of lipid monolayers in the light of electrostatics.
Starting with a simple model as described in chapter 2, where the headgroup of Phos-
phatidyl serine, an anionic phospholipid is approximated as a single particle with equiva-
lent charge (SPEC model), it is shown that for monovalent and divalent ions like Na+, K+,
Ca2+,Ba2+, the interaction of electrolytes with the lipid monolayers can be described by elec-
trostatics. Based on the free energy values of the system (calculated as described in chapter
2), the configuration of the system under different conditions like varying ion concentrations,
pH and the counterion valence, is predicted. The configuration is determined by two variables
- fraction of deprotonated lipids (fAL) and the fraction of lipids with a bound counterion (fb).
Both these variables can be experimentally determined. The calculated values of fAL and fb,
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show remarkable agreement with the experimental results. The most important consequence
of this theoretical model is its ability to predict values of experimentally determined binding
constants for ion-lipid association.
In systems where the charges on the interface are close to each other, counterion binding to the
interfacial charges gives an accurate description of the Stern layer. This is the case for closely
packed anionic lipid monolayers. Such systems are described by the theoretical model discussed
above. However, when these anionic lipids are separated by membrane components like sterols,
zwitterionic lipids like Phosphatidyl choline etc. the systems correspond to a case where the
interfacial charges are separated by large distances leading to considerable movement of the
counterions within the Stern layer. Molecular dynamic simulations were utilized to explore this
regime in detail. The results from this set of simulations led to a general solution to the Planar
Discrete Double Layer (PDDL) model, which comprises of fixed charges on a plane in contact
with an electrolyte. The general approach when dealing with electric double layers is treating
the system as a combination of a Stern layer and a diffuse layer. It was observed that the same
approach could be extended to this system as well, with a displaced diffuse layer. Based on the
area occupied per lipid Ac, the analysis was divided into different regimes. (i) Binding Regime
: For small values of Ac, the picture that emerges from this study supports the one proposed in
[111] where the Stern layer is described by binding of counterions to surface charges. In case of
monovalent counterions the diffuse layer is described by the Poisson Boltzmann (PB) theory.
(ii) Plasma Regime : In case of large values of Ac, i.e. when lipids are farther apart, coun-
terion diffusion is evident within the Stern layer. The proposed solution in [118] provides an
expression to calculate the ion distribution in the Stern layer for both monovalent and divalent
counterions. In case of monovalent counterions, the diffuse layer starts at σ (the diameter of
the counterions) and is accurately described by PB theory. For divalent counterions, the effect
of discreteness of the interfacial charges extends the Stern layer to around
√
Ac/3. The ion
distribution beyond this point i.e. in the diffuse layer can be represented by PB theory.
So far, Phosphatidyl serine which is a monovalent phospholipid was approximated as a single
charge and we have a semi-analytical approach to predict ion distributions in such systems. In
order to extend the analysis to multivalent lipids like Phosphatidic acid and PIP2, for exam-
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ple, where subtleties arise from the higher valence and multiple binding sites, the effects of an
extended structure of the lipids would have to be examined.The final part of this study focused
on analyzing such systems by replacing SPEC with headgroup structures of different lipids
(chapter 5). It was observed that the structure and the charge on the headgroup together
dictate (i) the amount of charge in the Stern layer in equilibrium (ii) the extent to which the
diffuse layer is displaced from the impenetrable hydrophobic boundary of cell membranes. The
Stern layer and diffuse layer can be decoupled and treated independent of each other sharing
a common surface at the Stern boundary. The binding sites of divalent counterions predicted
from the results of these simulations to a good extent match those derived from experimen-
tal studies. Further, simulation results from mixed lipid monolayers of PS and PIP2 show
that divalent cations favor clustered PIP2 over dispersed PIP2 configurations. The internal
energy calculations indicate that, in the presence of divalent ions, same number of PIP2s when
grouped together in the monolayer form a more stable system than when they are farther apart.
In summary we have provided through this study a general solution for studying the inter-
action of discretely charged interfaces with electrolytes, keeping anionic phospholipids as the
primary focus. In both cases (SPEC and phospholipid monolayers) we have provided means
to predict the ion distribution in the Stern layer (an analytical expression in case of the SPEC
model and binding sites in case of phospholipid monolayers). The decoupling of the Stern and
the diffuse layer allows one to use the desired level of coarse-graining or detailing in each layer
to study a target process. As for the interactions governing the clustering of PIP2s, our model
supports the experimental findings - electrostatic interactions of PIP2 clusters with divalent
ions leads to a more stable system compared to the electrostatic interactions of dispersed PIP2s
with divalent ions.
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