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The adsorption of metal atoms on nanostructures, such as graphene and nanotubes, plays an
important role in catalysis, electronic doping, and tuning material properties. Quantum chemical
calculations permit the investigation of this process to discover desirable interactions and obtain
mechanistic insights into adsorbate behavior, of which the binding strength is a central quantity.
However, binding strengths vary widely in the literature, even when using almost identical com-
putational methods. To address this issue, we investigate the adsorption of a variety of metals
onto graphene, carbon nanotubes, and boron nitride nanotubes. As is well-known, calculations on
periodic structures require a sufficiently large system size to remove interactions between periodic
images. Our results indicate that there are both direct and indirect mechanisms for this interaction,
where the latter can require even larger system sizes than typically employed. The magnitude and
distance of the effect depends on the electronic state of the substrate and the open- or closed-shell
nature of the adsorbate. For instance, insulating substrates (e.g., boron nitride nanotubes) show
essentially no dependence on system size, whereas metallic or semi-metallic systems can have a sub-
stantial effect due to the delocalized nature of the electronic states interacting with the adsorbate.
We derive a scaling relation for the length dependence with a representative tight-binding model.
These results demonstrate how to extrapolate the binding energies to the isolated-impurity limit.
Graphene, carbon nanotubes (CNTs), and boron ni-
tride nanotubes (BNNTs) have exceptional mechanical,
thermal, and electronic properties. These materials are
thus the subject of intense research. Adsorption studies
range from hydrogen and fluorine to metals of the 3d, 4d,
and 5d series [1–18]. Among the latter are many density
functional theory (DFT) studies examining the behavior
of single metal atoms. These, however, show variation in
the binding strengths up to several electron volts [5]. In
part, this is due to differences in the methods employed,
such as spin-polarized versus non-spin-polarized calcula-
tions, ultrasoft pseudo-potentials versus projector aug-
mented wave methods (PAWs), or the use of LDA versus
GGA exchange functionals. However, even studies em-
ploying almost identical techniques yield different results.
For example, comparing the investigations of Manadé et
al. [5], Pašti et al. [3] and Liu et al. [7] with respect to 3d
metal adsorption, which all employed the same compu-
tational package, the (GGA-PBE) exchange-correlation
functional, and PAWs, as well as a 4× 4 graphene super
cell, there are differences of up to 0.56 eV.
Here, we investigate the binding energy dependence
on the system size for various 3d metals on graphene,
CNTs, and BNNTs by means of DFT. We aim to iden-
tify the cell size required to obtain, or extrapolate to,
the isolated impurity limit, as well as understand related
sources of error. Upon examining several metals on in-
sulating, semiconducting, semi-metallic, and conducting
substrates, we observe a few classes of behavior. Some
combinations of metals and substrates yield a slow decay
or oscillatory behavior out to large system sizes. Other
combinations show little-to-no cell-size dependence, as is
consistently seen with metals on BNNTs. The use of
different isolated atom calculations can also influence re-
sults, as can the size of the vacuum gap. By examining
a one-dimensional tight-binding model, we demonstrate
Figure 1: Metal adsorption on a CNT. Within DFT cal-
culations, adsorbates “feel” their periodic images through both
direct (via free space) and indirect (via the substrate) inter-
actions. The latter can be substantial and have a long range.
that the decay in binding strength, including decay of
oscillations, behaves as the square of the inverse system
size. The algebraic decay behaves as the square of the in-
verse rather than just the inverse due to periodicity. This
scaling can be employed as a fitting form for more com-
plex DFT calculations. These results provide insight into
the adsorption behavior of metals on various substrates,
as well as the errors incurred in common computational
methods.
Methodology
We employ spin-polarized DFT calculations using the
Vienna Ab initio Simulation Package (VASP) [19] and
the PAW method [20] with the Perdew-Burke-Ernzerhof
Generalized-Gradient Approximation (PBE-GGA) func-
tional [21]. All structures are relaxed until the total
energy converges to within 10−4 eV during the self-
consistent loop, with forces converged to 0.1 eV/nm.
After extensive convergence testing, the Brillouin zone
is sampled with a 1 × 1 × 2, 1 × 1 × 5, 1 × 1 × 10,
and 8 × 8 × 1 Monkhorst Pack mesh [22] for the (5,5)
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2BNNT, (8,0) CNT, (5,5) CNT, and graphene, respec-
tively. The only exception is Al in case of the (8,0) CNT
where a 1 × 1 × 7 mesh is being employed. An energy
cut-off of 450 eV is used for all calculations. Van der
Waals interactions are accounted for by means of the
Grimme (D2) scheme [23]. The valence electron configu-
ration for each metal considered are Al:2s22p1, Ti:3d34s1,
Fe:3d74s1, V:3p63d44s1, Ni:3d94s1, and Cu:3d104s. The
Methfessele-Paxton method with a smearing of 0.2 eV
width is choosen in case of metal adsorption to metal-
lic CNTs and graphene, whereas a Gaussian smearing of
0.02 eV is employed for semiconducting CNTs and insu-
lating BNNTs [31].
Prior to creating the super-cells for the adsorption
studies, the dimensions of each nanotube (NT) unit
cell and the graphene sheet are optimized. The ob-
tained parameter with respect to the growth direction
(c) of the nanotubes are: 0.252 nm for the (5,5) BNNT,
0.247 nm for the (5,5) CNT and 0.428 nm for the
(8,0) CNT, respectively. In the case of graphene, the
a and b lattice parameters are found to be 0.247 nm. In
all models, the vacuum layer of at least 1.5 nm is added in
a and b for the NTs and in c for graphene. To model the
clean and adsorbate-covered structures, nanotube system
sizes from 0.74 nm to 2.56 nm are used (for the (8,0)
CNT adsorbing Al, system sizes are up to 3.84 nm and
3.42 nm (Ti and V) respectively), while the di-
mensions of the graphene system size range from
0.74 nm × 0.74 nm to 2.47 nm × 2.47 nm. Table S1
(see supplementary material) lists the dimensions of nan-
otubes and graphene sheets in this work.
The binding energies, ∆E, for all systems are
∆E = ES − EX − EM , (1)
where ES is the total energy of the simulated system, EX
is the energy of the adsorbate free substrate (graphene,
CNT, or BNNT), and EM is the energy of the isolated
metal atom obtained at the gamma point in a cell identi-
cal or very close (in order to break symmetry) to the one
used for ES . Thus, for example, if ES is obtained from
a 3× 3 graphene super cell, so is EM .
We further employ a tight-binding (TB) Hamiltonian
for a system consisting of a lattice of n atoms, which rep-
resents a model for the nanotube/graphene sheet, where
each atom is a two-level system with degenerate orbitals.
The energy of each atomic level is set to zero. The atomic
orbitals of adjacent atoms overlap, introducing an elec-
tron hopping probability between them with coupling en-
ergy t. A single atom, represented by a single orbital, of
zero energy (εM = 0), couples to the first atom with
strength β. The resulting Hamiltonian Hˆn is a 2n + 1
square matrix of the form
Hˆn =[0]⊕ (An ⊗ T ) +M2n+1, (2)
where T is the orbital coupling matrix
T =t
[
1 1
1 1
]
, (3)
An is the adjacency matrix with {i, j} elements
[An]i,j =δi,j+1 + δi+1,j + δ1,iδn,j + δn,iδ1,j , (4)
and M2n+1 is the matrix for the metal-
nanotube/graphene interaction
[M2n+1]i,j =β(δ1,iδj,2 + δ1,iδj,3 + δ2,iδj,1 + δ3,iδj,1). (5)
Molecular orbital energies εk are a result of diagonal-
izing Hˆn. By setting β = 0, we recover the free sys-
tems (i.e., isolated impurities and pristine substrates).
The binding energy is therefore the difference between
the electronic energies of the bonded and unbonded sys-
tem. Ordering the set of eigenenergies {εk} such that
εk ≤ εk+1, the binding energy is
∑n+1
k=1 εk(β) −∑n+1
k=1 εk(β = 0), where the summation includes n elec-
trons for the substrate (half-filling) plus one electron from
the adatom.
Results and Discussion
Adsorption Sites. We study the adsorption of Al, Ti,
Fe, Ni, V, and Cu on graphene, CNTs, and BNNTs on
several adsorption sites to determine the most stable con-
figuration. In the case of graphene, these are the hollow
(H ), top (T ), and bridge (B) sites, representing adsorp-
tion in the center of a 6-fold carbon ring, on top of a car-
bon, and between two carbon atoms, respectively. For
adsorption on CNTs and BNNTs, we study the H site
and two different B sites (B1 and B2, BN1 and BN2
in case of BNNTs). These represent bridge sites run-
ning parallel to the growth direction (B1 / BN1) and a
neighboring bridge site (B2 / BN2) at an angle of 60◦
to the former with respect to the (8,0) CNT. For the
(5,5) CNTs (BNNTs) the B1 (BN1 ) site represents those
running perpendicular to the growth direction of the NT
with the B2 (BN 2) site neighboring the former at an
angle of 60◦.
Our data shows that, irrespective of the system size,
the preferred adsorption site remains the same, see
Table S2 (see supplementary material). However, we
do note small changes in the metal-carbon or metal-
boron/nitrogen bond length upon an increase in system
size. The adsorption sites here compare well with those
of earlier investigations [3, 5, 16].
General Considerations. In the following, we show
and discuss the changes in binding energy upon an in-
crease in system size, as well as the effect of the isolated
atom and inter-layer spacing (vacuum gap). In this re-
gard, the energy of the free atom EM , which might ap-
pear trivial, can have a significant impact on the bind-
ing strength. In many calculations, the adsorbate, a
single metal atom in our case, is simply placed in a
1 nm × 1 nm × 1 nm cell, or a small variation of this
to break the cubic symmetry. Not breaking the sym-
metry can lead to an incorrect estimation of the ground
state. This approach does work for many elements, but
for others, however, it fails. In our calculations, plac-
ing the metal atoms in the respective cells from the
actual adsorption study leads to errors in the ground
3state of several tenths of an electron volt for Al, Ti,
and V. In addition to this, one also needs to consider
the lateral separation of adatoms in the EX term in
Eq. (1). Employing a 4×4 supercell of graphene (roughly,
1 nm × 1 nm) with a 1 nm and 2 nm vacuum layer sep-
aration yields a difference in energy of 0.4 eV for Fe ad-
sorbing on the T site [32], whereas all other metals show
a difference of less than 0.05 eV. The change in energy
of the pure, adsorbate free graphene sheets is less than
0.03 eV in case of a 1 nm sheet separation, which is in
agreement with earlier results [5].
However, to prevent the interaction with the periodic
image, and to obtain a fully converged binding energy,
one needs to consider the adsorbate covered system to
determine the required cell size, since (i) the adsorbate
by itself requires a certain cell size and (ii) the structural
and electronic properties of the system will change due
to the introduction of the adatom, which can also require
the use of larger system cells. In some studies, a finite ad-
sorbate coverage might be of interest. However, to study
the adsorption of a single, isolated adsorbate, the system
needs to be large enough to prevent the interaction of
periodic images, regardless of whether the added atom is
adsorbed to the surface or free.
The effect of the free atom (essentially, direct interac-
tions) is clearly seen in Fig. 2, which gives the binding
energy versus the NT length or graphene sheet size. Here,
the different systems are represented by different colors,
whereas the binding energy is shown as squares and tri-
angles. The squares represent the binding energy from
the absolute ground state of the free atom (the free atom
in a cell large enough to prevent interactions with its pe-
riodic image) and the triangles represent results from the
free atom in the respective adsorption cell. The latter is
at times very small and thus results in significant inter-
actions of the atom with its periodic image. In case of
graphene, this is a stronger effect due to the fact that it
is a 2D material, while the NTs are 1D. Thus, the peri-
odic image is ‘felt’ from the x and y direction in graphene
while only in the z direction in case of the NTs, since one
can extend the vacuum gap in the other directions.
System Size and Metal Type. Examining the trend
of binding energy versus system size, Fig. 2, we note
the following: (i) that insulating systems are least af-
fected by the system size, whereas metallic systems –
the (5,5) CNT and graphene, which is turned into a
metallic system after metal atom adsorption – exhibit
the largest changes in ∆E. (ii) We do not achieve
full convergence – convergence to within the estimated
DFT error of 0.01 eV [33] – of the binding energy for
Ti, V, and Fe adsorbing to metallic substrates for sys-
tem sizes with linear dimension of greater than 2.4 nm.
(iii) For adsorption on the semiconducting (8,0) CNT,
there is a marginal but steady increase in the binding
energy for Al and a decrease for Ti and V up to roughly
2.7 nm. Further increasing the length of the system shows
that Al, Ti and V are actually converged at a 2.7 nm
length of the (8,0) CNT (not shown in Fig. 2). The ob-
servations (i) and (ii), together with the fact that free
atom calculations are fully converged for the larger cells
(see the overlap of square and triangle data points), indi-
cates that there is a quasi-long range interaction between
metal adsorbates and their periodic images. This inter-
action that proceeds through the substrate is strongest
through metallic substrates. We can thus distinguish be-
tween direct – i.e., through free space – and indirect –
i.e., through the substrate – mechanisms for adsorbate-
adsorbate interactions.
We note that Cu is an exception to observation (i),
with a binding energy that changes only as the sys-
tem size increases from ≈ 0.8 nm to ≈ 1 nm for the
(5,5) CNT and graphene. A possible explanation could
stem form the fact that Cu is the only d10 metal in our
study and has, together with Ni, the highest electroneg-
ativity among the metals we examine. Considering Ni in
this respect, it is not surprising that it shows only small
changes in ∆E for the metallic systems. Ni is a d9 metal,
unlike Cu. However, upon adsorption Ni’s 4s electron is
filling the d-band, while a small portion of its electron
density is donated to graphene due to the higher elec-
tronegativity of C compared to Ni. Ni’s d-band is thus
close to, but less than, full occupancy. One can therefore
assume a similar behavior with Cu. Indeed, Ni and Cu
show an almost identical behavior for adsorption to the
insulating (5,5) BNNT and semiconducting (8,0) CNT,
and are essentially converged above about 1.5 nm for the
metallic systems.
In contrast, Fe, Ti, and V, see Fig. 2d-f, show larger,
although still small, fluctuations in binding energy even
at the largest system sizes for the metallic systems. Fur-
ther increasing the cell dimension to 3 nm, reducing the
k-point spacing by a factor of three, employing a gamma
point centered grid or an uncentered grid, or eliminating
the small aliasing errors in VASP calculations (via suffi-
ciently high settings) all fail to reduce or eliminate these
fluctuations and trends. It is likely that these fluctua-
tions represent physical, Friedel-like oscillations, as they
appear in metals and semiconductors. Ti, Fe, and V all
have an open 3d shell, whereas Cu and adsorbed Ni are
d10 and nearly d10, respectively, which may be the un-
derlying cause of their different behavior.
We further note the existence of many local minima
close to the identified global minimum for large cells of
graphene with the adsorption of Cu, Ni, and Fe. In or-
der to identify the most stable adsorption site, a variety
of different geometries were tested around where we be-
lieve the global minima is situated. This could cause
oscillations in binding energies as well. However, upon
extensive testing, it seems unlikely to be responsible for
the oscillations seen for Fe, but it may be causing the
minute deviation of the last data points for Ni and Cu in
case of graphene and the (5,5) CNT respectively.
Next, we examine the tight-binding model of Fig. 3a.
This particular model has no direct adsorbate-adsorbate
interaction and thus allows us to examine solely the ef-
fect of indirect interactions. The size of the system is
proportional to the number n of atoms in the system.
Figure 3b,c shows that the binding energies converge for
4Figure 2: Binding energies versus system size. Here, the blue, purple, green, and red data points represent the insulating
(5,5) BNNT, semiconducting (8,0) CNT, zero-point semiconductor graphene, and the metallic (5,5) CNT, respectively. The
squares show the results using the absolute ground state energy of the free atoms, whereas the triangles represent the results
from the free atom in the respective adsorption size cells. A dotted line indicates fully converged DFT data, whereas dashed
lines indicate the extrapolated binding energy (numerical fitting to Eq. 8 in case of Al for the (5,5) CNT and graphene) or
averaged binding energy over the indicated data points (V, Fe, and Ti for graphene and the (5,5) CNT). In all cases, the shaded
area represents the error in the binding energy originating from the DFT calculations. The solid line represents a fit to the
scaling form in Eq. (8) from the TB model. In the determination of the fitting parameters, only data points for the longer
NT system sizes and larger graphene sheets are considered since Eq. (8) is the asymptotic expression for the binding energy,
see supplementary material. We estimate the error variance δE = +/−
√
σDFT 2 + σ2∆E∞ using the fitting error σ4E∞(see
Table S6 in the see supplementary material for more information). The estimated error in the DFT calculations
σDFT = 0.01 eV. In cases that use an average value for the binding energy, the error represents the maximal difference in
energy of the data points considered for averaging.
large system sizes, following an oscillatory pattern. Con-
vergence is faster when there is an energy gap, as seen
in Fig. 3d, where it is also seen that the oscillations are
more effectively damped. The latter behavior is qualita-
tively similar to much of the oscillatory behavior seen in
the DFT calculations. Moreover, how the system size is
increased can lead to a monotonic increase (n = 4k + 4
with k an integer) or decrease (n = 4k + 6) towards the
asymptotic (isolated impurity) limit. Thus, the range of
behavior given by DFT indicates intrinsic, physical be-
havior and not something particular to the method of
calculation.
For the tight-binding model in Fig. 3a, we can provide
an analytic estimate for the convergence with the cell
5c d
ba
Figure 3: Tight-binding model for metal-
nanotube/graphene binding energies. (a) A model
one-dimensional substrate consisting of a periodic lattice
of n two-level atoms, a nearest neighbor interaction t, and
adsorbate-substrate interaction β to the first atom in the
system only. (b) Binding energies versus the system length
n when the energy gap is zero, β = 1.2 eV, and t = 1.25 eV.
(c) Binding energies for the same parameters as in (b) but
for the system length taking only values n = 4k+6 (red) and
n = 4k + 4 (blue) with k an integer. (d) Binding energies
versus n when there is a energy gap 4 between the two
levels of 0.4 eV (but otherwise the parameters are the same
as in (b)), thus giving a representation of an insulating or
semiconducting system n.
length. From the exact energy eigenvalues and eigen-
states for the unbound system and taking the coupling
strength β as the perturbation parameter, the binding
energy versus n is
∆E =
(
β2
t
− β
4
8t3
)
× In, (6)
up to 4th order in β. In Eq. (6), the term In carries the
length dependence and is explicitly given by
In =
1
n
3n/4∑
k≥n/4
cos (2pik/n) , (7)
where we use the fact that the Fermi level is at half filling
[34]. We can show that In has the form of a Riemann
sum, and converges to −1/pi. As a result ∆E reaches the
asymptotic value as some power of 1/n [24]. Since the
system size linear dimension L is proportional to n, the
binding energy ∆E decays as
∆E(L) = ∆E(∞) + B
L2
, L→∞ (8)
where B is a coefficient that depends on the specific func-
tion in the Riemann sum (for more details see the supple-
mental material). This coefficient can be both positive
or negative (see Fig. 3c), and can also oscillate (but re-
main bounded so that the asymptotic decay is 1/L2 but
oscillatory). We emphasize that Eq. (8) describes the
asymptotic decay to the limit binding energy ∆E(∞)
and the exact dependence on L for smaller cells might be
different.
This decay and other tight-binding results are in qual-
itative agreement with the DFT results. Both show that
(i) a larger sheet or longer NT is required to obtain a
converged binding energy in case of a metallic system,
see the respective graphene and (5,5) CNT (green and
red data points, respectively) systems of Al, Cu, and
Ni in Fig. 2 a-c in comparison to Fig. 3c. (ii) Systems
with a band gap converge faster than their metallic coun-
terparts, see the (8,0) CNT (purple data points) and
(5,5) BNNT (blue data points) semiconducting and in-
sulating systems versus the metallic graphene and (5,5)
CNT systems (green and red data points, respectively) in
Fig. 2 in comparison to Fig. 3b versus 3d. (iii) The tight
binding model shows fluctuations in the binding energy
for metallic systems, see Fig. 3b and c, even at a larger
system size which we also note in case of graphene and
the (5,5) CNT for the open shell systems of Fe, Ti, and
V, see Fig. 2d-f. Thus we provide evidence that the fluc-
tuation noted for Ti, V, and Fe are real and do not stem
from particular choices of DFT parameters or methods.
In addition, the decay form, Eq. (8), gives a method
to scale finite-size results and extrapolate to the isolated
impurity limit. For example, Fig. 2 a shows Eq. (8) fit
to the binding energy decay for Al on the (5,5) CNT and
graphene (solid red and green lines respectively), along
with the value of ∆E(∞) and error bars from the respec-
tive DFT calculations. In principle, it is possible to em-
ploy Eq. (8) for all DFT results, including the oscillatory
behavior. However, the accessible range of length scales
due to computational resources and the estimated error
in DFT make fitting oscillatory B error-prone. There are
not enough data points and, even if there were, the decay
would put the value at finite L to within the error of our
DFT calculations (0.01 eV). We thus separate the DFT
results into three classes, ones with monotonic decay (Al
on the (5,5) CNT, graphene, and the (8,0) CNT, a well as
Ti and V on the (8,0) CNT), ones with rapid convergence
(Cu and Ni; and all metals on BNNTs), and those with
oscillatory behavior (Ti, V, and Fe on the (5,5) CNTs and
graphene). The first two classes can make use of the scal-
ing form, although the second class does not need it since
the result is effectively ∆E(∞), except for the smallest
cell sizes considered. Error bars for the cases are defined
in terms of the fit errors. For the third class, we propose
a heuristic method: take a range of the largest cell sizes
accessible (in our case, cells from 1 or 1.5 nm to 2.7 nm),
compute the average ∆E within that range, which aver-
ages over some of the oscillations, and use the standard
deviation to quantify the error. The isolated impurity
binding energies for all metals and systems is shown in
Table S3 (see supplementary material).
Conclusion
Our results demonstrate how binding energies can vary
even when similar methods are employed. We show that
significant errors can stem from the total energy of the
isolated atom and the vacuum gap. A less obvious error
6arises from the choice of the system size itself. Here one
usually ensures a distance of 1 nm between the periodic
images, which also represents the usual separation for
computing the total energy of isolated atoms. However,
indirect interactions can extend beyond this scale. This
effect depends on both the atom type and the underlying
electronic structure of the system, and some combina-
tions show significant variations while others do not.
These results provide a framework for calculating in-
teractions between isolated atoms and 1D/2D materi-
als that are crucial for applications in catalysis and
doping[25, 26], as well as the starting point to under-
stand interactions and diffusion in catalytic nanoparticle
morphological changes [27–30].
Supplementary Material
See supplementary material for a detailed derivation
of Eq. (8), the binding energies from 1D-tight binding
models, and the criteria for the numerical fittings.
Acknowledgments
We thank J. Elenewski and S. Sahu for helpful discus-
sions. C. R. and M. A. O. acknowledge the support under
the Cooperative Research Agreement between the Uni-
versity of Maryland and the National Institute of Stan-
dards and Technology Physical Measurements Labora-
tory, Award 70NANB14H209, through the University of
Maryland.
∗ Electronic address: mpz@nist.gov
[1] A. J. M. Giesbers, K. Uhlířová, M. Konečný, E. C. Peters,
M. Burghard, J. Aarts, and C. F. J. Flipse, Phys. Rev.
Lett. 111, 166101 (2013).
[2] X. Hong, K. Zou, B. Wang, S.-H. Cheng, and J. Zhu,
Phys. Rev. Lett. 108, 226602 (2012).
[3] I. A. Pašti, A. Jovanović, A. S. Dobrota, S. V. Mentus,
B. Johansson, and N. V. Skorodumova, Appl. Surf. Sci.
436, 433 (2018).
[4] N. Dimakis, F. A. Flor, A. Salgado, K. Adjibi, S. Vargas,
and J. Saenz, Appl. Surf. Sci. 421, 252 (2017).
[5] M. Manadé, F. Viñes, and F. Illas, Carbon 95, 525
(2015).
[6] B. F. Habenicht, D. Teng, L. Semidey-Flecha, D. S. Sholl,
and Y. Xu, Top. Catal. 57, 69 (2014).
[7] X. Liu, C. Z. Wang, M. Hupalo, W. C. Lu,
M. C. Tringides, Y. X. Yao, and K. M. Ho, Phys. Chem.
Chem. Phys. 14, 9157 (2012).
[8] H. Zhang, C. Lazo, S. Blügel, S. Heinze, and
Y. Mokrousov, Phys. Rev. Lett. 108, 056802 (2012).
[9] K. Nakada and A. Ishii, Solid State Commun. 151, 13
(2011).
[10] H. Valencia, A. Gil, and G. Frapper, J. Phys. Chem. C
114, 14141 (2010).
[11] M. Sargolzaei and F. Gudarzi, J. Appl. Phys. 110, 064303
(2011).
[12] J. Ding, Z. Qiao, W. Feng, Y. Yao, and Q. Niu, Phys.
Rev. B 84, 195444 (2011).
[13] E. J. G. Santos, D. Sánchez-Portal, and A. Ayuela, Phys.
Rev. B 81, 125433 (2010).
[14] V. Zólyomi, Á. Rusznyák, J. Kürti, and C. J. Lambert,
J. Phys. Chem. C 114, 18548 (2010).
[15] L. Hu, X. Hu, X. Wu, C. Du, Y. Dai, and J. Deng, Phys-
ica B 405, 3337 (2010).
[16] C. Rohmann, Q. Sun, and D. J. Searles, J. Phys. Chem.
C 120, 3509 (2016).
[17] J.-M. Zhang, S.-F. Wang, L.-Y. Chen, K.-W. Xu, and
V. Ji, Eur. Phys. J. B 76, 289 (2010).
[18] C. Rohmann, V. I. Yamakov, C. Park, C. Fay, M. Hankel,
and D. J. Searles, J. Phys. Chem. C (2018).
[19] G. Kresse and J. Furthmüller, Phys. Rev. B 54, 11169
(1996).
[20] G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 (1999).
[21] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev.
Lett. 77, 3865 (1996).
[22] H. J. Monkhorst and J. D. Pack, Phys. Rev. B 13, 5188
(1976).
[23] S. Grimme, J. Comput. Chem. 27, 1787 (2006).
[24] C. K. Chui, J. Approx. Theory 4, 279 (1971).
[25] G. G. Wildgoose, C. E. Banks, and R. G. Compton, Small
2, 182 (2006).
[26] Z. Mahdavifar and N. Abbasi, Physica E 56, 268 (2014).
[27] S. Helveg, C. López-Cartes, J. Sehested, P. L. Hansen,
B. S. Clausen, J. R. Rostrup-Nielsen, F. Abild-Pedersen,
and J. K. Nørskov, Nature 427, 426 (2004).
[28] M. Moseler, F. Cervantes-Sodi, S. Hofmann, G. Csányi,
and A. C. Ferrari, ACS Nano 4, 7587 (2010).
[29] E. Pigos, E. S. Penev, M. A. Ribas, R. Sharma, B. I.
Yakobson, and A. R. Harutyunyan, ACS Nano 5, 10096
(2011).
[30] P. A. Lin, B. Natarajan, M. Zwolak, and R. Sharma,
Nanoscale 10, 4528 (2018).
[31] Disclaimer: Certain commercial products are identified
in this paper in order to specify the theoretical proce-
dure adequately. Such identification is not intended to
imply recommendation or endorsement by the National
Institute of Standards and Technology nor is it intended
to imply that the software identified is necessarily the
best available for the type of work.
[32] We have chosen this example to illustrate the effect layer
spacing can have. While adsorption at the T site results
in the difference of 0.4 eV the adsorption at the H site
(most stable site) results in a difference of less than 0.05
eV, with respect to 1nm and 2nm layer spacing.
[33] We estimate the error in our DFT calculations by con-
ducting multiple test calculations with Al adsorbing to
graphene. A variety of different initial positions for Al
are tested. The error results from the largest difference
in binding strength of all structures where Al is found
at the H site (the preferred adsorptions site) after op-
timization. The largest difference is noted as 0.006 eV.
Therefore we estimate an error of 0.01 eV for all metals
and systems investigated.
[34] Note that the summation index k takes integer values
between n
4
and 3n
4
.
Supplementary Material – Metal adsorbate interactions and the convergence of
density functional calculations
Christoph Rohmann,1, 2 Maicol A. Ochoa,1, 2 and Michael Zwolak1, ∗
1Biophysics Group, Microsystems and Nanotechnology Division, Physical Measurement Laboratory,
National Institute of Standards and Technology, Gaithersburg, MD 20899, USA
2Maryland NanoCenter, University of Maryland, College Park, Maryland 20783, United States
(Dated: November 12, 2019)
I. SINGLE-ATOM BINDING ENERGIES FROM
DFT CALCULATIONS
CNT Length in c (nm)
(8,0) 0.427 0.854 1.281 1.708 2.135 2.562
(5,5) 0.741 0.988 1.235 1.482 1.729 1.976 2.223 2.470
BNNT Length in c (nm)
(5,5) 0.755 1.007 1.259 1.1511 1.763 2.014 2.266 2.518
Graphene Dimensions in a and b (nm)
0.740 0.987 1.234 1.481 1.728 1.974 2.221 2.468
Table S1: Cell parameters. The dimensions of the super
cells in direction c for the different nanotube lengths, as well
as in a and b for the width and length of the graphene sheet
are presented.
Metal/Systems Al Ti V Fe Ni Cu
Graphene H H H H H T
(5,5) CNT H H H H T B
(8,0) CNT H H H H B B
(5,5) BNNT BN1 H T BN1 T BN1
Table S2: Adsorption sites. The preferred adsorption sites
of the metals on the respective NTs and graphene with H,
T, and B indicating the adsorption to the hollow, top, and
bridge sites, respectively. The BN1 site represents a bridg-
ing position between N and B running perpendicular to the
growth direction of the BNNT. The T site adsorption in the
case of Ni and V adsorbing on the (5,5) BNNTs takes place
above a N atom.
Binding Energy (eV) Al Ti V Fe Ni Cu
Graphene -1.29 -1.91 -1.35 -1.05 -1.78 -0.52
(5,5) CNT -1.43 -2.11 -1.53 -1.12 -2.06 -0.76
(8,0) CNT -1.51 -2.38 -1.79 -1.11 -2.05 -0.89
(5,5) BNNT -0.64 -1.07 -0.91 -0.91 -1.52 -0.54
Table S3: Binding Energies. ∆EX(∞), for X = Al, Ti,
V, Fe, Ni, and Cu in different adsorbates (Graphene, CNT,
BNNT). These values are obtained from fully converged DFT
calculations by either fitting the data to the form in Eq. (8),
or by averaging over the energies for the largest systems em-
ployed. See Fig. 2 and the main text for additional details.
∗Electronic address: mpz@nist.gov
II. BINDING ENERGIES FROM 1D-TIGHT
BINDING MODELS
In this section we calculate the binding energy for the
tight-binding model in Fig. 3, reported within the main
text in Eq. (6). In summary, starting from the eigen-
values and eigenvectors for the periodic 1D-lattice, we
calculate the energy for metal-nanotube system utilizing
perturbation theory, where the metal-nanotube coupling
strength β is taken as the perturbation parameter.
First, we consider a simple model consisting of n single
levels, tunneling constant t, and Hamiltonian
[Hˆn]i,j = t(δi,j+1 + δi+1,j + δi,1δj,n + δi,nδj,1). (S1)
The system is periodic and consequently the Hamilto-
nian is invariant under discrete space translations. This
also implies that each eigenvector |αl〉 – that we find
by solving the eigenvalue equation Hˆn|αl〉 = αl|αl〉 for
l = 1, . . . , n – is periodic. Thus, the unnormalized com-
plex eigenvector is
|αl〉 = (ei 2pin l, ei 4pin l, . . . , ei 2pikn l, . . . , ei
2pi(n−1)
n l, 1)T , (S2)
and from the eigenvalue equation we obtain the relation
tei
2pi(k−1)
n l − αlei 2pikn l + tei
2pi(k+1)
n l = 0 (S3)
from which we find the l eigenenergy αl
αl = 2t cos
(
2pil
n
)
. (S4)
We notice that the complex conjugate of |αl〉 is also
an eigenvector with eigenvalue αl, and consequently
(1/2)(|αl〉+|αl〉∗) is the real eigenvector. The normalized
real l eigenvector is
|αl〉 =
√
2
n
(
cos
(
2pi
n
l
)
, . . . , cos
(
2pik
n
l
)
, . . . , 1
)T
.
(S5)
Finally, the energy for this system, with electron density
ne/n, is the sum of the lowest ne eigenvalues.
Next, we consider that an atom, represented by a sin-
gle enegy level of zero energy, binds to the first site in the
periodic lattice, with coupling strength β. The Hamilto-
nian for the composite system is
Hˆ = [0]⊕ Hˆn + βVˆ (S6)
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Figure S1: Eigenvalues. Comparison between the exact
(dots, black) and approximate lowest eigenvalues (solid, red)
for the 1D tight-binding model and unit size cell n = 30.
where Vˆ is an (n + 1)-dimensional square matrix with
entries [Vˆ ]i,j = δi,1δj,2 + δi,2δj,1. Taking β as the pertur-
bation parameter, the eigenvectors basis for the unper-
turbated system consists of
|λ(0)0 〉 = (1, 0, . . . , 0) (S7)
|λ(0)l 〉 = (0)⊕ |αl〉 (1 ≤ l ≤ n), (S8)
with zeroth order eigenenergies λ
(0)
0 = 0 and λ
(0)
l = αl.
We can write the eigenenergies λl for the composite sys-
tem up to second order
λ
(2)
l (β) = λ
(0)
l + β〈λ(0)l |Vˆ |λ(0)l 〉
+ β2
∑
r 6=l
∣∣∣〈λ(0)l |Vˆ |λ(0)r 〉∣∣∣2
λ
(0)
l − λ(0)r
, (S9)
which is further simplified by noticing that
〈λ(0)l |Vˆ |λ(0)l 〉 = 0 (S10)
〈λ(0)r |Vˆ |λ(0)l 〉 = 0 (r, l ≥ 1) (S11)
〈λ(0)0 |Vˆ |λ(0)l 〉 =
√
2
n
cos
(
2pi
n
l
)
(l ≥ 1). (S12)
Therefore
λ
(2)
0 (β) = λ
(0)
0 = 0, (S13)
λ
(2)
l (β) = λ
(0)
l +
β2
nt
cos
(
2pi
n
l
)
(l ≥ 1). (S14)
If n = 2ne, then the binding energy up to second order
is
∆E(2)n =
∑
l<LUMO
λ
(2)
l (β)− λ(0)l (S15)
=
β2
nt
l≤3n/4∑
l≥n/4
cos
(
2pi
n
l
)
(S16)
The present analysis can be extended to include higher
order corrections in the perturbation expansion. Since
several matrix elements in the perturbation Hamiltonian
cancel, Eqs. (S10)-(S12), we can carry out the full sum-
mation over higher order terms in the perturbation. For
example, the forth order form of the binding energy is
∆E(4)n =
(
β2
t
− β
4
2t3
)
In, (S17)
where In is defined in Eq. (6).
These results can be extended to the model in Fig. 3,
where each site has two degenerate levels (∆ = 0). For
this, notice that the tunneling matrix T in Eq. (3) is sin-
gular, and therefore the rank of the Hamiltonian Hˆn in
Eq. (2) for β = 0 is n. As a result, the system has n
zero eigenenergies and, after performing elementary op-
erations, a submatrix of size n of the form in Eq. (S1) is
recovered with t replaced by 2t.
Returning to the second order expression for the bind-
ing energy, the limit value, ∆E(2) = limn→∞∆E
(2)
n , is
the real binding energy for a single atom. We calculate
this limit as
I = lim
n→∞ In = limn→∞
1
n
l≤3n/4∑
l≥n/4
cos
(
2pi
n
l
)
(S18)
=
1
2pi
lim
n→∞
l≤3n/4∑
l≥n/4
2pi
n
cos
(
2pi
n
l
)
(S19)
Next, we let θl = (2pi/n)l and ∆θ = θl+1 − θl = (2pi/n),
such that
I =
1
2pi
lim
n→∞
3pi/2∑
θl≥pi/2
∆θ cos (θl) (S20)
=
1
2pi
ˆ 3pi/2
pi/2
dθ cos(θ) = − 1
pi
(S21)
Therefore,
∆E(2) = − β
2
tpi
. (S22)
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Figure S2: Binding Energy Dependence Al/(8,0) CNT.
DFT Binding energies for Al in CNT (8,0) as a function of
a) unit cell size and b) the inverse squared unit cell size. We
include fitting curves Eq. (8) for several fitting parameters B
and ∆E(∞) obtained from the last m points: (red) m = 8,
(blue) m = 7, (green) m = 6, and (brown) m = 5. The value
for the fitting paremeters are in reported in Table S4.
.
An alternative form for I that we use in the next section,
resulting from the change of variables y = (2/pi)θ is
I =
1
4
ˆ 3
1
dy cos
(
pi
y
2
)
. (S23)
III. ASYMPTOTIC DECAY
In this section we show that for the tight-binding
model, binding energies converge to their asymptotic
value as the inverse of the square of the length of the
unit cell (1/n2). This result motivates the fitting func-
tion Eq. (8). The Riemman sum in Eq. (S21) can be
writen as an integral, after introducing the floor function
bxc. First we note that
∆θ cos(∆θl) =
2pi
n
ˆ l+1
l
dx cos
(
2pi
n
bxc
)
(S24)
=
pi
2
ˆ 4(l+1)/n
4l/n
dy cos
(
2pi
n
⌊ny
4
⌋)
(S25)
Therefore
a
b
Figure S3: Binding Energy Dependence Al/Graphene.
DFT Binding energies for Al in Graphene as a function of a)
unit cell size and b) the inverse squared unit cell size. We
include fitting curves Eq. (8) for several fitting parameters B
and ∆E(∞) obtained from the last m points: (red) m = 8,
(blue) m = 7, (green) m = 6, and (brown) m = 5. The value
for the fitting paremeters are in reported in Table S5.
.
In =
1
4
ˆ 3+4/n
1
dy cos
(
2pi
n
⌊ny
4
⌋)
(S26)
and
In − I = 1
4
ˆ 3
1
dy
[
cos
(
2pi
n
⌊ny
4
⌋)
− cos
(
2pi
n
ny
4
)]
+
1
4
ˆ 3+4/n
3
dy cos
(
2pi
n
⌊ny
4
⌋)
. (S27)
For n = 4m, the integrand in the second term
in Eq. (S27) equals cos(3pi/2) = 0. Next, we write
cos
(
2pi
n
ny
4
)
as a Taylor expansion up to second order
around the integer
⌊
ny
4
⌋
cos
(
2pi
n
ny
4
)
= cos
(
2pi
n
⌊ny
4
⌋)
−
(ny
4
−
⌊ny
4
⌋)(2pi
n
)
sin
(
2pi
n
⌊ny
4
⌋)
+
1
2
(ny
4
−
⌊ny
4
⌋)2(2pi
n
)2
cos
(
2pi
n
⌊ny
4
⌋)
(S28)
4and substitute into Eq. (S27). We notice that
sin
(
2pi
n
⌊
ny
4
⌋)
converges to the function sin
(
2pi
n
ny
4
)
, which
is an odd function with respect to y = 2 and therefore
ˆ 3
1
sin
(
2pi
n
⌊ny
4
⌋)
→ 0, (S29)
as O(1/n). Consequently
In − I = − pi
2
2n2
ˆ 3
1
dy
(ny
4
−
⌊ny
4
⌋)
cos
(
2pi
n
⌊ny
4
⌋)
(S30)
which implies that
|In − I| ≤ pi
2
n2
. (S31)
color m r2 B (eV nm2) ∆E(∞) (eV)
red 8 0.788 -0.0367 -1.502
blue 7 0.878 -0.0721 -1.495
green 6 0.971 -0.1168 -1.488
brown 5 0.998 -0.1492 -1.485
Table S4: Fittings for Al/(8,0) CNT. Fittings parameters
B and ∆E(∞), and the coefficient of determination r2 for the
curves in Fig. S2.
color m r2 B (eV nm2) ∆E(∞) (eV)
red 8 0.903 0.143 -1.300
blue 7 0.935 -0.150 -1.282
green 6 0.996 -0.172 -1.289
brown 5 0.999 -0.181 -1.291
Table S5: Fittings for Al/Graphene. Fittings parameters
B and ∆E(∞), and the coefficient of determination r2 for the
curves in Fig. S3.
System B σB ∆E(∞) σ∆E(∞)
(eV nm2) (eV nm2) (eV) (eV)
Al Graphene -0.1807 0.0431 -1.291 0.013
Al (5,5) CNT -0.0564 0.0431 -1.427 0.013
Al (8,0) CNT -0.1492 0.0433 -1.485 0.008
Ti (8,0) CNT -0.0730 0.024 -2.375 0.008
V (8,0) CNT 0.0405 0.0227 -1.808 0.007
Ni Graphene 0.0369 0.0068 -1.789 0.006
Table S6: Fitting parameters for Fig. 2. Fittings pa-
rameters B and ∆E(∞), and their corresponding standard
deviations, σB and σ∆E(∞), for the fitting curves reported in
Fig. 2 in the main text.
IV. NUMERICAL FITTINGS
In this section, we illustrate how the DFT binding en-
ergies are fitted to Eq. (8) in the main text, and con-
sequently how we obtain ∆E(∞) in the case of binding
energies that monotonically converge as a function of unit
cell size. We consider Al in (8,0) CNT in Fig. S2 and Ta-
ble S4, and Al in graphene in Fig. S3 and Table S5 as
representative examples. The result in Eq. (8) is a good
representation of the functional form of the binding en-
ergy for unit cell sizes that are large. This observation
is confirmed in Figs. S2 and S3, were we present sev-
eral fitting curves obtained by sequentially disregarding
the binding energies from smaller unit cells. Indeed, the
asymptotic relation Eq. (8) has a coefficient of determi-
nation, r2, to the DFT binding energies bigger than 0.99
for the fitting that considers only unit cells sizes bigger
than 2 nm. We utilize this criteria in several systems and
report the obtained fitting parameters in Table S6.
