A combinatorial description of the closest tree algorithm for finding evolutionary trees  by Hendy, Michael D.
Discrete Mathematics 96 (1991) 51-58 51 
North-Holland 
A combinatorial description of the 
closest ree algorithm for finding 
evolutionary trees 
Michael D. Hendy 
Department of Mathematics and Statistics, Masse), University, Palmerston North, New Zealand 
Received 11 January 1988 
Revised 26 May 1989 
Abstract 
Hendy, M.D., A combinatorial description of the closest ree algorithm for finding evolution- 
ary trees, Discrete Mathematics 96 (1991) 51-58. 
The closest ree algorith¢a for estimating the evolutionary history of n species, from a set of 
homologous DNA or RNA sequences is designed to avoid the problem of inconsistency 
inherent in current methods. The algorithm, as previously described, required O(n~2 n) steps, 
making it impractical for values of n > 10. In this paper, a new description of the algorithm is 
given, exploiting a combinatorial inverse pair relationship. As a consequence, the algorithm 
can be improved in efficiency, to be O(n2") for some classes of sequences. This improvement 
makes the algorithm practical for problems of involving up to n = 20 species. 
The undedyin 8 combinatorics of sequence component changes on trees exposes some 
mathematical properties of trees which may be useful for ather related problems. 
1. Introduction 
T is a tree with n >t 3 vertices of degree 1 (pendant) and no vertex of degree 2. 
T is called binary if the vertices are all of degree 1 or 3. The pendant vertices are 
identified by the elements of N = {1, 2 . . . . .  n}. Let V(T) be the set of vertices 
of T. 
Let N1 = {A ~_ N: 1 ~! A} and let E(T) be the set of edges of T. The deletion of 
the edge e e E(T) creates two subtrees. Let T~ be that subtree containing vertex 1 
and let A(e) be the pendant vertices of T1. A(e) uniquely identifies e in T, and so 
A is an injection from E(T) into Nl. Let A(T)= {A(e): e e E(T)} and a = 
IA(T)I (= IE(T)I). Thus a ~2n -3 ,  with equality iff T is binary. INll = 2 "-1. 
Let ~ be a set of r colours, m a positive integer and X : V(T)---~ m be a map 
which assigns a sequence of colours X(v )= (XI(v) . . . . .  Xm(O)) to each vertex 
v e V(T). For 1 ~<i ~<rn, we define C = C(i, X) the ith colourparfition i duced by 
X, as the collection of sets of pendant vertices of the same colour under Xi. 
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A contemporary problem of biology is evolutionary tree reconstruction from 
sequence data where we are required to construct T, from the set {C(i, X): i = 
1 . . . . .  m} of colour partitions. The set N represents a set of extant species, ~ is a 
set of nucleotide (DNA or RNA) bases, and {X(v): v ~ N} is a set of homologous 
sequences determined from each of the n species. 
The problem is not well defined. Felsenstein [3] has an exten:ive review of 
currently used methods. A common method is that of maximum parsimony which 
finds a tree which minimises the number of implicit mutations (changes) necessary 
to generate the set of sequences. This method involves counting the number of 
changes on each binary tree using Fitch's O(n) algorithm (Fitch [4]). There are 
(2n - 4)!/2"-2(n - 2)! binary trees, so maximum parsimony requires an algorithm 
of exponential order. 
Cavender [1] introduced a simple stochastic model for the generation of 
homologous equences using a set ~ = {X, Y} of two co!ours. In his model the 
colour partitions each contain at most two subsets, {A, N -  A}, A e Nt. We 
identify these binary oartitions by the elements of N1. In particular Cavender's 
model prescribes an edge weight PA<e), O<pA(e)<0.5 to  each edge e of T. If 
e = (u, v), then for 1 <- i <~ m, Pa(e) is the probability that the ith colours of u and 
v differ. 
Given this stochastic model on T, Felsenstein [2] found cases where maximum 
parsimony is not consistent, i.e. it would not converge to T as ra-->~. Hendy [6] 
introduced a new algorithm, the closest ree algorithm which is consistent under 
Cavender's model. As described this algorithm required a calculation of 0(4 "-1) 
steps for each potential tree, and hence would be impractical for all but very 
small values of n. In this paper we exploit a combinatorial description of the 
closest tree relationship which provides a more efficient algorithm. Biological 
examples with n = 20 have been calculated using this approach, in contrast o the 
n ~< 16 limit for maximum parsimony using a branch and bound algorithm [8]. 
2. The closest tree algorithm 
Given Cavender's model with edge weights (probabilities) PA(e) prescribed for 
each edge e of T, VC e N1 let Sc be the probability that the ith colour partition is 
{C, N -  C}. Hendy [6] provides an invertible relationship between the values 
{PA: A cA(T)} and {Sc: C ~ NI}. 
In order to express this relationship we need to introduce the set N2 = {B ~_ 
N: IBI ~-0 (mod 2)} of even ordered subsets of N. We see that under the binary 
operation of symmetric difference N2 is a group of order 2 "-~. For A e N~, B ~ N2 
let hAe= ( -1)  IAnSM. For any fixed A, the mapping taking B-->hA8 is a group 
homomorphism of N2 into ( { 1, - 1 }, x ). 
A maximal path in T is the set of edges of the path between a pair of pendant 
vertices of T. We define the path group H(T)  of T to be the group under 
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symmetric difference generated by the maximal paths of T. H(T) is isomorphic to 
N~ under the mapping which takes :r e H(T) to B e N2, where B is the set of 
pendant vertices of T incident with edges in :r. We label this set of paths as ~n. In 
particular we find e e :ra ¢:> IA(e) N B I is odd, i.e..:~B = {e ~ E(T):h,a(e)n = -1 }. 
Under a Poisson process the expected number of changes on edge e of T is 
qA = --½ In(1 -- 2pA), (2. 1) 
where A = A(e). 
Let rB be the sum of the expected number of changes on all the edges in :ra, so 
rB = ~ kAnqA, (2.2) 
AeA(T) 
where/cAn = ½(1 - hAa). It is shown in Hendy [6] that 
1 
&=2,_ 1 ~ hcBexp(-2rn), (2.3) 
B~N2 
so (2.0, (2.2) and (2.3) define the probability that the ith colour partition is C. 
Equations (2.2) and (2.3) can be inverzed using the following inverse pair 
relationship. (This is equivalent to Theorem 2 of Hendy [6]). 
Theorem 1. / f  {YA: A ~ N1} and {za: B e N2} are sets of real numbers then 
ZB= ~ hABYAC=~ YA=21--~--1F~ 
Applying this to Eq. (2.3) we obtain 
rB = -½ ln (c~ hcasc). 
To invert (2.2), let qA = 0 for all A ~ N - A(T) then 
1 
ra = ~ ~ (1 - hAB)qA, 
A~N1 
which gives 
1 
qA = ~ hAnrB A =/: N, 2n-2 
BEN2 
=0 A=N. 
Hence 
(2.4) 
(2.5) 
if we know the & values we can determine the qA values. The set 
{A:qa~O} =A(T), and identifies the edge set E(T). This defines T uniquely, 
solving the phylogeny problem. However, the sc values can only be estimated 
from observing the frequencies fcof each colour partition in a set of homologous 
sequences of finite length m, obtained from the n species. The estimates (1/m)fc 
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for sc cannot be exact, because of finite sampling and probable inaccuracies of the 
model (e.g. changes may not always be independent and possibly with varying 
rates). 
If the relative frequencies (1/m)fc are close to so, and if we let 
g•=-½1n( ~ hcBfdm) (2.6) 
xC~N 1 
the values gB will be close to the rB values. The difficulty now is that if we apply 
equation (2.5) to obtain an approximation to qA, we cannot identify the edges T, 
as the qA values for A ¢A(T)  will not necessarily be 0. Thus we cannot readily 
identify T, if it is not known. 
By using standard results of linear algebra we can identify the tree T whose rB 
values are closest (Euclidean distance) to the observed gB values. This tree is 
called the closest ree. The sets N1, N2 are conveniently indexed with their ith 
elements being A, B, where 
i=1+ ~ 2 s-2. 
j~.A(B) , ]>-2 
(Thus AI = {1}, A2 = {1, 2} . . . . .  BI = tp, B2 = {1, 2} , . . . ,  etc.) Let r, s, fand  g 
be vectors indexed in this way. Then H = [hAB] is a Hadamard matrix of order 
2 "-1, and/~ = [kBA] = ½(J - H t) is a [0, 1] matrix of the same order. For A • N1, 
let ha, kA be the corresponding columns of H t and /~. Let K be the 2n-~× a 
submatrix of/~ whose columns are {hA: A • A(T)}, and let q be the vector of qA 
values correspondingly ordered. 
Thus Eq. (2.2) can be rewritten 
r = Kq. (2.7) 
Let R(T)= {Kq: q • ~m}. The closest point in R(T) to the vector g is Kq +, 
where q+ = K+ g with K + = (KtK)-IK t the least-squares generalised inverse of K. 
As H is a Hadamard matrix, for A, C • N~, 
0 i fA 4:C, 
hA 'hc= 2 n-1 i fA=C.  
hN =j ,  a column of l's, so for A, C ~ E(T)  
kA" kc = ~(j - ti~). ( j  - he) = ~(hN - h~)- (hN - hc) 
f2 n-3 i fA :/: C, 
=~.2 ~-2 i fA=C.  (N~E(T) )  
Let M = ! - K ÷, then the distance from g to R(T) is A(T, g) = IMgl. It is easier 
to work with the square of this distance, 
A2(r,g) =gtMtMg. (2.8) 
We find we can easily diagonalise MtM to obtain (2.8) as a sum of squares. 
M is symmetric, so MtM=M 2, and hence M and MtM have the same 
eigenvectors. 
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MK=F-K(K~K)- IK 'K=O,  so {kA:A~A(T)} is a set of a independent 
eigenvectol~ - f M with eigenvalue 0. 
Let N'= N I -A(T ) -{N}.  If A e N' ,  then the Cth component of KthA is 
l (h  N - -  hC)  ° h A = 0. Thus KthA = 0, and mhA = h A . Thus {hA: A e N'} is a set of 
2 n-1 - a - 1 independent eigenvectors of M with eigenvalue 1. 
Finally, if we let i = (1, 07 0 . . . . .  0)', then the Ath component of K'i = 
½(1 - hA~) = 0, So Mi = i, and i is an eigenvector of M with eigenvalue 1. 
Let 
i* 1 =i--  n l  ~ hA, 
2 - _AE.N' 
then {hA: A e N'} U {i*} is a set of 2 "-1 - a orthogonal eigenvectors of M, and 
hence of M E with eigenvalue 1. [hA[ 2 = 2 "-1, [i,[z = (a + 1)/2 n-l, so (2.8) can be 
expressed as 
l 2 
A2(T~ g) = ~--~1-1~ - AEN'X (hA°g)2+xn-l(''g--2-~-~(A~N, hA 'g ) ) .  /(a + 1). 
Let 
1 
6 = -2~_---~Hg. 
Now i .  g = O, so 
a2(T,g)=2n-3( X 61+ 1__~ 2 
"AEN" a + l (A~eN "t~A) )" (2.9) 
Equation (2.9) gives a more efficient means of determining A(T, g) than by using 
A(T, g) = [g - Kq+l as described in Hendy [6]. It is also in a convenient form for 
a branch and bound algorithm to find the tree T which minimises A2(T, g), i.e. to 
find the subspace R(T) which is closest o g. 
We can also calculate the q+ values directly from the 6 values. Indeed from 
q+=A( l -a -~ J )K 'g ,  
we find for A e A(T), 
q,~ = (~A - -  (~T), (2.10) 
where 
1 
6r =~ ~ 6A (2.11) 
a + 1 A~A(T)U{N} 
(NB: 6r will almost always be <0, as EARN, 6A = 0.) 
It is possible that the tree T which minimises A2(T, g) may have some q~ 
values which are negative. This would be unrealistic in our model, where q,~(e) is 
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the expected number of changes on edge e. Hence we must reject any tree T for 
which q has negative components. (In the application of this algorithm to DNA 
and RNA data, negative qA(e) values have not been observed in the minimal 
trees, although it does occur for other trees on which A(T, g) is not minimal.) 
Example. In Hendy [6] the following f values were analysed. They were derived 
from homologous 18S RNA ribosomal sequences of length m = 1718 for the four 
species nematode (1), brine shrimp (2), frog (3) and mouse (4). 
" 1891 
58 I 
f=  81=) ,  
"0.0000" 
0.1654 
0.1794 
g = 0.0705 
0.1769 
0.0739 
0.0124 
0.1728 
m 
,5 = -Hg  = 
- 0.5377- 
0.1501 
-0.0009 
0.0207 
0,0109 
0.0189 
0.1139 
-0.8513 
m 
There are 4 trees T~ which have the four pendant vertices 1, 2, 3 and 4. These are 
To with A(To)= {{1}, {134}, {124}, {123}}, 
T~ with A(T1) = A(TO) U {12}, 
T2 with A(T2) = A(TO) U {13} and 
T3 with A(T3) = A(To) U {14}. 
We find AZ(To, g) = 0.003567, A2(T~, g) = 0.000017, A2(T2, g) = 0.003371 and 
A2(T3, g) = 0.003472. The corresponding fir values are: 6to = -0.0080, 6r~ = 
-0.0004, t~r2 = -0.0067, 6r3 = -0.0062, and the q+ values are 
"0.142q 
.To: q+ = 0"03651 
0.0128 [' 
0.0132 I 
[-o.1411-1 
[0.0352 I
T2: q+ = 10.0114[, T3: q+ = 
[0.0119 i
[_o.oo65_! 
with the edges listed in order as above. 
F0.134q 
Io.o2891 
q+ = IO.OO521 
10.00561 
[..0.0380..I 
l 
 4oq 
• 0347 i
• 01101 ,
• 0114 I
.00902 
3.  Emc iency  
In Hendy [6] the algorithm to find A(T, g) from g required 0(n2 n) steps for 
each binary trees, g was obtained using Hf in 0(4 n) steps. For n > 10 this 
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algorithm exceeded time and storage capacities using a single transputer T800 
with 8 megabytes of memory. 
Using the same machine the common method of parsimony with branch and 
bound (Hendy and Penny [8]) can handle up to n = 16 species. However this does 
not directly provide parameters for edge length. The problem of phylogenetic 
tree reconstruction is known to require algorithms of exponential order [5]. 
Equation (2.9) contains 2 "-1 terms. To evaluate A2(T, g) for each of the 
O(n "-1) binary trees T would require O((2n) "-1) steps. However as ]E(T)I = 
O(n), for all trees T, we can calculate 
A2(T,g)=21-~_l(D - ~ 62+--~--1 (63+ ~ ~a) 2) (3.1) 
A~A(T) a -~ 1 AeA(T) 
in O(n) steps, where 
is calculated in 0(2") steps. Hence AZ(T, g) can be calculated for the set of all 
trees T in O(n") steps. 
The calculations H~fand big as described require 0(4 "÷1) operations. However 
we can exploit the construction of H to reduce this to O(n2 "-1) steps using only 
0(2 "-1) storage components. From the indexing of the sets Ai, Bi we note that 
for l<~k<n, and l<~i<m where m=2 k-l, Am+i=AiU{k}, Bm+i --~ 
Bi V {1, k}, (V = symmetric difference). As k ~ Ai, Bj we find 
hii = hm+i j  = -h i ,m+ j = hm+i,m+ j . 
Thus, if Ilk is the leading m × m minor of H, H~ = [1], 
Hk+~ = [Ilk --Ilk], with  H .  = H. 
nk nkJ 
Suppose a, b e R m, 
and that d = Hka, e = Hkb are known. Then 
-Hq[. I= -e 
Hk+'c=[~-I: Hk JLbJ [~+e] 
can be computed using 2m =2 k additions and subtractions. By successive 
partitioning of H we can calculate Hx commencing with the 2 "-~ individual 
components of x, and at the ith stage we obtain 2 "-i-~ vectors of order 2 i by 
adding and subtracting vectors of order 2 i. At each stage this requires 2 "-~ 
additions and subtractions, and Hx is attained after n - 1 such stages with O(n2") 
operations. The components at each stage can replace the components at the 
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previous ~tage so only require O(2 n - l )  storage. A similar procedure works for 
Htx. Hence g = -ln(H~f) and 
1 
6 = -2,,_----5Hg 
can be determined using O(n2 n) operations. 
Hence we can find the closest ree from finding the smallest A2(T, g) in O(n n) 
steps. For n = 20 species this required 2-3 minutes computing using the machine 
mentioned above. 
This is the worst case analysis, which for biologically informative data should 
not be met. What appears often to be the case is that the largest 2n - 3 6A values, 
(chosen by the greedy algorithm) correspond to compatible partitions. That is, 
there is a tree T with these partitions A e A(T).  Selecting the 2n - 3 largest 6a 
values from a set of order 2 "-I, requires O(n2 n) steps. Checking for compatibility 
requires O(n) steps, and Eq. (2.9) wilt usually guarantee minimality of A2(T, g). 
Hence in this case the algorithm will be O(n2"). 
This now makes it more efficient than the traditional method of maximum 
parsimony which requires O(n "+1) steps. The closest tree algorithm has an 
additional advantage over maximum parsimony in that the qa(e) values are also 
determined for the edges e of E(T). Using Eqs. (2.8) and (2.9) they can be 
determined in O(n) steps, given T and 6. Under the molecular clock hypothesis 
the qa(e) values will be proportional to elapsed time, enabling relative times to 
be estimated. 
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