This paper shows that backwardation versus contango factor-mimicking portfolios exhibit in-sample and out-of-sample predictive power for the first two moments of the distribution of long-run aggregate market returns and for the business cycle. It also demonstrates that a pricing model based on innovations to the backwardation versus contango risk factors explains relatively well a wide cross-section of equity portfolios. The cross-sectional "hedging" risk prices are economically consistent with the direction of long-run predictability of expected market returns and variances. Backwardation and contango risk factors thus act as plausible investment opportunity state variables in the context of Merton's (1973) Intertemporal CAPM.
Introduction
The literature on commodity futures pricing centers around the concepts of backwardation and contango as formalised in the theory of storage (Kaldor, 1939; Working, 1949; Brennan, 1958) and the hedging pressure hypothesis (Keynes, 1930; Hirshleifer, 1988) . Returns of backwardated and contangoed portfolios have been shown to explain the cross-section of commodity futures returns (e.g. Basu and Miffre, 2013; Bakshi et al., 2015) . The purpose of this article is to investigate whether those returns tell us anything about long-run changes in investment opportunities and intertemporal asset pricing.
The theory of storage explains the dynamics of commodity futures prices by linking the slope of their term structure (hereafter, TS) to agents' incentive to hold the physical commodity. With high inventories, the term structure slopes upward, futures prices are expected to fall with maturity; markets are contangoed. Conversely, when inventories are depleted, the utility from holding the physical asset (convenience yield) exceeds storage and financing costs; the futures curve then slopes downward, futures prices are expected to rise with maturity and markets are backwardated. Fama and French (1987) document that the basis or gap between futures and spot prices depends on interest rates and seasonals in convenience yields. Erb and Harvey (2006) , Gorton and Rouwenhorst (2006) and Gorton et al. (2012) also support the theory of storage by showing that the risk premium of commodity futures is driven by the basis and inventory levels. 1 The hedging pressure hypothesis instead attempts to explain the behaviour of commodity futures prices with reference to the net positions of hedgers and speculators. Futures prices are predicted to increase when hedgers are net short and speculators are net long, and the market is then in backwardation. Conversely, futures prices are predicted to fall when hedgers are net long and speculators net short; the market is in contango. Hedging pressure (hereafter, HP) has been shown to play a key role as driver of commodity futures risk premia (Carter et al., 1983; Bessembinder, 1992; de Roon et al., 2000; Basu and Miffre, 2013). 2 Commodity price momentum (hereafter, Mom) can be linked with backwardation and contango through the theory of storage. Deviations of inventories from normal levels are likely to persist as inventories can only be replenished through new production which may take time depending on the commodity. Thus, following a negative shock to inventories which increases the spot price, a period of high expected futures risk premia will follow as inventories are gradually restored. Gorton et al. (2012) present evidence to support this view.
The returns of commodity portfolios based on backwardation and contango signals (such as TS, HP and Mom) can thus be interpreted as a compensation for bearing risk during times when the futures curves slope downwards, when inventories are low and/or when hedgers are net short. This article documents that backwardation and contango contain predictive information about future changes in investment opportunities that is not fully revealed by traditional predictors (such as the dividend yield or term spread). This aligns well with our parallel finding that the backwardation and contango portfolios can also predict economic activity as proxied by real GDP growth of the G7 economies. Our analysis confirms that the predictive power of backwardation and contango over future changes in investment opportunities is strong at long horizons which dovetails neatly with the low frequency (or business cycle) dynamics of expected market returns and volatility. These predictability findings motivate us to estimate a novel version of Merton's (1973) Intertemporal Capital Asset Pricing Model (ICAPM) using as risk factors the innovations to the TS, HP and Mom state variables. We show that these innovations are priced risk factors in the cross-section of stock returns and the signs of the risk prices are economically consistent with the direction of time-series predictability. The results are consistent with the notion that rational investors are willing to pay a higher price on stocks that hedge intertemporal risk, and demand a lower price on stocks that are unable to hedge because they underperform when market conditions are predicted to deteriorate. The commodity-factor model proposed prices relatively well the cross-section of stock returns. The predictive ability of backwardation and contango thus translates into dynamic risk premia in equity markets.
Our findings are robust to various checks. The long-run predictive ability of backwardation/ contango state variables for future changes in investment opportunities is not challenged when we consider alternative statistical tests and out-of-sample forecast evaluation periods, and rolling versus recursive forecasting schemes. The finding that innovations to the commodity state variables are priced factors in the cross-section of stock returns (with economically plausible prices according to the direction of long-run predictability) is robust to altering the test assets and the ICAPM formulation to consider recursive preferences.
Our study relates to an extensive literature on equity premium predictability that draws upon a variety of macroeconomic variables and equity risk factors; see recent surveys by Cochrane (2011) and Rapach and Zhou (2013) . It also speaks to an emerging commodity markets literature that suggests that the backwardation and contango cycle plays a role as leading indicator of future economic activity (Baker and Routledge, 2012; Koijen et al., 2013; Bakshi et al., 2015) . 3 Other recent studies show that commodity market variables such as the returns of commodity futures, open interest, oil supply/demand shocks or the Baltic Dry Index explain the cross-section of equity returns or predict the business cycle (Hong and Yogo, 2012; Hou and Szymanowska, 2013; Ready, 2014a; Boons et al., 2014) . Our paper extends these literatures by showing that backwardation/contango state variables have additional predictive content (beyond traditional predictors) for long-run changes in the investment opportunity set, and that this predictive ability translates into "hedging" risk premia for the cross-section of equities.
The paper unfolds as follows. Section 2 outlines the background theory. Section 3 describes the data and methodology to construct the commodity state variables. Sections 4 and 5 report the main empirical results and robustness checks. Section 6 concludes.
Market Return Predictability and Intertemporal Asset Pricing
The fundamental insight of intertemporal asset pricing theory is that, in solving their lifetime consumption decisions under uncertainty, long-term investors care not only about the current level of their invested wealth but also about the future returns on that wealth. Merton's (1973) ICAPM in discrete time and logarithmic form can be expressed as follows
where E t (•) is a conditional expectation, r i,t+1 is the month t to t+1 excess return of asset i, M is the market portfolio that proxies the investment opportunity set, ∆z is an innovation in the state variable z that predicts changes in future investment opportunities, and σ ij,t is a conditional covariance. In equilibrium, the expected excess return on asset i is dictated by its covariance with current returns on total invested wealth, σ iM,t , and with news about future returns on invested wealth, σ i∆z,t . γ M and γ z capture the price of market risk and intertemporal risk, respectively. 4 If investors do not care about future investment opportunities, γ z = 0, or the investment opportunity set is constant over time, σ i∆z,t = 0, then (1) becomes the static CAPM.
Merton's (1973) theory does not, however, identify the state variables and so it could be applied as a "fishing license" (Fama, 1991) for ad-hoc risk factors. Yet, as Cochrane (2005) forcefully argues, the problem is not with the theory itself but with bad habits of applying the theory. More to the point, two restrictions that emanate from the theory ought to be tested.
The first restriction concerns the time-series behaviour of the state variables; namely, they must be able to predict changes in investment opportunities in the long run. Since these can be driven by the first or second moments of aggregate market returns, we estimate two regressions (2) (3) by ordinary least squares (OLS) with monthly data t=1,…,T where T is the effective sample size.
The target variable in (2) is the market portfolio excess return continuously compounded from months t + 1 to t + h; namely, . The target variable in (3) is the sum of future monthly realized variances, ; the realised variance, , is the sum of squared daily excess market returns during the month t. The candidate set of predictors is collected in the state vector z t (z 1,t ,…,z K,t )'.
The second restriction links the time-series behaviour of the state variables and the crosssectional behaviour of the "hedging" risk factors. If a state variable z j,t has predictive slopes b j >0 in (2) and d j <0 in (3), then negative innovations in z j,t predict a deterioration in the investment opportunity set, and the intertemporal price of risk associated with z j,t should be positive; γ z,j >0 in (1). Intuitively, assets that perform poorly when investment opportunities are predicted to worsen are undesirable because they reduce the agent's ability to hedge intertemporal risk; those assets should command a positive risk premium in equilibrium. Likewise, the predictive slopes b j <0 and d j >0 in (2) and (3) go hand-in-hand with γ zj <0.
Following Campbell (1996) , Petkova (2006) , Maio (2013) and others, we construct the intertemporal risk factors through the following vector autoregressive (VAR) model (4) which is estimated by OLS with monthly data t =1,…,T; μ M and μ z are the sample means of the market portfolio excess return and state vector, respectively. The residual sequences , appropriately orthogonalised with respect to r M,t+1 and standardised so that they all have identical standard deviation as , are our proxies for the intertemporal risk factors.
Let the vector denote the intertemporal risk factors thus constructed. Then we estimate the covariance risk prices in equation (1) by the generalised method of moments (GMM) method developed by Hansen (1982) . The GMM system is (5) where the first N moment conditions are the pricing errors for risky portfolios i =1,…,N, and the remaining K+1 conditions account for the uncertainty associated with estimating the means of all the factors (μ M , μ'). The main parameters of interest in are the market risk price γ M and the intertemporal "hedging" risk prices . 6
Variables and Data Description
The sample period is January 1987 to August 2011 (T=296 months) and its start is dictated by data availability for the positions of large hedgers and speculators from the Commitment of Traders report of the U.S. Commodity Futures Trading Commission, as explained next.
Commodity and traditional state variables
Our leading conjecture is that the backwardation/contango commodity cycle has predictive content for the first two moments of aggregate market returns. To test it, we construct backwardation/ contango mimicking portfolios from end-of-month settlement prices of futures contracts for 27 commodities from Datastream; 12 agricultural products (cocoa, coffee C, corn, cotton n°2, frozen concentrated orange juice, oats, rough rice, soybean meal, soybean oil, soybeans, sugar n°11, wheat), 5 energies (electricity, gasoline, heating oil, light sweet crude oil, natural gas), 4 livestock (feeder cattle, frozen pork bellies, lean hogs, live cattle), 5 metals (copper, gold, palladium, platinum, silver), and lumber. Returns are computed using front-end contracts until one month before maturity, then we roll to the 2 nd nearest contract.
The backwardation and contango mimicking portfolios systematically buy the 20% of commodity futures that are most backwardated and short the 20% of commodity futures that are most contangoed. The commodity futures in both the long and short portfolios are equally-weighted. The fully-collateralised long-short portfolios are held for one month, and the sorting is carried out again. This sequential sorting is based on a moving average of term structure (TS), hedging pressure (HP) or momentum (Mom) signals; we entertain a long 12-month moving average to capture the slow dynamics of inventories (Gorton et al., 2012) .
The TS signal is the roll yield or differential between the logarithmic prices of front and second nearest contracts; thus, the TS portfolio buys the assets with the highest average roll-yields and shorts the assets with the lowest average roll yields. The HP signal for the ith commodity combines the hedging pressure of hedgers (HP H,i ) and hedging pressure of speculators (HP S,i ) defined as and where Long H,i denotes the open interest of long hedgers, Short H,i denotes the open interest of short hedgers, and so forth. Accordingly, following the Basu and Miffre (2013) approach, the HP portfolio buys the backwardated contracts with the lowest average HP H,i value and the highest average HP S,i value; it then shorts the contangoed contracts with the highest average HP H,i and lowest average HP S,i values. The Mom signal of the ith commodity is its past average excess return; thus, the Mom portfolio buys the commodity futures contracts with the highest mean excess returns and shorts the contracts with the lowest mean excess returns.
We benchmark the predictive ability of commodity state variables (and the cross-sectional pricing ability of innovations to the state variables) against traditional predictors. The traditional state variables are inspired from extant intertemporal asset pricing models that can be grouped as follows. On the one hand, we have the multi-factor models proposed by Fama and French (1993) , Carhart (1997) and Pastor and Stambaugh (2003) , that were not conceived as applications of Merton's (1973) theory but have been interpreted as such later on. Here the state variables are the returns of equity portfolios sorted on size (SMB), value (HML) and momentum (UMD), together with a liquidity risk factor (L). Then we have five popular ICAPM applications that employ traditional macroeconomic variables; e.g. the models proposed by Campbell and Vuolteenaho (2004) , Hahn and Lee (2006) , Petkova (2006) , Bali and Engle (2010) and Koijen et al. (2014) . Appendix A provides further details on the traditional state variables.
As in Maio and Santa-Clara (2012) , the regressions (2) and (3) employ the cumulative sums of the risk factors UMD and L (from months t to t-59) as predictors in order to match the persistence of the target variables and the other (macroeconomic) predictors; we carry out the same transformation with the SMB and HML factors and the empirical commodity factors; e.g. with TS j the month j excess return of the TS factor-mimicking portfolio.
Market portfolio and test assets
The market portfolio is proxied by the U.S. value-weighted equity index from Kenneth French's library. Table I presents summary statistics for the first two moments of the distribution of aggregate monthly excess market portfolio returns (Panel A) and the predictors (Panels B to D); all returns are logarithmic and annualised. The average equity risk premium is 6% per annum which together with an average standard deviation of 16% amounts to an annual Sharpe ratio of 0.37. Aggregate stock market returns and variance at 24-and 60-month horizons are persistent (akin to macroeconomic variables such as the default or term spread) with first-order autocorrelation coefficients above 0.96. The cumulated empirical commodity and equity state variables show a similar degree of persistence. The correlations between the commodity state variables are positive but low (0.33 at most) which warrants their joint consideration. (2) and (3), respectively, the aggregate excess market portfolio return and realised variance from month t+1 to t+h with h={24, 60} months. The market portfolio is proxied by the U.S. value-weighted stock index and the risk-free rate by the one-month Treasury-bill rate. The empirical risk factors in Panel B and C are cumulated from month t to t-59 to define the corresponding predictors; Panel B reports the backwardation/contango factors constructed according to term structure (CTS), hedging pressure (CHP) and momentum (CMom) signals; Section 3.1 of the paper gives details on the construction of the commodity state variables; Panel C summarises the equity size (CSMB) and value (CHML) factors of Fama and French (1993) and momentum (CUMD) factor of Carhart (1997) and the liquidity factor of Pastor and Stambaugh (2003; CL) . Panel D reports state variables from the predictability literature. Appendix A gives details on the variables of Panels C and D. AR(1) is the first order autoregressive coefficient. All returns are annualized. The sample period is January 1987 to August 2011.
The test assets for the cross-sectional pricing exercise are CRSP NYSE/AMEX/NASDAQ stocks sorted on size and book-to-market (25 portfolios) from Kenneth French's library.
Empirical Results

Long-run predictability
Do the commodity state variables predict long-run changes in investment opportunities? We begin by addressing this question through a standard in-sample analysis of predictability; namely, the predictive regressions (2) and (3) are estimated by OLS using the full sample. (2) and (3) at horizons h of 24 and 60 months. Panel A reports predictive slopes together with Newey and West (1987) significance t-ratios and statistics for the regressions based on the commodity state vector . Reassuringly, the freely estimated predictive slopes in (2) and (3) have opposite signs. The 54% (h=24) and 64% (h=60) for the market return equation indicates an economically large degree of predictability at long horizons; likewise for the second market variance. Hence, commodity state variables are able to forecast long-run changes in investment opportunities. But do they add predictive power to traditional predictors? Table II . Long-run predictive regressions for expected market returns and variances Panel A reports in the first two columns of each section the OLS estimation results of regressions (2) and (3) at horizons of 24 and 60 months ahead; the predictors are the cumulated commodity factor-mimicking portfolio returns, . The third column reports quarterly OLS predictive regressions for G7 real GDP growth, ∆GDP t+1:t+h ≡ log(GDP t+h /GDP t+1 ), at counterpart horizons of 8 and 20 quarters ahead. All regressions include an unreported intercept. Newey-West (1987) t-test statistics are shown in parentheses.
Panel B reports Wald encompassing test statistics for traditional predictive regressions augmented with
; the null hypothesis is that traditional predictors encompass commodity predictors, e.g., H 0 :b TS = b HP b Mom =0 in the augmented regressions. Panel C reports the adjusted R 2 (%) of traditional predictive regressions and augmented versions. The market portfolio is proxied by the U.S. value-weighted stock index from Kenneth French's library. Section 3 and Appendix A provides detailed definitions of commodity and traditional state variables. Bold denotes significance at the 10%, 5% or 1% levels according to the asymptotic distribution. *, **, *** denote significance at the 10%, 5% and 1% levels according to the subsampling distribution based on the minimum-volatility block selection method of Romano and Wolf (2001) . The estimation period is January 1987 to August 2011.
To address this question, the traditional predictive regressions are augmented with the commodity state vector and we test the null hypothesis that traditional predictors encompass commodity predictors; in (2) and in (3) against the alternative that the commodity slope vector is not identically zero. Uniformly across specifications, a Wald test statistic strongly rejects this hypothesis at the 1% level or better.
Aligned with the above test results, as shown in Panel C of Table II , the commodity state variables notably enhance the predictive power (given by the in-sample ) of traditional state variables in both predictive regressions (2) and (3). The regression slopes (and t-ratios) of traditional predictors, tabulated in Appendix B, suggest that they can predict long-run changes in investment opportunities in line with extant evidence (Cochrane, 2005 ; Maio and Santa-Clara, 2012; Rapach et al., 2010) . Our analysis shows that commodity state variables contain information on future changes in investment opportunities that is not fully revealed by known predictors; untabulated results for the long horizons h={12, 36} confirm this novel finding.
Does the additional predictive ability of the commodity state variables (over traditional predictors) relate to their information content on macroeconomic risk? To address this question, we fit by OLS the predictive regression to quarterly G7 real GDP data (obtained from Datastream); the commodity and traditional predictors are sampled quarterly here and the predictive horizons are h={8,20} to match those in the preceding monthly regressions. The results, reported in columns three and six of Table II confirm that commodity state variables convey additional information (beyond that contained in traditional predictors) to anticipate long-run changes in future economic conditions. Thus far the results suggest that the backwardation/contango cycle forecasts changes in the investment opportunity set. Yet in order to provide firm evidence, we should shield our analysis from two caveats. One is the Stambaugh (1999) bias that distorts tand Wald-tests based on standard asymptotic critical values when the predictors are highly persistent; i.e. the Type I error (probability of wrongly rejecting the null hypothesis) is inflated. We construct their empirical critical values by subsampling using the Romano and Wolf (2001) minimum-volatility block size selection method. Significance according to the subsampling (asymptotic) tests is denoted with asterisks (bold font) in Table II and Appendix B. The subsampling-based Wald test inferences still suggest that commodity predictors are not encompassed by traditional predictors.
The other potential caveat is look-ahead bias or the problem that in-sample predictability may not translate into predictability in real time (Welch and Goyal, 2008) . To address it, we estimate (2) and (3) recursively over expanding windows to construct a set of T 1 =(1⁄3)T out-of-sample (OOS, hereafter) mean and variance forecasts, and .
Table III sets out the comparison of OOS predictive ability of commodity and traditional state variables. The evaluation criteria are the mean absolute error and mean square error where is the OOS forecasting error and the target variable y is the aggregate market return or variance. We also report the Campbell and Thompson (2008) that gives the proportional reduction in MSE that a given forecasting model attains versus the historical average benchmark; with where are recursive OOS forecasts obtained from (2) with b'=0 or from (3) with d'=0 which amounts to assuming no predictability of the first two moments of the future aggregate market return distribution. (2) and (3) at horizons of 24 and 60 months. The state variables are described in Section 3 and Appendix A. ∆MAE (∆MSE) refers to the Diebold and Mariano (1995) 
t-stat for the hypothesis of equality in mean absolute (squared) prediction errors between traditional and commodity models; e.g. H 0 : MSE trad -MSE comm =0 versus H A : MSE trad -MSE comm ≠ 0. ENC trad (ENC comm ) is the Clark and West (2007) MSE-adjusted t-stat for the null hypothesis that the forecasts from a traditional (commodity) model encompass the forecasts from the model augmented with commodity (traditional) predictors; e.g. H 0 : MSE trad -MSE aug ≤ 0 vs. H A : MSE trad -MSE aug > 0 for ENC trad .
is the percentage reduction in MSE achieved by the predictive model versus the historical average benchmark; the Clark and West (2007) MSE-adjusted statistic is used to assess significance (H 0 : ≤ 0 vs. H A : > 0). Gain is the portfolio management fee (in annualized percentage return) that an investor with mean-variance preferences and risk aversion coefficient of three would be willing to pay to use the forecasts from (2) in Panel A (from both (2) and (3) The predictive regressions (2) and (3) formulated upon commodity state variables yield lower MAE and MSE, and higher than traditional regressions, particularly, at the longest horizon of 60 months. 5 But are the differences statistically significant? The hypothesis that traditional and commodity state variables have identical predictive ability, H 0 : ∆MSE = MSE trad -MSE comm =0 (versus H A : ∆MSE ≠ 0) is tested using the Diebold and Mariano (1995) t-statistic for non-nested models; likewise for the MAE criteria. The hypothesis that a predictive model yields smaller MSE than the historical average, H 0 : ≤ 0 (against H A : > 0) is examined by the one-sided t-test of Clark and West (2007) for nested models. This testing approach is also used to conduct two encompassing tests called ENC trad and ENC comm for brevity. ENC trad is a test of the null hypothesis that forecasts from a traditional model are as accurate as the forecasts from the model augmented with commodity variables versus the alternative that commodity variables add forecast accuracy (H 0 : MSE trad -MSE aug ≤ 0 against H A : MSE trad -MSE aug > 0). ENC comm is an otherwise identical test to assess the reverse statement that commodity predictors encompass traditional predictors. All tests control for autocorrelation in prediction errors à-la Newey and West (1987) . 6
As Table III shows for the aggregate return equation (2), the results of both encompassing tests altogether indicate that commodity state variables add significant information to traditional state variables but not the other way round. The evidence is inconclusive for the aggregate market variance, equation (3), since in those models where the ENC trad test is insignificant, the ENC comm test is also insignificant. Untabulated ENC trad tests for the predictive regressions of real GDP growth indicate, similar to the in-sample results in Table II , that commodity variables add information content to traditional variables; details are available upon request.
The above statistical assessment of predictability does not explicitly account for the risk borne by an investor over the out-of-sample period. In order to address this limitation, we employ 5 -The high predictive ability of 56% for the commodity based predictive model is clearly linked to the long horizon as borne out by the fact that it falls to 37% at a 24 month horizon; untabulated results show that it falls notably to 6% at h=12 and further to -0.27% at the short one-month horizon. 6 -The size distortions related to the Stambaugh bias are not of concern in tests of out-of-sample predictive ability; e.g. see Busetti and Marcucci (2012) . the models' predictions as inputs for the asset allocation decisions of independent investors. Following Campbell and Thompson (2008) , we assume multiple-period horizon investors with mean-variance preferences, utility function expressed as expected portfolio returns less γ ⁄2 times portfolio variance, and relative risk aversion coefficient (γ ) of three. At the end of month t, an investor determines the optimal allocation share of the portfolio to stocks as where is a forecast of the expected h-horizon market excess return from (2), and is the historical realised variance of the excess market portfolio returns based on data up to t. The share 1-w t is allocated to risk-free bills. The h-period portfolio return is (6) Another investor allocates her wealth similarly at month t+1 end, and so forth over the T 1 out-ofsample months. Short positions are precluded and leverage is 50% at most. The average utility or certainty equivalent return (CER) of the strategy based on the market return forecasts is (7) where and are the mean and variance of the portfolio returns . To assess the merit of the market variance forecasts, we repeat the asset allocation with weights dictated by the forecasts from (2) and (3). The benchmark average CER is computed under the assumption of no predictability, namely, it relies on forecasts from the constant mean and volatility models (2) and (3) with b' = d' = 0 (historical mean return and variance). 7 Table III reports the average utility gain (in annualised percentage) for each of the predictive models relative to the historical average benchmark which can be interpreted as the percentage transaction costs or portfolio management fees that investors would be willing to pay each year to access the corresponding forecasts. Reminiscent of Cenesizoglu and Timmermann (2012) , Rapach et al. (2010) and Leitch and Tanner (1991) , we observe that a model's (relative) statistical and economic performance do not always agree. However, the economic evaluation does not alter the main findings. At both horizons h={24,60} the commodity model delivers positive CER gains. Hence, commodity predictors are good competitors to traditional predictors. The unreported forecast evaluation results at 12-and 36-month horizons reaffirm this evidence.
Altogether the analysis suggests that the commodity backwardation/contango risk factors have long-run predictive ability. They are able to predict in-and out-of-sample the first two moments of the distribution of aggregate market excess returns and to anticipate changes in economic conditions. We examine next whether this predictability translates into risk premia.
Cross-sectional intertemporal pricing
Using the 25 equity test portfolios outlined in Section 3.2, we estimate the expected returncovariance equation (1) by GMM. The intertemporal risk factors are innovations to either commodity state variables or to traditional state variables. The estimation results are shown in Table IV . Are the signs of the intertemporal risk prices consistent with the signs of the long-run predictive slopes? The negative risk prices and are aligned with the negative predictive slopes and for market returns, and with the positive slopes and for market variance (Table II) . This confirms that rational agents are prepared to pay higher prices on assets that hedge intertemporal risk. Likewise, the positive risk price is consistent with the positive (negative) link between the Mom state variable and the mean (variance) of the future aggregate market return distribution. This shows that rational investors require a positive premium on assets that are poor hedges against future changes in the investment opportunity set.
11 Table IV . Cross-sectional pricing ability of innovations to commodity and traditional state variables The table reports GMM estimation results for an ICAPM based on the commodity TS, HP and Mom factors (Panel A) and eight traditional ICAPMs (Panels B and C; see Appendix A for details) . The test assets are 25 equity portfolios sorted on size and book-to-market (25 SBM). γ M is the market (covariance) risk price, and the remaining γ coefficients are the intertemporal covariance risk prices associated with the "hedging" factors. Robust GMM t-statistics are reported (in parentheses) based on the Bartlett kernel with Newey-West optimal bandwidth selection. The performance metrics are mean absolute pricing error (MAE), root mean square error (RMSE), degrees-of-freedom adjusted fraction of the cross-sectional variance in average excess returns explained by the model ( ), and J test statistic for the null hypothesis that the sum of squared pricing errors is zero which follows asymptotically where N and K+1 are the number of testing assets and model risk factors, respectively. *, ** and *** denote test rejection at the 10%, 5% and 1% levels, respectively. The sample period is January 1987 to August 2011.
In contrast, the intertemporal risk prices obtained for the traditional state variables are in most cases economically incompatible with the direction of time-series predictability which reaffirms the evidence in Maio and Santa-Clara (2012) . To illustrate, a decrease in term spread (TERM) anticipates a worsening of long-run investment opportunities as borne out by the signs of the time-series slopes reported in Appendix B. Hence, assets that covary positively with innovations to TERM do not hedge reinvestment risk and thus a positive premium is expected; conflictingly, the cross-sectional risk price in Table IV is negative. 8 Next we assess the ability of the pricing models to capture the cross-sectional variation in average excess returns of the N test portfolios. For this purpose, we average the pricing errors using the and statistics; we measure the degrees-of-freedom adjusted fraction of the cross-sectional variation in average excess returns captured by the pricing model,
; and deploy the test statistic for the null hypothesis that the sum of squared pricing errors is zero where , and is the first N×N block of the spectral density matrix of the moment conditions . Figure 1 plots each portfolio's average excess return against the model-based expected excess return. . The sample period is January 1987 to August 2011. The commodity-based ICAPM employs as risk factors the market portfolio and innovations in the commodity TS, HP and Mom state variables. The remaining models are described in Appendix A. As borne out by the results in Table IV and Figure 1 the commodity risk factor model compares well with traditional multi-factor models in terms of pricing ability. 9 The commodity state variables capture relatively well the "hedging" risk premia that agents demand on equities.
Sensitivity Analysis
This section adds robustness to our findings regarding the roles of commodity state variables as predictors of changes in investment opportunities and as drivers of intertemporal risk.
First, we analyse the predictive ability of commodity and traditional state variables under a rolling (instead of recursive or expanding window) forecasting scheme that estimates the models over windows of fixed length T 0 =(2⁄3)T months where T is the total sample size. Rolling estimation is appealing because it offers a 'shield' against structural breaks in the data. Second, we repeat the recursive predictive analysis by considering a long holdout or out-of-sample period T 1 =(1⁄2) T beginning on May 1999, instead of T 1 =(1⁄3)T beginning on June 2003 as until now. Table V summarises the results of both robustness checks through a subset of the measures reported in Table III ; the unreported measures do not alter the main findings. 13 9 -The CAPM based has no pricing ability as suggested by an of -55% for the 25 SBM portfolios. (2) and (3) at horizons of 24 and 60 months when estimation is based on rolling windows (holdout period is June 2003 to August 2011 ) in Panel I, and holdout period is May 1999 to August 2011 in Panel II. T 1 (T) is the length in months of the holdout (total sample) period. The state variables are described in Section 3 and Appendix A. ∆MSE refers to the Diebold and Mariano (1995) Clark and West (2007) MSEadjusted statistic is used to assess significance (H 0 : ≤ 0 vs. H A : > 0). Gain is the portfolio management fee (in annualised percentage return) that an investor with mean-variance preferences and risk aversion coefficient of three would be willing to pay to use the forecasts from (2) in Panel A (from both (2) and (3) in Panel B) relative to the historical average. The portfolio weights on stocks are constrained to lie between 0 and 1.5 (inclusive). *, **, *** indicates significant at the 10%, 5% and 1% levels. All tests are Newey-West adjusted for autocorrelation in prediction errors.
The efficacy of the commodity state variables as OOS predictors of future changes in investment opportunities is not challenged when we obtain the forecasts through rolling estimation of the predictive regressions, nor when the forecast evaluation period is lengthened.
Uniformly across models and horizons, we observe that the utility gains over the long forecast evaluation period are smaller. Given that most of the 50 additional months in the long holdout period are expansionary (42 versus 8 according to NBER-dated business cycle phases), this finding aligns well with extant evidence that the degree of stock return forecastability is greater during recessions than expansions (Rapach et al., 2010; and Neely et al., 2014) .
Turning now to the cross-sectional leg of our investigation, we conduct the pricing analysis for the commodity-based and traditional multi-factor models using as test assets the 25 equity portfolios (CRSP NYSE/AMEX/NASDAQ stocks sorted on size and momentum) from Kenneth French's library. The main findings remain, namely, in the commodity model the signs of the intertemporal risk prices are consistent with the direction of time-series predictability which makes the commodity factor mimicking portfolios economically plausible candidates for state variables in an ICAPM sense. Moreover, the model competes fairly well with traditional ICAPM implementations in terms of cross-sectional pricing ability.
We additionally deployed the ICAPM of Campbell (1993 Campbell ( , 1996 that is formulated upon Epstein and Zin (1989) preferences together with a log-linear approximation of the representative agent's budget constraint. The expected return-covariance equation (1) now becomes then where is a Jensen's inequality adjustment due to log-normality; γ is interpreted as the investor's RRA level; and σ ik,t denotes the ith asset covariance with the return on invested wealth as proxied by the market portfolio (for k = 1) and with news about future changes on invested wealth as proxied by the innovations to the commodity TS, HP and Mom state variables (k = 2, 3 and 4, respectively). The relative importance of the market return and the commodity state variables in forecasting future investment opportunities is captured by the elements of the vector . In this formulation, the risk prices are no longer freely estimated but restricted instead to maintain a particular relation with λ and the RRA parameter; namely, γ M ≡ γ +(γ -1) λ M , and γ j ≡ (γ -1) λ j for j ={TS,HP,Mom}. The untabulated GMM estimation results of this restricted ICAPM formulation confirm our previous finding that innovations to backwardation-contango state variables act as plausible intertemporal "hedging" risk factors. 10
Conclusions
Motivated by the theory of storage and the hedging pressure hypothesis, we construct backwardation and contango state variables as factor-mimicking commodity portfolio returns using term structure, hedging pressure and momentum signals. Our findings show that the commodity state variables contain relevant information for future long-run changes in investment opportunities and for the business cycle that is not fully revealed by traditional state variables such as the dividend yield, default spread or term spread. The results hold both in-and out-of-sample, for different forecasting schemes, horizons and evaluation periods.
These findings lead us further to examine whether the innovations in the commodity state variables are priced risk factors in a novel ICAPM formulation. We show that the cross-sectional "hedging" risk prices associated with innovations to the commodity state variables are significant and economically consistent with the direction of long-run predictability. An ICAPM specification based on the commodity risk factors alone can explain the cross-sectional variation in equity returns relatively well. The predictive ability of the backwardation-versus-contango risk factor for aggregate market returns (variance) and business-cycle fluctuations is thus shown to be consistent with the intertemporal "hedging" risk premia that agents demand on equities.
The paper adds to an emerging literature that ascribes a role to commodity market variables, such as the basis and open interest, as leading indicators of economic activity and sources of priced risk in equities. Our findings could stimulate further research on the relation between the equity risk premium, cross-section of expected asset returns and business cycle fluctuations. APPENDIX A. Description of traditional state variables Panel I outlines multifactor models that have been interpreted as applications of Merton's (1973) ICAPM theory. Definitions and sources for each of the state variables are provided in Panel II. All the variables are sampled at a monthly frequency. CV2004 is an unrestricted version of Campbell and Vuolteenaho (2004) .
APPENDIX B. Long-run predictive regressions of expected market returns and variance with traditional state variables
The table reports OLS regression estimation results for future aggregate market returns (Panel A) and realized market variances at 24-and 60-months horizons using traditional predictors in various sets as employed in existing models; see Appendix A for details. The market portfolio is proxied by the U.S. value-weighted stock index from Kenneth French's library. All regressions include an (unreported) intercept. Bold denotes significance at the conventional 10%, 5% or 1% levels according to the asymptotic Student's t critical values. *, **, *** denote significance at the 10%, 5% and 1% levels according to subsampling critical values computed using the Romano and Wolf (2001) minimumvolatility block selection method. The estimation period is January 1987 to August 2011.
Founded in 1906, EDHEC Business School offers management education at undergraduate, graduate, post-graduate and executive levels. Holding the AACSB, AMBA and EQUIS accreditations and regularly ranked among Europe's leading institutions, EDHEC Business School delivers degree courses to over 6,000 students from the world over and trains 5,500 professionals yearly through executive courses and research events. The School's 'Research for Business' policy focuses on issues that correspond to genuine industry and community expectations.
Established in 2001, EDHEC-Risk Institute has become the premier academic centre for industry-relevant financial research. In partnership with large financial institutions, its team of ninety permanent professors, engineers, and support staff, and forty-eight research associates and affiliate professors, implements six research programmes and sixteen research chairs and strategic research projects focusing on asset allocation and risk management. EDHEC-Risk Institute also has highly significant executive education activities for professionals. It has an original PhD in Finance programme which has an executive track for high level professionals. Complementing the core faculty, this unique PhD in Finance programme has highly prestigious affiliate faculty from universities such as Princeton, Wharton, Oxford, Chicago and CalTech.
In 2012, EDHEC-Risk Institute signed two strategic partnership agreements with the Operations Research and Financial Engineering department of Princeton University to set up a joint research programme in the area of risk and investment management, and with Yale School of Management to set up joint certified executive training courses in North America and Europe in the area of investment management. 
Copyright © 2015 EDHEC-Risk Institute
EDHEC-Risk
