Abstract. We address the problem of necessary conditions and topological obstructions for the existence of robustly transitive maps on surfaces. Concretely, we show that partial hyperbolicity is a necessary condition in order to have C 1 robustly transitive endomorphisms with critical points on surfaces, and the only surfaces that admits robustly transitive maps are either the torus or the Klein bottle. Moreover, we show that every robustly transitive endomorphism is homotopic to a linear map having at least one eigenvalue with modulus larger than one.
Introduction and Statement of the Main Results
One of the main issue in dynamics is to study robust phenomena. That is, phenomena that are shared by all nearby systems. In this work we focus our attention in C 1 robust transitivity, where transitivity means that there exists dense orbits (see definitions in section 2.4). In particular, we address the problem of necessary and sufficient conditions in order to have robustly transitive maps on surfaces. From now on robust transitivity means C 1 robust transitivity.
1
Let us briefly comment about the present state of the art on this issue. The first robustly transitive examples were the expanding maps which appears in the late 60s. Their topological properties such as topological mixing, stability and others were studied in [Shu69] . Besides, it was conjectured by Shub in [Shu69] and then proved by Gromov in [Gro81] that the only manifolds that support expanding endomorphisms are the infranilmanifolds. The counterpart of expanding for diffeomorphisms is the notion of hyperbolicity developed in [Sma67] which in particular provides examples of robustly transitive diffeomorphisms.
The theory of robustly transitive without hyperbolic structure was developed later for diffeomorphisms. The first examples were given by Shub in T 4 ( [Shu71] ) and by Mañé in T 3 ( [Mañ78] ), which have an underlying structure weaker than hyperbolic, known as partially hyperbolic. Bonatti and Díaz ([BD96] ) gave a geometrical construction that produces partially hyperbolic robustly transitive systems, and these constructions were generalized by Bonatti and Viana in [BV00] , providing robustly transitive diffeomorphisms with dominated splitting which are not partially hyperbolic.
The natural questions that arises are if the partial hyperbolicity or dominated splitting are necessary conditions for robust transitivity and which are the manifolds that admits these kind of systems. It was proved for diffeomorphisms in [DPU99] and [BDP03] for compact manifolds of any dimension that robust transitivity implies a weak form of hyperbolicity, so-called dominated splitting. In dimension two, Mañé proved for diffeomorphisms in [Mañ82] that robust transitivity implies hyperbolicity and moreover, that the only surface that admits such systems is the torus. Regarding the second question there is not complete satisfactory results, see for instance [BBI09] .
Based on the examples of robustly transitive diffeomorphisms were constructed robustly transitive non-expanding endomorphisms. In [LP13] were obtained necessary and sufficient conditions for robustly transitive local diffeomorphisms. In particular, it is shown that any weak form of hyperbolicity is not necessary for robust transitivity. That result shows a crucial difference between diffeomorphisms and local diffeomorphisms.
These results do not consider the natural case of endomorphisms that are not local diffeomorphisms, that means endomorphisms with critical points. In this context, there are some examples of robustly transitive maps admitting persistent critical points such as in [BR13] and [ILP16] , and some others coming in a new paper by the same authors of the present work.
Surprisingly for endomorphisms with critical points, a weak form of hyperbolicity (formally partial hyperbolicity) is needed for robust transitivity; again showing a difference between the class of local diffeomorphisms and endomorphisms with critical points. Moreover, we show that only the torus and the Klein bottle support this kind of systems.
The first main result we present is in regard of necessary conditions. We show that partial hyperbolicity (see definition 2.2.1) is a necessary condition for the existence of this kind of systems. Concretely, Theorem A. If f ∈ End 1 (M) is robustly transitive endomorphism admitting critical points, then f is a partially hyperbolic endomorphism.
Some comments are in order. In our approach to prove the theorem above we do not use the classical results, such as closing lemma or connecting lemma, which are unknown for the case of endomorphisms with critical points. The strategy followed by Mañé in [Mañ82] use strongly the density of the periodic points, constructing the splitting over the periodic points and then extending it to the entire surface. In order to prove that the periodic points are hyperbolic, it is used the fact that sinks and sources are obstructions for transitivity in the diffeomorphisms case.
While for endomorphisms just sinks are obstructions for transitivity, additionally the existence of critical points whose kernel has full dimension is an obstruction as well (see Proposition 2.7). Since for our setting we cannot use the same approach as in the diffeomorphisms case, our strategy is to use the critical points to find the candidate for the splitting. We choose an appropiate set having the property that its elements enter infinitely many times (for the past and the future) in the critical set and admits a dominated splitting (section 3).
Let us briefly sketch the main ideas of the proof of Theorem A. First, we assume that the critical set has nonempty interior in order to prove the existence of the dominated splitting (Theorem 4.1). For this, using an appropiate set Λ and assuming that the kernel of the critical set is one dimensional, follows that the endomorphism restricted to Λ admits a dominated splitting (Main Theorem 1). Then, since the endomorphism is transitive and the critical set has nonempty interior, we may extend the dominated splitting to the whole surface. For the case that the critical set has empty interior, we prove that any such map can be C 1 approximated by robustly transitive maps with nonempty interior of the critical set and using the argument above we obtain that the map admits a dominated splitting (Theorem 4.2).
Finally, for proving that the map is partially hyperbolic, we show that the extremal subbundle is an expanding one (section 6). For the last part, roughly speaking, the proof pass through having arcs tangent to the dominating subbundle such that the length of their backward iterates decrease exponentially. For diffeomorphisms, this is obtained through the ergodic closing lemma which is unknown for endomorphisms admitting critical points. In our case, we use similar topological arguments as in [PS07] that allows us to show that any ergodic measure is "shadowed" by periodic measures and therefore if there is a measure with Lyapunov exponent close to zero, it can be approximated by periodic orbit with unstable eigenvalue close to 1. Then using the existence of a dominated splitting, the other eigenvalue is smaller than 1 and by a C 1 perturbation that periodic orbit become an attracting one, which is a contradiction since the map is robustly transitive.
For diffeomorphisms, it is well known that the only surface that admits robustly transitive is the 2-torus. In our setting, we characterize which surfaces support this kind of systems proving the following result.
Theorem B. If M admits robustly transitive endomorphisms, then M is either the Torus T 2 or the Klein bottle K 2 .
The Theorem B is proved considering two cases; the local diffeomorphisms case follows from classical arguments of differential topology and for the critical case is used Theorem A, the double covering and classical notions of differential topology as well.
Hence, a direct consequence is the following.
Corollary 1.
There not exist robustly transitive maps (endomorphisms or diffeomorphisms) on the sphere S 2 .
Otherwise, we would have a robustly transitive on the sphere and by [Mañ82] it cannot be a diffeomorphisms. Therefore it has to be an endomorphism and by topological reasons it has critical points. By Theorem A follows that S 2 admits a partially hyperbolic splitting, which is a contradiction.
We also obtain a homological necessary condition for the existence of robustly transitive maps. More precisely,
is a transitive endomorphism admitting a dominated splitting. Then f is homotopic to a linear map having at least one eigenvalue with modulus larger than one.
In consequence, we obtain the following result.
Corollary 2. If f ∈ End 1 (M) is robustly transitive endomorphism. Then f is homotopic to a linear map having at least one eigenvalue with modulus larger than one.
The proof of Theorem C is based on [BBI09] where Brin, Burago and Ivanov showed that the action of partially hyperbolic diffeomorphisms on three manifolds on the first homology group is partially hyperbolic as well and repeating the strategy developed before for Theorem A.
The paper is organized as follows. In section 2, we introduced basic notions and preliminaries results involved. In section 3, we state and prove the Main Theorem 1 which will be used for proving Theorem 4.2 (existence of dominated splitting). In section 4, it is proved Theorem 4.2 and Theorem B. In section 5, we prove Theorem C and Corollary 2. Finally, in section 6 we prove the existence of the expanding direction to finish the proof of Theorem A.
Preliminaries
2.1. Linear algebra. Let V and W be inner product spaces. If L : V → W is a linear map we denote by
Lv which are called norm and conorm of L, respectively.
Remark 2.1. Let L : R 2 → R 2 be a linear map which is not a rotation composed with a homothety. It is known from standard linear algebra that if v and w are unit vector such that L(v) = L and L(w) = m(L), then v and w are orthogonal vectors.
Definition 2.1. Let V and W be two one-dimensional subspaces of an inner product space Z such that
Then, we define the angle between V and W by
Definition 2.2 (Cones). Given two one-dimensional subspaces V and W of a bidimensional vector space Z. We define a cone of length η > 0 containing the subspace V by:
and when W = V ⊥ , we denote by:
or equivalently
Moreover, we define the dual cone C * V,W (η) by the closure of Z\C V,W (η). When W = V ⊥ , we denote C 2.2. Dominated splitting. In this section, we introduce the notion of dominated splitting using either cones or inverse limit, since both notions are equivalent as we will show in section 2.2.3. Let us consider f : M → M a surjective endomorphism from a surface M into itself.
2.2.1. Dominated splitting for endomorphisms by cones. Let Λ f be a compact, f -invariant subset of M (i.e., f (Λ f ) = Λ f ). Consider a (not necessarily invariant) one-dimensional subbundleẼ defined over Λ f .
Definition 2.3 (Dominated splitting for endomorphisms). We say that Λ f admits a dominated splitting for f if there exist η > 0 and m ≥ 1 such that the cone field on Λ f , C :
2.2.2. Inverse limit dominated splitting. Let M be a closed surface and consider the compact product space
For f , we define the inverse limit of f by the set
Let j ∈ Z and denote as π j :
If Λ is σ f -invariant set, define the linear cocycle of f over Λ by
Consider the norm of Dfx by
A splitting over Λ, T Λ M f = E ⊕ F , is a linear decomposition such that for everȳ x ∈ Λ, holds
Note that since the fiber TxM f of T M f overx ∈ M f is the vector space T π0(x) M , we have that E(x) and F (x) are one-dimensional subspaces in T π0(x) M . Definition 2.4 (Dominated splitting for linear cocycle). Let Λ be a compact, σ finvariant subset of M f . We say that Λ admits a dominated splitting for the linear cocycle Df if there exists a splitting over Λ,
(a ) Invariance: The subbundles E and F are Df -invariant. That is, for everȳ x ∈ Λ,
The angle between E and F is uniformly away from zero. That is, there exists α > 0 such that
(c ) Domination: There exists m ≥ 1 such that for everyx ∈ Λ,
where Df m | E(x) and Df m | F (x) denote the linear maps
The proposition below gives a natural candidate for the dominated subbundle in the splitting over the critical points.
Proof. Let us assume there exist v ∈ E(x) and w ∈ F (x) vectors such that v + w ∈ ker(Df x0 )\{0}. Then, Df x0 (v) = Df x0 (−w). Since E and F are Df -invariant, it follows that v, w ∈ ker(Df x0 ). By domination w = 0, and so ker(Df x0 ) = E(x).
The following proposition shows the uniqueness of the dominated splitting E ⊕F .
Proof. Suppose x j = π 0 (σ j f (x)) / ∈ S f for every j ∈ Z. Then, given a vector v ∈ E(x), rewrite it as v = v G +w H in an unique way, where v G ∈ G(x) and w H ∈ H(x). Similarly, one can decompose
and w F , w F ∈ F (x). Then, by domination, there exists n 0 ≥ 1 such that for n ≥ n 0 , we have
Since v ∈ E(x) and F (σ j f (x)) ∩ ker(Df xj ) = {0} for every j ∈ Z, then both w F and w F must be zero. Therefore, one deduces that
Assume by contradiction that E(x) is not contained in G(x). One can choose v ∈ E(x) such that w H = 0 and is contained in E(x) ∩ G(x). Since dim(E(x)) = dim(G(x)) and as they do not coincide, one gets a non-zero vector w ∈ F (x) ∩ G(x) by the same argument. Using the fact that H dominates G one deduces that Df n x0 (v) grows faster than Df n x0 (w) contradicting the fact that F dominates E.
Note that, in this case, we can consider the inverse cocycle Df −1 over the orbit (σ j f (x)) j , and use the same argument to get that F (x) = H(x). Therefore, E(x) = G(x) and F (x) = H(x) for everyx ∈ Λ such that π 0 (σ j f (x)) / ∈ S f for every j ∈ Z. Now, assume x j0 = π 0 (σ j0 f (x)) ∈ S f for some j 0 ∈ Z. Then, we have, by Proposition 2.1, that E(σ j f (x)) = G(σ j f (x)) = ker(Df xj ) for every x j ∈ S f . In particular, for j 0 . For x j / ∈ S f , consider n j = min{n ≥ j : x n ∈ S f }, we get by the invariance of E and G that
), we will consider two cases:
We may suppose, without loss of generality, that j 0 = 0 and consider the inverse cocycle Df −1 over the orbit (σ j f (x)) j<0 . Since F and H are dominated by E and G for Df −1 , respectively. We can repeat the same arguments in the first part of the proof and get F (σ j f (x)) = H(σ j f (x)) for j < 0. Finally, as F and H are Dfinvariants, one has:
Case 2: x jn ∈ S f for n ≥ 1 for some sequence (j n ) n≥0 ∈ Z, j n −∞.
Assume, without loss of generality, that x j / ∈ S f for j n < j < j n+1 , n ≥ 0. Since
Therefore, by invariance of F and H, we get
). This proves the proposition.
Remark 2.2. It follows from the proof of the uniqueness of the subbundles E and F that the subbundle E only depend of forward iterates. That is,
The next proposition shows the continuity of the dominated splitting. Moreover, it shows that a dominated splitting can be extended to the closure. Proposition 2.3 (Continuity and extension to the closure). The map
is continuous. Moreover, it can be extended to the closureΛ of Λ continuously.
Proof. Let (x n ) n≥1 ⊆ Λ f be a sequence such thatx n →x when n → ∞. Suppose, unless of a subsequence, that E(x n ) and F (x n ) converge to subspacesẼ(x) and F (x) (e.g., taking unit vectors of E(x n ) and F (x n )). By item (c ) of Definition 2.4, the angle betweenẼ(x) andF (x) is at least α. In particular,Ẽ(x) ∩F (x) = {0}. Furthermore, by continuity of Df , the subspacesẼ(x) andF (x) are Df -invariant, and they satisfy the domination property (2.2).
By Proposition 2.2, we have thatẼ(x) andF (x) do not depend of the subsequence. Then,Ẽ(x) andF (x) are well defined, and we denote it by E(x) = lim E(x n ) and F (x) = lim F (x n ). Therefore, we can extend the subbundles E and F continuously to the closure of Λ f .
Equivalence of the definitions.
In what follows, we show that the two definitions of dominated splitting, by cones and inverse limit, given above are equivalents.
By Remark 2.2, E :x ∈Λ → E(x) depend only of forward iterates, we can define a subbundle on Λ f , denote by E as well, as follows
where x = π 0 (x). Now, we define the dual cone in the natural way by
where α 2 < η < α with α > 0 given by property (b ) in Definition 2.4.
We show now that C * satisfies the items (a) and (b) of Definition 2.3. By definition of dual cone
In particular, E(x) = ker(Df x ) for x ∈ S f , then C * satisfies item (a). Moreover, for anyx ∈Λ such that π 0 (x) = x, holds
Fix any F (x) and denote it by F (x). Given v ∈ C * E (x, η), we consider β and θ the angles (E(x), F (x)) and (E(x), R v ), respectively. Using elementary trigonometry, we get that
where
In other words,
On the other hand,
so it is sufficient to prove the case (E(x) ⊥ , R v ) = η −1 and β km = α. Thus, we get
. Thus, we conclude that Definition 2.4 implies Definition 2.3.
Reciprocally, let Λ f be f -invariant compact subset of M , and consider a cone field C : x ∈ Λ f → C (x, η) satisfying (a) and (b) in Definition 2.3. By item (b), we get that the dual cone C * :
and
It follows by item (a) of Definition 2.3 that E(x) ∩ F (x) = {0}. The proof that E(x) and F (x) are subspaces of TxM f and satisfy the properties (a ),(b ), and (c ) is standard and left to the read.
For simplicity from now on, we say that Λ ⊆ M f admits a dominated splitting for f instead of saying that Λ admits a dominated splitting for the linear cocycle Df .
2.3. Partially hyperbolic endomorphisms. Let us assume that M f admits a dominated splitting for the linear cocycle Df . That is, there exist subbundles E and F over M f satisfying:
• ∃m ≥ 1 such that
Definition 2.5 (Partially hyperbolic endomorphisms). We say f is partially hyperbolic endomorphism if there exist k ≥ 1 and λ > 1 such that
Remark 2.3. Up to taking an iterate, we may suppose k = m at the definition of partially hyperbolic endomorphisms.
Next proposition is a characterization of partial hyperbolicity.
if and only if f is partially hyperbolic endomorphism.
Proof. Suppose that there exists m 0 ≥ 1 and λ > 1 such that for everyx
Hence, taking k 0 ≥ 1 such that λ 0 := Cλ k0 > 1 and l 0 = k 0 m 0 , we have that for every l ≥ l 0 ,
The reciprocal is obvious.
We may define partially hyperbolic endomorphism using cone fields in the following way.
Proposition 2.5. f ∈ End 1 (M) is a partially hyperbolic endomorphism if and only if there exists a constant η > 0, a one-dimensional subbundle E over M , and a cone field C *
• T M f = E ⊕ F a dominated splitting for the linear cocycle Df ;
• There exist λ > 1 and m ≥ 1 so that
we may be defined the field cone by:
The reciprocal, it is standard. Taking
satisfy the properties (i) and (ii).
Robust transitivity.
Remember that f ∈ End 1 (M ) is topologically transitive (or transitive) if and only if
The following result relates the transitivity of f on M with the transitivity of the shift map σ f on M f . Since this is a well known result in the literature we left the proof to the readers, further details may be found in [AH94, Theorem 3.5.3]. 
We say that f is robustly transitive if
The proposition below shows that dim(ker(Df n x )) = 1, for x ∈ S f and n ≥ 1, is a necessary condition for robust transitivity.
Proposition 2.7. Let f ∈ End 1 (M), x ∈ S f , and n ≥ 1 such that
In particular, f is not robustly transitive.
We first present a lemma, similar to Franks' Lemma (see [Fra71] ), that will be used in the proof of the proposition above.
Fix f ∈ End 1 (M ). Given p ∈ M , we consider δ 0 > 0 and η 0 > 0 such that exp x : B δ0 → B (x, δ 0 ) and exp f (p) : B η0 → B (f (p), η 0 ) are diffeomorphisms, where B r is a ball of radio r and centered at the origin of the tangent space. Moreover, assume that f (B (x, δ 0 )) ⊆ B (f (x), η 0 ).
Proof. It can be found in [Rob95] , Lemma 4.2. Now we are able to prove Proposition 2.7.
Proof of Proposition 2.7. Suppose x 0 = x and x j = f (x j−1 ) for 1 ≤ j ≤ n. Assume also that x 0 , x n ∈ S f and x j / ∈ S f for 1 ≤ j ≤ n − 1. Then, by Lemma 2.1, there exist g ∈ U f and a neighborhood B of 0 in T x0 M such that
The next result is well known, hence we do not present its proof, for further details see for instance [Fra71] .
Precise statement of the Main Theorem 1
In this section, we present a technical result that is crucial for the proof of Theorem A stated in section 1. Let us fix some notation before.
Let f ∈ End 1 (M) with dim(ker(Df n x )) ≤ 1 for every x ∈ M and n ≥ 1. Then, define
, and consider the following splitting on T Λ M f :
where n − (x) and n + (x) are defined as max{n < 0 : x n ∈ S f and x n+1 / ∈ S f } and min{n ≥ 0 : x n ∈ S f }, respectively.
For simplicity, from now on we suppress the explicit dependence onx in n +(−) j (x). The theorem below is a technical result and shows that Λ as it was defined above admits a dominated splitting.
Main Theorem 1. Suppose Λ = ∅ as defined above and there exists a neighborhood
for every x ∈ M, n ≥ 1. Moreover, assume that Λ as it was defined in (3.1) is nonempty.
Let
The proposition below shows that T Λ M f = E ⊕ F is a splitting over Λ, and E and F are Df -invariant, as defined above. In particular, the splitting satisfies the invariance property, (a ), in Definition 2.4.
Lemma 3.1. Suppose Λ = ∅. Then, the following properties hold:
Proof. Givenx = (x j ) j ∈ Λ, then E(x) and F (x) are well defined. In fact, if
is an isomorphism and, as dim(ker(Df x )) ≤ 1, there exists v ∈ T x0 M such that Df
is well defined follows from its definition. Proving item (i).
Item (ii) follows from observing that, as dim(ker(Df n x )) ≤ 1 for every x ∈ M and n ≥ 1, we have
In order to prove item (iii), considerx = (x j ) j any point in Λ and denotē
and, for n − (ȳ) = n − (x) − 1 we get y n − (ȳ) = x n − (x) , hence
or, for n − (ȳ) = −1 we get y 0 / ∈ S f and so
, where w ∈ ker ⊥ (Df y−1 ), and E(x) = ker(Df x0 ).
Therefore, as y −1 = x 0 , we have
In particular,
Using that Df x0 is an isomorphism and n + (ȳ) = n + (x) − 1, we have that y n + (ȳ) = x n + (x) and there exists a unique v ∈ T x0 M such that Df x0 v = v. Therefore, since
we get E(x) = R v and E(σ f (x)) = Df x0 (R v ) = Df (E(x)). This complete the proof.
The next lemma states that the angle between E and F is uniformly bounded away from zero. In particular, it shows property (b ) of Definition 2.4.
Lemma 3.2. There exists α > 0 such that for anyx ∈ Λ holds
Proof. Suppose by contradiction that given α n , there existsx n ∈ Λ such that (E(x n ), F (x n )) < α n .
By Lemma 2.1 (Franks' Lemma), there exists ε > 0 such that if a linear map
Choosing α n and
where R is the rotation of angle smaller than α n for which R(F (x n )) = E(x n ), satisfies:
where I is the identity. Therefore, there exist g ∈ U f and a neighborhood B of x −1 in M such that
In particular, for n = |n − | + n + , we have Dg n x n − ≡ 0 which is a contradiction.
Therefore, to conclude the proof of the Main Theorem 1 remains to prove the domination property (2.2), item (c ) of Definition 2.4.
We define a splitting over a neighborhood of S f which will be useful to show some properties about the splitting
Denote
Consider the cone field
We will prove some technical results that relate the splitting E ⊕ F and V ⊕ W in a neighborhood of S f .
Lemma 3.3. For every ε > 0 and η > 0, there exists a neighborhood U ⊆ U of S f such that for every x ∈ U , we have Df
Proof. Note that it is enough to prove for x ∈ U \S f , because for x ∈ S f we have
for every η > 0. Thus, suppose x ∈ U \S f . In this case, we will show that Df x (C * V (x, η)) is contained in the following cone:
Indeed,
. Then, to conclude the proof, we take a neighborhood U of S f contained in U such that δ > 0 is small enough so that:
This finishes the proof.
Proposition 3.1. Given ε > 0, there exists a neighborhood U of S f such that for everyx ∈ Λ with x 0 = π 0 (x) ∈ U , we have
Proof. It is sufficient to prove for x 0 / ∈ S f . Because, if x 0 ∈ S f , we have that V x0 = E(x 0 ) = ker(Df x0 ) and, consequently, Df x0 (W x0 ) = F (σ f (x)). In particular, it follows the statement.
Choose α > 0 and η > 0 small enough so that 0 < η < α < ε. Then, by Lemma 3.3, there exists U a neighborhood of S f such that Df x (C * V (x, η)) is contained in C Dfx(Wx) (f (x), α/2) for every x ∈ U . We prove our assertion by contradiction. The proof is divided in two parts.
Indeed, suppose by contradiction that (F (σ f (x) ), Df x0 (W x0 )) > α/2. Then,
Then, by Lemma 2.1(Franks' Lemma), there exist g ∈ U f , and B and B disjoint neighborhoods of π 0 (σ −1 f (x)) and x 0 in M , respectively, such that:
f (x)) and Dg x0 = R 2 • Df x0 , where R 1 and R 2 are rotation maps of angle smaller than α satisfying:
This is possible, since
. Therefore, there exist n ≥ 1 and x ∈ S f such that Dg n x ≡ 0 which is a contradiction. Then, we conclude that (F (x), Df x0 (W x0 )) < α/2. In particular, this concludes the proof of first part.
In other words, (F (σ f (x)), E(σ f (x))) < α. Contradicting the Lemma 3.2. Therefore, (E(x), V x0 ) < η proves the second part and, consequently, the proposition.
The next lemma is a classical algebraic result and it will be very useful for proving the domination property, item (c ), for a detail proof see [Pot12, Appendix A].
Lemma 3.4. Given ε > 0 and K > 0, there exists l > 0 such that if A 1 , ..., A l is a sequence in GL(2, R) verifying:
Then, there exist rotations R 1 , ..., R l of angles smaller than ε such that
Let us prove this auxiliary lemma before proving finally the existence of a dominated splitting.
Lemma 3.5. There exists m ≥ 1 such that for everyx ∈ Λ, there exists 1 ≤ k(x) ≤ m, so that
Proof. Suppose by contradiction that given m ≥ 1 there existsx m ∈ Λ such that which is a contradiction, since dim(ker(Dg n x )) ≤ 1 for every g ∈ U f and every x ∈ M, n ≥ 1.
For this, we assume the following assertion that will be prove later.
Claim 1: There exist a neighborhood U of S f and m 0 ≥ 1 such that
Let U be a neighborhood of S f given by Claim 1 above. By continuity of Df , we can choose K > 0 such that max{ Df x , Df
Lemma 3.4, we have that for every ε > 0, there exist l ≥ 1 and R 1 , . . . , R l rotations of angle smaller than ε verifying that
Let ε > 0 given by Lemma 2.1(Franks' Lemma) such that
Then, there exist g ∈ U f and a neighborhood B of {y m , ..., f l−1 (y m )} in M satisfying:
• Dg f k (ym) = R k+1 Df f k (ym) , for 0 ≤ k ≤ l − 1;
≡ 0. This proves the statement (3.4). Now, we can prove the Claim 1.
Proof of Claim 1. Suppose by contradiction that there exist two sequences, (U n ) n of neighborhoods of S f such that U n ⊆ U n+1 and n U n = S f , and (y n ) n subsequence of (y m ) m such that for any n ≥ 1 there exists 1 ≤ l n ≤ m n such that f ln (y n ) ∈ U n , where m n goes to infinity as n goes to infinity. Assume that equation (3.3) holds. We will show that the statement (3.4) holds, and so, we get a contradiction. Then, we conclude the proof.
We fix ε > 0, given by Lemma 2.1(Franks' Lemma), such that given Γ = {x 0 , ..., x n } and L :
Let α > 0 be the number given by Lemma 3.2. We fix 0 < θ < α such that any rotation R of angle smaller than θ satisfies:
By Proposition 3.1, we have that given ε > 0 there exists a neighborhood U of S f in M such that for everyx ∈ Λ which π 0 (x) ∈ U , we get (F (σ f (x)), Df x0 (W x0 )) < ε and (E(x), V (x 0 )) < ε .
Hence, given β > 0 we can choose ε > 0 small enough such that the cone
contains the cone C Dfx(Wx) (f (x), ε ) for everyx ∈ Λ which x = π 0 (x) ∈ U . Then, we consider 0 < β < θ small enough such that
By Lemma 3.3, for 0 < η < θ/2 there exists
Contradicting that (E(x), F (x)) ≥ α for everyx ∈ Λ. Now, we can prove the statement (3.4). Assume, without loss of generality, that U n ⊆ U for every n. We consider (x n ) n a subsequence of (x m ) m such that y n = π 0 (x n ). Then, we have that
we get, by equation 3.4, that
In other words, β) ). Note that, as Df x (C * V (x, η)) is contained in C Dfx(Wx) (f (x), ε ), and C Dfx(Wx) (f (x), ε ) is contained in C F,E (x, β/2) for every x = π 0 (x) ∈ U , we have
for every x = π 0 (x) ∈ U . Therefore, we have
In particular, there exist v ∈ C F,E (x n , β) such that
Then, we take Γ = {π 0 (σ
(x n ))} and the following linear maps
, and
, where R 1 and R 2 are rotations of angle smaller that θ such that
By Franks' Lemma, there exist g ∈ U f and a neighborhood B of Γ in M satisfying:
≡ 0, which is a contradiction.
Finally, we are able to prove the domination property (2.2).
Lemma 3.6. There exists l ≥ 1 such that for anyx ∈ Λ,
Proof. Consider m ≥ 1 given by Lemma 3.5. Then, forx ∈ Λ, there exist k 0 := k(x), with 1 ≤ k 0 ≤ m, such that if l m, then
.
We consider n + (x) l. Then, repeating the process, we get 1 ≤ L r ≤ m, where
where C 0 is chosen so that
for everyx ∈ Λ. Therefore, taking l 1 such that (1/2) r C 0 ≤ 1/2, for everyx ∈ Λ we get that:
• If n + (x) < l, we have Df l | E(x) = 0. In particular,
This concludes the proof.
Finally, we prove Main Theorem 1.
Proof of Main Theorem 1. Therefore, by Lemma 3.2 and 3.6, we have that items (b ) and (c ) hold, and, by item (iii) of Lemma 3.1, one has that item (a ) of Definition 2.4 holds. This concludes the proof of Main Theorem 1.
Consequences of the Main Theorem 1
The goal of this section is to prove that M admits a dominated splitting for a robustly transitive endomorphism with critical points, and consequently, M is covered by the torus T 2 . For this, we first present some preliminary results.
Proof of Existence of Dominated Splitting.
In order to prove that M admits a dominated splitting for a robustly transitive endomorphism with critical points, we first prove the following result.
Theorem 4.1. If f ∈ End 1 (M) is a robustly transitive endomorphism with nonempty interior of the critical set, then M admits a dominated splitting for f .
Before proving Theorem 4.1, let us introduce some useful results. The following result shows that generically the forward and backward orbits by the shift map are dense in M f . Concretely, Lemma 4.1. If f ∈ End 1 (M) is transitive, then there exists a residual set G ⊆ M f such that for everyx ∈ G the forward and backward orbits ofx by σ f are dense in M f . That is, the set of thex ∈ M f such that
Proof. This is a classical result, so we left the proof for the readers. For further details see [Gou17] . Now, we are in condition to prove Theorem 4.1.
Proof of Theorem 4.1. Since S f has nonempty interior and Lemma 4.1, we have that Λ defined on (3.1) by
is a dense set in M f . Therefore, Main Theorem 1, implies that the splitting Finally, we can prove that dominated splitting is a necessary condition for a robustly transitive endomorphism. That is, we will prove that:
is a robustly transitive endomorphism admitting critical points, then M admits a dominated splitting for f .
Let f ∈ End 1 (M ) be a robustly transitive endomorphism with nonempty critical set. By Proposition 2.6 and Lemma 4.1, we may choose a pointx = (x j ) ∈ M f such that
In order to show that M admits a dominated splitting for f , we will prove that the orbit O(x, σ f ) = {σ n f (x) : j ∈ Z} exhibits a dominated splitting. And so, by Proposition 2.3, we can extend it to the whole M f .
Before starts the proof, let us introduce some useful results. Let p ∈ S f . By Lemma 2.1, there exist two sequences, a sequence (B n ) of neighborhoods of p and other sequence (f n ) n of C 1 -endomorphisms satisfying:
Claim 1: There exists a sequence (x n ),x n ∈ M fn for each n ≥ 1, such thatx n →x as n → ∞ in M Z .
Note that
j , x j ) < ε, for |j| ≤ N and n ≥ n 0 .
(.)
Proof of Claim 1. First, let us construct the sequence (x n ),x n ∈ M fn . For this, note that, give N 1 ≥ 0, we may choose n 1 ≥ 1 such that x j / ∈ B n \{p}, for |j| ≤ N 1 and n ≥ n 1 . This is possible, because the orbits O + (x, σ f ) and O − (x, σ f ) are dense in M f . Thus, we may definex n ∈ M fn so that x n j = x j for |j| ≤ N 1 and n ≥ n 1 . Give ε > 0 and N > 0, we may choose N 1 > N large enough so that sup{d(x, y) : x, y ∈ M } 2 |j| < ε 2 , for every |j| = N 1 + 1.
Therefore, choosing n 1 ≥ 1 as above, we have for every n ≥ n 1 that
By Theorem 4.1 follows that M fn admits a dominated splitting for each n ≥ 1. Suppose, T M fn = E n ⊕ F n a dominated splitting for f n .
Lemma 4.2. There exists α > 0 such that the angle between E n and F n is greater than or equal to α, for every n ≥ 1.
Proof. By proof of Lemma 3.2 follows that if
for some α > 0 small enough, then there exist a point y 0 ∈ M and a number k ≥ 1 such that dim(ker(Df k y0 )) = 2. Contradicting the fact that f n is a robustly transitive endomorphism.
For the next lemma, remember that
Lemma 4.3. There exists m ≥ 1 so that for everyȳ ∈ Λ n , there exists
Proof. Suppose by contradiction that for each m ≥ 1, there exist n ≥ 1 and y ∈ Λ fn such that
Then, repeating the proof of Lemma 3.5, one obtain a contradiction.
Lemma 4.4. O(x, σ f ) admits a dominated splitting.
Z is a shift map which is continuous. Then, by Proposition 2.3, we define
By Lemma 4.2 follows that E and F satisfy the property (b ) of Definition 2.4. Moreover, by construction of f n , we have that:
Hence, E and F are Df -invariant, they satisfy the property (a ) of Definition 2.4.
Finally, to conclude the proof of the lemma, we will show that f satisfies the property (c ) of Definition 2.4. And so, we conclude the proof.
Indeed, let m ∈ N be the number given by Lemma 4.3. Then, givenȳ = σ j f (x) for some j ∈ Z, we may choose n 0 ≥ 1 large enough such that σ
It follows from Lemma 3.6 that f satisfies the property (c ) of Definition 2.4.
Proof of Theorem 4.2. Since O(x, σ f ) admits a dominated splitting and a dense subset of M f , it follows from Proposition 2.3 that M admits a dominated splitting for f .
Proof of Theorem B.
Consider f : M → M a robustly transitive endomorphism.
Proof of Theorem B. The proof will be divided in two cases.
Case 1: The critical set S f is empty.
Then, f is a local diffeomorphism. In particular, f is a covering map. Let n be the degree of f . It is well known that for any n-sheeted covering p :Ñ → N of the compact surface N by the compact surfaceÑ , the Euler characteristic of surfaces are related by the formula χ(Ñ ) = nχ(N ) (see for instance [Shu74] ). Then,
If χ(M ) = 0, by Classification of Surfaces Theorem, either M is the torus T 2 or the Klein bottle K 2 . If n = 1, we get that f is a diffeomorphism and it is well known that there exists robustly transitive diffeomorphisms on the torus T 2 (see [Mañ82] ).
Case 2: The critical set S f is nonempty.
Theorem 4.2 implies that M f admits a dominated splitting, let us say T M f = E ⊕ F . By Remark 2.2, we may define a continuous subbundle over M by
* (E)) be the double covering of E over M . Hence, since the subbundle p * (E) of TM is orientable, we can define a vector field X :M → TM such that X(x) = 0 ∈ p * (E). Therefore, one gets that χ(M ) = 0 and so χ(M ) = 0. Thus, M either is the torus T 2 or the Klein bottle K 2 .
Isotopy classes
This section is devoted to the proof of Theorem C and Corollary 2 and it is based on [PS07] . For completeness we give here the details adapting the proof of [PS07] in our setting.
5.1. Topological expanding direction. Let f ∈ End 1 (M) be a transitive endomorphism and M is either the torus T 2 or the Klein bottle K 2 . Assume that M admits a dominated splitting for f . Suppose that T M = E ⊕ C * E is the dominated splitting, where C *
is a cone field and E a subbundle over M, both Df -invariants.
An E-arc is an injective Lipschitz curve γ : [0, 1] → M such that γ ⊆ C * E , where γ denote the set of tangent vectors of γ. We denote by (γ) the length of γ.
Definition 5.1. We say that an E-arc γ is a δ-E-arc provided the next condition holds:
In other words, a δ-E-arc is a Lipschitz curve that does not grows in length for the future and always remains transversal to the E subbundle, since C * E is Df -invariant.
The following result give us an interesting property of a δ-E-arc.
Lemma 5.1. There exist 0 < λ < 1, δ > 0, C > 0 and n 0 ≥ 1 such that given any δ-E-arc γ follows that for every x ∈ f n0 (γ) holds
Proof. By dominated splitting, we have that there exists m ≥ 1 such that
Furthermore, given a > 0, there exist δ 1 > 0 and θ 1 > 0 such that for every x, y with d(x, y) < δ 1 and v ∈ C , one has
and θ 1 ) , where γ n denotes the curve f n (γ). Now, taking β > 0 so that 1 < (1 − a)(1 + β) < 2, one follows that for every t ∈ (0, 1),
for every k sufficiently large. Indeed, assume that γ := γ n0 is parametrized by arc length. Suppose by contradiction that there exists a sequence (k j ) j going to infinity as j goes to infinity such that
Then, we have that
To finish the proof, choose β > 0 small enough such that 1 < ((1−a)(1+β)) m < 2. Hence,
where ((1 − a)(1 + β)) m /2 < λ < 1. This shows that (5.1) holds.
We can suppose that, up to taking an iterated, γ satisfies Lemma 5.1. The next lemma ensures the existence of the local stable manifold for points belonging to a δ-E-arc. Fix 0 < λ < 1 given by Lemma 5.1 and λ > 0 such that (1 +a)λ < λ < 1.
Lemma 5.2. Let γ be a δ-E-arc given by Lemma 5.1. Then, there exists α > 0 such that for every x ∈ γ, there is a unique curve σ x : (−α, α) → M orientation preserving satisfying:
Proof. We prove that the equation ( * ) has a unique solution for x ∈ γ. There exists α 0 > 0 such that it has at least one solution defined on (−α 0 , α 0 ). Suppose by contradiction that σ 1 , σ 2 : (−α 0 , α 0 ) → M are solutions of ( * ) so that x 0 ∈ σ 1 ∩ σ 2 shown in figure below. For every 0 < α < α 0 , consider γ α the set of points y ∈ M such that there exists a solution σ x of ( * ) with σ x (α) = y. Note that γ α is a connected compact set in M (see [Sot79] ). Now, consider for a > 0 small enough given in Lemma 5.1,
, if x / ∈ B(S f , α 0 ). We fix 0 < α < α 0 and γ α as above, then we denote by Q the region bounded by σ 0 , σ 1 and γ α as in figure 1 . Then, the diameter of the set f n (Q) goes to zero as n goes to infinity. For any point y ∈ Q, d(f n (y), f n (x 0 )) goes to zero uniformly, because Denote by W s ε (x) the set {σ x (t) : t ∈ (−ε, ε)}. In particular, note that
Remark 5.1. By uniqueness of solution of the equation ( * ) and invariance of E by Df , we have that
We can consider the box
It is an open set. The next result shows that the existence of δ-E-arc is an obstruction for transitivity.
Theorem 5.1. There exists δ 0 > 0 such that if γ is a δ-E-arc with 0 < δ ≤ δ 0 , then one of the following properties holds:
(1) ω(γ) ⊆β, whereβ is a periodic simple closed curve normally attracting.
(2) There exists a normally attracting periodic arcβ such that γ ⊆ W s ε (β). (3) ω(γ) ⊆ Per(f ), where Per(f ) is the set of periodic points of f. Moreover, one of the periodic points is either a semi-attracting periodic point or an attracting one (i.e., the set of points
Proof. Define γ n := f n (γ). Since f is transitive, we have that there exists n 0 ≥ 1 such that W s ε (γ) ∩ W s ε (γ n0 ) = ∅. If (γ kn0 ) goes to zero as k goes to infinity, then ω(γ) consist of a periodic orbit. Indeed, if (γ kn0 ) → 0 , then (γ n ) → 0 as n → ∞. Let p be an accumulation point of γ kn0 . That is, there exist a subsequence (k j ) j and x ∈ γ such that f kj n0 (x) → p. In particular, as (γ n ) → 0, one has γ kj n0 → p as j → ∞, and by the property W s ε (γ) ∩ W s ε (γ n0 ) = ∅, it follows that the limit is independent of the subsequence (k j ) j , and so, we have γ kn0 → p as k → ∞. Hence, γ kn0+r → f r (p) for 0 ≤ r ≤ n 0 − 1, implying that p is a periodic point. Thus, for any x ∈ γ we have that ω(x) consist only of the periodic orbit of p. This proves item (3).
If (γ kn0 ) does not go to zero as k goes to infinity, then there exists (k j ) j such that γ kj n0 → β, where β is an arc which is at least C 1 and tangent to C * E , since
Then, there exist two possibilities: eitherβ is an arc or a simple closed curve. To prove this, notice that f kn0 (β) is a δ-E-arc for every k ≥ 0. In particular, for each x ∈β there exists ε(x) > 0 such that W s ε(x) (x) is the local stable manifold for x.
is a neighborhood ofβ. We only have to show that, given x ∈β, there exists a neighborhood B(x) of x in M such that B(x) ∩β is an arc. This implies thatβ is a simple closed curve or an interval. Thus, take x ∈β, in particular x ∈ f k1n0 (β). Take I an open interval in f k1n0 (β) containing x and let B(x) be a neighborhood of x such that B(x) ⊆ W s (β) and B(x) ∩ β 1 ⊆ I, where β 1 is any interval containing f k1n0 (β) and (β 1 ) ≤ 2δ 0 (δ 0 small). Now let y ∈β ∩ B(x). We prove that y ∈ I. There is k 2 such that y ∈ f k2n0 (β). Since
and both have nonempty intersection with B(x), we conclude that for some j follows that f kj n0+k1n0 (γ) and f kj n0+k2n0 (γ) are linked by a local stable manifold. Hence f k1n0 (β) ∩ f k2n0 (β) is an arc β tangent to C * E with (β ) ≤ 2δ 0 . Therefore y ∈ B(x) ∩ β ⊆ I as we wish, completing the proof thatβ is an arc or simple closed curve. Moreover, since f n0 (β) ⊆β, it follows that for any x ∈ γ, ω(x) is the ω-limit of a point inβ, hence (1) or (2) holds, completing the proof.
Corollary 3. There is not δ-E-arc provided δ small.
Proof. From Theorem 5.1 follows that the ω-limit of a δ-E-arc is either a periodic simple closed curve normally attracting, or a semi-attracting periodic point or there exists a normally attracting periodic arc. In any case, it contradicts that f is transitive.
Lemma 5.3. Given δ > 0, there exists n 0 ≥ 1 such that for every E-arc γ with δ/2 ≤ (γ) ≤ δ, one has that the length of f n (γ) is at least 2δ for some 0 ≤ n ≤ n 0 .
Proof. Fix δ 0 > 0 given by Theorem 5.1. Suppose by contradiction that there exists 0 < δ < δ 0 /2 such that for every n ≥ 0, there exists an E-arc γ n with γ n ⊆ C * E so that (f k (γ n )) ≤ 2δ for every 0 ≤ k ≤ n.
As γ n ⊆ C * E , one has that the Lipschitz constant of γ n is uniformly bounded. In particular, the family {γ n } n is uniformly bounded and equicontinuous. That is,
• d(γ n (t), γ n (0)) ≤ δ for every t ∈ [0, 1] and n ≥ 1;
• ∀ε > 0, ∃ν > 0 such that for every n ≥ 1,
Then, by Arzelà-Ascoli's Theorem, up to take a subsequence, γ n converges uniformly to the 2δ-E-arc γ, since γ is a Lipschitz curve with (f k (γ)) ≤ 2δ and γ ⊆ C * E . Contradicting the Corollary 3. Lemma 5.4. Let δ > 0 and n 0 ≥ 1 be given by Lemma 5.3. Then, there exists ε > 0 such that for every E-arc γ with (γ) ≥ δ/2, one has (f k (γ)) ≥ ε for every 1 ≤ k ≤ n 0 .
Proof. Suppose that for every ε n > 0 there exist E-arc γ n with (γ n ) ≥ δ/2 and 1 ≤ k n ≤ n 0 such that (f kn (γ n ) < ε n . Then, up to take a subsequence, we have that there exists E-arc γ, γ = lim n→∞ γ n , with (γ) ≥ δ/2 so that (f k (γ)) = 0 for some 1 ≤ k ≤ n 0 . Therefore, there exists t ∈ (0, 1) and γ (t) ∈ C * E such that Df k (γ (t) = 0 which contradicts the fact that the dominated splitting.
Proof. Let ε and n 0 be given by Lemma 5.3 and Lemma 5.4. Then,
To prove Theorem C we use similar arguments as in [BBI09] and [PS07] .
5.2. Proof of Theorem C. Let R 2 be the universal covering of M and let E be the lift of the subbundle E on R 2 . In particular, one has that E is orientable. Considering the metric on R 2 which is the lift of the metric on M , we have that the cone field C * E is the lift of the cone field C * E on R 2 .
Lemma 5.5. There exist ε > 0 and a constant C > 0 such that for anyγ :
where B(γ, ε) = {x ∈ R 2 : d(x,γ) < ε}.
Proof. We prove first thatγ is injective. Moreover, there exists ε > 0 such that the ball B(x, ε), centered in x ∈γ and radio ε, intersectsγ just once. Indeed, supposeγ(0) =γ(1). Let D be a disk such that its boundary ∂D is the curveγ. Since E is orientable and transversal to ∂D, we can define a non-vanishing field on D. Then, by Poincaré-Bendixson Theorem, it has a singularity in D which is a contradiction. Therefore,γ is injective.
Fix ε > 0 small enough such that the tangent curve to E passing through the point x divides B(x, ε) in two connected components. It is possible, because E induces a continuous vector field on R 2 and it is bounded. Now, suppose that γ(t 1 ) ∈ B(γ(t 0 ), ε) for some 0 ≤ t 0 < t 1 ≤ 1. Sinceγ ⊆ C * E , we can take a disk D such that the distribution E induce a continuous vector field on D (D is a disk whose boundary is the union of a tangent curve to E fromγ(t 1 ) toγ(t 0 ) andγ). Then, repeating the same arguments one gets, by Poincaré-Bendixson Theorem, that such vector field has a singularity in D, which is a contradiction. Therefore, we conclude that there exists ε > 0 such thatγ intersects B(x, ε) at most once. Up to changing ε, we can assume that any C 1 -curve tangent to the cone field with length larger than 0 is not contained in a ball of radio ε.
Finally, assume (γ) 0 . Then, we consider k ≥ 1 the largest integer less than or equal to (γ)/ 0 and the set {x 1 , ...,x k } contained inγ such that the curveγ j iñ γ that passes throughx j has length 0 and {B(x j , ε/2)} j are two-by-two disjoints. Thus, we have
where C 0 is the area of the ball of radio ε/2. Therefore,
where C = C 0 /2 0 . Now, we can prove Theorem C.
Proof of Theorem C. Letf : R 2 → R 2 be a lift of f . Then, there exists a unique square matrix L with integers entries such thatf = L + φ, where φ is π 1 (M )-periodic map (that is, φ(x + v) = φ(x) for every v ∈ π 1 (M ) andx ∈ R 2 ). Assume by contradiction that the absolute value of all eigenvalues of L are less than or equal to one. Thus, the diameter of the images of any compact set under the iterates of f grows polynomially.
We now apply this observation to the ball B n of centerx n ∈γ n and radio the diameter ofγ n plus ε, whereγ n is the image byf n of a C 1 -curveγ withγ ⊆ C * E and ε > 0 is given by Lemma 5.5. Note that B n contains the neighborhood B(γ n , ε) ofγ n . Then, the area of B n grows polynomially, implying that the diameter ofγ n grows polynomially. This is a contradiction, because, by Lemmas 5.3 and 5.4, we have that (γ n ) grows exponentially and, by Lemma 5.5, we have that
Therefore, L has at least one eigenvalue with modulus larger than one.
Finally, let us prove Corollary 2 stated in section 1.
Proof of Corollary 2. Let f ∈ End 1 (M) be a robustly transitive endomorphism. So, we have two possibilities, either f admits a dominated splitting or not. Suppose f admits a dominated splitting, then, Theorem C implies that f is homotopic to a linear map having at least one eigenvalue with modulus larger than one, proving our assertion. Now, assume f does not admit a dominated splitting. If the critical set S f of f is nonempty, from Lemma 2.1 follows that there exists g sufficiently close to f such that S g has nonempty interior. Hence, Theorem 4.2 implies that g admits a dominated splitting, and so, by the same argument before, g is homotopic to a linear map that has at least one eigenvalue with modulus larger than one; since g and f are close, they are homotopic, and therefore, f is also homotopic to a linear map having at least one eigenvalue with modulus larger than one. Finally, if the critical set S f is empty, then f is a local diffeomorphism, and [LP13] proved that f is volume expanding. Thus, using the same arguments as in the proof of Theorem C, we have that if the absolute value of all eigenvalues of L are less or equal to one, then the area of a ball B grows polynomially, contradicting the fact that f is volume expanding. Finishing the proof of Corollary 2.
Expanding direction
For this section, we refer the readers to the notation used in section 5. Given a point x ∈ M , let γ x be an E-arc passing through the point x. Consider two curves ξ 0 , ξ 1 : (−α, α) → M such that
Define a η-box centered in γ x with ξ 1 and ξ 0 top and bottom of the box, respectively, by
Denote by ∂ − W η (γ x ) and ∂ + W η (γ x ) the bottom and the top of the box, respectively. See figure 4.
Let us state and prove some auxiliary results that will be useful to finish the proof of Theorem A.
Lemma 6.1. There exists η > 0 such that
(a) ξ y (t) ∈ E(ξ y (t)), ∀t ∈ (−α, α) and ξ y (0) = y;
Proof. By abuse of notation, denote by E a continuous field on neighborhood of γ x generated by the subbundle E. Then, since E(y) = 0 on such neighborhood, by contradiction, we may prove that there exists a sequence ξ n : (−α, α) → M satisfying ξ n (t) / ∈ γ x , d(ξ n (0), γ x ) < 1/n, and (ξ n ) ≥ constant > 0.
Hence, ξ n accumulates in γ x . Which is an absurd, since E(y) belong to the complement of the cone C * E (y) for y in the neighborhood of γ x . Lemma 6.2. Let x ∈ M be a recurrent point for f . Suppose that there exist C > 0, 0 < λ 0 < 1 and k 0 ≥ 1 such that
Then, for every η > 0 and N ≥ 1, there exists a periodic point p of period l > N so that d(f j (p), f j (x)) < η for each 0 ≤ j ≤ l − 1.
Proof. We fix a > 0 so that (1 + a)λ 0 < 1. By continuity of Df | E(·) , we may choose 0 < δ 0 < η so that
Df | E(y) < a for y ∈ B(S f , δ 0 ), or Df | E(y) ≤ (1 + a) Df | E(x) , ∀x, y ∈ M with d(x, y) < δ 0 .
Then, we have that Df | E(y) ≤ C((1 + a)λ 0 ) n , for y ∈ M with max 0≤j≤n−1 {d(f j (y), f j (x))} < δ 0 . By Lemma 5.3, given 0 < δ 1 < δ 0 /4 there exists n 1 ≥ 1 such that ∀E-arc γ, (γ) ≥ δ 1 /2, =⇒ (f n (γ)) ≥ 2δ 1 , for some 1 ≤ n ≤ n 1 . (6.2)
Let γ x be an E-arc of length δ 1 , and suppose that γ − x , γ + x are the connected components of the curve γ x from γ x (0) to x and from x to γ x (1), respectively, having lengths δ 1 /2.
Fix a r 1 -box centered in γ x so that W r1 (γ x ) is contained in a δ 1 -neighborhood centered in x. By Corollary 4, it follows that (f n (γ x )) +∞. We may suppose, without loss of generality, that W n is a r 1 -box centered in the E-arc γ n := γ f n (x) ⊆ f n (γ x ) with (γ n ) = δ 1 , for n ≥ 1. In particular, we have that W n is contained in a δ 0 -neighborhood centered in f n (x). Now, define by induction the following box:
Choose 0 < r 0 < r 1 and n 1 ≥ N such that for every y ∈ M, d(x, y) < r 0 , and for n ≥ n 1 , holds (i) ∀ curveγ y withγ y ⊆ Df n (C * E ) and (γ y ) > 3δ 1 2 =⇒γ y ∂ ± W r1 (γ x );
(ii) f (D j ) ⊆ {y ∈ M : d(y, f (γ j )) < r 1 }, for each 0 ≤ j ≤ n 1 ; (iii) C (1 + a)λ 0 n1 < 1.
Note that, (i) follows from Df k (C * E ) ⊆ int(C * E ), (ii) follows from continuity of f and by definition of W r1 (γ x ), and (iii) is obvious.
Since x is a recurrent point, there exists a subsequence {f nj (x)} j≥0 convergent to x. Choose n 2 ≥ n 1 so that C (1 + a)λ 0 n r 1 < r 0 and d(f nj (x), x) < r 0 , ∀n, j ≥ n 2 .
Hence, we have that (i ) γ nj ∂ ± W r1 (γ x ), ∀j ≥ n 2 ; (ii ) f (D nj ) ∂ ± B r1 (γ x ) and f (D nj ) ⊆ {y : d(y, f (γ nj )) ≤ C((1 + a)λ 0 ) nj r 1 } In fact, the property (i ) follows from (i). For the property (ii ), note that for every y ∈ D n , there exist y 0 , y 1 , . . . , y n = y with y j = f (y j−1 ) ∈ D j for j = 1, . . . , n. Then, consider σ : (−α, α) → B(x, δ 1 ) a curve satisfying:
(a) σ (t) ∈ E(σ(t)), ∀t ∈ (−α, α); (b) ∃t 0 ∈ (−α, α), σ(t 0 ) ∈ γ and σ(0) = y 0 . There exists a periodic point, repeating the process with D 0 ∩ f (D nj −1 ) by f knj ,
we have a sequence of "vertical" boxes ( W k ) k such that
where ∩ k W k = ξ v is a "vertical"curve transverse to bottom and top of the box W r1 (γ x ). Analogously, we have a sequence of "horizontal" boxes ( D k ) k such that
where k D k = ξ h is a "horizontal"curve such that ξ h ∩ ξ v = {p} is a periodic point of period n j . Moreover, d(x, p) < r and f j (p) ∈ D j for each j = 0, ..., n j − 1. In particular, d(f j (p), f j (x)) < η for j = 0, . . . , n j − 1. Remember that f ∈ End 1 (M) is robustly transitive admitting critical points, then there exists a neighborhood U f of f in End 1 (M) such that for each g ∈ U f , g is transitive and M admits a dominated splitting for g (Theorem 4.2). That is, for each g ∈ U f , there exists a continuous subbundle E g : M x −→ E g (x) and cone field C * Eg : M x −→ C * Eg (x) satisfying: (a) T M = E g ⊕ C * Eg such that for every x ∈ M holds Dg(E g (x)) ⊆ E g (g(x)) and Dg(C * Eg (x)) ⊆ int C * Eg (g(x)) ; (b) there exists k 0 ≥ 1 such that Dg k0 | Eg (x) ≤ 1 2 Dg k0 v , ∀v ∈ C * Eg (x).
Lemma 6.3. There exist θ > 0 and U f ⊆ U f such that for each g ∈ U f , there exists a periodic point p of g, with period n ≥ 1, such that at least one of the eigenvalues of Dg n p has modulus greater than (1 + θ) n .
Proof. Let ε > 0 and U f given by Frank's lemma. Consider,
where F (g j (p)) is the subspace associated to the eigenvalue of maximum modulus. Define the map G p : V p → V p by G p (v 0 , v 1 . . . , v n−1 ) = (Dg(v n−1 ), Dg(v 0 ), . . . , Dg(v n−2 )).
Then we have that λ is an eigenvalue of G p ⇐⇒ λ n is an eigenvalue of Dg n p . Suppose by contradiction that there exist g ∈ U f and a periodic point p of g, of period n ≥ 1, such that the eigenvalues of G p with maximum modulus (for instance, µ) satisfies 1 − |µ| −1 < 2θ, where θ 1. Thus, by Frank's lemma, there exists h ∈ U f so that h j (p) = g j (p) and H p : V p → V p is defined by (|µ| −1 + θ)G p . Hence, p is a sink. Contradicting the fact that h is transitive. 
