Robust Optimization of Green WLANs under user mobility and rate uncertainty by MASSIDDA, ALESSIO
		 								 	 		
University of Pisa  
and  
Scuola Superiore Sant’Anna 
 





Robust Optimization of Green WLANs 




Candidate        Supervisors 
 
      Rosario G. Garroppo 
Alessio Massidda     Maria Grazia Scutellà 
 
 




	 								 	 		
University of Pisa  
and  
Scuola Superiore Sant’Anna 
 





Robust Optimization of Green WLANs 




Candidate        Supervisors 
 
      Rosario G. Garroppo 
Alessio Massidda     Maria Grazia Scutellà 
 
 
Academic Year 2015/2016 
		 iv	
 			
A Carmelo ed Andrea,  
venuti dolorosamente a mancare  








Dopo aver conseguito la Laurea Triennale in Informatica presso 
l’Università di Cagliari, ho dovuto compiere una scelta difficile per il 
proseguimento dei miei studi. Da un lato, avrei potuto puntare su un 
ambiente formativo a me ben noto e caro (e quindi iscrivermi alla Laurea 
Magistrale in Informatica dell’Università di Cagliari). Dall’altro, avrei 
potuto decidere di cambiare completamente ambiente per soddisfare il 
mio desiderio di approfondire la conoscenza su determinati aspetti 
dell’Informatica (e quindi intraprendere gli studi che concluderò con la 
discussione di questo elaborato).  
Scelsi, appunto, la seconda opzione. Per quanto insignita 
dell’ottimo proposito, la strada che decisi di percorrere si è presentata sin 
da subito non priva di ostacoli. Ostacoli prevalentemente di natura 
didattica, dovuti al cambio di Ateneo. Tuttavia, grazie ai preziosi consigli 
del Professor Marco Vanneschi e grazie alla mia forte motivazione e 
passione, sono riuscito a superare tutte le difficoltà incontrate ad inizio 
percorso. 
Durante questa esperienza formativa ho avuto modo di 
confrontarmi con Docenti dotati, oltre che di un’eccellente preparazione, 
di una forte e contagiosa passione per le discipline oggetto della loro area 
di ricerca. Ringrazio sentitamente per i loro contributi formativi: Prof. 
Paolo Ferragina, Prof. Giancarlo Prati, Prof. Luca Valcarenghi, Prof. 
Piero Castoldi, Prof. Filippo Cugini, Prof. Marco Vanneschi, Prof. 
Stefano Giordano, Prof. Gregorio Procissi, Prof. Gianluigi Ferrari, Prof. 
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During the first half of last century, the transmission of human voice through 
the Public Switched Telephone Network (PSTN) was the dominant mean of 
communication, next to telegraphy. Last decades were instead marked by the growth 
in importance of radio-supported mobile communication, which gave birth to cellular 
radio networks as a bypass to the “local loop”. A further step toward the present day 
has been the possibility to send/receive generic data (not only voice) through portable 
devices: at first, thanks to an evolution of cellular technologies (e.g. GPRS), 
immediately later, by the attempt of the IEEE committee to apply the concept of 
mobility in Local Area Networks (LANs). Such an attempt has led to the 802.11 
Standards, a set of protocol stacks that define physical and data-link layers for 
interoperability in Wireless LANs (WLANs). Increasing use of mobile devices 
(laptops, tablets, smartphones and so on) has encouraged the deployment of this kind 
of infrastructures. Such networks are made of several access points (APs) spread 
across the area of interest, in order to provide wireless connectivity to user terminals 
(UTs) located in whichever point of such area. 
The energy footprint of large and middle-sized WLANs has become not 
negligible and its minimization is currently the focus of many research activities. By 
acting on the association between UTs and APs, it is possible to achieve considerable 
energy savings while preserving the same coverage and quality level as if the networks 
were running at full power. The basic idea is to conduct traffic demands to the 
minimum number of APs, in order to (possibly) switch off some of them. But, this 
optimization process, in order to be considered realistic, should take into account some 
uncertain factors. Among the others, the most notable are the instability of the wireless 
channel and the mobility of the users.  
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The former aspect derives from physical phenomena (such as fading and 
shadowing) that make the capacity of the UT-AP links fluctuate around a constant 
value. So, the capacity of a certain link can be considered to be stable over long time 
periods, but can have, at specific instants, a different value from the average one. 
In addition, users are allowed to roam across the service area: this has a direct 
impact on the link capacity, which strongly depends on the UT-AP distance.  
The present Thesis tackles the aforementioned problem and studies some 
possible solutions, by employing a continuously evolving discipline: Operations 
Research (OR). This scientific sector seeks and defines methodologies to solve (hard) 
decision problems. In other words, OR helps to decide how to use a set of limited 
resources, in order to respect some constraints and maximise the “benefit” deriving 
from the use of such resources. Specifically, we shall exploit the Robust Optimization 
paradigm in order to deal with uncertainty aspects in real application contexts, such as 
the Green WLAN mentioned before. 
In the first part of Chapter 2 we introduce IEEE 802.11 and give some 
fundamental background about Radio Transmission. This last point is the base to 
understand the impact of physical phenomena in the fluctuation of links’ capacity and 
how such aspects can be managed to mathematically estimate wireless performances. 
We will present in the remaining part of the second chapter some results and 
theorems of Mathematical Programming (area of Operations Research aiming to 
model and solve optimization problems), in order to understand the theoretical 
background of the two solutions discussed in this Thesis. The first one, is a robust 
mathematical model based on Bertsimas and Sim’s robust framework [2], while the 
second one is a robust mathematical model based on Busing and D’Andreagiovanni’s 
multiband framework [18]. The just mentioned solutions will be described in Chapter 
3. 
The effectiveness of these models has been assessed through software 
simulations. The authors of [1] kindly provided the source code of such a simulator 
that, however, underwent some modifications in its implementation (whose 
architecture is presented in Section 4.1) in order to let us perform deepened 
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performance studies (whose results are presented and analysed is Section 4.3) on the 
first robust mathematical model described in Chapter 3. In order to test the second 
one, we developed a new simulation tool (whose architecture is showed in Section 
4.2). 
Finally, Chapter 5 sums up all the salient features of this Thesis and it also 





The aim of this chapter is to provide the reader with proper knowledge about the 
aspects that are fundamental in the problem tackled in this work.  
First of all, we present and describe the IEEE 802.11 Standards, which allow 
interoperability between roaming stations willing to exchange data, across the same 
LAN or through the Internet. The second step is to investigate the aspects that impact 
on the quality of the radio channel and how they can be handled in order to estimate 
the performances of wireless links. Last in order, but not in importance, a generic 
presentation about Mathematical Programming and its main results, will conclude this 
chapter.  
In so doing, the following sections are not meant to be an exhaustive 
description of the above-mentioned topics; rather, the goal is to highlight the aspects 






The purpose of IEEE 802.11 is “to provide wireless connectivity to automatic 
machinery, equipment or stations that require rapid deployment, which may be hand-
held, or which may be mounted on moving vehicles within a local area” [7]. The first 
standard of this working group was released in 1997 and describes functions and 
services required to operate within IEEE 802.11 compliant networks. After this first 
release, the Committee published, over the years, several new versions: some of them 
are devoted to improvements of the data rate (see 802.11b, 802.11g, 802.11n, 
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802.11ac), while others are thought to solve specific problems (e.g. 802.11e for QoS 
differentiation at MAC layer and 802.11s for Mesh Networking).  
A key feature of 802.11x is that a mobile station is able to communicate with 
any other mobile station or wired station transparently: this means that, above the 
MAC layer, 802.11 appears like any other 802.x LAN and offers comparable services. 
This implies that mobility is handled at MAC level.  
The basic element of the network architecture is the Basic Service Set (BSS), 
which is a group of stations (STA) controlled by a single Coordination Function (CF). 
There are two kinds of CFs: the Distributed Coordination Function (DCF), which is 
mandatory for each BSS, whereas the Point Coordination Function (PCF) is optional 
and is however implemented in terms of the DCF. 
The Independent BSS (IBSS) is the most basic IEEE 802.11 type of network: it 
is an ad hoc network consisting of a minimum of two stations. A BSS may be also part 
of an Extended Service Set (ESS). An ESS consists of multiple BSS interconnected by 
the Distribution System (DS). The medium used by the DS is out of scope in 802.11 
specifications: it may be the same of BSS (wireless medium) or not. Stations 
connected to the DS are called Access Points (AP), which enable the MAC to transport 
MAC SDUs between stations that cannot communicate over a single instance of the 
wireless medium. If an ESS is made of one BSS is called infrastructure BSS. Figure 
2.1 comprises the components of the IEEE 802.11 architecture. 
Referring again to the first version of the standard and its evolutions that have 
led to improvements in data rates, we can recognize several definitions of PHY and a 
unique MAC definition, as depicted in Figure 2.2. Next sub-sections will dig into 




The IEEE 802.11 MAC protocol is based on a Carrier Sense Multiple Access with 
Collision Avoidance (CSMA/CA) protocol.  
 
 




Figure 2.2: protocol stack of IEEE 802.11  
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The time between transmissions of two consecutive frames is called Inter 
Frame Space (IFS). This means that to determine if the medium is free, a station has to 
sense the carrier (through the PHY-CCA service) for a specified IFS. The Standard 
defines four different IFSs, which represent three different priority levels for the 
channel access: the shorter the IFS, the higher the priority. The IFSs are specified as 
time gaps and are independent of the channel data rate. Owing to the different 
characteristics of the different PHY specifications, the IFS time durations are specific 
for each PHY. 
The Short IFS (SIFS) is used for immediate acknowledgement (ACK frame) of 
a data frame, for answering (Clear To Send (CTS) frame) to a Request To Send (RTS) 
frame, for the transmission of a MAC Protocol Data Unit (MPDU) of a fragmented 
MSDU, for responding to any polling by the PCF, and for any frame of the AP during 
the Contention Free Period (CFP). The Point Coordination Function IFS (PIFS) is 
used by stations operating under the PCF, in order to gain access to the medium at the 
beginning of the CFP. The Distributed Coordination Function IFS (DIFS) is used by 
stations operating under the DCF, for gaining access to the medium to transmit data or 
management frames. The Extended IFS (EIFS) is used in the DCF, by the sending 
station, to retransmit a failed frame whenever the receiving station did not result in a 
correct Frame Check Sequence (FCS). 
For the sake of brevity, from now on, we will refer to the Distributed 
Coordination Function as CF, ignoring the Point Coordination Function because of its 
negligible commercial success in favour of the former. 
According to the DCF, a station (even the AP is considered as a STA) must 
sense the medium before initiating the transmission of a frame. If the carrier is sensed 
to be idle for a time interval greater than a DIFS, then the station transmits such a 
frame. In the opposite case and after each consecutive sent frame, the transmission is 
deferred and the backoff process is started. Specifically, the station computes a 
random number r uniformly distributed between zero and a maximum value, called 
Contention Window (initialized to CWmin). Then r is multiplied by the slot time: such a 
product is the backoff interval used to set the backoff timer.  
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Figure 2.3: DCF mechanism in 802.11 
 
As soon as the backoff timer expires, the station is authorized to access the 
medium. If two or more stations start to transmit simultaneously, a collision occurs. 
Unlike wired networks (e.g. CSMA/CD in IEEE 802.3), in a wireless environment 
collision detection is not possible. For this reason, in CSMA/CA a positive 
acknowledgement is used to inform the sending station that the transmitted frame was 
successfully received. The ACK frame is sent at a time interval equal to the SIFS (in 
order to guarantee absence of collisions with other transmissions) after the end of the 
reception of the previous frame. 
If the acknowledgement is not received in a specified time interval (so called 
ACK_timer), the station assumes that the transmitted frame was not successfully 
received, and hence schedules a retransmission and enters the backoff process again. 
To reduce the probability of collisions, after each unsuccessful transmission attempt, 
the Contention Window is doubled until a predefined maximum (CWmax) is reached. 
After a successful transmission, the Contention Window is reset to CWmin. 
In radio systems based on medium sensing, a phenomenon known as the 
hidden-station problem may occur. This problem arises when a station A is able to 
successfully receive frames from two different stations B and C, but B and C cannot 
receive signals from each other. In this case B may sense the medium as idle even if C 
is transmitting: the result is a collision at the receiving station A. 
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To deal with the hidden-station problem, the IEEE 802.11 MAC protocol 
includes a mechanism based on the exchange of two short control frames: a Request-
to-Send (RTS) frame that is sent by a potential transmitter to the receiver (typically, 
from a UT to the AP) and a Clear-to-Send (CTS) frame that is sent by the receiver in 
response to the received RTS frame. If the CTS frame is not received within a 
predefined time interval, the RTS is retransmitted by executing the backoff algorithm 
described above. After a successful exchange of RTS and CTS, the data frame can be 
sent by the transmitter after waiting for a SIFS.  
The RTS and CTS frames include a duration field that specifies the time 
interval necessary to completely transmit the data frame and the related 
acknowledgement. Stations that can hear either the transmitter or the receiver, use the 
information reported in the duration field, in order to implement a virtual carrier 
sensing. In particular, they update their Net Allocation Vector (NAV), a timer that, 
unlike the backoff timer, is continuously decremented regardless of the status of the 
medium. Since stations that can hear RTS and/or CTS refrain from transmitting until 
their NAV has expired (thus completely ignoring information about the medium 
provided by PHY-CCA), the probability of a collision occurring because of a hidden 
station is reduced. Indeed, collisions can still occur, but only during the transmission 
of the RTS frame. The effectiveness of the RTS/CTS mechanism depends upon the 
length of the data frame to be protected, because of potential significant overhead. So, 
the enablement of this procedure is related to the RTS threshold: the mechanism is 
used for data frame sizes over that threshold and disabled for data frame sizes under 
such threshold. A pictorial summary of the RTS/CTS mechanism can be found in 
Figure 2.4. 
 
Figure 2.4: RTS/CTS mechanism 
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Most of IEEE 802.11 compliant devices are battery-powered. To allow such 
devices to save energy, an additional mode is designed to allow them to “sleep”: the 
Power Save Mode (PSM). The objective of PSM is to let in the active mode the 
wireless interface of a mobile host only for the time necessary to exchange data, while 
the Access Point buffers arriving frames for the stations in PSM mode.  
A station may be awake or doze: in the first case it is fully powered, while in 
the former it is able neither to transmit nor to receive and consumes very low power. 
PSM stipulates the time to be divided into beacon intervals, with the start of such 
interval being synchronized between all the nodes, by exploiting a specific field in the 
802.11 MAC frame. Every beacon interval, the Access Point broadcasts a special 
frame, called Beacon, as shown in Figure 2.5. Among the information it contains, 
there is a Traffic Indication Map (TIM) that specifies which PSM mobile hosts have at 
least one frame buffered at the AP. The AP must be aware of the state of each station: 
this is possible through the Power Management bit within the Frame Control field of 
802.11 MAC frames. The TIM is expressed in terms of partial virtual bitmap, where 
each host can verify its own presence. 
There is no guarantee that the Beacon will be broadcasted exactly in the Target 
Beacon Transmission Time, since in that moment there could be an on-going 
transmission, which cannot be interrupted. So, each STA in doze modality wakes up 
with a periodicity corresponding to the beacon interval, for the time necessary to get 
the TIM: if the AP has buffered frames for such a STA, the host must switch to the 
awake mode and request buffered PDUs by sending a special frame (ps-poll) to the 
Access Point, by means of the standard DCF procedure previously described. Once the 
AP receives a ps-poll, it sends one data frame to the PSM mobile host and expects to 
receive the corresponding ACK frame. This mechanism is summarized in Figure 2.6. 
To announce other frames to be sent to the same station, the Access Point sets the 
More Data bit in the data frame. After a host has finished getting all buffered PDUs 
from the AP, it can switch again to doze modality. 
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Figure 2.5: reception of Beacon        Figure 2.6: receiving frames in PSM 
 
 
Frame structure and addressing There are three types of frames: 
management, control and data frames.  
The management frames are used for stations association and disassociation 
with the AP, timing and synchronization, and authentication and deauthentication. The 
most famous management frame is the Beacon. Control frames are used handshaking 
(e.g. RTS/CTS) and for positive acknowledgements during the data exchange. Data 
frames are used for the transmission of data. The MAC header provides information 
on frame control, duration, addressing and sequence control. Figure 2.7 shows that the 
format of the MAC frame consists of a header, a frame body and a CRC checksum. 
The Frame Control field is 16 bits long and it specifies the following items: 
• the ”Protocol Version” field reports the IEEE 802.11 protocol version; 
• the “Type” of the frame (i.e. can be management (00), control (01) or data (10)); 
• the “Subtype” within a frame type (for instance: type = “management”, subtype = 
“Beacon” or type=”control”, subtype=”ACK”); 
• the “To DS” field is set to 1 in data frames destined for the DS in a single wireless 
segment (note that the Access Point is part of the DS even in infrastructure BSS); 
• the “From DS” field is set to 1 in data frames exiting the distribution system; 
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• the “More Frag” bit is set to 1 if the current frame has another fragment to be 
received; 
• the “Retry” field is set to 1 in data or management frames that are retransmission 
of an earlier frame; 
• the “Power Management” bit indicates PSM state of the sending station. If set to 1 
indicates an immediate transition to doze mode; 
• the “More Data” bit is set to 1 to indicate to a PSM station that more SDU are 
buffered for it at the AP; 
• the “Protected Frame” field states if the body is encrypted or not; 
• the “Order” bit is set to 1 if frames must be processed in order.  
 
The duration/ID field in the MAC header is 16 bits long and is used in two 
ways: it usually contains a duration value (used for the NAV), but in control frames of 
subtype ps-poll it carries the ID of the station that transmitted the frame. 
If “To DS” and “From DS” are both set to 0, then “Address 1” will correspond 
to the destination address and “Address 2” to the source address, while “Address 3” 
will represent the BSS ID of an IBSS. If “To DS” is set to 0 but “From DS” is set to 1 
(frame coming from DS), then “Address 1” will be the destination address and 
“Address 3” the source address, while “Address 2” will represent the BSS ID (in an 
infrastructure BSS it is the address of the AP). If “To DS” is set to 1 but “From DS” is 
set to 0 (frame going to DS), “Address 2” and “Address 3” will respectively be the 
source and the destination address, instead the “Address 1” will represent the BSS ID. 
Finally, if both “To DS” and “From DS” are set to 1 (frame from an AP to another AP 
through the DS), “Address 1” and “Address 2” will respectively be receiver and 
transmitter address, while “Address 3” and “Address 4” will contain the destination 
and source address. There is a notable difference between source and transmitter: the 
first is the station that generated the SDU that have to be processed by the destination, 
whereas the second is the station that is relaying the frame to the next receiver in a 
specific wireless segment. MAC addresses are 48 bits long and can be individual or 
group (multicast/broadcast).  
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The “Sequence control” field is 16 bits long and provides support for 
fragmentation of SDU. The “Frame Body” field contains information of the type and 
subtype specified in the “Frame Control” field. For data frames, the frame body 
contains an MSDU or a fragment of MSDU. Finally, the “CRC” field contains the 32-
bit cyclic redundancy check calculated over the MAC header and body. 
 
 





The IEEE 802.11 Physical Layer (PHY) consists of two sub-layers: the Physical Layer 
Convergence Procedure (PLCP) and the Physical Medium Dependent (PMD). The 
former maps 802.11 MAC PDUs into a framing suitable for transmitting and receiving 
user data and management information between the associated PMD entities. The 
latter describes the method of transmitting and receiving data through a wireless 
medium. 
Before being able to understand the benefits of PLCP, it is better to investigate 
the PMD sub-layer. The legacy release of IEEE 802.11 (published in 1997) is not 
considered here, because of its commercial disuse. 
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Overview of PMD sub-layer The 802.11b, 802.11g and the low frequency 
part of the 802.11n standards utilize the 2.400-2.500 GHz spectrum, located in the 
Industrial Scientific Medical (ISM) band. The 802.11a, 802.11n and 802.11ac 
standards use the more heavily regulated 4.915-5.825 GHz band. These are often 
renamed respectively “2.4 GHz band” and “5 GHz band”, for brevity. Each of these 
spectrums is sub-divided into channels, with a centre frequency and bandwidth. In 
particular, the 2.4 GHz band is divided into 14 channels, whose carriers are spaced 5 
MHz (except for channel 14, which is spaced 12 MHz from channel 13). This means 
that no more than three channels can be simultaneously used in the same coverage area 
without producing interference. Specific authorities regulate use of channels that, 
consequently, are subject of restrictions (e.g. ETSI, in Europe, forbids using the 14th 
channel and limits the transmission power up to certain thresholds, depending on the 
band). The channel numbering of the 5 GHz band is less intuitive due to the 
differences in regulations between countries. 
IEEE 802.11b compliant products use channels that are 22 MHz wide, with 
Direct Sequence Spread Spectrum (DSSS) as modulation technique. DSSS is a method 
for taking a data signal of a given bit rate and modulating it into a signal that occupies 
a much larger bandwidth. It represents 0 and 1 by the symbols -1 and +1 and then 
multiplies each symbol by a binary pattern of +1s and -1s in order to obtain a digital 
signal that varies more rapidly and hence occupies a larger frequency band. The IEEE 
802.11 DSSS physical layer uses a particularly simple form: each binary data bit 
results in the transmission of plus or minus the polarity of the 11-chip Barker 
sequence. So, given the Barker sequence, [+1,-1,+1,+1,-1,+1,+1,+1,-1,-1,-1], for the 
transmission of the symbol +1 we should send [+1,-1,+1,+1,-1,+1,+1,+1,-1,-1,-1], 
while to transmit the symbol -1 we should send [-1,+1,-1,-1,+1,-1,-1,-1,+1,+1,+1]. 
The Barker sequence provides good immunity against interference and noise as well as 
some protection against multipath propagation. 
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Figure 2.8: channel division in the 2.4 GHz band 
 
Let us consider a generic DSSS channel, with carrier fc. The fact that these 
channels are 22 MHz wide does not mean that their power distribution is limited to the 
frequency range from fc-11MHz to fc+11MHz. The Standard specifies a spectral mask 
such that the signal is attenuated to certain levels at specified frequency offsets. 
Indeed, for the ranges from fc+11MHz to fc+22MHz and from fc-11MHz to fc-22MHz 
attenuation of signal must be of -30dBr; while for frequencies greater than fc+22MHz 
and lower than fc-22MHz the attenuation must be at least -50dBr. Such attenuations 
allow the coexistence of different carriers in the same coverage area (e.g. 1-6-11 or 2-
7-12 or 3-8-13 or 1-7-13 in Europe). However, potential interference problems can 
still arise for devices that use low power transmissions in the 2.4 GHz band, as 
happens with specifications that are based on IEEE 802.15.4 (e.g. ZigBee). Their 




Figure 2.9: spectral mask for DSSS modulation scheme 
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Another transmission technique widely used in IEEE 802.11 PHYs is the 
Orthogonal Frequency Division Multiplexing (OFDM). The basic idea is to split the 
flow of data (assume R bit/s) in N parallel flows, which are transmitted through a set 
of N carriers inter-spaced by Δf Hz, such that the crosstalk effect is null. In order to 
avoid interference among sub-carriers, their orthogonality must be guaranteed. Such a 
property can be achieved if the duration of the symbols transmitted through each sub-
carrier is TS = N/R, where the gap between sub-carriers must be Δf=1/TS Hz.	OFDM is 
a combination of modulation and multiplexing. Generally multiplexing is referred as 
the sharing of a bandwidth with other independent data channels. Instead here, the 
whole OFDM channel is split into independent sub-channels (see Figure 2.10). Each 
independent sub-channel transports a different flow at a rate of R/N bit/s, using a low 
spectral efficiency modulation scheme, barely susceptible to distortion. The net result 
of this added robustness of the signal is the possibility to reach higher data rates, 




Figure 2.10: subcarriers allocation in OFDM channels 
 
The first PHY using OFDM as encoding technique was 802.11a, in the 5 GHz 
band. Later, 802.11g introduced OFDM in the 2.4 GHz band. Referring to the latter, 
the channel width is equal to 20 MHz, with inter-channel spacing of 5 MHz. Starting 
from IEEE 802.11n, the channel size is variable: it is possible to choose between 20 or 
40 MHz. The largest channel is realized by merging two adjacent 20 MHz channels, 
with the drawback of reducing the whole number of OFDM non-overlapping channels 
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in the same coverage area. A large channel is, indeed, advantageous in terms of 
throughput only under certain conditions (e.g. proper UT-AP distance). 
However, the enlargement of the channel is not the only trick used in 802.11n 
to increase the transmission capacity. Among the others, we cite the Multiple Input 
Multiple Output (MIMO) Antennas. Such acronym expresses the ability to receive 
and/or transmit data simultaneously through multiple antennas. The goal is to 
coherently resolve more information than a single antenna would do. There are two 
ways to take advantage of this feature: Spatial Division Multiplexing or Spatial 
Diversity. In the former, several independent data streams are transferred 
simultaneously (data throughput increases as the number of antennas is increased). In 
the latter, a unique data stream is replicated (assuming sufficient distance between 
antennas) exploiting the independent paths taken by the signals, with the net effect of 
reducing the error probability at the receiver. 
 
 
Overview of PLCP sub-layer An attentive reader would have noticed that, 
until now, we have not mentioned any feature that enables the receiver to know in 
advance which modulation and/or coding scheme (MCS) to expect for a frame being 
transmitted. This information is carried through the PLCP data, which encapsulates 
each MAC PDU. Of course, the MCS of PLCP data must be fixed, in order to let every 
station decode such information correctly.  
IEEE 802.11b PLCP is transmitted at the basic rate of 1 Mb/s and lasts 192 µs 
(see Figure 2.11). In particular, there is a preamble made of 128 bits of 
Synchronization (for enabling the synchronization of the receivers) plus 16 bits of 
Start Frame Delimiter (fixed value to indicate the start of meaningful PHY 
parameters: for instance, 1111001110100000 is used only for DSSS); then there is a 
header long 48 bits, that encodes the modulation used for the SDU, its length and other 
redundant information. A shorter version of PLCP for DSSS transmitters has been 
defined: it is transmitted at the rate of 2 Mb/s and has a shorter synchronization bit 
sequence, and its transmission time is 96 µs. 
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OFDM Physical Layer Convergence Procedure headers have a slightly different 
format and sacrifice less transmission time but, however, carry the necessary 
information to interpret a MAC frame. 
 
 





In mobile radio systems, unlike wired networks, electromagnetic signals are 
transmitted in free space. Therefore, familiarity with the propagation characteristics of 
radio waves is a prerequisite in the study of mobile radio systems. 
The next subsection contains a generic discussion about the propagation of 
electromagnetic waves in free-space, a formula to compute an estimation of the signal 
loss and a practical example of attenuation due to atmospheric conditions. Then, in 
Subsection 2.2.2 we present the models proposed in [14] for evaluating the impact of 
path-loss in indoor environments. Instead, Subsection 2.2.3 will show the effects of 
multipath propagation and the two major models used to estimate its consequences in 
terms of impulse response. Finally, Subsection 2.2.4 will describe a comprehensive 
model that can be used to determine the application data-rate for a single wireless link, 





The propagation of electromagnetic waves in free space is extremely complex. 
Depending on the frequency and on the corresponding wavelength, they propagate as 
ground waves, space waves or direct waves. The general rule is that the higher the 
frequency of the wave to be transmitted, the shorter the distance (or range) at which a 
signal can be received. 
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Figure 2.12: Propagation and range of electromagnetic waves in free space 
 
Based on the curvature of the earth, signals of low frequency (i.e. large wavelength) 
propagate as ground waves. These waves can still be received from a great distance 
and even in tunnels. 
In the higher frequencies, there are the space waves. In addition to direct 
radiation (which, depending on the roughness of the conductivity of the earth’s 
surface, is quickly attenuated), these waves can be also diffracted and reflected in the 
troposphere or in the ionosphere, depending on their frequency.  
Waves with a frequency above 3 GHz propagate as direct waves and 
consequently can only be received within the geometric (optical) horizon. 
Another factor that determines the range of electromagnetic waves is their 
power. The field strength of an electromagnetic wave in free space decreases in 
inverse proportion to the distance of the transmitter, while the receiver input power 
fades with the square of the distance. The received power for omnidirectional antennas 
can be ascribed on the basis of the law of the free-space propagation. 
An ideal point-shaped source, called isotropic radiator of signal energy, 
transmits its power P0 uniformly in all directions Θ. The constant spatial power density 
of the transmitter is PT(Θ) = 
!0!" = Piso. 
In the isotropic case, the power density flow F through a sphere with radius d is 
 
F = !!!"!! [W/m2] 
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In the normal case, an antenna transmits the main part of the power P(Θ) in 
preferred directions (main and minor lobes). There is a measure that puts this in 
relation with the isotropic radiation, by taking into account the efficiency of the 
antenna as well as its directional capabilities: the antenna gain gT(Θ). The product 
PTgT(Θ) is called Effective Isotropically Radiated Power (EIRP). It expresses the 
power that an isotropic source must radiate to transmit an equivalent power PT(Θ) in 
the direction Θ. An antenna which transmits in the mean the total power P0, transmits 
into the direction Θ the power density  
 
PT(Θ) = gT(Θ) 
!!!" . 
 
Integrating PT(Θ) over all directions results in P0. The corresponding power 
flow density through a sphere of radius d is 
 
F(Θ) = PT(Θ)!"!! = gT(Θ) !!(!"!)! . 
The received power PR an antenna can take from the electromagnetic waves is 
the product of F and the effective antenna area, which can be expressed as followed by 
the wavelength λ (in electromagnetic radiation, it is given by the ratio between the 




!! ∙ !! !  ∙!! (!"!)! ∙ λ! . 
The term  
L = ( !!"!)! 
is referenced as free-space path loss, as it describes the spatial diffusion of the 
transmitted energy over the path d.  
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In a logarithmic representation, the difference PT-PR corresponds to an 
expression -10 log(!!!!). In this representation the free-space loss LF results (with c = λ ∙ f) in: 
LF = -10 log gT - 10 log gR + 20 log f + 20 log d - 20 log 
!!" . 
 
Weather conditions cause changes to the atmosphere, which in turn affect the 
propagation conditions of waves. Attenuation is frequency-dependent and has a 
considerable effect on some frequencies, and a lesser one on others. For instance, in 
the frequency-ranges above 12 GHz, attenuation is strong when it is foggy or raining 
because of the scattering and absorption of electromagnetic waves on drops of water. 
Based on 60 GHz as an example, Figure 2.13 shows the propagation attenuation and 
the energy per symbol ES related to N0 (noise power), referred to as the signal-to-noise 
ratio, for antenna gain of gT = gR = 18dB. These gains are achieved with directional 
antennas with approximately the same angles. The electric transmission power in the 
example is 25 mW, thereby producing the value 2dBW = 1.6 W for the EIRP. The 




Figure 2.13: Attenuation due to weather condition	  
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2.2.2	Attenuation	in	indoor	environments	
Free space propagation is of little practical importance in mobile communications, 
because in reality obstacles and reflective surfaces will always appear in the 
propagation path. Along with attenuation caused by distance, a radiated wave also 
loses energy because of obstacles. Several models that take into account these 
impairments are available in the literature and we refer to the ones contained in [14]: 
 
 
A. The One-Slope Model  It can be used in several environments, since 
it is the simplest model. The path loss in dB is given by  
 𝐿!" =  𝐿!,!" + 10𝑛𝑙𝑜𝑔!"𝑑  
 
where L0,dB is the path loss obtained at 1 meter distant from the transmitter and the 




B. The Dual-Slope Model  It can be considered an improvement with 
respect to the previous model, since it offers better accuracy. The path loss in dB is 
given by 
 
𝐿!" =  𝐿!,!" +  10𝑛!𝑙𝑜𝑔!"𝑑 ,                                                     1𝑚 < 𝑑 ≤ 𝑑!"10𝑛!𝑙𝑜𝑔!"𝑑!" +  10𝑛!𝑙𝑜𝑔!" 𝑑𝑑!" ,                      𝑑 > 𝑑!"  
 
where the path loss exponents n1 and n2 are experimentally determined. Basically, this 




C. The Partitioned Model  It can be used for residential, office and 
microcells. The path loss in dB is given by 
 
𝐿!" =  𝐿!,!" +  
20𝑙𝑜𝑔!"𝑑,                                  1𝑚 < 𝑑 ≤ 10𝑚20 + 30𝑙𝑜𝑔!" 𝑑10 ,             10𝑚 < 𝑑 ≤ 20𝑚29 + 60𝑙𝑜𝑔!" 𝑑20 ,             20𝑚 < 𝑑 ≤ 40𝑚47 + 120 𝑙𝑜𝑔!" 𝑑40 ,                        𝑑 > 40𝑚
 
 
This model uses pre-determined values for the path loss exponents and breakpoint 
distances, according to some field measurement campaigns cited in [14]. 
 
 
D. The Multi-Wall Model  This is a suitable model for initial WLAN 
planning in indoor environments. The path loss in dB is given by  
 
𝐿!" =  𝐿! +  𝐿!,!" + 20 𝑙𝑜𝑔!"𝑑 +  𝑘![!!!!!!!!  ! !]𝐿! +  𝐾!"𝐿!"!!!!!  
 
where LC is a constant loss term and kf denotes the number of penetrated floors. The 
parameter b is used to fit empirically the non-linear effects of the number of floors on 
the path loss. Lf denotes the loss between adjacent floors. The integer kw is the number 
of wall types; Kwi and Lwi denote, respectively, the number and the loss for walls of the 
i-th type. For practical reasons, the wall types could be divided in just two categories 
(e.g. light walls and heavy walls, or generic walls and columns).  
		25		
E. The Average Walls Model  This model is based on the previous 
one, with the difference that the loss due to obstructing walls is aggregated in a unique 
parameter LW. Therefore, for a single-floor environment the path loss can be modelled 
as 
 𝐿!" =  𝐿!,!" + 20𝑙𝑜𝑔!"𝑑 +  𝑘!𝐿!  , 
 
where kW denotes the number of penetrated walls. In order to determine the parameter 
LW, each wall obstructing the direct path between transmitter and receiver antennas 
must have its losses measured as follows. The loss of the first wall is given by 𝐿! = 𝐿 −  𝐿!,!" − 20𝑙𝑜𝑔!"𝑑, where L denotes the measured total loss from 1 meter of 
distance after the obstructing wall. The i-th wall loss is given by 𝐿! = 𝐿 −  𝐿!,!" −20𝑙𝑜𝑔!"𝑑 −  𝐿!!!!!!! . After all 𝐿! have been computed, then the average walls loss 




Fading refers to fluctuations in the amplitude of a received signal that occurs owing to 
propagation-related interference. Multipath propagation caused by reflection and 
scattering of radio waves, leads to a situation in which transmitted signals arrive 
phase-shifted over paths of different lengths at the receiver and are superimposed 
there. This interference can strengthen, distort or even eliminate the received signal.  
There are many conditions that cause fading. In a realistic radio environment, 
waves reach a receiver not only over a direct path but also on several other paths from 
different directions (see Figure 2.14). A typical feature of multipath propagation is the 
existence of drops and boosts in level within the channel bandwidth that sometimes 
fall below the sensitivity threshold of the receiver or modulate it beyond its linear 
range. The individual component waves can thereby superimpose themselves 
constructively or destructively and produce a stationary signal profile, referred to as 
multipath fading. Because of the variable effects caused by fading, the received signal 
quality can be improved considerably through the use of a diversity receiver with two 
antennas positioned in close proximity to each other (MIMO, see Subsection 2.1.2), 
thus enabling the receiver to pick up the strongest available signal.  
In the frequency range of mobile radio being considered, changes such as the 
movement of reflecting objects alter the propagation conditions. So, it is only possible 
to provide a statistical description of the transmission channel, in order to take into 
account fading phenomena. 
 
 
A. The Rayleigh Distribution  On the assumption that all component 
waves are approximately incident at a plane and that approximately have the same 
amplitude, a Rayleigh distribution occurs for the envelope of the signal. This 
assumption applies in particular when the receiver has no line-of-sight connection with 
the transmitter because of the lack of dominance of any particular component wave 
(see Figure 2.14). So, Rayleigh Fading is a reasonable model when there are many 
objects in the environment, which scatter the radio signal before it arrives at the 
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receiver. The resulting envelope of the channel response will therefore be Rayleigh 
distributed. The distribution density function of the envelope of the channel response 
is 
 𝑓 𝑥;  𝜎! =  𝑥𝜎!! 𝑒!!!/(!!!!) ,       𝑥 ≥ 0 
 
with mean value, quadratic mean value and variance 
 𝐸 𝑟 = 𝜎 𝜋2  ,     𝐸 𝑟! = 2𝜎! ,      𝜎!! = 𝜎! 4 − 𝜋2  . 
 
The propagation paths due to Rayleigh fading are all of different lengths and have 
different reflection and transmission coefficients on the respective obstacles. This 
causes phase shifts on the individual incoming paths. Signal fading due to Rayleigh 
fading occurs at intervals of the order of half the wavelength, λ/2. 
 
 
B. The Rice Distribution  There are many cases in which the 
assumption of component waves having the same amplitude does not apply, especially 
when a line-of-sight connection dominates. The envelope is then described on the 
basis of a Rice distribution. 
The distribution density function for the envelope of the channel response is  
 𝑓 𝑥;  𝜎! = 𝑥𝜎!! 𝑒!!!!!!!!!!! 𝐼! 𝑥𝑥!𝜎!!  
 
where I0 is the Bessel function of 1st type and 0th order. The Rayleigh distribution is a 
special case of the Rice distribution for xs= 0. 
Concretely, 𝑥!! represents the power of the direct, dominant component wave, whereas 𝜎!!  is the power of the randomly distributed multipath component waves. 
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Quantitatively, it is true that the further away the receiver is from the transmitter, 
longer are the intervals at which the signal fades. 
This model is well suited for measurements in rural areas: [4] contains a 
reference table of parameter values for several measurements. There is no closed-form 
solution for the mean value and the variance of the Rice density function. These 
parameters can only be determined using approximation formulas and tables. 
 
 








The data-rate associated with the link between UT i and AP j is estimated basically 
starting from their distance di,j. As presented in the previous subsections, there are 
several phenomena that contribute constructively or destructively in the quality of a 
received wireless signal. Such phenomena cannot be considered in a unique way for 
each simulation environment (there are significant differences between a test 
performed in a rural area rather than in a dense urban environment). For this reason, it 
is necessary to explicitly choose which models to employ for building a 
comprehensive model that computes the data-rate at PHY level.  
In the context of the current Thesis, it is assumed to work in an indoor 
environment: so, the Multi-Wall model (see Subsection 2.2.2) has been chosen for 
estimating the path loss (destructive effect on the signal envelope), whereas the 
Rayleigh fading (see Subsection 2.2.3) is a reasonable choice for estimating the path 
gain (constructive effect on the signal envelope) deriving from fading phenomena. The 
Multi-Wall model is defined by the following expression: 
 𝑃𝐿!" 𝑑!,! = 𝑃!"# + 𝐿𝑐 + 20𝑙𝑜𝑔!" 𝑑!,! +  𝑛𝑤 ∗ 𝐿𝑤 + 𝑛𝑐𝑙 ∗ 𝐿𝑐𝑙  , 
 
where Pref is the path loss obtained at the reference distance d0 (set to 1 meter) using 
the free-space path loss formula (see Subsection 2.2.1), and Lc is the constant path loss 
term. As can be noticed, with respect to the formulation provided in Subsection 2.2.2, 
the number of penetrated floors is assumed to be zero and the “wall types” are two: 
walls and columns (hence nw, ncl, Lw and Lcl stand, respectively, for the number of 
walls and columns, the loss in dB introduced by each wall and by each column). 
As stated above, fading is a phenomenon that can contribute constructively in 
the quality of the signal received by the destination. The path gain associated with the 
f-quantile of the Rayleigh fading, accounting also for the propagation path loss, is 
given by the following relation: 𝑃𝑔 𝑑!,! , 𝑓 = 20𝑙𝑜𝑔!" 𝜎! −2 ∗ log 1 − 𝑓 − 𝑃𝐿!" 𝑑!,!    . 
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After such information about the state of the channel have been computed, the 
Signal-to-Noise-plus-Interference-Ratio (SNIR) can be obtained through 
 𝑆𝑁𝐼𝑅 𝑑!,! , 𝑓 = 𝑃𝑔 𝑑!,! , 𝑓 + 10𝑙𝑜𝑔!" 𝑃𝑡 − 𝑛𝑜𝑖𝑠𝑒   , 
 
where Pt is the transmission power, noise is a constant environmental noise (already 
expressed in dB) and 𝑃𝑔 𝑑!,! , 𝑓  is the above cited measure that takes into account the 
positive and negative effects caused by fading and spatial diffusion of the signal. 
As discussed in [3], there is no standard definition about the correlation 
between SNIR (as well as SNR) and physical data-rate. In that, IEEE 802.11 Standards 
do not state any detail about the algorithms to be implemented in compliant devices, 
which consequently behave differently with respect to each other, according to 
channel conditions.  
There are several possible ways of drawing a correlation between SNIR and 
PHY data rate. The most trivial one can be the Shannon channel capacity, defined as: 
 𝑅 =𝑊 ∗ 𝑙𝑜𝑔!(1 + 𝑆𝑁𝐼𝑅)   , 
 
where W is the ideal bandwidth of the channel and R is the resulting maximum 
theoretical PHY data rate, expressed in bit/second. 
A more interesting possibility is to do some experimental studies with 
commodity devices, thus achieving a more realistic estimation. In particular, we opted 
for this possibility by exploiting the test results of [3] (reported in Figure 2.16) and 
performing a logarithmic interpolation procedure on such results, achieving the 
following formula: 
 𝑅 𝑑!,! , 𝑓 = 𝛽 ∗ 𝑆𝑁𝐼𝑅 𝑑!,! , 𝑓 − 𝛿   , 
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where 𝛽 and 𝛿 have been set to 1760 and 7480, respectively. For instance, if four input 
SNIRs are considered, equal to 8.94, 11.55, 18.6 and 23.4 dB, the resulting PHY data 
rates would be, respectively: 8.2, 12.8, 25.4 and 33.7 Mbit/s. It is easy to verify, by 
drawing the corresponding points in the graph and conjoining them, that the resulting 
curve well approximates the general trend of the set of curves reported in Figure 2.16. 
 
 
Figure 2.16: PDR as a function of SNR with different transmission rates 
 
The last step, after the data-rate at the physical layer has been estimated, is to 
derive the relative throughput at MAC layer. In order to compute the effective capacity 
of the wireless link (rate at which MSDUs are delivered), it is necessary to take into 
account all the MAC protocol overheads discussed in Section 2.1. In particular, the 
calculation of the throughput should include: Inter Frame Spaces, the time necessary to 
transmit the MPDU, the time required for the transmission of its related ACK and the 
expiration of the contention window. The resulting formula is: 
 𝑇ℎ𝑟 = 𝐸 𝑝𝑎𝑦𝑙𝑜𝑎𝑑𝐸 𝑐𝑦𝑐𝑙𝑒 𝑡𝑖𝑚𝑒 = 𝑀𝑆𝐷𝑈𝑇!"#$ + 𝑆𝐼𝐹𝑆 + 𝑇!"# + 𝐷𝐼𝐹𝑆 + 𝑇!"#$%&&    ,   
 
where Thr is the value of the throughput at MAC layer (in bits per second), cycle time 
is the interval between each MPDU transmission, MSDU is the size of the frame 
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payload in bits, Tbackoff is the time needed for the expiration of the backoff procedure 
(for simplicity we neglect collisions, thus we assume that the contention window is 
always taken between 0 and CWmin) and TMPDU and TACK are defined as follows: 
 𝑇!"#$ =  𝑃𝐿𝐶𝑃 𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑 +𝑀𝐴𝐶 ℎ𝑒𝑎𝑑𝑒𝑟 +𝑀𝑆𝐷𝑈 +𝑀𝐴𝐶 𝐹𝐶𝑆𝑃𝐻𝑌 𝑟𝑎𝑡𝑒  
 𝑇!"# = 𝑃𝐿𝐶𝑃 𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑 + 𝐴𝐶𝐾 𝑙𝑒𝑛𝑔𝑡ℎ𝐴𝐶𝐾 𝑟𝑎𝑡𝑒      . 
 
The amount of bits of the PLCP preamble and header depends on the PHY version of 
IEEE 802.11, while the ACK rate is typically the lowest data-rate of the reference 
PHY version. In the context of this work, it is assumed to work with an IEEE 802.11g 
compliant Access Point and that the MSDU size is set to 750 bytes (the maximum 
value should be 1500 bytes, according to the Standard). Consequently, specific values 
employed in the simulation tool (that is described in Section 4.1) for the computation 
of the throughput are: 
 
• 𝑆𝐼𝐹𝑆 = 10 𝜇𝑠𝑒𝑐; 
• 𝑆𝑙𝑜𝑡 𝑇𝑖𝑚𝑒 = 9 𝜇𝑠𝑒𝑐; 
• 𝐷𝐼𝐹𝑆 = 2 ∗ 𝑆𝑙𝑜𝑡 𝑇𝑖𝑚𝑒 + 𝑆𝐼𝐹𝑆 = 28 𝜇𝑠𝑒𝑐; 
• 𝐶𝑊!"# = 15 ; 
• 𝑇!"#$%&& = 𝐸 𝑏𝑎𝑐𝑘𝑜𝑓𝑓 ∗ 𝑆𝑙𝑜𝑡 𝑇𝑖𝑚𝑒 =  !"! ∗ 9𝜇 sec = 67.5 𝜇𝑠𝑒𝑐 ; 
• 𝑃𝐿𝐶𝑃 𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑 =  192 𝑏𝑖𝑡 ; 
• 𝑀𝐴𝐶 ℎ𝑒𝑎𝑑𝑒𝑟 = 192 𝑏𝑖𝑡 ; 
• 𝑀𝐴𝐶 𝐹𝐶𝑆 = 32 𝑏𝑖𝑡 ; 
• 𝐴𝐶𝐾 𝑙𝑒𝑛𝑔𝑡ℎ = 112 𝑏𝑖𝑡 ; 
• 𝑃𝐻𝑌 𝑟𝑎𝑡𝑒 = 6, 9, 12, 18, 24, 36, 48, 54 𝑀𝑏𝑝𝑠 ; 






Operations Research (OR) seeks and defines methodologies to solve (hard) decision 
problems. The problems tackled by OR are typically the ones where it is necessary to 
make a choice about the usage of a set of limited resources, while respecting a given 
set of conditions (constraints) and maximizing the “benefit” achievable by the usage of 
such resources, or minimizing some cost measures (objective function). So, OR 
considers all the methodologies that are useful for improving the effectiveness of 
decisions: this implies the definition of some steps relative to a decisional process. In a 
schematic way, such steps are: 
 
1) problem characterization; 
2) reality analysis and data collection; 
3) model definition; 
4) computation of one or more solutions; 
5) results analysis. 
 
The steps listed above should not be considered as strictly sequential, because each 
one of them has a strong correlation with the other ones. For instance, data could be 
collected even after a model draft has been defined; otherwise, it could emerge that the 
model should be changed, after the fifth phase, because the computational cost of its 
solution is too high. 
However, the steps correspondent to (3) and (4) are the ones which better allow 
a rigorous treatment, and to which the OR community has devoted a considerable 




Models and problems The central element of the decisional process is the 
model, a description of a portion of a real problem of interest, generally provided by 
means of mathematic or logic tools. Whenever a model is used in such a way, it should 
not be forgotten the existence of a discrepancy between the reality and the model 
itself: its solutions, indeed, are accurate with respect to the representation that has 
been chosen for the real problem. So, one fundamental characteristic of a model is the 
ability to correctly predict the occurrence of some events in the observed reality. As 
much important is its operational usability: that is, it should be possible to collect the 
data that characterize the model and to determine the solutions within an amount of 
time compatible with the needs of the decisional process.  
The “quality” of a model is the result of a (complicated) trade-off between two 
contrasting needs: on one hand, taking into account all the aspects that are relevant for 
describing a phenomenon, on the other hand, defining a model “easy enough” that 
produces one or more results within the deadline imposed by the decisional process. 
 Anyway, the definition of an analytic model for a real system is a creative 
activity. For this reason, it is not possible to simply rely on the support of standard 
techniques. In other words, there is not any formal methodology able to automatically 
build an analytic model, even if some techniques and software tools exist aiming at 
supporting and easing some steps of the decisional process. So, the definition of a 
model is basically a matter of experience and creativity of the author, who could try to 
adapt already existing models to the case of interest, or could be compelled to build a 
different model from scratch. 
In some contexts there is a sort of equivalence between the concept of model 
and the one of decisional problem. A problem is a demand expressed in general terms, 
whose answer depends on a certain number of parameters and variables. An instance 
of a problem (P) is the demand obtained by specifying the values for all the parameters 
of (P). 
An optimization problem is characterized by an objective function over the 
feasible set F (set of possible answers or solutions) 
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c ∶ F → ℝ 
 
that returns the cost or benefit related to each solution. The solution of the problem is 
an element of F that minimizes, or maximizes, the objective function. A generic 
optimization-problem, in a minimization form, can be written as 
 P          min  c x ∶  x ϵ F  . 
 
The substitution of “min” with “max” in the expression above, would give a maximum 
problem. The value 
 z P =  min { c x ∶  x ϵ F} 
 
is called optimal value of the problem. A feasible solution x* ϵ F such that c(x*)=z(P) is called optimal solution for (P). Furthermore, an optimization problem can be 
unconcernedly stated as a minimum or a maximum problem: indeed, it is easy to 
verify that 
 P!        −max −c x ∶   x ϵ F  
 




Some classes of optimization problems There are two main types of 
variables that can be used in an optimization problem: quantitative variables and 
integer variables. The former type represents an amount of goods, items to be made, 
purchased or used, or economic or physical values. The latter type can only assume 
integer values. It is important to specify that using variables that can only assume a 
discrete set of values, on one hand improves the expressiveness of the optimization 
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models, but on the other hand complicates the computational complexity of the 
resulting optimization problems. 
In the following subsections we will treat some important classes of 
optimization problems that use only quantitative variables (Linear Programming) and 
also integer variables (Integer Linear Programming). 
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2.3.1	Linear	Programming	
Problems expressed in terms of Linear Programming (LP) have the peculiarity that all 
the relations (constraints) between variables, as well as the objective function, are 
linear. Furthermore, variables are not constrained to a discrete set of values (e.g. just 
integer values), rather real values can be assigned to them. 
An LP problem is an optimization problem characterized by the following 
properties: 
1) a finite number n of variables, that can assume real values; 
2) a linear objective function, that is of the type  f x = cx  where c ϵ ℝ! is the 
costs vector (given) and x ϵ ℝ! is the variables vector; 
3) a finite set of m linear constraints of the type ax = b and/or ax ≤ b and/or ax ≥ b , where a ϵ ℝ! and b ϵ ℝ. 
In order to solve a Linear Programming Problem (P) (in minimization or maximization 
form), it is relevant to introduce and study another LP problem, referred to as the dual 
of (P). Let A be a real matrix m×n and let (P) be an LP problem of the form 
 P          max {cx ∶ Ax ≤ b , x ≥ 0} .                                   (2.1) 
 
Then, there exists a correlated problem defined as 
 D        min {yb ∶ yA ≥ c ,          y ≥ 0} .                                (2.2) 
 
Problems (2.1) and (2.2) make up a couple of dual problems: typically (2.1) is referred 
to as the primal and (2.2) as the dual. The correlation that exists between these two 
problems is stated by the following set of corollaries and theorems: 
 
Theorem 2.1: The dual of the dual is the primal. 
 
		38		
Theorem 2.2: (Weak duality) If x and y are feasible solutions for the maximization 
problem (P) and its dual (D), respectively, then cx ≤ yb. 
 
Corollary 2.1: If (P) is unbounded (i.e. the value of the objective function has no 
upper bound), then (D) is empty. 
 
Corollary 2.2: If x and y are feasible solutions for (P) and (D) respectively, and cx = yb, then x and y are optimal solutions, to (P) and (D), respectively. 
 
Theorem 2.3: (Strong duality) If (P) and (D) both have feasible solutions, both 
problems have an optimal solution, and  z P = max cx ∶ Ax ≤ b = min yb ∶ yA = c , y ≥ 0 = z D   . 
 
 
Related proofs are showed in [5]. The meaning of Theorem 2.1 is quite 
straightforward. Theorem 2.2 states that the value of any feasible solution of a 
maximization problem is always lower than or equal to the value of any feasible 




Problems expressed in terms of Integer Linear Programming (ILP) are different from 
the ones expressed as LP because the variables can assume just integer values.  
A more general class of MP problems is named Mixed Integer Linear 
Programming (MILP), where only a subset of variables is constrained to assume a 
discrete set of values. For the sake of simplicity we directly present ILP problems.  
The integrality constraints, that characterize ILP problems, have a non-
negligible impact, in that they substantially improve the “expressiveness” of the 
model. Indeed, integer variables can be used to model logic conditions (e.g. Boolean 
values) and/or situations where it is necessary to make a decision among a finite 
number of possible alternatives. On the other hand, the abovementioned advantage 
complicates the computational complexity of the resulting optimization problems. 
However, it is possible to use powerful theoretical results and efficient 
algorithmic methodologies by exploiting some relations between ILP and LP.  
The feasible set of an ILP problem 
 𝐹 =  𝑥 𝜖 ℤ!  ∶  𝐴𝑥 ≤ 𝑏    , 
 
has the characteristics of the one showed in Figure 2.17: the linear constraints 𝐴𝑥 ≤ 𝑏 
define a convex polyhedron 
 𝐹 =  𝑥 𝜖 ℝ! ∶  𝐴𝑥 ≤ 𝑏    , 
 
and the feasible set is given by the intersection between the “grid” of the points with 
integer coordinates and 𝐹, namely, all the points with integer coordinates that belong 
to the polyhedron (white points). Since 𝐹 is made of isolated points, 𝐹 is not convex, 
and thus it may be difficult to optimize over it (see [5]).
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Figure 2.17: LP and ILP 
 
 
A.	Linear	Programming	Relaxation	 F	can be considered as a sort of 
approximation of 𝐹 (since 𝐹 is contained in F) that can be algorithmically exploited. 
Let us consider an ILP problem defined as max  𝑐𝑥 ∶ 𝐴𝑥 ≤ 𝑏 , 𝑥 𝜖 ℤ! : its Linear 
Programming Relaxation is 
 𝐿𝑃𝑅       max  𝑐𝑥 ∶  𝐴𝑥 ≤ 𝑏    , 
 
namely the LP problem corresponding to the relaxation of the integrality constraints 𝑥 𝜖 ℤ!. LPR can be efficiently solved, being a Linear Programming problem, and 
allows achieving some information about the original problem. For instance, the 
optimal value of its objective function, z(LPR), provides an upper bound of the 
optimal value of the objective function of ILP, namely 𝑧(𝐿𝑃𝑅) ≥ 𝑧(𝐼𝐿𝑃); in the case 
of minimization problems, the inequality becomes 𝑧(𝐿𝑃𝑅) ≤ 𝑧(𝐼𝐿𝑃), so the relaxation 
provides a lower bound. The importance of the two inequalities stated above is that 
z(LPR), unlike z(ILP), is efficiently computable because LPR is easy.  
It could be even the case that the solution of the relaxation allows to solve 
directly the original problem. This happens if the optimal solution x* of LPR is 
feasible for the original problem. In this case, it is very simple to prove the following 
result: 
 
Lemma 2.1: Let x* be an optimal solution of LPR: if x* 𝜖 ℤ!, namely x* is feasible for 
ILP, then x* is optimal for ILP. 
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A case where the conditions stated in Lemma 2.1 hold, is showed in Figure 2.17: it is 
easy to geometrically verify that “A”, the optimal solution of the Linear Programming 
Relaxation, is integer and is also the optimal solution of the ILP problem. 
Lemma 2.1 presents a particular case where an approximation of the feasible 
region of an ILP problem (i.e. the relaxation of integrality constraints) allows to easily 
compute its optimal solution. More generally, in the literature there are several 
methods for explicitly solving ILP problems: we touch upon the most notable ones in 
the remainder of this subsection (for an exhaustive presentation, refer to [16]).  
  
 
B.	Cutting	Plane	method		 There are several possible formulations for a 
given ILP problem, but such formulations are not equivalent for their related linear 
relaxations. Indeed, it is intuitively clear that the goodness of the upper bound of 
z(ILP), given by z(LPR), is proportional to the “adherence” of 𝐹 with 𝐹; nevertheless 
this intuition also depends on the objective function of the problem.	
Among all the continuous relaxations, there is one that is good for whichever 
objective function, because of its “complete adherence” with 𝐹. The convex envelope 
of 𝐹 𝐹 = 𝐶𝑜𝑛𝑣(𝐹) 
 
is a polyhedron, and so can be represented by a finite system of inequalities 𝐴𝑥 ≤ 𝑏. 
The dashed polyhedron shown in Figure 2.18 is an example of a convex envelope for 
the feasible region F. 
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Figure 2.18: An example of convex envelope  
 
However, representing the convex envelope of a generic ILP problem is hard; so it is 
necessary to resort to an iterative method that, starting from an approximation of 𝐹, 
iteration by iteration produces “less approximated” representations of 𝐹.  
Let the inequality 𝑑𝑥 ≤ 𝛿 be valid for 𝐹 if it is satisfied by each point 𝑥 𝜖 𝐹; in 
other words, 𝑑𝑥 ≤ 𝛿 is valid for ILP if it is satisfied by all the solutions of the 
problem. Generally, it is not necessary to achieve the exact representation of 𝐹 in order 
to solve its related ILP problem; rather it is sufficient to solve the following separation 
problem: 
 
Given 𝑥 𝜖 ℝ!, is there a valid inequality 𝑑𝑥 ≤ 𝛿 for 𝐹 
that is not satisfied by 𝑥, namely such that 𝑑𝑥 > 𝛿 ? 
 
The problem stated above allows to verify if a certain point 𝑥 belongs to 𝐹 or not. If 𝑥 ∉  𝐹 it is necessary to “provide a proof” through an inequality that separates 𝑥 from 𝐹: this inequality is called cut for 𝑥.  
The Cutting-Plane Method finds a sufficiently accurate approximation (may 
find even the exact representation) of the convex envelope for an ILP problem and acts 
as follows: during the i-th iteration, the optimal solution x(0) of the linear relaxation (let 
us call such a problem 𝐿𝑃𝑅) is found; if 𝑥(!)𝜖  𝐹 then x(0) is an optimal solution for 𝐿𝑃𝑅, so 𝑐𝑥(!) = 𝑧(𝐼𝐿𝑃), otherwise a cut 𝑑𝑥 ≤ 𝛿 for x(0) is determined and added to 
the problem formulation. If the (i+1)-th iteration is performed (i.e. x(0) has been cut), a 
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new “less approximated” representation of 𝐹 is produced, since x(0) is no more part of 




C.	Branch	and	Bound	algorithm	 The idea behind the Branch and 
Bound (B&B) algorithm is to split the original problem in a certain number of 
subproblems (easier to solve), computing upper and lower bounds of the optimal value 
of the objective function of each sub-problem, and then putting such information 
together in order to solve the original problem. The algorithm we are going to 
summarize is not explicitly designed for solving ILP problems; rather it is based on a 
divide & conquer approach able to solve more general optimization problems. 
Let us consider a generic ILP problem expressed as z = max  c x  ∶ x ϵ S . 
Let  S = S!⋃S! …⋃S!  be a decomposition of S, and z! = max  c x  ∶ x ϵ S! , k =1,…K : the solution of ILP is then given by z = max!{z!}. 
A typical way of implementing the decomposition of S is by enumeration tree. 
Given the theoretically exponential size of such a data structure, it is necessary to 
dynamically build the visited nodes before they are visited. This trick is not enough, in 
that it fixes the issue of space “explosion”; indeed the time needed to visit the tree still 
suffers of the exponential number of nodes. 
Let z! be an upper bound and z! a lower bound on z!, then 
 
• z = max!{z!} is an upper bound on z; 
• z = max!{z! } is a lower bound on z; 
• then, the following relationship holds true: z ≤ z ≤ z 
 
So, bounds information about sub-problems can be combined for deriving bounds on 
z. In particular, it is possible to avoid visiting explicitly the sub-tree rooted at a certain 
node t, if one of the following conditions holds: 
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• z! = max c x  , x ϵ S! for some t has been solved (pruning by optimality); 
• z! ≤ z for some t (pruning by bound); 
• S! = ∅  for some t (pruning by infeasibility). 
 
The B&B algorithm, whose pseudo-code is reported below, is based on the previously 
introduced ideas: 
 
Procedure B&B (P,z)  
 begin 
1. Q := {(P)};  z := -∞; 
 repeat  
2. (P’) := Next(Q);  Q := Q \ {(P’)}; 
3. 𝒛 := RELAX(P’); 
4. if 𝒛 > z then  
  begin 
5.  𝒛 := HEURISTIC(P’); 
6.  if 𝒛>z then z:= 𝒛; 
7.  if 𝒛>𝒛 then  
8.   Q := Q ∪ BRANCH(P’) 
end 
until Q = ∅ 
 
where P is the problem to be solved and z is the best objective function value found by 
the algorithm during the execution (only after the termination of the algorithm z will 
contain the optimal solution). In the first step, the set Q of active nodes (i.e. not 
pruned) is initialized by the root of the tree, which corresponds to P. Then, the best 
current solution value z is initialized by the value -∞ (if after the execution of the 
algorithm, z is still not finite, then P=∅). In the second step, the successive node to 
visit (depending on the tree traversal strategy) is assigned to P’; then the active set is 
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updated by removing the node being visited. As already outlined in this subsection, the 
LPR of an ILP maximization problem provides an upper bound of the optimal value 
assumed by the objective function of ILP: this is the theoretical result exploited in the 
third step (actually, whichever relaxation technique can be used in this context, but we 
refer to LPR for the sake of simplicity). Then, if the condition checked in 4. is not true, 
the current node P’ is pruned by bound (or by optimality) and the next active node is 
visited. Otherwise, the local lower bound is determined through a heuristic: if the node 
cannot be pruned even after the refinement of the knowledge of z, P’ is decomposed 
into subproblems, whose corresponding nodes are added to the active set (step 8.). 
Under some hypothesises, it is easy proving that the B&B algorithm computes z 




Several real systems are extremely complex, and so they require appropriate 
techniques in order to be designed and managed in a secure and efficient way. 
Networks can be considered as an important example of this kind of systems: 
telecommunication networks require specialized systems for supporting decisions 
relative to the whole lifecycle of the network. These support systems are usually based 
on specific mathematic models, which are required to solve very complex optimization 
problems. The complexity of such systems comes mainly from two reasons: 
 
• some decisions have to be made despite the uncertainty of some system 
parameters; this uncertainty can affect the current state of the system (that could 
be unknown), as well as the future states, relative to the evolution of the 
system; uncertainty could even be ascribed to unpredictable events, that could 
change the current state of the system being studied; 
• even when the parameters are perfectly known and there are no unpredictable 
events, some problems can be very hard to be solved because of their 
computational complexity, and/or because of their considerable size. 
 
A possible way of facing the abovementioned complexity, in contexts where there is 
some information about the behaviour of the system in the past, is to define the 
expected value problem. The assumption behind this methodology is that the uncertain 
parameters will be compliant with the expected value, hoping that the correspondent 
deterministic solution will work properly in the average case. However, this 
assumption is often unreasonable, especially for some kind of problems where soft 
variations of data can make the optimal solution, previously derived, unfeasible. 
Over the last decade several methodologies have been proposed in order to 
explicitly manage the uncertainty in optimization problems. The main issue of such 
methodologies is to find a proper “trade-off” between the range of uncertainty 
conditions and the computational effort necessary to determine the related solution. 
The trade-off is expressed in terms of the level of conservatism of the considered 
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methodology: a methodology is very conservative if its solutions protect the systems 
from a wide range of uncertain conditions, typically at the cost of a considerable 
computational effort; while, a methodology is said to be little conservative if it ensures 
less robustness, in favour of a lower cost.  
There are two main families of methodologies for explicitly managing the 
uncertainty: stochastic programming and robust optimization. The former associates, 
with each unpredictable event and/or uncertain parameter, a proper probability 
distribution function (implicitly or explicitly). The main drawback of this approach is 
the impossibility, in certain applications, of assigning an adequate probability function, 
because it may be too difficult to estimate. Furthermore, with a non-negligible 
probability, some constraints defining the system will be violated, and in certain 
applications, like economics, this is unacceptable. On the other hand, robust 
optimization aims at determining a robust solution, which is able to resist to a 
specified set of unpredictable events and/or to the variability of some parameters 
without losing its feasibility, while guaranteeing an acceptable cost. 
In robust optimization, the most general way to express the uncertainty is the 
representation through scenarios. According to this representation, the uncertainty is 
structured by means of a set S of possible scenarios (possible realizations of the 
uncertain parameters). If the number of possible realizations is finite, it is possible to 
define such a set through the notation S = {s!, s!,… , s!}, where each scenario s!, i = 1,2,… , k, denotes a possible realization of the uncertain parameters. In the 
literature, alternative ways to represent the uncertainty can be found: a notable 
example is the representation through intervals. Here, the uncertainty is modelled 
assuming that the uncertain parameters vary according to given intervals. Indeed, in 
several applications it is often possible to estimate the average value µ assumed by an 
uncertain parameter x, as well as its variability range ρ. In this context, the assumption 
is therefore that x can realize within the interval [µ-ρ, µ+ρ], where µ represents the so-
called nominal value. 
In the remainder of this subsection we will present some techniques, of 
increasing sophistication, for determining a robust solution in presence of uncertainty, 
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represented through scenarios. To this end, let us denote the generic optimization 
problem (affected by uncertainty) by: 
 min { c x  ∶   x ϵ F } ,                                             (2.3) 
 
where F is the set of feasible solutions and c(x) is the objective function to be 
minimized. In the literature, the problem (2.3) is referred to as the nominal problem, 
while the problem that allows determining a robust solution is indicated as its robust 
counterpart. The uncertain parameter α can be found in the objective function and/or 
in the definition of the feasible region. For the sake of simplicity, the problems 
presented in (A) and (B) are characterized by a unique uncertain parameter, since it is 
easy generalizing to the case of multiple uncertain parameters. 
 
 
A. Absolute Robustness with uncertain objective function  For every 
solution x ϵ F there are several realizations of the objective function, depending on the 
value of α in S. Let cs(x) be the cost of the solution x if the uncertain parameter α 
behaves according to scenario s, where x ϵ F and s ϵ S. A robust solution x* can be 
computed by solving the following robust counterpart of (2.3): 
 min  max  c! x ∶   s ϵ S :  x ϵ F  .                             (2.4) 
 
As can be deduced from (2.4), the absolute robustness criterion is really conservative 
in that it protects the system against the worst realization of the uncertain parameter α, 
by considering the most adverse scenario in S. 
 
 
B. Absolute Robustness with uncertain feasible region In this 
case, the feasible region varies depending on α (as in the previous case, its values are 
compliant with a scenario s ϵ S). Let F(s) be the set of the feasible solutions relative to 
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the considered scenario s. Then, let F* be the set of the solutions that are feasible for 
every possible scenario: F∗ =∩!!! F(s). A robust solution x* can be computed by 
solving the robust counterpart of (2.3) stated below: 
 min { c x ∶   x ϵ F∗ } .                                         (2.5) 
 
The absolute robustness criterion is really conservative even when the uncertainty 
concerns the feasible region. Indeed, its purpose is to find the least expensive solution 




C. Absolute Robustness with Control Parameter and uncertain 
objective function Let us assume that the uncertain parameter α is made of n 
components and that every component αi has a reference value µi (nominal value) that 
represents the average realization of the component αi. Furthermore, let us define an 
integer parameter Γ, such that 0 ≤ Γ ≤ n, called control parameter. The aim of this 
new parameter is to control the trade-off between the robustness level and the cost of 
the solution. Precisely, only the scenarios where at most Γ components of α deviate 
from their nominal value “are worth” to be considered. Formally, this can be stated as: 
 min { max  c! x ∶   s ϵ S Γ  ∶ x  ϵ F }  .                          (2.6) 
 
This problem is similar to (2.4), with the difference that the set of possible scenarios 
taken into account, for the inner maximization problem, is limited to the ones where at 
most Γ components of α deviate from their nominal value. As a consequence, the 
choice of Γ is fundamental in controlling the level of robustness: if Γ=0, the problem 
(2.6) reduces exactly to (2.3), because the assumption is that no component of α will 
deviate (thus, uncertainty is completely neglected); if instead Γ=n, the problem (2.6) is 
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equivalent to (2.4), where no control parameter is present. In general, the higher the 
value of Γ, the higher the cost of the computed solution. 
 
 
D. Absolute Robustness with Control Parameter and uncertain 
feasible region The crucial difference with respect to the previous case is that 
here the uncertainty is in the constraint matrix A (it could be present also in the 
objective function, without loss of generality). Let us consider the following nonlinear 
formulation: 
 max c′x                                                       (2.7) a!"! x! + max!!∪ !!  !!⊆!!, !! ! !! ,!!! !!\!!}{ a!"!!!! y! + (Γ! − Γ! )a!!!y!} ≤ b!   ∀i −y! ≤ x! ≤ y!  ∀j l ≤ x ≤ u y ≥ 0  , 
 
where J! is the set of coefficients a!", j ∈ J!, that are subject to uncertainty, with respect 
to the i-th constraint. Each component of A is a random variable that takes values 
according to a symmetric distribution with mean equal to the nominal value a!" in the 
interval [a!" − a!" , a!" + a!"]. For each row, there is a parameter Γ!, not necessarily 
integer, which takes values in the interval [0, |Ji|]; if Γ! is chosen as an integer, the i-th 
constraint is “protected” by β! x, Γ! = max !!  !!⊆!!, !! !!!}{ a!"!!!! |x!|} . Thus, Γ! 
allows to flexibly adjusting the robustness of the method against the level of 
conservatism of the solution. 
In order to reformulate model (2.7) as an integer optimization model, the 
following proposition (whose proof is reported in [2]) is exploited. 
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Proposition 2.1: Given a vector x∗, if Γ! is integer, the protection function of the i-th 
constraint, 
 β! x∗, Γ! = max !!  !!⊆!!, !! !!!}{ a!"!!!! |x!∗|}                      (2.8) 
 
equals to the objective function of the following integer linear optimization problem: 
 β! x∗, Γ! = max a!"|x!∗|z!"!!!!                                  (2.9) z!" ≤!!!! Γ! z!" ∈ {0, 1}     ∀j ϵ J! . 
 
Since the constraint matrix of problem (2.9) is totally unimodular (TU), such a 
problem can be replaced by its Linear Programming relaxation, and so by its LP dual: 
 min p!" + Γ!z!!!!!                                             (2.10) z! + p!" ≥ a!" x!∗    j ϵ J! p!" ≥ 0     ∀j ϵ J! z! ≥ 0  . 
 
The objective function values of (2.9) and of its dual LP problem (2.10) coincide, by 
strong duality. So, the optimal value of (2.10) is equal to β! x, Γ!  and thus can be used 
to substitute β! x, Γ!  in (2.7), obtaining the linear formulation (2.11): 
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 max c′x                                                    (2.11) a!"! x! + z!Γ! + p!"!!!! ≤ b!   ∀i z! + p!" ≥ a!"y!     ∀i, j ϵ J! −y! ≤ x! ≤ y!   ∀j l! ≤ x! ≤ u!   ∀j p!" ≥ 0       ∀i, j ϵ J! y! ≥ 0     ∀j 




E. Multiband Robustness with Control Parameters and uncertain 
feasible region The use of a single deviation band may greatly limit the power of 
modelling uncertainty: considering just the extreme values of deviations (like in [2]) 
may lead to their rough estimation and thus to unrealistic uncertainty set, which either 
overestimate or underestimate the overall deviation. Having a higher modelling 
resolution would therefore be very desirable. This can be accomplished by breaking 
the single band into multiple and narrower bands, each with its own Γ (see D). Let us 
consider the following Linear Programming Problem, whose coefficient matrix is 
subject to uncertainty and the uncertainty set is modelled through multiple deviation 
bands:  
 
 max c!x!!!!                                                  (2.12) 
𝑎!"𝑥! ≤ 𝑏!!"#        𝑖 𝜖 𝐼 𝑥! ≥ 0     𝑗 𝜖 𝐽 
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where I = {1,…,m} and J = {1,…,n} denote the set of constraints and variable indices, 
respectively. We assume that the value of each coefficient aij is uncertain and that such 
uncertainties are modeled through a set of scenarios S. Each scenario s ∈ S defines a 
different coefficient matrix As. The robust counterpart of (2.12) thus corresponds to 
the following problem:  
 
 max c!x!!!!                                                    (2.13) 
a!"!!!! x! ≤ b!     i ϵ I, s ϵ S 𝑥! ≥ 0     𝑗 𝜖 𝐽 . 
 
Our goal is to characterize the robust counterpart of (2.12) when the set of scenarios 
corresponds to what we call a multiband uncertainty set. This set is denoted by SM and 
generalizes the uncertainty model of [2], described in D. Specifically, we assume that, 
for each coefficient aij, we are given a nominal value 𝑎!" and maximum negative and 
positive deviations 𝑑!"!!, 𝑑!"!! from 𝑎!", such that the actual value 𝑎!"!  lies in the interval [ 𝑎!" + 𝑑!"!!  ,  𝑎!! + 𝑑!"!!] for each scenario 𝑠 𝜖 𝑆!. Moreover, we define a list of inner 
deviation values, by partitioning the single deviation band [𝑑!"!! , 𝑑!"!! ] of each 
coefficient 𝑎!", as follows:  −∞ < 𝑑!"!! < ⋯ < 𝑑!"!! < 𝑑!"!! < 𝑑!"! = 0 < 𝑑!"! < 𝑑!"! < ⋯ < 𝑑!"!! < +∞ . 
Through these deviations values, we define: 1) the zero-deviation band corresponding 
to the single value 𝑑!"! = 0; 2) a set of positive deviation bands, such that each band 𝑘 ∈ {1,… ,𝐾!} corresponds to the range ( 𝑑!"!!!,𝑑!!! ]; 3) a set of negative deviation 
bands, such that each band 𝑘 ∈ {𝐾!,… ,−1} corresponds to the range ( 𝑑!"!!!,𝑑!"! ]. 
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From now on we indicate a generic deviation band by 𝑘 ∈ 𝐾 = { 𝐾!,… ,−1, 0, 1,… ,𝐾!}.  
Additionally, for each band 𝑘 ∈ 𝐾, we define a lower bound lk and an upper 
bound uk on the number of deviations that may fall in k, with lk, uk satisfying 0 ≤ 𝑙! ≤ 𝑢! ≤ 𝑛. On the basis of these parameters, we formalize the set of scenarios 
SM : a scenario 𝑠  belongs to 𝑆!  if and only if 𝑎!"! ∈  [ 𝑎!" + 𝑑!"!!  ,  𝑎!" + 𝑑!"!!]  and 𝑙! ≤ |  𝑗 ∈ 𝐽  𝑎!"!  𝑙𝑖𝑒𝑠 𝑖𝑛 𝑏𝑎𝑛𝑑 𝑘}| ≤ 𝑢!  for every 𝑘 ∈ 𝐾, 𝑖 ∈ 𝐼 . In other words, we 
require that the deviations satisfy the system of multiband uncertainty and thus the 
number of deviations falling in each band must satisfy the corresponding bounds. We 
also assume that the number of bands K and the bounds lk, uk are the same for each 
constraint 𝑖 ∈ 𝐼. 
The robust counterpart of (2.12) under the multiband uncertainty set defined by 
SM can be equivalently written as: 
 max c!x!!!!                                                 (2.14) 
𝑎!"𝑥! + 𝐷𝐸𝑉! 𝑥,𝑑 ≤ 𝑏!    𝑖 𝜖 𝐼!∈!  𝑥! ≥ 0     𝑗 𝜖 𝐽 
 
where 𝐷𝐸𝑉! 𝑥,𝑑  is the maximum overall deviation allowed by a system of multiband 
deviation bands 𝑑 = [𝑑!"] for a feasible solution x when the constraint i is considered. 
The crucial difference with the formulations (2.12) and (2.13) is that here we replace 
the actual value of a coefficient aij with the summation of the nominal value 𝑎!" and a 
deviation dij (falling in exactly one of the K bands). 𝐷𝐸𝑉! 𝑥,𝑑  is the optimal value of 
the following ILP problem (we remark that here the index i is fixed): 
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 𝐷𝐸𝑉! 𝑥,𝑑 = 𝑚𝑎𝑥 𝑑!"!!"# 𝑥!  𝑦!"!!"#                            (DEV01) l! ≤ 𝑦!"!!"# ≤ 𝑢!       𝑘 ∈ 𝐾                                         (2.15) 𝑦!"!!"# ≤ 1     𝑗 ∈ 𝐽                                              (2.16) 𝑦!"! ∈ 0,1        𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾 .                                      (2.17) 
 
The binary variables 𝑦!"!  indicate if the deviation of a coefficient aij lies in band k. 
Constraints (2.16) ensure that each coefficient deviates in at most one band. Finally, 
constraints (2.15) impose the upper and lower bounds on the number of deviations 
falling in each band k. Thus, the optimal solution of (DEV01) defines a distribution of 
the coefficients among the bands that maximizes the deviation with respect to the 
nominal values, while respecting the bounds on the number of deviations of each band. 
In [18] it is proven that the linear relaxation of (DEV01) satisfies the integrality 
property, so (DEV01) can be replaced by its linear relaxation, which is expressed as: 
 𝐷𝐸𝑉! 𝑥,𝑑 = 𝑚𝑎𝑥 𝑑!"!!"# 𝑥!𝑦!"!!"#             (DEV01-RELAX) l! ≤ 𝑦!"!!"# ≤ 𝑢!       𝑘 ∈ 𝐾                                        (2.18) 𝑦!"!!"# ≤ 1     𝑗 ∈ 𝐽                                              (2.19) 𝑦!"! ≥ 0       𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾                                           (2.20) 
 
where we dropped constraints 𝑦!"! ≤ 1 since they are dominated by constraints (2.19). 
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By strong duality we can use the dual problem of (DEV01-RELAX) to replace 𝐷𝐸𝑉! 𝑥,𝑑  in the robust counterpart of (2.12). The dual problem of (DEV01-RELAX) 
is: 
 𝑚𝑖𝑛 (−𝑙!𝑣!!)!∈! + 𝑢!𝑤!!!∈! + 𝑧!!!∈!                            (DEV01-RELAX-DUAL) −𝑣!! + 𝑤!! + 𝑧!! ≥ 𝑑!"! 𝑥!         𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾                                (2.21) 𝑣!! ,𝑤!! ≥ 0         𝑘 ∈ 𝐾                                                             (2.22) 𝑧!! ≥ 0       𝑗 ∈ 𝐽                                                                        (2.23) 
 
where the dual variables 𝑣!! ,𝑤!! are associated with the primal constraints (2.18), 
while the dual variables 𝑧!! are associated with the primal constraints (2.19). Replacing 
(DEV01) by its dual yields the following compact linear robust counterpart of the 
original problem (2.12): 
 max c!x!!!!                                                     (2.24) 







The most recent versions of IEEE 802.11 define the PSM modality (see Subsection 
2.1.1). This feature exploits the central role of the Access Points in the ESS, enabling 
the hosts to save energy. An interesting point, which is not touched by IEEE 
specifications, is the possibility to implement a mechanism for reducing the overall 
power consumption of APs in Extended Service Sets. This can be done by conducting 
traffic demands to the minimum number of APs in order to (possibly) switch-off some 
of them, without jeopardizing the fulfilment of the traffic demands. 
In this chapter we present three Mathematical Programming models (see 
Section 2.3) aiming at minimizing the overall power consumption of Extended Service 
Sets. In Section 3.1 we first describe the WLAN system underlying the optimization 
problem. Then, we describe the first model, which assumes that the UTs are stationary 
(i.e. do not move) and that the capacities of the wireless links between UTs and APs 
are stable. These two hypotheses make such a model (described in Section 3.2) 
unrealistic in some circumstances because, indeed, the users are allowed to move and 
the wireless channel experiments capacity fluctuations (caused by fading and 
attenuation). The second model we describe, in Section 3.3, is a basic robust 
counterpart of the model outlined in Section 3.2, in that it deals with the uncertain 
factors abovementioned (always assuming a worst-case deviation of the parameters). 
Finally, the last model we present, in Section 3.4, is a robust formulation aiming at 
reducing the “price of robustness” paid in the basic version, by breaking the single 




We assume that the WLAN system (ESS) is characterized by a set J of deployed 
Access Points (AP) that serve a set I of User Terminals (UT). The traffic demand wi of 
each UT i must be satisfied by exactly one AP. 
The power Pj consumed by the generic AP j can be essentially ascribed to two 
major elements. There is a constant part, say bj, which is bound to the mere fact that 
the device is powered on. Then, there is a variable part, say aj, which accounts for the 
so-called “airtime” (i.e. the fraction of time the device is either transmitting or 
receiving frames). The airtime is weighted by a constant “wireless” factor, say pw, 
which accounts for the power drain of the radio fronted for the transmission and 
reception operations. These elements are combined so that the power Pj can be 
expressed as: 
 𝑃! = 𝑏! + 𝑝!𝑎! .                                             (3.1) 
 
The final parameters characterizing the WLAN system are rij (or capacity of 
link (i,j)), i.e. the data rate available between AP j and UT i, for 𝑖 𝜖 𝐼 and 𝑗 𝜖 𝐽. They 
depend on the physical properties of the system (e.g. position of UT i and AP j, 
transmission power, radio propagation rules). To keep the notation simpler, it is 






The nominal version of the WLAN problem consists in deciding what APs to use and 
to which powered-on AP to assign each UT, in such a way as to satisfy their traffic 
demands and without exceeding the capacity of each AP. The objective is to minimize 
the overall power consumption of the APs. The problem can be formulated by the 
following ILP model, which is based on two sets of binary variables: 
 
• xij, which is set to 1 if UT i is assigned to AP j, 0 otherwise; 
• yj, which is set to 1 if AP j is powered-on, 0 otherwise. 
 
The objective function for the WLAN system defined in Section 3.1, to be minimized, 
is: 
 𝑧 = 𝑚𝑖𝑛 𝑃! = 𝑚𝑖𝑛 ( 𝑏!𝑦! + 𝑝! !!!!"!"#  𝑥!")!"#!"#    ,                  (3.2) 
 
where the airtime aj has been expressed in terms of the variables xij: 
 𝑎! = !!!!"!"# 𝑥!"  .                                                 (3.3) 
 
The minimization is subject to the following constraints: 
 𝑥!" = 1,!"#     𝑖 𝜖 𝐼      ,                                           (3.4) !!!!"!"#  𝑥!" ≤ 𝑦! ,     𝑗 𝜖 𝐽    ,                                           (3.5) 𝑥!"  𝜖 0, 1 ,     𝑖 𝜖 𝐼, 𝑗 𝜖 𝐽   ,                                           (3.6) 𝑦!  𝜖 0, 1 ,    𝑗 𝜖 𝐽   .                                                (3.7) 
 
Equations (3.4) impose that each UT must be assigned to exactly one AP. Equations 
(3.5) are the capacity constraints, which enforce that if AP j is turned-on then its 
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airtime cannot be greater than its capacity. They also ensure that no UT is assigned to 







In order to make the formulation provided in Section 3.2 more realistic, both user 
movements and capacity fluctuations shall be incorporated. In fact, UTs can roam 
across the service area. This has a direct impact on rij, which is strictly related to the 
distance between UT i and AP j.  
The net advantage of the model being presented in this section is that its 
solutions will achieve good objective function values for the future realization of these 
parameters in given uncertainty sets. In other words, the solutions of a robust model 
are more resistant to the uncertain events taken into consideration, as will be shown in 
Chapter 4. This allows to re-compute the optimal allocation between UTs and APs 
with lower frequency than it would be done with the nominal model. 
To take into account the UT mobility, we shall denote by R(i, j) the set of 
possible capacities between the UT i and the AP j, in a certain time interval, depending 
on the mobility of i, i.e. R i, j = { r!"! ,… , r!"!(!)},where h(i) denote the alternative final 
destinations for i. 
Another aspect that may influence rij is the fluctuations in the signal 
propagations (see Section 2.2). To take into account this aspect, for each pair i and j, 
and for each position α, 1 ≤ α ≤ h(i), let [r!"! − r!"!, r!"! + r!"!] denote the interval of the 
possible deviations of parameter r!"! around its nominal value, which is the average 
value r!"!. 
According to the framework described in Subsection 2.3.3.D, assume that at 
most K link capacities may deviate from their nominal value simultaneously. 
Furthermore, assume that at most H UTs may move simultaneously. Also let K ≥ H, 
since whereas all capacities are typically subject to fluctuations around their nominal 
value, usually only a subset of UTs move in the considered time horizon. 
In order to state the robust counterpart of constraints (3.5), let us associate two 
auxiliary binary variables with each UT i: 
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• qi, which is set to 1 if the capacities of UT i can deviate from their nominal 
value and i can also move, 0 otherwise; 
• zi, which is set to 1 if the capacities of UT i can deviate from their nominal 
value but i does not move, 0 otherwise. 
 
The case of mobile UTs whose related capacities cannot deviate is not modelled 
here, since it is not significant in this context. By using such additional variables, the 
robust counterpart of the left-hand-side of each constraint (3.5) is an inner ILP model 
(by applying Proposition 2.1), which gives the maximum (i.e. the worst case) value 
that the left-hand-side may achieve under the robustness assumptions stated above. 
The optimal value of the inner ILP model related to j is: 
 c!!"# = max { !!!!!!"!"#$ + !!!!!!"!"##!!!"!"## + !!(!!!!!!!)!!" }!!! x!"   .                  (3.8) 
 
In (3.8), r!"!"#$ denotes the minimum deviation among all values in R(i, j), i.e.: 
 r!"!"#$ = min! {r!"! − r!"!}    , 
 r!"!"##is the capacity between i and j by considering the current position of UT i, while r!" represents the realization of the random variable r!"!"## within the corresponding 
interval [r!"!"## − r!"!"##, r!"!"## + r!"!"##], for the time instant where the optimization is 
pursued. Since the values appearing at the denominator in (3.8) are constant, it is 
possible to denote by Aij the coefficient of variable qi and by Bij the coefficient of 
variable zi, for each j. So, (3.8) can be rewritten in the following simpler form, where C! = !!!!"!!! 𝑥!" does not depend on the auxiliary variables qi and zi, and it is linear with 
respect to the assignment variables xij: 
 c!!"# = C! +max {A!"q! + B!"z!}!!! x!"   .                          (3.9) 
		63		
 
The maximization in (3.9) is subject to the following constraints: 
 q! + z! ≤ K  ,!!!                                               (3.10)  q! ≤ H  ,!!!                                                   (3.11) q! + z! ≤ 1  ,    i ϵ I .                                             (3.12) 
 
It is possible to prove (refer to [16]) that for each j, the constraint matrix of the robust 
counterpart formulation (3.9) - (3.12) is totally unimodular (TU). A consequence is 
that by treating variables xij as constant, as standard in Robust Optimization, then the 
inner ILP model related to each j can be replaced by its Linear Programming 
relaxation, and so, by strong duality, by its LP dual (as done in (2.9) – (2.10)), that is 
to say: 
 c!!"# = C! +min {Kγ!" + Hγ!" + β!"!!! }                          (3.13) 
 
subject to the following constraints: 
 γ!" + γ!" + β!" ≥ A!"x!" ,       i ϵ I,                               (3.14) γ!" + β!" ≥ B!"x!" ,       i ϵ I,                                    (3.15) 
 
plus the nonnegativity constraints for the dual variables γ!", γ!" and β!", i ϵ I, j ϵ J. By 
applying the same kind of technique just presented, it is easy to achieve the robust 
counterpart of the objective function (3.2). The proposed robust model is therefore 
given by: 
 z!"# = min { 𝑏!𝑦! + 𝑝!(C! + Kγ!" + Hγ!" + β!"!!! ) }!!!            (3.16) 
subject to: C! + Kγ!" + Hγ!" + β!"!!! ≤ y!,     j ϵ J,                      (3.17) 
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The model presented in Section 3.3 is based on the assumption that it is unlikely that 
all of the users move at the same time and that all the wireless links are subject to 
fluctuation. So, in order to control the price of robustness, the maximum number of 
users that are assumed to move and the maximum number of link capacities that are 
assumed to fluctuate have an upper bound denoted, respectively, by H and K.  
But, both the events affected by uncertainty are protected against the worst 
realization of their related deviating coefficients. This assumption may dramatically 
limit the power of modelling uncertainty. Having a higher modelling resolution would 
be advisable, since a rough estimation of the deviations can lead to unrealistic 
uncertainty sets. This goal can be accomplished by breaking some bands into multiple 
and narrower bands (see Subsection 2.3.3.E).  
To take into account the UT mobility, according to the multiband robust 
framework, we shall assume that the user mobility can be partitioned into a set B of 
bands (e.g. according to a short, a medium or a long movement with respect to the 
current user position). Furthermore we define the upper bound Hb, which states the 
maximum number of UTs that can move simultaneously according to the type of 
movement b (with b=1,…,|B|) and whose links may be subject to fluctuation. We shall 
extend the domain of b to the value 0 to take into account the case of users who do not 
change their current position, but are however subject to uncertainty since their links 
are involved in capacity fluctuations: we indicate by H0 the maximum number of UTs 
that may belong to such a category (i.e. they do not move but are subject to link 
capacity fluctuations). 
More in detail, the mobility model is based on the assumption that the users 
move from their original position in diverse annuli areas (see Figure 3.1). Hence, each 
band refers to the particular annulus where the users can be randomly positioned. For 
example, the following four mobility classes of users can be considered, where ρ 
denotes the radius of movement: 
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• Static, b=0: the new position is equal to the old position, i.e. ρ=0; 
 
• Low mobility, b=1: the new position is in the annulus area defined by 𝜌 𝜖 (0,𝜌1]; 
 
• Medium mobility, b=2: the new position is in the annulus area defined 
by 𝜌 𝜖 (𝜌1,𝜌2]; 
 
• High mobility, b=3: the new position is in the annulus area defined by 𝜌 𝜖 (𝜌2,𝜌3]. 
 
 
Figure 3.1: A graphical representation of the mobility bands 
 
 
We model the fluctuation of the fading channels through a single band (as in the basic 
robust model, described in the previous section), for keeping the model simpler and 
because we agreed that the mobility of UTs is the uncertain event subject to greater 
variability. 
From now on, we shall denote by 𝑟!"(𝑏, 𝑓) the function representing the data rate of 
(i, j) within the mobility band b, with f that characterizes the state of the fading 
channel (f could be equal to the nominal value 𝑓, or it can be set to the lower band f1 of 
		67		
the unique band characterizing the fading channel fluctuations). In order to state the 
robust counterpart of constraints (3.5), according to the framework described in 
Subsection 2.3.3.E, let us associate the following binary variables with each UT i and 
each band b: 
 
• qib, which is set to 1 if the UT i moves according to the band b, if 𝑏 > 0 and 
his/her channel fading is subject to fluctuation; or i does not move but his/her 
channel fading is subject to fluctuation, if 𝑏 = 0.  
 
Therefore, the capacities of the links related to i, such that 𝑞!" = 1, vary according to 𝑟!" 𝑏, 𝑓! , 𝑏 = 0,… , |𝐵|. 
The case of mobile UTs whose related capacities do not deviate is not modelled 
here, since it is not significant in this context.  
By using such additional auxiliary variables, the robust counterpart of the left-
hand side of each constraint (3.5) is an inner ILP model, which gives the maximum 
(i.e. the worst case) value that the left-hand side may achieve under the robust 
framework just introduced. The optimal value of the inner ILP model for the AP j is: 
 𝑐!!"#$! = 𝑚𝑎𝑥 𝑤! !!"!!"!"#!! +|!|!!! 𝑤! (!! !!"|!|!!! )!!"!∈! 𝑥!"    .          (3.18) 
 
In (3.18), 𝑟!"!"#!!  denotes the minimum value assumed by the capacity function 𝑟!" 𝑏, 𝑓! . On the other hand, 𝑟!" represents the data rate of (i,j) in the certain case. In 
fact, (1 − 𝑞!"|!|!!! ) models the case in which i does not move and the related fading 
channel is not subject to fluctuation. Observe that the values appearing at the 
denominator in (3.18) are constant. 
For each j, the feasible set of the inner maximization problem is described by 
the following set of constraints, where constraint (3.20) states that the capacities of at 
most K users may deviate from their nominal value simultaneously (we remark that K 
is meaningful only if 𝐾 < 𝐻!|!|!!! ): 
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 𝑞!" ≤ 1|!|!!!       𝑖 = 1,… , |𝐼|                                     (3.19) 𝑞!" ≤ 𝐾|!|!!!|!|!!!                                             (3.20) 𝑞!" ≤ 𝐻!       𝑏 = 0,… , |𝐵||!|!!!                                  (3.21) 𝑞!" ∈ 0, 1         𝑖 ∈ 𝐼, 𝑏 ∈ 𝐵   .                                (3.22) 
 
We point out that (3.18) can be rewritten as: 
 𝑐!!"#$! = 𝑤! !!"!!" +𝑚𝑎𝑥 𝑤!{ 𝑞!"( !!!"!"#!! − !!!")|!|!!! }!∈!!∈! 𝑥!"        (3.23) 
 
The linear relaxation of the maximization problem in (3.23) satisfies the integrality 
property: therefore, by associating a dual variable πij with the constraint in (3.19) 
related to i, a dual variable δj with constraint (3.20), and a dual variable µbj with the 
constraint in (3.21) related to b, we can state the Dual LP	of the linear relaxation of 
problem (3.19)-(3.23), by disregarding the constant term: 
 𝑚𝑖𝑛 𝜋!" + 𝐾𝛿! + 𝜇!"𝐻!|!|!!!!∈!                             (3.24) 𝜋!" + 𝜇!" + 𝛿! ≥ 𝑤! !!!"!"#!! − !!!" 𝑥!"    𝑖 = 1,… , 𝐼 , 𝑏 = 0,… , |𝐵|   (3.25) 𝜋!" ≥ 0     𝑖 = 1,… , |𝐼|                                     (3.26) 𝜇!" ≥ 0    𝑏 = 0,… , |𝐵|                                    (3.27) 𝛿! ≥ 0   .                                              (3.28) 
 
The overall ILP model for the special robust case under consideration is therefore: 
 𝑧 = 𝑚𝑖𝑛 𝑃! = 𝑚𝑖𝑛 ( 𝑏!𝑦! + 𝑝! !!!!"!"#  𝑥!")!"#!"#                      (3.29) 𝑥!" = 1,!"#     𝑖 𝜖 𝐼                                                 (3.30) 𝑤! !!"!!"!∈! + 𝜋!" + 𝐾𝛿! + 𝜇!"𝐻!|!|!!!!∈! ≤ 𝑦! ,     𝑗 ∈ 𝐽                (3.31) 
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In Section 4.1 we first describe the architecture of the simulation tool employed for 
testing the effectiveness of the basic robust model (presented in Section 3.3); instead in 
Section 4.2 we outline the differences between the just mentioned simulator and the 
one that tests the multiband robust model.  
In Section 4.3 we comment on the results showed by the basic robust model (by 
deepening the studies performed in [1]), whereas in Section 4.4 we give a performance 
comparison between the two robust models. 
The solver used for the simulations is IBM ILOG CPLEX (V12.5.1), installed 
on a 64 bit Ubuntu OS, hosted by a virtual machine. The hosting Operating System is 
Apple OS X (10.11.4) running on a 1.3 GHz Intel Core i5 processor, equipped with 







The simulator is orchestrated by a bash script BS, which behaves according to the 
flowchart outlined in Figure 4.1. Hereafter, we describe in detail the steps performed 
by BS: 
• Read next_conf: fetches, from a specific configuration file C, a scenario (or 
configuration) 𝑐 𝜖 𝐶 to be tested. Every scenario differs from the others by the 
number of UTs to be served, the number of deployed APs and by the area of the 
surface where the simulation is pursued. 
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Figure 4.1: Flowchart modelling the simulation tool 
 
• Generate instance: given c, an instance N is created: this means that N is a 
particular realization of c. Consequently, each instance differs from the others 
by the coordinates assigned to UTs, APs and obstacles in the reference area (it 
is assumed to work in indoor environments). Figure 4.2 shows a graphical 
example of two instances compliant with a common configuration c: |I|, |J| and 
the area of the environment coincide, but the Cartesian coordinates of UTs, APs 
and walls are different. The models presented in the previous chapter do not 
deal directly with the distances between UTs and APs. The nominal version 
(see Section 3.2) requires the following data: base power consumption b and 
airtime power consumption pw of AP 𝑗 ϵ J, traffic demand wi of UT 𝑖 ϵ I and 
wireless capacity rij between UT 𝑖 and AP 𝑗 at time t0 (i.e. in the present). The 
traffic demand wi for the UT i is taken randomly, with uniform distribution, 
from the interval [270-330] kbps. The data rate rij between UT i and AP j is 
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computed through the model described in Subsection 2.2.4, considering the path 
gain associated with the average value of the Rayleigh fading. With regard to 
the basic robust counterpart, we compute r!"!"#$ by generating three candidate 
positions relative to UT i, assuming that i moves towards a uniformly random 
direction (expressed in radiant) at a speed less than or equal to 1 m/s in a time 
interval Δt. According to the candidate positions of i, the minimum data-rate 
between i and j is computed using again the model described in Subsection 
2.2.4, but considering the path gain associated with the 95th percentile of the 
Rayleigh fading. This last formulation is used similarly for calculating r!"!"## − r!"!"##, with the difference that here i is assumed not to move. Finally, r!"!"#  (not defined in the described models, but useful in assessing their 
effectiveness) is the wireless capacity between UT i and AP j at time t0 + Δt 
(i.e. in the future), computed through the model described in Subsection 2.2.4, 




        




• Save instance: this phase produces an output file NF that contains data relative to 
an instance N. Since the APs deployed in the simulation area are all assumed to 
be of the same type (Cisco Aironet 600, working in IEEE 802.11g modality), b 
and pw are identical for each AP (i.e. 𝑏! = 𝑏! and 𝑝!! = 𝑝!!   ∀𝑗, 𝑘 𝜖 𝐽): for this 
reason, they are output just once. Then, the traffic demands wi are generated 
and printed out for all 𝑖 ϵ I. Finally, rij, r!"!"#$, r!"!"## − r!"!"## and r!"!"# are output 
for each possible link (i,j), thus generating four I × J  matrixes. The positions 
of the users, relatively to the future, are determined in the following way: a set 
of H users is chosen uniformly at random and for each hϵH a candidate position 
is assigned (among the three previously generated for h), while the positions of 
the users in the set I\H remain unchanged. 
 
• Solve instance: This step exploits the support of an optimization software 
package: IBM ILOG CPLEX (V12.5.1). It is able to solve, among the others, 
ILP and LP problems of considerable size, using the simplex method (see [5]) 
and other notable solving techniques defined in the literature. The CPLEX 
interface for C++, concert, allows one to easily define MP models through a 
high level API. We have exploited such an interface in order to implement the 
models defined in Chapter 3. Solve instance solves the basic robust and the 
nominal problems on the instance coded via NF. The produced solutions are 
given by 𝑥!"!"# ∀𝑖𝜖𝐼 ∀𝑗𝜖𝐽 and 𝑦!!"# ∀𝑗𝜖𝐽 for the basic robust problem, and by 𝑥!"!"# ∀𝑖𝜖𝐼 ∀𝑗𝜖𝐽 and 𝑦!!"# ∀𝑗𝜖𝐽 for the nominal problem. It could even be the 
case that CPLEX is not able to return any solution because of the possible 
infeasibility of the problem, or because the computation of the solution requires 
too much time (the specific deadline has been set equal to 7200 seconds), or 
because CPLEX found the problem intractable (note that, whenever one of 
these two events occur, the solver aborts its computation and BS skips to the 
Read next_conf phase). If, instead, the solutions of the two problems are 
determined, a further set of solutions is generated: 𝑥!"!"# ∀𝑖𝜖𝐼 ∀𝑗𝜖𝐽  and 
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𝑦!!"# ∀𝑗𝜖𝐽, which are the optimal solutions for the instance N at time t0 + Δt 
(thus, they are calculated through the nominal model, taking as input the matrix 
containing the future rates r!"#). 
 
• Save solution: Here we print out some information related to the quality of the 
produced solutions. Given the matrix x and the vector y (for whichever 
problem, i.e. nominal, basic robust or future), we compute the power 
consumption induced by such solutions by using the formula (3.1) in the 
following way: 𝑃 = 𝑃!!!!!,!"# . First we compute P for the basic robust and 
the nominal solutions, relatively to the present; then we calculate the value of P 
for the optimal future solutions. At this point, we verify if the basic robust and 
the nominal solutions (computed for the instant t0) are still feasible at time t0 + 
Δt and, if it is the case, we compute and print out their future power 
consumption. Checking the future feasibility of a solution implies to verify if 
constraints (3.5) are satisfied for r!" = 𝑟!"!"# and for 𝑥!" = 𝑥!"!"# and 𝑦! = 𝑦!!"#, 
or for 𝑥!" = 𝑥!"!"#  and 𝑦! = 𝑦!!"# . Another important performance measure, 
which is printed out, is the CPU time needed for computing the solutions of the 
robust and the nominal model. 
 
• Fetch statistics: Here, we produce a file that summarizes the performances 
registered by every previous execution of Save solution. This means that ∀𝑐 𝜖 𝐶 
we print out some performance indexes, averaged over 𝑁 𝜖 𝑐 . Such 
performance indexes are: FF_rob (number of instances of c where 𝑥!"# and 𝑦!"# satisfy (3.5) at time t0 + Δt), FF_nom (number of instances of c where 𝑥!"# and 𝑦!"# satisfy (3.5) at time t0 + Δt), the number of instances of c that 
have produced no solutions, PR_pres (ratio between the power consumption 
induced by the basic robust solutions and the power consumption induced by 
the nominal solutions, at time t0), PR_fut (same as PR_pres, but relatively to the 
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instant t0 + Δt), rob_time (CPU time needed for solving the basic robust 





The aim of such a simulator is to test the two robust models described in Chapter 3 
and to compare their performances. Since the architecture of this tool is really similar 
to the one described in the previous section, in the following we point out their main 
differences, step by step. 
 
• Read next_conf: there are no differences. 
 
• Generate instance: in addition to r!"!"#$ and r!"!"## − r!"!"## (relative to the basic 
robust model), we generate also r!"!"#!!  (relative to the multiband robust 
model). It is obtained similarly to r!"!"#$ if b = 1,… , |B|; while it is obtained 
similarly to r!"!"## − r!"!"##  if b = 0 . There is a notable difference in the 
computation of the candidate positions: here, we generate three candidate 
positions for each UT, assuming that he/she moves according to band b, ∀ b ∈ B. 
 
• Save instance: in addition to rij, r!"!"#$, r!"!"## − r!"!"## and r!"!"#, which are output 
according to the description provided in the previous section, we also output r!"!"#!! . It is computed for all links (i, j) and for every band b ϵ B, thus 
producing a tri-dimensional array. The positions of the users, relatively to the 
future, are determined in the following way: a set of Hb users, ∀ b ∈ B, is 
chosen uniformly at random (every user is assigned to no more than one band), 
and for each h!ϵ H!  a candidate position is assigned (among the three 




• Solve instance: in this step we solve the problems related to the nominal, mono-
band and multiband models, according to the instance coded via NF. We denote 
by 𝑥!"!"# ∀𝑖𝜖𝐼 ∀𝑗𝜖𝐽  and 𝑦!!"# ∀𝑗𝜖𝐽  the solutions given by the basic robust 
problem, while by 𝑥!"!"#$%& ∀𝑖𝜖𝐼 ∀𝑗𝜖𝐽 and 𝑦!!"#$%& ∀𝑗𝜖𝐽 we denote the solutions 
provided by the multiband robust model. The solutions of the nominal model 
and the optimal solutions for the instance N at time t0 + Δt are printed out 
according to the same notation described in the previous section. 
 
• Save solution: there are no considerable differences, except that here we print 
out information related also to the multiband solutions (obviously) and that the 
solver aborts its computation if only the nominal problem is intractable. 
 
• Fetch statistics: the performance indexes that we print out here are: FF_multib 
(number of instances of c where 𝑥!"#$%& and 𝑦!"#$%& satisfy (3.5) at time t0 + 
Δt), FF_basic (number of instances of c where 𝑥!"# and 𝑦!"# satisfy (3.5) at 
time t0 + Δt), FF_nom (number of instances of c where 𝑥!"# and 𝑦!"# satisfy 
(3.5) at time t0 + Δt), the number of instances of c that have produced no 
solutions because CPLEX was not able to optimize over it (i.e. multib_uns for 
the multiband problem and basic_uns  for the mono-band problem), 
PR_multib_pres (ratio between the power consumption induced by the 
multiband solutions and the power consumption induced by the nominal 
solutions, at time t0), PR_basic_pres (ratio between the power consumption 
induced by the basic robust solutions and the power consumption induced by 
the nominal solutions, at time t0), PR_multib_fut (same as PR_multib_pres, but 
relatively to the instant t0 + Δt), PR_basic_fut (same as PR_basic_pres, but 
relatively to the instant t0 + Δt), multib_time (CPU time needed for solving the 
multiband problem), basic_time (CPU time needed for solving the basic robust 




Before analysing the computational results returned by the simulator described in 
Section 4.1, let us define some parameters that characterize each configuration: 
• |!||!|: average number of UTs per AP; 
• Δ: number of APs per 100 m2; 
• DTA = |!||!| ∗ 𝑎𝑟𝑒𝑎, where area is the surface of the environment where 
the simulation is pursued. 
 
 
Related work The effectiveness of the basic robust model has been already 
assessed in [1] on more than 40 scenarios using 20 instances per scenario, setting 
H=0.2|I| and K=|I|. In particular, it is stated that the robust model is more 
advantageous than the nominal one when either the density of the APs, i.e. Δ, or the 
UT/AP ratio, i.e. |!||!|, (or both) gets smaller. Moreover, it is argued that the nominal 
solution is often unfeasible in the future with the exception of dense scenarios (very 
high Δ), where it yields almost the same degree of “reliability” of the robust model. 
 
 
Simulation results The goal of this test is twofold: investigating the properties 
already pointed out in [1] by using a bigger number of instances for a complete set of 
scenarios and, at the same time, estimating an indicator of “computability” above 
which the tool is no more able to find solutions. So, the reason of employing the new 
parameter DTA is quite straightforward: Δ and |!||!| are relative measures and they have 
proved to be inappropriate to help finding a correlation with the aforementioned 
threshold of computability. On the other hand, the new metric is, indeed, a mix 
between a relative and an absolute measure, since it considers the average number of 
UTs per candidate AP and the effective size of the area to be served.  
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In this test, we have used six different groups of configurations: C1, C2, C3, 
C4, C5 and C6, setting H=0.2|I|, K=|I|, ∆!= 1 𝑠𝑒𝑐𝑜𝑛𝑑 and using 100 instances per 
scenario. The first three groups contain configurations sorted by DTA in non-
decreasing way, with constant values of Δ; while the remaining groups contain 
scenarios sorted by Δ in non-decreasing way, with constant values of DTA. In 
particular, C1, C2 and C3 contain scenarios characterized, respectively, by low (0.15), 
medium (0.47) and high (0.8) Δ. Finally, C4, C5 and C6 contain scenarios 
characterized, respectively, by low (1), medium (17), and high (42) DTA.  
The groups of configurations introduced above have been generated through an 
appropriate C++ program. By means of preliminary experiments, we have determined 
some threshold values that, if violated, impair the solution of the instances within the 
specific time deadline (see the Solve instance phase in Section 4.1):  
 
• 1 ≤ 𝐼 ≤ 200; 
• 1 ≤ |𝐽| ≤ 20;  
• 900𝑚! ≤ 𝑎𝑟𝑒𝑎 ≤ 15625𝑚!; 
• 0.15 ≤ Δ ≤ 0.9; 
• 1 ≤ 𝐷𝑇𝐴 ≤ 140. 
 
Such constraints are absolute, in that they are independent from each other, but they 
allow to derive some useful empirical constraints among the used parameters. For 
instance, given Δ and |I|, it is possible to express DTA as |!|!∗!". Assuming that we want 
to generate a group of configurations for Δ=0.8, we derive that the upper bound for 
DTA is 25, since 𝐼 ≤ 200 holds. 
In the remainder of this subsection we comment on some histograms, which 
represent the performance indexes described in the Fetch statistics phase of Section 
4.1. The Figures 4.1-4.6 (one figure per group of configurations) show the number of 
solutions still feasible in the future (i.e. at time t0 + Δt) for both models: the red 
rectangles represent FF_rob, the green rectangles represent FF_nom and the blue 
rectangles stand for the number of instances that produced no solution (recall that the 
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causes can be either the expiration of the computational deadline or the intractability 
of at least one of the two the problems, for CPLEX). The Figures 4.7-4.12 show the 
Power Ratio (see the Fetch statistics phase in Section 4.1) values for each group of 
configurations: in particular, the red rectangles represent PR_pres, while the green 















Figure 4.3: number of C3 solutions still feasible in the future 
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At first glance, by observing Figures 4.1, 4.2, 4.3, it seems that FF_rob tends to 
decrease as DTA increases. This rough trend can be ascribed to two facts. On one 
hand, as long as the size of the problem increases, the solver of the corresponding 
optimization model finds more difficulty in determining a good robust solution within 
the time deadline. Indeed, the left part of such histograms is strongly characterized by 
red and green rectangles, while the right part shows a prevalence of blue rectangles 
(with the exception of Figure 4.3, which has fewer configurations because of the 
abovementioned empirical constraints). So, on average, “hard” configurations are 
more difficult to be solved than “small” ones, because of the computational 
intractability of the problem. On the other hand, since the growth of DTA is 
approximately proportional to the growth of |!||!|, and Δ is constant, it is highly probable 
that at time t0+Δt at least one of the constraints (3.5) is violated. 
 
 





Figure 4.5: number of C5 solutions still feasible in the future 
 
 




The second factor that impacts on FF_rob is the value of Δ. For minimum DTA 
(see Figure 4.4) there is no perceivable relation between FF_rob and Δ. Instead, for an 
intermediate value of DTA (see Figure 4.5) we achieve the best values of FF_rob for 
low/medium Δ, while for higher values of Δ the problem rapidly becomes intractable. 
The case of high DTA has just two configurations for the same reason of C3. 
However, the performances showed in Figure 4.6 are in line with C4 and C5, which 
are characterized by smaller DTA (i.e. increasing values of FF_rob, up to the average 
value of Δ). 
This test highlights (like the one performed in [1]) the resiliency of the robust 
model against the movements of the users. In particular, by observing Figure 4.5 it is 
possible to deduct that, when Δ is low/intermediate and DTA is around the medium 
value, the robust model shows its best performance in terms of future feasibility, with 
respect to the nominal version (i.e. the gap between FF_rob and FF_nom is really 
considerable). Moreover, in all the other cases the nominal model never shows better 
performances than its robust counterpart, relatively to the future feasibility (i.e. the 












Figure 4.9: average power consumption ratio of C3 configurations 
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The virtue of the robust framework, that is its little susceptibility to the 
movements of the UTs, is paid with greater power consumptions. Such an index of 
performance is expressed, for each group of configurations, in Figures 4.7-4.12, in 
terms of Power Ratio (see Section 4.1). Recall that, if PR>1, on average the robust 
solution requires more energy than its nominal counterpart. It emerges that this 
additional consumption is, in the worst case, less than the triple of the energy used in 
the nominal solution. However, the amount of wastage seems to be proportional to the 
offered degree of robustness. Indeed, the set of robust solutions requiring the highest 
values of power consumption are even the ones showing the deepest gaps between 
FF_rob and FF_nom (e.g. configurations 2 and 3 of C2 and configuration 1 of C5, to 
cite a few). Furthermore, FF_nom tends to be null (while FF_rob does not) when the 
size of the problem puts severe limits on its tractability: this fact is another proof for 
the resiliency of the basic robust model (refer to the right part of Figure 4.1). 
 Conversely, when the robust and the nominal solutions provide roughly the 
same fraction of feasible solutions in the future, their PR is also very close to 1 (for 
instance, see configurations 2-6 of C4). This latter point is particularly appealing, 
because the use of the robust model does not introduce power wastage when no 
meaningful robustness advantage can be achieved. In addition, the loss in power 
efficiency in the present time is usually reduced in the future. 
 
Figure 4.10: average power consumption ratio of C4 configurations 
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The CPU time required for solving the nominal problem is, on average, less 
than the time needed by the robust counterpart, for easy/medium configurations (the 
list of values is not reported here for space constraints). Such a difference is however 
negligible, since the two classes of values are of the same order of magnitude. If, 
instead, we consider scenarios with medium/high DTA we note that the CPU time 
needed for solving the robust model is unacceptable (from one to few thousands of 
seconds). Furthermore we note that the configurations whose solutions require an 
unacceptable amount of time to be computed are even the ones that exhibit the greatest 
number of unfeasible solutions and/or intractable instances. This correlation 
encourages employing the robust model when DTA is less than 70 for minimum values 
of Δ, when it is less than 20-30 for medium/high values of Δ, and in general when |!||!| is 
below few tens. The cost and the unfeasibility rate incurred by hard configurations 
make the robust model less effective in case of hard configurations: in such cases it 
could be more convenient to solve the nominal problem more frequently rather than 
solving its robust counterpart. 
  
		89		
CONF |I| |J| DTA 
1 2 16 1,33 
2 11 20 7,37 
3 15 11 10,36 
4 23 13 14,74 
5 27 5 17,13 
6 38 7 26,29 
7 42 9 28,54 
8 53 6 36,83 
9 63 10 41,45 
10 57 3 42,34 
11 74 3 43,94 
12 83 4 50,58 
13 87 14 57,18 
14 99 8 62,13 
15 95 7 63,46 
16 108 14 71,84 
17 115 18 77,16 
18 126 7 79,02 
19 132 3 88,9 
20 138 13 91,46 
21 146 3 109,23 
22 163 20 111,16 
23 168 7 111,51 
24 182 5 116,84 
25 156 2 118,24 
26 177 3 122,80 
27 192 11 131,81 
28 198 8 132,83 






CONF |I| |J| DTA 
1 5 20 1.07 
2 24 20 5.07 
3 38 20 8.08 
4 57 12 12.15 
5 81 20 17.43 
6 109 9 22.74 
7 124 20 26.48 
8 138 20 29.32 
9 162 10 33.52 
10 185 20 39.41 
11 200 20 42.59 




CONF |I| |J| DTA 
1 8 12 0.98 
2 48 20 6 
3 88 20 11.01 
4 112 20 14.25 




CONF |I| |J| Δ 
1 2 14 0.15 
2 3 5 0.3 
3 5 8 0.45 
4 6 15 0.6 
5 8 10 0.75 
6 9 12 0.9 
Table 4.4: details of C4 configurations 
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CONF |I| |J| Δ 
1 26 6 0.15 
2 51 10 0.3 
3 77 13 0.45 
4 102 14 0.6 
5 128 9 0.75 
6 153 16 0.9 




CONF |I| |J| Δ 
1 63 5 0.15 
2 126 7 0.3 





In order to preliminary assess the effectiveness of the multiband robust model we 
employed the 7 “easiest” scenarios of the test described in the previous section, using 
100 instances per scenario. We assume that the UTs can move according to 3 bands 
(denoted by 𝑏 = 1,2,3, according to the example given in Figure 3.1) and that the 
band 𝑏 = 0 represents the users who do not move. We remark that ∀ 𝑏 ∈ 𝐵 the link 
capacities are subject to fluctuation due to fading phenomena. In particular, we set 𝐻! = 𝐻! = 𝐻! = 𝐻! = 0.25 |𝐼| and 𝐾 = 0.5|𝐼|. 
Since the main goal of such a test is to make a performance comparison 
between the two robust models presented in Chapter 3, in the basic robust model we 
set 𝐻 = 0.75|𝐼| (that corresponds to the sum of the upper bounds of the mobility 
bands, i.e. 𝐻! + 𝐻! + 𝐻!) and 𝐾 = 0.5|𝐼|. 
We decided to perform the simulation twice: in the first run we set ∆!=1 𝑠𝑒𝑐𝑜𝑛𝑑, while in the second one we set ∆!= 10 𝑠𝑒𝑐𝑜𝑛𝑑𝑠. This choice is motivated 
by the expectation that for the former setting of ∆! the movement distribution is little 
dispersive, so there is no clear advantage of solving the multiband problem. Instead, 
for the latter setting of ∆! the movement distribution should be sensibly dispersive, so 
it should be more appropriate approximating such movements with several bands. 
Table 4.7 shows the performances comparison of the two models for ∆!= 1 𝑠𝑒𝑐𝑜𝑛𝑑, 




Table 4.7: Performances of multiband and mono-band models for ∆!= 1 
|I| |J| |I|/|J| FF_multib FF_basic FF_nom basic_uns PR_multib_pres PR_basic_pres PR_multib_fut PR_basic_fut
27 5 5.4 57 85 40 0 1.37 2.21 1.12 1.78
38 7 5.42 35 68 23 10 1.21 2.11 0.97 1.68
57 3 19 53 44 24 45 1.21 1.35 1.00 1.13
83 4 20.75 56 67 43 2 1.23 1.41 1.29 1.42
99 8 12.375 18 47 0 16 1.25 1.66 1.03 1.35
95 7 13.57 31 54 0 14 1.27 1.72 1.11 1.44




Table 4.8: Performances of multiband and mono-band models for ∆!= 10 
 
 
The configurations used for Table 4.7 and 4.8 have ∆= 0.15 and are ordered by DTA 
in non-decreasing way (thus they have been retrieved from C1). We omitted the 
column multib_uns since its values were all 0s (thus CPLEX was always able to 
optimize over the multiband problem). The average CPU times (multib_time, 
basic_time and nom_time) are reported in Tables 4.9 and 4.10. Furthermore, all the 
instances have been solved within the time deadline of 7200 seconds. 
By observing Table 4.7, we note that the performance indexes FF_multib and 
FF_basic are compliant with our expectation: in the majority of cases, the number of 
basic robust solutions, feasible in the future, overcomes its multiband counterpart. 
Thus it seems useless or even disadvantageous using the multiband model for small 
values of ∆!. 
Vice-versa, also the test with ∆!= 10 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 meets our expectation, since the 
multiband model seems to guarantee a better resiliency to long movements, with 
respect to the mono-band version.  
In order to make clearer such a trend inversion, the reader can refer to the 
histograms reported below. We chose to show the first and the forth scenarios of the 
two tables above, since they seem to be particularly representatives. In particular, 
Figures 4.13 and 4.14 represent, respectively, the tests performed for ∆!= 1 and for ∆!= 10 . The red rectangles stand for FF_multib, whereas the green rectangles 
represent FF_basic. 
 
|I| |J| |I|/|J| FF_multib FF_basic FF_nom basic_uns PR_multib_pres PR_basic_pres PR_multib_fut PR_basic_fut
27 5 5.4 70 58 29 32 1.73 2.6 1.18 1.79
38 7 5.42 34 49 19 30 1.21 2.47 1.02 2.03
57 3 19 58 9 30 86 1.37 1.55 1.14 1.44
83 4 20.75 67 44 46 39 1.37 1.52 1.38 1.50
99 8 12.375 22 22 2 64 1.27 1.89 1.07 1.57
95 7 13.57 25 17 0 62 1.32 1.89 1.17 1.67
126 7 18 27 19 17 57 1.16 1.5 1.24 1.53
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Figure 4.14: FF_multib and FF_basic for ∆!= 10 
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An important advantage of the multiband model is its tiny power consumption, 
which is always less than its mono-band counterpart and, in some cases, half of the 
mono-band power consumption. The values of PR_multib_fut and PR_basic_fut are 
compliant with such a trend and in general smaller than PR_multib_pres and 
PR_basic_pres, respectively. 
We also note that the multiband robust problem can always be solved by 
CPLEX (according to the chosen set of configurations), unlike the basic robust 
problem, which suffers the same problem discussed in the previous section. 
The only potential disadvantage of employing the multiband robust model is the 
CPU time required for computing its solutions. For solving the basic robust problem it 
is usually needed just one second, for both ∆! settings. Such a result is not surprising, 
because the configurations taken into account are characterized by low values of DTA 
(see previous section). Instead, we note that the multiband problem requires, on 
average, between 1 and 2 seconds in the worst cases with ∆!= 1; while, for ∆!= 10, it 
needs between 4 and 7 seconds, in the worst cases. The remaining configurations, for 
both settings of ∆!, require less than one second for their solution regardless of the 
employed model. 
The general conclusion that we can carry out from our comparison campaign is 
that (limited to the small number of tested scenarios): 1) the multiband model is 
always preferable in terms of power savings; 2) the offered resiliency against the UTs 
mobility pends in favour of the multiband model for ∆!= 10, while the vice-versa 




Table 4.9: CPU-time required by the models for ∆!= 1 
|I| |J| |I|/|J| multib_time basic_time nr_time
27 5 5.4 0.385256 0.105865 0.0817258
38 7 5.42 0.483587 0.137961 0.126886
57 3 19 0.419179 0.0956937 0.14226
83 4 20.75 0.876064 0.21772 0.182871
99 8 12.375 1.78 0.325516 0.38505
95 7 13.57 1.57 0.256307 0.287276
126 7 18 2.2 0.681606 0.470787
		96		
 
Table 4.10: CPU-time required by the models for ∆!= 10 
 
  
|I| |J| |I|/|J| multib_time basic_time nr_time
27 5 5.4 0.742314 0.0878814 0.101765
38 7 5.42 0.728594 0.118103 0.146135
57 3 19 0.632975 0.0515666 0.161569
83 4 20.75 1.31 0.140013 0.210817
99 8 12.375 4.14 0.290265 0.531276
95 7 13.57 3.55 0.2064 0.361243






The aim of this Thesis was to study Mathematical Programming models for 
minimising the overall power consumption induced by the APs belonging to an 
Extended Service Set, without jeopardizing the fulfilment of the traffic demand of 
each UT. Specifically, we exploited the Robust Optimization paradigm in order to deal 
with uncertainty aspects that affect real application contexts, such as the Green WLAN 
that we treated. The instability to which the wireless channels are subject and the 
mobility of the users are the most notable uncertain aspects that we decided to model 
in the considered problem. The former derives from physical phenomena (such as 
fading and shadowing), which make the capacity of the UT-AP links fluctuate around 
a constant value; the former aspect has a direct impact on the link capacity, which 
strongly depends on the UT-AP distance.  
In Chapter 2 we presented some theoretical aspects relative to: 1) the IEEE 
802.11 Standards, 2) the fundamentals of radio transmission, 3) Mathematical 
Programming (with particular focus to several Robust Optimization techniques). 
In Chapter 3 we first defined a mathematical expression to characterize the ESS 
power consumption induced by the APs; then we presented a Mathematical 
Programming model for the nominal case (i.e. when uncertainty aspects are 
disregarded) and two Robust Optimization models. The nominal model and the first 
robust model have been proposed and preliminary assessed in [1], under the robustness 
assumption that 100% of the links can be subject to fading phenomena and that no 
more than 20% of the users change their position within a time window of 1 second. 
Indeed, the robust framework that the authors of [1] employed, defines an upper bound 
on the number of constraint-matrix coefficients that can deviate from their nominal 
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value. In particular, such coefficients, in real life, can deviate within a given interval of 
values (i.e. [µ-ρ, µ+ρ], where µ is the nominal value and ρ is the maximum deviation 
value with respect to the nominal value). Nevertheless, the solutions computed by the 
framework described in [2] are resilient against the most adverse realization of each 
coefficient. The absolute robustness guaranteed by this framework may limit the 
accuracy of the uncertainty modeling (if we just consider the extreme values of the 
deviation, we may estimate it roughly, maybe obtaining a not very accurate 
uncertainty set in some cases).  
The second robust model for Green WLANs that we study thus applies the robust 
framework described in [18], which is a generalization of the absolute robustness 
criterion, because the single interval [µ-ρ, µ+ρ] (also called a band) is split into 
multiple and narrower subintervals. In other words, we modeled the UT mobility 
through different types of movements (null, slow, medium or fast, all comprising link 
fluctuations) and, in the performed computational tests, we assumed that no more than 
25% of the users are allowed to move according to each mobility band (of course 
every user can move according to no more than one band). Furthermore, we modeled, 
again, the link capacity fluctuation through a single band (for keeping the model 
simpler and because we agreed that the UTs mobility is the uncertain event subject to 
greater variability), whose upper bound was set to 50% of the users in the simulation 
experiments. 
In Chapter 4, we first preformed an in-depth test over the first robust model 
(preliminary results are showed in [1]). For such simulations we used an exhaustive set 
of scenarios aiming at deriving: 1) a measure of the problem size for which the solver 
is able to efficiently solve the Green WLAN problem; 2) a characterization of the 
scenarios that allow to achieve the best performances of the basic robust model. The 
general outcome that we got is that the basic robust model is more resilient against 
UTs mobility than its nominal counterpart when the number of APs per 100 m2 and the 
average number of UTs per AP are around low/medium values. 
Finally, we made a preliminary comparison between the two robust models, i.e. 
basic versus multiband, which we described in Chapter 3, by using a small set of 
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configurations (i.e. the ones that showed the best performance in the simulation 
described in Section 4.3). Such a comparison was made twice, considering the 
mobility in two different time horizons (whose width was 1 and 10 seconds, 
respectively). 
From the Future Feasibility (i.e. resiliency to user mobility and to channel 
fluctuation due to fading phenomena) viewpoint, the first comparison seems to prove 
that there is no significant advantage in using the multiband model for small values of ∆!; while the second comparison concretely corroborates the validity of such a model. 
This is in line with our expectation, since the movement distribution for ∆!=1 𝑠𝑒𝑐𝑜𝑛𝑑  is little dispersive, while it is sensibly dispersive for ∆!= 10 𝑠𝑒𝑐𝑜𝑛𝑑𝑠, 
making more appropriate approximating UTs movements with several bands. 
Another interesting feature of the multiband model is its tiny power 
consumption, which in some cases is half of the power drain induced by the mono-
band model.  
The only weakness showed by the considered multiband model is its high 
computational cost, at least for the time horizons used in our experimentation. In 





The computational campaign that we carried out in the previous chapter is a 
preliminary study on the advantages that could arise from using the Multiband 
Robustness with Control Parameters. In order to give a complete picture of its 
performance in the Green WLAN context, deeper simulations should be made over a 
heterogeneous set of scenarios. In the future experimentations, it would be appropriate 
choosing the upper bounds on the number of deviating coefficients of each band on the 
basis of statistical information (thus having a more accurate estimation of the upper 
bounds), rather than on the basis of a uniform distribution. 
Regardless of the need of more detailed performance investigations, we point 
out that the model described in Section 3.4 could be enhanced and generalized as 
follows: 
 
• by approximating the fading phenomena through more than one band; 
 
• by setting the lower bounds on the number of deviating coefficients of 
each band, as featured in the framework described in [18] (thus making 
the distribution of the coefficients in the bands more realistic); 
 
• by studying some optimizations aiming at reducing the average CPU-
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