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Abstract—Adaptive fuzzy interpolation strengthens the poten-
tial of fuzzy interpolative reasoning. It ﬁrst identiﬁes all possible
sets of faulty fuzzy reasoning components, termed the candidates,
each of which may have led to all the contradictory interpolations.
It then tries to modify one selected candidate in an effort
to remove all the contradictions and thus restore interpolative
consistency. This approach assumes that all the candidates are
equally likely to be the real culprit. However, this may not be the
case in real situations as certain identiﬁed reasoning components
may be more liable to resulting in inconsistencies than others.
This paper extends the adaptive approach by prioritizing all the
generated candidates. This is achieved by exploiting the certainty
degrees of fuzzy reasoning components and hence of derived
propositions. From this, the candidate with the highest priority
is modiﬁed ﬁrst. This extension helps to quickly spot the real
culprit and thus considerably improves the approach in terms of
efﬁciency.
Index Terms—Adaptive fuzzy interpolation, assumption-based
truth maintenance systems, reliability-based general diagnostic
engine.
I. INTRODUCTION
Fuzzy rule interpolation enhances the robustness of fuzzy
reasoning. When given observations have no overlap with any
antecedent values, no rule can be ﬁred in classical inference.
However, interpolative reasoning through a sparse rule base
may still obtain certain conclusions and thus improve the
applicability of fuzzy models. Also, with the help of fuzzy
interpolation, the complexity of a rule base can be reduced by
omitting those fuzzy rules which may be approximated from
their neighboring ones. A number of important interpolation
approaches have been presented in the literature, including [1],
[2], [3], [4], [7], [8], [9], [10], [11], [12], [13], [14]. In
particular, the scale and move transformation-based approach
can handle both interpolation and extrapolation, which involve
multiple fuzzy rules, with each rule consisting of multiple
antecedents. This approach also guarantees the uniqueness as
well as normality and convexity of the resulting interpolated
fuzzy sets. Yet, it is possible that more than one object value
of a single variable may be derived in fuzzy interpolation. This
implies that certain inconsistencies may have resulted.
To address this problem, adaptive fuzzy interpolation has
recently been proposed [15]. This approach is capable of
efﬁciently detecting inconsistencies, locating possible fault
candidates and modifying the candidates in an effort to remove
all the inconsistencies. It works by viewing the interpolative
inference procedures as artiﬁcial system components, and
then utilizing an assumption-based truth maintenance system
(ATMS) [5] to record the dependencies between an inter-
polated value and its proceeding interpolation components.
From this, the classical algorithm of general diagnostic engine
(GDE) [6] is employed to manipulate the sets of dependent
components of contradictions to hypothesize all possible can-
didates of defective rules.
The adaptive approach of [15] assumes that all the com-
ponent candidates are equally reliable, but this may not be
true in reality. This is because: i) two derived object values
for a common variable which have led to a contradiction may
not be equally reliable (moreover, one may be correct and
the other wrong); and ii) all the interpolation components that
jointly entail one of the two contradictory object values may
not be equally reliable. Given information on such differences,
all the generated component candidates may be prioritized.
This is achieved by ﬁrstly extending the traditional ATMS not
only to record dependencies, but also to record how reliable
these dependencies are. Then GDE is modiﬁed in an effort to
prioritize all the component candidates. The prioritization of
candidates will inevitably help the modiﬁcation procedure to
quickly arrive at a consistent solution and thus save computa-
tional effort.
The rest of this paper is structured as follows. Sec. II
reviews the adaptive fuzzy interpolation approach. Sec. III
presents the extension that shows how component candidates
can be efﬁciently prioritized. Sec. IV reconsiders the example
given in [15] to illustrate how this extension can improve the
original approach. Sec. V concludes the paper and points out
important future research directions.
II. ADAPTIVE FUZZY INTERPOLATION
Adaptive interpolative reasoning [15] provides a way to
ensure that inference results remain consistent throughout
the fuzzy interpolative process. The degree of consistency is
typically expressed as the degree of matching. In particular, the
matching degree between two fuzzy sets 𝐴𝑖𝑗 and 𝐴𝑖𝑘, denoted
as 𝑀(𝐴𝑖𝑗 , 𝐴𝑖𝑘), in the domain 𝐷𝑥𝑖 of variable 𝑥𝑖 is deﬁned
as follows, which is used to evaluate consistency efﬁciently
(though distance-based measure may also be used for this):
𝑀(𝐴𝑖𝑗 , 𝐴𝑖𝑘) = sup
𝑥∈𝐷𝑥𝑖
[min(𝜇𝐴𝑖𝑗 (𝑥), 𝜇𝐴𝑖𝑘(𝑥))]. (1)
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Then, the degree 𝛽 of a contradiction with respect to two
propositions 𝑃 (𝑥𝑖 𝑖𝑠 𝐴𝑖𝑗) and 𝑃 ′(𝑥𝑖 𝑖𝑠 𝐴𝑖𝑘) is deﬁned by:
𝛽 = 1−𝑀(𝐴𝑖𝑗 , 𝐴𝑖𝑘). (2)
A predeﬁned threshold 𝛽0 (0 ≤ 𝛽0 ≤ 1) is adopted in order to
determine those values assigned to a common variable with an
unacceptable contradictory degree. A contradiction is called a
𝛽0-contradiction if the corresponding degree of contradiction
𝛽 > 𝛽0.
In implementing fuzzy interpolation, each pair of neighbor-
ing rules is deﬁned as a fuzzy reasoning component. Such a
component takes an input, an observation or a previously inter-
polated result, including that obtained by extrapolation (which
are all hereafter referred to as an observation for simplicity),
and produces another (the consequent of the interpolated rule)
as output. The process of adaptive interpolation is summarized
in Fig. 1. Firstly, the interpolator carries out interpolation and
passes the interpolated results to the ATMS for dependency-
recording. Then, the ATMS relays any 𝛽0-contradictions as
well as their dependent fuzzy reasoning components to the
GDE which diagnoses the problem and generates all possible
component candidates. After that, a modiﬁcation process takes
place to correct a certain candidate to restore consistency. A
brief description of each of these key methods is given below.
Modifier ATMS
GDE
Components
Modified
Contradiction
Dependencies
Candidates
Beliefs
Interpolative
Reasoner Justifications
Fig. 1. Adaptive interpolative reasoning
A. Truth maintenance
ATMS is utilized to record the dependency of the inter-
polated results and that of contradictions, upon the fuzzy
reasoning components from which they are inferred. Thus,
propositions, contradictions and fuzzy interpolative reasoning
components are all represented as ATMS nodes. In addition
to the so-called datum ﬁeld, which trivially denotes the actual
meaning of the node, an ATMS node has two other ﬁelds:
justiﬁcation and label.
1) Justiﬁcation: Brieﬂy, a justiﬁcation describes how a
node is derivable from other nodes. Any ATMS node with an
inferred proposition is represented by an ATMS justiﬁcation
as:
𝑂,𝑅𝑖𝑅𝑗 ⇒ 𝐶, (3)
where 𝑅𝑖𝑅𝑗 stands for the fuzzy reasoning component con-
taining the two neighboring rules 𝑅𝑖 and 𝑅𝑗 (𝑖 ∕= 𝑗) that have
been used to infer the outcome 𝐶 from the observation 𝑂.
According to the deﬁnition of contradiction above, any two
propositions 𝑃 (𝑥𝑖 𝑖𝑠 𝐴𝑖𝑗) and 𝑃 ′(𝑥𝑖 𝑖𝑠 𝐴𝑖𝑘) concerning
the same variable 𝑥𝑖 are contradictory to a certain degree 𝛽.
When 𝛽 is not higher than 𝛽0, the contradictory degree is
acceptable and the two considered propositions are treated as
being consistent in ATMS. Otherwise, a 𝛽0-𝑐𝑜𝑛𝑡𝑟𝑎𝑑𝑖𝑐𝑡𝑖𝑜𝑛 is
deduced, which can be represented as:
𝑃, 𝑃 ′ ⇒𝛽0 ⊥. (4)
2) Label and label-updating: A label is a set of envi-
ronments, each of which supports the associated node. In
particular, an environment is a minimal set of fuzzy reasoning
components that jointly entail the supported node, thereby
describing how the node ultimately depends on those fuzzy
reasoning components. An environment is said to be 𝛽0-
inconsistent if 𝛽0-contradiction is derivable propositionally by
the environment and a given justiﬁcation. An environment is
said to be (1− 𝛽0)-consistent if it is not 𝛽0-inconsistent.
The label of each node is guaranteed to be (1 −
𝛽0)-consistent, sound, minimal and complete by the label
updating algorithm, except that the label of the special
“false” node is guaranteed to be 𝛽0-inconsistent rather than
(1 − 𝛽0)-consistent. In particular, the label of the special
“false” node gathers all minimal 𝛽0-inconsistent environments.
Its corresponding label-updating process is given as follows.
Whenever a 𝛽0-contradiction is detected, each environment in
its label is added into the label of “false” node and all such
environments and their supersets are removed from the label
of every other node. Also, any such environment which is a
superset of another is removed from the label of the node
“false”.
B. Candidate generation
GDE [6] generates minimal candidates by manipulating the
label of the speciﬁc “false” node. A candidate is a particular
set of nodes or fuzzy reasoning components which may be
responsible for the whole set of current contradictions. Because
a 𝛽0-inconsistent environment indicates that at least one of
its elements is faulty, a candidate must have a non-empty
intersection with each 𝛽0-inconsistent environment. Thus, each
candidate is constructed by taking one fuzzy reasoning com-
ponent from each environment in the label of “false” node.
Supersets removal then ensures such generated candidates to
be minimal. In light of this, a successful correction of any
single candidate will remove all the contradictions.
C. Candidate modiﬁcation
Consistency can be restored by successfully correcting any
single candidate because each single candidate explains the
entire set of current contradictions. Given a set of candidates,
the modiﬁcation procedure is shown in Fig. 2.
For convenience, in the rest of this paper, 𝐴∗𝑖𝑗 is used
to denote the modiﬁed consequence of a culprit interpolated
rule whose consequent value is 𝐴𝑖𝑗 , and 𝐴∗𝑖𝑗
′ and 𝜆∗𝑖𝑗 are
used to denote the corresponding modiﬁed intermediate rule
consequence and the relative placement factor [15] of 𝐴∗𝑖𝑗 ,
respectively. Also, for simplicity, only rules with a single
antecedent are considered here, through extension to multi-
antecedent rules is straightforward. Suppose that the neighbor-
ing rules 𝐴11 ⇒ 𝐴21 and 𝐴1𝑛 ⇒ 𝐴2𝑛 are the two rules used
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CONSISTENCYRESTORING(ℚ)
ℚ, the candidate set sorted in descending cardinality, each
element of which is a set of fuzzy reasoning components (f);
MODIFY(f), the modiﬁcation procedure for single fuzzy rea-
soning component (f). Return true when modiﬁcation succeeds
and false otherwise.
(1) 𝑠𝑢𝑐𝑐𝑒𝑠𝑠← false
(2) do
(3) 𝐶 ← 𝐷𝑒𝑞𝑢𝑒𝑢𝑒(ℚ)
(4) foreach 𝑓 ∈ 𝐶
(5) 𝑠𝑢𝑐𝑐𝑒𝑠𝑠← MODIFY(f)
(6) if (𝑠𝑢𝑐𝑐𝑒𝑠𝑠 ==false)
(7) break
(8) until ((𝑠𝑢𝑐𝑐𝑒𝑠𝑠 ==true) or (ℚ == ∅))
(9) return 𝑠𝑢𝑐𝑐𝑒𝑠𝑠
Fig. 2. The CONSISTENCYRESTORING procedure
for interpolation by a defective fuzzy reasoning component,
that 𝐴12, 𝐴13, ..., 𝐴1(𝑛−1) are observations or previously in-
terpolated results located in between 𝐴11 and 𝐴1𝑛, and that
𝐴1𝑗 (2 ≤ 𝑗 ≤ 𝑛 − 1) is the middle most observation. The
modiﬁcation procedure for single fuzzy reasoning component
can then be summarized as follows:
1. Find the rule (𝐴1𝑗 ⇒ 𝐴2𝑗) whose antecedent is located in
the middle most of the neighborhood of the antecedents of any
two rules that may be used for interpolation, with respect to
their representative values. Assume that the relative placement
factor of its consequence 𝜆2𝑗 is modiﬁed to 𝜆∗2𝑗 .
2. Calculate the correction rate pair according to the
relative placement factor modiﬁcation of rule 𝐴1𝑗 ⇒ 𝐴2𝑗 :⎧⎨
⎩𝑐
− =
𝜆∗2𝑗
𝜆2𝑗
𝑐+ =
1−𝜆∗2𝑗
1−𝜆2𝑗 .
(5)
3. Calculate the modiﬁed relative placement factors of con-
sequences of all other interpolated rules which are generated
from the same defective fuzzy reasoning component as per the
correction rate pair computed above, where 𝑖 ∈ {2, 3, ..., 𝑗−1}
and 𝑘 ∈ {𝑗 + 1, 𝑗 + 2, ..., 𝑛− 1}:{
𝜆∗2𝑖 = 𝜆2𝑖 ⋅ 𝑐−
1− 𝜆∗2𝑘 = (1− 𝜆2𝑘) ⋅ 𝑐+.
(6)
4. Calculate the modiﬁed consequences of all interpolated
rules which are generated from the same defective fuzzy rea-
soning component in accordance with their modiﬁed relative
placement factors:{
𝐴∗2𝑥
′ = (1− 𝜆∗2𝑥)𝐴21 + 𝜆∗2𝑥𝐴2𝑛
𝑇 (𝐴1𝑥
′, 𝐴1𝑥) = 𝑇 (𝐴∗2𝑥
′, 𝐴∗2𝑥),
(7)
where 𝑥 ∈ {2, 3, ..., 𝑛− 1}, and 𝑇 (𝐴′, 𝐴) represents the scale
and move transformations [7], [8] from fuzzy set 𝐴′ to 𝐴.
5. Restrict the modiﬁed consequence so that it is con-
sistent with the context. Suppose that 𝑚 object values
𝐴𝑖1, 𝐴𝑖2, ..., 𝐴𝑖𝑚 are obtained for variable 𝑥𝑖. If they are
(1− 𝛽0)-consistent, they must satisfy:
𝑚∩
𝑗=1
(𝐴𝑖𝑗)𝛽0 ∕= ∅, (8)
where (𝐴𝑖𝑗)𝛽0 denotes the 𝛽0-𝑐𝑢𝑡 of fuzzy set 𝐴𝑖𝑗 .
6. Restrict the propagations of all modiﬁed consequences
so that they are consistent with the context. For simplicity, let
function 𝐼(𝐴𝑖𝑗 , 𝑅𝑙𝑅𝑟) = 𝐴𝑘𝑗 denote the standard interpolation
from the antecedent fuzzy set 𝐴𝑖𝑗 to the consequent value 𝐴𝑘𝑗 ,
through fuzzy reasoning component 𝑅𝑙𝑅𝑟. Suppose that 𝑚
object values 𝐴𝑖1, 𝐴𝑖2, ..., 𝐴𝑖𝑚 of variable 𝑥𝑖, located between
the antecedent values of rules 𝑅𝑙 and 𝑅𝑟, are modiﬁed, that
the corresponding modiﬁed object values of variable 𝑥𝑘 are
𝐴∗𝑘𝑗 , 𝑗 ∈ {1, 2, ...,𝑚}, and that 𝑛 object values 𝐴𝑘𝑙, 𝑙 ∈
{1, 2, ..., 𝑛}, of variable 𝑥𝑘 are already derived previously. If
the modiﬁed consequences 𝐴∗𝑘𝑗 are all (1−𝛽0)-consistent, then
they must satisfy:⎧⎨
⎩
𝐴∗𝑘𝑙 = 𝐼(𝐴
∗
𝑖𝑗 , 𝑅𝑙𝑅𝑟)(
𝑚∩
𝑗=1
(𝐴∗𝑘𝑗)𝛽0
)∩( 𝑛∩
𝑙=1
(𝐴𝑘𝑙)𝛽0
)
∕= ∅. (9)
7. Solve all these simultaneous equations. The result is the
modiﬁed solution which ensures inconsistency-free.
III. THE EXTENSION
The approach described above assumes that each candidate
is equally likely to be the real culprit and naturally the
candidate with the smallest cardinality is always tentatively
modiﬁed ﬁrst. However, this may not be true in real-world
problems and, as argued earlier, differences exist amongst such
candidates. In order to prioritize all the generated candidates,
fuzzy reasoning components and derived propositions need to
be ranked ﬁrst in accordance with their certainty or reliability
degrees.
A. Certainty degrees of fuzzy reasoning components
In this work, a fuzzy reasoning component composed by
a pair of neighboring rules is used to represent the fuzzy
interpolation mechanism which uses these two rules. In par-
ticular, the approach is based on the use of the scale and
move transformation-based fuzzy interpolation techniques. Es-
sentially, it is a fuzzy extension of classical linear interpolation.
Thus, it is expected that such an artiﬁcial component will be
more appropriate to represent those pairs of neighboring rules
where relative distance between the two antecedents is closer
to the corresponding relative distance between the two conse-
quences than otherwise. In other words, the fuzzy reasoning
components which are deﬁned on such pairs of neighboring
rules are more certain to derive correct interpolated results
than the others, under the linearity assumption.
Suppose that fuzzy reasoning component 𝑅𝑖𝑅𝑗 is composed
by the following two rules:
𝑅𝑖 : If 𝑥1 is 𝐴1𝑖, then 𝑥2 is 𝐴2𝑖;
𝑅𝑗 : If 𝑥1 is 𝐴1𝑗 , then 𝑥2 is 𝐴2𝑗 .
(10)
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Inspired by the above observation, the certainty degree 𝑐𝑅𝑖𝑅𝑗
of fuzzy reasoning component 𝑅𝑖𝑅𝑗 can therefore be deﬁned
by:
𝑐𝑅𝑖𝑅𝑗 = 1−
∣∣∣∣ 𝑑(𝐴1𝑖, 𝐴1𝑗)𝑚𝑎𝑥1 −𝑚𝑖𝑛1 −
𝑑(𝐴2𝑖, 𝐴2𝑗)
𝑚𝑎𝑥2 −𝑚𝑖𝑛2
∣∣∣∣ , (11)
where 𝑑(𝐴𝑘𝑖, 𝐴𝑘𝑗), 𝑘 ∈ {1, 2}, is the distance between fuzzy
sets 𝐴𝑘𝑖 and 𝐴𝑘𝑗 (given a certain distance metric); 𝑚𝑎𝑥𝑘 and
𝑚𝑖𝑛𝑘 are the maximum and minimum of the domain values
of variable 𝑥𝑘, respectively. Obviously, 𝑐𝑅𝑖𝑅𝑗 ∈ [0, 1].
B. Certainty degree of an interpolated result
Given an observation or previously inferred result 𝑂 and
a fuzzy reasoning component 𝑅𝑖𝑅𝑗 which is composed by
two rules 𝑅𝑖 and 𝑅𝑗 that ﬂank the given observation 𝑂, a
logical consequence 𝐶 can be generated by the scale and
move transformation-based fuzzy interpolation approach. The
certainty degree 𝑐𝐶 of the conclusion 𝐶 is then calculated by:
𝑐𝐶 = 𝑐𝑂 ⊗ 𝑐𝑅𝑖𝑅𝑗 , (12)
where the composition operator ⊗ can be minimum, algebraic
product or any other T-norm operator. If 𝑂 is an observation,
it is regarded fully certain in this research and hence, 𝑐𝑂 is
assumed to be 1. Otherwise, 𝑐𝑂 is calculated from a previous
interpolation.
In general, the certainty degree of an interpolated result
should also depend on the certainty degree (reliability) of the
two rules used for interpolation. However, in this research, as
with its preceding work, all given rules are presumed to be
ﬁxed and true. That is, the certainty degree of any rule in the
rule base is 1. Therefore, the contribution of any rule’s certainty
degree can be ignored in the calculation of the certainty degree
of an interpolated result.
Note that two different applications of interpolation proce-
dures may result in the same interpolated result 𝐶, but with two
different certainty degrees associated, say 𝑐𝐶 and 𝑐𝐶′ . Then the
overall certainty degree of 𝐶, denoted as 𝑐 is updated such that
𝑐 = 𝑐𝐶 ⊕ 𝑐𝐶′ , (13)
where ⊕ is the maximum operator, or any other S-norm
operator.
C. Reliability-based ATMS
Having introduced the certainty degrees of fuzzy reasoning
components and those of the interpolated results, ATMS needs
to be extended accordingly in order to represent such infor-
mation within the ATMS network. For this purpose, an extra
ﬁled, termed certainty degree, is introduced to each ATMS
node, which measures to what extent the corresponding node
can be (logically disjunctively) derived from all the label en-
vironments according to the entire set of current justiﬁcations.
Each extended ATMS node is therefore of the following form:
⟨𝑁, 𝑐, {𝐸1, 𝐸2, ..., 𝐸𝑛}, {𝐽1, 𝐽2, ..., 𝐽𝑚}⟩, (14)
where 𝑁 is the underlying meaning of the node, 𝑐 is the
certainty degree of 𝑁 , {𝐸1, 𝐸2, ..., 𝐸𝑛} is the ATMS label
and 𝐽1, 𝐽2, ..., 𝐽𝑚 are the justiﬁcations. In addition, each label
environment 𝐸𝑖 (1 ≤ 𝑖 ≤ 𝑛) is of the form:
𝐸𝑖 = {𝑁11, 𝑁12, ..., 𝑁1𝑘𝑖}, (15)
where 𝑁𝑖𝑗 , 𝑗 ∈ {1, 2, ..., 𝑘𝑖}, are those ATMS nodes which
jointly support 𝑁 .
1) Justiﬁcation: A justiﬁcation within this extended ATMS
conveys two types of information: i) how the present node is
derived from other nodes; and ii) to what extent the node is
derivable from the other nodes. The ﬁrst type of information
is the same as that conveyed by the classical ATMS. For all
nodes but the special “false” node, any justiﬁcation is of the
form of Eq. 3. Thus, the second type of information can be
calculated with respect to Eq. 12.
Note that, for the special “false” node, the justiﬁcations are
of the form of Eq. 4. However, in this research, no direct use of
such justiﬁcations is required. Hence, any calculation involving
the second type of information for this node is omitted.
2) Label and label-updating: In the extended ATMS, the
set of fuzzy reasoning components that compose a label envi-
ronment not only jointly entails their supported node, but also
determines how certain the supported node can be logically
derived from that environment. From this, the overall certainty
degree of the supported node can be determined by the entire
set of label environments. Without losing generality, suppose
that node 𝑁 can be derived by 𝑛 different environments and
that the 𝑘th (1 ≤ 𝑘 ≤ 𝑛) environment consists of 𝑚𝑘 fuzzy
reasoning components 𝐹𝑘1, 𝐹𝑘2, ..., 𝐹𝑘𝑚𝑘 . Then the node 𝑁
can be derived through the 𝑘th environment to the degree:
𝑐𝑁𝑘 = 𝑐𝐹𝑘1 ⊗ 𝑐𝐹𝑘2 ⊗ ...⊗ 𝑐𝐹𝐾𝑚𝑘 . (16)
This is simply the generalized case of Eq. 12 by multiple
applications of Eq. 12. By applying Eq. 13, the overall certainty
degree 𝑐𝑁 of the node 𝑁 can be calculated such that
𝑐𝑁 = 𝑐𝐹1 ⊕ 𝑐𝐹2 ⊕ ...⊕ 𝑐𝐹𝑛
= (𝑐𝐹11 ⊗ 𝑐𝐹12 ⊗ ...⊗ 𝑐𝐹1𝑚1 )⊕(𝑐𝐹21 ⊗ 𝑐𝐹22 ⊗ ...⊗ 𝑐𝐹2𝑚2 )⊕...
⊕(𝑐𝐹𝑛1 ⊗ 𝑐𝐹𝑛2 ⊗ ...⊗ 𝑐𝐹𝑛𝑚𝑛 ).
(17)
In general, to update the overall certainty degree of a given
node, the label-updating algorithm needs to be applied. Hence,
when a new justiﬁcation is present, the extended label-updating
algorithm not only updates the label of the node in question in
exactly the same way as that of the classical ATMS, but also
updates the overall certainty degree of this node according to
Eq. 17.
D. Reliability-based GDE
In this work, a 𝛽0-contradiction appears when two object
values are derived for a common variable and the contradictory
degree of the two object values is greater than a given threshold
𝛽0. A contradiction indicates that at least one of the two
derived object values is faulty. In earlier work such as [15], due
to lack of information, both derived object values are supposed
to be equally faulty. With additional information on certainty
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degrees, and with the assistance of reliability-based ATMS, any
two object values for a common variable can be distinguished.
In effect, given a 𝛽0-contradiction, the real defective fuzzy
reasoning components which have caused this contradiction are
more likely within the label environments of the less certain
object value. Note that there may be more than one defective
fuzzy reasoning component for a certain contradiction because
there may be multiple environments each supporting the same
contradiction. Amongst each label environment of one of the
two object values which has caused the contradiction, the
fuzzy reasoning component with the smallest certainty degree
is intuitively regarded as the most likely to be the real culprit.
In the same way, all the components in each label envi-
ronment of the special “false” node can be ranked. For this,
a ranking value 𝑟 is attached to every component of each
of such label environments. The ranking value of each of
those components which are in a label environment of the less
certain object value, is set to its certainty degree. The ranking
value of any other component in the label environments of
the special “false” node is then set to its original certainty
degree plus 1. Note that the range of a certainty degree is [0, 1].
Thus, the integer part of a ranking value indicates whether the
environment that contains the given component entails a more
certain object value, whilst the decimal part of the ranking
value simply denotes the certainty degree of that component.
Example 3.1: Assume that a contradiction is derived
from propositions 𝑃1 and 𝑃2, that the label of 𝑃1 is
{{𝐹1, 𝐹2}, {𝐹3}}, and that the label of 𝑃2 is {{𝐹4}}. Then
the label of the contradiction is {{𝐹1, 𝐹2, 𝐹4}, {𝐹3, 𝐹4}} as
illustrated in Fig. 3.
P2
P1
4{{F }}
1 2 4 43{{F , F , F },{F , F }}
1 2 3{{F , F },{F }}
Fig. 3. The contradiction and its dependencies
Suppose that the certainty degrees of 𝐹𝑖, 𝑖 ∈ {1, 2, 3, 4},
are: 𝑐𝐹1 = 0.80, 𝑐𝐹2 = 0.40, 𝑐𝐹3 = 0.70, 𝑐𝐹4 = 0.50. The
certainty degrees of propositions 𝑃1 and 𝑃2 can be calculated
with respect to Eq. 17. If the maximum and algebraic product
operators are used to implement ⊕ and ⊗, respectively, then:
𝑐𝑃1 = max{𝑐𝐹1 × 𝑐𝐹2 , 𝑐𝐹3}
= max{0.80× 0.40, 0.70}
= 0.70.
Similarly, 𝑐𝑃2 can be calculated and the result is: 𝑐𝑃2 = 0.50.
For label environment {𝐹1, 𝐹2, 𝐹4} of the “false” node, be-
cause 𝑐𝑃1 > 𝑐𝑃2 and 𝐹4 is an element of the label environment
of node 𝑃2, the ranking value of 𝐹4 is set to itself, i.e.
𝑟𝐹4 = 0.50, and the ranking values of 𝐹1 and 𝐹2 are set
to their original certainty degrees plus 1, i.e. 𝑟𝐹1 = 1.80 and
𝑟𝐹2 = 1.40. In the same way, the ranking values of components
in the label environment {𝐹3, 𝐹4} are set as: 𝑟𝐹3 = 1.70 and
𝑟𝐹4 = 0.50.
Without losing generality, suppose that 𝐸⊥ is one of the
label environments of the “false” node and it is deduced by two
contradictory propositions 𝑃 and 𝑃 ′, represented by ATMS
nodes 𝑁𝑃 and 𝑁𝑃 ′ respectively. Then there must exist environ-
ments 𝐸 = {𝐹1, 𝐹2, ..., 𝐹𝑚} and 𝐸′ = {𝐹 ′1, 𝐹 ′2, ..., 𝐹 ′𝑛} which
entail nodes 𝑁𝑃 and 𝑁𝑃 ′ respectively such that 𝐸∪𝐸′ = 𝐸⊥.
Suppose that the certainty degrees of propositions 𝑃 and 𝑃 ′ are
𝑐 and 𝑐′, respectively. Note that 𝑐 is not necessarily equal to the
certainty degree of which the environment 𝐸 entails node 𝑁𝑃 .
The same holds for 𝑐′ and 𝑁𝑝′ . This is because: (1) an object
value may be supported by more than one environment (or
derived by more than one inference path), and (2) the certainty
degree of the object value indicates the overall extent to which
this object value may be supported by all its environments
(or derived by all possible inference paths). Of course, certain
elements in 𝐸 may be identical to some in 𝐸′. In this case, the
ranking value of each of those elements will take the less value
(i.e. the one with higher priority). The procedure of attaching
a ranking value to each element of 𝐸⊥ is outlined in Fig. 4.
COMPONENTRANKING(𝐸,𝐸′,𝑐,𝑐′)
(1) 𝐸⊥ = 𝐸 ∪ 𝐸′
(2) foreach 𝐹 ∈ 𝐸⊥
(3) if (𝑐 ≤ 𝑐′ && 𝐹 ∈ 𝐸)
(4) 𝑟𝐹 = 𝑐𝐹
(5) else
(6) if (𝑐 ≥ 𝑐′ && 𝐹 ∈ 𝐸′)
(7) 𝑟𝐹 = 𝑐𝐹
(8) else
(9) 𝑟𝐹 = 𝑐𝐹 + 1
Fig. 4. The COMPONENTRANKING procedure
Each label environment of the special “false” node entails
a contradiction and each candidate is formed by taking one
element from each environment of the special “false” node.
Therefore, if all the duplications are deliberately kept, all the
candidates have the same cardinality which is equal to the
number of label environments in the special “false” node.
From this, all candidates can be prioritized according to the
ranking values of their components. This is achieved by two
steps of sorting as outlined in Fig. 5. In this ﬁgure, 𝕊 is the
generated candidate set and each candidate 𝐶 is itself a set of
fuzzy reasoning components. SORT(𝐶) can be any standard
sorting procedure, which sorts the fuzzy reasoning components
in a given candidate 𝐶 in an ascending order with respect to
their ranking values. STABLESORT(𝕊, 𝑖) is any stable sorting
algorithm which ranks all the candidates in the candidate set 𝕊
in an ascending order by the ranking value of the 𝑖th reasoning
component. Since each candidate is a set of components, any
duplication needs to be removed. Also, in order to generate
only a minimal candidate set, all those candidates which are a
superset of one other candidate are removed. Of course, such
removals do not affect the overall ranking of the remaining
candidates.
Example 3.2: Continue Ex. 3.1. Suppose that the contra-
diction in question is the only one in the system. Therefore,
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TABLE I
THE CANDIDATES SORTING PROGRESS
Candidates with duplications Every candidate sorted Stable-sorted (2nd elements) Stable-sorted (1st elements)
𝐶1 = [(𝐹1, 1.80), (𝐹3, 1.70)] 𝐶1 = [(𝐹3, 1.70), (𝐹1, 1.80)] 𝐶6 = [(𝐹4, 0.50), (𝐹4, 0.50)] 𝐶6 = [(𝐹4, 0.50), (𝐹4, 0.50)]
𝐶2 = [(𝐹1, 1.80), (𝐹4, 0.50)] 𝐶2 = [(𝐹4, 0.50), (𝐹1, 1.80)] 𝐶4 = [(𝐹4, 0.50), (𝐹2, 1.40)] 𝐶4 = [(𝐹4, 0.50), (𝐹2, 1.40)]
𝐶3 = [(𝐹2, 1.40), (𝐹3, 1.70)] 𝐶3 = [(𝐹2, 1.40), (𝐹3, 1.70)] 𝐶3 = [(𝐹2, 1.40), (𝐹3, 1.70)] 𝐶5 = [(𝐹4, 0.50), (𝐹3, 1.70)]
𝐶4 = [(𝐹2, 1.40), (𝐹4, 0.50)] 𝐶4 = [(𝐹4, 0.50), (𝐹2, 1.40)] 𝐶5 = [(𝐹4, 0.50), (𝐹3, 1.70)] 𝐶2 = [(𝐹4, 0.50), (𝐹1, 1.80)]
𝐶5 = [(𝐹4, 0.50), (𝐹3, 1.70)] 𝐶5 = [(𝐹4, 0.50), (𝐹3, 1.70)] 𝐶1 = [(𝐹3, 1.70), (𝐹1, 1.80)] 𝐶3 = [(𝐹2, 1.40), (𝐹3, 1.70)]
𝐶6 = [(𝐹4, 0.50), (𝐹4, 0.50)] 𝐶6 = [(𝐹4, 0.50), (𝐹4, 0.50)] 𝐶2 = [(𝐹4, 0.50), (𝐹1, 1.80)] 𝐶1 = [(𝐹3, 1.70), (𝐹1, 1.80)]
CANDIDATESORTING(𝕊)
(1) foreach 𝐶 ∈ 𝕊
(2) SORT (𝐶)
(3) foreach 𝑖 = ∣𝐶∣ : 1
(4) STABLESORT(𝕊, 𝑖)
Fig. 5. The CANDIDATESORTING procedure
the label of this contradiction is the same as that of the special
“false” node. By deliberately keeping all the duplications, six
candidates are generated as illustrated in the ﬁrst column of
Tab. I. The second column of this table is the result of sorting
all the components of each candidate. Because the cardinality
of these candidates are 2, the stable sorting subroutine will
be invoked twice. The third column is the result of the
ﬁrst calling which is carried out by comparing the second
elements of these candidates. The last column is the result
of the second calling (and also the ﬁnal result) achieved by
comparing the ﬁrst elements of all the candidates based on the
previous sorting result. After removing all element duplications
in each candidate and all the candidate duplications, there
are three candidates remaining, which (in ascending order of
priority) are: 𝐶6 = [(𝐹4, 0.50)], 𝐶3 = [(𝐹2, 1.40), (𝐹3, 1.70)],
𝐶1 = [(𝐹3, 1.70), (𝐹1, 1.80)].
Having generated the set of prioritized candidates, the next
step is to correct a single candidate in order to remove all
the contradictions and thus restore system consistency. By the
ranking procedure, the higher priority a candidate has, the more
likely the candidate is to be the real culprit. Therefore, the
tentative modiﬁcation always starts from the candidate with
the highest priority. If the tentative modiﬁcation succeeds, the
algorithm terminates. Otherwise, the candidate will be removed
from the candidate set and the candidate with the next highest
priority in the current set will be tried, and so on.
IV. AN ILLUSTRATIVE EXAMPLE
To illustrate the potential of this extended adaptive ap-
proach, the problem given in [15] is reconsidered. The rule
base is given as follows:
𝑅1: If 𝑥1 is 𝐴11, then 𝑥2 is 𝐴21;
𝑅2: If 𝑥1 is 𝐴12, then 𝑥2 is 𝐴22;
𝑅3: If 𝑥2 is 𝐴23, then 𝑥3 is 𝐴31;
𝑅4: If 𝑥2 is 𝐴24, then 𝑥3 is 𝐴32;
𝑅5: If 𝑥2 is 𝐴25, then 𝑥4 is 𝐴41;
𝑅6: If 𝑥2 is 𝐴26, then 𝑥4 is 𝐴42;
𝑅7: If 𝑥3 is 𝐴33, then 𝑥5 is 𝐴51;
𝑅8: If 𝑥3 is 𝐴34, then 𝑥5 is 𝐴52;
𝑅9: If 𝑥4 is 𝐴43, then 𝑥5 is 𝐴53;
𝑅10: If 𝑥4 is 𝐴44, then 𝑥5 is𝐴54.
Given 𝛽0 = 0.5 and three observations, 𝑥1 = 𝐴13 =
(7.0, 8.0, 9.0), 𝑥1 = 𝐴14 = (7.6, 8.6, 9.6) and 𝑥4 = 𝐴45 =
(12.0, 13.0, 14.0), the interpolation procedures are illustrated
in Fig. 6 and the original observations as well as interpolated
results by scale and move transformation-based interpolation
are presented in Fig. 7. Note that in this example, to keep
the illustration simple, it has been assumed that the variable
𝑥, takes two different object values 𝐴13 and 𝐴14. In practice,
this may be caused by the fact that the observations are taken
by different agents or that one is a real observation and the
other may be produced by other inference mechanism.
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Fig. 7. Fuzzy sets used in the example
A. Certainty degree calculation for reasoning components
The certainty degree of each fuzzy reasoning component
can be calculated by applying the approach obtained in Eq. 11.
In particular, the distance between two fuzzy sets in this
example is deﬁned as the distance between their representative
values. For instance, the certainty degree of fuzzy reasoning
component 𝑅1𝑅2 is calculated as follows:
𝑐𝑅1𝑅2 = 1−
∣∣∣ 𝑑(𝐴11,𝐴12)𝑚𝑎𝑥1−𝑚𝑖𝑛1 − 𝑑(𝐴21,𝐴22)𝑚𝑎𝑥2−𝑚𝑖𝑛2
∣∣∣
= 1−
∣∣∣Rep(𝐴12)−Rep(𝐴11)𝑚𝑎𝑥1−𝑚𝑖𝑛1 − Rep(𝐴22)−Rep(𝐴21)𝑚𝑎𝑥2−𝑚𝑖𝑛2
∣∣∣
= 1−
∣∣∣ 19−120−0 − 19−120−0 ∣∣∣
= 1.00,
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Fig. 6. Discrepancy records in ATMS
where Rep(𝐴𝑖𝑗) denotes the representative value of fuzzy set
𝐴𝑖𝑗 , 𝑖, 𝑗 = 1, 2. Similarly, the certainty degrees of all other
fuzzy reasoning components can be calculated. The detailed
calculation process is omitted here, but the results are: 𝑐𝑅3𝑅4 =
0.60, 𝑐𝑅5𝑅6 = 0.60, 𝑐𝑅7𝑅8 = 1.00, 𝑐𝑅9𝑅10 = 1.00.
B. Dependency recording by ATMS
In Fig. 6, an arrowed line which is ﬂanked by two rules
𝑅𝑖 and 𝑅𝑖+1 represents a fuzzy reasoning component, which
is denoted as 𝑅𝑖𝑅𝑖+1, 𝑖 ∈ {1, 3, 5, 7, 9}, where 𝑅𝑖 and 𝑅𝑖+1
are the neighboring rules used for interpolation. ATMS nodes
and contradictions are represented by circles. Particularly, each
𝐹𝑗 , 𝑗 ∈ {1, 2, ..., 5}, is a node denoting a fuzzy reasoning
component; each of 𝑃𝑘, 𝑘 ∈ {1, 2, ..., 13}, is a node denoting
a proposition; and each ⊥𝑙, 𝑙 ∈ {1, 2, ..., 8}, denotes a 𝛽0-
contradiction. These ATMS nodes and contradictions are listed
as follows, with all justiﬁcations omitted:
𝐹1 : ⟨𝑅1𝑅2, 1.00, {{𝑅1𝑅2}}⟩;
𝐹2 : ⟨𝑅3𝑅4, 0.60, {{𝑅3𝑅4}}⟩;
𝐹3 : ⟨𝑅5𝑅6, 0.60, {{𝑅5𝑅6}}⟩;
𝐹4 : ⟨𝑅7𝑅8, 1.00, {{𝑅7𝑅8}}⟩;
𝐹5 : ⟨𝑅9𝑅10, 1.00, {{𝑅9𝑅10}}⟩;
𝑃1 : ⟨𝑥1 = 𝐴13, 1.00, {{}}⟩;
𝑃2 : ⟨𝑥1 = 𝐴14, 1.00, {{}}⟩;
𝑃3 : ⟨𝑥2 = 𝐴27, 1.00, {{𝑅1𝑅2}}⟩;
𝑃4 : ⟨𝑥2 = 𝐴28, 1.00, {{𝑅1𝑅2}}⟩;
𝑃5 : ⟨𝑥3 = 𝐴35, 0.60, {{𝑅1𝑅2, 𝑅3𝑅4}}⟩;
𝑃6 : ⟨𝑥3 = 𝐴36, 0.60, {{𝑅1𝑅2, 𝑅3𝑅4}}⟩;
𝑃7 : ⟨𝑥4 = 𝐴45, 1.00, {{}}⟩;
𝑃8 : ⟨𝑥4 = 𝐴46, 0.60, {{𝑅1𝑅2, 𝑅5𝑅6}}⟩;
𝑃9 : ⟨𝑥4 = 𝐴47, 0.60, {{𝑅1𝑅2, 𝑅5𝑅6}}⟩;
𝑃10 : ⟨𝑥5 = 𝐴55, 1.00, {{𝑅1𝑅2, 𝑅3𝑅4, 𝑅7𝑅8}, {𝑅9𝑅10}}⟩;
𝑃11 : ⟨𝑥5 = 𝐴56, 0.60, {{𝑅1𝑅2, 𝑅5𝑅6, 𝑅9𝑅10}}⟩;
𝑃12 : ⟨𝑥5 = 𝐴57, 0.60, {{𝑅1𝑅2, 𝑅5𝑅6, 𝑅9𝑅10}}⟩;
𝑃13 : ⟨𝑥5 = 𝐴58, 0.60, {{𝑅1𝑅2, 𝑅3𝑅4, 𝑅7𝑅8}}⟩;
⊥1 : ⟨⊥, {{𝑅1𝑅2, 𝑅3𝑅4}}⟩;
⊥2 : ⟨⊥, {{𝑅1𝑅2, 𝑅5𝑅6}}⟩;
⊥3 : ⟨⊥, {{𝑅1𝑅2, 𝑅5𝑅6}}⟩;
⊥4 : ⟨⊥, {{𝑅1𝑅2, 𝑅5𝑅6, 𝑅9𝑅10}}⟩;
⊥5 : ⟨⊥, {{𝑅1𝑅2, 𝑅5𝑅6, 𝑅9𝑅10}}⟩;
⊥6 : ⟨⊥, {{𝑅1𝑅2, 𝑅3𝑅4, 𝑅7𝑅8}}⟩;
⊥7 : ⟨⊥, {{𝑅1𝑅2, 𝑅3𝑅4, 𝑅5𝑅6, 𝑅7𝑅8, 𝑅9𝑅10}}⟩;
⊥8 : ⟨⊥, {{𝑅1𝑅2, 𝑅3𝑅4, 𝑅5𝑅6, 𝑅7𝑅8, 𝑅9𝑅10}}⟩.
Note that a certainty degree is attached to each fuzzy
reasoning component and proposition, which is calculated and
then recorded within the ATMS network, except the certainty
degrees of any contradictions which are irrelevant to the
present work and hence omitted. Also, as stated previously,
the certainty degree of each observation is assumed to be 1
in this research. The certainty degree of any derived node
can be calculated by Eq. 17. Within this illustrative example,
maximum and algebraic product are used to implement ⊕ and
⊗ of Eq. 17, respectively. For example, the certainty degree
of proposition 𝑃10 is computed by:
𝑐𝑃10 = max{𝑐𝑅1𝑅2 × 𝑐𝑅3𝑅4 × 𝑐𝑅7𝑅8 , 𝑐𝑅9𝑅10}
= max{1.00× 0.60× 1.00, 1.00}
= 1.00.
A speciﬁc ATMS node “false”, denoted by 𝑃⊥, which collec-
tively represents all the contradictions listed above from ⊥1 to
⊥8, is given as follows:
𝑃⊥ : ⟨⊥, {{𝑅1𝑅2, 𝑅3𝑅4}, {𝑅1𝑅2, 𝑅5𝑅6}}⟩.
C. Candidate generation and prioritization
It is recorded in the ATMS that the label environment
{𝑅1𝑅2, 𝑅3𝑅4} entails contradiction ⊥1, which is derived
from propositions 𝑃5 and 𝑃6, while 𝑃5 and 𝑃6 are inferred
through the same path. A ranking value is computed and
attached to each component of this label using the procedure
of Fig. 4. Similarly, each component in label environment
{𝑅1𝑅2, 𝑅5𝑅6} is also attached by a ranking value by the same
approach. The result is given as follows:
{(𝑅1𝑅2, 1.00), (𝑅3𝑅4, 0.60)};
{(𝑅1𝑅2, 1.00), (𝑅5𝑅6, 0.60)}.
434
From this, by deliberately keeping all the duplications, four
component candidates are generated as follows:
𝐶1 = [(𝑅1𝑅2, 1.00), (𝑅1𝑅2, 1.00)];
𝐶2 = [(𝑅1𝑅2, 1.00), (𝑅5𝑅6, 0.60)];
𝐶3 = [(𝑅1𝑅2, 1.00), (𝑅3𝑅4, 0.60)];
𝐶4 = [(𝑅3𝑅4, 0.60), (𝑅5𝑅6, 0.60)].
Because these four candidates have the same cardinality size,
they can be prioritized following the algorithm of Fig. 4. The
prioritized result is: 𝐶4, 𝐶2, 𝐶3, 𝐶1, in a descending order.
After removing the duplicate candidate component 𝑅1𝑅2 in
component 𝐶1, and then removing supersets 𝐶2 and 𝐶3 (of
𝐶1), the ﬁnal minimal candidate set consists of two candidates
𝐶 ′1 and 𝐶 ′4:
𝐶 ′1 = [(𝑅1𝑅2, 1.00)];
𝐶 ′4 = [(𝑅3𝑅4, 0.60), (𝑅5𝑅6, 0.60)],
where 𝐶 ′4 is of a higher priority.
D. Candidate modiﬁcation
The candidate with the highest priority, i.e. candidate 𝐶 ′4
in this example, needs to be modiﬁed ﬁrst according to the
consistency restoring algorithm given in Fig. 2. Following
the modiﬁcation procedure for single candidates as outlined
in Sec. II, a set of simultaneous equations and inequations
can be calculated. One of the solutions resulting from solving
these equations and inequations simultaneously is illustrated
in Fig. 8. It is clear from this ﬁgure that there is no 𝛽0-
contradiction any more and thus consistency has been restored.
This means that the original inconsistent interpolation process
has been corrected with consistent interpolated results through-
out. Note that the other candidate, 𝐶 ′1 cannot lead to any
consistent solution although it has a smaller cardinality size,
which shows the potential of the proposed work.
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Fig. 8. The solution of the example
V. CONCLUSIONS
This paper has extended the recent work on adaptive fuzzy
interpolation. It has introduced the concept of the certainty
degree of a fuzzy reasoning component and that of the certainty
degree of a derived proposition. From this, the classical ATMS
has been extended not only to record the dependencies of
a node but also to record to what degree the node can be
derived from their supporting environments. This is followed
by a modiﬁed GDE, which is able to prioritize all the generated
minimal candidates by exploiting certainty degrees. The actual
modiﬁcation procedure, the same as the one described in [15],
takes place, carrying out tentative modiﬁcation to each minimal
candidate of the highest priority until a solution is found.
Whilst the working of this method has been illustrated with a
practically signiﬁcant example, real-world applications remain
as further work.
Other improvements may enhance the potential of the
proposed approach. Currently, the extended approach is only
applicable to fuzzy interpolation with two single antecedent
rules. It is worthwhile to generalize the approach for fuzzy
interpolation with multiple antecedent rules and fuzzy extrap-
olation. Also, all the rules given in the initial rule base are
assumed to be true and ﬁxed. However, this may not be the
case in certain real-world situations, despite that it is a common
assumption made in the literature of interpolative reasoning.
Thus, it is interesting to consider extending the proposed work
to allow rules in the given rule base to become themselves
diagnosable and modiﬁable. The initial investigation into such
issue has been reported in [16].
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