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Le système d’Euler de Kato
Shanwen WANG
Résumé
Ce texte est consacré au système d’Euler de Kato, construit à partir des unités
modulaires, et à son image par l’application exponentielle duale (loi de réciprocité
explicite de Kato). La présentation que nous en donnons est sensiblement différente de
la présentation originelle de Kato.
Abstract
This article is devoted to Kato’s Euler system, which is constructed from modular
unites, and to its image by the dual exponential map (so called Kato’s reciprocity
law). The presentation in this article is different from Kato’s oringinal one, and the
dual exponential map in this article is a modification of Colmez’s construction in his
Bourbaki talk.
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1 Notations et Introduction
1.1 Notations
On note Q la clôture algébrique de Q dans C, et on fixe, pour tout nombre premier p,
une clôture algébrique Qp de Qp, ainsi qu’un plongement de Q dans Qp.
Si N ∈ N, on note ζN la racine N -ième e2ipi/N ∈ Q de l’unité, et on note Qcycl l’extension
cyclotomique de Q, réunion des Q(ζN ), pour N ≥ 1, ainsi que Qcyclp l’extension cyclotomique
de Qp, réunion de Qp(ζN), pour N ≥ 1.
1.1.1 Objets adéliques
Soient P l’ensemble des premiers de Z et Zˆ le complété profini de Z, alors Zˆ =
∏
p∈P Zp.
Soit Q ⊗ Zˆ l’anneau des adèles de Q ( le produit restreint des Qp par rapport aux sous-
2
anneaux Zp de Qp ). Quel que soit x ∈ Q ⊗ Zˆ, on note xp ( resp. x]p[ ) la composante de x
en p ( resp. en dehors de p ). Notons Zˆ]p[ =
∏
l 6=p Zl. On a donc Zˆ = Zp × Zˆ
]p[. Cela induit
les décompositions suivantes : pour tout d ≥ 1,
Md(Q⊗ Zˆ) = Md(Qp)×Md(Q⊗ Zˆ
]p[) et GLd(Q⊗ Zˆ) = GLd(Qp)×GLd(Q⊗ Zˆ
]p[).
On définit les sous-ensembles suivants de Q⊗ Zˆ et M2(Q⊗ Zˆ) :
Zˆ(p) = Z∗p × Zˆ
]p[ et M2(Zˆ)
(p) = GL2(Zp)×M2(Zˆ
]p[),
(Q⊗ Zˆ)(p) = Z∗p × (Q⊗ Zˆ
]p[) et M2(Q⊗ Zˆ)
(p) = GL2(Zp)×M2(Q⊗ Zˆ
]p[).
1.1.2 Actions de groupes
Soient X un espace topologique localement profini, V un Z-module. On note LCc(X, V )
le module des fonctions localement constantes sur X à valeurs dans V dont le support
est compact dans X. On note Dalg(X, V ) l’ensemble des distributions algébriques sur X à
valeurs dans V , c’est à dire des applications Z-linéaires de LCc(X,Z) à valeurs dans V . On
note
∫
X
φµ la valeur de µ sur φ, où µ ∈ Dalg(X, V ) et φ ∈ LCc(X,Z).
Soit G un groupe localement profini, agissant continûment à droite sur X et V (c.-à-d.
quels que soient g1, g2 ∈ G, x ∈ X, on a (x ∗ g1) ∗ g2 = x ∗ (g1g2)). On munit LCc(X,Z) et
Dalg(X, V ) d’actions de G à droite comme suit :
si g ∈ G, x ∈ X, φ ∈ LCc(X,Z), µ ∈ Dalg(X, V ), alors
(1) (φ ∗ g)(x) = φ(x ∗ g−1) et
∫
X
φ(µ ∗ g) =
(∫
X
(φ ∗ g−1)µ
)
∗ g.
1.1.3 Formes modulaires
Soient A un sous-anneau de C et Γ un sous-groupe d’indice fini de SL2(Z). On note
Mk(Γ,C) le C-espace vectoriel des formes modulaires de poids k pour Γ. On note aussi
Mk(Γ, A) le sous A-module deMk(Γ,C) des formes modulaires dont le q-développement est
à coefficients dans A. On pose M(Γ, A) = ⊕+∞k=0Mk(Γ, A). Et on note Mk(A) ( resp. M(A)
) la réunion desMk(Γ, A) (resp. M(Γ, A)), où Γ décrit tous les sous-groupes d’indice fini de
SL2(Z). On peut munir l’algèbreM(C) d’une action de GL2(Q)+ = {γ ∈ GL2(Q)| det γ > 0}
de la façon suivante :
(2) f ∗ γ = (det γ)1−kf|kγ, pour f ∈ Mk(C) et γ ∈ GL2(Q)+,
où f|kγ est l’action modulaire usuelle de GL2(R)+ (voir section §2.1.1 la formule (4)).
Définition 1.1. Soient N ≥ 1 et ΓN = {
(
a b
c d
)
∈ SL2(Z),
(
a b
c d
)
≡
(
1 0
0 1
)
[N ]}. Le groupe ΓN
est un sous-groupe de SL2(Z) d’indice fini. On dit qu’un sous-groupe Γ de SL2(Z) est un
sous-groupe de congruence s’il contient ΓN pour un certain N ≥ 1.
Exemple 1.2. Les sous-groupes Γ0(N) = {γ ∈ SL2(Z)|γ ≡ ( ∗ ∗0 ∗ ) mod N} et Γ1(N) = {γ ∈
SL2(Z)|γ ≡ ( 1 ∗0 1 ) mod N} sont des sous-groupes de congruences.
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On définit de même :
Mcongk (A) =
⋃
Γ sous-groupe de congruence
Mk(Γ, A) et M
cong(A) = ⊕+∞k=0M
cong
k (A).
Soit K un sous-corps de C et soit K la clôture algébrique de K. On note ΠK le groupe
des automorphismes de M(K) sur M(SL2(Z), K) ; c’est un groupe profini. On note Π
′
Q le
groupe des automorphismes de M(Q) engendré par ΠQ et GL2(Q)+. Plus généralement, si
S ⊂ P est fini, on note Π(S)Q le sous-groupe de Π
′
Q engendré par ΠQ et GL2(Z
(S))+, où Z(S)
est le sous-anneau de Q obtenu en inversant tous les nombres premiers qui n’appartiennent
pas à S.
1.1.4 Objets p-adiques
Soit q une variable. On note K+ = Qp{
q
p
} l’anneau des fonctions analytiques sur le
disque fermé {q ∈ Cp : vp(q) ≥ 1}, que l’on munit de la valuation spectrale vp (i.e. vp(f) =
infvp(q)≥1 vp(f(q)) ). On note K le complété du corps des fractions de K
+. On fixe une clôture
algébrique K de K et on note K
+
la clôture intégrale de K+ dans K. On note GK le groupe
galois de K sur K.
On choisit un système compatible (qM)M≥1 de racines M-ièmes de q dans K
+
(i.e. qNNM =
qM , pour tous N,M ≥ 1.) On note FM = Qp(ζM), FMp∞ = ∪n≥1FMpn et F∞ = ∪M≥1FM .
Soit KM = K[qM , ζM ] ; c’est une extension galoisienne de K. On note K∞ la réunion des KM
pour tous M ≥ 1, K+∞ la clôture intégrale de K
+ dans K∞, PQp le groupe galois de QpK∞ sur
K, ainsi que P cyclQp le groupe galois de K∞ sur K.
L’application qui à une forme modulaire associe son q-développement, nous fournit une
inclusion deM(Q) dans QpK
+
∞ et un morphisme PQp → ΠQ car PQp préserve l’espaceM(Q).
Ceci induit un morphisme GK → ΠQ et un morphisme "de localisation" Hi(ΠQ,W ) →
Hi(GK,W ) pour tout ΠQ-module W et tout i ∈ N (c.f. §3.1.1).
Enfin, on note K+ = Qp[[q]] le complété q-adique de K+, K
+
M le complété q-adique de
K+M = K
+[ζM , qM ] pour M ≥ 1 un entier, K+∞ la réunion des K
+
M pour tout M ≥ 1, ainsi que
K+Mp∞ la réunion des K
+
Mpn pour tout n ≥ 1.
1.2 Introduction
1.2.1 Fonctions L p-adiques de formes modulaires
Soit N ≥ 1 et soit ǫ un caractère de Dirichlet modulo N . Soit f(τ) =
∑+∞
n=1 anq
n ∈
Sk(Γ0(N), ǫ) une forme primitive de poids k ≥ 2 avec q = e2ipiτ . Soient α, β les racines du
polynôme X2 − apX + ǫ(p)pk−1. Soit vp(α) < k − 1, on pose fα(τ) = f(τ) − βf(pτ). C’est
une forme de niveau Np, propre pour tous les Tl, normalisée, et avec la valeur propre α
pour Up. Soit
∑+∞
n=1 bnq
n/N le q-développement de fα. Comme vp(α) < k − 1 ( en particulier
α 6= 0 ), on peut prolonger n 7→ bn en une fonction sur Z[1p ] en forçant l’équation fonctionelle
bnp = αbn.
Soit φ ∈ LCc(Qp,Q) une fonction localement constante à support compact dans Qp, à
valeurs dans Q. On définit la fonction L complexe de la forme modulaire f associée à φ et
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α, par la formule
L(fα, φ, s) =
∑
n∈Z[ 1
p
]
φ(n)bnn
−s.
La série converge pour Re(s) > k+1
2
et la fonction L(fα, φ, s) admet un prolongement
analytique à tout le plan complexe. De plus, il existe des nombres complexes non nuls
Ω+f ,Ω
−
f permettant de rendre algébriques les valeurs spéciales L(fα, φ, j) de L(fα, φ, s), pour
1 ≤ j ≤ k − 1. Plus précisément, si φ ∈ LCc(Qp,Q), alors
Γ(j)
(−2iπ)j
L(f, φ, j) ∈
{
Q(fα, ζN) · Ω
+
f , si 1 ≤ j ≤ k − 1, φ(−x) = (−1)
jφ(x)
Q(fα, ζN) · Ω
−
f , si 1 ≤ j ≤ k − 1, φ(−x) = (−1)
j+1φ(x).
On pose
L˜(fα, φ, j) =
1
2
Γ(j)
(−2iπ)j
(
L(fα, φ+ (−1)
jφ ◦ (−1), j)
Ω+f
+
L(fα, φ− (−1)
jφ ◦ (−1), j)
Ω−f
),
où φ ◦ (−1)(x) = φ(−x), ce qui est à valeurs dans Q et permet de le considérer comme un
nombre p-adique.
On définit une transformée de Fourier de LCc(Qp,Qp) dans LCc(Qp,Qp) par la formule
φˆ(x) =
∫
Qp
φ(y)e−2ipixy dy = p−m
∑
y mod pm
φ(y)e−2ipixy,
où m ∈ N assez grand.
Rappelons que la transformée d’Amice nous donne un isomorphisme entre l’algèbre des
distributions sur Zp à valeurs dans une extension finie L de Qp et l’anneau R
+
L des fonctions
localement analytiques sur la boule ouverte vp(T ) > 0 à coefficients dans L :
A : D(Zp, L) ∼= R
+
L ;µ 7→ Aµ(T ) =
∫
Zp
(1 + T )xµ.
Une distribution µ sur Zp est d’ordre k si sa transformée d’Amice Aµ(T ) =
∑+∞
n=0 anT
n est
d’ordre k (i.e. la suite de terme générale {vp(an) + k logp n} est minorée.)
Théorème 1.3. Si vp(α) < k − 1, il existe une unique distribution µf,α d’ordre vp(α) sur
Zp, telle que l’on ait ∫
Zp
φ(x)xj−1µf,α = L˜(fα, φˆ, j),
quels que soient φ ∈ LC(Zp,Qp), et 1 ≤ j ≤ k − 1. De plus, quel que soit φ une fonction
localement analytique sur Zp à valeurs dans Qp, on a
∫
pZp
φ(p−1x)µf,α = α
−1
∫
Zp
φ(x)µf,α.
Ce théorème signifie l’existence de l’interpolation p-adique des valeurs spéciales de la
fonction L complexe de fα. En particulier, on peut construire la fonction L p-adique de f
associée à α et à un caractère localement analytique φ : Z∗p → Qp ,
Lp,α(f, φ, s) =
∫
Z∗p
φ(x)〈x〉s−1µf,α, où 〈x〉
s−1 = exp((s− 1) log〈x〉) et s ∈ Zp.
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La démonstration du théorème 1.3 a été donnée par plusieurs personnes via des méthodes
très différentes. Celle de Kato [9] repose sur la construction d’un système d’Euler (via la K-
théorie) et sur une loi de réciprocité explicite résultant d’un calcul délicat dans les anneaux de
Fontaine, qui permet de montrer que la machine à fonctions L p-adiques de Perrin-Riou [13]
fournit naturellement la distribution µf,α quand on l’applique au système d’Euler de Kato.
Colmez a esquissé dans [5] une variante de la méthode de Kato, et ce texte est consacré à
vérifier que cette esquisse, convenablement modifiée, conduit bien au résultat de Kato.
1.2.2 Le système d’Euler de Kato
En bref, un système d’Euler est une collection de classes de cohomologie vérifiant une
relation de distribution. On construit le système d’Euler de Kato comme suit :
À partir des unités de Siegel, on construit une distribution algébrique zSiegel sur (Q ⊗
Zˆ)2− (0, 0) à valeurs dans Q⊗ (M(Q¯)[ 1
∆
])∗, où ∆ = q
∏
n≥1(1− q
n)24 est la forme modulaire
de poids 12. Cette distribution zSiegel est invariante sous l’action du groupe Π
′
Q. La théorie
de Kummer p-adique nous fournit un élément
z
(p)
Siegel ∈ H
1(Π
′
Q,Dalg((Q⊗ Zˆ)
2 − (0, 0),Qp(1))).
Par cup-produit et restriction à Π(p)Q ⊂ Π
′
Q et M2(Q⊗ Zˆ)
(p) ⊂ ((Q⊗ Zˆ)2− (0, 0))2, on obtient
une distribution algébrique :
zKato ∈ H
2(Π
(p)
Q ,Dalg(M2(Q⊗ Zˆ)
(p),Qp(2))).
En modifiant zKato par un opérateur (c2−〈c, 1〉)(d2−〈1, d〉) (c.f. §2.3.2 ) qui fait disparaître
les dénominateurs, on obtient une distribution algébrique à valeurs dans Zp(2) (que l’on peut
donc voir comme une mesure), et une torsion à la Soulé nous fournit enfin un élément
zKato,c,d(k, j) ∈ H
2(Π
(p)
Q ,Dalg(M2(Q⊗ Zˆ)
(p), Vk,j)),
où Vk,j = Sym
k−2 Vp ⊗ Qp(2 − j), où Vp est la représentation standard de dimension 2 de
GL2(Zp).
1.2.3 La loi de réciprocité explicite de Kato
La loi de réciprocité explicite de Kato consiste à relier l’élément zKato,c,d(k, j), qui vit
dans la cohomologie du groupe Π(p)Q , à une distribution construite à partir de produits de
deux séries d’Eisenstein (le produit scalaire de Petersson d’une forme primitive avec un tel
produit fait apparaître les valeurs spéciales de la fonction L de f , et c’est cela qui permettrait
de construire la fonction L p-adique). Ceci se fait en plusieurs étapes :
•On commence par “localiser” notre classe de cohomologie à GK et à étendre les coefficients
de Vk,j à B
+
dR(K¯
+)⊗ Vk,j, où B
+
dR(K¯
+) est un énorme anneau de Fontaine.
• On constate que l’image de zKato,c,d(k, j) sous l’application "de localisation"
H2(Π
(p)
Q ,Dalg(M2(Q⊗ Zˆ)
(p), Vk,j))→ H
2(GK,Dalg(M2(Q⊗ Zˆ)
(p),B+dR(K
+
)⊗ Vk,j))
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est l’inflation d’un 2-cocycle sur P cyclQp à valeurs dans Dalg(M2(Q ⊗ Zˆ)
(p),B+dR(K
+
∞) ⊗ Vk,j).
Les méthodes de descente presque étale de Tate [16] et Sen [15], revisitées par Faltings [8]
(c.f. aussi Andreatta-Iovita [3]) permettraient de montrer que c’est toujours le cas, mais nous
donnons une preuve directe pour l’élément de Kato (c.f. la construction dans §5.2).
• On construit une application exponentielle duale (c.f. § 5.1) :
exp∗Kato : H
2(PQp,Dalg(M2(Q⊗ Zˆ)
(p),B+dR(K
+
∞)⊗ Vk,j))→ H
0(PQp,Dalg(M2(Q⊗ Zˆ)
(p),K+∞));
et on calcule l’image de zkato,c,d(k, j). On obtient finalement le résultat fondamental suivant :
Théorème 1.4. Si k ≥ 2, 1 ≤ j ≤ k − 1, et c, d ∈ Z∗p, on a :
exp∗Kato(zKato,c,d(k, j)) = z
(p)
Eis,c,d(k, j),
où z
(p)
Eis,c,d(k, j) ∈ H
0(GK,Dalg(M2(Q⊗Zˆ)(p),K+∞)) est la localisée d’une distribution zEis,c,d(k, j)
sur M2(Q⊗ Zˆ), à valeurs dans M
cong
k (Q
cycl
p ) ⊂ K
+
∞, fixée sous l’action de ΠQ.
1.2.4 La cohomologie de Pm
Soit M ≥ 1 tel que vp(M) = m ≥ vp(2p). On note KMp∞ = ∪n≥1KMpn. La définition
de l’application exp∗Kato et le calcul de l’image de zKato,c,d(k, j) reposent sur une description
explicite de la cohomologie du groupe de Galois PKM de l’extension KMp∞/KM ; c’est un
groupe analytique p-adique de rang 2, isomorphe à
Pm = {( a bc d ) ∈ GL2(Zp) : a = 1, c = 0, b ∈ p
mZp, d ∈ 1 + p
mZp}.
Soit V une représentation analytique de Pm. On démontre le très utile résultat suivant, où
l’on note (u, v) l’élément ( 1 u0 ev ) de Pm :
Théorème 1.5 (Prop.4.10). Soit V une représentation analytique de Pm. Alors
(i) Tout élément de H2(Pm, V ) est représentable par un 2-cocycle analytique ;
(ii) On a H2(Pm, V ) ∼= V/(∂1, ∂2 − 1), et l’image d’un 2-cocycle analytique
((u, v), (x, y))→ c(u,v),(x,y) =
∑
i+j+k+l≥2
ci,j,k,lu
ivjxkyl,
par cet isomorphisme, est celle de δ(2)(c(u,v),(x,y)) = c1,0,0,1 − c0,1,1,0.
1.2.5 Survol de la méthode de Kato et sa variante de Colmez
Nous donnerons un survol vague de la démonstration du théorème 1.3 pour expliquer le
rôle du théorème 1.4 dans la méthode de Kato. Pour plus de détails, on renvoie le lecteur à
[9] et [5].
• Si k ≥ 2 et j ∈ Z, Kato [9] a construit un système cohérent cM(k, j) ∈ H2et(Y (M),Wk,j),
où Wk,j est le système local sur la courbe modulaire Y (M) de niveau M dans la cohomologie
du lequel on découpe les représentations p-adiques associées aux formes modulaires de poids
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k et de niveau M d’après Deligne [7]. Ensuite, il dispose d’une application exponentielle
duale :
(3) exp∗Kato : H
2
et(Y (M),Wk,j)→ H
2
et(Y (M),B
+
dR(K)⊗Wk,j)→ KM ,
avec KM = K[ζM , qM ] et K la clôture algébrique de K, où K est le complété p-adique du
corps des fractions de Zp[[q]][q−1]. Dans son exposé de Bourbaki [5], Colmez a reformulé
cette application par la méthode de Tate-Sen-Colmez pour le corps K et il a ésquissé une
preuve du théorème 1.4. Sa méthode est très belle ; en revanche, le 2-cocycle qu’il a explicité
(c.f. § 5.2) n’appartient pas à son groupe de cohomologie. Cela nous oblige à élarger le corps
K et à reconstruire l’application exp∗Kato pour l’anneau K
+ suivant l’idée de Colmez.
D’autre part, si V est une représentation de de Rham de GQp[ζM ], on a l’application
exponentielle duale de Bloch-Kato :
exp∗BK : H
1(GQp[ζM ],B
+
dR(Qp)⊗ V )
∼= H0(GQp[ζM ],B
+
dR(Qp)⊗ V ) =: D
+
dR(V ),
dont l’inverse est donné par le cup-produit avec logχcycl ∈ H1(GQp[ζM ],Qp). En plus, Kato [9]
a vérifié que le diagramme suivant est commutatif :
H2et(Y (M),Wk,j)

H1(GQp[ζM ],B
+
dR(Qp)⊗ H
1
et(Y (M)Q,Wk,j))
exp∗
Kato
**❯❯
❯❯
❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
exp∗
BKss❢❢❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢❢
❢
D+dR(H
1
et(Y (M)Q,Wk,j))
//Mk(ΓM ,Q)⊗Qp // KM
Ceci lui permet d’identifier les deux applications exponentielles. En revanche, je ne sais pas
comment comparer exp∗BK et la nouvelle exp
∗
Kato.
On identifie exp∗BK et exp
∗
Kato et on projette le système d’Euler de Kato sur la composante
à la forme primitive f . Ceci demande de calculer le produit scalaire de Pertersson de f avec
un produit de deux séries d’Eisenstein, ce qui se fait au moyen de la méthode de Rankin et
le résultat fait intervenir les valeurs spéciales des fonction L attachées à f et ses tordues des
caractères de Dirichlet.
•Soit L une extension finie de Qp. On note RL (resp. E
†
L) l’anneau des f(T ) =
∑
n∈Z
anT
n
des fonctions analytiques (resp. analytiques bornées pour la valuation vp(f) = inf vp(an)) sur
une cournonne du type 0 < vp(T ) ≤ r, où r dépend du f et an sont des éléments de L. On
les munit d’un frobenius ϕ et d’une action de Γ = Gal(Qp(ζp∞)/Qp) via les formules :
ϕ(
∑
k∈Z
akT
k) =
∑
k∈Z
ak((1 + T )
p − 1)k et γ(
∑
k∈Z
akT
k) =
∑
k∈Z
ak((1 + T )
χcycl(γ) − 1)k.
Ces actions commutent entre elles.
Un (ϕ,Γ)-module étale sur E †L est un E
†
L-espace vectoriel D de dimension finie d muni
d’actions semi-linéaires de ϕ et Γ commutant entre elles, verifiant que la matrice de ϕ sous
une certaine base de D appartient à GLd(OE†
L
) avec OE†
L
= {f ∈ E †L|vp(f) = inf vp(ak) ≥ 0}.
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Sur un (ϕ,Γ)-module étale sur E †L, il existe un opérateur ψ communtant avec l’action de Γ,
qui est l’inverse à gauche de ϕ.
La théorie d’Iwasawa et la théorie de (ϕ,Γ)-modules (c.f. [4]) nous fournissent un isomor-
phisme :
Exp∗ : H1Iw(Qp, V ) = H
1(GQp,D0(Z
∗
p, V ))
∼= (D†(V ))ψ=1,
avec V une L-représentation de GQp et D0(Z
∗
p, V ) l’algèbre des mesures sur Z
∗
p à valeurs dans
V .
Soit V une L-représentation cristalline de GQp. Une analyse délicate ( c.f. section 4.4 dans
[5] ) de la structure de (D†(V ))ψ=1 fournit une candidate pour la distribution voulu dans le
théorème 1.3.
• Il reste à vérifier la propriété d’interpolation, mais c’est une conséquence non-triviale
du théorème suivant (c.f. [4]) :
Théorème 1.6. Si V est une L-représentation de de Rham de GQp , si n ∈ N assez grand,
et si µ ∈ H1Iw(Qp, V ), alors ϕ
−n(Exp∗(µ)) converge dans B+dR(Qp)⊗ V , et on a
p−nϕ−n(Exp∗(µ)) =
∑
n∈Z
exp∗BK(
∫
1+pnZp
x−kµ) ∈ L(ζpn)[[t]]⊗DdR(V ).
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2 Système d’Euler de Kato
2.1 Séries d’Eisenstein-Kronecker et la distribution zEis
2.1.1 Formes modulaires
Soient H = {x + iy, y > 0} le demi-plan de Poincaré, A ⊂ R un sous anneau. On note
GL2(A)+ = {γ ∈ GL2(A)| det γ > 0}, et on définit une action à droite de GL2(R)+ sur
l’ensemble des fonctions de classe C∞ de H dans C par la formule :
(4) (f|kγ)(τ) =
(det γ)k−1
(cτ + d)k
f(
aτ + b
cτ + d
) si γ =
(
a b
c d
)
.
Soit f une fonction de classe C∞ de H dans C fixée par un sous groupe Γ de SL2(Z)
d’indice fini. Alors cette fonction f est une fonction périodique de période N pour un certain
entier N ≥ 1. Le q-développement de f s’écrit sous la forme ci-dessous :
f(τ) =
∑
n∈Z[ 1
N
]
ane
2ipin =
∑
n∈Z[ 1
N
]
anq
n, où q = e2ipiτ .
9
Définition 2.1. Soit Γ un sous-groupe de SL2(Z) d’indice fini. Une forme modulaire de
poids k pour Γ est une fonction holomorphe f : H → C verifiant les propriétés suivantes :
(1) f|kγ = f pour γ ∈ Γ ;
(2) f est holomorphe en i∞ (i.e. quel que soit γ ∈ Γ \ SL2(Z), le q-développement de
f|kγ(τ) est de la forme
∑
n∈Q+
anq
n, où q = e2ipiτ : il n’y a pas de termes négatifs).
Si K est un corps algébriquement clos et si Γ est un sous-groupe distingué d’indice fini de
SL2(Z), alors le groupe des automorphismes de M(Γ, K) sur M(SL2(Z), K) est SL2(Z)/Γ.
Ceci implique ΠK = ŜL2(Z), où ŜL2(Z) est le complété profini de SL2(Z). Dans le cas général,
on dispose d’une suite exacte :
1→ ΠK → ΠK → GK → 1,
qui admet une section GK → ΠK naturelle, en faisant GK agir sur les coefficients du q-
développement des formes modulaires.
Soient f ∈ Mk(Γ, K) et α ∈ GL2(Q)+. On peut verifier que (f ∗ α)|k(α
−1γα) = f ∗ α
pour tout γ ∈ Γ. Donc f ∗ α est invariante pour le groupe α−1Γα
⋂
SL2(Z). Comme α peut
s’écrire sous la forme γ
(
a b
0 d
)
avec γ ∈ SL2(Z), on déduit
(f ∗ α)(τ) = d−k(f ∗ γ)(
aτ + b
d
) = d−k(f|kγ)(
aτ + b
d
),
ce qui montre que f ∗α est holomorphe en i∞. Donc f ∗α est une forme modulaire etM(K¯)
est stable sous l’action de GL2(Q)+. On définit Π
′
K comme le groupe des automorphismes de
M(K) engendré par ΠK et GL2(Q)+. Plus généralement, si S ⊂ P est fini, on note Π
(S)
K le
sous-groupe de Π
′
K engendré par ΠK et GL2(Z
(S)), où Z(S) est le sous-anneau de Q obtenu
en inversant tous les nombres premiers qui n’appartiennent pas à S.
Le groupe des automorphimes deMcong(Qcycl) surM(SL2(Z),Qcycl) est le groupe profini
SL2(Zˆ), le complété profini de SL2(Z) par rapport aux sous-groupes de congruence. D’autre
part, quel que soit f ∈Mcong(Qcycl), le groupe GQ agit sur les coefficients du q-développement
de f à travers son quotient Gal(Qcycl/Q) qui est isomorphe à Zˆ∗ par le caractère cyclotomique.
On noteH le groupe des automorphismes deMcong(Qcycl) surM(SL2(Z),Q). La sous-algèbre
Mcong(Qcycl) est stable par ΠQ qui agit à travers H .
Théorème 2.2. On a un diagramme commutatif de groupes :
1 // ΠQ¯ //

ΠQ //

GQ //

ll 1
1 // SL2(Zˆ) //

H //
α

Gal(Qcycl/Q) //
χcycl

ι0
kk 1
1 // SL2(Zˆ) // GL2(Zˆ)
det // Zˆ∗ //
ι
mm 1
,
où α : H → GL2(Zˆ) est un isomorphisme, ce qui permet d’identifier H et GL2(Zˆ). Dans
cette identification la section de GQ dans ΠQ décrite plus haut envoie u ∈ Zˆ∗ sur la matrice
( 1 00 u ) ∈ GL2(Zˆ).
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La démonstration repose sur l’étude des séries d’Eisenstein qui se trouve plus loin, et
donc on donne l’idée ici.
•Construire une bijection α : H → GL2(Zˆ) :
Soit u ∈ Zˆ∗ et soit σu ∈ Gal(Qcycl/Q) l’image inverse de u dans Gal(Qcycl/Q) via l’isomor-
phisme χcycl : Gal(Qcycl/Q) ∼= Zˆ∗. On peut décomposer H (resp. GL2(Zˆ)) en l’ensemble
SL2(Zˆ)σu (resp. SL2(Zˆ)( 1 00 u )) par la classe à droite suivant SL2(Zˆ). Alors, on définit une
bijection de H sur GL2(Zˆ) en envoyant la classe à droite γσu sur γ( 1 00 u ), si γ ∈ SL2(Zˆ).
•L’étude des séries d’Eisenstein (c.f. Prop. 2.11) montre que la bijection α : H → GL2(Zˆ)
construite dans l’étape précédente est un morphisme de groupes :
En utilisant la bijection α, on définit une action de GL2(Zˆ) sur Mcong(Qcycl) induit par celle
de H :
Définition 2.3. Si γ = γ0( 1 00 u ) ∈ GL2(Zˆ) avec γ0 ∈ SL2(Zˆ) et u ∈ Zˆ
∗, et si f ∈Mcong(Qcycl),
on définit
f ∗ γ := f ∗ (α−1(γ)) = f ∗ (γ0σu).
En utilisant le fait que l’algèbre M(SL2(Z),Q) est engendrée par les séries d’Eisenstein,
on conclut que le corps des fractions deMcong(Qcycl) est engendré par les séries d’Eisenstein
par la théorie de Galois pour l’extension Frac(Mcong(Qcycl)) sur Frac(M(SL2(Z),Q)). On
définit une autre action du groupe GL2(Zˆ) sur les séries d’Eisenstein ( c.f. déf. 2.6 ), dont
on peut le prolonger en Mcong(Qcycl), et on montre dans la proposition 2.11 que ces deux
actions coïncident. Donc α est un morphisme de groupes et cela nous permet d’identifier le
groupe H au groupe GL2(Zˆ) naturellement.
2.1.2 Séries d’Eisenstein-Kronecker
Les résultats dans ce paragraphe peuvent se trouver dans le livre de Weil [17].
Définition 2.4. Si (τ, z) ∈ H × C, on pose q = e2ipiτ et qz = e2ipiz . On introduit l’opérateur
∂z :=
1
2ipi
∂
∂z
= qz
∂
∂qz
. On pose aussi e(a) = e2ipia. Si k ∈ N, τ ∈ H, et z, u ∈ C, la série
d’Eisenstein-Kronecker est
Hk(s, τ, z, u) =
Γ(s)
(−2iπ)k
(
τ − τ¯
2iπ
)s−k
∑′
ω∈Z+Zτ
ω + z
k
|ω + z|2s
e(
ωu¯− uω¯
τ − τ¯
),
qui converge pour Re(s) > 1 + k
2
, et possède un prolongement méromorphe à tout le plan
complexe avec des pôles simples en s = 1 (si k = 0 et u ∈ Z + Zτ) et s = 0 (si k = 0 et
z ∈ Z + Zτ). Dans la formule ci-dessus
∑′
signifie (si z ∈ Z + Zτ) que l’on supprime le
terme correspondant à ω = −z. De plus, elle vérifie l’équation fonctionnelle :
Hk(s, τ, z, u) = e(
zu¯ − uz¯
τ − τ¯
)Hk(k + 1− s, τ, u, z).
Si k ≥ 1, on définit les fonctions suivantes :
Ek(τ, z) = Hk(k, τ, z, 0)(=
Γ(k)
(−2iπ)k
∑′
ω∈Z+Zτ
1
(ω + z)k
si k ≥ 3),
Fk(τ, z) = Hk(k, τ, 0, z)(=
Γ(k)
(−2iπ)k
∑′
ω∈Z+Zτ
1
(ω)k
e(
ωz¯ − zω¯
τ − τ¯
) si k ≥ 3).
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Les fonctions Ek(τ, z) et Fk(τ, z) sont périodiques en z de période Zτ + Z. De plus on a :
Ek+1(τ, z) = ∂zEk(τ, z), si k ∈ N et E0(τ, z) = log |θ(τ, z)| si z /∈ Z+ Zτ,
où θ(τ, z) est donnée par le produit infini :
θ(τ, z) = q1/12(q1/2z − q
−1/2
z )
∏
n≥1
((1− qnqz)(1− q
nq−1z )).
On note ∆ = (∂zθ(τ, z)|z=0)12 = q
∏
n≥1
(1− qn)24 la forme modulaire de poids 12.
Soient (α, β) ∈ (Q/Z)2 et (a, b) ∈ Q2 qui a pour image (α, β) dans (Q/Z)2. Si k = 2 et
(α, β) 6= (0, 0), ou si k ≥ 1 et k 6= 2, on définit :
E
(k)
α,β = Ek(τ, aτ + b) et F
(k)
α,β = Fk(τ, aτ + b).
Si k = 2 et (α, β) = (0, 0), on définit 1 E(2)0,0 = F
(2)
0,0 := lims→2H2(s, τ, 0, 0).
Lemme 2.5. Les functions E
(k)
α,β, F
(k)
α,β satisfont les relations de distribution suivantes, quel
que soit l’entier f ≥ 1 :∑
fα′=α,fβ′=β
E
(k)
α′,β′ = f
kE
(k)
α,β et
∑
fα′=α,fβ′=β
F
(k)
α′,β′ = f
2−kF
(k)
α,β(5)
∑
fβ′=β
E
(k)
α,β′(
τ
f
) = fkE
(k)
α,β et
∑
fβ′=β
F
(k)
α,β′(
τ
f
) = fF
(k)
α,β.(6)
Démonstration. Soit (a, b) ∈ Q2 un représentant de (α, β) ∈ (Q/Z)2. Les relations pour E(k)α,β
se déduisent du calcul suivant pour k ≥ 3 (pour k = 1, 2, il faut utiliser un prolongement
analytique ) :
∑
fα′=α
fβ′=β
E
(k)
α′,β′ =
∑
0≤i≤f−1
0≤j≤f−1
Γ(k)
(−2iπ)k
∑′
w∈Z+Zτ
1
(w + a+i
f
τ + b+j
f
)k
= fkE
(k)
α,β;
∑
fβ′=β
E
(k)
α,β′(
τ
f
) =
f−1∑
j=0
Γ(k)
(−2iπ)k
∑′
w∈Z+Z τ
f
1
(w + aτ
f
+ b+j
f
)k
= fkE
(k)
α,β.
La relation
∑
fβ′=β
F
(k)
α,β′(
τ
f
) = fF
(k)
α,β se déduit du même genre de calculs que les relations∑
fα′=α
fβ′=β
F
(k)
α′,β′ = f
2−kF
(k)
α,β et
∑
fβ′=β
E
(k)
α,β′(
τ
f
) = fkE
(k)
α,β ; et la relation
∑
fα′=α
fβ′=β
F
(k)
α′,β′ = f
2−kF
(k)
α,β se
déduit facilement en utilisant les deux égalités suivantes :
(1) Quels que soient w ∈ Z+ Zτ et 0 ≤ i, j ≤ f − 1 , on a
e(
i(wτ¯ − τw¯) + j(w − w¯)
τ − τ¯
) = 1.
1. La série H2(s, τ, 0, 0) converge pour Re(s) > 2, mais pas pour s = 2.
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(2) Quel que soient w = fw′ +m+ nτ avec w′ ∈ Z+ Zτ et m ou n 6= 0, on a
∑
0≤i≤f−1
0≤j≤f−1
1
wk
e(
w(a+i
f
τ¯ + b+j
f
)− (a+i
f
τ + b+j
f
)w¯
τ − τ¯
) = 0.
On dispose d’une action du groupe GL2(Zˆ) sur les séries d’Eisenstein.
Définition 2.6. Si γ = ( a bc d ) ∈ GL2(Zˆ), k ≥ 1 et (α, β) ∈ (Q/Z)
2, on définit
E
(k)
α,β ◦ γ = E
(k)
aα+cβ,bα+dβ et F
(k)
α,β ◦ γ = F
(k)
aα+bβ,cα+dβ .
Nous allons vérifier que ces séries d’Eisenstein appartiennent à Mcong(Qcycl) (c.f. prop.
2.7) et que l’action de GL2(Zˆ) sur Mcong(Qcycl) via la bijection α : H → GL2(Zˆ), définie
plus haut, induit l’action précédente sur les séries d’Eisenstein.
Proposition 2.7. (1) E
(2)
0,0 = F
(2)
0,0 =
−1
24
E∗2 , où E
∗
2 =
6
ipi(τ−τ¯)
+ 1 − 24
∑+∞
n=1
σ1(n)q
n est
la série d’Eisenstein non holomorphe de poids 2 habituelle.
(2) Si Nα = Nβ = 0, alors
(a) E˜
(2)
α,β = E
(2)
α,β −E
(2)
0,0 ∈M2(ΓN ,Q(ζN)) et E
(k)
α,β ∈Mk(ΓN ,Q(ζN)) si k ≥ 1 et k 6= 2.
(b) F
(k)
α,β ∈Mk(ΓN ,Q(ζN)) si k ≥ 1, k 6= 2 ou si k = 2, (α, β) 6= (0, 0).
Les résultats au-dessus sont bien connus. Pour faciliter la lecture, on donne l’idée ; les
détails se trouvent plus loin.
Démonstration. (1) Par définition, on a
E
(2)
0,0 = F
(2)
0,0 = lim
s→2
Γ(s)
(−2iπ)k
(
τ − τ¯
2iπ
)s−k
∑′
ω∈Z+Zτ
ω¯k
|ω|2s
.
On applique la formule de Poisson pour la somme (voir la démonstration de la propo-
sition (2.9)) et prend la limite.
(2) On considère le q-développement des séries d’Eisenstein et on va montrer dans la
proposition 2.9 que les coefficients sont dans l’extension cyclotomique. Il ne reste qu’à
vérifier que les séries sont fixées par le sous-groupe de congruence ΓN . Mais ce fait est
vérifié par des formules plus générales dans la proposition 2.11.
2.1.3 Les q-développements de séries d’Eisenstein
Soit A un sous-anneau de C. On note Dir(C) le C-espace vectoriel des séries de Dirichlet
formelles à coefficients dans C, ainsi que Dir(A) le sous A-module de Dir(C) des séries de
Dirichlet formelles dont les coefficients sont dans A. On définit une action du groupe de
Galois GQ = Gal(Q/Q) sur Dir(Q) en agissant sur les coefficients.
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Soit α ∈ Q/Z. On définit les séries de Dirichlet formelles ζ(α, s) et ζ∗(α, s), appartenant
à Dir(Qcycl), par les formules :
ζ(α, s) =
∑
n∈Q∗+
n=α mod Z
n−s et ζ∗(α, s) =
∞∑
n=1
e2ipiαnn−s.
La fonction ζ(α, s) admet un prolongement méromorphe à tout le plan complexe, holomorphe
en dehors de pôles simples en s = 1 de résidu 1.
Considérons l’application surjective χcycl : GQ → Zˆ∗. Soit d ∈ Zˆ∗ et soit σd un relèvement
de d dans GQ. Alors on définit l’action de d ∈ Zˆ∗ sur les séries de Dirichlet formelles ζ(α, s)
et ζ∗(α, s) via σd agissant sur les coefficients 2.
Lemme 2.8. On a ζ(α, s) ∗ d = ζ(α, s) et ζ∗(α, s) ∗ d = ζ∗(dα, s).
La proposition suivante décrit les q-développements de séries d’Eisenstein et elle montre
que les coefficients du q-développement des séries d’Eisenstein sont dans Qcycl. En particulier,
celle-ci nous permet de conclure le resultat de la proposition 2.7.
Proposition 2.9. (i) Si k ≥ 1, k 6= 2 et α, β ∈ Q/Z, alors le q-développement
∑
n∈Q+
anq
n
de E
(k)
α,β est donné par∑
n∈Q∗+
an
ns
= ζ(α, s)ζ∗(β, s− k + 1) + (−1)kζ(−α, s)ζ∗(−β, s− k + 1).
De plus, on a : soit k 6= 1. a0 = 0(resp. a0 = ζ
∗(β, 1− k)) si α 6= 0 (resp. α = 0) ; soit
k = 1. On a a0 = ζ(α, 0) (resp. a0 =
1
2
(ζ∗(β, 0)− ζ∗(−β, 0))) si α 6= 0 (resp. α = 0).
(ii) Si k ≥ 1 et α, β ∈ Q/Z(si k = 2, (α, β) 6= (0, 0)), alors le q-développement
∑
n∈Q+
anq
n
de F
(k)
α,β est donné par∑
n∈Q∗+
an
ns
= ζ(α, s− k + 1)ζ∗(β, s) + (−1)kζ(−α, s− k + 1)ζ∗(−β, s).
De plus, on a : soit k 6= 1, a0 = ζ(α, 1− k) ;
soit k = 1, a0 = ζ(α, 0)(resp. a0 =
1
2
(ζ∗(β, 0)− ζ∗(−β, 0))) si α 6= 0(resp. α = 0).
Démonstration. Choisisons une présentation (α˜, β˜) ∈ Q2 de (α, β) ∈ (Q/Z)2, alors la fonc-
tion F (k)α,β (resp. E
(k)
α,β) est définie par évaluer la fonction Hk(s, τ, 0, α˜τ+ β˜) (resp. Hk(s, τ, α˜τ+
β˜, 0)) en k = s. La fonction Hk(s, τ, z, u) converge si Re(s) > 1+ k2 , possède un prolongement
méromorphe à tout le plan complexe, holomorphe en dehors de pôle simple en s = 1 (si k = 0
et u ∈ Z+ Zτ) et s = 0 (si k = 0 et z ∈ Z+ Zτ).
2. L’action de σd sur e
2ipiα est donnée par σd∗e
2ipiα = e2ipidα, où dα est bien défini car on a l’isomorphisme
(Q⊗ Zˆ)/Zˆ ∼= Q/Z.
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Pour obtenir les formules dans la proposition, on applique la formule de Poisson (pour
k = 1, 2, il faut utiliser un prolongement analytique.) Montrons (ii) en utilisant la formule
de Poisson.
Pour simplifier la formule, on écrit z = α˜τ + β˜ et on pose τ = x+ iy ∈ H avec x, y ∈ R.
De la définition, on a :
Hk(s, τ, 0, z) =
Γ(s)
(−2πi)k
(
−2iy
2πi
)s−k
∑
m,n∈Z
1
(mτ + n)k|mτ + n|2(s−k)
e(
wz¯ − zw¯
τ − τ¯
)
=
Γ(s)
(−2πi)s
∑
m,n∈Z
(2iy)s−k
(mτ + n)s(mτ¯ + n)s−k
e(mβ˜ − nα˜)
=
Γ(s)
(−2πi)s
(
∑
m≥0
∑
n∈Z
(2iy)s−k
(mτ + n)s(mτ¯ + n)s−k
e(mβ˜ − nα˜)+
+ (−1)2s−k
∑
m>0
∑
n∈Z
(2iy)s−k
(mτ − n)s(mτ¯ − n)s−k
e(−mβ˜ − nα˜))
Si Re(s) > 1 + k
2
, la fonction f(t) = e(mβ˜−tα˜)
(mτ+t)s(mτ¯+t)s−k
vérifie la condition de la formule de
Poisson. Alors,
∑
n∈Z
f(n) =
∑
n∈Z
F(f)(n) =
∑
n∈Z
∫ +∞
−∞
e−2ipinte(mβ˜ − tα˜)
(mτ + t)s(mτ¯ + t)s−k
dt
=
∑
n∈Z
e(m((n + α˜)x+ β˜))
∫ +∞
−∞
e−2ipi(n+α˜)t
(imy + t)s(−imy + t)s−k
dt
Alors, si s = k, on a k ≥ 3 et on a
∫ +∞
−∞
e−2ipi(n+α˜)t
(imy+t)k
dt = (−2iπ)kΓ(k)−1(n+α˜)k−1e−2piym(n+α˜);
grâce à la méthode des résidus. Ceci nous donne∑
n∈Z
f(n) =
∑
n∈Q+,n≡α[Z]
(−2iπ)kΓ(k)−1nk−1qmne(mβ˜).
On peut aussi appliquer la formule de Poisson à la fonction g(t) = e(−mβ˜−tα˜)
(mτ−t)s(mτ¯−t)s−k
pour
s = k ≥ 3 et obtient∑
n∈Z
g(n) =
∑
n∈Q+,n≡−α[Z]
(−2iπ)kΓ(k)−1nk−1qmne(−mβ˜).
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Donc on a
F
(k)
α,β =
∑
m≥0
∑
n∈Q+,n≡α[Z]
nk−1qmne(mβ˜) + (−1)k
∑
m>0
∑
n∈Q+,n≡−α[Z]
nk−1qmne(−mβ˜)
=


ζ(α, 1− k) +
∑
m>0
∑
n∈Q+,n≡α[Z]
nk−1qmne(mβ˜)+
+ (−1)k
∑
m>0
∑
n∈Q+,n≡−α[Z]
nk−1qmne(−mβ˜); si α 6= 0,
1
2
(ζ∗(β, 0)− ζ∗(−β, 0)) +
∑
m>0
∑
n∈Q∗+,n≡α[Z]
nk−1qmne(mβ˜)+
+ (−1)k
∑
m>0
∑
n∈Q∗+,n≡−α[Z]
nk−1qmne(−mβ˜); si α = 0 et k = 1;
Donc,
∑
n∈Q∗+
an
ns
=
∑
n∈Q∗+,n≡α[Z]
+∞∑
m=1
e2ipimβ˜nk−1
1
(mn)s
+ (−1)k
∑
n∈Q∗+,n≡−α[Z]
+∞∑
m=1
e−2ipimβ˜nk−1
1
(mn)s
=
∑
n∈Q∗+,
n≡α[Z]
1
ms
+∞∑
m=1
e2ipimβ˜
1
ns−k+1
+ (−1)k
∑
n∈Q∗+,
n≡−α[Z]
1
ms
+∞∑
n=1
e−2ipimβ˜
1
ns−k+1
= ζ(α, s− k + 1)ζ∗(β, s) + (−1)kζ(−α, s− k + 1)ζ∗(−β, s).
Remarque 2.10. (i) D’après cette proposition, on voit que E(1)α,β et F
(1)
α,β ont le même
q-développement pour tous les α, β ∈ Q/Z (On peut aussi déduire ce résultat par
l’équation fonctionnelle de Hk(s, τ, z, u)).
(ii) Soit d ∈ Zˆ∗ et soit σd un relèvement de d dans GQ. L’action de Zˆ∗ induit par l’action
de H sur les séries d’Eisenstein est donnée par σd agissant sur les coefficients du q-
développement de formes modulaires. Il équivaut à trouver l’action de Zˆ∗ sur les séries
de Dirichlet formelles associées. Soit
∑
n∈Q+
anq
n le q-développement de E(k)α,β (resp.
F
(k)
α,β). Alors le q-développement
∑
n∈Q+
bnq
n de E(k)α,β ∗ d est donné par
∑
n∈Q∗+
bn
ns
=
∑
n∈Q∗+
an
ns
∗ d = ζ(α, s)ζ∗(dβ, s− k + 1) + (−1)kζ(−α, s)ζ∗(−dβ, s− k + 1),
b0 =


0(resp. ζ∗(dβ, 1− k)); si k 6= 1, α 6= 0(resp. si α = 0),
ζ(α, 0)(resp.
1
2
(ζ∗(dβ, 0)− ζ∗(−dβ, 0))); si k = 1, α 6= 0(resp. α = 0);
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et celui de F (k)α,β ∗ d est donné par∑
n∈Q∗+
bn
ns
= ζ(α, s− k + 1)ζ∗(dβ, s) + (−1)kζ(−α, s− k + 1)ζ∗(−dβ, s);
b0 =


ζ(α, 1− k)); si k 6= 1,
ζ(α, 0)
(
resp.
1
2
(ζ∗(dβ, 0)− ζ∗(−dβ, 0))
)
; si k = 1, α 6= 0( resp. α = 0);
.
Donc on a E(k)α,β ∗ d = E
(k)
α,dβ et F
(k)
α,β ∗ d = F
(k)
α,dβ .
Proposition 2.11. Si γ =
(
a b
c d
)
∈ GL2(Zˆ), k ≥ 1 et (α, β) ∈ (Q/Z)2, on a :
E
(k)
α,β ∗ γ = E
(k)
aα+cβ,bα+dβ et F
(k)
α,β ∗ γ = F
(k)
aα+cβ,bα+dβ.
Démonstration. Comme GL2(Zˆ) = ∪d∈Zˆ∗ SL2(Zˆ)(
1 0
0 d ), il suffit de vérifier pour γ ∈ SL2(Zˆ) et
( 1 00 d ) avec d ∈ Zˆ
∗. Le cas de ( 1 00 d ) suit du lemme 2.8 et du q-développement de la proposition
2.9. Le cas de SL2(Zˆ) suit du calcul pour SL2(Z) et se déduit par continuité.
Le calcul pour SL2(Z) est facile et on seulement donne le calcul pour la relation E
(k)
α,β ∗γ =
E
(k)
aα+cβ,bα+dβ . Choisissons une présentation (α˜, β˜) ∈ Q
2 de (α, β) ∈ (Q/Z)2, et si γ =
(
a b
c d
)
∈
SL2(Z), alors on a :
E
(k)
α,β ∗ γ = E
(k)
α,β|kγ(τ) =
1
(cτ + d)k
Ek(γτ, α˜γτ + β˜) =
1
(cτ + d)k
Γ(k)
(−2iπ)k
∑
ω∈Z+Zγτ
1
(ω + α˜γτ + β˜)k
=
Γ(k)
(−2iπ)k
∑
ω∈Z+Zτ
1
(ω + α˜(aτ + b) + β˜(cτ + d))k
= E
(k)
aα+cβ,bα+dβ(τ)
2.1.4 Les distributions zEis(k), z
′
Eis(k), et zEis(k, j)
Soient X = (Q ⊗ Zˆ)2, G = GL2(Q ⊗ Zˆ) et V = M
cong
k (Q
cycl). Alors X est un espace
topologique localement profini et G est un groupe localement profini, agissant continûment
à droite sur X par la multiplication de matrices.
L’action de G sur V à droite, noté par ∗, se déduit de l’action de Π
′
Q sur V et l’action
de ΠQ se factorise à travers GL2(Zˆ). Comme tout γ ∈ GL2(Q ⊗ Zˆ) peut s’écrire sous la
forme γ = g1
(
r0 0
0 r0
)(
1 0
0 e
)
g2 avec g1, g2 ∈ GL2(Zˆ), r0 ∈ Q∗+ et e un entier ≥ 1, il suffit de
donner les formules pour γ ∈ GL2(Zˆ), γ =
(
r0 0
0 r0
)
et γ =
(
1 0
0 e
)
respectivement. Comme(
r0 0
0 r0
)
et
(
1 0
0 e
)
apparaissent dans GL2(Q)+, on prend ses actions par la formule (2) dans
“notation”. Si γ ∈ GL2(Zˆ), en utilisant la décomposition GL2(Zˆ) = ∪d∈Zˆ∗ SL2(Zˆ)(
1 0
0 d ), on
décompose l’action de γ en deux parties. Comme on est en poids k, l’action de SL2(Zˆ) est
l’action |k. L’action de ( 1 00 d ) est via un relèvement σd dans GQ agissant sur les coefficients
du q-développement. En particulier, au cas des séries d’Eisenstein, la proposition 2.11 nous
donne les formules explicites. Les formules (1) dans "notation" s’applique au cas au-dessus.
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Théorème 2.12. Si k ≥ 1, il existe une distribution algébrique zEis(k) (resp. z
′
Eis(k)) ∈
Dalg((Q⊗ Zˆ)2,M
cong
k (Q
cycl)) vérifiant : quels que soient r ∈ Q∗ et (a, b) ∈ Q2, on a∫
(a+rZˆ)×(b+rZˆ)
zEis(k) = r
−kE
(k)
r−1a,r−1b
(
resp.
∫
(a+rZˆ)×(b+rZˆ)
zEis(k) = r
−kE˜
(k)
r−1a,r−1b si k = 2
)
∫
(a+rZˆ)×(b+rZˆ)
z′Eis(k) = r
k−2F
(k)
r−1a,r−1b.
De plus, si γ ∈ GL2(Q⊗ Zˆ), alors zEis(k) ∗ γ = zEis(k) et z
′
Eis(k) ∗ γ = | det γ|
1−kz′Eis(k).
Démonstration. L’existence de la distribution résulte des relations de distribution de E(k)α,β
et F (k)α,β dans le lemme (2.5). Comme tout γ ∈ GL2(Q ⊗ Zˆ) peut s’écrire sous la forme
γ = g1
(
r0 0
0 r0
)(
1 0
0 e
)
g2 avec g1, g2 ∈ GL2(Zˆ), r0 ∈ Q∗+ et e un entier ≥ 1. Alors, il ne reste qu’à
calculer les actions de GL2(Zˆ),
(
r0 0
0 r0
)
et
(
1 0
0 e
)
respectivement. On donnera le calcul pour la
distribution algébrique zEis(k) et la relation pour z
′
Eis(k) est du calcul de la même manière.
– Si γ ∈ GL2(Zˆ), on a | det γ| = 1.
∫
(a+rZˆ)×(b+rZˆ)
zEis(k) ∗ γ =
(∫
((a+rZˆ)×(b+rZˆ))∗γ−1
zEis(k)
)
∗ γ = r−kE
(k)
r−1a,r−1b.
La dernière équation dans la formule au-dessus se déduit de la proposition 2.11.
– Si γ =
(
r0 0
0 r0
)
, on a :∫
(a+rZˆ)×(b+rZˆ)
zEis(k) ∗ γ =
(∫
( a
r0
+ r
r0
Zˆ)×( b
r0
+ r
r0
Zˆ)
zEis(k)
)
∗ γ = (
r
r0
)−k(E
(k)
r−1a,r−1b) ∗ γ
= (
r
r0
)−k
1
(0τ + r0)k
E
(k)
r−1a,r−1b(γτ) = r
−kE
(k)
r−1a,r−1b;
– Si γ =
(
1 0
0 e
)
, on a :∫
(a+rZˆ)×(b+rZˆ)
zEis(k) ∗ γ = (
∫
((a+rZˆ)×(b+rZˆ))∗γ−1
zEis(k)) ∗ γ = (
∫
(a+rZˆ)×( b
e
+ r
e
Zˆ)
zEis(k)) ∗ γ
=
e−1∑
i=0
(
∫
(a+rZˆ)×( b
e
+ ir
e
+rZˆ)
zEis(k)) ∗ γ =
1
(0τ + e)k
r−k
e−1∑
i=0
E
(k)
r−1a, r
−1b+i
e
(
τ
e
) = r−kE
(k)
r−1a,r−1b,
où la dernière équation se déduit de la relation (6) dans le lemme 2.5.
On peut identifier (Q⊗ Zˆ)2× (Q⊗ Zˆ)2 avec M2(Q⊗ Zˆ) via le morphisme ((a, b), (c, d)) 7→(
a b
c d
)
. En utilisant le fait que le produit de deux formes modulaires de poids i et j est une
forme modulaire de poids i+ j, on obtient une application naturelle :
Dalg((Q⊗ Zˆ)
2,Mi(Q))⊗Dalg((Q⊗ Zˆ)
2,Mj(Q))→ Dalg(M2(Q⊗ Zˆ),Mi+j(Q)).
Si k ≥ 2 et 1 ≤ j ≤ k − 1, on définit
zEis(k, j) =
(−1)j
(j − 1)!
z′Eis(k − j)⊗ zEis(j) ∈ Dalg(M2(Q⊗ Zˆ),Mk(Q)).
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2.1.5 Une variante des séries d’Eisenstein et la distribution zEis,c,d(k, j)
Soit 〈·〉 : Z∗p → Zˆ
∗ l’inclusion naturelle en envoyant x sur 〈x〉 = (1, · · · , x, 1, · · · ), où x est
à la place p. Considérons l’inclusion de Zˆ∗ dans GL2(Zˆ) en envoyant d sur ( d 00 d ). D’après la
proposition 2.11, cela définit une action de d ∈ Zˆ∗ sur les séries d’Eisenstein par les formules :
si k ≥ 1 et (α, β) ∈ (Q/Z)2, on a
(7) d · Ekα,β = E
(k)
dα,dβ = E
(k)
α,β ∗ (
d 0
0 d ) et d · F
(k)
α,β = F
(k)
dα,dβ = F
(k)
α,β ∗ (
d 0
0 d ),
où l’action de ∗ est celle de GL2(Zˆ) sur les séries d’Eisenstein.
Considérons l’injection de Mcongk (Q) dans M
cong
k (Qp). On peut définir une variante des
séries d’Eisenstein à coefficients dans Qp ci-dessous : si c ∈ Z
∗
p, on pose
E
(k)
c,α,β =
{
c2E
(k)
α,β − c
kE
(k)
〈c〉α,〈c〉β ; si k ≥ 1 et k 6= 2,
c2E˜
(2)
α,β − c
2E˜
(2)
〈c〉α,〈c〉β ; si k = 2;
F
(k)
c,α,β = c
2F
(k)
α,β − c
2−kF
(k)
〈c〉α,〈c〉β si k ≥ 1 et k 6= 2, ou si (α, β) 6= (0, 0) et k = 2.
(8)
Elles sont des combinaisons linéaires des séries d’Eisenstein. On définit une dérivation ∂z sur
E
(k)
c,α,β comme suivant : choisissons une suite {cn : cn ∈ N}n∈N telle que limn→+∞ cn = c et
posons
∂zE
(k)
c,α,β = limn→+∞
∂z(c
2
nEk(τ, z)− c
k
nEk(τ, cnz))|z=ατ+β.
De la relation Ek+1(τ, z) = ∂zEk(τ, z) si k ∈ N, on déduit que :
Lemme 2.13. On a ∂zE
(k)
c,α,β = E
(k+1)
c,α,β .
D’après le paragraphe §2.1.4. la proposition suivante est immédiate :
Proposition 2.14. (1) Soit c ∈ Z∗p. Si k ≥ 1, il existe une distribution algébrique
zEis,c(k) (resp. z
′
Eis,c) ∈ Dalg((Q⊗ Zˆ)
2,Mcongk (Q
cycl
p )) vérifiant : quel que soient r ∈ Q
∗
et (a, b) ∈ Q2, on a∫
(a+rZˆ)×(b+rZˆ)
zEis,c(k) = r
−kE
(k)
c,r−1a,r−1b(resp.
∫
(a+rZˆ)×(b+rZˆ)
z
′
Eis,c(k) = r
k−2F
(k)
c,r−1a,r−1b.)
De plus, si γ ∈ GL2(Q⊗ Zˆ), alors on a
zEis,c(k) ∗ γ = zEis,c(k) et z
′
Eis,c ∗ γ = | det γ|
1−kz
′
Eis,c(k).
(2) Soient c, d ∈ Z∗p. Si k ≥ 2 et 1 ≤ j ≤ k − 1, la distribution
zEis,c,d(k, j) =
(−1)j
(j − 1)!
z′Eis,c(k − j)⊗ zEis,d(j)
appartient à Dalg(M2(Q⊗Zˆ),Mk(Qcyclp )). De plus, elle vérifie les propriétés suivantes :
•Si M,N sont deux entiers ≥ 1, on pose OM,N = {
(
a0 b0
c0 d0
)
, a0−1, b0 ∈MZˆ, c0, d0−1 ∈
NZˆ} et φM,N la fonction caractéristique de OM,N . Alors on a :∫
φM,NzEis,c,d(k, j) =
(−1)j
(j − 1)!
Mk−j−2N−jF
(k−j)
c, 1
M
,0
E
(j)
d,0, 1
N
.
•Si γ ∈ GL2(Q⊗ Zˆ), zEis,c,d(k, j)|kγ = | det γ|
j−1zEis,c,d(k, j).
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2.2 Unités de Siegel et distribution zSiegel
Définition 2.15. Soit Γ un sous-groupe de SL2(Z) d’indice fini.
(1) Une fonction modulaire de poids 0 pour Γ est une fonction holomorphe f(τ) sur H
et méromorphe sur (H ∪ P1(Q))/Γ, telle que, f(aτ+b
cτ+d
) = f(z) pour γ ∈ Γ ;
(2) Une unité modulaire pour Γ est une unité de l’anneau des fonctions modulaires de
poids 0 pour Γ .
Soit K un sous corps de C. On note U(Γ, K) le groupe des unités modulaires pour Γ dont
le q-développement est à coefficients dans K. On note U(K) la réunion des U(Γ, K), où Γ
décrit tous les sous-groupes d’indice fini de SL2(Z).
La fonction thêta θ(τ, z) est définie par le produit infini
θ(τ, z) = q1/12(q1/2z − q
−1/2
z )
∏
n≥1
((1− qnqz)(1− q
nq−1z )).
Elle n’est pas périodique en z de période Z + Zτ . Rappelons ci-après les propriétés fonda-
mentales de la fonction θ ( c.f. [11] chapitre 19) :
– θ est homogène de degré 0 ;
– Soit γ =
(
a0 b0
c0 d0
)
∈ SL2(Z). Alors θ(τ, z) satisfait une équation fonctionnelle :
θ(γ( τ1 ), z) = ζ12,γθ(τ, z)e(
πic0z
2
(c0τ + d0)
)
où ζ12,γ est une racine d’unité d’ordre 12 qui dépend de γ et γ( τ1 ) est le produit de
matrices usuel (i.e. γ( τ1 ) = (
a0τ+b0
c0τ+d0
)).
Notons Λτ le réseau Z + Zτ . Pour un entier c > 2, (c, 6) = 1, on définit une autre
fonction g0,c(z) = θ(τ, z)c
2
θ(τ, cz)−1 à partir de la fonction thêta. Soit a un entier ≥ 1 ;
on note O(C/Λτ , a) l’anneau des fonctions holomorphes sur C/Λτ − (a−1Λτ )/Λτ et on note
O(C/Λτ , a)
∗ le groupe des unités de O(C/Λτ , a). Soit a, b deux entiers tels que (a, b) = 1 ;
on définit une application de norme du groupe O(C/Λτ , ab)∗ dans le groupe O(C/Λτ , b)∗
comme suit : soit f(z) ∈ O(C/Λτ , ab)∗, on a
Na(f(z)) :=
a−1∏
k=0
a−1∏
j=0
f(
z
a
+
k
a
+
jτ
a
).
Lemme 2.16. (1) La fonction g0,c(z), qui est une fonction elliptique sur C/Λτ , est une
unité de l’anneau O(C/Λτ , c) des fonctions holomorphes sur C/Λτ − (c−1Λτ )/Λτ .
(2) Quel que soit a un entier ≥ 1 tel que (a, c) = 1, on a Na(g0,c) = g0,c.
Démonstration. (1) La première assertion de (1) du lemme suit d’un calcul direct.
Observons que le diviseur associé à g0,c sur C/Λτ est c2(0¯) − c−1Λτ/Λτ ( cela suit de
l’expression explicite de g0,c.) Il s’ensuit que g0,c est une unité de l’anneau des fonctions
holomorphes sur C/Λτ − (c−1Z+ c−1Zτ)/Λτ .
(2) De la définition de l’application Na, on a Na(Nb(g0,c)) = Nb(Na(g0,c)) pour a, b ∈ N
tels que (ab, c) = 1. Comme Na(g0,c) et g0,c(z) ont le même diviseur, il existe une
20
constante ua ∈ C∗ telle que Na(g0,c) = uag0,c. Par la relation NaNb = NbNa, on a
ua
2−1
b = u
b2−1
a . Si on pose g = u
−3
2 u3g0,c, alors on a
Na(g) = u
−3a2
2 u
a2
3 uag0,c = u
−3(a2−1)
2 u
a2−1
3 uag = u
−3(22−1)
a u
32−1
a uag = g.
L’assertion se déduit des relations N2(g0,c) = g0,c et N3(g0,c) = g0,c. En effet, quel que
soit a ≥ 1 tel que (a, c) = 1, de la formule
∏a−1
i=0 (1−Xζ
i
a) = 1−X
a, on a
Na(1− q
nq±1z ) =
a−1∏
j=0
(1− qan±jq±1z );Na(1− q
nq±cz ) =
a−1∏
j=0
(1− qan±cjq±1cz ).
Alors, on a la relation
Na(
∏
n≥0
(1− qnqz)
∏
n≥1
(1− qnq−1z )) =
∏
n≥0
(1− qnqz)
∏
n≥1
(1− qnq−1z );
cela simplifie les calculs et on vérifie facilement pour a = 2, 3, Na(g0,c) = g0,c.
Soit d un autre entier vérifiant (d, 6) = 1. On définit c∗g0,d(z) = g0,d(cz).
Lemme 2.17. Soient c, d deux entiers tels que (cd, 6) = 1. Alors on a
(9) (g0,d)
c2(c∗g0,d)
−1 = (g0,c)
d2(d∗g0,c)
−1.
Démonstration. Considérons les fonctions méromorphes (g0,d)c
2
(c∗g0,d)
−1 et (g0,c)d
2
(d∗g0,c)
−1,
elles ont le même diviseur sur C/Λτ : c2d2(0¯)−c2(d−1Λτ/Λτ)−d2(c−1Λτ/Λτ )+((cd)−1Λτ/Λτ ).
Donc (g0,d)
c2 (c∗g0,d)
−1
(g0,c)d
2 (d∗g0,c)−1
est une fonction holomorphe sur C/Λτ ; en particulier, elle est une fonc-
tion constante non nulle u. Comme g0,c est stable sous l’application de norme Na pour
(a, c) = 1, il en résulte que pour a = 2 (resp. 3), u4 = u ( resp. u9 = u). Donc u = 1.
Soit (α, β) ∈ (Q/Z)2 ; on définit une action de SL2(Z) à droite par le produit de matrices
usuel :
si γ = ( a0 b0c0 d0 ), (α, β) ∗ γ = (a0α + c0β, b0α + d0β).
Pour (α, β) ∈ (Q/Z)2, choisissons un relèvement (a, b) de (α, β) dans Q2, et posons
gc,α,β(τ) = g0,c(aτ + b).
Proposition 2.18. Soient α, β ∈ 1
N
Z/Z.
(i) Si (c, 6) = 1 et (cα, cβ) 6= (0, 0), alors gc,α,β est une unité modulaire dans U(ΓN ,Q(ζN)).
(ii) Si (c, 6) = 1, l’élément gα,β = g
1/(c2−1)
c,α,β de Q⊗U(Q) ne dépend pas du choix de c ≡ 1
mod N . De plus, on a gc,α,β = g
c2
α,βg
−1
cα,cβ.
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Démonstration. Soit (a, b) un relèvement de (α, β) dans Q2.
(i) Comme (cα, cβ) 6= (0, 0), on obtient aτ + b /∈ c−1Z + c−1Zτ . Comme g0,c est une unité
de l’anneau des fonctions holomorphes sur C/Λτ − (c−1Λτ )/Λτ , la fonction gc,α,β(τ) n’a ni
zéros, ni pôles sur H.
Considérons le q-développement de la fonction gc,α,β, on trouve que les coefficients sont
dans Q(ζN). Donc il suffit de vérifier que c’est une fonction modulaire pour le sous groupe
de congruence ΓN .
Considérons la fonction θ(τ, aτ + b) sous l’action de γ ∈ SL2(Z). L’action de γ sur ( τ1 )
nous donne une base nouvelle du réseau (τ, 1), et l’action de γ sur aτ + b est donnée par
transformation de Möbius (i.e. le point aτ + b est envoyé en aγτ + b).
Comme (c, 6) = 1, on a 12|(c2−1). Si γ ∈ ΓN , on a (α, β)∗γ = (α, β). Avec les propriétés
fondamentales de la fonction θ ci-dessus, on a 3 alors
gc,α,β(γτ) =
θ(γτ, aγτ + b)c
2
θ(γτ, c(aγτ + b))
=
θ(γ( τ1 ), (aa0 + bc0)τ + b0a+ d0b)
c2
θ(γ( τ1 ), c((aa0 + bc0)τ + ab0 + bd0))
=
ζc
2
12,γθ(τ, (aa0 + bc0)τ + b0a+ d0b)
c2e( c
2piic0((aa0+bc0)τ+b0a+d0b)2
(c0τ+d0)
)
ζ12,γθ(τ, c((aa0 + bc0)τ + b0a+ d0b))e(
piic0(c((aa0+bc0)τ+b0a+d0b))2
(c0τ+d0)
)
= ζc
2−1
12,γ
θ(τ, (aa0 + bc0)τ + b0a + d0b)
c2
θ(τ, c((aa0 + bc0)τ + b0a+ d0b))
= gc,(α,β)∗γ(τ) = gc,(α,β)(τ).
(ii) Si on évalue c∗g0,d(z) en aτ + b, on obtient c∗g0,d(aτ + b) = g0,d(caτ + cb). Soient
c ≡ d ≡ 1[N ]. On a c∗g0,d(aτ + b) = gd,α,β et d∗g0,c(aτ + b) = gc,α,β. On en déduit que
(gd,α,β)
c2(gd,α,β)
−1 = (gc,α,β)
d2(gc,α,β)
−1. Autrement dit, gα,β = g
1/(c2−1)
c,α,β ne dépend pas du
choix de c ≡ 1 mod N . Soient (c, 6N) = 1 et d ≡ 1 mod N . En évaluant en aτ + b, la
rélation (9) se traduit en (gd,α,β)c
2
g−1d,cα,cβ = g
d2
c,α,βg
−1
c,α,β, et donc gc,α,β = (gα,β)
c2g−1cα,cβ.
Remarque 2.19. Il y a une preuve geométrique de cette proposition, en utilisant l’espace
de module des courbes elliptiques dans [9].
L’action de GL2(Zˆ) sur Mcong(Qcycl) induit celle de GL2(Zˆ) sur Q⊗ U cong(Qcycl).
Lemme 2.20. Soit (α, β) ∈ (Q/Z)2 et soit γ ∈ GL2(Zˆ). Alors on a gα,β ∗ γ = g(α,β)∗γ .
Démonstration. Soient α, β ∈ 1
N
Z/Z. Si γ ∈ SL2(Zˆ), on peut choisir un entier c tel que
(c, 6) = 1, et (cα, cβ) 6= (0, 0). On a déja calculé l’action de γ ∈ SL2(Z) sur gc,α,β dans la
proposition ci-dessus : gc,α,β∗γ = gc,(α,β)∗γ . Celle-ci induit la formule de l’action de γ ∈ SL2(Z)
sur gα,β : gα,β ∗ γ = g(α,β)∗γ . Elle se prolonge par continuité en une action de SL2(Zˆ) avec la
même formule. Si γ = ( 1 00 d ) avec d ∈ Zˆ
∗, l’action de γ sur gc,α,β est donnée par la formule :
gc,α,β ∗ γ = gc,α,dβ = gc,(α,β)∗γ , cela se voit directement sur le q-développement de gc,α,β (on
rappelle que ( 1 00 d ) agit par σd). Alors, l’action de γ ∈ GL2(Zˆ) sur gα,β est donnée par la
formule : gα,β ∗ γ = g(α,β)∗γ .
3. le deuxième égalité est du fait que θ est homogène de degré 0 .
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Théorème 2.21. Il existe une distribution algébrique zSiegel ∈ Dalg((Q ⊗ Zˆ)2 − (0, 0),Q ⊗
U(Qcycl)), telle que, quels que soient r ∈ Q∗ et (a, b) ∈ Q2 − (rZ, rZ), on ait :∫
(a+r1Zˆ)×(b+r2Zˆ)
zSiegel = gr−1a,r−1b(τ).
De plus, zsiegel est invariante sous l’action de Π
′
Q.
Démonstration. Soit e un entier ≥ 1 et soit N le plus petit entier tel que Nr,Na et Nb
sont des entiers. On peut trouver c ∈ Z tel que (c, e) = 1 et c ≡ 1 mod N . Alors on a∏e−1
l=0
∏e−1
k=0 g kr+a
er
, b+lr
er
= Na(gc,r−1a,r−1b)
1/(c2−1) = g
1/(c2−1)
c,r−1a,r−1b.
Si r1, r2 ∈ Q∗ deux nombres rationnelles distincts et si (a1, a2) ∈ Q2 − (r1Z, r2Z), alors il
existe r ∈ Q∗ tel que k1 = rr1 et k2 =
r
r2
appartient à Z. Pour i = 1, 2, ai+riZˆ est une réunion
disjointe des ai+ kri+ rZˆ pour 0 ≤ k ≤ ki. On se remarque que si r1, r2 ∈ Q∗ deux nombres
rationnels et si (a1, a2) ∈ Q2 − (rZ, rZ), l’intégration de zSiegel sur (a1 + r1Zˆ) × (a2 + r2Zˆ)
est définie par la formule :
∫
(a1+r1Zˆ)×(a2+r2Zˆ)
zSiegel =
k1∏
e1=0
k2∏
e2=0
gr−1(a1+e1r1),r−1(a2+e2r2).
Ceci ne dépend pas du choix de r à grâce au calcul au-dessus et définit une relation de
distribution algébrique. Donc zsiegel est une distribution algébrique.
Par définition de zSiegel et gα,β, zSiegel est une distribution algébrique à valeurs dans
Q ⊗ U(Qcycl). L’action de Π
′
Q sur M
cong(Qcycl) se factorise à travers GL2(Q ⊗ Zˆ). Donc en
utilisant le même argument que dans le théorème 2.12, il suffit de vérifier l’invariance pour
γ ∈ GL2(Zˆ), γ =
(
r0 0
0 r0
)
et γ =
(
1 0
0 e
)
respectivement. L’action de GL2(Q)+ sur l’espace
des formes modulaires M(Q) est donnée par la formule (2) dans “notations", c’est-à-dire,
(f ∗ γ)(τ) = f(γτ) car on est en poids 0.
– Si γ ∈ GL2(Zˆ), l’assertion est de la définition de zSiegel et du lemme 2.20.
– Si γ =
(
r0 0
0 r0
)
, on a :∫
(a+rZˆ)×(b+rZˆ)
zSiegel ∗ γ =
(∫
( a
r0
+ r
r0
Zˆ)×( b
r0
+ r
r0
Zˆ)
zSiegel
)
∗ γ = (gr−1a,r−1b) ∗ γ
= (det γ)1−kgr−1a,r−1b|γ = gr−1a,r−1b;
– Si γ =
(
1 0
0 e
)
, on a :
∫
(a+rZˆ)×(b+rZˆ)
zSiegel ∗ γ =
(∫
(a+rZˆ)×( b
e
+ r
e
Zˆ)
zSiegel
)
∗ γ =
e−1∏
i=0
(∫
(a+rZˆ)×( b
e
+ ir
e
+rZˆ)
zSiegel
)
∗ γ
=
e−1∏
i=0
g
r−1a, r
−1b+i
e
(
τ
e
) =
e−1∏
i=0,j=0
g r−1a+j
e
, r
−1b+i
e
(τ) = gr−1a,r−1b.
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2.3 Théorie de Kummer p-adique
2.3.1 Théorie de Kummer p-adique
Soit G un groupe localement profini. Soit X un espace topologique localement profini
muni d’une action continue de G à droite. Soit M un G-module topologique muni d’une
action à droite de G. On note Hi(G,M) le i-ième groupe de cohomologie continue de G à
valeurs dans M . Si X est de plus muni d’une G-action à gauche ( notée (g, x) = g · x )
commutant à l’action à droite de G, alors Hi(G,Dalg(X,M)) est muni d’une structure de
G-module à gauche donnée par la formule :∫
X
g · µ =
∫
gX
µ si µ ∈ Hi(G,Dalg(X,M)).
Posons : X1 = (Q ⊗ Zˆ)2 − (0, 0), X2 = {
(
a b
c d
)
∈ M2(Q ⊗ Zˆ)|(a, b), (c, d) ∈ X1}, et
X
(p)
2 := M2(Q ⊗ Zˆ)
(p) ⊂ X2. Dans la section précédente, on a obtenu une distribution
algébrique
zSiegel ∈ Dalg
(
X1,Q⊗ U(Q
cycl)
)
,
qui est invariante sous l’action de Π
′
Q.
Notons Z0 = {(xn)n∈N|xn ∈ U(Q), (xn+1)p = xn} et Z = Z0⊗Q. Alors Z est muni d’une
action de Π
′
Q, agissant sur chaque composante de Z.
On définit une projection θ de Z0 sur U(Q) en envoyant (xn)n∈N à x0.
Lemme 2.22. La projection θ : Z0 → U(Q) est surjective, dont le noyau est
Ker(θ) = {(1, ǫp, ǫpn, ...ǫpn , ...)} ∼= Zp(1).
Démonstration. Soit Γ un sous-groupe de SL2(Z) d’indice fini et soit x ∈ U(Q) une unité
modulaire pour Γ. Alors x
1
p est encore une fonction holomorphes sur H et méromorphe sur
H ∪ P1(Q).
Soit γ ∈ Γ, alors x
1
p ∗ γ = ζp,γx
1
p , où ζp,γ est une racine d’unité d’ordre p qui dépend de
γ ; ce qui nous fournit un caractére χ de Γ sur µp le groupe des racine d’unité d’ordre p. Par
conséquent, le noyau du caratère χ est un sous-groupe de Γ d’indice fini, qui fixe x
1
p . Ceci
permet de conclure la surjectivité.
Le reste est immédiat.
Comme Q est plat sur Z, on obtient une suite exacte de Π
′
Q-modules :
0→ Qp(1)→ Z → Q⊗ U(Q)→ 0.
Cela nous fournit une suite exacte de Π
′
Q-modules :
0→ Dalg(X1,Qp(1))→ Dalg(X1, Z)→ Dalg(X1,Q⊗ U(Q))→ 0.
En prenant la cohomologie continue de Π
′
Q, on obtient une suite exacte longue :
0→ H0(Π
′
Q,Dalg(X1,Qp(1)))→ H
0(Π
′
Q,Dalg(X1, Z))
→ H0(Π
′
Q,Dalg(X1,Q⊗ U(Q)))
δ
−→ H1(Π
′
Q,Dalg(X1,Qp(1)))
→ H1(Π
′
Q,Dalg(X1, Z))→ · · ·
24
On appelle “application de Kummer" le morphisme δ . Notons
z
(p)
Siegel ∈ H
1(Π
′
Q,Dalg(X1,Qp(1))),
l’image de zSiegel par l’application de Kummer.
Lemme 2.23. Il existe une distribution algébrique µ ∈ Dalg(X1, Z) telle que z
(p)
Siegel est
l’image du 1-cocycle σ → µ ∗ σ − µ dans H1(Π
′
Q,Dalg(X1,Qp(1))) .
Démonstration. Soit {φi}i∈I une base de LCc(X1,Z) sur Z. On peut fabriquer une distribu-
tion algébrique µ ∈ Dalg(X1, Z) en prenant pour
∫
X1
φiµ n’importe quel relèvement dans Z de∫
X1
φizSiegel et alors z
(p)
Siegel est l’image du 1-cocycle σ → µ∗σ−µ dansH
1(Π
′
Q,Dalg(X1,Qp(1))).
En utilisant l’application de cup-produit, on obtient un élément
z
(p)
Siegel ⊗ z
(p)
Siegel ∈ H
2(Π
′
Q,Dalg(X2,Qp(2))).
On définit zkato comme l’image de z
(p)
Siegel ⊗ z
(p)
Siegel sous l’application de restriction :
H2(Π
′
Q,Dalg(X2,Qp(2)))→ H
2(Π
(p)
Q ,Dalg(X
(p)
2 ,Qp(2))).
2.3.2 Passer à la mesure
Soit 〈·〉 : Z∗p → Zˆ
∗ l’inclusion naturelle en envoyant x sur 〈x〉 = (1, · · · , x, 1, · · · ), où x
est à la place p. Considérons l’inclusion de Zˆ∗ dans GL2(Zˆ) en envoyant d sur ( d 00 d ). D’après
le lemme 2.20, cela définit une action de d ∈ Zˆ∗ sur l’unité de Siegel gα,β ∈ Q⊗U(Q) par la
formule :
d · gα,β = gdα,dβ = gα,β ∗ ( d 00 d ),
où l’action ∗ est celle de GL2(Zˆ) sur gα,β.
Rappelons que l’on a le diagramme commutatif suivant :
0 // Zp(1) //

Z0 //

U(Q) //

0
0 // Qp(1) // Z // Q⊗ U(Q) // 0
,
où Z0 et U(Q) sont des Z-modules. En tensorant par Zp, on obtient un diagramme commu-
tatif suivant de Zp-modules :
0 // Zp(1) //

Zp ⊗ Z0 //

Zp ⊗ U(Q) //

0
0 // Qp(1) // Qp ⊗ Z // Qp ⊗ U(Q) // 0
.
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De plus, la théorie de Kummer p-adique ci-dessus s’applique aussi à la suite exacte
0→ Qp(1)→ Qp ⊗ Z → Qp ⊗ U(Q)→ 0.
Soit u ∈ Z∗p, on définit un opérateur ru sur gα,β par la formule rugα,β = (u
2 − 〈u〉)gα,β, où
l’action de u2 est la multiplication par u2 et l’action de 〈u〉 est définie ci-dessus.
Lemme 2.24. Soit u ∈ Z∗p. L’élément ru(gα,β) appartient à Zp ⊗ U(Q
cycl).
Démonstration. Rappelons que on a Nα = Nβ = 0. On choisit un entier d tel que (d, 6N) =
1 ; alors on a gα,β = 1d2−1 ⊗ gd,α,β. Soit u0 un entier congru à 〈u〉 modulo pN . Alors 〈u〉gα,β =
gu0α,u0β.
On a la relation : ru(gα,β) =
u2−u20
d2−1
gd,α,β + (u
2
0 − 〈u〉)gα,β =
u2−u20
d2−1
gd,α,β + gu0,α,β. Alors,
u2−u20
d2−1
gd,α,β appartient à Zp ⊗ U(Qcycl) si la valuation p-adique de u − u0 assez grande. Par
conséquent, rugα,β appartient à Zp ⊗ U(Qcycl).
D’après le lemme ci-dessus, si u ∈ Z∗p, alors on pose gu,α,β = ru(gα,β) ; c’est un élément de
Zp ⊗U(Qcycl). Ceci induit un opérateur ru sur zSiegel ∈ Dalg(X1,Q⊗U(Q)) par la formule :∫
(a+rZˆ)×(b+rZˆ)
ruzSiegel = gu, a
r
, b
r
.
Lemme 2.25. Si u ∈ Z∗p, alors ru(zSiegel) est une distribution sur X1 à valeurs dans Zp ⊗
U(Qcycl), qui est invariante sous l’action de Π
′
Q.
Démonstration. Par défintion, quel que soient r ∈ Q∗ et (a, b) ∈ Q2 − (rZ, rZ), on a∫
(a+rZˆ)×(b+rZˆ)
ruzSiegel = ru(g a
r
, b
r
).
De plus, ru(zSiegel) est une distribution algébrique sur X1 car zSiegel l’est. D’après le
lemme 2.24, on a que ru(zSiegel) est à valeurs dans Zp ⊗ U(Qcycl).
Comme l’action de Π
′
Q sur Zp ⊗ U(Q
cycl) se factorise à travers GL2(Q ⊗ Zˆ), il suffit de
vérifier l’invariance pour γ ∈ GL2(Q⊗ Zˆ). Ceci se déduit de la commutativité de l’action de
ru et celle de Π
′
Q sur zSiegel.
Par la théorie de Kummer, z(p)Siegel est l’image du 1-cocycle σ 7→ µ ∗ σ − µ, où µ ∈
Dalg(X1,Qp ⊗ Z) un relèvement de zSiegel dans Dalg(X1,Qp ⊗ Z). Si u ∈ Zp, alors on
définit ru(z
(p)
Siegel) l’image du 1-cocycle σ 7→ µ
′ ∗ σ − µ′, où µ′ ∈ Dalg(X1,Zp ⊗ Z) est
un relèvement de ru(zSiegel) dans Dalg(X1,Zp ⊗ Z). Donc ru(z
(p)
Siegel) est un élément de
H1(Π
′
Q,Dalg(X
(p)
1 ,Zp(1))).
Soient c, d ∈ Z∗p, on définit un opérateur rc,d sur z
(p)
Siegel ⊗ z
(p)
Siegel par la formule
rc,d(z
(p)
Siegel ⊗ z
(p)
Siegel) = rc(z
(p)
Siegel)⊗ rd(z
(p)
Siegel).
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Donc, pour tous c, d ∈ Z∗p, l’élément rc,d(z
(p)
Siegel⊗z
(p)
Siegel) appartient à H
2(Π
′
Q,D0(X2,Zp(2))).
Ceci permet de définir zKato,c,d := rc,dzKato comme l’image de rc,d(z
(p)
Siegel ⊗ z
(p)
Siegel) sous
l’application de restriction :
H2(Π
′
Q,Dalg(X
(p)
2 ,Zp(2)))→ H
2(Π
(p)
Q ,Dalg(X
(p)
2 ,Zp(2))).
Par ailleurs, tout élément de Dalg(X2,Zp(2)) s’étend par continuité en une mesure (i.e. forme
linéaire continue sur les fonctions continues) sur X2 à valeurs dans Zp(2). Donc zKato,c,d peut
être vu comme un élément à valeurs dans l’espace D0(X2,Zp(2)).
2.3.3 Torsion à la Soulé
On note t = (ζpn)n∈N, le générateur canonique 4 de Zp(1) et l’action de γ ∈ GL2(Zp)
sur Zp(1) est par multiplication par det γ. On note Vp = Qpe1 ⊕ Qpe2 la représentation
de dimension 2 de GL2(Zp) donnée par les formules suivantes : si γ =
(
a b
c d
)
∈ GL2(Zp),
e1∗γ = ae1+be2 et e2∗γ = ce1+de2. Si k ≥ 2 et j ∈ Z, on note Vk,j = Sym
k−2 Vp⊗Qp(2−j).
Rappelons X(p)2 := M2(Q ⊗ Zˆ)
(p) = GL2(Zp) ×M2(Q ⊗ Zˆ]p[). Soit x ∈ X
(p)
2 ; on note
xp = (
ap bp
cp dp
) ∈ GL2(Zp) la composante de x en p, qui est un élément dans GL2(Zp). On
considère la multiplication d’une mesure µ ∈ D0(X
(p)
2 ,Zp(2)) par la fonction
x 7→ (ek−21 t
−j) ∗ xp = (ape1 + bpe2)
k−2((det xp)t)
−j,
qui est donnée par l’action de GL2(Zp) sur Vk,j et qui est continue sur X
(p)
2 . Ceci nous donne
une mesure (ek−21 t
−j) ∗ xp ⊗ µ sur X
(p)
2 à valeurs dans Vk,j.
Lemme 2.26. La multiplication d’une mesure µ ∈ D0(X
(p)
2 ,Zp(2)) par la fonction x 7→
(ek−21 t
−j)∗xp induit un morphisme de Zp[[Π
(p)
Q ]]-modules de D0(X
(p)
2 ,Zp(2)) dansD0(X
(p)
2 , Vk,j).
Démonstration. On applique la formule (1)
(φ ∗ g)(x) = φ(x ∗ g−1) et
∫
X
φ(µ ∗ g) = (
∫
X
(φ ∗ g−1)µ) ∗ g.
dans la “notation” au cas X = X(p)2 , G = Π
(p)
Q et V = Zp(2) ou V = Vk,j. Le groupe
G = Π
(p)
Q agit continûment sur X à travers GL2(Q ⊗ Zˆ)
(p) = GL2(Zp) × GL2(Q ⊗ Zˆ]p[) par
la multiplication de matrices usuelle à droite.
Soient φ ∈ LCc(X
(p)
2 ,Zp), τ ∈ Π
(p)
Q et µ ∈ D0(X
(p)
2 ,Zp(2)).
Si on considère µ ∗ τ ∈ D0(X
(p)
2 ,Zp(2)), alors τ agit sur e
k−2
1 t
−j ∗ xp comme l’action sur
une fonction et la formule (1) se traduit par
∫
φ(x)(µ ∗ τ) =
∫
φ(xτ)χ2cycl(τ)µ, où xτ est
donné par l’action de Π(p)Q sur X
(p)
2 . Alors, on a la formule :∫
X
(p)
2
φ(x)
(
(ek−21 t
−j ∗ xp)⊗ (µ ∗ τ)
)
=
∫
X
(p)
2
χ2cycl(τ)φ(xτ)
(
(ek−21 t
−j ∗ (xτ)p)⊗ µ
)
.
4. D’habitude, il n’y pas de générateur canonique de Zp(1). Par contre, dans notre cas, on a fixé un
plongement de Q dans C et Qp respectivement, et on pose ζpn = e
2ipi
pn .
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Si on considère
(
(ek−21 t
−j ∗ xp)⊗ µ
)
∗τ ∈ D0(X
(p)
2 , Vk,j), alors l’action de τ sur e
k−2
1 t
−j ∗xp
est donnée par l’action de τ sur l’espace Vk,j et la formule (1) se traduit par∫
X
(p)
2
φ(x)
(
(ek−21 t
−j ∗ xp)⊗ µ
)
∗ τ =
∫
X
(p)
2
χ2cycl(τ)φ(xτ)
(
(ek−21 t
−j ∗ (xτ)p)⊗ µ
)
.
La comparaison des deux formules permet de conclure.
D’après le lemme 2.26, la multiplication par ek−21 t
−j ∗ xp induit un morphisme naturel :
H2(Π
(p)
Q ,D0(X
(p)
2 ,Zp(2)))→ H
2(Π
(p)
Q ,D0(X
(p)
2 , Vk,j)).
Donc on peut définir, pour j ∈ Z,
zKato,c,d(k, j) = ((e
k−2
1 t
−j) ∗ xp)⊗ zKato,c,d ∈ H
2(Π
(p)
Q ,D0(X
(p)
2 , Vk,j)),
où Π(p)Q agit sur Vk,j à travers son quotient GL2(Zp).
3 Les anneaux de Fontaine
3.1 Le corps K et les formes modulaires
3.1.1 Le corps K
Soit K+ = Qp{
q
p
} l’algèbre des fonctions analytiques sur la boule vp(q) ≥ 1 à coefficients
dans Qp ; c’est un anneau principal complet pour la valuation vp,K définie par la formule :
vp,K(f) = inf
n∈N
vp(an), si f =
∑
n∈N
anq
n/pn ∈ K+.
Cette valuation est aussi la valuation spectrale : vp,K(f) = infvp(q)≥1 vp(f(q)). La restriction
de la valuation vp,K à Qp coïncide avec la valuation p-adique normalisée vp sur Qp. Dans la
suite, on notera vp au lieu de vp,K. L’anneau K+ est un anneau de Dedekind, et donc chaque
idéal premier de K+ définit une valuation sur K+. En particulier, on a la valuation normalisée
vq (i.e. vq(q) = 1) correspondant à l’idéal premier (q) de K+.
On note K le complété du corps des fractions de l’anneau K+ pour la valuation vp. Fixons
une clôture algébrique K de K. Comme K est un corps complet pour la valuation vp, on peut
prolonger vp sur K à K de manière unique par la formule :
vp(x) =
1
[K[x] : K]
vp(NK[x]/K(x)), si x ∈ K.
On note le groupe de Galois de K sur K par GK.
Remarque 3.1. Il existe une manière de prolonger la valuation spectrale en une valuation
spectrale sur K : si x ∈ K, on note P (X) = Xn + a1Xn−1 + · · · + an ∈ K[X ] le polynôme
caractéristique de y 7→ xy, ∀y ∈ K[x]. On définit la valuation spectrale vsp sur K[x] par la
formule : vsp(x) = min1≤i≤n
vp(ai)
i
. Elle coïncide avec la valuation vp sur K.
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SoitM ≥ 1 un entier. On note qM ( resp. ζM ) une racineM-ième q1/M ( resp. exp(2ipiM ) ) de
q ( resp. 1 ). On note FM = Qp[ζM ]. Soit KM = K[qM , ζM ] ; c’est une extension galoisienne de
K. Soit FM = K[ζM ] la sous-extension de KM sur K, qui est aussi une extension galoisienne
de K ; la clôture intégrale F+M de K
+ dans FM est K+[ζM ], qui est l’anneau des fonctions
analytiques sur la boule vp(q) ≥ 1 à coefficients dans FM . Alors, KM est une extension de
Kummer de FM de groupe de Galois cyclique d’ordre M , dont un générateur σM est défini
par son action sur qM : σMqM = ζMqM .
On note K∞ (resp. F∞, F∞) la réunion des KM (resp. FM , FM), M ≥ 1. On note PQp
(resp. PQp) le groupe de Galois de QpK∞ sur K (resp. QpK) . Le groupe PQp est un groupe
profini qui est isomorphe au groupe Zˆ. De plus, on a une suite exacte :
0→ PQp → PQp → GQp → 0.
Fixons M un entier ≥ 1. On note KMp∞ (resp. FMp∞, FMp∞) la réunion des KMpn (resp.
FMpn, FMp∞), n ≥ 1, ainsi que PKM le groupe de Galois de KMp∞ sur KM . On note UKM le
groupe de Galois de KMp∞ sur FMp∞, qui est isomorphe au groupe Zp, et on note ΓKM le
groupe de Galois de FMp∞ sur KM , qui est isomorphe au groupe Gal(FMp∞/FM). On a une
suite exacte : 0→ UKM → PKM → ΓKM → 0.
Soit K
+
la clôture intégrale de K+ dans K. La clôture intégrale de Qp dans K est une
clôture algébrique de Qp. Donc on a une inclusion Qp ⊂ K
+
. On note K+M la clôture intégrale
de K+ dans KM , qui est aussi la clôture intégrale de F
+
M dans KM .
Lemme 3.2. (1) Si M ≥ 1 est un entier, on a K+M = K
+[ζM , qM ]. En particulier, K
+
M
est l’anneau des fonctions analytiques sur la boule vp(qM ) ≥
1
M
.
(2) La valuation vp sur K
+
M est donnée par la formule :
vp(x) = inf
vp(qM )≥
1
M
vp(
+∞∑
n=0
an(x)q
n
M ).
Démonstration. (1) Si x ∈ K+M , il s’écrit uniquement sous la forme x =
∑M−1
i=0 biq
i
M
avec bi ∈ FM . Comme xq
M−i
M ∈ K
+
M , on a
1
M
TrKM/FM (xq
M−i
M ) = biq ∈ F
+
M et donc
bi ∈ q
−1F+M . La valuation normalisée vq de K
+ s’étend de manière unique en une
valuation vq sur KM car (q) est totalement ramifié. On constate que vq(F
+
M [q
−1]) = Z
et les vq(biqiM) sont distincts deux à deux. On en déduit que 0 ≤ vq(x) = inf i(vq(bi)+
i
M
)
et inf i vq(bi) ≥ 0. Ceci permet de conclure que bi ∈ F
+
M pour tous i.
Si a ∈ F+M , alors a peut s’écrire uniquement sous la forme a =
∑+∞
j=0 ajq
j, où aj est
une suite d’éléments de FM telle que limj→+∞ vp(aj) + j = +∞. On conclut le (1) en
appliquant cette écriture à bi pour 0 ≤ i ≤M − 1.
(2) D’après (1), K+M est l’anneau des fonctions analytiques sur la boule vp(qM ) ≥
1
M
à coefficients dans FM et donc il est muni d’une valuation spectrale v donnée par
la formule : v(x) = infvp(qM )≥ 1M vp(
∑+∞
n=0 an(x)q
n
M ). L’anneau K
+ s’identifie à un sous
anneux de K+M par changement de variable : f(q) =
∑+∞
n=0 anq
n =
∑+∞
n=0 aMnq
Mn
M si
f(q) ∈ K+. Alors la restriction de la valuation spectrale v sur K+M à K
+ coïncide avec
la valuation vp sur K+. On déduit la formule pour la valuation dans le lemme puisqu’il
existe une manière unique de prolonger la valuation vp sur K à KM .
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Posons In = { apn−1 |a ∈ N, 0 ≤ a ≤ (p−1)p
n−1−1} et Jn = { bpn |b ∈ N, 0 ≤ b ≤ p
n−1}. On
note I (resp. J) la réunion des In (resp. Jn), n ≥ 1. Le lemme suivant, qui décrit l’écriture
explicite d’un élément de K+Mp∞, est une conséquence directe du lemme 3.2.
Lemme 3.3. Soit M ≥ 1 un entier tel que vp(M) ≥ vp(2p) (resp. vp(M) < vp(2p)).
(1)Les {qjM}j∈J forment une base de K
+
Mp∞ sur F
+
Mp∞. De plus, tout x ∈ K
+
Mp∞ peut s’écrire
uniquement sous la forme
∑
j∈J
∑
k∈N ajk(x)q
j+k
M , pour une suite double ajk(x) ∈ FMp∞, telle
que,
(i) quel que soit j ∈ J , la série
∑
k∈N ajkq
k
M converge dans F
+
Mp∞ ;
(ii) L’ensemble des j ∈ J tels qu’il existe k ∈ N avec ajk 6= 0 est fini .
(2)Les {ζ iMq
j
M}(i,j)∈J×J (resp. {ζ
i
Mq
j
M}(i,j)∈I×J) forment une base de K
+
Mp∞ sur K
+
M . De plus,
tout x ∈ K+Mp∞ peut s’écrire uniquement sous la forme∑
j∈J
∑
i∈J
∑
k∈N
aijk(x)ζ
i
Mq
j+k
M (resp.
∑
j∈J
∑
i∈I
∑
k∈N
aijkζ
i
Mq
j+k
M ),
pour une suite triple aijk(x) ∈ FM telle que :
(i) Quel que soit (i, j) ∈ J × J (resp. (i, j) ∈ I × J), la série
∑
k∈N aijk(x)q
k
M converge
dans K+M (i.e. limk→+∞ vp(aijk(x)) +
k
M
= +∞.)
(ii) L’ensemble {(i, j)|∃k ∈ N, aijk(x) 6= 0} est fini.
(3)La valuation vp sur K
+
Mp∞ est donnée par la formule :
vp(x) = inf
vp(q)≥1
(vp(
∑
j∈J
∑
i∈J
∑
k∈N
aijk(x)ζ
i
Mq
j+k
M ))(resp. inf
vp(q)≥1
(vp(
∑
j∈J
∑
i∈I
∑
k∈N
aijk(x)ζ
i
Mq
j+k
M ))).
3.1.2 Le théorème d’Ax-Sen-Tate
Soit L un anneau de caractéristique 0, muni d’une valuation vp normalisée par vp(p) = 1.
On note C(L) le complété de L pour la valuation vp. Le reste de ce paragraphe est de montrer
un analogue (le théorème 3.6) du théorème d’Ax-Sen-Tate et de donner une description de
l’anneau C(K+Mp∞) (c.f. Corollaire 3.7).
Soit H un sous-groupe fermé de GKM ; si α ∈ K, on définit le diamètre ∆H(α) par rapport
à un sous-groupe fermé H de GKM par ∆H(α) = infg∈H(vp(gα− α)). Notons que α ∈ K
H
si
et seulement si ∆H(α) = +∞.
Lemme 3.4. Soit P (X) ∈ K[X ] (resp. ∈ K
+
[X ]), unitaire de degré n, dont toutes les racines
vérifient vp(α) ≥ u.
(1) Si n = pkd avec (p, d) = 1 et d ≥ 0 et si l = pk, alors le polynôme P (l), dérivée l-ième
de P , a au moins une racine β ∈ K (resp.K
+
) vérifiant vp(β) ≥ u.
(2) Si n = pk+1 et l = pk, alors P (l) a au moins une racine β ∈ K (resp. K
+
) vérifiant
vp(β) ≥ u−
1
pk+1−pk
.
Démonstration. La démonstration pour P ∈ K[X ] est classique. Par exemple, elle se trouve
dans les notes du cours 5 de Colmez. Elle marche aussi pour P ∈ K
+
[X ].
5. http ://www.math.jussieu.fr/ colmez/nombres-p-adiques.pdf
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Lemme 3.5 (Ax). Il existe une constante C = p
(p−1)2
telle que
(1) si α ∈ K, alors il existe a ∈ KMp∞ vérifiant vp(α− a) ≥ ∆GKMp∞ (α)− C ;
(2) si α ∈ K
+
, alors il existe a ∈ K+Mp∞ vérifiant vp(α− a) ≥ ∆GKMp∞ (α)− C ;
Démonstration. Le (1) correspond au cas traité par Ax ; nous ne traiterons donc que le
(2). Soit α ∈ K
+
tel que [KMp∞[α] : KMp∞] = n et soit l(n) est le plus grand entier l
tel que pl ≤ n. On montre par récurrence sur n le résultat suivant : il existe a ∈ K+Mp∞
vérifiant vp(a − α) ≥ ∆GKMp∞ (α) −
∑l(n)
i=1
1
pi−pi−1
; ce qui permet de conclure le lemme car∑+∞
i=1
1
pi−pi−1
= 1
(p−1)2
.
On prend la constante u = ∆GKMp∞ (α) dans le lemme précédent. Posons P (X) = Q(X +
α), où Q est le polynôme minimal de α sur K+Mp∞. Comme les racines de P sont les σ(α)−α,
pour σ ∈ GKMp∞ , P (X) vérifie la condition du lemme précédent.
(i)Si n n’est pas une puissance de p, il existe l ∈ N tel que le polynôme Q(l) ∈ K+Mp∞[X ] ait
une racine β ∈ K
+
vérifiant vp(β − α) ≥ u. D’autre part, si σ ∈ GKMp∞ , alors on a
vp(σ(β)− β) ≥ min(vp(σ(β − α)), vp(σ(α)− α), vp(α− β)) ≥ u.
Par ailleurs, on a [KMp∞[β] : KMp∞ ] = degQ(l) < n. Cela permet de conclure par l’hypothèse
de récurrence.
(ii)Si n = pk+1, on peut trouver une racine β de Q(p
k)(X) vérifiant les conditions
vp(β − α) ≥ u−
1
pk+1 − pk
et [KMp∞ [β] : KMp∞] < n.
On tire l’existence de a ∈ K+Mp∞, de l’hypothèse de récurrence, vérifiant
vp(β − a) ≥ ∆GKMp∞ (β)−
k∑
i=1
1
pi − pi−1
.
On a ∆GKMp∞ (β) ≥ u de la même manière de (i). Ceci permet de conclure le lemme.
Théorème 3.6 (Ax-Sen-Tate). (1)Le corps KMp∞ est dense dans C(K)
GKMp∞ .
(2)L’anneau K+Mp∞ est dense dans C(K
+
)
GKMp∞ .
Démonstration. Onmontre le (2) et le (1) se déduit de la même manière. L’inclusion C(K+Mp∞) ⊂
H0(GKMp∞ ,C(K
+
)) est immédiate. Il suffit de montrer l’inverse.
Si α ∈ H0(GKMp∞ ,C(K
+
)), il existe une suite αn ∈ K
+
vérifiante vp(α − αn) ≥ n. On
note ∆n = ∆GKMp∞ (αn). Quel que soit σ ∈ GKMp∞ , on a vp(σ(αn) − αn) ≥ min{vp(σ(αn −
α)), vp(αn − α)} ≥ n. Ceci implique que ∆n ≥ n. Par ailleurs, quel que soit n ≥ 1, par le
lemme d’Ax 3.5, il existe un élément an ∈ K
+
Mp∞ tel que vp(αn−an) ≥ ∆n−
p
(p−1)2
≥ n− p
(p−1)2
.
Ceci implique que vp(α− an) ≥ n−
p
(p−1)2
et α est la limite de la suite {an}n∈N.
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Corollaire 3.7. Soit M ≥ 1 un entier tel que vp(M) ≥ vp(2p) (resp. vp(M) < vp(2p)).
(1) Tout élément x de C(K
+
)
GKMp∞ s’écrit uniquement sous la forme∑
i∈J
∑
j∈J
∑
k∈N
aijk(x)ζ
i
Mq
j+k
M (resp.
∑
i∈I
∑
j∈J
∑
k∈N
aijk(x)ζ
iqj+kM ),
pour une suite triple {aijk(x)}i∈J,j∈J,k∈N( resp. {aijk(x)}i∈I,j∈J,k∈N) d’éléments de FM telle
que, ∀N ∈ N, {(i, j, k) ∈ J × J × N : vp(aij(x)) +
j+k
M
≤ N} (resp. {(i, j, k) ∈ I × J × N :
vp(aij(x)) +
j+k
M
≤ N}) est fini.
(2) La valuation vp sur C(K
+
Mp∞) est donnée par la formule :
vp(x) = inf
vp(q)≥1
vp(
∑
i∈J
∑
j∈J
∑
k∈N
aijk(x)ζ
i
Mq
j+k
M ) (resp. inf
vp(q)≥1
vp(
∑
i∈I
∑
j∈J
∑
k∈N
aijk(x)ζ
i
Mq
j+k
M )).
Démonstration. On déduit le corollaire du lemme 3.3 et du théorème d’Ax-Sen-Tate 3.6.
3.1.3 Trace de Tate normalisée
Dans ce paragraphe, on construira une application K+M -linéaire continue TM , appelée la
trace de Tate normalisée, de K+Mp∞ dans K
+
M pour tous M ∈ N, et décrira ses propriétés.
L’ingrédient principal est la construction de la trace de Tate normalisée pour l’algèbre de
Tate de type Zp{T, T−1}, celui qui est bien étudiée par Andreatta et Brinon dans [2].
On note R = Zp{
q
p
, p
q
} l’algèbre de Tate dans les variables q/p, p/q à coefficients dans
Zp. Si m ∈ N, on note Rm la clôture intégrale de R dans Frac(R)[ζpm] et on note R∞ =
∪n∈NRn. Si m,n ∈ N, on note Rnm la clôture intégrale de R dans Frac(Rm)[(
q
p
)
1
pn ]. On pose
Rn∞ = ∪m∈NR
n
m et R
∞
∞ = ∪n∈NR
n
n. Si m ≥ n, on a R
n
m = Rm ⊗Rn R
n
n . Par ailleurs, on
a un isomorphisme de groupes de Galois Gal(R∞∞[
1
p
]/R∞[
1
p
]) ∼= Gal(Kp∞/Fp∞) ∼= Zp. On
note u un des générateurs ; on pose um = up
m
qui est un générateur du groupe de Galois
Gal(R∞∞[
1
p
]/Rm∞[
1
p
]) ∼= UKpm .
Si m est un entier ≥ 0, on définit une application Rm∞[
1
p
]-linéaire Λm : R∞∞[
1
p
] → Rm∞[
1
p
]
par la formule :
Λm(x) =
1
pn−m
TrRnn[ 1p ]/Rmn [
1
p
](x), si n ≥ m et x ∈ R
n
n[
1
p
].
Lemme 3.8. (1) Il existe une constante C telle que pour tout m ∈ N et x ∈ Rm+1m+1[
1
p
],
on a vp((um − 1)x) ≥ vp(x) +
1
p−1
− Cp−m.
(2) Λm est continue. Plus précisément, on a vp(Λm(x)) ≥ vp(x)−
C
pm−1
.
Démonstration. Ce lemme est un cas particulier dans ([2], lemme 3.7 et 3.8 ), et l’ingrédient
principal est la contrôlation de ramification dans ([1], corollaire 3.10).
(1) D’après ([1], corollaire 3.10), il existe une constante C telle que, pour tous m ≥ 1, on a
pC/p
m
Rm+1m+1 ⊂ ⊕
p−1
i=0R
m
m+1 · (
q
p
)
i
pm+1 ⊂ Rm+1m+1.
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Si x ∈ Rm+1m+1[
1
p
], x s’écrit sous la forme
p−1∑
i=0
xi(
q
p
)
i
pm+1 , où xi ∈ Rmm+1 et v(xi) ≥ v(x)−
C
pm
. On
en déduit que vp((um − 1)x) = vp(
p−1∑
i=0
xi(ζ
i
p − 1)(
q
p
)
i
pm+1 ) ≥ vp(x) +
1
p−1
− C
pm
.
(2) Si x ∈ Rm+1m+1[
1
p
], on a pΛm(x) = (
p−1∑
i=0
uim)(x) = ((1−um)
p−1+pP (um))(x), où P (X) ∈ Z[X ]
et P (1) = 1. On déduit de (1) que vp(Λm(x)) ≥ vp(x) − (p − 1) Cpm . En conséquence, si
x ∈ Rnn[
1
p
], on a
vp(Λm(x)) ≥ vp(Λm+1(x))− (p− 1)
C
pm
≥ · · · ≥ vp(x)− (p− 1)
C
pm
(
n−1∑
i=0
1
pi
) ≥ vp(x)−
C
pm−1
.
On note πn = ζpn+1 − 1. Comme (
q
p
)
1
pn = a
qpn
(pin)p−1
, où a est une unité de OF
pn+1
, on a
une inclusion naturelle de K+p∞ dans R
∞
∞[
1
p
]. Si n ≥ m, on définit une application K+pmFpn-
linéaire Tpm,pn : K
+
p∞ → K
+
pmFpn en composant la restriction de Λm à K
+
p∞ et la trace de Tate
normalisée de F∞ dans Fpn. Soit M = M0pm avec (p,M0) = 1. L’application Tpm,pm s’étend
en une trace de Tate normalisée TM,pm : K
+
p∞FM → K
+
pmFM par FM -linéairité.
Lemme 3.9. La trace de Tate normalisée TM,pm est K
+
pmFM -linéaire, donnée par la formule :
TM,pm : K
+
p∞FM −→ K
+
pmFM
ζaM0pnq
b
pn 7→
{
ζaM0pnq
b
pn ; si p
n−m|a et pn−m|b;
0 ; sinon.
Soit e1, · · · , ed une base de K
+
M sur K
+
pmFM . Comme [K
+
Mp∞ : K
+
p∞FM ] = [K
+
M : K
+
pmFM ],
les e1, · · · , ed forment aussi une base de K
+
Mp∞ sur K
+
p∞FM . Si x ∈ K
+
Mp∞, alors x peut s’écrire
uniquement sous la forme x =
∑d
i=1 ai(x)ei avec ai(x) ∈ K
+
p∞FM . On pose une application
K+M -linéaire TM : K
+
Mp∞ → K
+
M par la formule TM (x) =
∑d
i=1TM,pm(ai(x))ei.
Remarque 3.10. Si on fixe une base de K+M sur K
+
pmFM , les coefficients ai(x) dans l’écriture
de x ∈ KMpn se calculent de la manière suivante : Soit e∗1, · · · e
∗
d la base duale de KM sur
KpmFM par rapport à la trace 1d TrKM/KpmFM . On a donc ai(x) =
1
d
TrKpnM/Kpm+nFM (xe
∗
i ).
Lemme 3.11. Si M ∈ N, l’application TM est continue et elle s’étend par continuité en une
application K+M-linéaire TM : C(K
+
Mp∞)→ K
+
M qui commute à l’action de GK.
Démonstration. Par construction, il suffit de démontrer le lemme pour M = pm. D’après
Tate [16], la trace de Tate normalisée de F∞ dans Fpm est continue. Comme Λm est continue,
on en déduit que Tpm est continue.
Si i ∈ I, j ∈ J et σ ∈ GK, on a (ζ iqj) ∗ σ = ζ (χcycl(σ)−1)iζcq(σ)jζ iqj, où cq est le 1-cocycle
associé à q à valeurs dans Zp(1) par la théorie de Kummer. La commutativité de Tpm et GK
vient de la formule de l’action de GK et de la formule de Tpm sur K
+
p∞(c.f. lemme 3.9).
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3.1.4 Lien avec l’algèbre M(Q) des formes moduaires
En associant son q-développement à une forme modulaire, cela permet de voir les formes
modulaires comme des éléments de QpK
+
∞.
Lemme 3.12. Le groupe de Galois PQp de Q¯pK∞ sur K préserve l’algèbre des formes modu-
laires M(Q) ; c’est-à dire, PQp est un sous-groupe de ΠQ.
Démonstration. Considérons la suite exacte : 0 → PQp → PQp → GQp → 0, où PQp
∼= ( 1 Zˆ0 1 )
le groupe de Galois de Q¯pK∞ sur KQp. Comme GQp preserve M(Q), GQp est un sous-groupe
de ΠQ. On a deux actions de ( 1 Zˆ0 1 ) sur M(Q) :
(1) l’action induite par celle de PQp sur QpK
+
∞ ;
(2) l’action modulaire étendant par continuité celle de ( 1 Z0 1 ) sur M(Q).
On constate que que ces deux actions de ( 1 Zˆ
0 1
) sur M(Q) coïncident en comparant les
formules : on a ( 1 b0 1 )qM = qMζ
b
M dans les deux cas. Donc PQp preserve l’algèbre M(Q), ce
qui permet de déduire le lemme.
En composant les morphismes GK → PQp, l’inclusion PQp → ΠQ induit un morphisme
GK → ΠQ. De plus, si M ≥ 1 un entier, GKM est un sous-groupe de GK et donc on a un
morphisme GKM → ΠQ.
3.2 Application de la construction de Fontaine à l’anneau K+
3.2.1 La construction de Fontaine
Soit L un anneau de caractéristique 0, qui est muni d’une valuation vp telle que vp(p) = 1.
On note OL = {x ∈ L, vp(x) ≥ 0} l’anneau des entiers de L pour la topologie p-adique. On
note OC(L) le complété de OL pour la valuation vp. On pose C(L) = OC(L)[1p ].
Définition 3.13. Soit An = OL/pOL pour tous n ; alors {An} muni des morphismes de
transition An 7→ An−1 définis par l’application de Frobenius absolu xn 7→ xpn forme un
système projectif. Notons R(L) = lim
←−
An = {(xn)n∈N|xn ∈ OL/pOL et x
p
n+1 = xn, si n ∈ N}.
Si x = (xn)n∈N ∈ R(L), soit xˆn un relèvement de xn dans OC(L). La suite (xˆ
pk
n+k) converge
quand k tend vers l’infini. On note x(n) sa limite, qui ne dépend pas du choix des relèvements
xˆn. On obtient ainsi une bijection : R(L)→ {(x(n))n∈N|x(n) ∈ OC(L), (x(n+1))p = x(n), ∀n}. Si
x = (x(i)), y = y(i) sont deux éléments de R(L), alors leur somme x + y et leur produit xy
sont donnés par : (x+ y)(i) = limj→∞(x(i+j) + y(i+j))p
j
et (xy)(i) = x(i)y(i).
L’anneau R(L) est un anneau parfait de caractéristique p (i.e. le morphisme x 7→ xp est
bijectif. ). On note Ainf(L) l’anneau des vecteurs de Witt à coefficients dans R(L). Alors
Ainf(L) est un anneau p-adique (i.e. un anneau séparé et complet pour la topologie p-adique
), d’anneau résiduel parfait de caractéristique p. Si x ∈ R(L), on note [x] = (x, 0, 0, ...) ∈
Ainf(L) son représentant de Teichmüller. Alors tout élément a de Ainf(L) peut s’écrire de
manière unique sous la forme
∞∑
k=0
pk[xk] avec une suite (xk) ∈ (R(L))N.
On définit un morphisme d’anneaux θ : Ainf(L) → OC(L) par la formule
∑+∞
k=0 p
k[xk] 7→∑+∞
k=0 p
kx
(0)
k . On note Binf(L) = Ainf(L)[
1
p
], et on étend θ en un morphisme Binf(L)→ C(L).
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On note Bm(L) = Binf(L)/(Kerθ)m. On fait de Bm(L) un anneau de Banach en prenant
l’image de Ainf(L) comme anneau d’entiers.
On définit B+dR(L) := lim←−Bm(L) comme le complété Ker(θ)-adique de Binf(L) ; on le munit
de la topologie de la limite projective, ce qui en fait un anneau de Fréchet. Donc θ s’étend
en un morphisme continu d’anneaux topologiques B+dR(L)→ C(L).
On peut munir B+dR(L) d’une filtration de la façon suivante : pour i ∈ N, notons Fil
i B+dR(L)
la i-ième puissance de l’idéal Kerθ de B+dR(L) .
L’anneaux Ainf(L) s’identifie canoniquement à un sous-anneau de B
+
dR(L) et si k ∈ N, m ∈
Z, on pose
Um,k = p
mAinf(L) + (Kerθ)
k+1B+dR(L),
alors les Um,k forment une base de voisinages de 0 dans B
+
dR(L).
Exemple 3.14. (1) Si L = Qp, alors la construction est triviale (i.e. B
+
dR(Qp) = Qp.)
(2) Si L = Qp, on note Cp = C(Qp), E˜
+ = R(Qp), A˜+ = Ainf(Qp) , B˜
+ = Binf(Qp) et
B+dR = B
+
dR(Qp). On note ζ˜ (resp. ζ˜M pour un entierM ≥ 1) le représentant de Teichmü-
ler de ζ (1) = (1, ζp, · · · , ζpn, · · · ) (resp. ζ (M) = (ζM , · · · , ζMpn, · · · )) dans Ainf(K
+
). Si
M |N , alors on a ζ˜N/MN = ζ˜M . Le noyau du morphisme θ : A˜
+ → OCp est un idéal
principal engendré par ω = ζ˜−1
ζ˜p−1
. On pose t = log ζ˜ = −
∑+∞
n=1
(1−ζ˜)n
n
; c’est le 2πi
p-adique de Fontaine, qui appartient à B+dR et aussi engendre le noyau du morphisme
θ : B+dR → Cp.
(3) On va considérer les cas L = K+Mp∞ pour M ≥ 1 ∈ N et L = K
+
. Le 2πi p-adique de
Fontaine t appartient à B+dR(L). D’après la construction de Fontaine, on a un morphisme
surjective d’anneaux : θ : Ainf(L) → OC(L) avec le noyau engendré par ω =
ζ˜−1
ζ˜p−1
. De
plus, θ s’étend en un morphisme continu d’anneaux θ : B+dR(L)→ C(L), dont le noyau
est l’idéal principal engendré par t ou ω , sur lequel GK agit par multiplication par χcycl.
3.2.2 Trace de Tate normalisée pour B+dR(K
+
Mp∞)
Pour simplifier la notation, on note Ainf (resp. Binf et B
+
dR ) l’anneau Ainf(K
+
) (resp.
Binf(K
+
) et B+dR(K
+
) ). Soit q˜ ( resp. q˜M siM ≥ 1 est un entier ) le représentant de Teichmüller
dans Ainf de (q, qp, · · · , qpn, · · · ) ( resp. (qM , · · · , qMpn, · · · ) ) . Si M |N , on a q˜
N/M
N = q˜M .
On définit une application ιdR : K+ → B
+
dR par f(q) 7→ f(q˜) ; ce qui permet d’identifier
K+ à un sous-anneau de B+dR. On note α =
q˜
p
− [( q
p
, ( q
p
)
1
p , · · · , )] et on a α ∈ Ainf ∩ Kerθ.
Si f(q) ∈ K+ est de valuation p-adique ≥ 0 (i.e. f(q) =
∑
n∈N an(
q
p
)n ∈ K+ avec an ∈ Zp),
on a f(q˜) =
+∞∑
n=0
an(α + [(
q
p
, ( q
p
)
1
p , · · · , )])n =
+∞∑
k=0
αk
∑
n≥k an
(
n
k
)
[( q
p
, ( q
p
)
1
p , · · · , )]k et la séries∑
n≥k an
(
n
k
)
[( q
p
, ( q
p
)
1
p , · · · , )]k converge dans Ainf . Donc ιdR est continue. Mais il faut faire
attention au fait que ιdR(K+) n’est pas stable par GK car q˜σ = q˜ζ˜cq(σ) si σ ∈ GK, où cq est le
1-cocycle à valeur dans Zp(1) associé à q par la théorie de Kummer.
Posons K˜+ = ιdR(K+)[[t]]. Si M ≥ 1 est un entier, on note K˜
+
M l’anneau K˜
+[q˜M , ζ˜M ] et
pose K˜+Mp∞ =
⋃
n K˜
+
Mpn. L’application ιdR s’étend en un morphisme continu de K
+-modules
ιdR : K
+
M → B
+
dR en envoyant ζM et qM sur ζ˜M et q˜M respectivement. On a K˜
+
M = ιdR(K
+
M)[[t]].
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Remarque 3.15. Le module ιdR(K
+
M) n’est pas un anneau car ζ˜ = ζ˜
M
M /∈ ιdR(K
+
M). Donc le
morphisme ιdR : K
+
M → B
+
dR(K
+
) n’est plus un morphisme d’anneaux.
Lemme 3.16. (1) K˜+ est stable sous l’action de GK.
(2) Le K˜+-module K˜+M est égal au K˜
+-module K˜+[ζM , q˜M ].
Démonstration. Si σ ∈ GK, σq˜ = q˜ζ˜cq(σ) et ζ˜ ∈ K[[t]]. Alors σq˜ ∈ K[[t]]. Par ailleurs, on a σt =
χcycl(σ)t. Cela permet de conclure le (1). Le (2) se déduit du fait : ζM = ζ˜M exp(− tM ).
Théorème 3.17. Soit M ≥ 1. On a
(i) H0(GKMp∞ ,B
+
dR) = B
+
dR(K
+
Mp∞) ;
(ii) K˜+Mp∞ est dense dans B
+
dR(K
+
Mp∞) ;
Le théorème se déduit des lemmes 3.18 et 3.20 suivants :
Lemme 3.18. Tout élément x de (B+dR)
GKp∞ s’écrit de manière unique sous la forme
+∞∑
k=0
ωk(
∑
i∈I,j∈J
aijk(x)ζ˜
iq˜j),
où aijk(x) est une suite triple d’éléments de ιdR(K
+) avec la propriété suivante : pour k fixé
et N ∈ N, l’ensemble {(i, j) ∈ I × J : vp(aijk(x)) + j ≤ N} est fini. De plus, K˜
+
p∞ est dense
dans (B+dR)
GKp∞ .
Démonstration. En composant l’application θ, l’application T1 : C(K
+
)
GKp∞ → K+ et l’ap-
plication ιdR, on définit une suite d’applications pour i ∈ I et j ∈ J :
θij : (B
+
dR)
GKp∞ → ιdR(K
+); x 7→ θij(x) =
1
q˜
(
ιdR ◦ T1(θ(x)ζ
−iq1−j)
)
.
Soit η l’application de (B+dR)
GKp∞ dans (B+dR)
GKp∞ définie par η(x) = ω−1(x−
∑
i∈I,j∈J θij(x)ζ˜
iq˜j).
Si x ∈ (B+dR)
GKp∞ et n ∈ N, on a x = ωn+1ηn+1(x) +
∑n
k=0 ω
k(
∑
i∈I,j∈J θij(η
k(x))ζ˜ iq˜j), ce qui
montre que l’on peut poser aijk(x) = θij(ηk(x)) ; d’où l’existence d’une telle écriture. D’autre
part, l’unicité se déduit de la construction de θij et de l’unicité d’écriture d’élément dans
C(K
+
)
GKp∞ . Enfin, la densité est une conséquence directe d’une telle écriture.
Remarque 3.19. Tout élément x de (B+dR)
GKp∞ s’écrit aussi de manière unique sous la forme
+∞∑
k=0
tk(
∑
i∈I,j∈J
a
′
ijk(x)ζ˜
iq˜j)),
où la suite triple a
′
ijk(x) d’éléments de ιdR(K
+) vérifie la même propriété dans le lemme.
Passons au cas général. SoitM = M0pm avec (p,M0) = 1. Soient l, h ∈ N et h ≥ l tels que
[K+MK
+
pl
: F+MKpl] = [K
+
Mp∞ : F
+
MK
+
p∞] = c et [FMFph : Fph] = [FMp∞ : Fp∞ ] = d. Supposons
que e1, · · · , ec une base de K
+
MK
+
pl
sur F+MKpl et f1, · · · , fd une base de FMFph sur Fph. On
peut démontrer le lemme suivant de la même manière du lemme 3.18.
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Lemme 3.20. Sous la hypothèse au-dessus. Tout élément x de (B+dR)
GKMp∞ s’écrit de manière
unique sous la forme :
∑+∞
k=0 ω
k(
∑c
i=0
∑d
j=0 bijk(x)ιdR(ei)fj), avec bijk(x) ∈ (B
+
dR)
GKp∞ .
Proposition 3.21. Si X est un ouvert compact de Qp vérifiant X + p−1Zp = X, il existe
une unique application ιdR(K
+)-linéaire ResX continue de (B
+
dR)
GKp∞ dans (B+dR)
GKp∞ telle
que l’on ait ResX(ζ˜
xq˜y) = ζ˜xq˜y si x ∈ X, y ∈ X ∩ Z[1
p
] et ResX(ζ˜
xq˜y) = 0 sinon.
Démonstration. Comme ω =
∑p−1
i=0 ζ˜
i
p est un polynôme en ζ˜p, on voit que s’il existe une telle
application, ResX doit être donnée par la formule
(10) ResX(x) =
+∞∑
k=0
ωk(
∑
(i,j)∈(I∩X)×(J∩X)
aijk(x)ζ˜
iq˜j).
Ceci implique que ResX(A
GKp∞
inf ) ⊂ A
GKp∞
inf et ResX((Kerθ)
k+1) = ResX(ω
k+1(B+dR)
GKp∞ ) ⊂
(Kerθ)k+1, et donc que ResX(Um,k) ⊂ Um,k, ce qui permet de conclure que l’application
ResX définie par la formule (10) est continue.
Il ne reste donc plus qu’à donner la formule explicite pour ResX(ζ˜x) si x ∈ Qp. On a le
fait dans ([6] prop.4.2) : ResX(ζ˜x) = ζ˜x si x ∈ X et ResX(ζ˜x) = 0 sinon. Ceci permet de
conclure le lemme en utilisant le formule explicite pour ResX .
Théorème 3.22. Si M ≥ 1 est un entier tel que m = vp(M) ≥ vp(2p), il existe une unique
application RM : B
+
dR(K
+
Mp∞)→ K˜
+
M qui est K˜
+
M -linéaire et continue et telle que la restriction
de RM à K˜
+
Mp∞ est donnée par la formule :
RM : K˜
+
Mp∞ −→ K˜
+
M
ζ˜aMpn q˜
b
Mpn 7→
{
ζ˜aMpn q˜
b
Mpn ; si p
n|a et pn|b;
0 ; sinon.
De plus, RM commutes à l’action de GK.
Démonstration. S’il existe une telle application, elle est unique par continuité de RM .
Passons à l’existence. On décompose M = M0pm avec (M0, p) = 1.
Soit M0 = 1. Soit Sm le sous-ιdR(K+)-module de B
+
dR engendré par les ζ˜
xq˜y pour x ∈
p−mZp, y ∈ p−mZ. L’adhérence de Sm dans B
+
dR est K˜
+
pm. En appliquant la proposition 3.21
à X = p−mZp, on obtient une application K˜
+
pm-linéaire continue Resp−mZp de (B
+
dR)
GKp∞ dans
(B+dR)
GKp∞ telle que la restriction de Resp−mZp à K˜
+
p∞ vérifie la formule voulue. On pose
R1 = Resp−mZp .
Passons au cas général. D’après le lemme 3.20, si x =
∑+∞
k=0 ω
k(
∑c
i=0
∑d
j=0 bijk(x)ιdR(ei)fj) ∈
(B+dR)
GKMp∞ , on pose une application de (B+dR)
GKMp∞ à valeurs dans K˜+M par la formule :
RM(x) =
+∞∑
k=0
ωk(
c∑
i=0
d∑
j=0
R1(bijk(x))ιdR(ei)fj).
C’est une application K˜+M -linéaire. La continuité de RM est de celle de R1.
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Il ne reste donc plus qu’à vérifier que la restriction de RM à K˜Mp∞ satisfait la formule
voulue. On constate que l = m vérifie la condition du lemme 3.20 et si n ≥ m, on a [K+MK
+
pn :
K+pnFM ] =M0 avec une base B = {q
i
M0
}0≤i≤M0−1. D’après le remarque 3.10, la formule voulue
est un calcul direct. Ceci permet de montrer l’existence. Comme les {ζ˜ iM q˜
j
M}i,j∈J forment une
base de K˜+Mp∞ sur K˜
+
M , on n’a pas du choix pour la restriction de RM à K˜
+
Mp∞ et donc aussi
à (B+dR)
GKMp∞ par continuité de RM et densité de K˜
+
Mp∞ dans (B
+
dR)
GKMp∞ . La commutativité
de RM et GK vient de la formule de l’action de GK sur les ζ˜aMpn q˜
b
Mpn et de celle de RM sur les
ζ˜aMpn q˜
b
Mpn.
3.3 Une application logarithme log
On note U0(K
+
) l’ensemble des éléments x de R(K
+
) tels que vp(x(0) − 1) > 0.
Lemme 3.23. Il existe une unique application logarithme x 7→ log[x] de U0(K
+
) dans
B+dR(K
+
) qui vérifie log[xy] = log[x] + log[y], et log[x] =
∑+∞
n=1
(−1)n−1([x]−1)n
n
. De plus,
on a σ(log[x]) = log[σx] si σ ∈ GQp.
Démonstration. Si x ∈ U0(K
+
), il existe k ∈ N tel que kvp(x(0) − 1) ≥ 1. On constate que
([x]− 1)k − pα, où α = [ (x
(0)−1)k
p
], appartient à Kerθ et donc on a ([x]− 1)k = pα + ωβ.
Si n ∈ N, on a n = km+ r avec 0 ≤ r ≤ k − 1. Donc on peut écrire
([x]− 1)n
n
=
([x]− 1)r(pα + ωβ)m
n
= ([x]− 1)r
m∑
i=0
(ωβ)i
(
m
i
)
(pα)m−i
km+ r
.
Donc on a
∑+∞
n=1
(−1)n−1([x]−1)n
n
=
∑k−1
r=0([x]− 1)
r
∑+∞
i=0 (ωβ)
i
∑
m≥i
(mi )(pα)
m−i
km+r
.
Si k est fixé et m tend vers +∞, on a vp(
(
m
i
)
)− vp(km+ r) +m− i ≥ m− i− vp(km+
r) − vp(i) tend vers +∞ ; ce qui montre que
∑
m≥i
(mi )(pα)
m−i
km+r
converge dans Binf et la sé-
rie
∑+∞
n=1
(−1)n−1([x]−1)n
n
est donc convergente pour la topologie faible dans B+dR. La relation
log[xy] = log[x] + log[y] se déduit par un argument de séries formelles.
On note q¯ = (q, q
1
p , · · · , ) ∈ R(K
+
) ; son représentant de Teichmüler est q˜. Il est évident
que q¯ n’appartient pas à E˜+U0(K
+
). On aimerait bien que l’application logarithme s’étend à
E˜+U0(K
+
)× q¯Q. On a σq˜ = q˜ζ˜cq(σ), où cq est le 1-cocycle à valeurs dans Zp(1) associé à q par
la théorie de Kummer, et le minimum que l’on puisse demander à uq = log q˜ est de vérifier
la formule σuq = uq+ cq(σ)t, quel que soit σ ∈ GK. Mais on a le résultat suivant qui dit qu’il
n’existe pas un élément uq dans B
+
dR et, de plus, un tel uq est transcendant sur B
+
dR.
Théorème 3.24. uq est transcendant sur B
+
dR.
Démonstration. Supposons que uq est algébrique sur B
+
dR. Soit P (X) = X
n+a1X
n−1+ · · ·+
a0 ∈ B
+
dR[X ] le polynôme minimal de uq sur B
+
dR. Si σ ∈ GK, alors on a
0 = σ(P (X)) = (X + cq(σ)t)
n + σ(a1)(X + cq(σ)t)
n−1 + · · ·+ σ(an).
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Comme P (X) est le polynôme minimal de uq, on a σ(P (X)) = P (X). Ceci permet de déduire
σ(a1) = a1 − ncq(σ)t et donc σ(a1n ) =
a1
n
− cq(σ)t. Ceci n’est pas possible car il n’existe pas
d’élément x de B+dR tel que, si σ ∈ GK, σx = x+ cq(σ)t.
En effet, s’il existe un tel élément x dans B+dR, alors il est stable sous l’action de GKMp∞
pour tous M ≥ 1 et donc appartient à (B+dR)
GKMp∞ = B+dR(K
+
Mp∞). Appliquons la trace de
Tate normalisée RM : B
+
dR(K
+
Mp∞) → K˜
+
M à x, et donc on obtient que RM(x) appartient à
K˜+M tel que
(11) σRM(x) = RM(x) + cq(σ)t, pour tous σ ∈ PK,
Par ailleurs, la filtration sur B+dR est stable sous l’action de GK, alors on peut supposer
RM(x) = a1 + a2(q˜M)t mod t
2 avec ai ∈ ιdR(K
+
M) pour i = 1, 2. On déduit la relation
suivante de la formule (11) : σθ(a2χcycl(σ)) = θ(a2) + cq(σ) pour tout σ ∈ PK, ce qui est
impossible car θ(a2) ∈ K
+
M n’a qu’un nombre fini de conjugués et cq(σ) prend un nombre
d’infini de valeurs pour σ ∈ Um ⊂ PK.
Remarque 3.25. On peut montrer de la même manière que log t est transcendant sur B+dR.
On pose B+log = B
+
dR[uq] avec σ(uq) = uq + cq(σ)t. On a bien que U0(K
+
)× q¯Q est stable
sous l’action de GK car σq¯ = q¯(1, ζp, · · · ) pour σ ∈ GK. Alors l’application log ◦[·] s’étend à
U0(K
+
) × q¯Q à valeurs dans B+log telle que log[q¯
a] = auq si a ∈ Q, et σ(log x) = log(σx) si
σ ∈ GK. On pose A∗∗inf = {x =
∑+∞
k=0 p
k[xk] ∈ Ainf(K
+
) : x0 ∈ U0(K
+
), xk ∈ R(K
+
) si k ≥ 1}.
Proposition 3.26. (1) Si 1+x ∈ A∗∗inf , alors la série
∑+∞
n=1
(−1)n−1xn
n
converge dans B+dR.
(2) L’application log ◦[·] : U0(K
+
)×q¯Q → B+log s’étend en une application log : A
∗∗
inf×q˜
Q →
B+dR[uq] telle que
• log([x]) = log[x], log q˜a = auq si a ∈ Q ;
• log(xy) = log(x) + log(y) ;
• log(x) =
∑+∞
n=1
(−1)n−1(x−1)n
n
, si la série converge.
De plus, on a σ(log x) = log(σx) si σ ∈ GK.
Démonstration. (1) Si 1 + x ∈ A∗∗inf , alors il existe k ∈ N, tel que x
k − pα, où α = [ (x¯
(0))k
p
],
appartient à Kerθ. Donc on a xk = pα + ωβ avec β ∈ Ainf . Donc l’argument dans 3.23
s’adapte à montrer la convergence.
(2) Il suffit de montrer que log : A∗∗inf → B
+
log est bien définie. Si x0 ∈ U0(K
+
), alors [x0] est
inversible dans A∗∗inf . Donc pout tout x =
∑+∞
k=0 p
k[xk] ∈ A∗∗inf , on a x = [x0](1 + pa) avec
a ∈ Ainf(K
+
). On constate que log(1+pa) =
∑
n≥1
(−pa)n
n
converge dans Ainf(K
+
). Alors log x
est bien défini par multiplicativité.
4 Cohomologie des représentations du groupe PKM
Soit M un entier ≥ 1 et soit m = vp(M) ≥ vp(2p). Le corps KMp∞ est une extension
galoisienne de KM dont le groupe de Galois
PKM
∼= {( a bc d ) ∈ GL2(Zp) : a = 1, c = 0, b ∈ p
mZp, d ∈ 1 + p
mZp} =: Pm
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est un groupe analytique p-adique de rang 2. Si g est l’élément de PKM correspondant à une
matrice ( 1 b0 d ), l’action de g sur ζ
i
Mq
j
M avec (i, j) ∈ J × J est donnée par la formule :
g(ζ iMq
j
M) = ζ
i
Mq
j
Mζ
i(d−1)+jb
pm .
Si u, v ∈ pmZp, on pose (u, v) l’élément
(
1 u
0 ev
)
de Pm. La loi de groupe s’écrit alors sous la
forme :
(u1, v1)(u2, v2) = (e
v2u1 + u2, v1 + v2).
Soient Um et Γm les sous-groupes de Pm engéndrés par um = (pm, 0) et γm = (0, pm) res-
pectivement. Si (u, 0) ∈ Um et (0, v) ∈ Γm, on a (0, v)(u, 0)(0, v)−1 = (e−vu, 0) ∈ Um. Donc
Um est distingué dans Pm, et on a Γm ∼= Pm/Um. Ces deux sous-groupes Um et Γm sont
isomorphes à Zp ; ils sont donc de dimension cohomologique 1. Cela implique Pm est de
dimension cohomologique ≤ 2.
Si G est un groupe topologique, si V est une Qp-représentation de G, on note le groupe
de cohomologie Hi(G, V ) la cohomologie continue de G à valeurs dans la représentation V .
Si G est procyclique, si g0 est un générateur de G, on a :
(12) H1(G, V ) ∼= V/(g0 − 1),
où un 1-cocycle (g 7→ cg) est envoyé sur l’image de cg0 dans V/(g0 − 1).
Lemme 4.1. L’action ◦ de Γm sur V/((p
m, 0) − 1) induite par celle sur H1(Um, V ), est
obtenue en tordant l’action originale ∗ sur V par le caractère γam 7→ e
−apm, où γm = (0, p
m).
Plus précisement, si x ∈ V/(um − 1) avec um = (p
m, 0) et si (0, v) ∈ Γm ,
x ◦ (0, v) = e−vx ∗ (0, v).
Démonstration. On démontre le lemme par le calcul suivant : si (0, v) ∈ Γm, on a
(c ∗ (0, v))um = c(0,v)um(0,v)−1 ∗ (0, v) = c(e−vpm,0) ∗ (0, v) = cue−vm ∗ (0, v);
de plus, la formule de 1-cocycle et l’identité c(pm,0) ∗ (pm, 0) = c(pm,0) dans V/((pm, 0) − 1),
nous donnent cuam = acum pour tout a ∈ Zp et donc
c(pm,0)e−v ∗ (0, v)− c(pm,0) = (e
−vc(pm,0)) ∗ (0, v)− c(pm,0) = c(pm,0) ∗ (e
−v(0, v)− 1),
où e−v agit sur c(pm,0) par multiplication par e−v.
Lemme 4.2. Soit V une Qp-représentation de Pm ; alors on a
H2(Pm, V ) ∼= V/((p
m, 0)− 1, (0, pm)− ep
m
).
Démonstration. On a une suite exacte de groupes 1→ Um → Pm → Γm → 1 et la dimension
cohomologique de Pm est ≤ 2. Donc la suite spectrale de Hochschild-Serre nous fournit un
isomorphisme : H2(Pm, V ) ∼= H1(Γm,H1(Um, V )), où l’action de Γm sur H1(Um, V ) est donnée
par (u 7→ cu) 7→ (u 7→ (c ∗ γ)u := cγuγ−1 ∗ γ).
Les Um,Γm sont des groupes procycliques avec les générateurs (pm, 0) et (0, pm) respec-
tivement. Soit (u 7→ cu) un 1-cocycle représentant un élément c de H1(Um, V ). Alors, par
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l’isomorphisme (12), c a pour l’image c(pm,0) dans V/((pm, 0)−1). D’après le lemme ci-dessus,
l’action ◦ de Γm sur V/(um − 1) induite par celle sur H1(Um, V ) est donnée par la formule :
x ◦ (0, v) = e−vx ∗ (0, v). Donc on conclut par les isomorphismes suivants :
H1(Γm,H
1(Um, V )) ∼= (V/(um − 1))/(γm − 1) ∼= V/(um − 1, e
−pmγm − 1).
4.1 Cohomologie des représentations analytiques du groupe Pm
Définition 4.3. Si n ≥ 1, on note u = (u1, · · · , un) ∈ Cnp . On note D(u, m) la boule fermée
{x = (x1, · · · , xn) ∈ C
n
p , vp(x− u) = inf
1≤i≤n
vp(xi − ui) ≥ m}.
Une fonction f sur D(u, m) à valeurs dans Cp est Qp-analytique s’il existe {ai(f, u) ∈
Qp}(i∈Nn) tels que lim
i1+···+in→+∞
vp(ai(f, u))+(
∑n
j=1 ij)m = +∞ et f(x) =
∑
i∈Nn ai(f, u)(x−u)
i
quel que soit x ∈ D(u, m).
On note Can(D(0, m),Qp) l’anneau des fonctions Qp-analytiques sur D(u = 0, m). On
définit une valuation v0 sur Can(D(0, m),Qp) à valeurs dans Z :
v0 : C
an(D(0, m),Qp)→ Z; v0(
∑
i∈Nn
ai(f)x
i) = inf
i∈Nn
{
n∑
j=1
ij |ai(f) 6= 0}.
Cette valuation induit une filtration sur Can(D(0, m),Qp) : pour tous k ∈ Z,
Filk Can(D(0, m),Qp) = {f ∈ C
an(D(0, m),Qp) : v0(f) ≥ k}.
Si m ≥ vp(2p) est un entier, on pose Pm = {
(
1 b
0 d
)
|b ∈ pmZp, d ∈ 1 + pmZp}. C’est un
groupe analytique p-adique compact. Si u, v ∈ pmZp, on note (u, v) l’élément
(
1 u
0 ev
)
de Pm.
La loi de groupe s’écrit alors sous la forme : (u1, v1)(u2, v2) = (ev2u1 + u2, v1 + v2).
Définition 4.4. (1) Une fonction f sur Pm à valeurs dansQp estQp-analytique s’il existe
une fonction Qp-analytique f˜ sur D(0, m), telle que, ∀u, v ∈ pmZp, f(( 1 u0 ev )) = f˜(u, v).
(2) Une représentation analytique V de Pm est un Qp espace vectoriel de dimension finie
muni d’une action continue de Pm, et les coordonnées de la matrice de (u, v) ∈ Pm
dans une base de V soient Qp-analytiques.
Soit V une représentation analytique de Pm. Comme V est une représentation analytique,
on dispose des opérateurs ∂i : V → V , pour i = 1, 2, définis par :
(13) x ∗ (u, v) = x+ u∂1x+ v∂2x+O((u, v)
2),
où O((u, v)2) est une fonction analytique sur Pm de valuation ≥ 2.
Lemme 4.5. Ces opérateurs ont des propriétés de dérivations : si x1 ∈ V1, x2 ∈ V2, où V1, V2
sont des représentations analytiques de Pm, et si i = 1, 2, on a
∂i(x1 ⊗ x2) = (∂ix1)⊗ x2 + x1 ⊗ ∂ix2.
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Démonstration. Soit (u, v) ∈ Pm et soient x1 ∈ V1 et x2 ∈ V2. De la définition de ∂i, on a
(x1 ⊗ x2) ∗ (u, v) = x1 ⊗ x2 + u∂1(x1 ⊗ x2) + v∂2(x1 ⊗ x2) +O((u, v)
2).
D’autre part, on a
(x1 ⊗ x2) ∗ (u, v)
=x1 ⊗ x2 + u((∂1x1)⊗ x2 + x1 ⊗ (∂1x2)) + v((∂2x1)⊗ x2 + x1 ⊗ (∂2x2)) +O((u, v)
2).
On déduit les propriétés de dérivations de ∂i pour i = 1, 2 en comparant les deux formules
ci-dessus.
Soit γ ∈ Pm ; l’image de la fonction analytique αγ : Zp → Pm, αγ(x) = γx est un sous-
groupe à un paramètre. Alors on peut définir une dérivation ∂γ : V → V par rapport à αγ
par la formule : ∂γ(x) = limn→∞
x∗γp
n
−x
pn
.
Lemme 4.6. On a les relations suivantes : ∂1 = p
−m∂um , ∂2 − 1 = p
−m∂e−pmγm .
Démonstration. Soit x ∈ V . Par définition, on a
∂umx = lim
n→∞
x ∗ (pm, 0)p
n
− x
pn
= lim
n→∞
x ∗ (pm+n, 0)− x
pn
= pm∂1x.
Alors ∂1 = p−m∂um . De la même manière, on a ∂2 = p
−m∂γm et ∂2 − 1 = p
−m∂e−pmγm .
Remarque 4.7. Si V est une représentation analytique de Pm munie d’un Zp-réseau 6 T tel
que T est stable sous l’action de Pm, et si x ∈ T , alors du lemme précédent, on déduit
x ∗ (u, v) =
+∞∑
n=0
uivj
∂i1∂
j
2x
i!j!
avec ∂
i
1∂
j
2x
i!j!
∈ p−s(i+j)T ⊂ p−m(i+j)T pour certain s < m.
Si x ∈ V est dans le noyau de l’opérateur um − 1 ( resp. e−p
m
γm − 1 ) sur V , alors x est
dans le noyau de l’opérateur ∂1 = p−m lim
n→+∞
up
n
m −1
pn
( resp. ∂2 − 1 ) sur V . Ceci nous fournit
une application surjective naturelle :
φ : V/(∂1, ∂2 − 1)→ V/((p
m, 0)− 1, (0, pm)− ep
m
).
Lemme 4.8. φ est un isomorphisme.
Démonstration. On est ramené à montrer que Ker∂1 = Ker(um − 1) ( resp. Ker(∂2 − 1) =
Ker(e−p
m
γm− 1) ). On a montré l’inclusion Ker(um− 1) ⊂ Ker∂1 ( resp. Ker(e−p
m
γm− 1) ⊂
Ker(∂2 − 1) ). Alors il reste à montrer l’inclusion inverse.
6. Il existe tel réseau si m assez grand.
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Soit x ∈ Ker∂1. Comme on a ∂1um = um∂1, l’espace Ker∂1 est stable sous l’action de
um. De plus, il existe une base S de Ker∂1 telle que la matrice de um peut se mettre sous
la forme de Jordan. Soit λ une valeurs propre de um|Ker∂1 . Comme V est une représentation
analytique de Pm, λx est une fonction analytique sur Zp. Comme la matrice de ∂1 dans cette
base est 0, on a log λ = 0. Ceci implique que λ est une racine de l’unité ζ . De plus, ζx est
une fonction analytique en variable x sur Zp si et seulement si ζ = 1. Donc la matrice de um
dans la base S est unipotente et on peut supposer qu’elle est de la forme I + A avec A une
matrice nilpotente.
Comme ∂1 = 0 sur Ker∂1, on a log(I + A) = 0. D’autre part, on a log(I + A) =
A(
∑+∞
n=0
(−A)n
(n+1)!
), où
∑+∞
n=0
(−A)n
(n+1)!
est une somme finie. Comme
∑+∞
n=0
(−A)n
(n+1)!
est inversible, on
obtient A = 0. Ceci équivaut à la condition Ker∂1 ⊂ Ker(um − 1). De la même manière, on
obtient Ker(∂2 − 1) ⊂ Ker(e−p
m
γm − 1).
Par conséquent, on obtient le corollaire suivant :
Corollaire 4.9. On a un isomorphisme naturel
(14) H2(Pm, V ) ∼= V/(∂1, ∂2 − 1).
Rappelons que le groupe de cohomologie H2(Pm, V ) est la cohomologie continue d’un
groupe p-adique à valeurs dans la représentation analytique V . On pose C0(Pm, V ) = V et
note Cn(Pm, V ) le groupe des homomorphismes continus de Pnm à valeurs dans V . On peut
le calculer par le complexe nonhomogène des cochaines continues
C• : 0 // C0(Pm, V )
d0 // · · ·
dn−2 // Cn−1(Pm, V )
dn−1 // Cn(Pm, V ) // · · · ,
avec les différentielles dn données par les formules
(dnf)(γ1, · · · , γn+1) =f(γ2, · · · , γn) ∗ γ1 +
n∑
i=1
(−1)if(γ1, · · · , γi−1, γiγi+1, · · · , γn+1)
+ (−1)n+1f(γ1, · · · , γn).
Comme V est une représentation analytique, le complexe C• des cochaines continues contient
un sous-complexe des cochaines analytiques avec les mêmes différentielles :
Can,• : 0 // Can,0(Pm, V )
d0 // · · ·
dn−2 // Can,n−1(Pm, V )
dn−1 // Can,n(Pm, V ) // · · · ,
où Can,0(Pm, V ) = V et Can,n(Pm, V ) est le sous-module des fonctions analytiques sur Pnm à
valeurs dans V de Cn(Pm, V ). En particulier, tout élément de Can,2(Pm, V ) peut s’écrire sous
la forme : c(u,v),(x,y) =
∑
i,j,k,l≥0
ci,j,k,lu
ivjxkyl avec ci,j,l,k ∈ V .
La filtration sur Can,n(D(0, m),Qp) définie par la valuation v0 induit celle sur le complexe
Can,•. Quel que soit k ≥ 1, on a Fil0 Can,•/Filk Can,• ∼= P≤k,•, où P≤k,• est le complexe
P≤k,• : 0 // P0≤k(Pm, V )
d0 // · · ·
dn−2 // Pn−1≤k (Pm, V )
dn−1 // Pn≤k(Pm, V )
// · · · ,
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où P i≤k l’ensemble des polynômes de degré ≤ k sur P
i
m à coefficients dans V et les differen-
tielles sont ceux du complexe Can,• modulo les termes de valuation k + 1.
Considérons le complété du complexe Can,• pour sa filtration au-dessus, on obtient un
complexe suivant :
S• : 0 // S0(Pm, V )
d0 // · · ·
dn−2 // Sn−1(Pm, V )
dn−1 // Sn(Pm, V ) // · · · ,
où Si(Pm, V ) l’ensemble des séries formelles sur Pim à coefficients dans V et les differentielles
sont ceux du complexe Can,•. Alors Can,• est un sous-complexe du complexe S•.
On note Han,i(Pm, V ) le groupe de cohomologie calculé par le complexe Can,•. La proposi-
tion suivante montre que le sous-complexe Can,• calcule le groupe de cohomologie H2(Pm, V ) :
Proposition 4.10. Soit V une représentation analytique de Pm. Alors
(i) tout élément de H2(Pm, V ) est représentable par un 2-cocycle analytique ;
(ii) l’image d’un 2-cocycle analytique,
((u, v), (x, y))→ c(u,v),(x,y) =
∑
i+j+k+l≥2
ci,j,k,lu
ivjxkyl,
sous l’isomorphisme (4.9) est aussi celle de δ(2)(c(u,v),(x,y)) = c1,0,0,1 − c0,1,1,0 dans
V/(∂1, ∂2 − 1).
Par l’isomorphisme (4.9), il suffit de montrer (ii) et montrer que l’application
δ(2) : {2-cocycle analytique} → V
induit une surjection de Han,2(Pm, V )→ V/(∂1, ∂2 − 1).
La démonstration de la proposition (4.10) se sépare en trois étapes :
(1) On calcule la cohomologie H2(P≤k,•). On est ramené à étudier la cohomologie des com-
plexes quotient Fili Can,•/Fili+1 Can,• :
P i,• : 0 // P0i (Pm, V )
d0 // · · ·
dn−2 // Pn−1i (Pm, V )
dn−1 // Pni (Pm, V )
// · · · ,
où Pni est l’ensemble des polynômes homogènes de degré i sur P
n
m à coefficients dans V . C’est
le sujet du lemme 4.12.
(2) On montre que, soit c(u,v),(x,y) : ((u, v), (x, y))→ c(u,v),(x,y) =
∑
i+j+k+l>0 ci,j,k,lu
ivjxkyl un
2-cocycle du complexe S•, alors c(u,v),(x,y) − (c1,0,0,1− c0,1,1,0)uy est un 2-cobord du complexe
S• ( c.f. lemme 4.13). En effet, l’étape (1) nous permet de montrer le résultat à la main.
(3) On montre que, quel que soit c(u,v),(x,y) un 2-cocycle analytique dans Can,•
((u, v), (x, y))→ c(u,v),(x,y) =
∑
i+j+k+l>0
ci,j,k,lu
ivjxkyl,
alors c(u,v),(x,y) − (c1,0,0,1 − c0,1,1,0)uy est un cobord analytique. En effet, on peut contrôler le
2-cobord dans l’étape (2), ce qui permet de montrer qu’il est un 2-cobord analytique.
Tout d’abord, on fait une remarque sur la relation de 2-cocycle du complexe Pn,•. Soit
c(u,v),(x,y) un 2-cocycle du complexe Pn,•, par définition il vérifie la relation :
c(x,y),(α,β) ∗ (u, v)− c(u,v)(x,y),(α,β) + c(u,v),(x,y)(α,β) − c(u,v),(x,y) ≡ 0 mod Fil
n+1 Can,3.
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La loi de groupe de Pm devient simplement : c(u,v)(x,y),(α,β) = c(u+v,v+y),(α,β). De plus, soit
(ui, vi) ∈ Pm pour i = 1, 2, 3 ; si f((u2, v2), (u3, v3)) est un polynôme homogène de degré n
à valeurs dans V , alors il est de la forme
∑
i+j+k+l=n
ai,j,k,lu
i
2v
j
2u
k
3v
l
3 avec ai,j,k,l ∈ V et (u1, v1)
agit sur f à travers l’action de Pm sur V :
(15) (
∑
i+j+k+l=n
ai,j,k,lu
i
2v
j
2u
k
3v
l
3) ∗ (u1, v1) =
∑
i+j+k+l=n
ai,j,k,l ∗ (u1, v1)u
i
2v
j
2u
k
3v
l
3.
Comme l’action de (u1, v1) sur les coefficients ai,j,k,l se factorise à travers les opérateurs ∂1 et
∂2 dans la formule (13), l’action de (u1, v1) est triviale dans la formule (15). Donc, la relation
de 2-cocycle ainsi que celle de 2-cobord dans Pn,• se simplifient
c(x,y),(α,β) − c(u+x,v+y),(α,β) + c(u,v),(x+α,y+β) − c(u,v),(x,y) = 0;
(dQ)(u,v),(x,y) = Q(u,v) −Q(u+x,v+y) +Q(x,y), où Q ∈ P
1
n(Pm, V ).
(16)
Définition 4.11. On dira qu’un polynôme P ((u, v), (x, y)) =
∑
i+j+k+l=n
ci,j,k,lu
ivjxkyl ∈ P2n
est de valuation faible m si m = min{i+ j, k + l : ci,j,k,l 6= 0}.
Si n ≥ 2, soit c(u,v),(x,y) un 2-cocycle du complexe Pn,•. On note la dérivation en la i-ième
variable par Di pour 1 ≤ i ≤ 4.
Lemme 4.12. (1) Si n = 1, alors tout 2-cocycle de P1,• est nul.
(2) Si n = 2, tout 2-cocycle du complexe P2,• peut s’écrire sous la forme suivante :
c(u,v),(x,y) =
∑
i+j+k+l=2
ci,j,k,lu
ivjxkyl,
où cijkl sont dans V . Alors, son image dans le groupe de cohomologie H
2(P2,•) est aussi
celle de (c1,0,0,1 − c0,1,1,0)uy.
(3) Si n ≥ 3, le groupe de cohomologie H2(Pn,•) est nul. En particulier, si
c(u,v),(x,y) =
∑
i+j+k+l=n
ci,j,k,lu
ivjxkyl
est un 2-cocycle du complexe Pn,•, alors le polynôme homogène de degré n
Q(X, Y ) =
1
n
(c1,0,n−1,0X
n + c0,n−1,0,1Y
n) +
n−2∑
k=0
1
k + 1
cn−k−1,k,0,1X
n−k−1Y k+1
vérifie la relation c = −dQ.
Démonstration. (1) Si n = 1, un 2-cocycle c(u,v),(x,y) de P1,• s’écrit sous la forme a1u+ a2v+
a3x + a4y avec ai ∈ V pour 1 ≤ i ≤ 4. Alors la relation de 2-cocycle (16) se traduit en la
relation : a1x+ a2y + a3α + a4β = 0, ce qui implique a1 = a2 = a3 = a4 = 0.
(2) Si n = 2, soit c(u,v),(x,y) un 2-cocycle du complexe P2,•. Alors, c(u,v),(x,y) peut se ranger
par la valuation faible sous la forme :
c(u,v),(x,y) = P01(u, v) + P02(x, y) + P1(u, v, x, y),
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où P01(u, v) = cuu2 + cvv2 + cuvuv, P02(x, y) = cxx2 + cyy2 + cxyxy sont de valuation faible
0, et P1(u, v, x, y) =
∑
i+j+k+l=2
(i,j)6=(0,0),(k,l)6=(0,0)
ci,j,k,lu
ivjxkyl est de valuation faible 1.
Pour les termes c1,0,1,0ux+c0,1,0,1vy et c1,0,0,1uy+c0,1,1,0vx, on poseQ21(x, y) = 12(c1,0,1,0x
2+
c0,1,0,1y
2) et Q22(x, y) = c0,1,1,0xy dans P12 respectivement. Donc on a
Q21(u+ x, v + y)−Q21(u, v)−Q21(x, y) = c1,0,1,0ux+ c0,1,0,1vy;
Q22(u+ x, v + y)−Q22(x, y)−Q22(u, v) = c0,1,1,0(uy + vx).
On pose Q2 = Q21 +Q22 et alors
c(u,v),(x,y) = P01(u, v) + P02(x, y)− dQ2 + (c1,0,0,1 − c0,1,1,0)uy.
Par ailleurs, (c1,0,0,1 − c0,1,1,0)uy est un 2-cocycle. On peut alors supposer que le 2-cocycle
c(u,v),(x,y) est de la forme P01(u, v) + P02(x, y). La relation de 2-cocycle (16) nous fournit la
relation suivante :
P01(x, y)− P01(u+ x, v + y) + P02(x+ α, y + β)− P02(x, y) = 0.
Si on évalue en (x, y) = (0, 0), alors on a −P01(u, v) + P02(α, β) = 0, cela implique que
P01 = P02 = 0.
(3) Si n ≥ 3, La relation de 2-cocycle (16) nous dit que la fonction analytique en six variable
g(u, v, x, y, α, β) = c(x,y),(α,β) − c(u+x,v+y),(α,β) + c(u,v),(x+α,y+β) − c(u,v),(x,y) est identiquement
nulle. En développant cette fonction g en variable (u, v), on obtient :
− u(D1c)(x,y),(α,β) − v(D2c)(x,y),(α,β) + u(D1c)(0,0),(x+α,y+β) + v(D2c)(0,0),(x+α,y+β)
+ c(0,0),(x+α,y+β) − c(0,0),(x,y) − u(D1c)(0,0),(x,y) − v(D2c)(0,0),(x,y) +O((u, v)
2),
où O((u, v)2) note les termes de valuation faible ≥ 2 de variable (u, v). Alors, pour i = 1, 2,
on a
(17) (Dic)(x,y),(α,β) = (Dic)(0,0),(x+α,y+β) − (Dic)(0,0),(x,y).
De la même manière, si on développe la fonction g dans la variable (α, β), on obtient les
relations suivantes pour j = 3, 4 : (Djc)(u,v),(x,y) = (Djc)(u+x,v+y),(0,0) − (Djc)(x,y),(0,0).
On pose deux polynômes homogènes de degré n− 1 ≥ 2 de variable (X, Y ) :
QX(X, Y ) = (D1c)(0,0),(X,Y ) =
∑
1+k+l=n
c1,0,k,lX
kY l;
QY (X, Y ) = (D4c)(X,Y ),(0,0) =
∑
1+i+j=n
ci,j,0,1X
iY j .
(18)
Ensuite, on développe la fonction g dans la variable (u, v, α, β) et on obtient
− u
(
(D1c)(x,y),(0,0) + α(D3D1c)(x,y),(0,0) + β(D4D1c)(x,y),(0,0)
)
− v
(
(D2c)(x,y),(0,0) + α(D3D2c)(x,y),(0,0) + β(D4D2c)(x,y),(0,0)
)
+O((α, β)2)
+ α
(
(D3c)(0,0),(x,y) + u(D1D3c)(0,0),(x,y) + v(D2D3c)(0,0),(x,y)
)
+ β
(
(D4c)(0,0),(x,y) + u(D2D4c)(0,0),(x,y) + v(D2D4c)(0,0),(x,y)
)
+O((u, v)2).
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Les coefficients des termes u, v, α, β, uα, uβ, vα et vβ nous donnent les relations :
(19) (D1c)(x,y),(0,0) = (D2c)(x,y),(0,0) = (D3c)(0,0),(x,y) = (D4c)(0,0),(x,y) = 0;
(D3D1c)(x,y),(0,0) = (D1D3c)(0,0),(x,y); (D4D1c)(x,y),(0,0) = (D1D4c)(0,0),(x,y);
(D3D2c)(x,y),(0,0) = (D2D3c)(0,0),(x,y); (D4D2c)(x,y),(0,0) = (D2D4c)(0,0),(x,y).
(20)
Alors, on obtient
∂YQX(X, Y ) = (D4D1c)(0,0),(X,Y ) = (D1D4c)(X,Y ),(0,0) = ∂XQY (X, Y ).
Par ailleurs, on a QX(0, 0) = QY (0, 0) = 0. On en déduit qu’il existe un polynôme Q(X, Y )
homogène de degré n tel que ∂XQ = QX et ∂YQ = QY :
Q(X, Y ) =
1
n
(c1,0,n−1,0X
n + c0,n−1,0,1Y
n) +
n−2∑
k=0
1
k + 1
cn−k−1,k,0,1X
n−k−1Y k+1.
Ceci nous donne un cobord dQ(x, y, α, β) = Q(x, y)−Q(x+ α, y + β) +Q(α, β) vérifiant la
relation D1c = −D1dQ et D4c = −D4dQ.
Le 2-cocycle c
′
(x,y),(α,β) = (c + dQ)(x,y),(α,β) vérifie la relation D1c
′
= D4c
′
= 0, ce qui
montre que c
′
est de la forme
∑
j+k=n cj,ky
jαk. Par ailleurs, on a
(D2c
′)(x,y,α,β) =
∑
j+k=n
jcj,ky
j−1αk;
(D2c
′)(0,0,x+α,v+β) = c1,n−1(x+ α)
n−1; (D2c
′)(0,0,x,y) = c1,n−1x
n−1.
On déduit que cj,k = 0 si j 6= 0, par la relation (17). Alors on a c′(x,y,α,β) = c0,nα
n. Enfin,
la relation (19) nous permet de conclure que tout 2-cocycle du complexe Pn,• pour n ≥ 3
n’a pas les termes de valuation faible 0. Alors on conclut que le 2-cocycle c est nul.
Lemme 4.13. Soit V une représentation analytique de Pm.
(1) Quel que soit c ∈ V , la fonction ((u, v), (x, y)) → c(u,v),(x,y) = cuy est un 2-cocycle.
Réciproquement, tout élément de la cohomologie H2(S•) est présenté par un 2-cocycle
de cette forme.
(2) Si c(u,v),(x,y) =
∑
i+j+k+l≥2 ci,j,k,lu
ivjxkyl est un 2-cocycle analytique, alors il existe
une suite de polynôme homogènes {Qn ∈ P
n
1 , n ≥ 2} telle que
c(u,v),(x,y) = (c1,0,0,1 − c0,1,1,0)uy −
+∞∑
i=2
dQi,
où Qn est defini par récurrence : Q2(X, Y ) =
1
2
(c1,0,1,0X
2+ c0,1,0,1Y
2) + c0,1,1,0XY et si
Qn(X, Y ) =
n∑
k=0
b
(n)
k X
n−kY k, alors
b(n)n =
1
n
c0,n−1,0,1, b
(n)
0 =
1
n
(c1,0,n−1,0 − ∂1b
(n−1)
0 ),
b
(n)
k =
1
k
(cn−k,k−1,0,1 − (n− k)b
(n−1)
k−1 ), si 1 ≤ k ≤ n− 1.
(21)
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Démonstration. La premiere assertion est une conséquence directe de la deuxième. Il suffit
de montrer la (2). Soit c((u,v),(x,y)) =
∑
i+j+k+l≥1 ci,j,k,lu
ivjxkyl un 2-cocycle du complexe S•.
D’après le lemme 4.12, par récurrence, il existe une suite de polynômes homogènes {Qn ∈
P1n}n≥3 telle que l’on peut écrire c sous la forme (c1,0,0,1 − c0,1,1,0)uy −
n−1∑
i=2
dQi + Pn, où
Pn =
∑
i+j+k+l≥n c
(n)
i,j,k,lu
ivjxkyl est une fonction analytique sur P2m de valuation ≥ n. On
s’intéresse aux coefficients c(n)n−k−1,k,0,1 et c
(n)
1,0,n−1,0 dans Pn pour 0 ≤ k ≤ n− 1.
Par ailleurs, les termes de degŕe n dans Pn provennant du cobord dQe avec 2 ≤ e ≤ n−1
sont dans les termes
∑
i+j+e≥n u
ivj
∂i1∂
j
2Qe(x,y)
i!j!
et
∑+∞
l=1
1
l!
((ey−1)u)l∂lXQe(X, Y )|u+x,v+y par la
relation de 2-cobord (dQe)(u,v),(x,y) = Qe(x, y) ∗ (u, v)−Qe(eyu+x, v+ y)+Qe(u, v), l’action
de (u, v) sur Qe(x, y) et les égalités
Qe(e
yu+ x, v + y) = Qe(u+ x, v + y) +
+∞∑
l=1
1
l!
((ey − 1)u)l∂lXQe(X, Y )|u+x,v+y.
Si Qn(X, Y ) =
n∑
k=0
b
(n)
k X
n−kY k, on a la relation de récurrence pour c(n)n−k−1,k,0,1 et c
(n)
1,0,n−1,0 :
c
(n)
0,n−1,0,1 = c0,n−1,0,1, c
(n)
1,0,n−1,0 = c1,0,n−1,0 − ∂1b
(n−1)
0
c
(n)
n−k−1,k,0,1 = cn−k−1,k,0,1 − (n− k − 1)b
(n−1)
k , si 0 ≤ k ≤ n− 2
D’après le lemme (4.12), on a donc Qn(X, Y ) = 1nc
(n)
1,0,n−1,0X
n+
n−1∑
k=0
1
k+1
c
(n)
n−k−1,k,0,1X
n−k−1Y k+1
et on en déduit que
b(n)n =
1
n
c
(n)
0,n−1,0,1 =
1
n
c0,n−1,0,1, b
(n)
0 =
1
n
c
(n)
1,0,n−1,0 =
1
n
(c1,0,n−1,0 − ∂1b
(n−1)
0 ),
b
(n)
k =
1
k
c
(n)
n−k,k−1,0,1 =
1
k
(cn−k,k−1,0,1 − (n− k)b
(n−1)
k−1 ), si 1 ≤ k ≤ n− 1.
Soit V une représentation analytique de Pm munie d’un Zp-réseau T qui est stable sous
l’action de Pm. On définit une valuation vT sur V par rapport à T :
si x ∈ V, vT (x) = min{n : x ∈ p
nT}.
Soit x ∈ T et soit (u, 0) ∈ Pm ; on a x ∗ (u, 0) = x+ u∂1x+O(u2) et on a donc ∂1x ∈ p−mT .
Lemme 4.14. Soit V une représentation analytique de Pm munie d’un Zp-réseau T qui
est stable sous l’action de Pm. Soit c =
∑
i+j+k+l≥2 cijklu
ivjxkyl un 2-cocycle analytique du
complexe Can,• avec vT (ci,j,k,l) ≥ −m(i + j + k + l). Si {Qn(x, y) =
n∑
k=0
b
(n)
k x
n−kyk ∈ P1n}
est la suite des polynômes homogènes construit dans le lemme précédent, pour tous n ≥ 2 et
0 ≤ k ≤ n, on a
vT (b
(n)
k ) ≥ −mn− vp(n!).
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Démonstration. Si n = 2, le lemme est vrai par la formule explicite de Q2(x, y). La relation
de récurrence (21) de b(n)k nous donne la relation suivante :
b(n)n =
1
n
c0,n−1,0,1; b
(n)
0 =
1
n
(c1,0,n−1,0 − ∂1b
(n−1)
0 );
b
(n)
n−1 =
n−3∑
i=0
(−1)i
(n− 1) · · · (n− 1− i)
c1,n−2−i,0,1 +
(−1)n−2
(n− 1)!
b
(2)
1 ;
b
(n)
k =
k−1∑
i=0
(k − n)i
k · · · (k − i)
cn−k,k−1−i,0,1 +
(k − n)k
k!
b
(n−k)
0 , si 1 ≤ k ≤ n− 2.
(22)
On en déduit que le lemme est vrai pour b(n)n .
On montrera par récurrence que vT (b
(n)
0 ) ≥ −nm − vp(n!) pour tous n ≥ 2. Supposons
vT (b
(e)
0 ) ≥ −em − vp(e!) pour 2 ≤ e ≤ n − 1. On a vT (∂1b
(n−1)
0 ) ≥ −nm − vp((n − 1)!) car
vT (∂1x) ≥ vT (x) −m. On déduit de la relation de récurrence b
(n)
0 =
1
n
(c1,0,n−1,0 − ∂1b
(n−1)
0 ),
que vT (b
(n)
0 ) ≥ −nm− vp(n!) pour tous n ≥ 2.
On a donc, si 1 ≤ k ≤ n− 2,
vT (
(k − n)k
k!
b
(n−k)
0 ) ≥ −m(n− k)− vp((n− k)!)− vp(k!) ≥ −mn − vp(n!).
Par ailleurs, on a vp(
(k−n)i
k···(k−i)
cn−k,k−1−i,0,1) ≥ −m(n− i)− vp(k!) pour tous 1 ≤ i ≤ k − 1. On
en déduit que, pour 1 ≤ k ≤ n− 2, on a vT (b
(n)
k ) ≥ −mn− vp(n!). Enfin, on a
vT (b
(n)
n−1) ≥ inf
1≤i≤n−3
{vp(
(−1)i
(n− 1) · · · (n− 1− i)
c1,n−2−i,0,1), vT (
(−1)n−2
(n− 1)!
b
(2)
1 )} ≥ −mn− vp(n!).
Ceci permet de conclure le lemme.
On revient à la démonstration de la proposition (4.10) :
Soit c(u,v),(x,y) =
∑
i+j+k+l≥2 ci,j,k,lu
ivjxkyl un 2-cocycle analytique du complexe Can,•. Il
existe une constante N assez grande telle que pNci,j,k,l ∈ p−(m−1)(i+j+k+l)T pour tout i, j, k, l.
Alors, on peut remplacer c(u,v),(x,y) par un 2-cocycle vérifiant la condition du lemme 4.14.
Donc il existe une série de polynômes homogènes {Qn(x, y) =
n∑
i=0
b
(n)
i x
iyn−i ∈ P1n}n≥2 telle
que vT (b
(n)
i ) ≥ −mn−vp(n!) > −(m+vp(2p))n et c(u,v),(x,y) = (c1,0,0,1−c0,1,1,0)uy−
+∞∑
i=2
dQi. Par
conséquent, la série
+∞∑
n=2
Qn(u, v) converge vers une fonction analytique Q(u, v) sur Pm+vp(2p).
Par la suite exacte d’inflation-restriction, on a
0 // H2(Pm/Pm+vp(2p), V
Pm+vp(2p)) // H2(Pm, V ) // H
2(Pm+vp(2p), V ) .
L’argument ci-dessus donne que c((u,v),(x,y))− (c1,0,0,1− c0,1,1,0)uy est nul sous l’application de
restriction. Par ailleurs, comme V Pm+vp(2p) est un espace vectoriel sur Qp de dimension finie et
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Pm/Pm+vp(2p) est un groupe fini, on obtient H
2(Pm/Pm+vp(2p), V
Pm+vp(2p)) = 0. Autrement dit,
l’application de restriction est injective. Donc c((u,v),(x,y)) = (c1,0,0,1− c0,1,1,0)uy ∈ H2(Pm, V ).
Enfin, comme uy est un 2-cocycle, on peut prendre n’importe quel coefficient c1,0,0,1 −
c0,1,1,0 ∈ V . Donc tout élément de V/(∂1, ∂2−1) est représentable par un 2-cocycle analytique.
4.2 Cohomologie des B+dR(K
+
Mp∞)-représentations du groupe PKM
Proposition 4.15. Soit M ≥ 1 un entier tel que vp(M) = m ≥ vp(2p) ; soit V une Qp-
représentation de PKM munie d’un Zp-réseau T tel que PKM agit trivialement sur T/2pT ,
alors, pour i ∈ N, TM induit un isomorphisme :
TM : H
i(PKM ,C(K
+
Mp∞)⊗ V )
∼= Hi(PKM ,K
+
M ⊗ V ).
Pour démontrer cette proposition, on a besoin de lemmes préparatoires :
On a une décomposition C(K+Mp∞) = K
+
M ⊕XM comme K
+
M -module de Banach, où XM =
{x ∈ C(K+Mp∞)|TrM(x) = 0}. On note J
′ = ∪n
1
pn
N. D’après le corollaire 3.7, un élément x
de XM s’écrit de manière unique sous la forme
(23) x =
∑
(i,j)/∈(0,N),(i,j)∈J×J ′
aij(x)ζ
i
Mq
j
M ,
où aij(x) est une suite d’élément de FM vérifiée que vp(aij(x)) +
j
M
tend vers +∞ à l’infini
(i.e. ∀N > 0, l’ensemble de (i, j) ∈ J × J ′ tel que vp(aij(x)) +
j
M
≤ N est un ensemble fini).
Lemme 4.16. (1) Un élément x ∈ XUmM si et seulement si aij(x) = 0 pour tout j /∈ N ;
(2) On a une décomposition XM = X
Um
M ⊕ YM comme K
+
M-module de Banach, où
YM = {x =
∑
(i,j)∈J×(J ′−N)
aij(x)ζ
i
Mq
j
M} ⊂ XM .
Démonstration. On déduit les resultats du corollaire 3.7.
Soit e1, · · · , ed une Zp-base de T . Tout élément x ∈ XM ⊗ T s’écrit uniquement sous la
forme
∑d
i=1 xi ⊗ ei avec xi ∈ XM . On définit une valuation v sur XM ⊗ T par la formule :
v(x) = inf1≤i≤d vp(xi).
Lemme 4.17. Il existe des isomorphismes de K+M-modules :
(1) (XM ⊗ T )
Um ∼= (XUmM ⊗ T )
Um ∼= XUmM ⊗ T
Um ;
(2) ZM :=
(
XUmM ⊗ T
)
/(um − 1) ∼= H
1(Um, XM ⊗ T ).
Démonstration. On se ramène à montrer que l’opérateur um − 1 est inversible sur le K
+
M -
module YM ⊗ T . On a la formule explicite de um − 1 sur x =
∑
(i,j)∈J×(J ′−N)
aijζ
i
Mq
j
M ∈ YM :
(um − 1)(x) =
∑
(i,j)∈J×(J ′−N)
aijζ
i
M(ζ
jpm
pm − 1)q
j
M .
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Comme 0 ≤ vp(ζ
jpm
pm − 1) <
1
p−1
,
∑
(i,j)∈J×(J ′−N) aijζ
i
M(ζ
jpm
pm − 1)
−1qjM est encore un élément
de YM . Donc l’opérateur um − 1 est inversible sur YM et on a v((um − 1)−1x) ≥ v(x)− 1p−1 .
L’opérateur um − 1 sur YM ⊗ T se décompose comme suit :
um − 1 = (um ⊗ 1− 1) + (um ⊗ 1)(1⊗ um − 1) = (um ⊗ 1− 1)(1 + u
′),
où u′ = (um ⊗ 1 − 1)−1(um ⊗ 1)(1 ⊗ um − 1). Si x =
∑
i xi ⊗ ei ∈ YM ⊗ T , alors on a
v((1⊗um− 1)(xi⊗ ei)) ≥ v(xi⊗ ei)+ vp(2p) car Pm agit trivialement sur T/2pT . Donc on a
v((1⊗ um − 1)x) = inf
i
v((1⊗ um − 1)xi ⊗ ei) ≥ inf
i
v(xi ⊗ ei) + vp(2p) = v(x) + vp(2p).
Par conséquent, on a v(u′(x)) ≥ v(x) + vp(2p) − 1p−1 . Ceci permet de montrer que la série∑+∞
n=0(−u
′)n converge et sa somme est l’inverse de (1 + u′) sur YM ⊗ T . Donc um − 1 est
inversible sur YM ⊗ T .
Lemme 4.18. Si a ∈ Z∗p, l’opérateur aγm − 1 est inversible sur X
Um
M .
Démonstration. Comme un élément x dansXUmM s’écrit sous la forme
∑
i∈J,i 6=0
∑
k∈N aik(x)ζ
i
Mq
k
M
avec aij(x) ∈ FM , l’action de aγm − 1 sur un élément x ∈ X
Um
M est donnée par la formule :
(aγm − 1)x =
∑
i∈J,i 6=0
∑
k∈N aik(x)(aζ
i(ep
m
−1)
pm − 1)ζ
i
Mq
k
M .
Comme i 6= 0, on a 0 ≤ vp(aζ
i(ep
m
−1)
pm − 1) ≤
1
p−1
. On en déduit que aγm− 1 est inversible
sur XUmM avec la formule de l’action de (aγm − 1)
−1 sur XUmM donnée par
(aγm − 1)
−1x =
∑
i∈J,i 6=0
∑
k∈N
aik(aζ
i(ep
m
−1)
pm − 1)
−1ζ iMq
k
M .
Revenons à la démonstration de la proposition 4.15 :
Démonstration. On se ramène à prouver Hi(Pm, XM ⊗ T ) = 0.
Notons ZM =
(
XUmM ⊗T
)
/(um−1). D’après le lemme 4.17, on a le diagramme commutatif :
0 // ZM //
e−p
m
γm−1

H1(Um, XM ⊗ T ) //
γm−1

0
0 // ZM // H
1(Um, XM ⊗ T ) // 0.
Comme e−p
m
γm⊗ 1− 1 est inversible sur X
Um
M ⊗ T d’après le lemme 4.18, on peut factoriser
l’opérateur e−p
m
γm − 1 sur X
Um
M ⊗ T comme suit :
e−p
m
γm− 1 = (e
−pmγm⊗ 1− 1) + (e
−pmγm⊗ 1)(1⊗ e
−pmγm− 1) = (e
−pmγm⊗ 1− 1)(1 + γ
′
),
où γ
′
= (e−p
m
γm ⊗ 1− 1)
−1(e−p
m
γm ⊗ 1)(1⊗ e
−pmγm − 1).
Par ailleurs, si x =
∑
i xi⊗ei ∈ X
Um
M ⊗T , on a v((1⊗e
−pmγm−1)(x)) ≥ vp(2p)+v(x) car
Pm agit trivialement sur T/2pT . Ceci permet de montrer que la série
∑+∞
n=0(−γ
′
)n converge
et sa somme est l’inverse de (1+γ
′
) sur XUmM ⊗T . Donc e
−pmγm−1 est inversible sur X
Um
M ⊗T .
On en déduit que l’opérateur e−p
m
γm − 1 est inversible sur ZM . Donc on a
H1(Um, XM ⊗ T )
Γm = 0 et H1(Um, XM ⊗ T )/(γm − 1) = 0.
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(1) si i = 1, par la suite exacte d’inflation-restriction, on a :
0→ H1(Γm, (XM ⊗ T )
Um)→ H1(Pm, XM ⊗ T )→ H
1(Um, XM ⊗ T )
Γm = 0→ 0.
Par ailleurs, on déduit H1(Γm, (XM ⊗ T )Um) = 0 des lemmes 4.17 et 4.18. Ceci permet
de conclure.
(2) si i = 2, d’après la suite spectrale de Hochschild-Serre, on a l’isomorphisme :
H2(Pm, XM ⊗ T ) ∼= H
1(Γm,H
1(Um, XM ⊗ T )) = H
1(Um, XM ⊗ T )/(γm − 1) = 0.
Proposition 4.19. Soit vp(M) ≥ vp(2p) ; si V est une Qp-représentation de PKM munie
d’un Zp-réseau T tel que PKM agit trivialement sur T/2pT , alors pour i ∈ N, RM induit un
isomorphisme :
RM : H
i(PKM ,B
+
dR(K
+
Mp∞)⊗ V )
∼= Hi(PKM , K˜
+
M ⊗ V ).
Démonstration. On pose X˜M = {x ∈ B
+
dR(K
+
Mp∞)|RM(x) = 0}. Quel que soit n ∈ N, on a une
décomposition de B+dR(K
+
Mp∞)/t
n comme K˜+/tn-module : B+dR(K
+
Mp∞)/t
n = K˜+M/t
n ⊕ X˜M/t
n.
Cela induit une décomposition de B+dR(K
+
Mp∞) comme K˜
+-module : B+dR(K
+
Mp∞) = K˜
+
M ⊕ X˜M .
On se ramène donc à montrer : Hi(PKM , X˜M ⊗ T ) = 0.
Soit c0 un i-cocycle qui présente un élément dans Hi(PKM , X˜M⊗T ). D’après la proposition
4.15, θ(c0) est un cobord dans Hi(PKM , XM ⊗T ) et donc θc0 = db0. L’élément c0−d(ιdR(b0))
est encore un i-cocycle dans Hi(PKM , X˜M ⊗ T ), qui est à valeurs dans tX˜M ⊗ T . On définit
une suites (dbn)n∈N de i-cobords dans Hi(PKM , XM ⊗ T (−n)) et (cn)n∈N de i-cocycles dans
Hi(PKM , X˜M ⊗ T (−n)) par récurrence :
dbn−1 = θ(cn−1) et cn = t
−1(cn−1 − d(ιdRbn−1))), si n ≥ 1.
Donc, on a c0 =
∑+∞
n=0 t
nd(ιdR(bn)), qui est une somme des cobords qui converge dans
Hi(PKM , X˜M ⊗ T ). Ceci permet de conclure la proposition.
5 La loi de réciprocité explicite de Kato
5.1 Construction de l’application exponentielle duale de Kato
On note K+ = Qp[[q]] le complété q-adique de K+ et K
+
M le complété q-adique de K
+-
module K+M = K
+[ζM , qM ]. On a donc K
+
M = FM [[qM ]]. On note K˜
+ = Qp[[q˜, t]] le complété
q˜-adique de K˜+ = ιdR(K+)[[t]], où l’application ιdR identifie K+ à un sous-anneau de B
+
dR(K
+
).
On note K˜+M le complété q˜-adique de K˜
+
M comme K˜
+-module. D’après le lemme 3.16, on a
bien K˜+M = K˜
+[ζ˜M , q˜M ] = K˜
+[ζM , q˜M ] = FM [[t, q˜M ]]. On définit une application θ : K˜
+
M →
FM [[qM ]] par réduction modulo t. Elle coïncide avec l’application θ sur K˜
+
M .
On note K+M,n = K
+
M/(qM)
n, K˜+M,n = K˜
+
M/(t, q˜M)
n. La représentation K˜+M ⊗ Vk,j de Pm
n’est pas une représentation analytique ; mais c’est la limite projective des représentations
analytiques {K˜+M,n ⊗ Vk,j}n∈N de Pm.
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Lemme 5.1. Les actions de ∂1 et ∂2−1 sur t et q˜M sont données par les formules suivantes :
∂1(t) = 0, ∂1(q˜M) =
t
M
q˜M ; ∂2(t) = t, ∂2(q˜M) = 0.
Proposition 5.2. Si vp(M) = m ≥ vp(2p) et 1 ≤ j ≤ k − 1, alors l’application
f(qM) 7→ te
k−2
1 f(q˜M)
induit un isomorphisme de K+M,n sur (K˜
+
M,n+j−1 ⊗ Vk,j)/(∂1, ∂2 − 1), pour tout n ∈ N.
Démonstration. Les {ei1e
k−2−i
2 t
l+2−jqvM : 0 ≤ i ≤ k − 2, v, l ≥ 0, v + l ≤ n − 1} forment une
FM -base de K˜
+
M,n ⊗ Vk,j. Rappelons que l’action de Pm sur Vk,j est donnée par la formule :
e1 ∗ ( a bc d ) = ae1+be2 et e2 ∗ (
a b
c d ) = ce1+de2, si (
a b
c d ) ∈ Pm. On a donc les formules suivantes
pour l’opérateur ∂1 :
∂1(e1) = p
−m lim
n→+∞
e1 ∗
up
n
m − 1
pn
= e2; ∂1(e2) = p
−m lim
n→+∞
e2 ∗
up
n
m − 1
pn
= 0.
On en déduit que
(24) ∂1(e
i
1e
k−2−i
2 t
lq˜vM)) = ie
i−1
1 e
k−1−i
2 t
lq˜vM + e
i
1e
k−2−i
2 t
lvq˜vM
t
M
.
Ceci nous fournit la relation suivante dans (K˜+M,n ⊗ Vk,j)/∂1 :
ei1e
k−2−i
2 t
lq˜vM =
−1
i+ 1
ei+11 e
k−3−i
2 t
l+1q˜vM
v
M
=
(−1)k−2−ii!
(k − 2)!
ek−21 t
l+k−2−iq˜vM (
v
M
)k−2−i.
Par conséquent, chaque élément de (K˜+M,n ⊗ Vk,j)/∂1 peut être représenté par un élément de
K˜+M,n(1⊗ (e
k−2
1 t
2−j)). Ceci implique que le morphisme naturel de FM -espaces
φ : K˜+M,n(1⊗ (e
k−2
1 t
2−j))→ (K˜+M,n ⊗ Vk,j)/∂1
est surjectif. La formule (24) montre qu’il n’existe pas d’élément x dans (K˜+M,n⊗Vk,j) tel que
∂1x appartient à K˜
+
M,n(1⊗ (e
k−2
1 t
2−j)). En conséquence, φ est un isomorphisme.
Par ailleurs, on a les formules suivantes pour l’opérateur ∂2 − 1 sur K˜
+
M,n ⊗ Vk,j :
∂2(e1) = p
−m lim
n→+∞
e1 ∗
γp
n
m − 1
pn
= 0, ∂2(e2) = p
−m lim
n→+∞
e2 ∗
γp
n
m − 1
pn
= e2.
On en déduit que :
(25) (∂2 − 1)(e
i
1e
k−2−i
2 t
lq˜vM) = (k − 3− i+ l)e
i
1e
k−2−i
2 t
lq˜vM .
On tire la commutativité de ∂1 et ∂2 − 1 sur (K˜
+
M ⊗ Vk,j)n des formules (24) et (25). On
a donc le diagramme commutatif suivant :
(ek−21 t
2−j ⊗ K˜+M,n)
∼= //
∂2−1

(K˜+M,n ⊗ Vk,j)/∂1
∂2−1

(ek−21 t
2−j ⊗ K˜+M,n)
∼= // (K˜+M,n ⊗ Vk,j)n/∂1
.
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On déduit de la formule (25) que, ei1e
k−2−i
2 t
lq˜vM est un vecteur propre de ∂2 − 1 avec la
valeur propre (k−3− i+ l). Donc K˜+M,n(1⊗e
k−2
1 t
2−j) est dans l’image de ∂2−1 si l−1 6= 0 et
donc on obtient (K˜+M,n ⊗ Vk,j)/(∂1, ∂2 − 1) ∼= K
+
M,n+1−jte
k−2
1 , ce qui permet de conclure.
En composant les applications obtenues dans les paragraphes précédents , on obtient le
diagramme suivant :
H2(GKM ,B
+
dR ⊗ Vk,j) H
2(PKM ,B
+
dR(K
+
Mp∞)⊗ Vk,j)(1)
oo
(2)
//
exp∗
Kato

H2(PKM , K˜
+
M ⊗ Vk,j)
(3)

lim
←−n
H2(PKM , K˜
+
M,n ⊗ Vk,j)
(4)

K+M lim←−n
(K˜+M,n ⊗ Vk,j)/(∂1, ∂2 − 1),∼=
(5)
oo
où • l’application (1), d’inflation, est injective car (B+dR)
GKMp∞ = B+dR(K
+
Mp∞) et GKMp∞ agit
trivialement sur Vk,j ;
• (2) est l’isomorphisme induit par "la trace de Tate normalisée" RM (c.f prop. 4.19) ;
• (3) est l’application naturelle induit par la projection K˜+M ⊗ Vk,j → K˜
+
M,n ⊗ Vk,j ;
• (4) est l’isomorphisme du corollaire 4.9 car K˜+M,n ⊗ Vk,j est analytique pour tout n ;
• Comme (K˜+M ⊗ Vk,j)n est une représentation analytique pour tout n, l’application (4) se
calcule grâce à la prop 4.10 . Plus précisément, cela se fait comme suit :
Recette 5.3. On définit une application res(n)k,j : K˜
+
M,n+j−1 ⊗ Vk,j → K
+
M,n en composant la
projection K˜+M,n+j−1⊗ Vk,j → (K˜
+
M,n+j−1⊗ Vk,j)/(∂1, ∂2− 1) avec l’inverse de l’isomorphisme
dans la proposition 5.2. En prenant la limite projective, on obtient un morphisme resk,j :
K˜+M ⊗ Vk,j → K
+
M . Si c = (c
(n)) ∈ lim
←−
H2(PKM , K˜
+
M,n+j−1 ⊗ Vk,j) est représenté par une limite
de 2-cocycle analytique (σ, τ) 7→ c(n)σ,τ sur PKM à valeurs dans K˜
+
M,n+j−1⊗Vk,j, alors l’image de
c sous l’application (5) est resk,j(δ(2)(c)), où δ(2) est l’application définie dans la proposition
4.10.
On définit l’application exp∗Kato en composant les applications (2), (3), (4), (5).
5.2 Application au système d’Euler de Kato
5.2.1 Esquise de la preuve du Théorème (1.4)
Soient M ≥ 1 et A =
(
α β
γ δ
)
avec α, β, γ, δ ∈ {1, · · · ,M} et detA ∈ Z∗p. On note ψM,A =
1A+MM2(Zˆ) la fonction caractéristique de A +MM2(Zˆ). C’est une fonction invariante sous
l’action de GKM . Par ailleurs, la distribution zKato,c,d(k, j) appartient à H
2(GKM ,Dalg(M2(Q⊗
Zˆ)(p), Vk,j)). Alors, on a ∫
ψM,AzKato,c,d(k, j) ∈ H
2(GKM , Vk,j)
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et on note son image dans H2(GKM ,B
+
dR(K
+
Mp∞)⊗Vk,j) par zM,A. En outre, on note z
(p)
Eis,c,d(k, j)
la distribution sur M2(Q ⊗ Zˆ)(p) à valeurs dans K+∞ obtenue en restreignant la distribution
zEis,c,d(k, j) ∈ Dalg(M2(Q ⊗ Zˆ),Mk(Q
cycl
p )) à M2(Q ⊗ Zˆ)
(p), et en utilisant l’injection de
Mk(Qcyclp ) dans K
+
∞.
Lemme 5.4. Soit k un entier ≥ 2 et soit j ∈ N tel que 1 ≤ j ≤ k − 1. La distribution
z
(p)
Eis,c,d(k, j) est invariante sous l’action de GK.
Démonstration. Le groupe GK agit sur Mcong(Qcyclp ) à travers son quotient P
cycl
Qp
vu comme
sous-groupe de GL2(Zˆ). D’après le théorème (2.12), on a :
si γ ∈ GL2(Q⊗ Zˆ), zEis,c,d(k, j)|kγ = | det γ|
j−1zEis,c,d(k, j).
En particulier, si γ ∈ GL2(Zˆ), alors on a | det γ| = 1. Donc la distribution z
(p)
Eis,c,d(k, j) est
invariante sous l’action de GL2(Zˆ).
Pour montrer le théorème (1.4), il suffit de prouver :
Proposition 5.5. Pour toute paire (M,A) ci-dessus et vp(M) ≥ vp(2p), detA ∈ Z
∗
p, on a
exp∗Kato(zM,A) =
1
(j − 1)!
Mk−2−2jF
(k−j)
c,α/M,β/ME
(j)
d,γ/M,δ/M .
Pour démontrer ceci, nous aurons besoin d’écrire un 2-cocycle explicite représentant zM,A
et le suivre à travers les étapes de la construction de l’application exp∗Kato.
5.2.2 Construction d’un 2-cocycle
Soient a0, b0, c0, d0 ∈ {1, · · · , pnM} verifiant : a0 ≡ α, b0 ≡ β, c0 ≡ γ, d0 ≡ δ mod M.
On note les fonctions caractéristiques 1(a0+MpnZp)×(b0+MpnZp), 1(c0+MpnZp)×(d0+MpnZp) , et
1( a0 b0
c0 d0
)
+MpnM2(Zp)
par ψ(n)a0,b0, ψ
(n)
c0,d0
, et ψ(n)a0,b0,c0,d0 respectivement. Notons U1 et U2 respecti-
vement les ouverts (α+MZp)× (β+MZp) et (γ+MZp)× (δ+MZp) de Z2p, et U = U1×U2
que l’on voit comme un ouvert de M2(Zp) et même de GL2(Zp) puisque detA ∈ Z∗p et p|M .
Pour i = 1, 2, on définit les mesures algébriques µi ∈ H1(GKM ,D0(Ui,Zp(1))) par les
formules suivantes :∫
ψ
(n)
a0,b0
µ1 =
∫
(a0+MpnZˆ)×(b0+MpnZˆ)
rc(z
(p)
siegel),
∫
ψ
(n)
c0,d0
µ2 =
∫
(c0+MpnZˆ)×(d0+MpnZˆ)
rd(z
(p)
siegel).
On note ν = µ1 ⊗ µ2 l’élément de H2(GKM ,D0(U,Zp(2))). Comme on a zkato,c,d(k, j) =
(ek−21 t
−j) ∗ xpzkato,c,d, on a
(26) zM,A =
∫
ψM,Azkato,c,d(k, j) =
∫
U
(ek−21 t
−j) ∗ xν.
Considérons le q-développement d’une unité modulaire, on a une décomposition du groupe
des unités modulaires U cong(Qcycl) : U cong(Qcycl) = (Qcycl)∗×qQ×U cong1 (Q
cycl), où U cong1 (Q
cycl)
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est l’ensemble d’éléments x ∈ U cong(Qcycl) vérifiant vq(x − 1) > 0. Alors on a une inclusion
de U cong(Qcycl) dans (K+∞[q
−1])∗.
Si N un entier ≥ 1, si 0 ≤ a, b ≤ N − 1, soit i un entier tel que (i, 6) = 1 et (ia, ib)
n’appartient pas à NZ2. Rappelons que l’expression explicite de gi(q, qaNζ
b
N) ∈ U(Q
cycl) est
comme suit ( on note gi(q, qaNζ
b
N), ce qui est noté gi, a
N
, b
N
dans la section §2.2, même chose
pour la fonction θ et les séries d’Eisenstein ) :
(27) gi(q, q
a
Nζ
b
N) = q
i2−1
12 (−qaNζ
b
N)
i−i2
2
∏
n≥0(1− q
nqaNζ
b
N)
i2
∏
n≥1(1− q
n(qaNζ
b
N)
−1)i
2∏
n≥0(1− q
n(qaNζ
b
N)
i)
∏
n≥1(1− q
n(qaNζ
b
N)
−i)
.
Fixons i un entier tel que (i, 6) = 1 et i ≡ 1 mod N . Rappelons que si c ∈ Z∗p, on a défini
un élément gc(q, qanζ
b
N) de Zp ⊗ U(Q
cycl) ⊂ Zp ⊗ (K
+
[q−1])∗ dans la section 2.3.2 :
gc(q, q
a
nζ
b
N) = rc(ga/N,b/N ) =
c2 − c21
i2 − 1
gi,a/N,b/N + gc1,a/N,b/N
avec c1 ≡ c mod pN et vp(c− c1) assez grand.
Soit g ∈ K ; on note g¯ = (g, g
1
p , · · · , ) un relèvement de g dans R(K) et [g¯] son représentant
de Teichmüller dans Ainf(K). Alors l’élément gc(q, qanζ
b
N) est bien défini et appartient à Zp ⊗
(U0(K
+
)[q¯−1])∗, à multiplication d’un élément de (1, ζp, · · · , )Q près .
Lemme 5.6. Soit i un entier tel que (i, 6) = 1 et i ≡ 1 mod N . L’élément log[g¯i, a
N
, b
N
] est
un élément bien défini dans B+log, à addition d’un élément de Qpt près .
Démonstration. Pour tout n ≥ 0 ( resp. n ≥ 1 ), [1− qnqaNζ
b
N ] ( resp. [1− q
nq−aN ζ
−b
N ] ) est un
élément inversible de A∗∗inf . Comme q est de valuation 1 pour la valuation p-adique sur K
+
,
on a
∏
n≥0 (1− q
nqaNζ
b
N) converge dans U0(K
+
). Ceci implique
∏
n≥0[(1− q
nqaNζ
b
N)] converge
dans A∗∗inf . De la même manière, on obtient que O =
∏
n≥0[(1−q
nqa
N
ζb
N
)]i
2 ∏
n≥1[(1−q
n(qa
N
ζb
N
))
−1
]i
2
∏
n≥0[(1−q
n(qa
N
ζb
N
))
i
]
∏
n≥1[(1−q
n(qa
N
ζb
N
))
−i
]
converge dans A∗∗inf . Donc l’élément [gi(q, q
a
N , q
b
N)] ∈ Ainf(K) est donné par la formule explicite
suivante :
[gi(q, qaN , q
b
N)] = q˜
i2−1
12 (−q˜aN ζ˜
b
N)
i−i2
2 × O;
ceci implique qu’il est dans A∗∗inf × q˜
Q. En appliquant l’application log ( c.f §3.3 ) à [g¯i, a
N
, b
N
],
on conclut le lemme.
Si c ∈ Z∗p, on définit log[g¯c, a
N
, b
N
] comme un élément de B+log, à addition d’un élément de
Qpt près, par la formule : log[g¯c, a
N
, b
N
] =
c2−c21
i2−1
log[g¯i a
N
, b
N
] + log[g¯c1, aN ,
b
N
], où c1 est un entier tel
que vp( c−c1i2−1) ≥ 0, c ≡ c1 mod N et (c1, 6) = 1 ; ceci ne depend pas du choix de i et c1 à
addition d’un élément de Qpt près .
Si i = 1, 2, soit Ψi une base du Z-module des fonctions localement constantes sur Ui
constituée de fonctions du type ψ(n)a0,b0 ( resp. ψ
(n)
c0,d0
), avec n ∈ N et a0, b0 (resp. c0, d0)
comme ci-dessus. On définit une distribution algébrique µ1,Ψ1 (resp. µ2,Ψ2) sur U1 (resp. U2)
à valeurs dans B+dR(K
+
)[uq] par la formule : si ψ
(n)
a0,b0
∈ Ψ1 (resp. ψ
(n)
c0,d0
∈ Ψ2),∫
ψ
(n)
a0,b0
µ1,Ψ1 = log[gc(q, q
a0
Mpnζ
b0
Mpn)]( resp.
∫
ψ
(n)
c0,d0
µ2,Ψ2 = log[gd(q, q
c0
Mpnζ
d0
Mpn)]).
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On identifie Zp(1) au sous-module de B
+
dR via l’isomorphisme de Zp[GK]-modules
log ◦[·] : Zp(1)→ Zpt.
Lemme 5.7. Si i = 1, 2, alors µi est l’image du 1-cocycle σ 7→ µi,Ψi ∗ (σ − 1) dans
H1(GKM ,D0(Ui,Zp(1))) pour tout choix de Ψi et des valeurs de l’intégration de µi,Ψi.
Démonstration. La démonstration est la même pour i = 1, 2. On peut donc supposer que
i = 1 et ψa0,b0 ∈ Ψ1. Rappelons que log[g¯c, a0
Mpn
,
b0
Mpn
] est bien défini à Qpt près. Comme
σ 7→ t∗(σ−1) est un cobord dans H1(GKM ,Zp(1)), µi,Ψi ne dépend du choix de log[g¯c, a0
Mpn
,
b0
Mpn
].
Si ψ(n)a0,b0 ∈ Ψ1, on a
∫
ψ
(n)
a0,b0
µ1 = gc, a0
Mpn
,
b0
Mpn
. D’après la théorie de Kummer p-adique (c.f.
§2.3 ), µ1 est représenté par le 1-cocycle σ 7→ µ ∗ (σ − 1) de H1(Π
′
Q,Dalg(X1,Zp(1))) avec
µ ∈ H1(Π
′
Q,Dalg(X1, Z
0)) vérifiant :
∫
ψ
(n)
a0,b0
µ = g¯
c,
a0
Mpn
,
b0
Mpn
.
Appliquons l’isomorphisme log ◦[·] : Zp(1)→ Zpt à µ ∗ (σ − 1) ; on déduit le lemme de la
formule log[σx] = σ log[x].
5.2.3 Descente de K à KMp∞
Lemme 5.8. Si pN |M , alors les produits infinis
∏
n≥0(1− q˜
nq˜aN ζ˜
b
N) et
∏
n≥1(1− q˜
nq˜−aN ζ˜
−b
N )
convergent dans A∗∗inf ∩ B
+
dR(K
+
Mp∞) .
Démonstration. La démonstration pour
∏
n≥0(1 − q˜
nq˜aN ζ˜
b
N) et
∏
n≥1(1 − q˜
nq˜−aN ζ˜
−b
N ) est la
même. Donc on montre le lemme pour le produit
∏
n≥0(1− q˜
nq˜aN ζ˜
b
N).
Comme q est de valuation 1 pour la valuation p-adique dans K
+
, on a q˜ = pα(1 + ωβ) ∈
Ainf , où α, β ∈ Ainf , et vp(q˜) ≥ 1. Donc on a
∏
n≥0(1 − q˜
nq˜aN ζ˜
b
N) = 1 +
∑+∞
k=1(−1)
kq˜akN ζ
bk
N ck,
où ck =
∑
0≤i1<i2<···<ik
q˜
∑
1≤j≤k ij converge dans Ainf pour la topologie p-adique. D’autre
part, on a vp(ck) ≥ k(k − 1)/2 et vp(q˜akN ζ
bk
N ck) ≥
ak
N
+ k(k−1)
2
> 0 ; ceci implique le produit
converge pour la topologie p-adique dans A∗∗inf . Il est évident que le produit est un élément
de B+dR(K
+
Mp∞).
Si i ∈ Z est tel que (i, 6) = 1, alors gi(q˜, q˜aN ζ˜
b
N) appartient à (A
∗∗
inf ∩B
+
dR(K
+
Mp∞))× q˜
Q. On
peut appliquer l’application log à gi(q˜, q˜aN ζ˜
b
N) et définir log gc(q, q˜
a
N ζ˜
b
N) =
c2−c21
i2−1
log gi(q˜, q˜
a
N ζ˜
b
N)+
log gc1(q˜, q˜
a
N q˜
b
N), à addition d’un élément de Qpt près , où i est un entier tel que (i, 6) = 1 et
i ≡ 1 mod N , et c1 est un entier tel que vp(c− c1) soit assez grand.
Lemme 5.9. Si n ≥ 0( resp. n ≥ 1), 1 − q˜nq˜aN ζ˜
b
N( resp. 1 − q˜
nq˜−aN ζ˜
−b
N ) est inversible dans
Ainf(K
+
). De plus, on a que
[1−qnqa
N
ζb
N
]
1−q˜nq˜a
N
ζ˜b
N
(resp.
[1−qnq−a
N
ζ−b
N
]
1−q˜nq˜−a
N
ζ˜−b
N
) est un élément dans 1+ωAinf(K
+
).
Démonstration. On montrera le lemme pour le cas n ≥ 0 et l’autre cas se déduit de la
même manière. Comme q est de valuation 1 pour la valuation p-adique dans K
+
, q˜ peut
s’écrire sous la forme pβ + ωα avec α, β ∈ Ainf(K
+
). Donc on a
∑+∞
m=0(q˜
nq˜aN ζ˜
b
N)
m = 1 +∑+∞
k=0 ω
k
∑
mn≥k,m≥1
(
mn
k
)
αk(pβ)mn−kq˜maN ζ˜
mb
N . La série
∑
mn≥k,m≥1
(
mn
k
)
αk(pβ)mn−kq˜maN ζ˜
mb
N converge
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dans Ainf(K
+
) et donc 1+
∑+∞
m=1(q˜
nq˜aN ζ˜
b
N)
m converge dans Ainf(K
+
) pour la topologie faible.
Ceci donne l’inverse de 1− q˜nq˜aN ζ˜
b
N dans Ainf(K
+
) et implique que [1−q
nqa
N
ζb
N
]
1−q˜nq˜a
N
ζ˜b
N
est un élément
dans Ainf(K
+
). Par ailleurs, θ( [1−q
nqa
N
ζb
N
]
1−q˜nq˜a
N
ζ˜b
N
) a pour image 1 dans C(K
+
), ce qui permet de
conclure.
Si i = 1, 2 et si c, d ∈ Z∗p, on définit une distribution algébrique µ˜i,Ψi sur Ui par la formule :
pour ψ(n)a0,b0 ∈ Ψ1 (resp. ψ
(n)
c0,d0
∈ Ψ2 ),∫
ψ
(n)
a0,b0
µ˜1,Ψ1 = log gc(q˜, q˜
a0
Mpn ζ˜
b0
Mpn)(resp.
∫
ψ
(n)
c0,d0
µ˜2,Ψ2 = log gd(q˜, q˜
c0
Mpn ζ˜
d0
Mpn)).
De la formule explicite (27) de gc(q, qaNζ
b
N), on obtient que gc(q˜, q˜
a0
Mpn ζ˜
b0
Mpn) appartient à
B+dR(K
+
Mp∞)⊕Qpq˜, et son image par θ dans C(K
+
Mp∞)⊕Qpq est gc(q, q
a0
Mpnζ
b0
Mpn). On en tire
que log gc(q˜, q˜
a0
Mpn ζ˜
b0
Mpn) et log gd(q˜, q˜
c0
Mpn ζ˜
d0
Mpn) appartiennent à B
+
dR(K
+
Mp∞)⊕Qpuq.
Lemme 5.10. Si i = 1, 2, alors :
(1) µ˜i,Ψi − µi,Ψi est une mesure à valeurs dans tB
+
dR ;
(2) Considérons l’application : H1(GKM ,D0(Ui,Zp(1))) → H
1(GKM ,D0(Ui, tB
+
dR)). L’image
de µi est représenté par le cocycle
σ 7→ µ˜i,Ψi ∗ (σ − 1),
qui est l’inflation d’un cocycle sur PKM à valeurs dans D0(Ui, tB
+
dR(K
+
Mp∞)).
Démonstration. Le (1) se déduit du lemme 5.9. Le (2) est une conséquence immédiate du
(1). En effet, comme (µ˜i,Ψi − µi,Ψi) est une mesure à valeurs dans tB
+
dR, on obtient que
(µ˜i,Ψi − µi,Ψi) ∗ (σ − 1) est un cobord dans H
1(GKM ,D0(Ui, tB
+
dR)). D’autre part, on a µ˜i,Ψi ∗
(σ− 1) = µi,Ψi ∗ (σ− 1)+ (µ˜i,Ψi−µi,Ψi) ∗ (σ− 1), et donc σ 7→ µ˜i,Ψi ∗ (σ− 1) est un 1-cocycle
à valeurs dans tB+dR qui représente µi ∈ H
1(GKM ,D0(Ui, tB
+
dR)).
Soient Λ1,Λ2 deux G-modules à droite. Si x1 ∈ Λ1, x2 ∈ Λ2 et σ, τ ∈ G, on définit un
élément {x1 ⊗ x2}σ,τ := (x1 ∗ (τσ − σ)⊗ (x2 ∗ (σ − 1))) ∈ Λ1 ⊗ Λ2.
Corollaire 5.11. Considérons l’application :
H2(GKM ,D0(U,Zp(2)))→ H
2(GKM ,D0(U, t
2B+dR(K
+
))).
L’image de ν = µ1 ⊗ µ2 peut être représenté par le 2-cocycle
(σ, τ) 7→ {µ˜1,Ψ1 ⊗ µ˜1,Ψ2}σ,τ ,
qui est l’inflation du 2-cocycle sur PKM à valeurs dans D0(U, t
2B+dR(K
+
Mp∞)).
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Démonstration. Ce corollaire résulte du lemme précédent et de la formule du cup-produit.
La formule du cup-produit de deux cocycles est : soient G un groupe, A,B deux G-module
à droite. Si f1 ∈ Hi(G,A) et f2 ∈ Hj(G,B), on a f1 ∪ f2 ∈ Hi+j(G,A⊗ B) où
f1 ∪ f2(σi+j , · · · , σi+1, σi, · · · , σ1) = (f1(σi, · · · , σ1) ∗ σi+1 ∗ · · · ∗ σi+j)⊗ f2(σi+j , · · · , σi+1).
On applique cette formule à f1 = µ˜1,Ψ1 ∗ (σ − 1) et f2 = µ˜2,Ψ2 ∗ (σ − 1) et on obtient un
2-cocycle (σ, τ) 7→ {µ˜1,Ψ1⊗ µ˜1,Ψ2}σ,τ , qui représente ν et à valeurs dans D0(U, t
2B+dR(K
+
Mp∞)).
Donc il est l’inflation du 2-cocycle sur PKM à valeurs dans D0(U, t
2B+dR(K
+
Mp∞)).
5.2.4 Descente de KMp∞ à KM
Définition 5.12. Si vp(M) ≥ vp(2p), on pose B
+
log(K
+
Mp∞) = B
+
dR(K
+
Mp∞)[uq], où uq = log q˜.
On définit une application K˜+M [uq]-linéaire :
RM,log : B
+
log(K
+
Mp∞) −→ K˜
+
M [uq];
∑
k
xku
k
q 7→
∑
k
RM(xk)u
k
q ,
où RM est la trace de Tate normalisée sur B
+
dR(K
+
Mp∞) à valeurs dans K˜
+
M .
Comme K˜+M [uq] est stable sous l’action de PKM et RM commute avec l’action de PKM , on
déduit que RM,log commute avec l’action de PKM . Notons RM,log encore par RM .
D’après ce qui précède et de la relation (26), zM,A est la classe du 2-cocycle
(σ, τ) 7→
∫
U
((ek−21 t
−j) ∗ g){µ˜1,Ψ1 ⊗ µ˜2,Ψ2}σ,τ ,
qui est aussi la classe du 2-cocycle par “la trace de Tate normalisée "
(σ, τ) 7→ RM(
∫
U
(
(ek−21 t
−j) ∗ g){µ˜1,Ψ1 ⊗ µ˜2,Ψ2}σ,τ
)
.
Lemme 5.13. Si ad− bc ∈ Z∗p, alors
RM(log θ(q˜, q˜
a
Mpn ζ˜
b
Mpn) log θ(q˜, q˜
c
Mpn ζ˜
d
Mpn))
= p−2n log θ(q˜p
n
, q˜aM ζ˜
b
M) log θ(q˜
pn, q˜cM ζ˜
d
M).
Démonstration. On a la formule explicite pour log θ(q˜, q˜aMpn ζ˜
b
Mpn) :
log θ(q˜, q˜aMpn ζ˜
b
Mpn) =(
1
12
+
a
2Mpn
)uq +
b
2Mpn
t+
+ (
+∞∑
m=1
log(1− q˜mq˜aMpn ζ˜
b
Mpn) +
∞∑
m=0
log(1− q˜mq˜−aMpn ζ˜
−b
Mpn)).
Comme RM(uq) = uq = p−nup
n
q et RM(t) = t = p
−n log ζ˜p
n
, il suffit de vérifier les relations
suivantes :
RM(log(1− q˜
mq˜aMpn ζ˜
b
Mpn)) = p
−n log(1− q˜p
nmq˜aM ζ˜
b
M)
RM(log(1− q˜
m1 q˜aMpn ζ˜
b
Mpn) log(1− q˜
m2 q˜cMpn ζ˜
d
Mpn)) = p
−2n log(1− q˜p
nm1 q˜aM ζ˜
b
M) log(1− q˜
pnm2 q˜cM ζ˜
d
M)
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Comme ad − bc ∈ Z∗p, a et b ne sont pas divisibles par p
n à la fois. Donc pour pn ∤ i, on
obtient RM((q˜mq˜aMpn ζ˜
b
Mpn)
i) = 0. On en déduit que
RM(log(1− q˜
mq˜aMpn ζ˜
b
Mpn)) = RM(−
∞∑
i=1
(q˜mq˜aMpn ζ˜
b
Mpn)
i
i
) = p−n log(1− (q˜p
n
)mq˜aM ζ˜
b
M).
Pour le terme
(log(1− q˜m1 q˜aMpn ζ˜
b
Mpn))(log(1− q˜
m2 q˜cMpn ζ˜
d
Mpn)),
on développe le produit :
(log(1− q˜m1 q˜aMpn ζ˜
b
Mpn))(log(1− q˜
m2 q˜cMpn ζ˜
d
Mpn))
=(
+∞∑
i=1
−
(q˜m1 q˜aMpn ζ˜
b
Mpn)
i
i
)(
+∞∑
j=1
−
(q˜m2 q˜cMpn ζ˜
d
Mpn)
j
j
)
=
+∞∑
i,j=1
(q˜m1 q˜aMpn ζ˜
b
Mpn)
i(q˜m2 q˜cMpn ζ˜
d
Mpn)
j
ij
Comme ad− bc ∈ Z∗p, cela équivaut à dire que “p
n|ai+ cj et pn|bi+ dj sont équivalent à pn|i
et pn|j". Donc en appliquant RM à la formule ci-dessus, on obtient :
RM
(
(log(1− q˜m1 q˜aMpn ζ˜
b
Mpn))(log(1− q˜
m2 q˜cMpn ζ˜
d
Mpn))
)
=p−2n
+∞∑
i,j=1
(q˜p
nm1 q˜aM ζ˜
b
M)
i(q˜p
nm2 q˜cM ζ˜
d
M)
j
ij
=p−2n(log(1− q˜p
nm1 q˜aM ζ˜
b
M))(log(1− q˜
pnm2 q˜cM ζ˜
d
M))
En composant les résultats ci-dessus, on obtient la formule voulue dans le lemme.
Corollaire 5.14. Si on note
log
(σ,τ)(
a0 b0
c0 d0
) =
{
log
(
(c2− < c >)θ(q˜p
n
, q˜a0M ζ˜
b0
M)
)
⊗ log
(
(d2− < d >)θ(q˜p
n
, q˜c0M ζ˜
d0
M )
)}
σ,τ
,
zM,A peut se représenter par le 2-cocycle
(σ, τ) 7→ lim
n→+∞
p−2n
∑ (a0e1 + b0e2)k−2
(a0d0 − b0c0)jtj
log
(σ,τ)(
a0 b0
c0 d0
),
la somme portant sur l’ensemble
U (n) := {(a0, b0, c0, d0) ∈ {1, · · · ,Mp
n}4|a0 ≡ α, b0 ≡ β, c0 ≡ γ, d0 ≡ δ mod M}.
Démonstration. zM,A peut se représenter par le 2-cocycle
(σ, τ) 7→ RM(
∫
U
((ek−21 t
−j) ∗ g){µ˜1,Ψ1 ⊗ µ˜2,Ψ2}σ,τ ).
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Par la définition de l’intégration sur U , on a
RM(
∫
U
((ek−21 t
−j) ∗ g){µ˜1,Ψ1 ⊗ µ˜2,Ψ2}σ,τ )
= lim
n→∞
∑
g=
(
a0 b0
c0 d0
)
∈U (n)
RM(
∫
ψ
(n)
a0,b0
⊗ ψ
(n)
c0,d0
((ek−21 t
−j) ∗ g){µ˜1,Ψ1 ⊗ µ˜2,Ψ2}σ,τ )
= lim
n→∞
∑
g=
(
a0 b0
c0 d0
)
∈U (n)
((ek−21 t
−j) ∗ g) · rc,d
(
RM
(
{log θ(q˜, q˜a0Mpn ζ˜
b0
Mpn)⊗ log θ(q˜, q˜
c0
Mpn ζ˜
d0
Mpn)}σ,τ
))
(28)
Comme la trace de Tate normalisée commute avec l’action de PKM , on a
RM{log θ(q˜, q˜
a0
Mpn ζ˜
b0
Mpn)⊗ log θ(q˜, q˜
c0
Mpn ζ˜
d0
Mpn)}σ,τ
={RM(log θ(q˜, q˜
a0
Mpn ζ˜
b0
Mpn)⊗ log θ(q˜, q˜
c0
Mpn ζ˜
d0
Mpn))}σ,τ .
D’après le lemme précédent, on a
(28) = lim
n→∞
∑
g=
(
a0 b0
c0 d0
)
∈U (n)
((ek−21 t
−j) ∗ g) · rc,d
(
p−2n{log θ(q˜p
n
, q˜a0M ζ˜
b0
M)⊗ log θ(q˜
pn , q˜c0M ζ˜
d0
M )}σ,τ
)
= lim
n→∞
p−2n
∑
g=
(
a0 b0
c0 d0
)
∈U (n)
(a0e1 + b0e2)
k−2
(a0d0 − b0c0)jtj
· log
(σ,τ)(
a0 b0
c0 d0
) .
5.2.5 Passage à l’algèbre de Lie
Comme le 2-cocycle (σ, τ) 7→ limn→+∞ p−2n
∑ (a0e1+b0e2)k−2
(a0d0−b0c0)jtj
log
(σ,τ)(
a0 b0
c0 d0
) obtenu dans la sec-
tion précédente est la limite de 2-cocycles analytiques à valeurs dans K+M ⊗ Vk,j, on peut
utiliser les techniques différentielles dans la section (4.1) pour calculer son image dans K+M
par l’application exp∗Kato.
Si f(x1, x2) est une fonction en deux variables, on note D1 ( resp. D2 ) l’opérateur x1 ddx1
( resp. x2 ddx2 ). Si n ∈ N et a, b ∈ Z, on pose f
(n)
a,b = f(q˜
pn, q˜aM ζ˜
b
M).
Lemme 5.15. On note δ
(2)
a0,b0,c0,d0
= δ(2)
({
log
(
rcθ
(n)
a0,b0
)
⊗ log
(
rdθ
(n)
c0,d0
)}
σ,τ
)
. On a
δ
(2)
a0,b0,c0,d0
=
(a0d0 − b0c0)t
2
M2
·D2 log
(
rcθ
(n)
a0,b0
)
·D2 log
(
rdθ
(n)
c0,d0
)
.
Démonstration. Soit f (n)a,b définie comme ci-dessus. Alors l’action habituelle de (u, v) ∈ Pm
sur f (n)a,b est :
(u, v)f
(n)
a,b = f(q˜
pn, q˜aM ζ˜
au+bev
M ).
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Du développement limité du terme de droite en u et v, on a
f(q˜p
n
, q˜aM ζ˜
au+bev
M ) = f(q˜
pn, q˜aM ζ˜
b
M) + u(
at
M
D2f
(n)
a,b ) + v(
bt
M
D2f
(n)
a,b ) +O((u, v)
2)
et donc l’action de ( 1 u0 ev )− 1 sur f
(n)
a,b est donnée par la formule :
(29) f (n)a,b ∗ ((
1 u
0 ev )− 1) =
au+ bv
M
tD2f
(n)
a,b +O((u, v)
2).
On note ∆ =
{
log
(
rcθ
(n)
a0,b0
)
⊗ log
(
rdθ
(n)
c0,d0
)}
σ,τ
. Soient σ = (u, v),τ = (x, y) ∈ Pm. Par
un calcul explicite de
f
(n)
a0,b0
∗
(
( 1 ue
y+x
0 ev+y
)− ( 1 x0 ey )
)
⊗ g
(n)
c0,d0
∗ (( 1 x0 ey )− 1)
à O((u, v, x, y)3) près, en utilisant la formule que l’on vient juste d’établir, on a :
∆ =
a0x(c0u+ d0v) + c0y(b0u+ d0v)
M2
t2D2 log
(
rcθ
(n)
a0,b0
)
·D2 log
(
rdθ
(n)
c0,d0
)
.
Alors, par la définition de l’application δ(2), on a
δ
(2)
a0,b0,c0,d0
=
(b0c0 − a0d0)t
2
M2
·D2 log
(
rcθ
(n)
a0,b0
)
·D2 log
(
rdθ
(n)
c0,d0
)
Lemme 5.16. Si s ≥ 2− j et a, b, c, d ∈ Z, alors, dans (K˜+M ⊗ Vk,j)/(∂1, 1− ∂2), on a
(ae1 + be2)
k−2tsf
(n)
a,b · g
(n)
c,d =
(ae1 + be2)
k−2
a(1− s)
· (ad− bc) ·
t
M
f
(n)
a,b ·D2g
(n)
c,d .
Démonstration. Pour (u, v) ∈ Pm, on a : f
(n)
a,b ∗ ((u, v)− 1) = u∂1f
(n)
a,b + v∂2f
(n)
a,b +O((u, v)
2).
En comparant avec la formule (29), on obtient que ∂1f
(n)
a,b =
at
M
D2f
(n)
a,b et ∂2f
(n)
a,b =
bt
M
D2f
(n)
a,b .
En composant les formules dans la démonstration de la proposition (5.2), on obtient :
(a (1− ∂2) + b∂1)
(
(ae1 + be2)
k−2 tsf
(n)
a,b g
(n)
c,d
)
=a(1− s)(ae1 + be2)
k−2tsf
(n)
a,b g
(n)
c,d +
(bc− ad)t
M
(ae1 + be2)
k−2tsf
(n)
a,b D2g
(n)
c,d ,
qui est nul dans (K˜⊗ Vk,j)/(∂1, 1− ∂2) pour s ≥ 2− j. Donc :
(ae1 + be2)
k−2tsf
(n)
a,b g
(n)
c,d =
(ad− bc)
a(1− s)
t
M
(ae1 + be2)
k−2tsf
(n)
a,b D2g
(n)
c,d .
On a défini une application resk,j : K˜
+
M ⊗ Vk,j → K
+
M dans la recette 5.3. Elle permet de
calculer l’image de zM,A dans K
+
M .
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Corollaire 5.17. On a
resk,j
(
(a0e1 + b0e2)
k−2
(a0d0 − b0c0)jtj
· δ
(2)
a0,b0,c0,d0
)
=M−1−j ·
ak−1−j0
(j − 1)!
·D2 log(rcθ
(n)
a0,b0
) ·Dj2 log(rdθ
(n)
c0,d0
).
Démonstration. D’après les lemmes (5.15) et (5.16), on obtient la formule suivante,
(a0e1 + b0e2)
k−2
(a0d0 − b0c0)jtj
· δ
(2)
a0,b0,c0,d0
=
(a0e1 + b0e2)
k−2t2−j
(a0d0 − b0c0)j−1M2
·D2 log
(
rcθ
(n)
a0,b0
)
·D2 log
(
rdθ
(n)
c0,d0
)
= M−1−j
(a0e1 + b0e2)
k−2t
aj−10 (j − 1)!
·D2 log
(
rcθ
(n)
a0,b0
)
·Dj2 log
(
rdθ
(n)
c0,d0
)
.
Par la definition de resk,j, on a :
resk,j
(
(a0e1 + b0e2)
k−2
(a0d0 − b0c0)jtj
· δ
(2)
a0,b0,c0,d0
)
=
M−1−jak−1−j0
(j − 1)!
·D2 log
(
rcθ
(n)
a0,b0
)
·Dj2 log
(
rdθ
(n)
c0,d0
)
.
Par les propriétés des fonctions E(k)c,α,β dans le lemme 2.13, on a
Dr2 log rcθ(x1, x2) = c
2Er(x1, x2)− c
rEr(x1, x
c
2).
On note Ec,r(x1, x2) = c2Er(x1, x2) − crEr(x1, xc2). Si b ≡ β mod M et d ≡ δ mod M ,
on a ζbM = ζ
β
M , ζ
d
M = ζ
δ
M . Donc par le corollaire (5.14) et le calcul que nous avons fait, on
obtient :
exp∗Kato(zM,A) =
M−1−j
(j − 1)!
· lim
n→∞
∑
a0≡α[M ]
c0≡γ[M ]
1≤a0,c0≤Mpn
ak−1−j0 Ec,1(q
pn, qa0Mζ
β
M)Ed,j(q
pn, qc0Mζ
δ
M).
Enfin, on utilise le lemme suivant pour terminer le calcul :
Lemme 5.18. Si 1 ≤ r ∈ N, et si c, d ∈ Z∗p, on a :
(1)
∑
c0≡γ[M ]
1≤c0≤Mpn
Ej(q
pn, qc0Mζ
δ
M) = E
(j)
γ/M,δ/M et
∑
c0≡γ[M ]
1≤c0≤Mpn
Ed,j(q
pn, qc0Mζ
δ
M) = E
(j)
d,γ/M,δ/M .
(2) lim
n→∞
∑
a0≡α[M ]
1≤a0≤Mpn
ar0Ec,1(q
pn, qa0Mζ
β
M) = M
rF
(r+1)
c,α/M,β/M .
Démonstration. (1) La deuxième assertion suit de la première, et la première est un calcul
direct par définition.
(2) On démontre l’assertion par prouver que ces deux formes modulaires p-adiques ont le
même q-développement. D’après la proposition (2.9), on a :
lim
n→∞
∑
a0≡α[M ]
1≤a0≤Mpn
ar0Ec,1(q
pn, qa0Mζ
β
M) = limn→∞
∑
a0≡α[M ]
1≤a0≤Mpn
ar0F
(1)
c,a0/Mpn,β/M
(qp
n
).
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Notons la limite à gauche par (⋆).
D’abord, on montre l’égalité pour le terme constant. D’après la proposition (2.9), le terme
constant de (⋆) et M rF (r+1)c,α/M,β/M sont A0 = limn→+∞
∑
a0≡α[M ]
1≤a0≤Mpn
ar0(c
2ζ( a0
Mpn
, 0)− cζ( 〈c〉a0
Mpn
, 0)) et
B0 = M
r(c2ζ( α
M
,−r)− c1−rζ( 〈c〉α
M
,−r)) respectivement.
On note µc la mesure sur Zp dont sa transformée d’Amice est c
2
T
− c
(1+T )c−1−1
. Un calcul
simple montre que, si α∫
Zp
(
α
M
+ x)kµc(x) = (c
2ζ(
α
M
,−k)− c1−kζ(
〈c〉α
M
,−k));∫
pnZp
(
α
M
+ x)kµc(x) = (c
2ζ(
α
pnM
),−k)− c1−kζ(
〈c〉α
pnM
,−k)).
(30)
On constate que A0 est la somme de Riemann
lim
n→+∞
∑
a0≡α[M ]
1≤a0≤Mpn
ar0(c
2ζ(
a0
Mpn
, 0)− cζ(
〈c〉a0
Mpn
, 0)),
et donc il se traduit l’intégration p-adique M r
∫
Zp
(α/M + x)rµc, qui est exactement B0.
Ensuite, on se ramène à montrer l’égalité suivant :
(31) lim
n→∞
∑
a0≡α[M ]
1≤a0≤Mpn
ar0E1(q
pn, qa0Mζ
β
M) =M
rF
(r+1)
α/M,β/M .
On note la limite à gauche par (⋆′). En effet, si (31) est vrai, on a
lim
n→∞
∑
a0≡α[M ]
1≤a0≤Mpn
ar0Ec,1(q
pn, qa0Mζ
β
M) =M
rc2F
(r+1)
α/M,β/M − limn→∞
∑
a0≡α[M ]
1≤a0≤Mpn
ar0cE1(q
pn, qca0M ζ
cβ
M )
Comme c ∈ Z∗p, on le conclut en appliquant le (31) à
lim
n→∞
∑
a0≡α[M ]
1≤a0≤Mpn
ar0cE1(q
pn, qca0M ζ
cβ
M ) = c
−r lim
n→∞
∑
a0≡α[M ]
1≤a0≤Mpn
(ca0)
rcE1(q
pn, qca0M ζ
cβ
M ).
Revenons à démontrer l’égalité (31). Il ne reste qu’à comparer les séries de Dirichlet
formelles associées aux q-développements de (⋆′) et de M rF (r+1)α/M,β/M
Soit F (1)a0/Mpn,β/M(q) =
∑
m∈Q+ bmq
m. D’après la proposition (2.9), la série de Dirichlet
formelle à coefficients dans Qcycl associée à F (1)a0/Mpn,β/M(q
pn) vérifie :
∑
m∈Q+
bm
(pnm)s
= p−ns(ζ(a0/Mp
n, s)ζ∗(β/M, s)− ζ(−a0/Mp
n, s)ζ∗(−β/M, s)).(32)
Soit
∑
m∈Q+ bm,nm
−s la série de Dirichlet formelle à coefficients dans Qcycl associée au
q-développement de
∑
a0≡α[M ]
1≤a0≤Mpn
ar0F
(1)
a0/Mpn,β/M
(qp
n
). Alors, de la formule (32), on a :
64
∑
m∈Q∗+
bm,n
ms
=
∑
a0≡α[M ]
1≤a0≤Mpn
ar0p
−ns(ζ(
a0
Mpn
, s)ζ∗(
β
M
, s)− ζ(−
a0
Mpn
, s)ζ∗(−
β
M
, s))
=
∑
a0≡α[M ]
1≤a0≤Mpn
ar0p
−ns(
+∞∑
k=0
1
(k + a0
Mpn
)s
ζ∗(
β
M
, s)−
+∞∑
k=1
1
(k − a0
Mpn
)s
ζ∗(−
β
M
, s))
=
pn−1∑
i=0
(
+∞∑
k=0
(α + iM)r
(kpn + α
M
+ i)s
ζ∗(
β
M
, s)−
+∞∑
k=1
(α + iM)r
(kpn − α
M
− k)s
ζ∗(−
β
M
, s))
(33)
Considérons l’injection de Dir(Qcycl) dans Dir(Qcyclp ). Alors la série de Dirichlet for-
melle, à coefficients dans Qcyclp , associée au q-développement de (⋆), est la limite p-adique
lim
n→∞
∑
m∈Q∗+
bm,n
ms
et on a
lim
n→∞
∑
m∈Q∗+
bm,n
ms
= lim
n→∞
pn−1∑
i=0
(
+∞∑
k=0
(α + iM)r
(kpn + α
M
+ i)s
ζ∗(β/M, s)−
+∞∑
k=1
(α+ iM)r
(kpn − α
M
− k)s
ζ∗(−β/M, s))
=M r
p∞∑
i=0
(
∞∑
k=0
( α
M
+ i)r
( α
M
+ i+ kp∞)s
ζ∗(β/M, s)−
+∞∑
k=1
( α
M
+ i)r
(kp∞ − α
M
− i)s
ζ∗(−β/M, s))
=M r(
∑
j≡ α
M
mod Z
1
js−r
ζ∗(β/M, s) + (−1)r+1
∑
j≡− α
M
mod Z
1
js−r
ζ∗(−β/M, s))
=M r(ζ(α/M, s− r)ζ∗(β/M, s) + (−1)r+1ζ(−α/M, s− r)ζ∗(−β/M, s)).
C’est la même série de Dirichlet à coefficients dans Qcyclp associée au q-développement de
M rF
(r+1)
α/M,β/M .
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