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Abstract
In this paper, we introduce DropHead, a struc-
tured dropout method specifically designed for
regularizing the multi-head attention mecha-
nism, which is a key component of trans-
former, a state-of-the-art model for various
NLP tasks. In contrast to the conventional
dropout mechanisms which randomly drop
units or connections, the proposed DropHead
is a structured dropout method. It drops en-
tire attention-heads during training and It pre-
vents the multi-head attention model from be-
ing dominated by a small portion of atten-
tion heads while also reduces the risk of over-
fitting the training data, thus making use of
the multi-head attention mechanism more effi-
ciently. Motivated by recent studies about the
learning dynamic of the multi-head attention
mechanism, we propose a specific dropout rate
schedule to adaptively adjust the dropout rate
of DropHead and achieve better regularization
effect. Experimental results on both machine
translation and text classification benchmark
datasets demonstrate the effectiveness of the
proposed approach.
1 Introduction
The transformer (Vaswani et al., 2017) architec-
ture has shown state of the art performance across
a variety of NLP tasks. A key architectural im-
provement of the transformer model is the multi-
head attention mechanism (MHA). While being
able to yield significant performance improve-
ment, recent studies (Voita et al., 2019; Michel
et al., 2019) investigating the importance of inde-
pendent attention heads shows that in most cases,
the MHA mechanism is dominated by a small por-
tion of attention heads which contribute the most
to the output, while a large percentage of attention
∗This work was done during the first author’s internship
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(a) Standard Dropout
(b) DropHead
Figure 1: Illustration of DropHead : (a): standard
Dropout randomly drops units in each attention heads.
(b) DropHead drops entire attention heads.
heads can be removed at test time without signif-
icantly impacting the performance. This observa-
tion suggests that the potential of the MHA mech-
anism is far from being fully exploited, which
makes approaches that invest multiple attention
heads more efficiently very important. In addi-
tion, most transformer models only employ the
dropout (Srivastava et al., 2014) on the output of
feed-forward layers, whereas the application of the
dropout mechanism on the self-attention module,
which is the key component of the transformer
model, is currently under-explored.
Motivated by the aforementioned problems, we
propose DropHead, a structured dropout mecha-
nism specifically designed to regularize the MHA
mechanism in the transformer model. Different
from conventional dropout approaches that ran-
domly dropout activations or connections, the pro-
posed approach drops an entire attention head
with a pre-defined probability, which is illus-
trated in Figure 1. In this way, random combi-
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nations of different attention heads will be ran-
domly dropped out during training, and the MHA
module is trained to perform the task with the re-
maining heads, thus 1) prevents the MHA from
being dominated by one or a few attention heads,
which makes other attention heads redundant and
fail to encode useful information, 2) breaks up
excessive co-adaptation between attention heads
which manages to perfectly explain the training
data and hurts test performance, and 3) makes the
trained transformer models more robust to atten-
tion heads pruning. In addition, inspired by the
recent study (Michel et al., 2019) on the train-
ing dynamic of the MHA mechanism which sug-
gests that the important heads are determined early
during the training process, we propose a specific
dropout rate schedule for the DropHead mecha-
nism. The dropout rate schedule applies a rela-
tively high dropout rate for the beginning and end-
ing epochs during training to prevent the MHA
mechanism from being dominated by a few atten-
tions heads and reduce overfitting, while uses a
lower dropout rate in the remaining steps to allow
the model to better fit the training data.
We conduct experiments on both neural ma-
chine translation and text classification datasets
which corresponds to the application of the trans-
former model on natural language generation and
natural language understanding tasks respectively.
The experimental result shows that the proposed
approach yields consistent improvements over the
standard transformer model, while also enables a
trained transformer model to better retain its per-
formance after pruning out a relatively large num-
ber of attention heads.
Our contribution can be summarized as follows:
• We propose DropHead, a simple and versatile
regularization method for transformer mod-
els. It enables more attention heads to encode
useful information and prevents excessive co-
adaptation between attention heads.
• We introduce a dropout schedule for Drop-
Head, which adjusts the dropout rate
throughout the training process according to
the training dynamics of the MHA mecha-
nism to achieve better performance.
• We conduct experiments on both neural
machine translation and text classification
benchmark datasets. Experimental results
demonstrate the effectiveness of the proposed
DropHead mechanism as well as the specifi-
cally designed dropout rate schedule.
2 Background
In this section, we briefly recall the important
background notations including attention mech-
anism (Bahdanau et al., 2014), multi-head at-
tention mechanism (Vaswani et al., 2017), and
dropout (Srivastava et al., 2014).
Attention Mechanism An attention function
can be described as mapping a query and a set
of key-value pairs to an output, where the query,
keys, values, and output are all vectors. The out-
put is computed as a weighted sum of the val-
ues, where the weight assigned to each value is
computed by a compatibility function of the query
with the corresponding key. We focus on the dot-
product attention (Luong et al., 2015) which is em-
ployed in the transformer architecture.
Given a sequence of vectors H ∈ Rl×d, where
l and d represent the length of and the dimension
of the input sequence, the self-attention projects
H into three different matrices: the query matrix
Q, the key matrix K and the value matrix vector
V , and uses scaled dot-product attention to get the
output representation:
Q,K, V = HWQ, HWK , HW V
Attn(Q,K, V ) = softmax
(
QKT√
dk
)
V
(1)
where WQ,WK ,W V are learnable parameters
and softmax() is performed row-wise.
Multi-Head Attention To enhance the ability
of self-attention, multi-head self-attention is in-
troduced as an extension of the single head self-
attention, which jointly model the multiple inter-
actions from different representation spaces:
MHA(H) = [head1; . . . ; headH ]WO,
where head i = Attn
(
HWQi , HW
K
i , HW
V
i
)
(2)
where WO,WQi ,W
K
i ,W
V are learnable param-
eters. The transformer architecture is a stack
of several multi-head self-attention layers and
fully-connected layers. The multi-head attention
mechanism extends the standard attention mech-
anism (Bahdanau et al., 2014) by computing at-
tention with H independent attention heads, thus
allows the model to jointly attend to information
from different representation subspaces at differ-
ent positions.
Dropout Introdud by Srivastava et al. (2014),
dropout is extensively used in training deep neural
networks. The method randomly suppresses neu-
rons during training by setting it to 0 with prob-
ability p, which is called the dropout rate. The
resulting model is often interpreted as an average
of multiple models, and it is argued that this can
reduce overfitting and improve test performance.
Dropout achieves great success on fully-connected
layers. However, vanilla dropout fails to improve
the performance of convolutional neural networks
or recurrent neural networks and is only applied in
the feed-forward layers in the transformer model,
which motivates our proposed method.
3 Scheduled DropHead
In this section, we begin by introducing the pro-
posed DropHead mechanism in detail and discuss
its potential effects on training transformer mod-
els. Afterward, we describe the proposed dropout
rate schedule specifically designed for DropHead.
3.1 DropHead
DropHead is a simple regularization method simi-
lar to Dropout (Srivastava et al., 2014) and Drop-
Connect (Wan et al., 2013). The main difference
between DropHead and conventional Dropout is
that we drop an entire attention head with a pre-
defined probability in DropHead, instead of drop-
ping individual units in conventional Dropout.
Formally, during training, for a transformer
layer with H attention heads, we randomly sam-
ple a binary mask vector ξ ∈ {0, 1}H with
each element independently sampled from ξi ∼
Bernoulli(p) where p is the dropout rate. After-
ward, we create H attention head masks M, which
is of the same shape with the output of one atten-
tion head, by filling all its elements with the corre-
sponding ξi. We then apply the mask vectors Mi to
the corresponding output of attention heads headi
by element-wise multiplication. Finally, we nor-
malize the output of MHA to ensure the scale of
the output representation matches between train-
ing and inference. The output of MHA mechanism
equipped with DropHead can be formulated as:
MHA(H) = ([head1 Mi; . . . ; headH MH ]WO)/γ,
where headi = Attn
(
HWQi , HW
K
i , HW
V
i
)
;
γ = sum(ξ)/H
(3)
where γ is the rescale factor used for normaliza-
tion and  denotes element-wise product. The
Algorithm 1 DropHead
Require: Dropout rate p; outputs from H atten-
tion heads O = [head1; . . . ; headH ]; mode
1: if mode == inference then
2: return O
3: end if
4: Randomly sample ξ: ξi ∼ Bernoulli(p).
5: For each element ξi, create a mask vector Mi
of the same shape as headi with all elements
equal to ξi.
6: Apply the mask: O = O ×M
7: Normalization: O = O ×H/count ones(ξ)
procedure of DropHead is summarized in Algo-
rithm 1.
Effect of DropHead Applying DropHead dur-
ing training forces the MHA mechanism to opti-
mize the same objective with different randomly
selected subsets of its attention heads. Its poten-
tial effects can be summarized as follows:
• Prevents excessive co-adaptation between
different attention heads, which reduces the
risk of overfitting and improves the general-
ization ability of trained models.
• Prevents the MHA from being dominated
by a single or a few attention heads, which
potentially makes other heads less effective,
thus making use of the parameters of the
MHA mechanism more efficiently.
• Makes the transformer models more ro-
bust to missing attention heads during infer-
ence, thus facilitating attention head prun-
ing which reduces the number of parame-
ters and inference-time efficiency according
to Michel et al. (2019).
3.2 Dropout rate schedule
Applying a fixed dropout ratio for DropHead is
sub-optimal according to our preliminary experi-
ments, which is consistent with the finding in Cur-
riculum Dropout (Morerio et al., 2017) and other
structured dropout approaches (Ghiasi et al., 2018;
Zoph et al., 2018). However, previous scheduled
dropout approaches generally initialize the train-
ing procedure with a dropout rate of 0 and grad-
ually increase the dropout rate. This can be sub-
optimal in the case of DropHead because one of
Figure 2: Illustration of the proposed dropout rate
schedule, the curriculum dropout rate schedule, and the
anti-curriculum dropout rate schedule.
its primary goals is to prevent the MHA mecha-
nism from being dominated by one or a few at-
tention heads, while previous study (Michel et al.,
2019) has shown that the importance of heads is
generally determined early during the training pro-
cess. Motivated by this observation and the intu-
ition that excessive co-adaptation which leads to
overfitting generally occurs in the later epochs of
the training process, we introduce a novel dropout
rate schedule designed for DropHead.
Specifically, we start the training process with a
relatively high dropout rate of pstart and linearly
decrease it to 0 during the early stage of training,
which is empirically chosen to be the same train-
ing steps for learning rate warmup. Afterward, we
linearly increase the dropout rate to pend in the re-
maining training steps following existing dropout
rate schedules in DropBlock and ScheduledDrop-
Path. To avoid introducing additional hyperparam-
eters, we empirically set pstart = pend and find it
generally works well across different tasks. An il-
lustration of the evolution of the dropout rate in
our proposed dropout rate schedule, as well as two
variants that monotonically increase or decrease
the dropout rate, is presented in Figure 2.
The proposed dropout rate schedule 1) starts the
training process with a high dropout rate to pre-
vent MHA from being dominated by one or a few
attention heads, thus enables most heads to suc-
cessfully learn useful information, 2) decreases the
dropout rate after warming up the attention heads,
which allows the model to fit the training data bet-
ter, and 3) gradually increases the dropout rate in
the later training process to improve the general-
ization ability of the model.
4 Experiments
In this section, we first conduct experiments on
several benchmark datasets on machine translation
and text classification to demonstrate the effective-
ness of Scheduled DropHead. Afterward, we con-
duct experiments on pruning transformer models
trained with DropHead to test if it succeeds in pre-
venting dominating attention heads and improving
attention head pruning.
4.1 Machine Translation
We first conduct experiments on the machine
translation task, which is one of the primary ap-
plications of the transformer model.
Dataset Following Vaswani et al. (2017), we use
the WMT 2014 English-German dataset consist-
ing of about 4.5 million sentence pairs as the train-
ing set. The newstest2013 and newstest2014 are
used as the development set and the test set. We
apply BPE (Sennrich et al., 2015) with 32K merge
operations to obtain subword units.
Models We train the transformer-big (Vaswani
et al., 2017) model with the proposed Scheduled
DropHead method as well as its counterpart where
no dropout rate schedule is employed. To ensure
fair comparisons, we compare our models against
the result reported by Vaswani et al. (2017) and
our reproduced result. In addition, as our approach
is expected to be able to reduce excessive co-
adaptation between multiple attention heads, we
also experiment with a variant of the transformer
model where we increase the number of attention
heads in each layer from 16 to 32. We denote the
modified transformer model as transformer-big
(more heads). Note that we change the number
of transformer heads by reducing the hidden di-
mension size of each attention heads, thus do not
increase the number of total parameters in the re-
sulting model. For reference, we also compare our
model against that trained by applying the vanilla
dropout on self-attention layers in the transformer
model, as well as several recent techniques im-
proving the transformer model in Table 1 to futher
demonstrate the effectiveness of our approach.
Training We generally follow the hyperparame-
ter setting provided in (Vaswani et al., 2017). We
set the dropout rate for DropHead to 0.2 and de-
crease the dropout rate in feed-forward layers from
0.3 to 0.2 based on dev set performance, which is
consistent with the fact that DropHead mechanism
already provides some regularization effects.
Evaluation Following previous work, we aver-
age the last 10 checkpoints for evaluation. All re-
sults use beam search with a beam width of 4 and
length penalty of 0.6.
Models BLEU PPL
Weighted Transformer(Ahmed et al., 2017) 28.9 -
Tied Transformer(Xia et al., 2019) 29.0 -
Layer-wise Coordination(He et al., 2018) 29.1 -
Transformer-big 28.4 -
- ours (reproduced) 28.7 4.32
- + Attention dropout 28.7 4.29
- + DropHead 29.2 4.15
- + Scheduled DropHead 29.4 4.08
Transformer-big (more heads) 28.4 4.39
- + Attention dropout 28.5 4.38
- + DropHead 29.3 4.12
- + Scheduled DropHead 29.6* 4.02*
Table 1: Machine translation performance on WMT14
en-de and newstest2014 of compared models. * de-
notes statistically significance with p < 0.01 compared
with all baselines.
Results Table 1 shows the BLEU score and the
perplexity of different compared models. We find
that applying vanilla dropout on self-attention lay-
ers generally fails to improve the model’s perfor-
mance. In contrast, the DropHead mechanism is
able to improve the transformer model by around
0.5 BLEU score and 0.2 perplexity, demonstrat-
ing its ability to improve the model’s generaliza-
tion ability. In addition, the proposed dropout rate
schedule can further improve the performance of
the strong baseline of Transformer + DropHead by
0.2 BLEU score, which confirms its effectiveness.
We also find that simply increasing the num-
ber of attention heads in each layer yields slightly
worse result compared with the default model
configuration. However, training the transformer
model with more attention heads with Scheduled
DropHead can yield further improvement com-
pared with the original model architecture. This
suggests that the proposed method is able to pro-
vide good regularization effect for the MHA in
transformer. Our approach also substantially out-
performs several existing techniques on improving
the transformer model that do not involve large
modification of the model architecture and addi-
tional training data, which further demonstrates its
effectiveness.
4.2 Text Classification
We also conduct experiments on sentence classi-
fication tasks to further demonstrate the effective-
ness of the proposed methods.
Datasets Type #Classes #Documents
IMDB Sentiment 2 50000
Yelp Review Sentiment 2 598000
AG’s News Topic 4 127,600
DBPedia Topic 14 630,000
TREC Question 6 5,952
Yahoo! Answers Question 10 1,146,000
SNLI Inference 3 550,152
Table 2: Statistics for text classification datasets.
Datasets We conduct experiments on text clas-
sification datasets ranging from different tasks.
Statistics of datasets are listed in Table 2. All
datasets are split into training, development and
testing sets. For sentiment analysis, we use the bi-
nary film review IMDB dataset (Maas et al., 2011)
and the binary version of the Yelp Review dataset
built by (Zhang et al., 2015). For topic classifi-
cation task, we employ AGs News and DBPedia
created by (Zhang et al., 2015). For question clas-
sification task, we evaluate our method on the six-
class version of the TREC dataset (Voorhees and
Tice, 1999) and Yahoo! Answers dataset created
by (Zhang et al., 2015). We also evaluate on the
SNLI dataset (Bowman et al., 2015) which is a
collection of sentence pairs labeled for entailment,
contradiction, and semantic independence.
Models We employ BERT-base (Devlin et al.,
2018) as a strong baseline and compare the perfor-
mance of fine-tuning it without attention dropout,
with vanilla attention dropout, and with Drop-
Head/Scheduled DropHead. However, the fact
that the dominant attention heads in the BERT
model are probably already formed during the pre-
training stage and thus hinder the effect of Drop-
Head, and pretraining BERT with our approach
is beyond the scope of our paper. Therefore, we
also employ a smaller, randomly initialized (with-
out pretraining) transformer-based text classifica-
tion model with the same architecture as BERT as
our baseline model. The model has a hidden size
of 768, 6 transformer blocks and 12 self-attention
heads. Following (Sun et al., 2019), we train the
models with a batch size of 24, a dropout rate
of 0.1 for both vanilla Dropout and DropHead.
We employ the Adam optimizer with base learn-
Model IMDB Yelp AG DBPedia TREC Yahoo! SNLI
Char-level CNN(Zhang et al., 2015) - 95.12 90.49 98.45 - 71.20 -
VDCNN(Conneau et al., 2017) - 95.72 91.33 98.71 - 73.43 -
DPCNN(Johnson and Zhang, 2017) - 97.36 93.13 99.12 - 76.10 -
ULMFiT(Howard and Ruder, 2018) 95.40 97.84 94.99 99.20 96.40 - -
BERT-base (Devlin et al., 2018) 94.60 97.61 94.75 99.30 97.20 77.58 90.73
-Attention Dropout 94.51 97.64 94.65 99.28 97.20 77.64 90.65
-DropHead 95.22 97.77 94.90 99.35 97.60 78.05 90.85
-Scheduled DropHead 95.48 97.92 94.95 99.41 97.60 77.93 90.92
Transformer (w/o pretraining) 90.85 95.61 91.08 98.69 94.60 73.15 86.52
-Attention Dropout 90.91 95.56 91.12 98.62 94.40 73.31 86.57
-DropHead 91.87 96.14 91.68 98.85 95.20 74.38 87.14
-Scheduled DropHead 91.95 96.21 91.74 98.91 95.20 74.41 87.20
Table 3: Test set results (accuracy) of compared models on text classification benchmarks. The results in the
first section are the results reported on their papers. means not reported results. * means statistically significant
improvement upon the corresponding baseline with p < 0.01.
ing rate as 2e-5 and 1e-4 with a warm-up ratio of
0.1 for the models with and without pretraining re-
spectively, and train the models for 5 epochs and
select the best model according to the accuracy on
the held out dev set.
Results We report the accuracy of compared
models on the test set in Table 3. We can see that
both the DropHead mechanism and the dropout
rate schedule are able to improve the performance
of strong BERT-based text classification models
on a wide range of datasets and substantially out-
perform the variant where vanilla Dropout is ap-
plied on the self-attention layers. This further con-
firms the effectiveness of the proposed methods.
In addition, we find that the performance im-
provement yielded by the proposed approach is
much larger when applying on the transformer-
based text classification model without pretrain-
ing. We suspect this may be because the dominant
attention heads are already formed for the pre-
trained BERT models, thus reducing the effect of
DropHead. Pretraining BERT models with Drop-
Head may be able to alleviate this problem, we
leave this for the future work.
4.3 Heads Analysis
In this section, we perform experiments following
that in (Michel et al., 2019) to analyze the relative
importance of individual attention heads in trans-
former model trained on WMT14 en-de dataset
with and without the proposed Scheduled Drop-
Head mechanism, and try to prune attention heads
to improve its efficiency.
Dominant head analysis The aforementioned
experiments on machine translation and text clas-
sification datasets demonstrates that our proposed
method is able to improve the performance of
transformer models. However, as the performance
improvement may also exclusively come from the
better regularization effect yielded by DropHead,
it’s still unclear whether the DropHead mecha-
nism can prevent the MHA mechanism from being
dominated by a few attention heads.
To this end, we conduct an experiment to an-
alyze the influence of the dominant head in each
transformer layer on the final performance of the
transformer model. Specifically, we evaluate the
models performance by masking one head at each
time and the dominant head is then determined
as the one without which the performance of the
model degrades the most. We measure the aver-
age BLEU score variation of the model’s perfor-
mance after removing the dominant attention head
in each layer. Following Michel et al. (2019), we
report the results when removing encoder-encoder
attention heads, decoder-decoder attention heads,
and encoder-decoder attention heads separately as
they may behave differently.
The results are presented in Table 4. We find
that the performance degradation when removing
the dominant head is significantly reduced when
trained with Scheduled DropHead. This suggests
that the proposed method can substantially re-
duce the influence of dominant attention heads and
Model Enc-Enc Enc-Dec Dec-Dec
Transformer -0.47 -1.05 -0.32
-DropHead -0.31 -0.79 -0.27
-Scheduled DropHead -0.28 -0.70 -0.25
Transformer (more heads) -0.41 -0.92 -0.29
-DropHead -0.25 -0.61 -0.24
-Scheduled DropHead -0.21 -0.54 -0.20
Table 4: Average variation of the BLEU score after removing the dominant attention head in different models.
Figure 3: Evolution of BLEU score when attention
heads are pruned from different variants of transformer
models trained on WMT14 en-de dataset.
make use of multiple attention heads more effec-
tively, which explains the performance improve-
ment yielded by Scheduled DropHead. In addi-
tion, we find that training with Scheduled Drop-
Head can reduce the influence of the dominant
heads in the transformer model with more atten-
tion heads more effectively, which may explain its
superior performance to some extent.
Attention head pruning Similar to other struc-
tured dropout methods (Fan et al., 2019; Ghi-
asi et al., 2018), training with Scheduled Drop-
Head makes the MHA module more robust to per-
form the task with missing attention heads. This
may make it easier to prune attention heads in
the trained transformer model at test time to re-
duce the number of parameters and improve the
model’s efficiency during inference. To validate
this assumption, we perform attention head prun-
ing with estimated head importance score In as
described in (Michel et al., 2019). Specifically,
we prune different portion of the total number
of attention heads in the transformer-large model
trained with and without the DropHead mecha-
nism and the proposed dropout rate schedule, and
report the evolution of BLEU score in Table 3.
We can see that both the DropHead mecha-
nism and the dropout rate schedule can increase
the model’s robustness to attention head pruning.
This allows us to prune more attention heads in
a transformer model to reduce the parameters in
the model and improve the inference efficiency
without significantly sacrificing the model’s per-
formance.
4.4 Ablation study
We also conduct an ablation study to better un-
derstand DropHead and the dropout rate sched-
ule. We analyze the relationship between stan-
dard Dropout and Scheduled DropHead; the ef-
fect of Scheduled DropHead on different types of
attention heads; and the effect of different vari-
ants of dropout rate schedules. The experiments
are conducted on the machine translation task with
WMT14 en-de dataset.
Attention Dropout vs Scheduled DropHead
To analyze the relationship between Scheduled
DropHead and the standard Dropout applied to
the self-attention layers in the transformer model,
we present the performance of transformer mod-
els trained by applying standard Dropout, Sched-
uled DropHead, and the combination of them
on the MHA modules in Table 5. We can see
that applying standard dropout on the MHA mod-
ules only marginally improve the model’s perfor-
mance. In contrast, the proposed Scheduled Drop-
Head can yield significant improvement upon the
baseline model and the model trained with stan-
dard dropout. We also find that the combination
of the standard dropout and DropHead does not
yield further improvement. This suggests that the
Scheduled DropHead is more effective than the
standard Dropout for the MHA mechanism.
Influence on different types of attention heads
We also analyze the effect of Scheduled Drop-
Model BLEU
Transformer 28.7
-+ Attention Dropout 28.7
-+ Scheduled DropHead 29.4
-+ Combination 29.4
Table 5: BLEU score of transformer-large models
trained with different regularization methods.
Head on different types of attention heads. Specif-
ically, we apply Scheduled DropHead separately
on encoder-encoder attention, encoder-decoder at-
tention, and decoder-decoder attention modules.
The results are presented in Table 6. We can
see that the proposed approach is more effective
when used on encoder-encoder self-attention and
encoder-decoder attention modules, which is con-
sistent with the finding of (Michel et al., 2019).
Model BLEU
Transformer
-w/o Scheduled DropHead 28.6
-Enc-enc Scheduled DropHead 28.9
-Enc-dec Scheduled DropHead 29.1
-Dec-dec Scheduled DropHead 28.7
-Scheduled DropHead 29.4
Table 6: BLEU score of transformer-large models
trained with Scheduled DropHead applied on different
MHA modules.
Comparison between different dropout rate
schedules We then analyze the influence of dif-
ferent dropout rate schedules and compare the
proposed dropout schedule with two variants.
The first variant is that used in ScheduledDrop-
Path (Zoph et al., 2018) which linearly increases
the dropout rate from 0 to the pre-defined dropout
rate. The second is the opposite of the former
schedule which linearly decreases the dropout rate
from the pre-defined dropout rate to 0. We de-
note the two compared dropout rate schedule as
curriculum DropHead and anti-curriculum Drop-
Head. The result is shown in Table 7. We can
see that both curriculum dropout rate schedule
and anti-curriculum dropout schedule fails to im-
prove the performance of the vanilla DropHead
where the dropout rate is constant, which demon-
strates the effectiveness of the proposed dropout
rate schedule.
Model BLEU
Transformer
-DropHead (constant dropout rate) 29.2
-Curriculum DropHead 29.0
-Anti-curriculum DropHead 28.7
-Scheduled DropHead 29.4
Table 7: BLEU score of transformer-large mod-
els trained with Scheduled DropHead with different
dropout rate schedules.
5 Related work
Since its introduction, dropout (Srivastava et al.,
2014) has inspired a number of regularization
methods for neural networks, including Drop-
Connect (Wan et al., 2013), Maxout (Goodfel-
low et al., 2013), Spatial Dropout (Tompson
et al., 2015), StochasticDepth (Huang et al.,
2016), DropPath (Larsson et al., 2016), Drop-
Block (Ghiasi et al., 2018), LayerDrop (Fan et al.,
2019), etc. While standard dropout works well
for fully-connected neural networks, structured
dropout (Huang et al., 2016; Larsson et al., 2016;
Ghiasi et al., 2018) appears to work better in con-
volutional neural networks. For RNNs, Varia-
tional Dropout (Gal and Ghahramani, 2016) and
ZoneOut (Krueger et al., 2016) are the most
widely used methods. More recently, concurrent
work investigates employing standard Dropout on
attention layers (Zehui et al., 2019), or applying
StochasticDepth on transformer layers (Fan et al.,
2019). However, to the best of our knowledge,
regularization approaches for MHA mechasim are
currently under-explored.
6 Conclusion
In this work, we introduce Scheduled DropHead, a
simple regularization approach for training trans-
former models. DropHead is a form of structured
dropout that drops an entire attention head in the
multi-head attention mechanism, which prevents
MHA from being dominated by a few heads, re-
duces excessive co-adaptation between attention
heads, and facilitates attention head pruning. We
also propose a specific dropout rate schedule that
is motivated by the training dynamic of the MHA
mechanism to improve the performance of the
vanilla DropHead. Our experiments on machine
translation and text classification demonstrate the
effectiveness of the proposed DropHead mecha-
nism and the dropout rate schedule.
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