The present work proposes many threshold techniques for moving object detection and tracking system. It applies more than one threshold techniques during segmentation phase of the work. Object detection is done by background subtraction with Alpha method and object tracking is carried out by feature point tracking approach. It is observed that Otsu threshold method seems to have produced a perfect extraction and yielded good result in moving object tracking. The results of applying multiple thresholds are reported in this paper.
INTRODUCTION
Now a day moving object detection and tracking has become the most important task for real time applications such as identifying an object of interest in a traffic flow, measuring speed of the vehicle, providing security in departmental stores etc. The color, shape, speed and directions of the moving object can be recognized in a detection and tracking system. Object detection is a technique for detecting foreground pixels in an image. It involves background subtraction and extraction of object from an image. Various object detection methods such as background subtraction, temporal difference, and statistical methods, Eigen background subtraction have been used recently [1] . A performance comparison of moving object detection techniques is carried out in video surveillance system [2] . A single object is detected based on segmentation using threshold, background subtraction model and background estimation techniques [2] . In the present work, background subtraction technique followed by morphological operations is applied on a video.
Object tracking technique tracks the moving object from first frame up to last frame of the video. Object tracking is performed by using different types of techniques, such as blob matching tracking algorithm [3] , Kalman filter [4] , robust algorithm [5] , and iterative method [6] . A new algorithm is implemented by using feature point tracking approach based on matching process [6] . Object tracking is done in a monocular image sequence by feature point tracking approach based on iterative method and objects are extracted [7] .
Background pixels are extracted and subtracted from an image or a video is known as background subtraction. It is performed based on several methods that are adaptive background mixture model [8] , Bayes classification of background [9] , state of art method and statistical background subtraction [10] .
An evaluation of background subtraction techniques for video surveillance has been proposed. Here, the background is extracted from video frames, then subtracted from every frame and compared with the background threshold [11] . If the basic threshold value is greater than background threshold, it is assumed that the pixel is treated as foreground otherwise it is background. This approach is followed in the present work.
Morphological operations are used for the analysis of binary images. The operations like erode and dilate are applied on background subtracted images. Erode is used for removing noises in an image sequence and dilate for enlarging the boundaries of foreground regions in an image sequence [12] .
The details of object detection object extraction and object tracking techniques are given in section 2 of this paper. The system design and implementations are provided in section 3. The results of the system are shown in section 4. The present work is concluded finally.
METHODOLOGY
There are three different phases performed in the present work, namely object detection phase, object extraction phase and finally object tracking phase. The first phase consists of background subtraction followed by morphological operations. The theory of background subtraction is briefly given in section 2.1. A brief introduction of morphological operation is given in section 2.2. The description of object extraction using different threshold constitutes the phase 2 of the present work and is given in section 2.3. Object tracking is performed as third phase of the work and provided in section 2.4.
Background subtraction
Background subtraction is a one of the technique of image processing. In general, background pixels are detected and subtracted. The foreground pixels are detected and extracted based on thresholding. A statistical background modeling has been proposed for foreground detection. This method identifies the main challenges of background subtraction in the field of video surveillance [10] .
In the present work, background subtraction is performed by background subtraction with Alpha method. The foreground and background pixels are first identified. It is given in following Eqn, where, T is a pre-defined threshold. The background image B t is updated by using following Eqn, 
Morphological operation
An image detection technique is proposed based on morphological edge detection and background differencing for real-time traffic analysis [13] . In the present work, morphological dilate and erode is applied on background subtracted image. Erode operation is used for removing noises in an image and dilate operation is used for enlarging the boundaries of foreground regions in an image.
Threshold Methods
Object extraction involves extracting the foreground object from an image sequences. Among the various techniques, threshold based techniques are simple and straight forward to apply. The three types of threshold techniques, namely Maximum Entropy Threshold, Mixture Modeling Threshold, and Otsu Method are applied in present work. The object extraction is necessary to detect the foreground object in an image.
Maximum entropy threshold
Maximum Entropy (ME) method is mainly used for object extraction and object recognition [14] . This method is used for extract the object from an image sequence by calculating gray level values for each pixel in an image sequence.
Using ME for automatic image annotation, the ME-based image segmentation approach is implemented to segment a gray-scale face image [15] . This approach uses Maximum Entropy Thresholding (MET) value of 2D image. MET operations are done by the following Eqn, where i is the gray level value of a pixel; j is the average gray level value of a pixel's neighborhood; f ij is the number of the pixels, of which the gray level values are i and the average gray level values of their neighborhoods are j; ME-based method yielded very good threshold value and segmented the given image very well.
Mixture modeling threshold
Maximum entropy threshold is one of the thresholding methods. This method is used to extract the object from an image sequence by calculating mean and standard deviation for each pixel in an image sequence.
In adaptive background mixture models for real-time tracking [9] , each pixel is classified based on Gaussian distribution. This thresholding process is done by following Eqn,  µ B and σ B is mean and standard deviation of background pixels  µ O and σ O is mean and standard deviation of foreground pixels
Mixture modeling threshold technique assumes two classes, one for the foreground and another one for the background. The mean and standard deviation of these two classes are calculated and added. The result is assigned as mixture modeling threshold value.
Otsu threshold
Otsu's method is used to convert gray level image to a binary image. The two clusters are obtained by Otsu method based on threshold value and the statistical measures are optimized [16] . The automatic thresholding of gray-level images via two-dimensional. This method provides good segmentation of the object in an image.
In Otsu's method, background pixels belong to one class and foreground pixels belong to another class. The weight and variance of the two classes are calculated and added. This resultant value constitutes the Otsu threshold value. It is shown in following Eqn, is weights of background pixels and is weight of foreground pixels.
are the inter class variance of the two classes. Otsu shows that minimizing the intra-class variance is the same as maximizing inter-class variance. It is shown in following Eqn, where are the class probabilities and is the class mean. The class probability is computed from :
while, the class mean is:
Object tracking
Object tracking monitors the changes of objects in a video sequence, including its presence, position, size, shape, etc. K. Sethi and R. Jain have proposed finding trajectories of feature points in an image sequence and identifying the same point in more than one image [7] . In the present work, object tracking process is performed by using feature point tracking approach.
In any video frame, some pixels are visible and some other pixels are not visible. Thus an image is having two types of pixels, foreground pixels and background pixels. The foreground pixels are considered from the object of the image and background pixels are taken from the background of the image. Figure 1) shows three frames (F-1, F, F+1) of the video. They represent previous frame, current frame and next frame. The frames are having both visible pixels and invisible pixels. Visible foreground pixels in current frame are compared with visible foreground pixels of previous frame. Single foreground visible pixel is present in current frame and previous frame means that it is easy to perform matching process and easy to identify the moving pixel. However, if multiple visible pixels
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When high intensity value of pixel is detected, those detected pixels are compared with pixels of previous frame. The moving pixel is thus identified. The moving pixel position is measured in current frame (q) and previous frame (p). The three points at p, q and r are connected by a line (see Figure 2 ). There is some distance value between two points. After extracting these feature points from the images, the feature points representing the same physical object point are identified in the whole image sequence by establishing correspondences between points of video frames. In object tracking, detecting and tracking of the moving pixels are performed. The calculations of distance between pixels are carried out.
The detected pixels are connected from the first frame up to last frame, now the path is generated. Distances between pixels are calculated by using Euclidian distance function; it is shown in following Eqn, x c ,y c is x and y value of current frame, x p ,y p is x and y value of previous frame of the video.
SYSTEM DESIGN AND IMPLEMENTATION
The main activities of the present systems are organized as three phases are shown (see Figure 3 ).
Fig 3: Three phases of the present work
In first phase, object detection is performed. Its flow chart is presented (see Figure 4) . The image sequence (RGB) is taken an input by the system. The image sequence is converted into gray scale sequence. Then background subtraction is performed as detailed in section 2.1. The morphological operations are carried out to remove the noise. This operation is detailed in section 2.2. The background subtracted image sequence is obtained.
Fig 4: Flowchart of object detection
In second phase, object extraction is performed. Three different threshold methods are applied on background subtracted image sequence. These methods were given in section 2.3. The results of three methods will be presented (see Figure 13 , section 4). The flow chart of selection of threshold method is shown (see Figure 5 ).
Fig 5: Flowchart of object extraction phase
In third phase, object tracking is performed. The flow chart of object tracking is shown (see Figure 6 ). In this phase, the path of moving object is generated, using feature point tracking approach (see section 4). The pixel positions are identified from the memory and displayed. The distance between the pixels are computed and displayed.
Input image sequence (RGB)
Gray scale image sequence 
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Fig 6: Flowchart of object tracking
The object detection and tracking system is implemented in ImageJ. ImageJ is implemented entirely in Java and is thus largely platform-independent, running without modification under Windows, Mac OS, or Linux. Java's dynamic execution model allows new modules ("plugins") to be written as independent pieces of Java code that can be compiled, loaded, and executed "on the fly" in the running system without the need to even restart ImageJ. It can display, edit, analyze, process, save and print 8-bit, 16-bit and 32-bit images. It can read many image formats including TIFF, GIF, JPEG, BMP, DICOM, FITS and "raw". It supports "stacks", a series of images that share a single window.
Plugins are small Java modules for extending the functionality of ImageJ by using a simple standardized interface. Plugins can be created, edited, compiled, invoked, and organized through the Plugin menu in ImageJ main window. Plugins can be grouped to improve modularity, and plugin commands can be arbitrarily placed inside the main menu structure. Also, many of ImageJ built-in functions are actually implemented as plugins themselves. Technically speaking, plugins are Java classes that implement a particular interface specification defined by ImageJ.
AVI video is converted into image sequences by using Virtual Dub software. Virtual Dub contains several menus, such as file, edit, audio, video etc. AVI video is displayed in Virtual Dub, from file menu (File->Open video file). This pane displays the AVI video; it shows (see Figure 7 ).
Fig 7: AVI video in Virtual Dub
The AVI video is split into number of image sequences (File>Export->Image sequence). Here, output format window is displayed, it contain file name, image format and file location. Now, the image sequence is stored in Input folder. This output format window is shown in Fig 8. 
Fig 8: Image output filter
ImageJ window menus are File, Edit, Image, Process, Analyze, Window and Help. Each Menu performs unique operations. These menus are shown (see Figure 9 ).
Fig 9: GUI for ImageJ
File menu (File>Import->Image sequence) is used to open input image sequence. Here, the input file is selected. Then, selection open window is displayed to specify the number of images, starting image, increment value etc. The input image sequence is displayed. This RGB image sequence is converted into gray scale image sequence by using Image menu (Image>Type->8 bit gray scale).
The coding for the object detection and tracking system is developed as ImageJ plugins. Java class of the coding is loaded into plugin folder of ImageJ. Then automatically, the present system coding file is displayed in plugin menu of ImageJ. There are five different types of plugins developed and performed in the present system, namely Background subtraction, Maximum entropy threshold, Mixture modeling threshold, Otsu method and Path tracking. This process is shown (see Figure 10 ). When background subtraction sub menu is clicked Java code of the phase 1 is executed. The results are presented and discussed (see section 4).
Maximum entropy threshold, Mixture modeling threshold and
Otsu methods is performed in segmentation phase of present work. Maximum entropy threshold sub menu is selected to segment the object from an image sequence. It produces result of object extraction with some noise. When Mixture modeling threshold sub menu is clicked for extract the object, this method also produces noisy output. Otsu method sub menu is clicked for object extraction the object from an image sequence. It produces image sequence without noise output. These results will be discussed (see Figure 12 ).
Third phase of present work is path tracking. It can be invoked by feature point tracking approach. This sub menu is selected to see the track of the moving object. It is shown (see Figure  13 ).
RESULTS AND DISCUSSION
The results of the system are given in detail in this section.
Object detection phase
The results of object detection are presented (see Figure 11) . Here, RGB image sequence is converted into gray scale image sequence. Then the gray scale images are converted into binary image. Figure 11) , column 1 denotes the input RGB image sequence (A1, B1, and C1). These image sequences are converted into gray scale image sequences shown in column 2 (A2, B2, C2). Column 3 shows the output of background subtraction (A3, B3, and C3). Row A is the 1 st frame, row B indicates 10 th frame, C denotes 50 th frame of the video.
Thresholding phase
In next phase, the results of object extracted background subtracted images are presented (see Figure 12 ). It involves various threshold techniques. Threshold operation is performed before tracking of the moving objects. These background subtracted images are converted into threshold images. shows the result of Otsu Method. Three types of threshold techniques were detailed in section 2. These techniques are applied to background subtracted image sequences (A3, B3, C3 in (see Figure 3) and the results are shown in (see Figure  12 ).
On seeing the images (see Figure 12 ), the noise is well removed in the images (see Column 3 of Figure 13 ) obtained by applied Otsu method. However, there is some noise present in the outputs of Maximum Entropy threshold and Mixture Modeling threshold (see Column 1 and Column 2 of Figure  12 ).
Mean and standard deviation of threshold methods
Maximum entropy and mixture modeling threshold method produces some noisy output and mean and standard deviation value is high. In otsu method to provide without noise output and the mean and standard deviation value is NaN. It is shown (see Table 1 ).
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Object tracking phase
The third phase of the work is to find the track of moving object. Here, feature point tracking approach is applied. High intensity value of pixel is detected and those detected pixels are compared with those pixels of previous frame. The pixel position of the moving object are found out and plotted in new ImageJ window. It is shown (see Figure. 13 ). In present work video contain 150 frames. However, three image sequences are shown (see Figure 11 and Figure 12 ), for want of space.
Fig 13: Path tracking
The position of pixel in each frame is obtained by using pixel matching technique. It is displayed (see Table 2 ). The moving pixels are identified in this process. The distance of pixel is calculated by using Euclidian distance function.
Current frame moving pixel position is same with moving pixel position of previous frame in the sense the distance value of pixel is 0. The pixel position is different in the sense that distance pixel is having some value not 0. This distance values are displayed (see Table 3 ).
Table 3. Distance between pixels
In plotting window, x coordinate value indicates number of frame and y coordinate value indicates distance of the pixel between two frames. Whenever frame is having some distance value, the peak will be increased otherwise peak will be 0. This plotting window displays the cleared result of distance variations; this result is shown (see Figure 14) . 
CONCLUSION
In this paper, a work on moving objects detection and tracking is performed based on various threshold methods. Object detection is performed by using background subtraction with Alpha method and morphological operations (Erode, Dilate). Object tracking is performed by using point tracking approach for tracking the moving object. To extract the detected object is carried out using three threshold techniques, namely Maximum Entropy threshold, Mixture Modeling Threshold and Otsu Method. The system yields best object extraction results during the work. 150 frames of a video are used for testing the system.
