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Abstract
The recent development of quantum gas microscopy for bosonic rubidium atoms trapped in
optical lattices has made it possible to study local structure and correlations in quantum
many-body systems. Quantum gas microscopes are a perfect platform to perform quantum
simulation of condensed matter systems, offering unprecedented control over both internal
and external degrees of freedom at a single-site level. In this thesis, this technique is
extended to fermionic particles, paving the way to fermionic quantum simulation, which
emulate electrons in real solids.
Our implementation uses lithium, the lightest atom amenable to laser cooling. The
absolute timescales of dynamics in optical lattices are inversely proportional to the mass.
Therefore, experiments are more than six times faster than for the only other fermionic
alkali atom, potassium, and more then fourteen times faster than an equivalent rubidium
experiment.
Scattering and collecting a sufﬁcient number of photons with our high-resolution imaging
system requires continuous cooling of the atoms during the ﬂuorescence imaging. The
lack of a resolved excited hyperﬁne structure on the D2 line of lithium prevents efﬁcient
conventional sub-Doppler cooling. To address this challenge we have applied a Raman
sideband cooling scheme and achieved the ﬁrst site-resolved imaging of ultracold fermions
in an optical lattice.
iiiContents
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Introduction 1
Analog Quantum Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Fermi Gas Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Why Lithium? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1 Theory 7
1.1 Atomic Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.1 Magnetic Fields And Microwave Transitions . . . . . . . . . . . . . . . 7
1.1.2 Light-Matter Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Feshbach Resonances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.1 Feshbach Resonances In Reduced Dimensions . . . . . . . . . . . . . . 20
1.3 Quantum Harmonic Oscillator . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3.1 One-Dimensional Harmonic Oscillator . . . . . . . . . . . . . . . . . . 21
1.3.2 Ensembles In A Harmonic Oscillator . . . . . . . . . . . . . . . . . . . 22
1.4 Optical Potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.4.1 Gaussian Beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.4.2 Travelling Wave Potentials . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.4.3 Standing Wave Potentials . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.4.4 Noise-Induced Heating . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.5 Physics Of Optical Lattices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.5.1 Band Structure Calculation . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.5.2 Tight Binding Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
1.5.3 Bose-Hubbard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
1.5.4 Fermi-Hubbard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2 Raman Cooling 55
2.1 Vibrational Transitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
iv2.2 Raman Transitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.3 Optical Pumping: Coherent Vs. Incoherent Scattering . . . . . . . . . . . . . . 59
2.4 Raman Sideband Cooling In A Bias Field . . . . . . . . . . . . . . . . . . . . . 60
2.5 Three-Dimensional Cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.6 Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.7 Raman Sideband Cooling At Zero Field . . . . . . . . . . . . . . . . . . . . . . 64
2.8 Heating Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.9 Raman Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.9.1 Pulsed Raman Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.9.2 Fidelity: Imaging A 3 3 Plaquette Or Single Atom Minesweeper . . 70
2.9.3 Monte-Carlo Imaging Simulation . . . . . . . . . . . . . . . . . . . . . 73
3 Experimental Setup 75
3.1 Vacuum System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.1.1 Main Chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.1.2 Glass Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.2 Lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.2.1 D2 Lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.2.2 D1 Laser And Raman Laser . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.2.3 High Power ODT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2.4 Dimple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.2.5 Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.3 Optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.3.1 Vertical Imaging: The Microscope . . . . . . . . . . . . . . . . . . . . . 92
3.3.2 Horizontal Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.3.3 Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.3.4 Accordion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.3.5 Dimples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.3.6 Raman . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.3.7 High Power Optical Dipole Trap . . . . . . . . . . . . . . . . . . . . . . 110
3.4 Sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.4.1 Atomic Beam Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.4.2 Zeeman Slower . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.4.3 Magneto Optical Trap . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.4.4 Initial Optical Evaporation . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.4.5 All-optical Transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.4.6 Final Optical Evaporation . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.4.7 Accordion Lattice Compression . . . . . . . . . . . . . . . . . . . . . . 122
v4 Experiment Control And Analysis Software 125
4.1 Long Pulse Sequences: Burst Mode . . . . . . . . . . . . . . . . . . . . . . . . 127
4.2 Python Data Analysis Framework . . . . . . . . . . . . . . . . . . . . . . . . . 129
5 Outlook 133
5.1 The Temperature Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.2 Digital Quantum Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.2.1 Single Qubit Gates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.2.2 Two-Qubit Gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.3 Multi-Species And Molecular Quantum Gas Microscope . . . . . . . . . . . . 137
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
References 139
Appendix A Transfer Matrix Method In Optics 152
A.1 Geometric Optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
A.2 Gaussian Optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
A.2.1 Example: Fiber collimation . . . . . . . . . . . . . . . . . . . . . . . . . 154
viList of Figures
1.1 Level structure of 6
3Li and laser detunings . . . . . . . . . . . . . . . . . . . . . 8
1.2 Quantum numbers of the 2s groundstate of 6
3Li . . . . . . . . . . . . . . . . . 8
1.3 Breit-Rabi diagram for the 2s groundstate of 6Li . . . . . . . . . . . . . . . . . 9
1.4 Dressed state energies for varying detuning . . . . . . . . . . . . . . . . . . . 14
1.5 Populations during a rapid adiabatic passage . . . . . . . . . . . . . . . . . . 14
1.6 Simpliﬁed two-channel model for a Feshbach resonance . . . . . . . . . . . . 18
1.7 Scattering length and molecular binding energy for 6
3Li . . . . . . . . . . . . . 19
1.8 Chemical potential for a Fermi gas in a harmonic trap . . . . . . . . . . . . . 25
1.9 Density proﬁles for different T/TF . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.10 Radial intensity proﬁle of a Gaussian beam at the focus . . . . . . . . . . . . . 26
1.11 Gaussian beam waist along the optical axis . . . . . . . . . . . . . . . . . . . . 26
1.12 Transmitted power of a clipped Gaussian beam . . . . . . . . . . . . . . . . . 28
1.13 Example of measured beam waists at different positions . . . . . . . . . . . . 30
1.14 Intensity distribution of a Gaussian beam propagating along the z axis . . . 31
1.15 Geometries for standing wave potentials . . . . . . . . . . . . . . . . . . . . . 33
1.16 Time dependent intensity of two counterpropagating beams . . . . . . . . . . 35
1.17 Optical potentials for different interference contrast and relative depth . . . . 37
1.18 Bandstructure of an one-dimensional lattice for various depths . . . . . . . . 42
1.19 Bands for various lattice depths in an one-dimensional lattice . . . . . . . . . 43
1.20 Number of bound states in a one-dimensional lattice . . . . . . . . . . . . . . 43
1.21 Energy spectrum for almost free particles at V0 ! 0, calculated for different
cutoffs lmax = 0,1,2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
1.22 Density of states in a two-dimensional square lattice for varying interference 46
1.23 Tunneling and interaction for various lattice depths . . . . . . . . . . . . . . . 47
1.24 Processes in the Bose-Hubbard model . . . . . . . . . . . . . . . . . . . . . . . 49
1.25 Phase diagram of the Bose-Hubbard model . . . . . . . . . . . . . . . . . . . . 49
1.26 In-situ images of bosonic atoms in a two-dimensional lattice in the Mott
insulating phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
1.27 Processes in the Fermi-Hubbard model . . . . . . . . . . . . . . . . . . . . . . 52
vii1.28 Qualitative phase diagram of the two-dimensional Fermi-Hubbard Model at
half ﬁlling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
1.29 Various phases of the Fermi-Hubbard model . . . . . . . . . . . . . . . . . . . 53
2.1 Spontaneous emission in the dressed-atom model . . . . . . . . . . . . . . . . 58
2.2 Resonance ﬂuorescence spectrum of a strongly-driven two-level system . . . 58
2.3 Raman sideband cooling scheme for 6
3Li using a bias magnetic ﬁeld . . . . . 61
2.4 Rabi-like oscillations in the driven four-level system . . . . . . . . . . . . . . . 62
2.5 Raman spectrum taken in a bias ﬁeld . . . . . . . . . . . . . . . . . . . . . . . 63
2.6 Decay out of j6i while exposed to optical pumping light . . . . . . . . . . . . 64
2.7 Raman sideband cooling scheme for 6
3Li without a bias ﬁeld . . . . . . . . . . 65
2.8 Raman spectrum without bias ﬁeld . . . . . . . . . . . . . . . . . . . . . . . . 66
2.9 Gated imaging during the Raman cooling . . . . . . . . . . . . . . . . . . . . . 68
2.10 Resolving individual atoms in at sparsely ﬁlled optical lattice . . . . . . . . . 69
2.11 Fluorescence image of a dense thermal cloud in an optical lattice . . . . . . . 69
2.12 Contribution to the ﬂuorescence from nearest neighbors and next-nearest
neighbors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.13 Total ﬂuorescence in the central lattice site for different optical resolutions . 72
2.14 Simulation of ﬂuorescence imaging . . . . . . . . . . . . . . . . . . . . . . . . 73
3.1 Overview of the vacuum chamber . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2 Drawing of the main chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.3 Drawing of the glass cell including the Conﬂat ﬂange . . . . . . . . . . . . . . 78
3.4 Optical setup of the D1 laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.5 Optical setup of the Raman laser . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.6 Optical setup of the high power optical dipole trap . . . . . . . . . . . . . . . 81
3.7 Simpliﬁed diagram of the feedback setup to stabilize the output power over a
large dynamic range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.8 Residual amplitude noise of the IPG laser at different output powers . . . . . 84
3.9 Optical setup of the low power optical dipole traps . . . . . . . . . . . . . . . 85
3.10 Picture of the tapered ampliﬁer mount . . . . . . . . . . . . . . . . . . . . . . 86
3.11 Diagram of the optical setup to seed the lattice ﬁber ampliﬁers . . . . . . . . 87
3.12 Diagram of the optical ﬁber ampliﬁer power stabilization setup . . . . . . . . 88
3.13 Measured residual amplitude noise of a lattice laser beam in open-loop and
with active power stabilization . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.14 Diagram of the microscope setup on the glass cell . . . . . . . . . . . . . . . . 92
3.15 Enhancement of the numerical aperture by a hemispheric lens . . . . . . . . . 92
3.16 Ceramic support structure for the microscope objective and lattice mirrors . 97
3.17 Objective alignment with delay line and Fizeau interferometer . . . . . . . . 98
viii3.18 Optical setup for the high resolution vertical imaging with optional de-
magniﬁcation for debugging purposes . . . . . . . . . . . . . . . . . . . . . . . 99
3.19 Absorption imaging of a cloud of atoms near the substrate . . . . . . . . . . . 101
3.20 Atoms in a crossed optical dipole trap near the substrate with its mirror image101
3.21 Mode matching and focusing optics of the optical lattice . . . . . . . . . . . . 102
3.22 Intensity pattern of a incoherent beam, a coherent beam, and a retro-reﬂected
coherent beam reﬂected off the superpolished substrate . . . . . . . . . . . . 103
3.23 The surface of a galvo mirror is imaged onto the superpolished to create a
variable spacing vertical optical lattice. . . . . . . . . . . . . . . . . . . . . . . 105
3.24 Optical setup of the accordion lattice . . . . . . . . . . . . . . . . . . . . . . . . 105
3.25 Mechanical setup of the accordion lattice . . . . . . . . . . . . . . . . . . . . . 106
3.26 Optical setup of the tiny and big dimple trap . . . . . . . . . . . . . . . . . . . 108
3.27 Close-up view of the s Raman beam near the hemisphere . . . . . . . . . . . 108
3.28 Optical setup of the Raman beams . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.29 Optical setup of the high power dipole trap . . . . . . . . . . . . . . . . . . . . 110
3.30 Coil pattern of the Zeeman slower . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.31 Calculated magnetic ﬁeld proﬁle of the Zeeman slower . . . . . . . . . . . . . 112
3.32 Magneto-optical trap loading sequence . . . . . . . . . . . . . . . . . . . . . . 113
3.33 Plain evaporation in an optical dipole trap of 3mK depth . . . . . . . . . . . 115
3.34 Atom number and temperature during the optical evaporation in the main
chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.35 Center of mass oscillations of the atomic cloud in the optical dipole trap . . . 116
3.36 Emergence of a molecular Bose-Einstein condensate by forced evaporation in
a single-beam optical dipole trap . . . . . . . . . . . . . . . . . . . . . . . . . . 117
3.37 Experiment sequence of the all optical transport . . . . . . . . . . . . . . . . . 118
3.38 Position, velocity, and acceleration during the optical transport . . . . . . . . 119
3.39 Transport heating for round-trip transport over 60cm per leg . . . . . . . . . 120
3.40 Oscillations of the cloud size after a quench of the trap depth of the “big
dimple” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.41 Degenerate Fermi gas of N  30000 atoms at a temperature T/TF  0.2 . . . 121
3.42 Loading the accordion lattice at 2 for different positions of the optical dipole
trap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.43 Atoms in the accordion lattice during the compression . . . . . . . . . . . . . 122
3.44 Lattice potential for the ﬁrst seven sites during the accordion compression . 123
3.45 Evolution of the band structure during the accordion compression . . . . . . 123
3.46 Reduction of the interference contrast away from the substrate . . . . . . . . 124
ix4.1 Simpliﬁed ﬂow chart of a scan including the experiment control software and
hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.2 Example of a chirped pulse train using the burst mode described in the text 128
4.3 Structure of the experiment data saved to an HDF ﬁle . . . . . . . . . . . . . . 130
4.4 Simpliﬁed diagram of some of the wrapper classes for the analysis . . . . . . 132
A.1 Collimating a beam with a lens f = 250zR . . . . . . . . . . . . . . . . . . . . . 154
xAcknowledgments
I would like to express my gratitude to my advisor Prof. Markus Greiner. Thank you giving
me enough freedom to design an experiment according to my own ideas, while still bringing
up interesting ideas and being available for discussions at any time.
I also want to thank my thesis committee with Prof. Misha Lukin, Prof. John Doyle, and
especially Prof. Ron Walsworth, who made him self available to provide his support during
my thesis defense.
Although mostly in the background, would like to express my deepest appreciation to the
Harvard physics staff: to Stan Cotreau for teaching me proper machining, to Steve Sansone
for teaching me the other machining tricks, to Jim MacArthur for insightful discussions
about frequency synthesizers, to Stuart McNeil for keeping everyone entertained with crazy
construction projects around the lab, and the janitor Manny for helping me out countless
times when I had locked myself out of the lab.
At the time I joined Markus’s group the lithium experiment was pretty much a blank
slate. Widagdo Setiawan taught me countless things required to build and run such a
complex experiment as the Fermi gas microscope. I am indebt for your guidance and
patience. The lithium lab would not be where it is today without your inﬂuence.
I am also deeply grateful to my coworkers Max Parsons and our postdoc Sebastian Blatt
for meticulously proofreading my “rough” thesis and teaching my about topic sentences.
I wish the next generation of very talented graduate students on the lithium experiment
best of luck. I am convinced that Max Parsons, Anton Mazurenko, and Christie Chiu are
going to study exciting physics with the Fermi gas microscope.
Special thanks also to the former members of the lithium lab, Kate Wooley-Brown and
Dylan Cotta, and members of the rubidium quantum gas microscope experiment: Jonathon
Gillen, Waseem Bakr, Amy Peng, Eric Tai, Ruichao Ma, Alex Lukin, Matthew Rispoli, Philip
Zupancic, and their postdocs Simon Fölling, Jon Simon, and Rajibul Islam. Without you all
the Greiner Lab “WG” would have been incomplete. It was always a pleasure to work with
you in our tiny ofﬁce with more than ten students cramped in-between oversized computer
ximonitors, boxes of lab snacks, and “McMaster surprises”.
In addition, I would like to thank my friends who kept me busy outside the lab: Rob
Kassner, Chris “The German Dude” Freudiger, Matthew Freemont, Niklas Jepsen, Garrett
Drayna, Eric Tai, Kate Wooley-Brown, Jon Simon, and Maggie Powers.
xiiTo my parents
xiiiIntroduction
Many open questions in physics stem from the quantum nature of matter. Although
theoretical models might exist for a particular physical system, it may not be computationally
feasible to solve the models on a classical computer due to the complexity of quantum
many-body problems.
To illustrate this complexity consider a one-dimensional chain of N " and # spins. For
classical spins any state can be described as a tuple of spins, for example
c = (...,",#,...).
In total there are jWclj = 2N possible conﬁgurations c 2 Wcl. Each conﬁguration can be
described with just N parameters (c)i 2 f#,"g. Even the state space of the classical problem
has exponential scaling in the number of particles N. For the same problem with quantum
spins an arbitrary state can be written as a quantum superposition of classical basis states, for
example
 Yqm

= c0 j#,#,...i + c1 j#,",...i + c2 j#,",...i + c3 j",",...i + ...
Because of the entanglement, 2N   1 parameters are needed to describe a single state. Assum-
ing each parameter is stored with eight-bit precision, a 40-spin system requires one terabyte
of memory to store a state. 270 spins already require more bits than the estimated number
of 1080 protons in the universe [2].
In additional to the memory requirements, exact calculation of expectation values also
poses a computational problem due to exponential scaling of the number of conﬁgurations.
1This happens both when computing classical statistical observables
hOi µ å
c
O(c)p(c), (1)
with the probability p(c) for a given conﬁguration, and quantum statistical observables

 ˆ O

µ tr
  ˆ Oexp( b ˆ H)

, (2)
with the inverse temperature b 1 = kBT and the Hamiltonian ˆ H. Classical Monte-Carlo
methods [3] can calculate expectation values in polynomial time [4].
Quantum Monte-Carlo systems are inefﬁcient for fermionic systems. To apply a Monte-
Carlo algorithm to the quantum problem one needs to map it to a classical problem ﬁrst
so that expectation values can be written in a similar fashion as equation (1) [5]. The
procedure works well for most bosonic systems (except spin-glasses) and non-frustrated
spin-models, because, like in a classical system, the weights p(c) are strictly positive. For
fermionic systems the weights p(c) turn out to have varying signs [4], which causes the
expectation value to ﬂuctuate wildly depending on how the Hilbert space is sampled. This
is called the sign problem and prohibits fast calculations of fermionic many-body systems
using quantum Monte-Carlo methods. So far no other universal way has been found to do
efﬁcient calculation. For some special cases other powerful numerical methods have been
applied successfully, like the density matrix renormalization group (DMRG) [6] for one
dimensional systems and dynamical mean-ﬁeld theory (DMFT) [7] in inﬁnite dimensions.
Analog Quantum Simulation
In his seminal keynote speech Feynman [8] proposed to use a (well-understood and con-
trolled) quantum system to simulate another quantum system. In this case one uses a
quantum system that can be mapped onto the same Hamiltonian as the one of interest.
Ultracold quantum gases are an ideal platform to study condensed matter models. In
particular, there is an analogy between solid-state systems and ultracold atoms in optical
lattices. The optical lattice creates a periodic potential for the ultracold atoms, just like ionic
2cores create a periodic potential for the electrons in a solid.
Various implementations of condensed matter systems have been demonstrated with
ultracold atoms, ranging from the superﬂuid to Mott insulator transition [9], to the BCS–BEC
crossover [10, 11], to classical [12] and quantum magnetism [13]. Additionally experiments
have been conducted to study localization in disordered potentials [14, 15, 16]. Optical
lattices are not limited to square lattices. Graphene-like [17], triangular, hexagonal [12],
and Kagome lattices [18] have been used as well. Recent experiments have also managed
to emulate magnetic ﬁelds in optical lattices [19, 20, 21] and in bulk [22, 23]. There are
proposals to bring ultracold atoms into the quantum Hall regime [24, 25].
But quantum simulators can go beyond just mimicking condensed matter systems. With
the creation of artiﬁcial gauge ﬁelds, for example, it is possible to create new exotic states of
matter [26, 27, 28]. There are even some schemes to use ultracold atoms to study problems
in high-energy physics [29, 30, 31].
Fermi Gas Microscopy
Ultracold neutral atoms provide a very scalable route to quantum simulation, but they
have lacked the controllability of trapped ions or superconducting qubits [32]. Recent
developments [33, 34, 35, 36], however, have enabled optical site-resolved imaging and
control [37] of ultracold atoms in a single layer of a three dimensional lattice.
While most solid-state experiments and ultracold quantum gas experiments can only
do bulk measurements, the ability to directly detect real space correlations in strongly
correlated systems can be a big advantage [38, 39, 40, 41]. Furthermore single-site resolved
detection makes the study of spatially-resolved dynamics possible.
The locally extremely low entropy in Mott insulating regions [35, 36] in an inhomoge-
nious Bose-Einstein condensate in an optical lattice also has been a starting point for
condensed matter quantum simulations [13] and could be used for quantum information
processing in future [42]. The possibility to restrict oneself to certain regions within an
optical lattice greatly enhances the sensitivity and has allowed to study excitations near a
3quantum phase transition [43].
Until now all quantum gas microscopes have used bosonic 87
37Rb. The extension of this
technique to a fermionic species will allow to address a whole other class of problems
that rely on the fermionic nature of the particles, most prominently the Fermi-Hubbard
model [44]. The phase diagram of the Fermi-Hubbard model is theoretically only well
understood for the case of one fermion per lattice site, but its properties away from half-ﬁlling
(in doped Mott insulators) are not fully known [45]. It is believed that the Fermi-Hubbard
model is a minimal model that exhibits d-wave superﬂuidity, a possible explanation for
high-temperature superconductivity [46, 47, 48, 49].
Several groups are working on detecting anti-ferromagnetic order at half-ﬁlling using
bulk techniques [50, 51, 52]. This is a good example where a quantum gas microscope would
excel. Since there is a smooth transition from a Mott insulator to a anti-ferromagnet at lower
temperatures, with in-situ imaging we will be able to detect anti-ferromagnetic domains
in low entropy regions before long-range order would show up in bulk measurements. In
inhomogeneous systems the metallic shell surrounding the Mott-insulation anti-ferromagnet
in the center also washes out the signature of ordering in bulk experiments, whereas a
quantum gas microscope can look at the central region directly.
Why Lithium?
In our Fermi gas microscope we are using 6
3Li. It is the lightest fermionic alkali atom
that has a optical transition accessible with conventional lasers. The two key parameters
of the Fermi-Hubbard Hamiltonian (1.138), the on-site interaction U and the tunneling
t, depend on the mass m via the recoil energy Er µ 1/m (see 1.5). For example, for a
given tunnel coupling t in the Hubbard model, the absolute tunneling rate is more than six
times faster than for the only other fermionic alkali atom 40
19K. Even in ultra-high vacuum,
experiments with ultracold atoms are ultimately limited by background gas collisions. These
collisions limit the maximum duration of an experiment to O(1s). The advantage of using
a lighter species becomes even more apparent when looking at the superexchange rate
4µ t2/U µ m (see 1.5.4.1), the rate of magnetic ordering in the tight binding regime (see
1.5.2). Typically this timescale is on the order of a few Hertz to tens of Hertz [40], close to
the experimental limitations mentioned above. In our experiments superexchange rates of
more than O(100Hz) are feasible while still being in the single band Hubbard regime.
Furthermore the on-site interaction U can be controlled by means of a magnetic Feshbach
resonance (see 1.2). It enables us to tune the scattering length to any value from  ¥ to
+¥, including the non-interacting case. While bosons suffer from severe three-body losses
near a Feshbach resonance, the Pauli exclusion principle allows Fermi mixtures to have long
lifetimes.
In addition, it would be possible to switch to the bosonic isotope 7
3Li with only minor
modiﬁcations to the laser system to study bosonic systems or combine both isotopes to
study Bose-Fermi mixtures in an optical lattice.
The extension of quantum gas microscopy to a fermionic species to study Fermi-Hubbard
physics seems straightforward. But with the higher recoil energies E
(l)
r = h2
2ml2 (with
wavelength l) of the lighter alkali atoms, cooling during ﬂuorescence imaging with the
microscope becomes more involved. Each scattered photon imparts a bigger momentum
than is the case for 87
37Rb. For typical trap depths each atom can only scatter a handful of
photons before it is heated out of the trap.
To circumvent this loss sub-Doppler cooling techniques have been applied to quantum
gas microscopes. Polarization gradient cooling might still be an option for 40
19K, but for 6
3Li
the unresolved excited state hyperﬁne structure of the D2-line, and therefore the lack of
differential ac Stark shifts for the different magnetic sublevels, prevent effective polarization
gradient cooling. Other sub-Doppler cooling techniques need to be employed to 6
3Li.
This thesis describes our experimental apparatus and the Raman sideband cooling
technique that we have successfully used to image quantum degenerate, fermionic lithium
atoms in an optical lattice with single-site resolution.
5Synopsis
This work consists of ﬁve chapters. In the ﬁrst chapter I would like to establish a few
general theoretical concepts required for the understanding of the interactions of atoms
with electromagnetic ﬁelds, as well as the physics of optical lattices.
The Raman cooling that allows us to do ﬂuorescence imaging in an optical lattice is
explained in a dedicated second chapter.
The following description of the experimental details is split into three parts. First, the
different light sources used in the experiment are introduced. Second, the optical setups
required for the lasers to serve their functions are illustrated. And ﬁnally their functions are
described in greater detail in the context of the whole experimental sequence, interspersed
with short very speciﬁc theoretical sections.
A chapter about the experimental control hard- and software is aimed towards future
students. The overview should help them to understand the basics and some of the
particularities of our system, so that they can extend its functionality in the future.
Finally I am going to conclude with an outlook on possible future upgrades of the
experiment and the problems that could be addressed.
6Chapter 1
Theory
1.1 Atomic Physics
Although we are trying to study condensed matter physics, an understanding of the
fundamental atomic physics of alkali atoms including the interaction with external ﬁelds is
nevertheless required. Gehm [53] has written an excellent review for 6Li, which I will refer
to in many places. The basic level structure of the 2s states are depicted in ﬁgure 1.1.
1.1.1 Magnetic Fields And Microwave Transitions
One of the basic interactions of an atom with an electromagnetic ﬁeld is the interaction of
its permanent magnetic dipole moment m with an external magnetic ﬁeld B. It is described
by the following Hamiltonian:
ˆ HB =  
1
¯ h
ˆ m  B =  
mB
¯ h å
ˆ X2fˆ L,ˆ S,ˆ Ig
gX ˆ X B, (1.1)
where ˆ m denotes the magnetic moment operator consisting of a orbital ˆ L, electronic spin ˆ S
and nuclear spin ˆ I part. The g-factors gX can be found in the literature [53, 54].
For ﬁelds smaller than the hyperﬁne splitting the coupled jF,mFi quantum numbers are
the “good quantum numbers”. For larger ﬁelds the electronic and nuclear spin decouple and
jI,mI; J,mJi take over. The 2s states are typically labeled by j1i,j2i,...,j6i in increasing
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Figure 1.1: Level structure of the n = 2 states of 6
3Li and some of the laser detunings used in the
experiment
energy (see ﬁgure 1.2). The Breit-Rabi diagram for the groundstate of 6Li is shown in ﬁgure
1.3.
Transitions between the hyperﬁne states can be driven by applying an oscillation mag-
netic ﬁeld perpendicular to the quantization axis. In our experiment this ﬁeld is generated
by a single loop microwave antenna. Since the wavelength at 228MHz is 1.3m and therefore
a lot larger than the distance of the antenna to the atoms, the magnetic ﬁeld proﬁle is
identical to that of a loop driven with constant current. A microwave ﬁeld in this orientation
can change the magnetic quantum number by 1. At low ﬁeld the relative transitions matrix
Figure 1.2: Quantum numbers of the 2s groundstate of 6
3Li in low and high magnetic ﬁeld
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Figure 1.3: Breit-Rabi diagram for the 2s groundstate of 6Li
elements hjj ˆ mx jii in arbitrary units are
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1
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A
. (1.2)
At high ﬁeld one can either ﬂip the electron spin (e.g. j1i ! j6i or ﬂip the nuclear spin
(e.g. j1i ! j2i) . The coupling is e =
p
2jgI/gSj  1/3159 weaker in the latter case. The
transition matrix elements at high magnetic ﬁeld in arbitrary units are approximately
0
B B
B B
B B B
B B
B B
B B
B
@
j1i j2i j3i j4i j5i j6i
j1i e 0 0 0  1
j2i e  e 0 1 0
j3i 0  e  1 0 0
j4i 0 0  1 e 0
j5i 0 1 0 e  e
j6i  1 0 0 0  e
1
C C
C C
C C C
C C
C C
C C
C
A
. (1.3)
91.1.2 Light-Matter Interaction
An atom can also be coupled to an oscillating electric ﬁeld. The Hamiltonian describing a
single atom and a time-varying driving electromagnetic ﬁeld can be separated into three
terms
ˆ H = ˆ HA + ˆ HL + ˆ VAL, (1.4)
where ˆ HA is the atomic Hamiltonian, ˆ HL describes the electromagnetic ﬁeld (i.e. the laser),
and the interaction ˆ VAL between the two. For this work it is sufﬁcient to consider the driving
ﬁeld as a classical plane wave.
E(r,t) =
1
2
E exp( i(wLt   k r)) + c.c. (1.5)
This is justiﬁed for coherent states [55]
jai = exp
 
 
jaj
2
2
!
¥
å
n=0
an
p
n!
jni (1.6)
with large photon numbers. Here jni denotes photon number state in a single mode, also
known as Fock state. Coherent states are an excellent approximation for laser ﬁelds used in
our experiment. In addition, for large average photon numbers the term ˆ HL can be left out
of equation (1.4) since the overall photon number stays approximately constant.
Atoms couple to the electric ﬁeld dominantly via an (induced) electric dipole, so that
the interaction reads [56]
ˆ VAL =  ˆ d E(r,t) = eˆ r E(r,t). (1.7)
Contributions from higher electric or magnetic multipoles are suppressed and only play
a role, when the direct transition is dipole forbidden, e.g. for microwave transitions or in
alkali-earth atoms.
101.1.2.1 Two-Level Atom
If a groundstate j1i only couples to one excited state j2i, the atom can be modeled as a
two-level system. In the two-level approximation the atomic Hamiltonian reduces to
ˆ HA = ¯ hwA j2ih2j, (1.8)
where the ¯ hwA is equal to the energy difference between the two states. This simpliﬁcation
is valid if all other excitation and decay channels can be neglected.
For now it will be assumed that the electric ﬁeld does not vary over the length scale of
an atom, so that we can approximate exp(ik ˆ r)  1. This approximation is called the dipole
approximation.
The situation can be simpliﬁed even more if all atomic physics details of the light-matter
interaction (like the exact atomic wavefunction or polarization of the laser) are condensed
into the matrix elements of the dipole operator mi,j = hij ˆ djji, which can be calculated or
found in the literature [57]. The total Hamiltonian for the two-level system with the matrix
elements m = m1,2 = m
2,1 reads [58]
ˆ H = ¯ hwA j2ih2j  
1
2
(mj1ih2j + m j2ih1j)(E exp( iwLt) + E exp(+iwLt)). (1.9)
To solve the time dependent Schrödinger equation
i¯ h
d
dt
jyi = ˆ H jyi, (1.10)
we rewrite the equations in the basis of the bare atomic states
jy(t)i = c1(t)j1i + c2(t)j2i.
Additionally, by going into the rotating frame [59] of the driving ﬁeld the equations of motion
of the transformed amplitudes read
i˙ c1(t) =  (E exp( 2iwLt) + E)
m
2¯ h
c2(t) (1.11)
i˙ c2(t) =  dc2(t)   (E + E exp(2iwLt))
m
2¯ h
c1(t).
11In the near-resonant case we can neglect the terms oscillating at 2wL, since the important
dynamics happen on a much slower timescale. This approximation is called the rotating
wave approximation, which is valid as long as d  wL,wA. Equations (1.11) can be rewritten
as an effective Hamiltonian
ˆ Heff =  ¯ hdj2ih2j  
¯ h
2
(Wj1ih2j + W j2ih1j) (1.12)
with the Rabi frequency
W =
mE
¯ h
. (1.13)
In this form the dynamics do not depend on the microscopic details of the interaction, only
on the Rabi frequency.
The general solutions in the rotating frame for the initial conditions c1(0) = 1, c2(0) = 0
and in the rotating wave approximation are given by
c1(t) = exp

i
d
2
t

cos

1
2
W0t

  i
d
W0 sin

1
2
W0t

(1.14)
c2(t) = iexp

i
d
2
t

W
W0 sin

1
2
W0t

,
where the generalized Rabi frequency is given by
W0 =
q
d2 + jWj
2. (1.15)
Experimentally more relevant is the time-evolution of the populations in the bare states
rjj = jhjj jij
2
r22(t) =

W
W0
2
sin2

1
2
W0t

(1.16)
r11(t) = 1  r22(t).
These solutions describe oscillations is the atomic population at the generalized Rabi
frequency, the Rabi oscillations.
Instead of continuously driving the system it is also possible to introduce transitions via
a single pulse. A short on-resonant (d = 0) pulse W(t) with the area
R ¥
 ¥ W(t)dt = p (called
12a p-pulse) exchanges the population in the two bare states. This can be used to transfer
population to an excited state. A p/2-pulse creates a coherent superposition of the two
states.
1.1.2.2 Dressed States
For numerical calculations it is often easier to write the Hamiltonian (1.12) in matrix form
in the bare basis j1i = (1,0),j2i = (0,1)
H =  ¯ h
0
B
@
d W
2
W
2 0
1
C
A. (1.17)
The eigenstates of the coupled two-level systems, the dressed states, are given by
j i = N 

j1i  
W
d + W0 j2i

(1.18)
j+i = N+

d   W0
W j1i + j2i

with the energies
E =  
¯ h
2
 
d  W0
(1.19)
and normalization constants N. The detuning dependence of their energies is depicted in
ﬁgure 1.4.
1.1.2.3 Dipole Force
In the far-detuned limit d  W (while still in the regime where the rotating wave approxi-
mation is valid) the dressed states
j i  j1i +
1
2
W
d
j2i,j+i   
1
2
W
d
j1i + j2i
and the generalized Rabi frequency
W0 = d +
1
2
jWj
2
d2 + O(
jWj
4
d4 )
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batic passage
can be expanded to second order in W/d. It becomes evident that for large detunings most
of the atomic population stays in the ground (excited) state with only a small µ (W/d)2
admixture of the excited (ground) state. The energies of these states
E  =
jWj
2
4d
,E+ =  d  
jWj
2
4d
are shifted up (down) by the ac Stark shift
DEac =
jWj
2
4d
. (1.20)
In the two-level system the ground and excited state always get shifted the opposite direction,
whereas for “real” multilevel atoms the ac Stark shift has to be calculated taking all states
including the continuum into account (for example see [60]).
For a spatially varying electric ﬁeld/Rabi frequency W(r) this can be used to apply a
force to atoms, the so-called dipole force. For a red-detuned (d < 0) laser the potential is
attractive and atoms get pulled towards the intensity maximum, whereas for a blue-detuned
(d > 0) lasers atoms get repelled.
Since there is only a small admixture of the excited state in the j i state, for sufﬁcient
detuning coherent and incoherent scattering can be neglected (see also section 2.3), yielding a
conservative potential to good approximation. If one is not limited by laser power PL µ jWj
2,
14the excited state population can be reduced by detuning further, because DEac µ d 1 decays
more slowly than the µ d 2 dependence of the population admixture. The full expression
for the dipole force without the rotating wave approximation is given in 1.79.
1.1.2.4 Rapid Adiabatic Passage
The coupling j1i and j2i via the dressed states (1.18) can be used to move population from
on state into another. This technique is more robust against uncertainties in detuning,
Rabi frequency, and timing than a p-pulse (see 1.1.2.1). If the detuning is ramped slowly
compared to the splitting W of the avoided crossing, the atom adiabtically follows the j i
state from j (d =  ¥)i = j1i to j (d = +¥)i = j2i (see ﬁgure 1.5). This procedure is
called a rapid adiabatic passage and is used in several places in our experiment, for example
to reliably transfer population into excited hyperﬁne states of the groundstate manifold.
The condition for a linear sweep d(t) = at to be adiabatic is given by the Landau-Zener
criterion [61, 62]
jWj
2
d
dtd(t)
 1. (1.21)
This also gives this technique its alternative name, a Landau-Zener sweep.
1.1.2.5 Spontaneous Emission
The formalism described in 1.1.2.1 is sufﬁcient to describe coherent dynamics, but is
inconvenient for including spontaneous emission. Better suited are density matrices [63], a
concept from quantum statistical mechanics, that allows to “trace out” unwanted states of
the system, for example the modes into which a photon is spontaneously emitted. Formally
density matrices are deﬁned as
ˆ r = å
i
pi jyiihyij, (1.22)
where jyii is a “pure” state and pi the probability to ﬁnd the system in this state.
15The density matrix of a two-level atom is given by
r =
0
B
@
jc1j
2 c1c
2
c
1c2 jc2j
2
1
C
A (1.23)
and its equation of motion by [59]
˙ r11 = gr11  
i
2
(Wr12   Wr21) (1.24)
˙ r22 =  gr22 +
i
2
(Wr12   Wr21)
˙ r12 =  
g
2
+ id

r12 + i
W
2
(r22   r11)
˙ r21 =  
g
2
  id

r21 + i
W
2
(r22   r11).
These equations are also known as the optical Bloch equations and include decay and dephas-
ing caused by ﬁnite excited state lifetime giving rise to the natural linewidth g.
In steady state ( ˙ r ! 0) the excited state population is given by
r22 =
s0/2
1+ s0 + (2d/g)2, (1.25)
with the on-resonant saturation parameter
s0 = 2
jWj
2
g2 . (1.26)
For the every day lab use it is often more convenient to write the on-resonant saturation
parameter [57]
s0 
I
Isat
as the ratio of the light intensity I to the saturation intensity given by
Isat =
2p2
3
hcg
l3 . (1.27)
The excited state population (1.25) can also be written in a dimensionless form
r22 =
1
2
s
1+ s
, (1.28)
16with the generalized saturation parameter
s 
s0
1+ (2d/g)2 (1.29)
As a function of the detuning d equation (1.25) follows a Lorentzian proﬁle with a
FWHM of g0 = g
p
1+ s0. When driven with a large Rabi frequency W the width increases
from the natural linewidth g. This effect is known as power broadening. Another important
feature of equation (1.25) is that the excited state population saturates at r22 ! 1
2 for d = 0
and W ! ¥. In other words it is not possible to create a steady state population inversion
in a two level system.
In the weak driving limit the amount of population is the excited state is proportional to
the saturation parameter s
r22 =
1
2
s + O(s2) =
W2
g2 + (2d)2 + O(W4). (1.30)
Hence, the exited state population can be kept small by either detuning or by reducing
the incident laser power. In both cases the total rate at which a driven atom is scattering
photons (coherently and incoherently) is given by
gS = gr22. (1.31)
Each time an atom absorbs a photon it gets a directed momentum kick ¯ hkL, the sponta-
neous emission on the other hand is uniform over the whole 4p solid angle. So on average
the momentum of an atom is increasing by ¯ hkLgr22t with gives rise to the radiation force
Frad = ¯ hkLgr22. (1.32)
Together with the dipole force (1.20), the radiation force set the foundation for all laser
cooling and trapping experiments.
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Figure 1.6: Simpliﬁed two-channel model for a Feshbach resonance (from [1])
1.2 Feshbach Resonances
Feshbach resonances offer an unique way to tune and control the interactions between
particles. Köhler et al. [64] and Chin et al. [1] have written an excellent review paper on the
physics of Feshbach resonances.
If the energy of the two colliding atoms is near a molecular bound state (see ﬁgure 1.6),
the scattering between the two is resonantly enhanced. For atoms with non-zero nuclear
spin the magnet moment of the dimer differs from the one of a bare atom. The relative
position of the molecular bound state with respect to the atomic energies can therefore be
tuned with an external static magnetic ﬁeld.
Near the s-wave scattering resonance (ignoring inelastic decay channels) the scattering
length can be parametrized by [65]
a(B) = abg

1 
D
B   B0

, (1.33)
with the background scattering length abg, the magnetic ﬁeld where the resonance appears
B0, and the width of the resonance D. For homo-nuclear Feshbach molecules the binding
energy of the dimers near the resonance (a > 0) can be approximated by
Eb =
¯ h
2
2m
a2. (1.34)
The molecules are typically in their highest rovibrational state, which has an extent of a
and a dimer-dimer scattering length of add = 0.6a [66].
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Figure 1.7: Scattering length and molecular binding energy for 6
3Li
In fermionic 6
3Li several resonances between different hyperﬁne states have been observed
(see ﬁgure 1.7, data from [67]). The broad resonance between the j1i and j2i states at
B0 = 832.18(8)G with a width of D = 262.3(3)G [67] (see 1.1.1 for labeling of the states) is
most commonly used. Near this resonance there are further resonances between the j2i and
j3i (B0 = 809.76(5)G [67]) states and j1i and j3i states (B0 = 689.68(8)G [67]). This makes
6
3Li a perfect candidate to study three-state systems with tunable interactions [68].
A narrow (D = 0.1G [1]) resonance at B0 = 543.26(10)G [69] between j1i and j2i is
less frequently used directly, but it provides a zero-crossing of the scattering length at
Ba=0 = 527.5(2)G [70, 71]. This zero-crossing allows us to turn off interactions between the
j1i and j2i states to study non-interacting Fermi gases.
On the repulsive side (a > 0) of the 830G resonance molecule formation can occur via
inelastic three-body collisions. For bosonic atoms this causes large losses which limit the
usefulness of the Feshbach resonance [72], but for fermions the relaxation to more deeply
bound molecules is suppressed by the Pauli exclusion principle [66]. We have used this fact
to create a molecular condensate of Li2 dimers (see 3.36).
191.2.1 Feshbach Resonances In Reduced Dimensions
With ultracold atoms in optical traps it is possible to study lower dimensional physics. For
example, in an ellipsoidal optical dipole trap or in “tubes” created by a two-dimensional
optical lattice created by two orthogonal lattices the system behaves effectively as a one-
dimensional system. Because the trap frequencies in the transverse/radial directions are
signiﬁcantly higher than in the longitudinal/axial direction, the scattering into ﬁnal states
with excitations along the radial are suppressed.
The coupling constant g1d replaces the three-dimensional scattering length in an effective
Hamiltonian in one-dimension. It exhibits a singularity similar to the conventional Feshbach
resonance. This conﬁnement induced resonance [73] appears at a slightly shifted magnetic
ﬁeld [74, 75].
Two dimensional systems exhibit a similar behavior [76].
In three dimensional optical lattices, strong interactions between two atoms on a single
lattice site alter the energy levels. If the scattering length a becomes comparable to the
extent of the wavefunction (i.e. the harmonic oscillator length aQHO (1.36) in deep lattices)
the energy levels in the trap shift [77] due to coupling between different bands. This has
been demonstrated experimentally by Stöfele et al. [78]. Strong interactions need be taken
into account, when the system should be approximated by a Hubbard model (see 1.5.4).
These effects can be incorporated into a generalized Hubbard model for both atoms and
molecules [79, 80].
1.3 Quantum Harmonic Oscillator
The basic problem of a quantum harmonic oscillator is omni-present in physics (e.g. [81]).
Since most optical traps can be approximated as a harmonic trap near their minimum,
harmonic oscillators are of great importance for the understanding the physics of trapped
ultracold atoms. Especially for the Raman cooling technique (see 2) the quantized motional
states of trapped atoms are an essential ingredient.
201.3.1 One-Dimensional Harmonic Oscillator
The Hamiltonian for a single particle of mass m in a harmonic oscillator potential with a
trap frequency w is given by
ˆ H =
ˆ p2
2m
+
1
2
mw2 ˆ x2. (1.35)
It is possible to make it dimensionless by rewriting the position in multiples of the harmonic
oscillator length
aQHO =
r
¯ h
mw
(1.36)
and rescaling the energy by ¯ hw. The eigenfunction of the quantum harmonic oscillator in
position space are
yn(x) =
r
1
2nn!
mw
¯ hp
1/4
exp

 
1
2¯ h
mwx2

Hn
r
mw
¯ h
x

, (1.37)
where n = 0,1,...,¥ labels the vibrational levels and Hn(x) are Hermite polynomials [82].
The energy levels in a harmonic oscillator
En = ¯ hw

n +
1
2

(1.38)
are equally spaced by ¯ hw.
Alternatively (1.35) can be solved by introducing the latter operators ˆ a and ˆ a†, so that
ˆ x =
aQHO p
2

ˆ a† + ˆ a

ˆ p =
i¯ h
p
2aQHO

ˆ a†   ˆ a

. (1.39)
With those operators the Hamiltonian reads
ˆ H = ¯ hw

ˆ n +
1
2

, (1.40)
where the number operator is given by ˆ n = ˆ a†ˆ a. It counts the number of excitations in the
oscillator, whereas ˆ a† (ˆ a) creates (annihilates) an excitation. The normalized eigenstates (also
known as Fock states) are given by
jni =
 
ˆ a†n
p
n!
j0i, (1.41)
21with the vacuum state j0i.
1.3.2 Ensembles In A Harmonic Oscillator
If we add multiple indistinguishable particles, the physics depends on the quantum statistics
of the particles. Ensembles of non-interaction bosons (integer total spin) or fermions (half-
integer total spin) are described by the Bose distribution and the Fermi-Dirac distribution
respectively. The fraction of the population found occupying an energy level Ei is given
by [63]
nB
F
(Ei) =
1
exp((Ei   m)/(kBT))  1
. (1.42)
The chemical potential m is implicitly given by the normalization condition åi n(Ei) = N
with the total atom number N.
In the limit of large numbers and when the “discrete-ness” of the trap levels does not
play a role kBT  ¯ hwi, one can apply the Thomas-Fermi approximation and introduce the
number density in phase-space [83]
fB
F
(r,p) =
1
exp

p2
2m + V(r)   m

/(kBT)

 1
. (1.43)
Again, the chemical potential is given by the normalization condition
NB
F
=
1
(2p¯ h)3
Z
d3rd3p fB
F
(r,p). (1.44)
The real (or momentum) space density distribution follows by integrating over the unwanted
phase-space dimension [84]
nB
F
(r) =
1
(2p¯ h)3
Z
d3p fB
F
(r,p) = 
1
l3Li3/2

exp

m   V(r)
kBT

, (1.45)
with the thermal wavelength given by l =
q
2p¯ h
2/(mkBT).
For a three-dimensional anisotropic harmonic oscillator V(r) = å
3
i=1
1
2mw2
i r2
i (with the
geometric mean ¯ w3 = Õ
3
i=1 wi) the integral in (1.44) can be evaluated as well, yielding
N
(QHO)
B
F
= 

kBT
¯ h ¯ w
3
Li3

exp

m
kBT

, (1.46)
22where Lin(z) denotes the polylogarithm [82].
1.3.2.1 Thermal Cloud
In the high-T limit we reproduce the classical result (i.e. ignoring 1 in (1.43) or assuming
the Maxwell-Boltzmann distribution). In this case (1.46) simpliﬁes to
Nth =

kBT
¯ h ¯ w
3
exp

m
kBT

, (1.47)
giving rise to
mth = kBT log
 
1
N

¯ h ¯ w
kBT
3!
(1.48)
and
nth(r) =
N
p3/2¯ s3 exp
 
 
3
å
i=1

ri
si
2!
, (1.49)
where ¯ s3 = Õ
3
i=1 si denotes the geometric mean of the rms cloud sizes
si =
q
2kBT/(mw2
i ). (1.50)
Therefore the FWHM cloud size is
d
(i)
th = 2si
p
log2  2.35
s
kBT
mw2
i
. (1.51)
At ﬁrst it seems surprising that the cloud size does not depend on the atom number, but an
ensemble off non-interacting particles without spin statistics behaves identically to a single
particle.
In a harmonic trap the phase space density for a thermal gas, an important quantity for
optimizing evaporative cooling, is given by
r = N

¯ h ¯ w
kBT
3
. (1.52)
231.3.2.2 Degenerate Fermi Gas
For a fully degenerate gas at T = 0 the normalization deﬁnes the Fermi energy
EF = m(T = 0) = ¯ h ¯ w
3 p
6N, (1.53)
the highest occupied energy in the system. The in-trap real-space density near the trap
center (ri  Ri) is then given by
n
(T=0)
F (r) 
8N
p2 ¯ R3
 
1 
3
å
i=1
r2
i
R2
i
!3/2
, (1.54)
with the Fermi radii Ri =
p
2EF/(mwi)2 and their geometric mean ¯ R. This can also be derived
using the local density approximation with a spatially dependent chemical potential/Fermi
energy E
(free)
F (r) = EF   V(r) with the Fermi energy for a untrapped Fermi gas E
(free)
F =
¯ h2
2m
 
3p2n
3/2 [63], where the density is assumed to be locally constant n  n(r).
The FWHM of the exact solution of (1.45) is given by
d
(i)
F (T = 0) = 1.22Ri  1.72
s
EF
mw2
i
. (1.55)
Using deﬁnition (1.53) and the Fermi temperature TF = EF/kB equation (1.46) can be
rewritten in a universal form to simplify numerical calculations

T
TF
3
Li3

 exp

m
EF
TF
T

=  
1
6
. (1.56)
The atom number dependency now is absorbed into the Fermi energy.
Equation (1.48), which is a good approximation in the high temperature limit (T & 0.5TF),
can be rewritten in a similar fashion
m(T & 0.5TF)
EF

T
TF
log
 
1
6

TF
T
3!
. (1.57)
The low (but ﬁnite) temperature expansion this gives a Sommerfeld-like expression [83] for
the chemical potential inside a harmonic trap
mF(T  TF)
EF

 
1 
p2
3

T
TF
2!
. (1.58)
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The exact solution and the approximations are all plotted in ﬁgure 1.8 in agreement with
Butts et al. [83].
1.3.2.3 Bose-Einstein Condensate
While fermions all occupy different states, at T = 0 all atoms in a non-interacting Bose-
Einstein condensate occupy the ground of the trap. For a harmonic trap the wavefunctions
are given by equation (1.37). Therefore the density distribution in the ground state n = 0 is
n
(T=0)
B (r) = N

m ¯ w
¯ hp
3/2
exp
0
@ å
 
ri
s
(i)
B
!21
A (1.59)
with an rms cloud size equal to the harmonic oscillator length
s
(i)
B =
s
¯ h
mwi
(1.60)
and FWHM of
d
(i)
B (T = 0) = 2s
(i)
B
p
log2  1.67
s
¯ h
mwi
. (1.61)
The cloud size of a Bose-Einstein condensate has a weaker dependence on the trap
frequency (µ w 1/2
i ) than for the degenerate Fermi gas or a thermal cloud (µ w 1
i ) . A
more detailed description of trapped (and also interacting) Bose-Einstein condensates can
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be found in Ketterle et al. [85].
1.4 Optical Potentials
1.4.1 Gaussian Beams
Laser beams can be well described as Gaussian beams. Gaussian beams are the solutions to
the paraxial scalar Helmholtz equation and their electric ﬁeld for a beam propagation along
the z-axis and focused at is given by [86]
˜ E(r,z) = E0
w0
w(z)
exp
 
 

r
w(z)
2
  ik

z  
r
2R(z)

+ iz(z)
!
, (1.62)
with a Gaussian beam waist
w(z) = w0
s
1+

z
zR
2
. (1.63)
The electric ﬁeld here is written as a complex ﬁeld, but the physical ﬁeld is only its the real
part E(r,z) = Re
  ˜ E(r,z

.
The Gaussian beam waist is the radius, where the electric ﬁeld amplitude has dropped to
1/e and the intensity to 1/e2 (see ﬁgure 1.10). The distance zR where the waist has increased
26by a factor of
p
2 of its minimum w0 is called the Rayleigh length
zR =
pw2
0
l
. (1.64)
The radius of curvature of the wave front is
R(z) = z

1+
zR
z
2
. (1.65)
Another related quantity is the Gouy phase
z(z) = arctan
z
zR
, (1.66)
which describes the fact that the ﬁeld undergoes a p phase shift when going through a focus.
This plays a signiﬁcant role in the design of resonators, but is irrelevant for the intensity
proﬁles of propagating Gaussian beams.
In the far ﬁeld (z  zR) the beam is well described by geometric optics: the beam radius
increases linearly and gives rise to a divergence angle (half-angle)
q =
w0
zR
. (1.67)
The radius of curvature approaches R(z  zR) = z as one would expect geometrically.
The intensity proﬁle of a Gaussian beam is given by
I(r,z) = I0

w0
w(z)
2
exp
 
 2

r
w(z)
2!
. (1.68)
For a known total power P the peak intensity can be expressed as
I0 =
2P
pw2
0
. (1.69)
The paraxial scalar Helmholtz equation is valid as long as the numerical aperture of
the angle is small and as long as polarization effects do not play a role. For example when
projecting a pattern through a high numerical aperture objective lens this assumption can be
violated and the contrast of the pattern reduced. The numerical aperture (NA) is deﬁned as
NA = nsinq, (1.70)
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where n is the index of refraction of the medium (typically n  1.0 for air/vacuum) and q is
the largest angle ray that can be collected by the imaging system. In the paraxial limit the
NA can also be written as the ratio of focal length f and the diameter D of entrance pupil:
NA = n
f
2D.
1.4.1.1 Beam Collimation
A Gaussian beam is said to be collimated, when the wavefront is ﬂat, which is the case at
the focus of the beam (limz!0 R(z) = ¥). It is a common misconception that a beam can be
collimated by focusing at “inﬁnity”. In fact with a lens of focal length f a Gaussian beam
of given waist w0 and Rayleigh length zR can only be focused/collimated at a maximum
distance of
dmax = f

f
zR
+ 1

fzR

f 2
zR
, (1.71)
which for typical ﬁber collimation parameters is roughly equivalent to one meter. Doing so
will result in a more tightly focused waist that is 1/
p
2 smaller as the naively expected waist
of w0
0 =
lf
pw0. A consistent way is to collimate the beam interferometrically, for example
using a shearing interferometer. A more detailed discussion based on the transfer matrix
method can be found in A.2.1.
281.4.1.2 Clipped Beams
The aperture of optical components in the experiment is always limited. This aperture could,
for example, be the active area of an acousto-optical modulator, an iris, a vacuum window
or even just the clear aperture of a lens. In case of a Gaussian beam with a waist of w0 and
a circular aperture with radius rclip that is centered on the optical axis and only transmits
the part of the beam where r < rclip, the fraction of the transmitted power is given by
P
P0
= exp
 
 2

rclip
w0
2!
. (1.72)
If, on the other hand, the beam is clipping on a linear edge, so that only light in the
region x > xclip and y 2 R is transmitted, the fraction is given by
P
P0
=
1
2
 
1+ erf
 p
2xclip
w0
!!
, (1.73)
with the error function erf(x) [82]. This can be useful to measure the waist of a laser beam
by moving a razor blade into the beam and measuring the transmission as a function of the
razor blade position. This method is particularly useful for beams larger than the typical
size of a CCD/CMOS based laser beam proﬁler. The fractional transmitted power for the
two cases of clipping is depicted in ﬁgure 1.12.
1.4.1.3 Measuring Beam Parameters
The quality of a laser beam is often quantiﬁed by the M2 parameter [87], which is deﬁned as
M2
i =
p
l
d
(ISO)
i Q, (1.74)
where l denotes the wavelength, d(ISO) the beam diameter at the focus, and Q the full
far-ﬁeld divergence angle. The International Organization of Standardization deﬁnes the
beam diameter along the i 2 fx,yg axis (which are assumed to be the principal axes) as
d
(ISO)
i = 4si, (1.75)
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with the square of the standard deviation of the power/intensity distribution
s2
x =
D
x2   hxi
2
E
=
x 
x2   hxi
2

I(x,y)dxdy/
x
I(x,y)dxdy (1.76)
and s2
y at the focus of each direction. This deﬁnition of the beam diameter is sometimes
also called D4s.
For a Gaussian beam described by (1.68) the beam diameter is
d(ISO) = 2w0 (1.77)
and together with the far-ﬁeld divergence Q = 2q of (1.67) this yields an
M2 = 1.
This is the lowest physically possible value. For a non-diffraction limited Gaussian spot
with spot size w0 in the focus
M02 =
w02
w2
0
 1.
Determining the beam parameters the ISO norm 11146-1 [87] requires the beam proﬁle
to be measured ﬁve times near the focus (jzj < zR) and ﬁve times in the far-ﬁeld (jzj > zR).
The beam parameters can then be extracted using a non-linear ﬁt of the data points (see
ﬁgure 1.13). We found that using the second moment to obtain a beam diameter gave more
reliable results than trying to ﬁt a Gaussian distribution to the proﬁles acquired with a
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1.4.2 Travelling Wave Potentials
As seen in section 1.1.2.3 a laser beam far detuned from the atomic resonance(s) can provide
a conservative potential. The strength of the potential is proportional to the intensity of
the laser beam (1.68). A single red-detuned Gaussian beam alone can already conﬁne
sufﬁciently cold atoms in all three spatial dimensions [88], since they get attracted to the
intensity maximum (see ﬁgure 1.14). The potential then has the following form
Vodt(r) =  V0

w0
w(z)
2
exp

 2
x2 + y2
w(z)2

. (1.78)
The rotating wave approximation used in 1.1.2.1 might not be justiﬁed for very large
detunings when w0 + wL  w0   wL. In general the trap depth taking only a single excited
state into account can be obtained with the following formula [89]:
V0 =
3Pc2
w2
0w3
0

g
w0   wL
+
g
w0 + wL

. (1.79)
Here the counter-rotating terms are included as well and the transition matrix element is
expressed as a function of the natural linewidth g and the transition frequency w0. The
laser frequency is denoted by wL. For lithium in a far off-resonant dipole potential created
by 1064nm light the correction due to the counter-rotating term is 23%.
31As stated above for a red-detuned laser (wL < w0) the potential is attractive. Repulsive
blue-detuned lasers can used for trapping as well, although this requires more complicated
setups to, for example, create light sheets [90], a doughnut beam [91], or holographically
generated traps [92].
Expanding the potential (1.78) around the minimum to second order and comparing it
to harmonic oscillator potentials VQHO(x) = 1
2mw2
xx2, one can read off the trap frequencies
in the longitudinal (z) and transverse (x,y) directions:
wodt,long,x = 2p
s
1
2m
V0
p2z2
R
= 2p
s
1
2m
V0l2
p4w4
0
, (1.80)
wodt,trans,y = 2p
s
1
m
V0
p2w2
0
. (1.81)
The ratio of the transverse to longitudinal trap frequency is given by
wodt,trans,y
wodt,long,x
=
p
2
pw0
l
.
For typical low numerical aperture geometries w0  l and thus the trap is very elongated.
One way around this limitation is to combine two perpendicular laser beams focused
onto the same position to form a crossed optical dipole trap [93]. This way it is possible to
achieve a nearly spherical trap. Care must be taken to avoid interference between the two
distinct beams by choosing orthogonal polarizations or better by detuning the two beams
from each other. The interference pattern is then modulated with the relative detuning (see
(1.86)) and averages out when this modulation is a lot faster than all trap frequencies.
Another possibility to avoid interference is to use a light source with a short coherence
length such as a superluminescent diode (see 3.2.4). Superluminescent diodes are best choice
of incoherent lightsources. Some other broadband lasers (e.g. pulsed lasers) might have
coherence revivals or just slowly jump between discrete modes, which could heat atoms in
the trap.
It is important to note that most of those lasers are temporarily incoherent, but spatially
single mode. Therefore different parts of the wavefront at a given z can still perfectly
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Figure 1.15: Geometries for standing wave potentials
interfere. This can pose a problem when an incoherent laser beam, although having short
longitudinal coherence length, reﬂects of a surface under a shallow angle, for example
the optical dipole trap used to transport atoms near the superpolished substrate in our
experiment (see 3.4.5 and 3.4.7).
Another concern when designing optical traps is heating caused by scattering of the
trapping laser. Although the trapping laser is usually far detuned from any atomic resonance,
the atoms can still scatter that light at a rate of [89]
gsc(r) =  
Vdip(r)
¯ h

wL
w0
3 
g
w0   wL
+
g
w0 + wL

. (1.82)
This is the more general form of equation (1.31). The ratio of trap depth to scattering rate
Vdip/(¯ hgsc) can be increased by going to longer wavelengths, although the laser power
required to achieve a given trap depth increases as well.
1.4.3 Standing Wave Potentials
The possible feature size of traps created with a single beam is limited by the numerical
aperture. To produce smaller patterns one can use two beams with a constant phase relation
and let them interfere. Rather than just adding up the intensities incoherently, the electric
ﬁelds add up coherently and form a standing wave. Its periodicity is on the order of the
wavelength with a minimum value of l/2.
331.4.3.1 Two Interfering Beams
In the simplest case we have two beams with a constant phase relation. This, for example, can
be achieved by retro-reﬂecting a single beam back into itself. For two counter propagating
plane waves with amplitudes and polarizations Ei = ˆ eiEi, angular frequency wi, and
wavevector ki = 2p/li = w/c, the complex ﬁeld is given by
˜ E(x,t) = E1 exp(ik1x   iw1t   if1) + E2 exp( ik2x   iw2t   if2) (1.83)
or the real electric ﬁeld by
E(x,t) = E1 cos(k1x   w1t   f1) + E2 cos( k2x   w2t   f2). (1.84)
The resulting intensity as deﬁned via the Poynting vector [94] is
m0cI(x,y,t) = E2
1 cos2 (k1x   w1t   f1) + E2
2 cos2 ( k2x   w2t   f2)+
E1  E2 (cos((k1   k2) x   (w1 + w2)t   (f1 + f2)) +
cos((k1 + k2) x   (w1   w2)t   (f1   f2))). (1.85)
Let us assume that the two frequencies are almost equal wL  w1,w2 = w1 + Dw, kL =
k1,k2 = k1 + Dk and f1 = 0,f2  f. Then the interference term can be written as
E1  E2 (cos(2wLt + f + Dkx + Dwt) + cos(2kLx + f + Dkx + Dwt)).
In the short-time (Dw 1  t  w 1
L ) average the time dependencies in the incoherently
added ﬁelds drop out


cos2(wit)

t = 1
2. The fast-oscillating term of the interference term
hcos(2wLt)it = 0 (see ﬁgure 1.16) vanishes as well, so that the intensity averaged over short
times is given by
2m0chI(x,y,t)it = E2
1 + E2
2 + 2E1  E2 cos((2kL + Dk)x   Dwt + f). (1.86)
To get a stationary interference pattern, a standing wave, it is required that the fre-
quencies are equal (Dw = 0) and that the two polarizations have a parallel component
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(E1  E2 6= 0). The interference contrast is simply given by the peak-to-peak modulation
h  2
E1  E2
E2
1 + E2
2
. (1.87)
In general one does not need a retro-reﬂector, but can use two separate actively or
passively phase stabilized beams that intersect under an arbitrary angle q (see ﬁgure 1.15a).
In the following sections the symmetry axis of the two beams deﬁnes the x axis and the
beams span the x   y plane with the z direction perpendicular to this plane. The standing
wave is modulated along the y direction, which will also be called the longitudinal or axial
direction. The x   z plane deﬁnes the transverse or radial directions.
In the following we will drop the assumption of inﬁnitely large plane waves and assume
Gaussian beams with linear polarization along the z axis, but still require that w0  dlat,1d
(which could easily be violated for q ! 0, see (3.17)).
Most commonly two counterpropagating beams (q = p/2) are used, giving rise to the
potential
V(y,r) = ˜ V(y,r)cos2(ky), (1.88)
with a slowly varying envelope
˜ V(y,r) = Vlat,1d exp

 2
r2
w(y)2

(1.89)
and r2 = x2 + z2. The second order expansion of this envelope is often called the harmonic
35conﬁnement.
For two coherent beams with identical wavelength l, the intensity at the maximum is
enhanced by a factor of four over a single beam trap (independent of the angle, provided
that w0  dlat,1d)
Vlat,1d = 4V0. (1.90)
This factor originates from coherent addition of the electric ﬁelds instead of intensities as
shown explicitly for the counterpropagating case (1.86).
Only the parallel components of the wave vectors will interfere, leading to a lattice
spacing of
dlat,1d,y =
1
2
l
jsinqj
. (1.91)
In the limit of two counterpropagating beams (q = p/2) the lattice spacing is l/2, typical
for most optical lattice experiments.
An important derived quantity is the so called recoil energy
Er =
¯ h
2k2
k
2m
, (1.92)
where kk = kl sinq and kl = 2p/l. The recoil energy is the gain in kinetic energy an atom
at rest of mass m would experience, if it absorbed a photon with the momentum ¯ hkk. For
counterpropagating beams (q = p/2), kk turns into kl.
As in section 1.4.2 the trap frequency can be read off from the quadratic term of the
expansion around the potential minimum (see also section 1.5.1.4):
w1d,long,x = 2p
s
Vlat,1d
2md2
lat,1d
= 2p
r
2V0
m
jsinqj
l
. (1.93)
Using the lattice recoil energy the trap frequency can also be written in a dimensionless
form as
¯ hw1d,long,x
Er
= 2
s
Vlat,1d
Er
. (1.94)
In the direction of the strong transverse conﬁnement (along the y axis) the geometrical
waist is still given by the beam waist w0. Thus the trap frequency in that direction just
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Figure 1.17: Optical potentials for different interference contrast and relative depth
corresponds to a single beam trap with a fourfold deeper trap:
w1d,trans,strong,y =
p
4wodt,trans = 2p
s
1
m
Vlat,1d
p2w2
0
. (1.95)
The conﬁnement in the other transverse direction is weaker:
w1d,trans,weak,x = 2p
v u u
t 1
m
Vlat,1d
p2z2
R
 
1
2
cos2 q +

zR
w0
2
sin2 q
!
. (1.96)
This trap frequency approaches w1d,trans,strong,y in the limit of two counterpropagating beams
(q = p/2) and 2wodt,long,x for near copropagating beams (q ! 0).
1.4.3.2 Four Interfering Beams
The situation gets more complex, when there are four laser beams involved. In typical
optical lattice experiments with two pairs (or more) of lattice beams, interference between
different axes is avoided by choosing orthogonal polarizations and sufﬁciently large relative
detuning. This leads to the well-known egg-crate style lattice potential.
Allowing for interference between two axes can greatly enhance the lattice depth for
a given laser power and also generate interesting lattice structures (see ﬁgure 1.17). For
example, Uehlinger et al. [17] took advantage of the mutual interference to adiabatically
double the number of lattice sites. To achieve a stationary lattice pattern, the phase between
the interfering axes needs to be actively or passively stabilized.
In general the optical potential created by two pairs of interfering plane waves of equal
37intensity with a relative phase f can be described by
 V(r) = V
(1)
lat,1d cos2 (k1  r)+V
(2)
lat,1d cos2 (k2  r)+2
q
V
(1)
lat,1dV
(2)
lat,1d sinfcos(k1  r)cos(k2  r).
(1.97)
The lattice spacing in the y direction remains unchanged from the two beam interference
and is given by equation (1.91). In the perpendicular x direction the spacing is given by
dlat,2d,x =
1
2
l
jcosqj
. (1.98)
Overall the lattice depth is enhanced by the interference term in equation (1.97), which in
the case of perfect interference (f = p/2) leads to
Vlat,2d = 16V0 = 4Vlat,1d. (1.99)
This is a signiﬁcant improvement of the achievable trap frequency for a given laser power
and is used in our experiment to create sufﬁciently deep optical lattices for ﬂuorescence
imaging (see 2.9).
Provided that the beams can be approximated as plane waves (w0  l), the trap
frequencies on each lattice site for perfect interference (f = p/2) are given by
w2d,y = 2p
r
2Vlat,2d
m
jcosqj
l
(1.100)
and
w2d,x = 2p
r
2Vlat,2d
m
jsinqj
l
. (1.101)
1.4.4 Noise-Induced Heating
Needing to hold atoms in an optical trap for a long time imposes stringent requirements on
the lasers. Both frequency and amplitude ﬂuctuations in the trapping laser can motionally
excite the trapped atoms and in the worst case heat them out of the trap. Especially for
quantum simulation of the Hubbard model (see 1.5.4) one has to ensure that the atoms stay
in the lowest band of the optical lattice for the duration of the experiment.
38Savard et al. [95] modeled the effect of the amplitude noise by looking at the rate at
which a single atom in an harmonic trap with a ﬂuctuating trap frequency wtrap(1+ e(t))
gets excited. For small ﬂuctuations the rate at which atoms get excited from the ground
vibrational state to the second excited vibrational state is
G
(AM)
n=0!n=2 =
p
8
w2
trapSAM(2wtrap). (1.102)
Here SAM(2wtrap) is the single-sided relative power-spectral density of the laser intensity
(often also called residual intensity noise, given in units of dBc/Hz) at the twice the trap
frequency. There is no contribution to heating from noise directly at the trap frequency. In
the perturbative regime modulation of the potential with even parity cannot drive transitions
between adjacent vibrational levels. Heating caused by intensity ﬂuctuations causes an
exponential rise of the temperature since the rate increases for higher excited states n > 0.
Another source of noise are pointing ﬂuctuations of the trap center V(x) = 1
2mwtrap(x  
ex(t))2. Besides mechanical vibrations on optical components that alter the transverse
pointing of a laser beam, frequency ﬂuctuations of the laser itself can cause a shift in the
longitudinal position of an optical lattice. For a counterpropagating one-dimensional optical
lattice the nth lattice site is x0 = nl/2 = pnc/wL away from the retro-reﬂector. To ﬁrst
order a small ﬂuctuation dwL shifts that position by
dx = x0
dwL
wL
. (1.103)
The rate at which pointing noise drives transitions between the ground and the ﬁrst excited
vibrational state is [96]
G
(XM)
n=0!n=1 =
p
2¯ h
mw3
trapSXM(wtrap). (1.104)
Here SXM(w) is the power-spectral density of the position ﬂuctuations (in units of m2/Hz)
which is connected to the frequency power-spectral density SFM(w) (in units of (2ßHz)2/Hz)
via equation (1.103):
SXM(w) =

x0
wL
2
SFM(w). (1.105)
The frequency ﬂuctuations of a laser can be modelled as white Gaussian noise ew(t)
39(up to a certain bandwidth). This kind of frequency noise corresponds to the 1/f 2 term in
the phase noise and gives rise to a Lorentzian frequency proﬁle with linewidth Dw. The
frequency noise power spectral density is given by [97]
SFM(w) =
2
p
Z ¥
0
dt cos(wt)hew(t)ew(t + t)i = Dw. (1.106)
Frequency noise can get converted to amplitude noise by components that have a
frequency/wavelength dependence of their transfer function (for example cavities). Unin-
tentional reﬂections off optical componentents can act as resonator as well.
For 6Li atoms in an optical lattice with a 1MHz trap frequency and a distance of
10cm from the retro-reﬂector created by a laser with 1MHz linewidth and 100 dBc/Hz
residual amplitude noise would experience heating at a rate of G
(AM)
n=0!n=2 = 2p  248Hz
and G
(XM)
n=0!n=1 = 2p  117Hz. These results emphasize the importance of having lasers with
extremely low residual amplitude noise (<  130 dBc/Hz) and small distance between the
atoms and the retro reﬂector, when one is working with high trap frequencies. Acoustic
noise become less of a problem.
1.5 Physics Of Optical Lattices
Optical lattices are more than just arrays of microtraps. The symmetry of the system
drastically changes: the continous translation symmetry is broken by the lattice potential.
1.5.1 Band Structure Calculation
This broken symmetry changes the dispersion (i.e. relations between momentum and
energy) of a single delocalized particle in an optical lattice.
1.5.1.1 d-Dimensional Square Lattice
For inﬁnite systems described by the Hamiltonian
ˆ H =
1
2m
ˆ p2 + ˆ V(ˆ r), (1.107)
40with a potential energy term that is periodic in space
ˆ V(r) = ˆ V(r+ R), (1.108)
the wavefunctions f
(n)
q (r) inherit the periodicity
f
(n)
q (r) = f
(n)
q (r+ R) (1.109)
and can be written in the following form (known as Bloch’s theorem [98]):
f
(n)
q (r) = exp

i
¯ h
q r

u
(n)
q (r). (1.110)
Here R denotes a Bravais lattice vector. For a three-dimensional square lattice with lattice
spacing a it is given by
R = a
 
iˆ ex + jˆ ey + kˆ ez

8i, j,k 2 Z. (1.111)
Using Bloch’s theorem, the Schrödinger equation reads
ˆ H0u
(n)
q (r) = E
(n)
q u
(n)
q (r), (1.112)
with a slightly modiﬁed Hamiltonian
ˆ H0 =
1
2m
(ˆ p+ q)2 + V(r). (1.113)
On a square lattice the periodicity of the problem suggests to switch to a d-dimensional
discrete Fourier basis to get a general solution numerically.
u
(n)
q (r) =
¥
å
l1= ¥
¥
å
l2= ¥
...
¥
å
lD= ¥
c
(n)
q,l exp
 
i
d
å
i=1
likiri
!
V(r) =
¥
å
s1= ¥
¥
å
s2= ¥
...
¥
å
sD= ¥
Vs exp
 
i
d
å
i=1
sikiri
!
It can be seen that the potential term couples different l because of the exp(isikiri) phase
factors, (i.e. resulting in off diagonal terms in the Hamiltonian matrix in the fexp(inikiri)j
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Figure 1.18: Bandstructure of an one-dimensional lattice for various depths
i 2 f1,2,...,dg,ni 2 Zg basis), but most Vr are going to be equal to zero.
V(r)u
(n)
q (r) = å
l,s
Vsc
(n)
q,l exp
 
i
d
å
i=1
(li + si)kiri
!
In this basis the kinetic term turns into
1
2m
(ˆ p+ q)2u
(n)
q (r) = å
l
d
å
j=1
¯ h
2k2
j
2m

lj +
qj
¯ hkj
2
c
(n)
q,l exp
 
i
d
å
i=1
likiri
!
.
The variable q is called the quasimomentum.
1.5.1.2 One-Dimensional Lattice
In the case of a one-dimensional optical lattice, such as the lattice described in section 1.4.3.1,
the potential along the direction of the optical lattice is typically written as
  V(x) = V1 cos2(kx) = V1

1
2
+
1
4
exp(i2kx) +
1
4
exp( i2kx)

, (1.114)
where k = 2p/l for counterpropagating beams or k = 2p/(2dlat,1d) in the general case (see
equation (1.91)). By substituting k = 2k one can calculate the elements of the Hamiltonian
matrix:
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Hl,l0 =
8
> > > > > > <
> > > > > > :
4Er

lj +
qj
¯ hk
2
 
V1
2 8l = l0
 1
4V1 jDlj = 1
0 else
(1.115)
with a lattice recoil energy of Er = ¯ h2k2
2m = 1
4
¯ h2k2
2m . The ﬁrst Brillouin zone extends from  ¯ hk/2
to ¯ hk/2. To perform numeric calculations the Hamiltonian matrix needs to be truncated by
only including elements for l =  lmax ... + lmax.
For weak lattices the bands are still very similar the parabolic free particle dispersion
Efree =
p2
2m
folded into the ﬁrst Brillouin zone. The lattice potential then couples the quasimomentum
parabolas differing by jDlj = 1 and opens up gaps at the intersections. Now only certain
bands of energies levels are allowed (ﬁgure 1.19), hence the name band structure . In the
limit of very deep lattices the bands become ﬂat and approach equally spaced quantum
harmonic oscillator levels (ﬁgure 1.18).
Number Of Bound States The fact that band become ﬂat can be used to approximate the
number of bound states in deep lattices. For a given trap depth V1 and a harmonic oscillator
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trap frequency of w1d (equation (1.94)) there are roughly
N
(2)
bound =
V1
¯ hw1d
=
1
2
r
V1
Er
(1.116)
energy levels below the threshold, neglecting the zero-point energy and anharmonicity. This
equation slightly underestimates the exact number of bound states (ﬁgure 1.20). Including
the quartic term (see 1.5.1.4) in this calculation yields
N
(4)
bound =
1
2
 
4
r
V1
Er
 
r
8
V1
Er
  1  1
!
, (1.117)
which improves the accuracy, but is less useful for “back-off-the-envelope” calculations.
The Meaning Of lmax As stated above the lattice potential couples the neighboring parabo-
las and creates avoided crossings. Since the number of states is conserved, there will be
2lmax + 1 states. Hence, to get accurate bound state energies lmax should be chosen such that
lmax >
1
4
r
V1
Er
. (1.118)
1.5.1.3 Two-Dimensional Square Lattice
Most optical lattice experiments are setup such that orthogonal lattice beams do not mutually
interfere. The Hamiltonian then is separable and can be solved independently for each
44lattice direction. Allowing mutual interference between two lattice axes gives rise to a
potential of the form
  V(r) = V1 cos2(k1r1) + V2 cos2(k2r2) + 2
p
V1V2 sinfcos(k1r1)cos(k2r2) =
=
V1 + V2
2
+
V1
4
[exp(2ik1r1) + exp( 2ik1r1)] +
V2
4
[exp(2ik2r2) + exp( 2ik2r2)]+
¯ V sinf
2
[exp(ik1r1 + ik2r2) + exp(ik1r1   ik2r2)+
exp( ik1r1 + ik2r2) + exp( ik1r1   ik2r2)], (1.119)
where ¯ V =
p
V1V2 denotes the geometric mean of the two potential depths. The relative
phase between the lasers of the two axes is denoted by f. Reading of the matrix elements,
we can write the Hamiltonian in matrix form:
Hl,l0 =
8
> > > > > > > > > > > > > > <
> > > > > > > > > > > > > > :
å
2
j=1

¯ h2k2
j
2m

lj +
qj
¯ hkj
2
 
Vj
2

8l = l0
 1
2 ¯ V sinf jDl1j = 1^ jDl2j = 1
 1
4V1 jDl1j = 2^ Dl2 = 0
 1
4V2 Dl1 = 0^ jDl2j = 2
0 else
. (1.120)
In comparison to equation (1.120) the kinetic energy is parameterized with the laser wavevec-
tors ki. The ﬁrst Brillouin zone now extends from  ¯ hki to ¯ hki.
In the special case of f = 0 we only have terms oscillating at 2ki. Thus the primitive unit
cell is effectively halved and the Hamiltonian factorizes into two decoupled subspaces per
spatial dimension, one for even and one for odd lis. In other words, we are solving the same
problem twice, but shifted by ki/2 in quasimomentum space, and yields the same result as
the one dimensional lattice.
Similar to the one dimensional case we truncate our Hilbert space by limiting the
maximum l and numerically solve the problem by diagonalizing the truncated Hamiltonian
matrix. Figure 1.22 shows the density of states in a two dimensional lattice as a function of
the interference between the two lattice beams sinf.
450 0.25 0.5
−30
−25
−20
−15
−10
−5
0
5
Phase φ/π
E
n
e
r
g
y
E
/
E
r
,
1
d
V1 =V2 =10Er,1d
0 0.25 0.5
Phase φ/π
V1 =10Er,1d,V2 =
p
2/2V1
Figure 1.22: Density of states in a two-dimensional square lattice for varying interference
1.5.1.4 Anharmonicity
Only for deep lattices (V1  ¯ hw1d  Er or V1/Er  1) and only in the lowest bands the
energy levels can be approximated as quantum harmonic oscillator eigenenergies.
Expanding the potential energy of a one dimensional lattice (see equation 1.114) around
a minimum yields:
V(x) =  V1 cos2(kx) =  V1 + V1k2x2  
1
3
V1k4x4 + O(x6) (1.121)
The trap frequency can be read off by comparing the quadratic coefﬁcient with the potential
energy term in the Hamiltonian of the quantum harmonic oscillator (equation (1.35)):
w =
r
2V1
m
k
¯ hw
Er
= 2
r
V1
Er
(1.122)
In second order perturbation theory the unperturbed harmonic oscillator eigenstates yn(x)
(see equation (1.37)) get shifted by
DEn =  
1
3
V1k4 hynj x4 jyni =  
1
8

n2 + n +
1
2

¯ h
2w2
V1
(1.123)
by the quartic term. In dimensionless units this shift reads
DEn
Er
=  
1
2
(n2 + n +
1
2
). (1.124)
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frequencies and a scattering length of a = 100a0 were assumed.
That, in turn, means that the transition frequencies between two states jni ! jn + 1i are red
shifted by
DEn   DEn+1
Er
= n + 1. (1.125)
1.5.2 Tight Binding Model
For most optical lattice experiments the atoms are (more or less) localized to a lattice site
with only little (but not negligible) wavefunction overlap with its nearest neighbor. Rather
than describing the state with periodic Block waves f
(n)
q (r) of inﬁnite extend, it is more
intuitive to choose wave functions that are well localized on each lattice site R. A common
choice are the so-called Wannier functions, which are connected to the Bloch waves via a
discrete Fourier transformation and are also an orthogonal basis:
w(n)(r  R) =
1
p
N å
q2BZ
exp

 
i
¯ h
q R

f
(n)
q (r). (1.126)
Here N is a normalization constant.
Assuming we already know the Wannier functions we can now calculate the band
structure by simply evaluating the expectation values of the Hamiltonian (1.107) [99].
E(n)(q) =
Z
drf
(n)
q (r) ˆ Hf
(n)
q (r) = å
R
exp

i
¯ h
q R
 Z
drw(n)(r  R) ˆ Hw(n)(r)
= E
(n)
0 + å
R6=0
t(n)(R)exp

i
¯ h
q R

, (1.127)
47with the tunneling amplitude t between sites that are R 6= 0 apart
t(n)(R) =
Z
drw(n)(r  R)(
ˆ p2
2m
+ V(r))w(n)(r) (1.128)
and the diagonal term
E
(n)
0 =
Z
drw(n)(r)(
ˆ p2
2m
+ V(r))w(n)(r). (1.129)
Vice versa the tunneling amplitudes are given by the Fouier coefﬁcients of the band structure
(1.127). The nearest-neighbor tunneling is described by the coefﬁcient t
(n)
nn  t(n)(R = ˆ ei).
In a d-dimensional lattice the band structure (1.127) can be expanded in orders of the tunnel
coupling:
E(n)(q) = E
(n)
0   2t
(n)
nn
d
å
i=1
cos(qiRi/¯ h) + O(next-nearest neighbor tunneling).
In the tight-binding limit, where the tunneling is dominated by the direct nearest-neighbor
tunneling, the tunneling rate is given by the band width DE(n)
t
(n)
nn =
1
4d
DE(n). (1.130)
An alternative derivation using second quantized notation can be found in [100]. There also
exists an analytic expression for the nearest-neighbor tunneling in the ground band that is
valid for one-dimensional lattices deeper than V1 > 15Er [101]:
t
(0)
nn
Er

4
p
p

V1
Er
3/4
exp
 
 2
r
V0
Er
!
. (1.131)
For the purpose of calculating the energy offset E
(n)
0 , Wannier functions can be ap-
proximated as harmonic oscillator eigenstates. For an one dimensional lattice (1.121) this
yields
E
(n)
0
Er
 2
r
V1
Er
n  
V1
Er
. (1.132)
To calculate tunneling rates the harmonic oscillator approximation is insufﬁcient [102]. The
probability amplitude on neighboring lattice sites would be underestimated.
If we limit ourselves to the ground band with only nearest-neighbor tunneling t  t
(0)
nn,
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Figure 1.24: Processes in the Bose-Hubbard
model
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Figure 1.25: Phase diagram of the Bose-
Hubbard model. The blue area represents
the Mott insulating phase.
we can collapse all the single-particle physics into a second quantized Hamiltonian, the
basis for the Hubbard model,
ˆ H0 =  t å
hi,ji
ˆ a†
i ˆ aj, (1.133)
where ˆ ai,ˆ a†
i are the annihilation and creation operator of Wannier functions on site i. The
sum runs over all nearest neighbor pairs i, j, where i,i is excluded.
1.5.3 Bose-Hubbard Model
Extending this problem to the many-body world we need to distinguish between fermions
and bosons. In the latter case we get the Bose-Hubbard model, which is described by the
following Hamiltonian [103]:
ˆ HBH =  t å
hi,ji
ˆ b†
i ˆ bj +
U
2 å
i
ˆ ni(ˆ ni   1) +å
i
ei ˆ ni. (1.134)
The tunneling amplitude t is identical to the single particle case above. U describes the on-
site interaction of ˆ ni = ˆ b†
i ˆ bi with each other on lattice site i. ˆ b, ˆ b† are the bosonic annihilation
and creation operators obeying the commutator relation [ˆ bi, ˆ b†
j ] = di,j. The Hamiltonian also
allows the lattice sites to have an external potential that manifests itself as different energy
49offsets (without modifying the tunneling amplitudes)
ei =
Z
drw(0)(r  Ri)Vext(Ri)w(0)(r  Ri)  Vext(Ri). (1.135)
The last approximation assumed that the external potential only varies slowly over the
extent of the Wannier function. In optical lattices the external potential is usually present
and gives rise to the harmonic conﬁnement caused by the Gaussian envelope of the lattice
potential given in equation (1.89). It can be approximately cancelled with a blue-detuned
laser creating a repulsive potential in the center of the lattice or by shaping the envelope of
a red-detuned potential.
The on-site interaction for a short-range d pseudo-potential (see 1.2) is given by
U = a
4p¯ h
2
m
Z
dr
 
w(0)(r)
 

4
. (1.136)
Here a denotes the interparticle scattering length. In the tight-binding regime we, again,
can approximate the Wannier functions as harmonic oscillator eigenstates with the trap
frequencies wx,wy,wz, which are a good approximation for the on-site density distribution.
In this limit the on-site interaction reads
U  a
4p¯ h
2
m
 m
2p¯ h
3/2 p
wxwywz. (1.137)
In the uniform case (ei = 0), at low temperatures (T  t2/U), and for repulsive inter-
actions this system exhibits a quantum phase transition from a superﬂuid (Bose-Einstein
condensate) to a Mott insulator [103]. As long as the kinetic energy dominates (t  U)
the system will stay superﬂuid with a delocalized Bloch wavefunction. In the interaction
dominated regime (U  t) atoms prefer to localize on each lattice site and form an in-
sulating state with a ﬁxed atom number per lattice site. This phase transition has been
extensively studied in various experiments [9, 104, 35] and really set off quantum simulation
with ultracold atoms in optical lattices.
The choice of U and t is not completely arbitrary. The Hubbard model is a single band
model, therefore the admixture of the excited bands needs to be negligible, i.e. U,t  wi.
50       
Figure 1.26: In-situ images of bosonic atoms in a two-dimensional lattice in the Mott insulating
phase (from [106])
In an inhomogenious system, as it usually is the case in optical lattice experiments,
the two phases coexists. If the harmonic conﬁnement is small compared to all the other
energy scales, the system can be interpreted as being locally uniform. Mathematically the
consequence of the local density approximation is that we can introduce a local chemical
potential m(r) = m  Vext(r) (see also 1.3.2.2). Therefore a single experimental representation
has information about both phases (cut through the phase diagram, see ﬁgure 1.25, equations
from [105]) and results in the so-called wedding cake structure of the density distribution [103]
(see ﬁgure 1.26).
1.5.4 Fermi-Hubbard Model
Whereas the bosonic version of the Hubbard model (1.5.3) is typically written for a single
species, the original Hubbard model, the Fermi-Hubbard model for spin-1/2 particles [44]
adds an additional spin degree of freedom s 2 f",#g:
ˆ HFH =  t å
hi,ji,s
ˆ c†
i ˆ cj + Uå
i
ˆ ni," ˆ ni,# +å
i
ei(ˆ ni," + ˆ ni,#). (1.138)
Here the creation and annihilation operators ˆ c†
i,s, ˆ ci,s obey the fermionic anti-commutator
relations fˆ ci,s, ˆ c†
j,s0g = di,jds,s0. The on-site interaction only describes the interaction between
atoms with opposite spin U  U"#. Having atoms with identical spins on the same lattice
site (in the same band) is not permitted by the Pauli exclusion principle.
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Figure 1.27: Processes in the Fermi-Hubbard
model
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Figure 1.28: Qualitative phase diagram of the
two-dimensional Fermi-Hubbard Model at
half ﬁlling [107, 46]
Even in the non-interacting case U = 0 the system has an insulating phase at unity ﬁlling,
the band insulator, i.e. hˆ ni,si = 1 atom per site per spin state, but with


ˆ ni," + ˆ ni,#

= 2
atoms per site in total. To add another particle the energy on the order the band spacing is
required. For every other ﬁlling factor the system is a metal.
The regime that is theoretically well understood is at half ﬁlling, i.e. hni,si = 1
2 atom per
site per spin state,


ˆ ni," + ˆ ni,#

= 1 atom per site. For small attractive interactions (U < 0,
t > jUj) and low temperatures (in two-dimensions kBT > 4texp( 8t/jUj) [46]) the system
is a BCS superﬂuid on a lattice. On the other hand for large attractive interactions (t < jUj)
the atoms preferentially form bound pairs of fermions, which behave as composite bosons
with (repulsive) hard-core interactions that only pair tunnel in a second order process at a
rate µ t2/jUj. Below a critical temperature of kBT > t2/jUj these pairs Bose-condense and
form a charge-density wave (CDW) [108]. Above that temperature atoms are believed to
form pre-formed pairs [107].
On the repulsive side interactions are governed by the superexchange interactions, where
one atom virtually hops to its neighboring site at a rate t, interacts with the atom on that site
with the interaction energy U (provided it has the opposite spin), and hops back at a rate t.
This can also be interpreted as an off-resonantly driven two-level system with an effective
Rabi frequency of µ t2/U. In a two dimensional square lattice an atom can interact with
52              
          
          
     
     
           
              
           
 
 
 
 
 
 
 
 
 
 
 
                            
Figure 1.29: Various phases of the Fermi-Hubbard model
its 2d = 4 nearest neighbors. Strong interactions t > U are going to drive the system into
a Mott insulator with one atom per site. This has experimentally been ﬁrst studied in the
groups of Tilman Esslinger [109] and Immanuel Bloch [110]. For low enough temperatures
(T < TNeel, see [111]) the Mott insulator is going to exhibit spin ordering as well and form
an anti-ferromagnet with a checker-board pattern, which has yet to be demonstrated in an
optical lattice experiment. Several groups are working on detection schemes that do not
rely on single-site imaging [112, 50]. As mentioned in the introductory chapter the main
experimental focus is on the repulsive Fermi Hubbard model, as it may exhibit a d-wave
superﬂuidic phase for hole-doped samples [49].
Mathy and Huse [111] also predict a phase separated ferro-magnetic phase for strong
interactions in shallow lattices, where the direct nearest-neighbor interaction caused by the
Wannier function overlap between neighboring lattice sites favors same spins on neighboring
sites. This is one example of an effect that could be observed in our experiment and that
goes beyond the Fermi-Hubbard description with only on-site interactions.
1.5.4.1 Spin Mapping: The Heisenberg Model
At half-ﬁlling and at low temperatures (T < t2/U) the atoms in the repulsive Fermi Hubbard
model can be also understood as localized spins, that only interact via the superexchange
interaction J = 4t2/U. The spin model is a convenient picture for quantum information
processing. For fermions this gives rise to an isotropic anti-ferromagnetic Heisenberg (XXX)
53Hamiltonian [113]
ˆ HJ = J å
hi,ji
ˆ Si  ˆ Sj, (1.139)
with the spin-1/2 operator in site i ˆ Si = 1
2
 
ˆ sx, ˆ sy, ˆ sz

and the Pauli spin matrices ˆ si.
This mapping can be easily seen for two-fermions (",#) in a double well (L,R):
ˆ H
(2)
FH =  t

ˆ c†
L,"ˆ cR," + ˆ c†
R,"ˆ cL," + ˆ c†
L,#ˆ cR,# + ˆ c†
R,#ˆ cL,#

+ U
 
ˆ nL," ˆ nL,# + ˆ nL," ˆ nL,#

. (1.140)
The ground state for t = 0 and U > 0 is given by jy0i = (j",#i   j#,"i)/
p
2. For now let us
just consider the j",#i component. Finite tunneling admixes the excited states j"#,0i,j0,"#i.
In second order perturbation theory [81] in t the energy shift is given by
DE = t2 å
jyi,jy0i

 
D
y0

  ˆ c†
L,"ˆ cR," + ˆ c†
R,"ˆ cL," + ˆ c†
L,#ˆ cR,# + ˆ c†
R,#ˆ cL,#
  y
E  
2


y

 ˆ HFH(t = 0)

y

 


y0 
 ˆ HFH(t = 0)

y0 =  
2t2
U
(1.141)
For two identical spins (j","i or j#,#i) in the double well there is no shift due to the
Pauli exclusion principle. Comparing this two the energies of the two-site Heisenberg model
ˆ H
(2)
J = Jˆ SL  ˆ SR (1.142)
and ignoring the constant energy offset we obtain
J = 4
t2
U
. (1.143)
54Chapter 2
Raman Cooling
In the early days of Bose-Einstein condensation it was attempted to laser-cool below the
condensation temperature. Under typical conditions for ultracold dilute quantum gases the
transition temperature is TBEC  O(100nK). Typical Doppler-cooling techniques are limited
to the Doppler temperature (3.13) which for the alkali atoms is TD =
¯ hg
kB2  O(100K).
Sub-Doppler cooling techniques like polarization gradient cooling [114] in turn is only
limited by the recoil energy of the cooling photons: Tr = ¯ h2k2
2mkB  O(1K) [115], still above
the transition temperature. A promising candidate for sub-recoil cooling is the so called
motional sideband cooling, where one explicitly drives transitions between resolved vibrational
levels in a trap. Although pure laser-cooling to quantum degeneracy of alkali atoms1 has
not been achieved in neutral atoms, sideband cooling is the standard technique to cool
trapped ions to their vibrational ground state [117].
2.1 Vibrational Transitions
For sideband cooling we need to treat the motion of a trapped atom quantum-mechanically.
In the derivation of the driven two-level system (1.1.2.1) we neglected the motion of the
atom by approximating exp(ik ˆ r)  1. This assumption becomes invalid once the extent
1Recently Stellmar et al. [116] have laser-cooled the alkaline-earth atom 84Sr to degeneracy via narrow-line
Doppler cooling.
55of the wavefunction is on the order of the optical wavelength. For simplicity let us assume
that an atom is trapped in a harmonic trap (1.3) in the resolved sideband regime, where the
trap frequency w is larger than the natural linewidth of the optical transition g  w and
the Rabi frequency W  w. Its wavefunction then is a product of the electronic state jii and
motional state jni
jyi = jiijni  ji,ni. (2.1)
The frequency of the driving ﬁeld is chosen such that it is resonant with the j1,ni to
j2,n0i transition, i.e. wL = wA + w(n0   n). Taking the vibrational states into account the
transition matrix element is given by
D
2,n0
 
 ˆ dE exp( ik ˆ r)
 
1,n
E
= ¯ hW0


n0 
exp( ik ˆ r)

n

= ¯ hW0mn0,n, (2.2)
with the free space Rabi frequency W0 (1.13).
For a single beam and an isotropic trap we can assume that k is along the x-direction.
Using the ladder operator formalism (1.39) we can rewrite the motional part of the matrix
element as
mn0,n =
D
n0

 exp

 ih

ˆ a + ˆ a†

 v
E
, (2.3)
with the Lamb-Dicke parameter
h =
1
p
2
kaQHO =
r
Er
¯ hw
. (2.4)
The deﬁnition of recoil energy Er = ¯ h2k2
2m is identical to the recoil energy in an optical lattice
(see 1.5.1.2 for example), but the wavelength is the resonant atomic wavelength (671nm), not
the lattice wavelength (1064nm)! In our experiment with a trap frequency of about 1MHz
the Lamb-Dicke-parameter is on the order of h0.27.
The total Rabi frequency can be calculated analytically [118]
Wn0,n = W0 exp

 
h2
2

(ih)jn0 nj
s
n<!
n>!
L
jn0 nj
n< (h2), (2.5)
where n< (n>) is the level of the lower (higher) excited state and La
n(x) are nth-order
56generalized Laguerre polynomials [82]. But it is more instructive to only look at the leading
order term for h  1. For example the transition from jn = 0i to jn0 = 1i has a matrix
element m
(1)
1,0 =  ih. The transition jni to jn0 = n + 1i has an enhanced amplitude due to
the Bose enhancement of
m
(1)
n+1,n =  i
p
n + 1h. (2.6)
Transitions spanning two vibrational levels are based on a higher order process. Therefore
the transition matrix element is reduced by another order in h
m
(2)
n+2,n =  
1
2
r
(n + 2)!
n!
h2.
Transitions to a lower vibrational level are called the red sideband, to a higher vibrational
level the blue sideband. The transition frequency that does not change the vibrational state is
called the carrier.
On the one hand being deeper in the Lamb-Dicke regime (h  1) means that it gets
harder to drive transitions between motional states, but on the other hand it is less likely
to change the vibrational state during a spontaneous emission event! As pointed out by
Kerman [119] this does not mean that recoil heating is suppressed. In free space the kinetic
energy of an atom at rest increases by Er, when it spontaneously emits a photon. If the
spontaneous emission happens inside a tight trap the probability to change into an excited
state is  h2, but when it does its energy increases by ¯ hw = Er/h2 > Er, so that on average
the energy increase again is Er.
2.2 Raman Transitions
In typical experiments with neutral alkali atoms the linewidth g (2p  6MHz) is much
larger than the trap frequency w (2p  1MHz). Hence it is not possible to directly resolve
the motional sidebands with a single laser. By using a two-photon scheme the effective
linewidth can be made (almost) arbitrarily narrow, so that the sidebands can be resolved
nevertheless.
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Figure 2.1: Spontaneous emission in the
dressed-atom model
−1 0 1
0
10
20
30
Fluor. freq. (ωF−ω0)/Ω
S
c
a
t
t
e
r
i
n
g
R
a
t
e
γ
s
c
/
Ω
Figure 2.2: Resonance ﬂuorescence spectrum
of a strongly-driven two-level system (g =
W/10, d = 0). The coherent peak is displayed
with a device resolution of Dnmeasurement =
W/100. atom
A three-level system in a L conﬁguration is described by the Hamiltonian in the rotating-
wave approximation [58] (see (1.12))
ˆ H =  ¯ hd13 j3ih3j   ¯ hd2 j2ih2j  
¯ h
2
(W13 j3ih1j + W23 j3ih2j + h.c.), (2.7)
where W13,23 denote the coupling between the groundstates j1i,j2i and the excited state j3i,
di3 the detuning of the laser wL,i3 from the resonance wA,i3, and the two-photon detuning
d2 = d23   d13. (2.8)
In the limit where j1i and j2i are almost degenerate d23  d13 = d and the laser is far
detuned from the excited state j3i, the excited state can be adiabatically eliminated and the
problem reduces to a two-level system with an effective two-photon Rabi frequency
W2 =
W
23W13
4d
. (2.9)
582.3 Optical Pumping: Coherent Vs. Incoherent Scattering
Using the dressed-atom picture [120] we can quickly gain some intuition about the spectrum
of the light scattered by a single two-level atom. The dressed-atom model assumes a
quantized driving electromagnetic ﬁeld with the Hamiltonian
ˆ HL = ¯ hwL

ˆ n +
1
2

. (2.10)
The coupling of an atom to the light ﬁeld with n photons mixes the ground and excited
states j1,ni,j2,n0i for photon numbers differing by 1. In the weak driving limit the states
are given by
j+,ni  j2,ni + ej1,n + 1i (2.11)
j ,ni  j1,n + 1i   ej2,ni,
with the energies
E,n = ¯ hwL(n +
1
2
) +
¯ hd
2

¯ hW0
2
. (2.12)
The dressed states are split by the generalized Rabi frequency (1.15) W0 =
p
W2 + d2 =
d + W2
2d + O(W4) (see ﬁgure 2.1). Spontaneous emission couples the bare states j2i ! j1i.
Hence there exist four transitions with three distinct frequencies wL, wL   W0, and wL + W0
for the decay between the n and n   1 manifold. The whole spectrum is composed of a
elastic (coherent) d-like peak at the laser frequency wL and inelastic (incoherent) peaks with
widths on the order of the natural linewidth g. In the limit of strong driving W0  g the
three incoherent peaks give rise to the Mollow triplet [121, 122] (also see ﬁgure 2.2).
The full ﬂuorescence spectrum can be obtained solving the Master equation (see, for
example, Scully and Zubairy [59]). The ratio of incoherently to coherently scattered total
intensity is given by [121]
Iincoherent
Icoherent
= 2
W2
g2 + (2d)2. (2.13)
The inelastic/incoherent part is uniformly scattered into the whole 4p solid angle, whereas
the elastic/coherent emission pattern depends on the incident polarization and the atomic
59structure of the scattering atom [123].
For multiple atoms in an optical lattice the coherent nature of the elastically scattered
light produces sharp interference features, Bragg peaks, which can be seen in the far-ﬁeld or
in the Fourier plane of an imaging system. Some groups use this as a technique to study
the ordering in the lattice without single-site imaging [50, 112]. Bragg scattering has also
been observed with a quantum gas microscope [124]. The angles under which the nth-order
peak appear are given by [124]
sinqn = 1+
l
dlat
, (2.14)
where the periodicity of the lattice is given by dlat and the atoms are coherently scattering
light of the wavelength l. Only one peak is captured by the imaging system of our
experiment. Since the Bragg peak is narrow in Fourier space it contributes to a smooth
background in the image plane.
Even for a single two-level atom (with only a single cycling transition) coherent scattering
dominates for weak drive, but in a multi-level system coherent Raman-like transitions to
non-degenerate ground state levels wash out the interference between multiple scattering
for observation times longer than the inverse level spacing [123]. The transitions can be
understood as a Raman transition, where the down leg is stimulated by a vacuum photon
in a similar fashion as for normal elastic scattering.
2.4 Raman Sideband Cooling In A Bias Field
Commonly Raman cooling uses a magnetic ﬁeld to break the degeneracy of the magnetic
sublevels in the ground state [125, 126, 127, 128, 129]. In the case of degenerate sideband
cooling the Zeeman magnetic ﬁeld is tuned to bring jni and jn   1i of different magnetic
sublevels into resonance (mB = ¯ hwtrap). Conceptually even easier is the case where one uses
two phase-coherent laser beams that are detuned such that the Raman transition covers the
Zeeman splitting and the vibrational splitting for the jni ! jn   1i transition. One needs
to ensure that the Stark shift of the Raman lasers, i.e. the two-photon Rabi frequency, is
60 
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Figure 2.3: Raman sideband cooling scheme for 6
3Li using a bias magnetic ﬁeld to Zeeman-shift the
magnetic sublevels
smaller than the Zeeman splitting.
Our scheme for 6Li is depicted in ﬁgure 2.3. Here the two Raman beams are 7GHz
red-detuned of the D1 transition and couple the j6,ni =
 22S1/2(F = 3
2,mF = 3
2)

jni to the
j5,n   1i =

22S1/2(F = 3
2,mF = 1
2)

jn   1i state. The optical pumping laser then brings the
atoms back into the initial electronic state, while preserving the vibrational state j5,n   1i !
j6,n   1i. The probability of decay into a different vibrational state is suppressed by the
Lamb-Dicke parameter h. The scattered photon plays an important role in our imaging
process (see 2.9). With the given choice of polarizations the j6i state is dark for the pumping
beam limited only by the purity of the polarization.
Because of the unfavorable branching ratios an additional repumping beam is neces-
sary to bring the atoms back from the
 22S1/2(F = 1
2)

manifold into the
 22S1/2(F = 3
2)

manifold. This is achieved with a weak laser resonant with the
 22S1/2(F = 1
2)

to
 22P3/2

transition.
Although the
 22S1/2(F = 3
2)

manifold is not a closed two-level system, we were able to
observe Rabi oscillations between the j6i and j5i state, but the revival is not perfect because
of the coupling to the j4i and j3i states. From the timescale of the depletion of the j6i state
we estimate our two-photon Rabi frequency to be W2  20kHz on the carrier transition
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Figure 2.4: Rabi-like oscillations in the driven four-level system j3...6i
(Dn = 0) for laser power of .
From a cooling perspective any of the j4i, j5i, j6i states is suitable for a Raman transition
that takes out a vibrational quanta. So in principle even under imperfect optical pumping
the cooling can still work, except that an atom needs to scatter multiple until it is pumped
into the dark state. A Raman spectrum taken with a bias ﬁeld of B  150mG can be seen in
ﬁgure 2.5. Here the atoms were ﬁrst optically pumped into the j6i state and the driven into
the j5i state via the Raman transition.
2.5 Three-Dimensional Cooling
To cool all three motional degrees of freedom one needs to make all the trap frequencies
degenerate or address all trap frequencies individually, one at a time. In our experiment
the two-photon detuning is sequentially tuned onto the red sideband of the radial and
axial lattices and then swept over the width of the resonance features to allow for spatial
inhomogeneity in the trap frequencies (see ﬁgure 2.5).
In addition to tuning to the correct frequency, there needs to be momentum transfer
along the direction one attempts to cool. This can be seen from the ˆ x  k term in the
vibrational coupling (2.2). If ˆ x and k are not aligned, the Lamb-Dicke parameter (2.4) is
reduced by jcosqj, where q is the angle between the two vectors. For a two-photon transition
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Figure 2.5: Raman spectrum taken by driving j6i ! j5i at a bias ﬁeld of 150mG
the effective momentum kick k that the atom experiences from absorption (k1) followed by
stimulated emission ( k2) is
k = k1   k2. (2.15)
To maximize the coupling to all three lattice axes with a single pair of Raman beams one
needs to choose k such that it spans a 45 angle with all the lattice axes. Due to space
constraints in our experiment the angle between the direction of the momentum transfer
and the vertical lattice (z) is only 75 so that the coupling is reduced by a factor of 25%.
The coupling to the radial lattice axes is only reduced by 1/
p
2.
2.6 Alignment
Since the j6i state is dark for the optical pumping, the polarization of the optical pumping
can easily be optimized by maximizing the lifetime in the stretched state. The j6i state can
be prepared with a microwave sweep driving the j1i ! j6i transition. When completely
optimized we can achieve a ratio of the lifetimes for the two circular polarizations of
ts+
ts 
 10...100. (2.16)
All polarization assume a certain quantization axis set by the magnetic bias ﬁeld. The
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Figure 2.6: Decay out of j6i while exposed to optical pumping light with and without optimized
polarization
direction of the magnetic ﬁeld has to be optimized as well, so that it points along the
s+-Raman and optical pumping beam. The wrong circular polarization can in principle
drive a wrong sideband (i.e. a blue sideband), but that transition is detuned by the Zeeman
shift and thus suppressed.
The polarization of the linearly polarized p-Raman beam is set to minimize the reﬂection
off the glass cell. This procedure is roughly equivalent to setting the polarization to be
vertical (along z). The polarization of the s+-Raman beam is optimized by transferring
population out of the j6i state via the carrier Raman transition.
The pointing for all the Raman and optical pumping beams is optimized by heating
trapped atoms out of the lattice with one beam at a time. For the ﬁne alignment the beams
need to be attenuated further with neutral density ﬁlters.
2.7 Raman Sideband Cooling At Zero Field
The problem of the ﬁnite “darkness” of the j6i state due to imperfect polarizations can be
avoided by altering the cooling scheme and working at negligible bias ﬁeld (mBB  ¯ hW2 
wtrap). Without the Zeeman ﬁeld all the magnetic sublevels are degenerate and we can
drive Raman transitions between the
 22S1/2(F = 3
2)

and
 22S1/2(F = 1
2)

manifold while
tuning to the red sideband. An optical pumping beam pumps the atoms back into the
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Figure 2.7: Raman sideband cooling scheme for 6
3Li without a bias ﬁeld
 22S1/2(F = 3
2)

manifold. The upper manifold is 228MHz detuned from the pumping light
so that the scattering rate (1.30) is suppressed by  W2/d2  O(10 4) (for a s0 = 0.1). The
Raman spectrum acquired in the B = 0 conﬁguration is given in ﬁgure 2.8. Without the bias
ﬁeld the carrier is exactly at zero detuning. Within the noise there are no transitions on the
cooling sidebands. This is a strong indication that the atoms are in the lowest band of our
optical lattice.
2.8 Heating Mechanisms
During the cooling atoms in the optical lattice are subject to several heating mechanisms.
The most severe one is the loss of pairs of atoms due to light-assisted collisions [130]2. The
potential curves for scattering of a
 22S1/2

ground state atom with an excited state
 22P1/2

are altered by the long range dipole interaction. In case of red-detuned (blue-detuned) light
the atoms experience a long range attractive (repulsive) interaction µ 1/r3. Atoms can either
end in a bound-state (photoassociation) with the photon carrying away the excess energy
or the excess energy is released as kinetic energy after the excited state decays back to the
ground state. Due to the repulsive nature of the interaction for blue-detuned light inelastic
2In the context of magneto-optical traps light-assisted collisions are also called radiative escape [131]
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Figure 2.8: Raman spectrum taken by driving atoms into the

22S, F = 3/2

manifold with a single
sweep over 50kHz in 500ms
processes are suppressed [130].
Additionally mixtures of different magnetic sublevels of the two groundstate manifolds
 22S1/2(F = 3
2)

and
 22S1/2(F = 1
2)

can release energy on the order of the hyperﬁne
splitting via spin-changing collisions. This effect together with the light-assisted collisions
makes it impossible to have two atoms tightly conﬁned to a single lattice site while scattering
resonant photons, which will most likely result in parity imaging, where one can only detect
the atom number per site modulo two [35]
For a single atom on a lattice site the following other heating mechanisms remain. Single
photon scattering imparts the photon momentum onto the atom it scatters of. In the case of
an atom at rest its energy increases by up to 2Er and 1Er on average for incoherent scattering.
This recoil heating can occur both for optical pumping and the Raman beams. Because of
the small ﬁne structure of 6Li of only 10GHz the optimum detuning of the Raman beam
coupling different magnetic sublevels is on that order [132]. In this regime the ratio of single
photon scattering rate to two-photon Rabi frequency is on the order of 1/100.
In addition, atoms in an excited state experience a different trapping potential due
to its different polarizability. For cooling of 6Li on the 2s to 2p transitions in a trap at
1064nm luckily this effect is rather small. The polarizability of the ground state

22S1/2

is a2s = 271au, for
 22P1/2

a2p,D1 = 202au, for
 22P3/2(mF =
 1
2
 )

a2p,D2,1/2 = 221au, and
66for
 22P3/2(mF =
 3
2
 )

a2p,D2,3/2 = 183au, where the atomic polarizability unit is deﬁned as
au = 4pe0a3
0 [60].
A classical estimation for the ﬂuctuating dipole force heating/stochastic heating is given
in [100]. Taking the ﬁnite excited state decay rate g into account the fractional energy
increase per excitation is given by
e =
E3   E1
E1
=
 
w2
1   w2
2
2
w2
1
 
g2 + 4w2
2
. (2.17)
For 6Li atoms in a 1064nm lattice with a ground state trap frequency of w1 = 2p  1MHz
subject to D1 cooling light this results in a fractional energy increase of e = 0.0018 per
excitation. Assuming that the initial energy E1 is on the order of ¯ hw1  13.5E
(671nm)
r the
energy gain is only 0.024 times the resonant photon recoil energy of E
(671nm)
r = h  73.9kHz.
Besides choosing a (near-)magic wavelength for the optical trap, this kind of heating can
also be minimized by keeping the saturation parameter low, so that there is negligible
population in the excited state. While this kind of heating has little effect for cooling on the
D1,2 transitions, it could be a problem, for example, if one would want to directly resolve
the vibrational sidebands by using the narrow ultraviolet 2s to 3p transition. Although there
is a magic wavelength near 1070nm, the 3p state decays predominantly via the 3s state as
intermediate state which has large polarizability with opposite sign [100].
As for all optical traps technical noise, like residual amplitude modulation, can cause
parametric heating as well (see 1.4.4). This becomes especially problematic during the imaging
when the lattice depth is maximal with high trap frequencies, since heating rates scale
super-linearly with the trap frequency (wa, a  2).
2.9 Raman Imaging
We would like to use the scattered photons of the optical pumping process for ﬂuorescence
imaging. Because of the second order nature of the Raman process, we are going to need
signiﬁcantly higher laser powers for the Raman transitions than for the optical pumping.
For a 100s long Raman pulse with 1mW and a hypothetical uniform intensity over
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Figure 2.9: Gated imaging during the Raman cooling
100  100 lattice sites the atoms are illuminated with 3  1011 photons at 671nm in total.
If we assume we only see Rayleigh scatter on the order of 10ppm off the superpolished
substrate, 3  106 photons get scattered in total and 300 photons per lattice site. During
the optical pumping pulse each atom only scatters O(1) photons before it gets optically
pumped into a dark-state. This scenario would result in a signal-to-noise ratio of 1 : 100,
which is far from being enough to resolve individual atoms (for a rather low overall count
rate).
2.9.1 Pulsed Raman Imaging
Due to the small ﬁne-structure splitting of only 10GHz it is virtually impossible to spectro-
scopically ﬁlter the cooling light from the imaging light with, for example, a dichroic mirror.
Instead of trying to separate the light spectroscopically, we are separating the Raman from
the pumping light temporally by performing up to 6000 two-step cooling processes and
only exposing the camera during the optical pump pulse.
For the initial tests with the low-resolution imaging we used a mechanical chopper
(Thorlabs MC2000 with MC1F30 blade) in the intermediate imaging plane (see ﬁgure 3.18)
to block the camera during the Raman pulses. The rotation of the chopper is phase-locked
to the experiment with the blades opening and closing at 2kHz.
Because of the ﬁnite aperture of the chopper blades, it is not possible to use this setup in
the high resolution imaging described in section 3.3.1.5. It might be possible to create an
intermediate demagniﬁed image with another long working distance microscope objective,
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Figure 2.10: Resolving individual atoms in at
sparsely ﬁlled optical lattice
Figure 2.11: Fluorescence image of a dense
thermal cloud in an optical lattice
but we had concerns that turbulent airﬂow caused by the edges of the fast spinning blade
would distort the images.
The way around this limitation is to shutter the camera by other means, in our case by the
use of a gated camera. In our experiment we are using an Andor iStar 334T intensiﬁed CCD
camera. The intensiﬁer, a Hamamatsu V8070x, consists of a light-sensitive photo-cathode
that produces electrons that in turn get ampliﬁed with a micro-channel plate. Electrons
leaving the micro-channel plate produce ﬂuorescence on a phosphor screen that is imaged
by the CCD chip of the camera. By turning the photo cathode voltage (and optionally the
micro-channel plate voltage) on and off we can gate the camera during the acquisition with
pulse widths down to 2ns. Due to the moderate quantum efﬁciency of the photo-cathode in
the red, the overall quantum efﬁciency drops by about a factor of two to 45% compared to
the Andor iXon 888, the EMCCD camera we were previously using.
We have sucessfully demonstrated the ﬁrst imaging of ultracold fermions in an optical
lattice using our Raman cooling and gated imaging technique. From images of a sparsely
ﬁlled lattice (ﬁgure 2.10) we extracted at averaged point spread function with a FWHM
of 4.2px. The lattice spacing itself is about 5px and therefore we are clearly in the site-
resolved regime. Images of a more densely populated optical lattice (ﬁgure 2.11) reveal a
large uniform background. This is most likely caused by some atoms that are not cooled
69enough and tunnel during the imaging process. An additional effect could be the Bragg
scattering for denser clouds (see 2.3) that is expected to produce a smooth background
as well. But these shortcomings are being addressed right now, while this work is being
written.
2.9.2 Fidelity: Imaging A 3 3 Plaquette Or Single Atom Minesweeper
In this section I want to demonstrate the effect of overlapping point spread functions
when imaging single atoms in an optical lattice. As a model I am going to use a 3  3
plaquette with variable ﬁlling factor and focus on the central lattice site. The particles are
non-interacting with a maximum occupation of one per site. This would be valid model for
a spin polarized Fermi gas in the ground band of an optical lattice or one spin state of a
non-interacting multi-component Fermi gas. Effects like electronic noise or photon counting
statistics will be ignored here. It is assumed that the ﬂuorescence image gets analyzed by
integrating up the ﬂuorescence of each lattice site.
The nine lattice sites are labeled with the following indices
8 1 5
4 0 2
7 3 6
. (2.18)
Using those indices we can write all 29 = 512 possible states encoded as a binary number,
for example
j0000000002i = , j0000000012i = , j0000000102i = ,
j1010100112i = j1111111102i = j1111111112i = .
The sites can be grouped into three categories: the center site 0, the nearest neighbors
1,2,3,4, and the next-nearest neighbors 5,6,7,8. Atoms in each category are going to have a
different contribution of their point spread function to the total intensity in the square of
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Figure 2.12: Contribution to the ﬂuorescence on the center site from nearest neighbors and next-
nearest neighbors
site 0. For simplicity the point spread function is approximated as a Gaussian of the form
psf(x,y) =
1
ps2 exp

 
x2 + y2
s2

. (2.19)
With that we can get analytic expressions for the “leakage” of the point spread function
onto the center site from the nearest and next-nearest neighbors wnn, wnnn (see ﬁgure 2.12):
w0 =
Z as/2
 as/2
dx
Z as/2
 as/2
dypsf(x,y) = erf2

1
2
a

(2.20)
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Here the lattice spacing is assumed to be as. The total probability to collect ﬂuorescence
from the center site for any state can be written as
w(n0,nnnnnnn) = n0w0 + nnnwnn + nnnnwnnn,
with n0 2 f0,1g atoms on the center site, nnn 2 f0,1,...,4g on the nearest neighbor sites, and
nnnn 2 f0,1,...,4g on the next-nearest neighbor sites. In total there are 255 = 50 different
values for ﬂuorescence level w, but some of these stem from different states/conﬁgurations.
For example , , , , ,and will have identical ﬂuorescence. In general each w is
(
2
n0)(
4
nnn)(
4
nnnn) fold degenerate.
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Figure 2.13: Total ﬂuorescence in the central lattice site for different optical resolutions
The probability to ﬁnd an atom on a given site is denoted by p0. If the 3 3 plaquette is
considered to be part of a larger system, p0 can also be interpreted as the ﬁlling factor. The
probability to ﬁnd the plaquette in a given state/conﬁguration with n = n0 + nnn + nnnn
atoms is given by
pn = pn
0(1  p0)9 n. (2.21)
Combining all this we ﬁnd that the probability to get w(n,nnn,nnnn) is
p(w(n0,nnn,nnnn)) =

2
n0

4
nnn

4
nnnn

p
n0+nnn+nnnn
0 (1  p0)9 n0 nnn nnnn. (2.22)
The distribution is visualized for a sparse lattice in ﬁgure 2.13.
The ﬁdelity of the imaging (with this particular way of analyzing the images) depends
on whether we can distinguish conﬁgurations with a hole in center from the ones with
an atom . For realistic parameters the worst case is trying to separate and . The two
ﬂuorescence levels w(0,4,4) and w(1,0,0) can be resolved for
a > a0  1.48. (2.23)
Around this point the “ﬁdelity” deﬁned as F = 1
2(w(1,0,0)   w(0,4,4) + 1) scales linearly
with the resolving power a
F(a) =
1
2
(w(1,0,0) w(0,4,4)+1)  0.500+0.447(a a0) 0.025(a a0)2+O((a a0)3).
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Figure 2.14: Simulation of ﬂuorescence imaging for a scattering rate of 3kHz
This limit can be circumvented by using more an advanced analysis algorithm that takes
the surrounding lattice sites into account instead of looking at each site individually and I
would like to emphasize that the model described in this section does not take the actual
photon detection including counting uncertainty and noise into account.
2.9.3 Monte-Carlo Imaging Simulation
To get a feel for how ﬂuorescence images are going to look as a function the imaging
parameters, like resolution, exposure time, noise, etc. it is helpful to simulate the imaging
process. I have done this as a Monte-Carlo simulation, where for every small time interval
Dt the following probabilities are calculated for each site: probability that the atom is lost
(loss rate), has scattered a photon (scattering rate), and the scattered photon is detected
(numerical aperture, quantum efﬁciency of sensor, transmission of optical setup). Each
detected photon is added to the sensor with a Gaussian probability distribution centered
on the originating lattice site. This is emulating the point spread function of the imaging
setup. In addition, dark-counts get added to the sensor each time step. At the end of the
simulation readout noise is added to the sensor following a normal distribution.
With this (admittedly brute-force) Monte-Carlo approach one can already study the
effect of dark-counts, scattering rate, and resolution to determine parameters that would
73allow imaging with sufﬁcient ﬁdelity. Figure 2.14 shows simulated images for a ﬁlling factor
of p0 = 0.5 and varying spot sizes b (with t = 0.5s) and exposure times t (with b = 1). The
standard deviation of the point spread function is b/2 times the lattice spacing.
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Experimental Setup
3.1 Vacuum System
Besides the atomic beam source and pumping sections the experiment consists of two
connected vacuum chambers, the main chamber and the science chamber (3.1). This two-
chamber design has the advantage that there is not direct line-of-sight to the hot source,
which could potentially reduce the trap lifetime. In addition, the secondary chamber can be
swapped out relatively easy to accommodate different very specialized setups.
In the former, slow atoms from the Zeeman slower (see section 3.4.2) get captured and
cooled in a magneto-optical trap (see section 3.4.3). With the aid of a high power optical
dipole trap (3.3.7) and magnetic ﬁeld coils [100] that allow to increase the interparticle
scattering cross section by the use of a Feshbach resonance (1.2), the atoms can be cooled
further, even to a point where the lithium atoms condense into a molecular Bose-Einstein
condensate (3.36). This is an ideal starting point to perform cutting edge experiments with
the ultracold atoms.
Because a quantum gas microscope (3.3.1) requires a large amount of optical access,
the science chamber is a fused silica glass cuvette (3.1.2). Additionally using glass avoids
eddy currents caused by switching magnetic ﬁelds and changing magnetic ﬁelds due to
magnetizable materials.
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Figure 3.1: Overview of the vacuum chamber
To achieve a low background pressure in the science chamber, it is pumped by the com-
bination of a GammaVacuum TiTan DIX 75S diode-style ion pump and a GammaVacuum
titanium sublimation pump connected via an intermediate pumping chamber. A large gas
load in a glass cell comes from helium diffusion through the glass. A differential diode-style
ion pump is more efﬁcient at pumping noble gasses (He, Ar, ...) than the typical diode
pumps while sacriﬁcing a little in overall pumping speed [133].
In addition to the ion pump, the titanium sublimation pump is helps pumping the
remaining reactive gasses (CO, CO2, O2, etc.) in the system and to some extent even
hydrogen H2 [133]. After degassing during the bake out, each of its ﬁlaments has been ﬁred
multiple times for 1min at a current of 48A to sputter titanium onto the walls of the pump
chamber. To avoid shorting the ion pump cells the pump chamber has a smooth 45 before
it attaches to the pump. In this conﬁguration there is no direct line-of-sight between the ion
pump and the titanium ﬁlaments.
We found that ion gauges signiﬁcantly contribute to the gas load. Therefore the pressure
is only measured at a single point of the experiment, reading 3 10 12 torr. This number is
consistent with the lifetimes measured in the main chamber.
During the bake-out we had a residual gas analyzer (RGA) attached to the chamber (on
the UHV side of the pump). The idea was to more accurately measure the pressure once
the chamber has been sealed of from the turbo pump, but it turned out that, although the
76Figure 3.2: Drawing of the main chamber
RGA had been baked as well, turning it on released so much gas that the chamber had to be
rebaked (probably electron desorption). For future bake-outs I would recommend to only
use the RGA either continuously during bake-out or, even better, only on the rough vacuum
side.
3.1.1 Main Chamber
The main chamber (ﬁgure 3.2) is a custom octagonal vacuum chamber made from 316-series
stainless steel manufactured by Sharon Vacuum. It has ports for the magneto-optical
trapping beams, the high-power optical dipole trap, and two electric feed-throughs for
microwave antennae. For a more detailed description see my diploma thesis [134].
3.1.2 Glass Cell
The rectangular cuvette (ﬁgure 3.3) of the dimensions 45mm 35mm 110mm with 5mm
walls was manufactured by Japan Cell and distributed by Triad Technology Inc.1 The cell
is made from UV grade fused silica and optically contacted, then heated to strengthen the
bond. Despite the higher helium permeability of fused silica (about one order of magnitude
1The whole glass cell ordering process took more than a year from a ﬁrst quote to the ﬁnished glass cell. I
would like to warn everyone about this, who is considering using a glass cell as a vacuum chamber.
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Figure 3.3: Drawing of the glass cell including the Conﬂat ﬂange
worse than the best glasses) [135] this material was chosen because it is superior to e.g.
borosilicates for applications requiring high laser intensities.
The glass cell does not have an anti-reﬂection coating on either side. The high power
lattice beams (3.3.3) are entering the glass cell near Brewster’s angle, so that the reﬂectivity
is low even for uncoated glass [86].
There are small bubbles visible at the interface between the faces of cell, probably trapped
water from the contacting process. Since none of them extend all the way to the vacuum
side, they should not cause virtual leaks. The ﬂatness at this stage was interferometrically
measured to be on the order of l/6 over 25mm. Besides visual inspection all glass
cells have been leak checked on a custom-machined ﬂange with a silicone rubber seal to
accommodate the rectangular open end of the cuvette. The cells were then sent to Precision
Glassblowing to be fused onto a non-magnetic Bomco B1508S glass-to-molybdenum
adapter with a rotateable 316 stainless steel 41/2in Conﬂat ﬂange. After fusing the whole
cells were heated once more to relief the strain in the glass.
The multiple heating cycles then caused the surface ﬂatness to slightly degrade. In
addition, glass dust ( 10um and bigger) from repolishing the open end of the glass cell
got baked onto the inside of the glass cell and was difﬁcult to remove (see section 3.3.1.2).
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Figure 3.4: Optical setup of the D1 laser
3.2 Lasers
3.2.1 D2 Lasers
Our laser system consisting of home-built grating stabilized external cavity diode lasers and
tapered ampliﬁers to create light that is resonant with the D2 transition of 6
3Li is described
in detail in Tobias Schuster’s diploma thesis [136]. Although the setup has been modiﬁed
over the years its basic principle remained identical.
Currently we are working on replacing the reference cell and the Doppler-free saturation
spectroscopy with a new cell and modulation transfer spectroscopy [137] that should allow
offset free locking.
3.2.2 D1 Laser And Raman Laser
The Raman cooling scheme (2) that we apply during the ﬂuorescence imaging requires light
resonant with the D1 transition for optical pumping and light a few GHz red-detuned to
drive Raman transitions.
To achieve a stable laser frequency the D1 laser (ﬁgure 3.4) is locked to the D2 laser
via a frequency beat lock [100] at 10.007GHz. This differs from the ﬁne-structure splitting
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Figure 3.5: Optical setup of the Raman laser
because both the D1 and D2 lasers get frequency shifted using acousto-optical modulators
before they reach the atoms. The Raman laser is then locked to the D1 laser via another
beat-lock at 7GHz.
The beat signal in both cases is detected on a ﬁber coupled Hamamatsu G4176-03
photodetectors that are biased by a MiniCircuits ZX85-12G+ bias tee. The signal is then
ampliﬁed twice with MiniCircuits ZX60-24-S+ ampliﬁers before the frequency gets stepped
down with a RF Bay, Inc. FPS-6-12 pre-scaler, to bring the frequency into the range of our
frequency detection circuit (below 3GHz).
3.2.3 High Power ODT
In the experiment sequence (see 3.4.3) atoms from the magneto-optical trap get directly
transferred into an optical dipole trap to perform evaporative cooling. At this stage the
atoms are still relatively hot (about 1mK) and therefore high laser powers are required to
trap them in a conservative potential of a far off-resonant trap.
Although alternative solutions exist (e.g. cavity-enhanced trapping [138]), in our experi-
ment the deep trapping potential is created by brute-force approach: a 300W water-cooled
1070nm frequency multimode, spatial single mode IPG Photonics YLR-300-LP-WC ﬁber
laser focused to a Gaussian waist of 54m. The coherence length of this laser is measured
to be 270m [100]. At full power this should yield a trap depth of about 4mK – sufﬁciently
deep to capture atoms directly from a compressed magneto-optical trap.
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Figure 3.6: Optical setup of the high power optical dipole trap
At such high power levels transmission optics can exhibit thermal lensing. The main
contributions are the temperature-dependent index of refraction dN/dT and the coefﬁcient
of thermal expansion, which cause a locally varying index of refraction inside an optical
element [139]. We did a more careful study in the context of our lattice lasers (section
3.2.5), for the optical dipole trap we avoided complications by not using an acousto-optical
modulator and instead control the laser power using different means.
3.2.3.1 Power Stabilization
The laser itself can be directly modulated between full power and about 30W at a bandwidth
of a few 10s of kilohertz by controlling the current of its pump diodes. To get a higher
dynamic range, we combined the current modulation with a stepper-motor driven variable
attenuator consisting of a rotating half-wave plate and two Brewster plates. In addition, two
separate photodiodes (PD0, PD1 in ﬁgures 3.6 and 3.7) with different levels of attenuation
are used to cover power levels between a few mW and 300W. Stabilizing the optical power
in such a complex system can be challenging and is done best with a digital loop ﬁlter,
in our case implemented using our FPGA-based experiment control system [100]. The
power is always actively stabilized using the pump current, but the attenuation is varied by
doing feed-forward-like control of the rotating waveplate (rHWP). The transmission h of the
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Figure 3.7: Simpliﬁed diagram of the feedback setup to stabilize the output power over a large
dynamic range
waveplate polarizer setup as a function of the stepper motor position s and the number of
steps per full period is given by
h(s) = (1  h0)cos2

p
s
s0

+ h0 (3.1)
with a maximum extinction h0  1/1000. At this high power levels polarizing beam splitter
cubes should be avoided and Brewster polarizers should be used instead.
The small glitches from the ﬁnite resolution of the stepper motor and the motor bounce
back are almost completely smoothed out by the active feedback. But when the attenuation
is increased, the loop gain on the other hand effectively decreases. This can become a
problem once the loop gain is too low to ﬁlter out the glitches. For example, when the
setpoint is set to 50W, but the current measurement is 60W, the error is just 10W, if there
is no attenuation at all. If, however, the transmission is set to 1/2 and the measured power
after the attenuation again is 60W, the laser is actually outputting twice that, namely 120W.
Although the measured error is still only 10W, the laser pump current is an equivalent of
20W too high. Hence the proportional and integral gain GP,I should always be inversely
proportional to the attenuator transmission h
GP,I =
G
(0)
P,I
h
. (3.2)
Since the gain needs to be adjusted over three orders of magnitude or 10 bits, the error
82is ﬁrst multiplied by an factor of 2p (p =  12...16) to preserve enough signiﬁcant bits
without running into truncation errors.
3.2.3.2 Closed Loop Ramp
During the ﬁrst part of the optical evaporation (3.4.4) the laser power is ramped down to
30W. This is done by reducing the pump current until the power setpoint is at 50W and
then the attenuator transmission is adjusted such that for any given setpoint Pset the actual
laser output power Plaser stays around P0 = 50W:
h(t) =
Pset(t)
P0
(3.3)
The stepper motor position is then calculated from the setpoint Pset by inverting equation
(3.1) while assuming perfect extinction h0 ! 0. From this point on the evaporation is done
by feeding forward on the attenuator, the loop ﬁlter only needs to make small adjustments
to the pump current.
When the laser power is ramped down further and reaches about 8W, a hand-over
between the high and the low power photodiode is performed. The measurement input
Vmeas of the loop ﬁlter can blend between the low power photodiode Vlow to the high power
photodiode Vhigh
Vmeas = (1  a(t))Vhigh + a(t)gVlow, (3.4)
where g is the ratio of the laser power to voltage gains of the high and low power photodiodes
and a(t) linearly changes from 0 to 1 in time. This procedure is somewhat related to fuzzy
logic [100]. Once the transmission of the attenuator is limited by the ﬁnite extinction h0 at
laser powers of about 100mW the loop ﬁlter compensates and starts to reduce the pump
current to get to the desired setpoint.
3.2.3.3 Noise Performance
Fluctuations in the laser power on a timescale faster than the feedback bandwidth can
lead to heating of the trapped atoms. Compared to our lattice lasers (3.2.5) the IPG ﬁber
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Figure 3.8: Residual amplitude noise of the IPG laser at different output powers
laser exhibits are large amount of residual amplitude noise with multiple peaks reaching
to almost  60 dBc/Hz and a baseline noise between  100 dBc/Hz and  80 dBc/Hz depending
on the output power level (see ﬁgure 3.8). This behavior is expected for an industrial laser
designed for material processing. But besides it relatively high noise levels it has been
working very reliably over the years. We avoid potential heating issues due to the amplitude
noise (1.4.4) by only using this laser for the initial evaporation, while the atoms are still
comparably hot and then hand over to different traps with almost negligible heating rates.
3.2.4 Dimple
In our experiment the atoms are trapped a few ¯m below a glass surface (see 3.3.1). Any
beam hitting the atoms from the vacuum side of this surface is inevitably going to be
partially reﬂected, even with a good anti-reﬂection coating. This reﬂection will form a
standing wave pattern below the substrate.
To circumvent this problem, we send in beams from the glass side of the interface
through our microscope objective (see 3.3.5). Since the objective contains multiple lenses,
double reﬂection could still cause the light to interfere in the forward direction. By using an
incoherent light source with a coherence length less than the typical thickness of a lens (few
millimeters), multiple reﬂections do not interfere in the focus of the trap and cause short
wavelength potential corrugations/disorder.
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Figure 3.9: Optical setup of the low power optical dipole traps
To provide additional axial conﬁnement in the high-power dipole trap (3.4.6) and during
the accordion compression (3.4.7) we shine 700mW broadband light through our objective.
3.2.4.1 Incoherent Light Source
The incoherent light for the tapered ampliﬁers is generated by a ﬁber-coupled Exalos
superluminescent diode with a center wavelength of 786nm and a bandwidth of 12nm
outputting 7.6mW of incoherent light, 5.7mW in a single polarization. With the temperature
and current controller provided by Exalos the residual amplitude noise spectrum showed
peaks at 157kHz ( 107 dBc/Hz), 316kHz ( 116 dBc/Hz), and 997kHz ( 98 dBc/Hz). Replacing
these with Thorlabs TEC200 and LDC202C resulted in a ﬂat noise spectrum from 50kHz
to 1MHz at a level of  128 dBc/Hz.
3.2.4.2 Tapered Ampliﬁer
The power from the incoherent light source is not sufﬁcient to fully saturate an Eagleyard
Photonics 780nm, 2.2W output power tapered ampliﬁer. Therefore we use a two-stage
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Figure 3.10: Picture of the tapered ampliﬁer mount
tapered ampliﬁer design to obtain powers > 2W out of the second stage ampliﬁer for a seed
power of 30mW and a current of 3.9A. When carefully mode matched with a cylindrical
lens, powers > 1.1W can be achieved after a double-stage optical isolator and a single-mode
ﬁber. Optimizing for ﬁber coupling efﬁciency is different from maximizing the bare output
power of the tapered ampliﬁer. It seems that the tapered ampliﬁer is not purely single mode
and can support multiple spatial modes. Lasing at multiple modes gives an overal higher
output powers for the same electric current and seed power, but the ﬁber coupling efﬁciency
is reduced.
At full power the tapered ampliﬁer produces about 8W of heat that is extracted using
two water-cooled TE Technology, Inc. TE-71-1.4-1.5 Peltier thermoelectric coolers in series,
stabilizing the temperature to 19.5C at a steady-state current of 0.5A.
Since the output facet of the tapered ampliﬁers is very elongated the divergence along the
horizontal and vertical axis is vastly different. First the weakly diverging axis is collimated
with a short focal length aspheric lens. Then the waist size along the other, still diverging
axis is mapped out with a beam proﬁler along the optical axis and ﬁtted to the waist of a
propagating Gaussian beam w(z   z0) with the initial waist w0 and the waist location z0 as
free parameters. This procedure assumes a perfect Gaussian beam. Allowing for a ﬁnite
M2 > 1 tends to give worse ﬁt results. Once these parameters are known, one can read
off the distance from the waist location z0 to the point where the waists along both axes
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Figure 3.11: Diagram of the optical setup to seed the lattice ﬁber ampliﬁers
are equal. A cylindrical lens with that distance as its focal length collimates the beam to a
circular near TEM0,0 proﬁle.
The ﬁnal position of the cylindrical lens can be ﬁne-tuned by focusing the beam with a
long focal length lens (1000mm) onto a beam proﬁler and minimizing the astigmatism, i.e.
making sure the focus for the two axes is at the same distance from the lens.
3.2.4.3 Blue Detuned Incoherent Light Source for Lithium
Currently a blue-detuned incoherent light source is added into the experiment as well.
The basic principles are identical to red-detuned 785nm system above. The seed is an
Exalos EXS0650 free-space superlumindescent diode and a double-stage ampliﬁcation with
EagleYard EYE-TPA-0650-00250 tapered ampliﬁers. Compared to the infrared ampliﬁers
these have little gain in comparison, only 7dB, but nevertheless we obtain up to 180mW
of incoherent 650nm light. This setup is going to be used in future to project repulsive
potentials through the microscope.
3.2.5 Lattice
Our three optical lattice beams (3.3.3) and the accordion lattice (3.3.4) are generated from
four Nufern NuAMP 50W single mode ﬁber ampliﬁers, each seeded with 140mW of
1064nm light from a InnoLight Mephisto 1W laser. Their frequencies are shifted with
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Figure 3.12: Diagram of the optical ﬁber ampliﬁer power stabilization setup
acousto-optical modulators (ﬁgure 3.11).
For future experiments we wanted to potentially allow interference between the two
radial lattice beams. Therefore their frequency is made tunable by using double-pass
acousto-optical modulator setups. In addition to tuning their frequencies from 74MHz and
82MHz to 78MHz, the polarizations of the lattice beams (3.3.3) will need to be rotated to
be p-polarized with respect to the substrate.
3.2.5.1 Power Stabilization
In the experiment we need to be able to stabilize the power of the lattice beams at low power
levels of O(10mW) for lattice depths in the Hubbard regime, as well as at high power
levels O(10W) during the imaging. Each of the four beamlines has a galvo (Thorlabs GVS
or Cambridge Technologies) with a z-cut quartz plate that acts as a variable waveplate
depending the galvo angle. In combination with a polarizer this is used as a high-dynamic
range attenuator. The beam displacement from the tilting plate is negligible since only small
angle changes are necessary to change the retardation by l/2.
In the low power regime (> 150mW) the variable attenuation stage is held at a constant,
low transmission. The actual power stabilization is done using a Crystal Technology,
Inc. AOMO 3080-197 80 MHz acousto-optical modulator, whereas at high power levels the
88modulator is operated at maximum diffraction efﬁciency and the power is controlled via
slow digital PI feedback onto the galvo directly.
To have the lowest possible amount of noise added from the power stabilization, at low
power levels the rf power going to the acousto-optical modulator is controlled with a mixer
driven by a purely analog PI loopﬁlter designed in our group. To counteract the quadratic
dependence of the mixed power on the control voltage, the loopﬁlter board has a built-in
diode circuit that approximates a square-root transfer function.
The 80MHz radio-frequencies are created by phase-locked-loop boards based on an
Analog Devices ADF4002 locked to our lab rubidium frequency standard. This source
has better noise properties than our DDS synthesizers while still being able to tune the
frequencies to a particular value.
As for the high-power optical dipole trap (3.2.3), the laser power is measured with two
photodiodes to cover a large range of power levels without sacriﬁcing noise performance.
Small fractions of the beam are split off with a single Thorlabs BSF10 beam sampler. The
uncoated side of the fused-silica wedge is providing the signal for the low power photo
diode, the weaker reﬂection off the side with anti-reﬂection coating is used for the high
power stabilization.
3.2.5.2 Thermal Lensing
The ﬁber ampliﬁers were shipped with an f = 25mm BK7 collimation lens. This material is
known [139] to show a large amount of thermal lensing. We have observed thermal lensing
with LightPath Technologies GRADIUM lenses, lenses with an axial gradient index that
compensates for spherical aberrations.
In addition to the lensing issues with the original ﬁber collimator, the collimation lens is
also mounted on-axis with the Losch LD-80 receiver, but the ﬁber itself is angle cleaved at a
4 angle, causing aberrations. In this case the beam from the ﬁber hits the collimation lens
off-centered and under an angle.
We avoided both problems by using custom machined monolithic copper mounts that
89take the polishing angle into account and by choosing OptoSigma 027-0510 f = 20mm
fused-silica air-spaced triplet ﬁber laser focusing lenses for collimation. The large copper
block also provides a good heat sink.
Other sources of thermal lensing are the optical isolators (two 30dB stages, Thorlabs
IO-5-1064-VHP) that are required to avoid back-coupling the retro-reﬂected lattice beams
into the ampliﬁers. This would (and did) immediately destroy the ﬁber ampliﬁer. Also the
thermo-optic dependence of the Faraday rotation causes the isolation to change with optical
power [140].
We replaced the cube polarizers in the isolators by Precision Photonics Brewster plate
polarizers and only using the original faraday rotator. Since we are always running the ﬁber
ampliﬁers at a constant output power and attenuate the beams further downstream, we
can tolerate potential thermal lensing from the terbium gallium garnet faraday rotator. In
addition, the isolators are mounted on water-cooled bases removing any excess heat.
Our acousto-optical modulators are also water-cooled to stabilize the temperature of
the crystals and to avoid heating the optical table. No degradation of beam quality in ﬁrst
diffraction order has been observed. In the experiment the power at the acousto-optical
modulators is below 200mW most of the time, because the beam is already attenuated with
the variable attenuators.
3.2.5.3 Noise Performance
The optical lattice lasers are most critical for the operation of the experiment. To achieve
high ﬁdelity quantum states heating caused by technical noise needs to be minimized. The
biggest contribution herefore comes from the amplitude noise of the laser (see 1.4.4).
The seed laser alone has an impressively low noise ﬂoor of about  155 dBc/Hz, but the
ampliﬁers (although in the saturated regime) add more noise on top of that. There are both
technical and physical noise sources in the ampliﬁers.
NuFern in Conneticut generously let us take measurements on one of their test systems,
before we ordered our own ampliﬁers. We minimized the stimulated Brillouin scatter-
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Figure 3.13: Measured residual amplitude noise of a lattice laser beam in open-loop and with active
power stabilization
ing [141] in the delivery ﬁber by shortening them to 50cm. Since stimulated Brillouin
scattering depends exponentially on the laser power, the ampliﬁers are not running at the
full 50W output power. There is also a broad peak in the spectrum at around 0.7MHz
caused by the relaxation oscillations in the laser medium. It can be completely suppressed
by the built-in noise eater in the Mephisto seed laser.
Besides those two sources producing broadband noise, there were many discrete peaks
caused by various switching power supplies. We suppressed most of those peaks by adding
MPE DS26387 line ﬁlters to the pump diode power supply, replacing the MeanWell SP-75-
24 power supplies driving the ﬁrst stage and some of the electronics with a linear supply,
and replacing the National Instruments USB-6008 OEM USB interface with a home-built
galvanically isolated interface board. All the power supplies are now located outside the
ﬁber laser enclosure.
Relocating the power supplies also solved a vibration issue: the fan of the power
supplies caused the ﬁber tip to vibrate. These pointing ﬂuctuations were clearly visible on a
four-quadrant photo diode.
With all those modiﬁcations we signiﬁcantly improved the residual amplitude of our
lattice laser system and only add less than 10dB of noise in the whole ampliﬁcation process
compared to the bare Mephisto noise ﬂoor. The achieved noise spectrum is shown in ﬁgure
3.13.
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Figure 3.14: Diagram of the microscope setup
on the glass cell
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Figure 3.15: Enhancement of the numerical
aperture by a hemispheric lens
3.3 Optics
3.3.1 Vertical Imaging: The Microscope
The heart of the imaging system consists of a commercial long working distance objective
optem High-Resolution 20X 28-20-46-00 (post-selected to have less than l/10 transmitted
wavefront error) with a numerical aperture of 0.60, a focal length of f = 10mm, and a
working distance of 13mm (see ﬁgure 3.15). Interestingly the objective is designed such that
the principal plane [86] on the object side lies outside the physical objective, thus allowing a
long working distance while still having a short focal length. The back principal plane lies
11.2mm inside the objective.
3.3.1.1 Optical Resolution
To further enhance the optical resolution the microscope is combined with a hemispheric
lens with a radius of curvature of R = 11.5mm. That hemisphere is formed by three glass
pieces. On the objective side there is a ground down hemisphere with the same radius of
curvature and thickness of 4.65mm made by Rocky Mountain Instrument Co. from fused
silica. It is resting on the 5mm thick glass cell (see 3.1.2) and glued in place with three drops
of low outgassing Torr Seal epoxy along the perimeter. On the vacuum side we optically
contacted (see 3.3.1.2) a 1.8mm thick superpolished substrate from Gooch & Housego
92with a combined mirror (for 1064nm) and anti-reﬂection coating (671nm and 780nm) by
Advanced Thin Films on the vacuum side that also serves as a mirror for the optical lattice
setup (see 3.3.3) and was designed in our group. To guarantee ﬂatness the back of the
substrate is coated with silica. Without this compensation coating the stress induced by the
anti-reﬂection/mirror coating on the other side would warp the thin substrate.
The center of the hemisphere is concentric with focus of the microscope. Rays from
an on-axis collimated beam that then gets focused by the objective enter the hemisphere
normal to the surface. Thus there is no refraction on this interface. But when the rays exit
on the bottom, going from an index of refraction of n = 1.46 to vacuum with n0 = 1, the
rays get refracted according to Snell’s law [86]
nsinq = n0 sinq0. (3.5)
For the marginal rays this directly gives the enhancement of numerical aperture NA = nsin`
of
NAeff = nNA (3.6)
Alternatively in the limit where the object (i.e. the atoms) are very close to the surface
(less than a Rayleigh range) the hemisphere can also be understood as a solid immersion
lens [142].
The maximum resolution that could be achieved theoretically with this setup with an
effective numerical aperture of NAeff = 0.88 would be (the so called Rayleigh criterion [86])
Dr =
1.22
NAeff
l
2
= 467nm, (3.7)
but as described later, our system suffers from spherical aberration, because the object
plane is not exactly at the superpolished surface (see 3.3.1.4). Correcting these aberrations
by going away from inﬁnite conjugation is going to slightly reduce the optical resolution.
Simulations in Zemax indicate that in the corrected system’s resolution should be about
475nm, still smaller than the lattice spacing of 566nm.
933.3.1.2 Optical Contacting
Mounting optics inside an ultra-high vacuum chamber is a challenge, because only low
outgassing materials can be used. This excludes any (even low outgassing) glues. An
additional complication in our experiment is the high laser power. Even a small fraction of
the overall power absorbed on a metal piece in vacuum would heat it up quickly, because it
only thermalizes through radiation unless it is heatsunk somehow to the air side. There
obviously is no convection cooling in vacuum.
We decided to optically contact the superpolished substrate to the glass cell, a process
where two sufﬁciently ﬂat and clean glass surfaces bond together by van-der-Waals forces
and hydrogen bonds — completely without any adhesive.
Superpolished substrate cleaning The superpolished substrates arrived already reason-
ably clean from the coating run. It is important that the edges are beveled and polished
so that there are no glass crumbs being dragged across the superpolished surface in the
cleaning process. Fused silica is hard enough to scratch fused silica (so are most metals that
have a protective oxide layer, like aluminum, titanium, non-stainless steel)! Light scattering
from imperfections in the surface can later create disorder in our optical potentials. Since
the electric ﬁelds directly enter the interference term, not the intensities, a small amount
of scattered light can create a surprisingly large corrugation. For example, 100ppm scatter
creates 1% disorder.
To remove residual dust particles the substrate was mounted on a MTI VTC-100 spin
coater under a HEPA ﬁlter and spun at 2000 rpm. The spinning glass piece was ﬂushed
with high purity isopropanol C3H7OH and wiped several times radially from the center
outwards with Coventry 52121 pillow tip swaps while still ﬂushing it with isopropanol.
The solvent was then ﬂushed away with plenty of HPLC grade water H2O and the substrates
blown dry with ultra-high purity nitrogen gas N2.
Attempts to etch/activate the superpolished surface with an aqueous solution of potas-
sium hydroxide KOH failed, leaving a permanent milky ﬁnish on the surface, probably
94because it increased the surface roughness, and attacking the anti-reﬂection coating.
Glass cell polishing and cleaning Our weapon of choice for cleaning the glass cell is
RCA1 solution [143], a mixture of one part by volume 33% ammonia NH4OH, two parts
30% hydrogen peroxide H2O2 (not stabilized), and seven parts HPLC grade water H2O.
It is used in the semiconductor industry and it can remove organic as well as particulate
contamination. In addition it can alter the surface termination and create hydroxyl groups
that aid the optical contacting to other surfaces. This effect is known as chemically activated
bonding.
A ﬁrst cleaning step was performed, removing all major contamination by the following
procedure:
1. Sonicate2 glass cell ﬁlled with RCA1 in a large beaker of pre-heated RCA1 at 80C for
1min.
2. Flush thoroughly with HPLC grade water H2O.
3. Wipe outside of the glass cell with lint-free lens paper Berkshire Lensx 90, semi-
conductor grade methanol CH3OH, and a large hemostat and a good amount of
pressure.
It is important that the solvent bottles have not been opened before. Pure solvents attract
water from the humidity of the air. After a few hours of exposure (even with the lid on) the
water causes residue after the cleaning process.
To remove the remaining glass particles on the inside surfaces (see section 3.1.2) we
tried several ways of polishing. The ﬁrst attempt to use a modiﬁed electric toothbrush with
a polishing pad glued to it turned out to be too tedious. A specially designed polishing
jig made a more controlled process possible, but removed too much material (many l in
thickness). At the end it turned out to be sufﬁcient to use 250nm polishing paste (with
rounded particles) directly on a polyester swap and only slightly scrub the inside only to
2Many people discuraged use of a ultrasound bath, because it could potentially undo the bonds. We have
sonicated our glass cells many times without a single incident. Most likely this was possible, because our cells
had been heated/annealed multiple times at various production steps as indicated by the degradation in surface
ﬂatness. I would not recommend to sonicate a “proper” glass cell.
95remove particles stuck to the surface without repolishing the surface itself.
After the polishing the inside was now contaminated with polishing paste. This time
more thorough cleaning steps were required:
1. Flush the inside with tap water under high pressure e.g. from a faucet, forced through
a small nozzle.
2. Rinse with deionized water.
3. Blow dry with ultra-high purity dry nitrogen N2 through with a 1m particle ﬁlter.
4. Repeat until there is no more residue from the (oil of the) polishing paste visible.
5. Soak in dichloromethane CH2Cl2 for 10min.
6. Rinse with deionized water.
7. Fill with RCA1 and soak in RCA1 at 80C for 25min.
8. Sonicate in the RCA1 solution for 30s.
9. Flush thoroughly with HPLC grade water.
Optical Contacting Since the glass cell was slightly concave after the ﬂange had been
fused on, mechanical force had to be applied inwards to bend the glass cell face until the
inner face was convex (approximately one fringe over 1cm). The pressure was applied by
carefully tightening screws that pressed down a “X” shaped holder that, in turn, pressed on
a thin Teﬂon ring sandwiched between the cell and a 1in glass blank. The whole bending
process was monitored in real-time in an white light interferometer and a low magniﬁcation
microscope.
For the optical contacting the superpolished substrate was wetted with 3l of HPLC
grade water. Adding a small amount of water can help, because it is possible to bond
surfaces over a larger distance with the help of several hydrogen bonds in the gap [143].
The substrate itself was resting on a small lip on top of an inverted brass cone that was
sitting in a hole of a long 1/4in thick stainless steel bar. This way the substrate could still tip
and tilt to conform to the surface in case the bar was not perfectly parallel to the glass cell.
The plan was to lower the glass cell onto the substrate to perform the contacting. But when
we slightly tapped the stainless steel bar with the substrate already parked below the correct
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Figure 3.16: Ceramic support structure for the microscope objective and lattice mirrors
spot, it jumped up a little and immediately stuck to the glass cell. Even after releasing the
bending clamp, baking-out under vacuum and other tortures it is still attached! The fact
that the substrate is only 1.8mm thick was essential to help to conform to the warped glass
cell.
3.3.1.3 Objective Mount: Exoskeleton
It is crucial for the experiment that the position lattice with respect to the atoms in the
optical lattice remains constant. Although we could tolerate slow lateral drift, the relative
distance between the atoms and the objective needs to be stable since the depth of ﬁeld is
only 900nm. Our approach to obtain the required stability is to mount the microscope
objective and the lattice optics monolithically to a common support structure.
The vertical lattice (0.5m spacing) from the bottom and the vertical contribution
(1.5m spacing) of the radial lattice are interferometrically referenced to the superpolished
substrate of which they reﬂect off. A support structure holding the lattice in-coupling and
retro-reﬂection optics (see ﬁgure 3.16) is glued to the top of the cell with ﬁve minute epoxy.
This structure is completely made from machinable ceramic (Macor) that can withstand
heat from an accidental hit with high power laser and is non-conductive and non-magnetic,
so that it does not interact with the strong magnetic ﬁelds created by the Feshbach coils. To
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Figure 3.17: Objective alignment with delay line and Fizeau interferometer
provide a stable point of contact with glass three short brass pieces with round polished tips
are rigidly screwed into the ceramic piece. To constrain the support in the horizontal plane
we have three little brass cylinders that contact the outside of the glass cell. Brass has low
electrical conductivity, is non-ferromagnetic (unlike stainless steel), and most importantly
does not scratch glass (unlike aluminum, titanium, or most other metals with an oxide
layer). The kinetic mirror mounts for the retro-reﬂectors are made from Macor as well.
Only the Newport adjuster screws are from stainless steel.
After the objective had been correctly aligned (see next chapter 3.3.1.4) it was glued
into a ring that is screwed to the support structure. Fine focusing is done using the camera
position. If the objective ever has to be realigned, it is possible to undo the screws and swap
out the objective including mounting ring.
3.3.1.4 Objective Alignment
To get the best optical performance the microscope objective needs to be aligned interfer-
ometrically to the hemisphere (concentric) and the superpolished substrate (normal). A
conventional interferometer typically uses coherent laser light to interfere a reference beam
with a reﬂected beam. In the case of a microscope objective with many internal lens surfaces
there would be too many reﬂection to identify each surface individually. A solution to this
problem is to use an incoherent light source and a white light interferometer, where the path
lengths in both arms have to match within the coherence length of the light.
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Figure 3.18: Optical setup for the high resolution vertical imaging with optional de-magniﬁcation
for debugging purposes
Although in our setup we used the incoherent light from a superluminescent diode
(see 3.2.4), it is conceptually easier to think about a pulsed laser. For simplicity of the
setup near the objective we used a Fizeau interferometer [144], but there is no possibility
to independently vary the path lengths of the interferometer arms. To circumvent this
limitation a ﬁber-coupled optical delay line with a Michelson interferometer [86] (see ﬁgure
3.17) is used to generate incoherent light that has a tunable interference revival. Using a cat’s
eye reﬂector consisting of a lens and a ﬂat mirror, the delayed arm remains ﬁber coupled
while varying the distance d to “scan” through various glass surfaces inside the objective
and the hemisphere. Only the reﬂected beams from the Fizeau plate and the “selected”
surfaces interfere on the CMOS camera. For coarse alignment an additional lens L2 can be
introduced to image the Fourier plane, where the reﬂected beams are just dots that need to
be overlapped.
During the whole alignment process the objective is mounted on mirror mount with two
rotational degrees of freedom and a three-axis translation stage, before it was permanently
glued to the exoskeleton with Torr Seal epoxy. In the lateral direction the objective was
focused with a 1m lens (L1) attached to the back of the objective and then moved towards
the hemisphere with a micrometer by 75m. This theoretically compensates for spherical
aberation for an object plane 16m below the substrate. This lens was removed after the
alignment and is not part of the imaging system.
993.3.1.5 High Resolution Imaging
The imaging system is completed with a Thorlabs AC508-500-B 500mm achromatic lens
that images the atomic cloud onto our CCD camera. To align this lens we ﬁrst setup a
laser beam along the optical axis down into the microscope (without the lens in place) and
made sure that all reﬂections from the objective lens/hemisphere are being reﬂected back
into itself. This ensures that both the angle and position of this beam are aligned with the
optical axis of the microscope. Finally the 500mm lens is placed into the beam such that
the reﬂection of the lens surface is going back the right way and that the reﬂections from
the hemisphere/substrate are still aligned with the reference beam as well. Since we are
not using the microscope in an inﬁnite conjugate ratio setup our magniﬁcation is M = 130
instead of fAC/fObjective = 50. A sketch of the whole imaging setup is shown in ﬁgure 3.18.
In the coming weeks a custom correction plate will be mounted at the back of the
objective to correct for some higher order aberations.
3.3.1.6 Low Resolution Imaging
The ﬁeld of view of the high resolution imaging is about 200m200m. While this is more
than plenty for imaging atoms inside an optical lattice, for time of ﬂight imaging (to measure
temperatures) or alignment we need the option to have a lower magniﬁcation/larger ﬁeld
of view. This is done by creating an intermediate image with lower magniﬁcation and then
re-imaging this image with a 4f setup. This allows us to keep the camera in the same
place as for the high-resolution imaging (3.3.1.5) and just drop in three lenses to reduce
the magniﬁcation to 10 (see gray elements in ﬁgure 3.18). The intermediate image plane
allowed us to use a mechanical chopper in the early stages of the Raman imaging (2.9).
3.3.2 Horizontal Imaging
For alignment and debugging purposes we also need to be able to do absorption imaging [85]
a cloud of atoms near (100um and closer) the superpolished substrate (see section 3.3.1)
from the side. It is difﬁcult to image a cloud from the side due to knife-edge diffraction at
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Figure 3.20: Atoms in a crossed optical dipole
trap near the substrate with its mirror image
the side of the substrate. This is a well-known problem in the atom chip community [145]
and can be somewhat improved by imaging in reﬂection under grazing incidence.
This imaging technique introduces another artifact, a double image. It can be understood
as a second image that gets formed by the mirror image of the imaging beam getting
attenuated by the mirror image of the atom cloud (see ﬁgure 3.19). Besides allowing to
recover some signal that would be lost otherwise, the distance from the substrate can be
extracted from the images (for rotationally symmetric clouds and/or small angles q). It is
located right in between the two images (see ﬁgure 3.20).
In our setup the imaging laser beam spans an angle of q = 4.2 with the surface of the
superpolished surface. Only a small fraction of the light is reﬂected due to the anti-reﬂection
coating. That in turn means for a reasonably low saturation parameter, very little light gets
actually reﬂected into the camera path. The atoms then are imaged with an Infinity K2
DistaMax lens with a CF-3 objective (85mm–98mm working distance, magniﬁcation of
3.5, and a theoretical resolution of 1.7um) onto a PointGrey Flea3 FL3-GE-03S2M-C
(7.4m pixel size, 648 488 pixels). Since the substrate blocks almost half of the numerical
aperture of the lens, expected resolution is reduced. In addition even under such shallow
angles a cloud of 50m horizontal depth, the geometric vertical spread is already about
4m. A calibration using atoms in the accordion lattice (3.3.4) at a suggests that the effective
magniﬁcation in our setup is 2.3(2) m/px.
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Figure 3.21: Mode matching and focusing optics of the optical lattice
3.3.3 Lattice
The condensed matter problems we are trying to address with our experiment fundamentally
requires the presence of an optical lattice. While in most traditional optical lattice experiment
this is done by overlapping three orthogonal optical lattices [101], our high-numerical
aperture microscope takes away a large amount of the optical access. Therefore an alternative
way introduce the optical lattice has been chosen with its own challenges and beneﬁts that
are described in the following.
3.3.3.1 Lattice Geometry
The optical lattice is created from three Nufern NuAMP 50W 1064nm ytterbium-doped
ﬁber ampliﬁers seeded by an Innolight Mephisto 1W Nd:YAG laser (see section 3.2.5).
Since all three lasers are frequency shifted in the current conﬁguration there is no mu-
tual interference (although they could be tuned to create double-well lattices for future
experiments).
Geometrically it is impossible to send in the lattice beams parallel to the superpolished
substrate and still have the atoms be trapped close to it. Our solution to this problem
is to reﬂect the radial (x + y and x   y direction) lattice beams off the substrate under a
q  20 angle and then retro-reﬂect the beam back into itself (see ﬁgure 3.21). This creates
an interfering f = p/2 lattice pattern (see equations (1.97) and (1.119)) in a horizontal
plane. The distance of the retro-reﬂector to the atoms was chosen such that the radius of
curvature of the mirror (R = 50mm) is identical to the wavefront curvature of the Gaussian
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Figure 3.22: Intensity pattern of a completely incoherent beam (a), a coherent beam (b), and a
retro-reﬂected coherent beam (c) reﬂected off the superpolished substrate with a Gaussian beam
waist O(l) to exaggerate the differences
beam (1.65). The diffraction causes the radius of curvature to be greater than expected from
geometrical optics. Therefore the mirror needs to be closer than its radius. Fine-tuning of
the position can be achieved by turning all three adjusters of the retro-reﬂector kinematic
mount by the same amount.
Since there are effectively four beams interfering, namely the incoming beam, the retro
reﬂected beam, and their mirror images from the reﬂection on the substrate, the lattice
depth is enhanced by a factor of four (see equation (1.99)) over the case where they would
be just counterpropagating beams. This is especially useful for our imaging (see 2.9), where
we require tight conﬁnement and a deep optical lattice. One downside of this geometry is
that the radial/horizontal (x   y) and axial/vertical (z) conﬁnement is not decoupled.
A second beam in the same geometry, but rotated by 90 around the z axis, provides the
optical lattice in the perpendicular direction in the x   y plane. Looking from the top the
resulting two dimensional lattice in that plane is a conventional non-interfering f = 0 lattice
with a spacing of 566nm in both directions. For the lattices to line up in the z direction, the
angles have to be matched better than 0.3 for the maxima to line up within 10% of the
lattice spacing of 1.55m in that direction (see 3.3.3.2).
To increase the vertical (z direction) conﬁnement the third lattice beam is directly reﬂected
off the substrate at near-normal incidence (5 degrees from normal to match the potential
maxima with the large spacing vertical lattice created by the radial lattice beams) giving rise
to a vertical lattice spacing of 534nm.
1033.3.3.2 Lattice Alignment
The superpolished substrate in our experiment serves as a reference surface. This signif-
icantly simpliﬁes the alignment. Once one of the lattice beams (including the accordion
lattice 3.3.4) is aligned to the correct spot in the horizontal (x,y) plane, its position on the
substrate can be seen from below by looking at the Rayleigh scatter with a conventional
camera (PointGrey Chameleon) with the infrared ﬁlter removed both on the camera itself
and the lens (Edmund Optics 50mm/f2). This allows us to coarsely align all the other
beams to the same spot, including their retro-reﬂected beams, although the ﬁne alignment
still needs to be done using atoms.
In addition to the pointing the angles with respect to the superpolished substrate of the
radial lattice beams have to be matched as explained above. At the time of this work the
angles have only been matched by centering the beams on the retro-reﬂectors. Considering
that it is possible to center it better than 1mm and the retro-reﬂector is roughly 5cm away
from the center of the substrate, this procedure should yield in an uncertainty of 1. Once
the experiment is setup to only produce a single pancake, this alignment and the overlap
with the 0.5m vertical lattice is going to become crucial and other means of aligning the
angles have to be found. Possible techniques could be:
 Measure the differential ac Stark shift by imaging atoms in-trap. The shift should be
maximized when all lattices are overlapped.
 Measure the vertical trap frequency. The frequency should be maximized when all
lattices are overlapped. This method is less sensitive, because of the square-root
dependence of the trap frequency.
 Make a molecular Li2 Bose-Einstein condensate and perform Kapitza-Dirac scatter-
ing [146].
 Drive odd vibrational transitions in the vertical lattice created by the ﬁrst lattice axis
by modulating the depth of the second lattice axis.
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Figure 3.23: The surface of a galvo mirror is imaged onto the superpolished to create a variable
spacing vertical optical lattice.
3.3.4 Accordion
To load the optical lattice near the superpolished substrate we ﬁrst load the atoms into a
vertical one-dimensional standing wave with tunable lattice spacing.
Initially the atoms are loaded into the ﬁfth maximum of a 15m lattice that is then
continuously compressed to 1.5m spacing while being transported upwards. The detailed
loading and compression procedure is described in more detail in 3.4.7.
The lattice spacing is varied by changing the angle of incidence of the laser beam on the
reﬂective coating of the superpolished substrate. This is achieved by imaging the surface of
a galvo mirror (Thorlabs GVS301) on the substrate via an 4f imaging setup consisting of
two OptoSigma 027-0540 f = 50mm triplet lenses (see ﬁgure 3.24). A second Thorlabs
galvo with a t = 3mm thick anti-reﬂection coated glass window is used to dynamically
correct the pointing by displacing the beam. The amount of displacement d as a function of
   
   
  
          
               
     
      
 
 
 
 
 
 
 
 
 
 
          
         
 
  
       
        
         
Figure 3.24: Optical setup of the accordion lattice
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Figure 3.25: Mechanical setup of the accordion lattice
the angle of incidence q is given by
d(q) = tsin

1 
cosq
n0 cosq0

, (3.8)
where the interior angle is given by Snell’s law (3.5) n0 sinq0 = sinq and n denotes the index
of refraction (n  1.46 for fused silica).
The 4f imaging telescope has to have a fairly large numerical aperture to cover the 20
angle range. This in turn requires the optics to be close to the glass cell and the Feshbach
coils. To minimize eddy currents while still being non-ferromagnetic and structurally very
rigid, the vertical bread board shown in ﬁgure 3.25 was machined from titanium. The lenses
themselves are spaced with a ceramic tube with threaded brass rings glued on. The brass
rings are slit to minimize eddy currents, although this is a very minor effect compared to
the aluminum housing of the lenses. Fine positioning of the two galvos is achieved with a
x   y translation stage. The positions of the in-coupling mirrors were calculated a-priori, so
106that they could be mounted directly onto the breadboard.
3.3.4.1 Astigmatism Compensation
The propagation of a laser beam through a tilted glass plates produces aberrations in the
beam. Most dominantly these are astigmatism (different foci for two orthogonal axes) and
coma [144, 86].
It is not straight forward to decide whether that plate should be parallel to the glass
cell or have the opposite tilt. Those two cases correct different aberrations. For our beam
parameters simulations with Zeemax that the minimum focus shift (as a function of the
galvo tilt angle) was achieved by introducing an anti-reﬂection coated glass plate with the
same thickness as the glass cell (t = 5mm) before the telescope. The compensation plate is
parallel to the side of the glass cell.
3.3.4.2 Accordion Alignment
For the initial coarse alignment we mounted a ﬁber coupled 1064nm laser onto the vertical
breadboard. This way we can move the assembly around without having to continuously
realign the laser beam before the breadboard. As for the lattice alignment 3.3.3.2 we can use
the Rayleigh scatter off the superpolished substrate to locate the accordion lattice beam.
Since the Gaussian beam waist is fairly large with 200m the axial alignment is not
critical and the focus only has to be correct within a Rayleigh length (1.64) zR  12cm. It is
more important that the focus is on the axis of rotation of the galvo mirror.
The ﬁne alignment was done by slowly scanning the galvo between the two extreme
angles (2 ...20) and adjusting the x   y translation stage until it the spot on the substrate
did not move anymore.
The astigmatism compensation plate (see 3.3.4.1) allows us also to calibrate the galvo tilt
angle within machining and assembly tolerances. Herefore the galvo tilt is adjusted that the
back reﬂection off the compensation plate goes back into itself. By design this corresponds
to a 10 angle.
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Figure 3.26: Optical setup of the tiny and big dimple
trap
Figure 3.27: Close-up view of the s
Raman beam near the hemisphere
3.3.5 Dimples
Under shallow angles the accordion lattice provides very little conﬁnement in one direction.
To counteract it is overlapped with the “big dimple” trap, a perpendicular optical dipole trap
with a 30m Gaussian beam waist that is sent through the microscope objective. To get
such a large feature size in the image plane of the objective it is necessary to focus/collimate
the ingoing beam at the Fourier plane (inside the objective) to 80m. This seems to cause
slight aberrations in the image plane, a ring around the central spot, although we could
never exclude that this was not an artifact of the imaging process.
For an alignment purposes and more efﬁcient cooling [147] we also have a very tight
optical dipole trap with 6um Gaussian beam waist, the “tiny dimple”. A similar trap has
been used recently to produce samples of 6Li with a ﬁxed atom number [148].
The dimple beams get sent into the objective through the transmitted port of a dichroic
mirror (DM) that splits off the ﬂuorescence collection arm directly over the back of the lens.
A second dichroic mirror combines the blue- and red-detuned lasers (see 3.2.4) at 650nm
and 785nm.
All those beams can conveniently be aligned to the hemisphere. Coming out of the
objective there are two major reﬂections: one reﬂected off the bottom of the superpolished
substrate, and one from the hemisphere. The latter one is less sensitive to changes in
the input alignment, because the hemisphere and the superpolished substrate for a “cat’s
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Figure 3.28: Optical setup of the Raman beams
eye” retro-reﬂector. Also the two reﬂection move the opposite direction. When all those
reﬂections overlap, the beam is centered under the hemisphere.
3.3.6 Raman
To avoid differential phase noise between to the Raman legs, the Raman light originates
from a single ﬁber and is then split in two on the optical table of the experiment. The p-
component is shifted with a single pass that is also used to pulse the beam, the s-component
is shifted and shuttered with a double-pass acousto-optical modulator. By choosing the
double-pass frequency one can control the two photon detuning of the Raman beam. The
frequencies are also chosen such that electronic crosstalk between the two acousto-optical
modulators is minimized.
The optical pumping beam is overlapped with the s-polarized Raman beam and sent
into the chamber through the hemisphere outside the numerical aperture of the objective
sinq = 0.60 () q = 36.9), which limits the available angle range on one side. On the other
side the angle is limited by the total internal reﬂection angle
qTIR = arcsin
1
n0 = 42.3. (3.9)
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Figure 3.29: Optical setup of the high power dipole trap
We mounted eight small angle mirrors directly to the microscope objective, which
allow us to send the beam into the hemisphere under an angle that is compatible with the
constraints. A beam path is depicted in ﬁgure 3.28. In this conﬁguration the Raman and
optical pumping beam is along one of the radial lattice axes and 15 titled away from the
superpolished substrate.
The p-polarized Raman beam on the other hand is introduced from below through the
back of one of the lattice incoupling mirrors along the orthogonal radial lattice axis and
20 from the substrate. The whole setup is visualized in setup in ﬁgure 3.28.
3.3.7 High Power Optical Dipole Trap
The laser beam is focused onto a 20m spot with a f = 200mm lens that is mounted
onto a Aerotech ABL10100 air bearing stage with 100mm of travel. The ability to move
the focus allows us to transport atoms in an red-detuned optical dipole trap [149]. A 4f
imaging system with a magniﬁcation of 2.5 enhances the effective travel by a factor of
2.52 = 6.25 and enables us to transport over a distance of > 60cm from the main chamber
into the science chamber. The transport sequence is described in great detail in section 3.4.5.
In addition the second to last kinetic mirror mount M0 is motorized with two Newport
PicoMotors to align the position of the optical dipole trap in the science chamber on a daily
basis. For continuous control over the vertical distance from the super polished substrate,
another adjuster on M1 is controlled with a large-travel piezo.
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Figure 3.30: Coil pattern of the Zeeman slower
3.4 Sequence
3.4.1 Atomic Beam Source
The atomic beam emerges from a two-species sodium-lithium oven base on the MIT de-
sign [150]. For the experiments described in this work the sodium section has been turned
off, with only the sodium nozzle left at 400C. The lithium reservoir is heated to 380C,
being well in the liquid phase and giving a vapor pressure on the order of 10 4 torr [151].
To prevent clogging and formation of a sodium-lithium alloy the nozzle itself is heated to
450C.
Downstream the beam is collimated by a 0.4in bore in a copper coldplate at room
temperature and then shuttered with a thin copper sheet mounted to a UHV Design
MagiDrive magnetic rotary feedthrough operated by a hobby grade servo motor.
After ﬁve years of moderate operation the coldplate shows a signiﬁcant layer of alkali
metal, a few millimeter thick. Most certainly this is caused by the high sodium ﬂux in
the early stages of this experiment, but should not pose a problem in the current mode of
operation with only lithium.
3.4.2 Zeeman Slower
In a Zeeman slower [57] atoms from an atomic beam moving at a velocity v get continuously
slowed down by a counterpropagating resonant laser beam with the wavevector jkLj = 2p/l.
To compensate for the change in doppler shift  kL  v due to the deceleration, a spatially
varying magnetic ﬁeld Zeeman shifts the atom transition back into resonance to fulﬁll the
111−1 −0.8 −0.6 −0.4 −0.2 0 0.2
−500
0
500
Distance from MOT center x (m)
V
e
r
t
.
m
a
g
.
ﬁ
e
l
d
B
(
x
)
(
G
)
Figure 3.31: Calculated magnetic ﬁeld proﬁle of the Zeeman slower
resonance condition
 
1
¯ h
m  B(z)   kL  v(z) + d = 0, (3.10)
where d = wL   w0 denotes the detuning of the laser frequency wL from the atomic
resonance at zero ﬁeld w0. The difference in magnetic moment m of lithium atoms in the
stretched states
 22S1/2(F = 3/2,mF = 3/2)

and
 22P3/2(F = 5/2,mF = 5/2)

is equal to
one Bohr magneton jmj = mB. A more detail description of the theory and design of our
Zeeman slower can be found in [134].
After the sodium section of the oven had been retired, the Zeeman slower parameters
were re-optimized to maximize the capture efﬁciency for the lithium atoms emerging from
the oven. By running the slower at slightly higher currents yielding a magnetic ﬁeld ranging
from B0 =  707G to 505G (ﬁgure 3.11). By increasing the detuning to d =  800MHz, the
capture velocity
vcap =
m
¯ hB0   d
kL
(3.11)
increases to 1200 m/s.
Integrating up the velocity proﬁle of the atomic beam [152]
dN(v)
dv
= 2N
v3
v4
p
exp
 
 
v2
v2
p
!
(3.12)
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Figure 3.32: Magneto-optical trap loading sequence
below that capture velocity gives a theoretical efﬁciency of 16.5%. The most probable velocity
vp of a pure Maxwell-Boltzmann distribution is given by vp =
p
2kBT/m. This is different
from the maximum of (3.12) v0
p =
p
3/2vp.
The total laser power used in the Zeeman slower beam is about 60mW, including
228MHz sidebands created with an electro-optical modulator for repumping in the zero
ﬁeld region.
With this setup the ﬁnal velocity is expected to be on the order of 60 m/s. Since collisions
are negligible within the atomic beam, the resulting velocity distribution is technically not
a thermal distribution. The most probable velocity would correspond to temperatures of
about 1K.
3.4.3 Magneto Optical Trap
To cool further decrease the temperature and increase phase space density, atoms leaving
the Zeeman slower are captured in a magneto-optical trap (MOT) [153]. A magneto-optical
trap can be understood as a three dimensional extension of a Zeeman slower, where atoms
are experiencing a dissipative force from all sides, cooling and trapping them in the center
of a quadrupole magnetic ﬁeld and six laser beams. Our magneto-optical trap setup is
already described in [134] and theory is extensively discussed in [57].
113Initially the magneto-optical trap with  108 atoms is loaded at a detuning of d =
 2p  33MHz =  5.6g and magnetic ﬁeld gradient of 10 G/cm along the weaker axes of the
quadrupole ﬁeld for 5s. Each laser beam typically has a laser power of about 16mW on the
 22S1/2(F = 3/2)

!
 22P3/2

(“MOT”) transition and 10mW on the
 22S1/2(F = 1/2)

!

22P3/2

(“repump”) transition with a Gaussian beam waist w0  8mm. The actual laser
power drifts slightly from day to day, because of slow polarization drifts in the ﬁbers coming
from the Evanescent Optics Inc. polarization maintaining ﬁber splitter used to combine
the MOT and the repump light.
During the last 20ms an optical dipole trap (see 3.2.3) overlapped with the magneto-
optical trap is turned on. Its Gaussian beam waist is w0 = 54um at a maximum laser power
of 255W and a center wavelength of ¯ l = 1070nm. This corresponds to a trap depth of
3.3mK, which is signiﬁcantly deeper than the temperatures expected in the magneto-optical
trap.
The mode overlap can be improved further by compressing the magneto-optical trap
after the Zeeman slower has been turned off. In our setup this is done by reducing the
detuning to d =  2p  8MHz =  1.4g linearly over 20ms, while also reducing the laser
power to 0.6mW for the MOT light and 0.2mW for the repump light and increasing the
magnetic ﬁeld gradient to 12.5 G/cm. This compressed magneto-optical trap (cMOT) is only
a transient effect. In steady state a majority of atoms are lost, when going to very near
detuned light.
By ramping the repump laser faster than the MOT laser, atoms start to get preferentially
pumped into the

22S1/2(F = 1/2)

state, the lowest energy states of the system. There they
are not subject to spin-changing collisions at the high densities in the optical dipole trap.
In our experiment we are not set up to directly measure the temperature in the magneto-
optical trap. But the temperature after the transfer to the optical dipole trap is measured to
be 800K, which is a few times higher than the Doppler temperature
TD =
¯ hg
2kB
= 139K, (3.13)
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Figure 3.33: Plain evaporation in an optical dipole trap of 3mK depth
the theoretical limit for Doppler cooling. A possible explanation for the higher tempera-
tures in the optical dipole trap is the ﬂuctuation dipole force heating caused by the large
differential ac Stark shift on the order of 20MHz between the

22S1/2

and

22P3/2

states.
Depending on the exact parameters and the alignment of the magneto-optical trap 1/e
lifetimes of up to 8min have been measured.
Due to the non-resolved
 22P3/2

excited state hyperﬁne structure conventional sub-
doppler cooling techniques like polarization gradient cooling [57] are not expected to work
for lithium and have not been demonstrated experimentally. Polarization gradient cooling
would require a differential ac Stark shift for the different mF states in
 22S1/2

ground
state. Recent demonstrations of gray molasses cooling [154, 155], Sisyphus cooling [156],
and cooling on the ultra-violet
 22S

!
 32P

transition [157] show ways to circumvent this
limitation and potentially increase the atom number in the optical dipole trap.
3.4.4 Initial Optical Evaporation
After the initial laser cooling we are left with 107 atoms in an optical trap with a Gaussian
beam waist is w0 = 54um created by focusing a 255W broadband 1070nm ﬁber laser
(see 3.2.3, 3.3.7, 3.4.4). Although the temperature of the atoms is already three times less
than the theoretical trap depth of 3.3mK, the phase-space density (see equation (1.52))
can be increased ﬁve-fold by just holding the atoms in the trap at a constant trap depth.
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Figure 3.34: Atom number and temperature
during the optical evaporation in the main
chamber. The solid lines are calculations
based on Luo et al.[159]
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Figure 3.35: Center of mass oscillations of the
atomic cloud in the optical dipole trap
Collisions inside the trap occasionally produces high energy atoms that then leave the
trap and reduce average the temperature of the remaining atoms. This process is called
plain evaporation [158]. For 6Li atoms the collision rate can be signiﬁcantly increased by the
increased the interparticle scattering length a near the Feshbach resonance. Figure 3.33
shows the enhanced evaporation at 750G (a = 3500a0) compared to 0G (a =  13a0).
In the actual experiment we do not perform plain evaporation to minimize the time that
the science chamber downstream of the dipole trap is exposed to high laser powers, but
instead we immediately start forced evaporation after 5ms. This has no signiﬁcant effect on
the atom number.
Forced evaporation is a process where the hottest atoms actively get removed from the
system. In our experiment this is done by continuously lowering the trap depth. In
comparison to evaporative cooling in a magnetic trap using a radio-frequency knife [160],
reducing the laser power for optical evaporation also reduces the trap frequencies and thus
the scattering rate. This is merely a problem, because typically the trap frequencies in optical
traps, especially in a crossed optical dipole trap, are higher than in magnetic traps, leading
to a faster evaporation. In the main chamber, however, we only use a single beam optical
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Figure 3.36: Emergence of a molecular Bose-Einstein condensate by forced evaporation in a single-
beam optical dipole trap at after 11.2ms of time of ﬂight
dipole trap with a large aspect ratio of 225.
The laser intensity is ramped down over time using the temporal proﬁle given in [161,
162, 159] for evaporation in the unitary limit
P(t) = P0

1 
t
t
2(h0 3)/(h0 6)
(3.14)
with P0 = 255W, t = 5s, h0 = h + (h   5)/(h   4), and h = 10. For this scaling law it is
assumed that the ratio of temperature and trap depth h = U(t)/(kBT(t)) remains constant.
O’Hara et al. [162] mention that a ratio of 10 is a typical value for harmonic traps. This
seems to be a good approximation since in our system the ratio during plain evaporation
(ﬁgure 3.33) approaches this value.
During our evaporation this ratio stays constant up to low trap depths, although the
reduction in atom number is higher than expect from the scaling laws [159]. At low
temperatures molecule formation should start to play a role since the binding energy at the
given magnetic ﬁeld is on the order of 2.4K [163].
The coils around the main chamber were initially designed as a quadrupole trap and
then reconﬁgured as separate coils for the magneto-optical trap and Feshbach coils [100].
This causes the Feshbach ﬁeld to be inhomogeneous. At a ﬁeld of 750G the Feshbach
coil produces about 35Hz or transverse conﬁnement and 50Hz of deconﬁnement in the
axial/vertical direction.
This can be used to evaporate in a single beam optical dipole trap to quantum degeneracy.
We have successfully created a Bose-Einstein condensate of Li2 Feshbach molecules in
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Figure 3.37: Experiment sequence of the all optical transport
this trap geometry. The smoking gun of the condensation is the emergence of the zero-
momentum peak in time-of-ﬂight images (ﬁgure 3.36). Before the release from the trap
the intermolecular interaction was reduced by switching of the magnetic ﬁeld and then
quickly ramped up again during the last milliseconds of the time of ﬂight. This way the
momentum distribution does not get altered by interaction and shows the condensation into
the zero-momentum state. Since this was only done to qualitatively test our evaporation,
there is not exact atom number or temperature measurement, but estimated to have on the
order of 10,000 molecules at a temperature of about 100nK.
The trap frequency is determined by offsetting the trap minimum slightly during loading
and exciting center of mass oscillations in the longitudinal direction. From the oscillation
frequency w and the damping coefﬁcient l of the ﬁt function x(t) = x0 + x0 cos(wt +
t0)exp( lt) one can extract the trap frequency for the undamped case
w0 =
p
w2 + l2.
For a given laser power it is possible to calculate the Gaussian beam waist from equa-
tion (1.80). The measurement in ﬁgure 3.35 indicates that Gaussian beam waist is w0 =
54.1(5)m. Note that this is ignoring systematic effects from the anharmonicity of the
trap. To determine the trap frequency more accurately one would need to vary the initial
displacement and extrapolate to small displacements.
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Figure 3.38: Position, velocity, and acceleration during the optical transport
3.4.5 All-optical Transport
After the ﬁrst evaporation in the main chamber down to 30W of laser power the atoms
are at a temperature of about 40K. The ﬁnal atom number after a second evaporation is
independent of the transport power over a large range of parameters.
The transport over 60cm into the science chamber is performed by slowly moving the
focus of the optical dipole trap by translating the focusing lens [100]. The position of the
atoms follows a “constant-jerk” proﬁle where the acceleration is ramped piecewise-linearly
in time yielding a piecewise quartic proﬁle in position. For a transport over distance
xmax in the time tmax the maximum required acceleration is amax = 8xmax/t2
max and the
maximum velocity is vmax = 2xmax/tmax. The jerk ˙ a(t) during the constant acceleration is
j˙ aj = 32xmax/t3
max. During the ﬁrst half of the one-way transport the position is given by
x(t) =
8
> > > > > > <
> > > > > > :
0 t  0
2
3
amax
tmax t3 0 < t  tmax
4
amax

  4
tmaxt3 + t2   3
2tmaxt + t2
max

tmax
4 < t  tmax
2
. (3.15)
The whole proﬁle is visualized in ﬁgure 3.38.
At the transport power of 30W we do not observe any heating or atom loss. Heating rate
in ﬁgure 3.39 can be explained solely by the heating caused by the residual intensity noise
on the trapping laser (3.2.3.3). The large spread of temperatures in the plot is attributed to
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Figure 3.39: Transport heating for round-trip transport over 60cm per leg
the poor image quality at zero-ﬁeld imaging.
During the transport the high-power beam is aligned such that it exits the glass cell at
the center. This leaves the atoms about 10mm below the super-polished substrate at the end
of the horizontal transport. In the next step the atoms are transported up vertically by tilting
the dipole trap beam via the mirror M2 in ﬁgure 3.3.7 with a Piezosystems Jena MICI 200
SG ampliﬁed piezo. The vertical translation gain near the substrate is roughly 2...4 m/mV.
At this point the cloud is still very elongated along the direction of the laser and cannot
be transported all the way up to its ﬁnal position near the surface. It is evaporated further a
few 100m away from the substrate before it is moved closer for the loading of the accordion
lattice (3.4.7).
3.4.6 Final Optical Evaporation
The optical dipole trap is overlapped with a secondary dipole trap (see 3.3.5) formed by a
785nm incoherent beam with 0.5W of power and a Gaussian beam waist of 28m. This
trap should theoretically be 55K deep, so that all atoms should “fall” into this trap right
after the transport. But compared to the high-power dipole trap alone the volume is smaller
so that it only becomes visible after further evaporation, hence the name “big dimple” trap.
For alignment purposes mirror M1 in ﬁgure 3.3.7 is equipped with two NewFocus
Picomotors. Although we cannot move them in real-time, they are a valuable tools to do
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Figure 3.40: Oscillations of the cloud size
after a quench of the trap depth of the “big
dimple”
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Figure 3.41: Degenerate Fermi gas of N 
30000 atoms at a temperature T/TF  0.2
after 0.87ms time-of-ﬂight
the ﬁne alignment to overlap the high-power optical dipole trap (3.3.7) with the “big dimple”
(3.3.5).
The trap frequency was measured by rapidly changing the trap depth to excite quadrupole
oscillation/breathing mode oscillations in the direction of the high power dipole trap. This
was done for several different powers and the waist was extracted with a ﬁt to the theoretical
curve. The oscillation frequency of the breathing mode is twice the trap frequency, since the
spatial extent is identical when both sides of the cloud change sides in half an oscillation
period.
The evaporation in the science chamber is again sped up by enhancing the interparticle
scattering length near a Feshbach resonance. To avoid molecule formation the evaporation
in the science chamber is performed on the attractive side of the Feshbach resonance near
B = 300G. The scattering length at this ﬁeld is a =  280a0. Although the scattering length
is smaller than on the repulsive side, the evaporation can be extremely fast due to the high
trap frequencies one the order of a kilohertz in the crossed optical dipole trap. In this trap
conﬁguration we successfully created a quantum degenerate Fermi gas with 30,000 atoms
at a temperature of about T = 0.2TF (see 3.41).
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Figure 3.42: Loading the accordion lat-
tice at 2 for different positions of the
optical dipole trap. The atoms in the
upper half are mirror images (see 3.19).
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Figure 3.43: Atoms in the accordion lattice during the
compression
3.4.7 Accordion Lattice Compression
It is geometrically not possible to position our high-power optical dipole trap closer than
w0 under the substrate. In the experiment the atoms get transported in the optical dipole
trap up to a distance of about 84m from the substrate before being loaded into the
accordion lattice (see 3.3.4), a standing wave created by the reﬂection of a 1064nm, 20W
laser beam with a Gaussian beam waist w0 = 290m (see 3.2.5). The optical accordion
simultaneously transports the atoms to their ﬁnal distance of 10m and compresses the
cloud. The transport is achieved by continuously increasing the angle of incidence from
gracing incidence at 2 to 20.
The distance is a multiple of the lattice spacing (1.91) and given by
dn(q) = (n +
1
2
)
l
2jsinqj
(3.16)
for the nth “pancake” (starting with 0). The evolution of the lattice potential for the varying
angles can be seen in ﬁgure 3.44. In the experiment we load into the ﬁfth pancake which
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Figure 3.44: Lattice potential for the ﬁrst
seven sites during the accordion compression.
The solid blue line is the actual trajectory in
the experiment.
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Figure 3.45: Evolution of the band structure
during the accordion compression for a lattice
depth of 4Er(q = p/2).
trajectory is plotted in blue.
In the limit where the distance is small compared to the Gaussian beam waist we get full
interference contrast for all angles. This, in turn, implies that the absolute lattice depth stays
constant during the compression, while the trap frequency (1.93) and lattice recoil energy Er
(1.94) increase. Since the number of bound states decreases there is also forced evaporation
during the compression (ﬁgure 3.45).
For shallow angles and realistic parameters this assumption is not justiﬁed (ﬁgure
3.17). The interference contrast away from the center gets reduced by the fact that the two
interfering ﬁelds stem from the wings of the Gaussian beam. The potential depth z away
from the substrate is reduced by
V
Vmax
= exp
0
@ 
2cos2 q
1+ z2l2 sin2 q
p2w4
0
z2
w2
0
1
A. (3.17)
Therefore to efﬁciently load atoms into a shallow angle accordion lattice the waist has to be
at least on the order of the distance to the mirror surface.
To smoothly transport the atoms without heating the distance is ramped with a tanh
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Figure 3.46: Reduction of the interference contrast away from the substrate for a wavelength of
1064nm and a Gaussian beam waist of 200mm. The ﬁfth pancake is indicated by .
function, so that the control signal for the galvo controlling the tilt is given by
q(t) = arcsin
1
c0 + c1 tanh(c2(t   tr/2))
(3.18)
with the initial angle q0, the ﬁnal angle q1, the ramp duration tr, and the constants c0 =
(1/sinq0 + 1/sinq1)/2, c1 = (1/sinq0 + 1/sinq1)/tanh(c2tr)/2, c2 = (1/a2   1)/tr, a =
1/2.
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Experiment Control And Analysis
Software
Our experiment control software, Blastia [100], is tailored to interface with the home-built
FPGA-based Spectron hardware. The diagram 4.1 gives a brief overview how the software
written in C# interacts with the Spectron hardware, as well as other non-Spectron hardware
like a camera. In the following paragraphs I will elaborate on some of the concepts and
technical details of our experiment control.
A single experimental run (capture atoms, cool, then image) is called a shot. A set of
shots, where typically one or more parameters are varied, is called a scan. Each shot is a
collection of ramps.
A ramp deﬁnes how a real number changes over time and is composed of piecewise
linear ramp sections. This could control anything from a frequency generated by the
Symphonia direct digital synthesizer boards to an analog voltage output by the Spectron
digital-to-analog converter. Besides ramping real numbers a second kind of ramp controls
logic/Boolean signals, like enabling or disabling the radio frequency output of the syn-
thesizer. The ramps are regenerated every shot and can be parameterized using variables.
In addition to real numbers (including units) and Boolean values, the experiment control
system supports C-style enumerations (for example to switch between different coil conﬁgu-
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Figure 4.1: Simpliﬁed ﬂow chart of a scan including the experiment control software and hardware
126rations) and strings channels, although those have to be mapped to real ramps and Boolean
pulse sequences before the ramp gets uploaded onto the FPGAs.
Before the start of each shot the ramps are uploaded onto the Spectron hardware
via Ethernet connection using the Spectron Datagram Protocol SDP [100]. Since SDP is
based on the User Datagram Protocol UDP [164] it is not guaranteed that the ramp was
received correctly. For that purpose each hardware board returns another packet every time
it receives a memory block. Should the transmission fail the memory block is sent again.
After that the hardware is asynchronously “armed” and is then waiting for an external
trigger pulse. This state is called “Ready For Trigger”. Once all ramps are successfully
uploaded and all hardware is armed, a (internal) trigger of a particular device is initiated
asynchronously in software. This device waits for the next zero-crossing of the 110V/60Hz
line voltage and then creates a global TTL pulse sent to the external trigger of all devices
that are part of the experiment. This pulse will start the output of the ramps. Any further
trigger pulses are ignored until the sequence is aborted and all devices are armed again.
The “abort” step necessary because there is no way for the hardware to know when a shot
is completed.
Phase-locking the experiment to the line frequency has the advantage that 60Hz noise
created by various devices in the building are more or less the same from shot to shot.
In the future it could be necessary to re-synchronize to the line frequency a second time
during a shot, so that, for example, changing the experiment timing in the beginning of the
sequence does not affect the absolute phase of the line at a later point. This is supported
by a special channel called “GlobalPause”: all outputs are held constant until the system
receives another trigger.
4.1 Long Pulse Sequences: Burst Mode
The custom-built experiment control hardware has two major electronic boards, the Spec-
tron Symphonia four-channel 1–400MHz direct digital radio frequency synthesizer and
the general purpose Spectron “Spy” boards with digital and analog daughter boards.
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Figure 4.2: Example of a chirped pulse train using the burst mode described in the text
The available memory on the FPGA boards is limited by the size of the SRAM on the
Dallas Logic modules. Its total capacity is 2048 so-called quarter blocks. Each quarter block
can contain 64 entries (time stamp, value, and ramp rate, see [100]). The memory is shared
amongst all “virtual” devices on a Spectron board, so that the number of chirped pulses for
Raman imaging is limited to about 1500. On Symphonia boards the frequency channel (24
bits) and the radio frequency enable channel (amongst a few other logic functions, 8 bits
total) are sharing a ramp table. Therefore a change in either frequency or the radio frequency
enable will create a new entry in the ramp table (unless they happen simultaneously). On
Spectron boards typically 32 Boolean channels are bundled into one ramp table. Again, a
change in any of those channels will require a full entry in the ramp table and thus limit the
number of maximum pulses that can be generated.
To circumvent this limitation we implemented burst mode: a ramp is programmed
starting from t = 0s, then later during the shot this ramp is spooled every time there is
a rising edge on a separate “gate” channel. On the lowering edge of the gate pulse the
ramps gets stopped and the FIFO buffer is ﬁlled again with the ﬁrst block of the ramp table.
Because of that double buffering one needs to allow for a sufﬁciently long time before the
next trigger (on the order of 10s).
In detail, the burst mode is implemented by intercepting the global signals (like times-
tamp, trigger, and abort) and creating a “local” time for the channel in burst mode, called
the MicroTimeGenerator. It requires one “dummy” pulse on the gate channel to buffer the
128FIFO for the ﬁrst time on the falling edge of that pulse. An example sequence is depicted in
ﬁgure 4.2, where the output of a Symphonia synthesizer is chirped in three pulses.
4.2 Python Data Analysis Framework
At the beginning of each shot all data required to reproduce it at a later time is saved into
an HDF ﬁle [165]. The ﬁle includes all variables used to calculate the ramp forms as well
as the ramps themselves. In addition, the source code for the ramp generation is saved
into a separate ZIP ﬁle. At the end of each experimental run images are retrieved from the
cameras and are then also added to the HDF ﬁle.
The Spectron and Symphonia boards both feature a software oscilloscope that can store
2048 8 bit values per channel in the FPGA’s memory. The source of a channel can be an
external analog-to-digital converter or any FPGA register for debugging purposes. The
software oscilloscope is used to monitor various laser powers and currents in the magnetic
ﬁeld coils in the experiment. These data are saved in the HDF ﬁle after it is downloaded
from the FPGAs via SDP communication.
For diagnostic purposes the software scope traces are analyzed by the C# experiment
control software and values like maximum coil current or laser power for the magneto-
optical trap are saved to the HDF ﬁle as well.
The structure of the resulting HDF ﬁle is shown in ﬁgure 4.3. Additional data are saved
as attributes of the individual HDF groups and datasets, for example imaging parameters
like exposure time and camera temperature are saved as attributes of each individual image.
Each HDF ﬁle can also contain Python source code that performs analysis of the scan
it is a part of. The analysis software framework called Plastia makes extensive use of
the NumPy and SciPy libraries [166], as well as MatplotLib [167] for plotting. Besides
many wrapper classes (see 4.4) to simplify accessing the data in the HDF format, implement
Blastia’s unit system, and simplify non-linear ﬁtting problems, it also features a platform
independent graphical user interface. We have libraries to simplify the analysis, for example
to automatically identify individual atoms in the ﬂuoresence images via blob-detection and
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AccordionLattice.PowerSetPoint
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symphonia5.scopeDevice
Results
...
Scope
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Port[0..3]
...
...
Variables
LocalVariables
{Bool, Enum, Real}
...
Shot-0001
...
Figure 4.3: Structure of the experiment data saved to an HDF ﬁle
130then ﬁt a lattice to their positions.
The source code within the HDF ﬁle is separated into for blocks: Preamble for loading
libraries and deﬁning variables, a block that is executed for each shot (e.g. ﬁt absorption
imaging images), a block that is executed afterwards, for example, in lifetime measurements
to ﬁt an exponential decay to the atom number calculated in the previous step, and ﬁnally a
postamble to plot the results and print a table with the results.
131HdfScanMapper
scan_number : int
scan_id : string
scan_class : string
scan_start_time : string
scan_variables : string[0..*]
...
analysis_preamble : string
analysis_shot : string
analysis_scan : string
analysis_postamble : string
...
HdfShotMapper
shot_serial : int
shot_failed : bool
diagnostics : HdfDiagnosticsMapper[0..*]
scopes : HdfChannelMapper[0..*]
variables : HdfVariableMapper[0..*]
...
get_variable_value(name : string) : Real
...
HdfCameraMapper
frames : HdfFrameMapper[0..*]
is_od_image : bool
od_image : numpy.ndarray
HdfChannelMapper
type : string
initial_value : Real
times : RealArray
slopes : RealArray
values : RealArray
is_scope : bool
...
Real
bare_value : ﬂoat
unit : Unit
standard_value : ﬂoat
standard_unit : Unit
...
RealArray
bare_values : numpy.ndarray
unit : Unit
standard_values : numpy.ndarray
standard_unit : Unit
...
shots
0..*
cameras
0..*
channels
0..*
Figure 4.4: Simpliﬁed diagram of some of the wrapper classes for the analysis
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Outlook
5.1 The Temperature Problem
Even at room temperature the electrons in a conductor are highly quantum-degenerate with
a 
T
TF

el
 0.004.
The lowest temperatures achieved sofar with ultracold fermions in an optical lattice is
only [110] 
T
TF

lat
 0.15.
To observe magnetic ordering 
T
TF

Neel
> 0.04
is required [168].
Possible solutions to this problems include starting with a extremly low spin-entropy
state like a Mott insulator of a Bose-Einstein condensate of Li2 molecules or a fermionic
band insulator. Then the number of lattice sites have to be doubled to obtain half-ﬁlling. We
are setup to do so by letting our two radial lattices interfere. Controlling the relative phase
between the two axes allows us to adiabatically transform the lattice (see 1.17).
Serwane et al. [148] have reported low entropies for a few-particle system with a
133technique similar to the Band insulator mentioned above in a single trap. Bernier et al.
proposed a scheme to evaporate within an optical lattice [169] that requires projection
of repulsive and attractive potentials, which would be easy to implement even with our
existing hardware.
A completely different path could be to not encode the spin in the hyperﬁne states but
rather in a 2 2 plaquette, as proposed by Rey et al. [170].
5.2 Digital Quantum Simulation
Another interesting direction would be to perform digital simulation [171] with our experi-
mental setup. With digital quantum simulation Hamiltonians that have no direct mapping to
the actual system can be simulated. The time evolution of a Hamiltonian can be done itera-
tively in small time slices (similar to numerical integration). For a Hamiltonian ˆ H = å
s
i=1 ˆ Hi
the so called the Trotter expansion [172, 173] reads:
exp( i ˆ Ht) = lim
m!¥

exp

 i ˆ H1
t
m

exp

 i ˆ H2
t
m

...exp

 i ˆ Hs
t
m

. (5.1)
For large m the sub-Hamiltonians commute approximately: [ ˆ Hi, ˆ Hj]  0. At each
time step of duration Dt = t/m, the time evolution under the sub-Hamiltonian ˆ Hi can
be simulated as a series of one- and two-qubit gates. The minimal requirement for the
quantum system used as a universal simulator is that it must be possible to perform single
qubit rotations around two directions and one universal two-qubit gate [174] (for example
CNOT [175]). The simulation can be more efﬁcient if parts of the sub-Hamiltonians are
intrinsic to the simulating quantum system, but this is not a requirement since every
Hamiltonian can be stroboscopically simulated by single and two-qubit operations.
5.2.1 Single Qubit Gates
Global qubit rotations can be performed using microwave transitions between the j1i and j2i
states at large magnetic ﬁelds. In the large magnetic ﬁeld regime (B  h  228MHz/mB =
163G, see 1.1.1) the transition frequency is insensitive to the ﬁeld value (and therefore
134magnetic ﬁeld gradients). The three lowest magnetic ﬁelds shift by the same amount,
leaving the differences constant.
Single qubit rotations require precise optical addressing (for example with a digital
micro-mirror device [176]) or high magnetic ﬁeld gradients [177]. The latter would require
the addition of a substantially sized coil to the experiment. It would need to be able to
create a gradient that causes a differential Zeeman shift between neighboring lattice sites
greater than the desired Rabi frequency:
¯ hW  mB
¶ B
¶x
dlat.
A 2p  1MHz Rabi frequency would require a gradient of 2 kG/cm.
For optical addressing one can focus two Raman beams onto a single lattice site. Since
Raman transitions are a two-photon process that is sensitive to the square of the laser
intensity (see equation (2.9)) the spot size is effectively reduced by a factor of 1/
p
2.
Alternatively, one can reduce crosstalk between neighboring sites by ac Stark shifting one
lattice site with a focused detuned laser beam and then selectively driving microwave
transitions between the shifted states [37]. The ac Stark shift is also caused by a two-photon
process and hence the same increase in optical resolution applies here. Both addressing
schemes would even allow to manipulate multiple qubits at once if a pattern is projected
instead of a single beam.
5.2.2 Two-Qubit Gate
Looking at the Heisenberg interaction introduced in 1.5.4.1 with a time dependent superex-
change coupling J(t)
ˆ H
(2)
J = J(t)ˆ SL  ˆ SR,
we can introduce a propagator assuming a constant coupling J(t) = J while ˆ H
(2)
j is applied
UJ(q) = exp

 iqJˆ SL  ˆ SR

.
135The coupling can be controlled by instantaneously changing the lattice depth to a larger (no
tunneling, J = 0) or lower (tunneling, J > 0) value. By applying a large tunneling for a time
t the system evolves according to Uj(q = ¯ hJt).
There are two interesting cases of the propagator. On the one hand for a time such that
q = p, the two atoms exchange their position according to
UJ(p) µ
0
B
B B
B B
B B
@
## #" "# ""
## 1 0 0 0
#" 0 0 1 0
"# 0 1 0 0
"" 0 0 0 1
1
C
C C
C C
C C
A
. (5.2)
This operation, called a SWAP gate, swaps the two atoms, but does not create entanglement
between the two sites.
On the other hand, applying a p/2 pulse will create a superposition if the spins on the
two sites were initially different (j"#i ! 1 p
2 (j"#i   ij#"i)). This so-called
p
SWAP gate can
be represented in matrix form as
UJ(p/2) =
0
B
B B B
B B
B
@
## #" "# ""
## 1 0 0 0
#" 0 1
2 (1  i) 1
2 (1+ i) 0
"# 0 1
2 (1+ i) 1
2 (1  i) 0
"" 0 0 0 1
1
C
C C
C C C
C
A
. (5.3)
In thus description fermionic neutral atoms coupled via the superexchange interaction are
equivalent to coupled solid-state quantum dots, another workhorse for quantum information
processing.
To implement the
p
SWAP gate it would be helpful if all lattice sites could be grouped
into independent double wells. Double wells could be either created by overlapping the
existing optical lattice with a second lattice with twice the spacing or by letting the two
existing horizontal lattice interfere. By controlling the relative phase, a double-well structure
136could be created (see 1.4.3.2). Alternatively, in the vertical direction we already have a
double well when the additional vertical lattice beam is turned on.
Here I brieﬂy sketched a path to use our system as a universal digital quantum simulator,
but it is going to take a substantial amount of engineering to create a system with many
qubits and ﬁdelities comparable to existing trapped ion quantum simulators [178]. The
beneﬁt would be that it should be easier to scale our system to with hundreds or more
qubits.
5.3 Multi-Species And Molecular Quantum Gas Microscope
Initially we considered to image the atoms in the optical lattice in a different way. Instead of
continuously cooling the atoms during imaging, we proposed a rastered readout scheme,
where one atom at a time gets ionized by a tightly focused ultraviolet beam (and potentially
a second less focused infrared beam) to ionize the 6Li atom via the 2s ! 3p ! ¥ transition.
The ion and the electrons are accelerated in a static electric ﬁeld and detected in two electron
multipliers (Dr. Sjuts KBL5RS) [100]. High-ﬁdelity detection using fragment correlation has
been shown for a single 87Rb atom in an optical dipole trap [179].
This scheme can easily be extended to multiple species and even molecules by analyzing
the arrival times of the ions similar to a time-of-ﬂight mass spectrometer.
5.4 Conclusion
In this thesis I presented the ﬁrst site-resolved images of ultracold lithium in an optical lattice.
The successful extension and further development of quantum gas microscopy [35, 36] to
a fermionic species will enable us to study different classes of condensed matter models.
The ability to individually probe and manipulate the constituents of quantum many-body
systems with single-site resolutions is an integral ingredient for understanding spatial
correlations in those systems.
Due to their light mass, lithium atoms have the advantage of fast dynamics in the
137strongly-correlated regime. However, the use of lithium presented challenges that compelled
us to develop a novel application of Raman sideband cooling. This application of Raman
sideband cooling in deep optical lattices has allowed us to scatter a sufﬁcient number of
photons to image individual atoms.
While this newly developed technique is a signiﬁcant advance in studying quantum
many-body systems, the approach is not fully developed. Presently, cooling both during
the imaging and before the lattice loading needs to improved further before our system can
realistically be used experiments exploring strongly-correlated physics. These opportunities
for optimization will minimize tunneling during ﬂorescence imaging and allow us to detect
magnetic ordering, the ﬁrst step towards studying the Fermi-Hubbard model.
Whatever direction our experiment is going to take in the future, whether quantum
simulation, quantum information processing, or the creation of new states of quantum
matter, I am certain that the site-resolved imaging of atoms will be an important part of it.
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151Appendix A
Transfer Matrix Method In Optics
The transfer matrix method is a useful tool to simulate beam propagation through cylindrically
symmetric, on-axis, and paraxial optical systems. Each optical component is represented as
a real 2 2 matrix of the form
M =
0
B
@
A B
C D
1
C
A. (A.1)
Because of this parameterization this method is often also called ABCD matrix method.
A.1 Geometric Optics
In geometric optics the propagation of a light ray in an uniform medium is simply described
by a line. Therefore for a given point z0 along the optical axis of an optical system the
ray can be fully described by two conjugate variables, its angle with respect to the optical
axis q(z0) and its distance from the optical axis. The latter corresponds to the real space,
while the ﬁrst describes the ray properties in Fourier space. Those two parameters can be
conveniently written in the form of a ray vector
r(z0) =
0
B
@
x(z0)
q(z0)
1
C
A. (A.2)
Free-space propagation over the distance z along the optical axis does not alter the
152angle, only the offset increases linearly to x(z0 + z) = x(z0) + zsinq(z0). In the paraxial
approximation (sinq  q) this transformation can be written as a 2  2 matrix of the
following form
Tz =
0
B
@
1 z
0 1
1
C
A, (A.3)
such that
r(z0 + z) = Tzr(z0).
In a similar fashion one can derive the transfer matrix for refraction on a ﬂat interface
going from an index of refraction of n1 to n2
Fn1!n2 =
0
B
@
1 0
0 n1
n2
1
C
A (A.4)
and on a curved interface with radius of curvature R
Cn1!n2,R =
0
B
@
1 0
1
R
n1 n2
n2
n1
n2
1
C
A. (A.5)
A thin lens with folcal length f can be modelled as two curved interfaces with opposite
radius of curvature R2 =  R1. Using the lens maker’s equation [86]
1
f
= (n   1)

1
R1
 
1
R2

(A.6)
one can derive the transfer matrix for a thin lens
Lf =
0
B
@
1 0
  1
f 1
1
C
A. (A.7)
A.2 Gaussian Optics
Although the transfer matrices above where derived for ray optics, they still can be used to
calculate the propagation of Gaussian beams. The complex amplitude of a Gaussian beam
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Figure A.1: Collimating a beam with a lens f = 250zR
(see (1.62)) can also be deﬁned as
E(r,z) =
1
p
q(z)
exp

 
i
2
k
r2
q2(z)

, (A.8)
where the complex beam parameter is given by
1
q(z)
=
1
R(z)
  i
l
pw2(z)
. (A.9)
For a given ABCD matrix the beam parameter transforms as
q0(z) =
A + B
q
C + D
q
. (A.10)
A.2.1 Example: Fiber collimation
In this section I want to demonstrate the transfer matrix method on a topic that often leads
to some confusion: collimating the output of an optical ﬁber. Consider a single mode optical
ﬁber, which emits a Gaussian beam with a waist at the ﬁber tip of w0. Fiber manufacturers
typically specify the (wavelength dependent) mode ﬁeld diameter, which is equal to twice the
Gaussian beam waist. Alternatively the beam parameters can be calculated from the ﬁber’s
numerical aperture, which is identical to the far-ﬁeld divergence (1.67):
w0 =
l
pNA
zR =
l
pNA2.
Most Nufern/Thorlabs ﬁbers have a numerical aperture of about 0.12.
154To collimate the diverging beam from the ﬁber a single lens with focal length f is placed
d = f + ezR away from the ﬁber tip. After the lens the beam is propagating in free space for
a distance z. The resulting transfer matrix is then given by
S = TzLfTf+ezR =
0
B
@
1  z
f
f z
f zRe
  1
f  
zR
f e
1
C
A.
Right after the collimation lens (z = 0) the Gaussian beam radius only depends weakly
on the misalignment e
w(z = 0) = w0
s
1+

f
zR
+ e
2

fw0
zR
+ ew0 + O(zR) + O(e2).
But the location of the minimum Gaussian waist (i.e. the focus/the point where the beam is
collimated)
dfocus = f

1+
f
zR
e
1+ e2

(A.11)
has a stronger dependence on the misalignment e. For typical collimation setups f/zR  250.
Furthermore the minimum Gaussian waist size
wfocus =
f
zR
w0 p
1+ e2
even scales O(e2) for small misalignments with a large prefactor of f/zR.
From (A.11) one can see that there is a maximum focusing distance given by
dmax = f

f
zR
+ 1

(A.12)
at misalignment of
emax = 1.
Therefore it is not possible to collimate a Gaussian beam by trying to “focus” it at at inﬁnity
(i.e. “far away”). This procedure would result in a focussed beam at a distance from the
focusing lens given by (A.12) and a Gaussian beam waist that is
p
1/2 times the waist one
would naively expect. The only consistent method to collimate a Gaussian beam is to focus
155at the collimation lens. This is best done interferometrically with a shearing interferometer
or iterativley with a beam proﬁler.
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