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DOUBLING AND DESINGULARIZATION CONSTRUCTIONS FOR
MINIMAL SURFACES
NIKOLAOS KAPOULEAS
Abstract. In the first part of the paper we discuss the current status of the appli-
cation of the gluing methodology to doubling and desingularization constructions for
minimal surfaces in Riemannian three-manifolds. In particular a doubling construc-
tion for equatorial spheres in S3(1) is announced. Aspects of the current understand-
ing of existence and uniqueness questions for closed minimal embedded surfaces in
S3(1) are also discussed, and some new uniqueness questions are proposed. In the
second part of the paper we discuss some of the ideas and provide an outline for a
general desingularization construction without imposed symmetries.
This paper is the author’s contribution to the volume in honor of Professor Richard
M. Schoen’s sixtieth birthday.
1. Introduction
Definitions and background.
We start by defining doubling and desingularization. Our definitions are consistent
with the terminology introduced in [22–24].
Definition 1.1. We call a smooth minimal surface M , a doubling of a minimal surface
Σ in a Riemannian manifold N , if we can write M = Σ1 ∪ Σ2 ∪ Σbridges with Σ1, Σ2,
and Σbridges as follows:
(i). Σ1 and Σ2 are graphs of two functions (more generally sections of the normal
bundle in N ) φ1 and φ2 over Σ \ ∪Ni=1Di, the given surface with N small discs Di
removed.
(ii). Σbridges = ∪Ni=1Bi is the union of N annuli Bi. Each ∂Bi is the union of the
boundary circles of Σ1 and Σ2 over ∂Di.
Note that there is no restriction on the dimensions of the minimal surfaces and N .
In this paper however we concentrate on the case the surfaces are two-dimensional and
N three-dimensional. We expect the annuli Bi in the above definition to resemble
catenoidal bridges. Given a doubling M of Σ as above, we can associate the set L ⊂ Σ
Key words and phrases. Differential geometry, minimal surfaces, partial differential equations, per-
turbation methods.
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of centers of the discs Di. Clearly L is not precisely defined except in cases of high
symmetry. In constructing M however we can consider L as part of the data along
with Σ. L then determines the number and approximate location of the discs Di and
the bridges Bi. Because of the fundamental role L plays in our constructions we have
the following.
Definition 1.2. We call the set L ⊂ Σ the configuration of the doubling M .
We mention now some early constructions which can be considered as doublings:
Karcher, Pinkall, and Sterling [25], used Lawson’s method [29] based on solving the
Plateau problem for polygons, to construct highly symmetric minimal surfaces resem-
bling doublings of the equatorial sphere in S3(1). Each of the surfaces has the symme-
tries of a Platonic solid and the configuration L consists of its vertices. Because the
Platonic solids are finitely many, this provided only finitely many examples. Pitts and
Rubinstein have discussed [40] constructions by min-max methods for discrete families
of minimal surfaces, where the size of the catenoidal bridges used can be arbitrarily
small, and then the number of the bridges (and hence the genus) tends to infinity,
while the surfaces tend to a limit varifold. These constructions are also highly sym-
metric. Some of the constructions resemble doubling constructions and have a limit
varifold which is a minimal surface counted with multiplicity two. Wohlgemuth [50]
constructed minimal surfaces in R3 which resemble two catenoids connected by a “ring”
of catenoidal bridges. These examples are also highly symmetric, and in the limit as
the size of the bridges tends to 0, their number N tends to infinity, and the minimal
surfaces tend to a doubly covered catenoid. The configuration L is contained in the
waist of the limit catenoid.
In the desingularization case the role of Σ and L is served by a given minimal
two-surface immersed in a three-dimensional Riemannian manifold N and a curve
of intersection C in N . The minimal surface is described by a minimal immersion
X : W → N where W is an abstract surface which usually has many connected
components. It is unclear how to generalize successfully to higher dimensions. As an
example consider the desingularization of two coaxial catenoids intersecting along two
circles. W is then the abstract disjoint union of the two catenoids and C the union of
two circles of intersection. A more precise discussion of the given system of minimal
surfaces is postponed until Section 5. To avoid burdening the presentation too much
we often assume that C is embedded although this is not needed for the theorem (see
also 5.1). In this spirit we often refer to C as a curve without clarifying whether it is
embedded or merely immersed.
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Definition 1.3. Given W and C as above, we call a smooth minimal surface M a
desingularization of W along C, if we can write M = M ∪ M̂ where M and M̂ are as
follows:
(i). M̂ = X̂
′
(Ŵ), where X̂
′
: Ŵ → N is a perturbation of the given minimal immer-
sion X̂ : Ŵ → N , where Ŵ is W modified by “cutting” along C (see 5.2). Note that
∂Ŵ \ ∂W covers C four-to-one.
(ii). M is contained in a tubular neighborhood of C and is embedded when C is. More-
over ∂M = X̂
′
( ∂Ŵ \ ∂W ).
The term “desingularization” is motivated from the fact that the points of C are
singular in the sense that the tangent cone at them consists of more than one plane. A
neighborhood of C is replaced by a smooth surface M which has no singular points. It
is expected that the price of removing the singular points is the many handles included
in M which makes the genus of M much higher than the genus of W.
We mention now some early constructions which can be considered as desingular-
ization constructions. The famous surfaces ξm,k with k = 1 of Lawson [29] can be
interpreted as desingularizations of two orthogonal equatorial two-spheres in the three-
sphere along a common equatorial circle. Note that for k > 1 the surfaces ξm,k can be
interpreted as desingularizations of k + 1 spheres intersecting along a common circle,
where in 1.3.i we would have that ∂Ŵ \ ∂W is a 2(k + 1)-to-one covering of C instead
of four-to-one. Such desingularizations where more than two surfaces intersect along
a common curve is an exceptional occurrence. A more generic case involves the con-
struction of certain minimal surfaces by variational or Enneper-Weierstrass methods by
Hoffman and Meeks [8–10, 12]. These surfaces are desingularizations of two intersecting
coaxial catenoids or a catenoid and a plane.
Gluing constructions.
In this paper we survey the use of gluing methods to carry out doubling and desingu-
larization constructions. To apply these methods given minimal surfaces are combined
to provide more complicated initial surfaces which are approximately minimal. The
initial surfaces are perturbed then to minimality by solving the appropriate partial
differential equation. These constructions share two important features with a num-
ber of other gluing constructions [6, 7, 16–18, 20]: First, the manifolds or surfaces can
be subdivided into regions which in some appropriate sense carry kernel, and regions
which resemble “necks” connecting the previous regions, and which do not carry kernel.
Second, they are constructions in submanifold geometry, which leads to conditions like
the “flexibility” condition which do not appear in constructions for metrics. R. Schoen
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in [44] pioneered this kind of constructions in cases where the first feature holds and
also supervised the thesis of the author [16, 18].
The methodology was systematized and refined further in order to carry out a chal-
lenging gluing construction for the Wente tori [19, 20]. We have discussed this method-
ology in an earlier survey paper [23] in which we reviewed the general method and how
it is applied in various cases including doubling and desingularization constructions.
This paper complements and extends [23] in the case of doubling and desingularization
constructions. In particular we present progress in the case of doubling constructions,
discuss the proof in a general desingularizing construction announced in [23, Theorem
F], and discuss applications and related open questions and motivations, including min-
imal surfaces in the round three-sphere (see Section 4). This paper has little overlap
with [23] and is self-contained.
In a doubling construction we assume given a minimal surface Σ in a Riemannian
manifold N . Such a construction requires then the determination (implicitly or ex-
plicitly) of a configuration L (recall 1.2), functions φ1 and φ2 as in 1.1, and the size
of each catenoidal bridge. Doubling constructions by gluing methods are motivated
by the expectation that as the number (locally) of catenoidal bridges tends to infinity,
their size will tend to zero, and the catenoidal bridges appropriately blown-up tend to
actual catenoids.
Reversing this, a gluing construction can be attempted where the initial surfaces
are constructed in accordance with definition 1.1, but fail to be minimal, and where
each bridge approximates an appropriately truncated small catenoid. Balancing and
matching considerations are expected to restrict the possible configurations L and
determine the functions and sizes in terms of L (see Section 2). As usual in this kind of
gluing construction, one has to introduce appropriate parameters in the construction
of the initial surfaces and obtain in this way a whole family of initial surfaces. One of
the initial surfaces can then be perturbed to minimality.
Such a construction in full generality is not yet understood. There has been satis-
factory progress however in cases of high symmetry. We will discuss the corresponding
constructions in Section 2. We can distinguish two cases for these constructions. In
the first case L is uniformly distributed on the whole surface. In the second case L is
contained on a union of curves. In the latter case there are some similarities with the
desingularization constructions.
Desingularization constructions by gluing methods were inspired by the observation
by Hoffman and Meeks [11] that the singly periodic Scherk surfaces [4, 39, 43] appear as
blow-up limits of desingularizations at the curve of desingularization. The simplest and
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most symmetric of the singly periodic Scherk surfaces are asymptotic to two orthogonal
planes and are given by the equation
(1.4) sinh x1 sinh x2 = sin x3.
More generally the singly periodic Scherk surfaces form a one-parameter family of
embedded minimal surfaces αS, where α ∈ (0, π/2). αS is asymptotic to four half-
planes two of which form an angle 2α. It is given [39] by the equation
(1.5) cos2α cosh
x1
cosα
− sin2α cosh
x2
sinα
= cos x3,
and is clearly invariant under translation by (0, 0, 2π). In the literature the surfaces αS
are referred to as Scherk’s fifth surfaces, Scherk’s singly periodic surfaces, or Scherk-
towers [4, 11, 22, 39], but we will simply call them Scherk surfaces.
In a desingularization construction we assume given a minimal two-surface W, in
a three-dimensional Riemannian manifold N , and a curve of intersection C, as in 1.3.
(See Section 5 for a more precise discussion.) To carry out a gluing construction
initial surfaces which are only approximately minimal, but otherwise conform to the
properties described in Definition 1.3, are constructed first. The desingularizing partM
of the initial surfaces should be carefully modeled after the Scherk surfaces described
above in 1.5. The number of handles introduced by each component of M , that is
the number of handles used to desingularize each component of C, is prescribed. The
gluing construction is expected to work when each of these numbers is large enough
depending on the given system of minimal surfaces.
We often impose a group of symmetries G ⊂ Gsystem on the construction, where
Gsystem is defined as follows.
Definition 1.6. For a given system of minimal surfaces as above, we define the group of
symmetries of the given system Gsystem, to be the group of isometries of the Riemannian
manifold N preserving W and C.
G has to be consistent with the symmetry group of the Scherk surfaces as well, and
therefore depends on the number of handles prescribed for the construction.
As in the case of doubling constructions, general constructions with little symmetry
imposed (small G), are much harder than highly symmetric constructions (appropri-
ately large G). When G is small, even the construction of the initial surfaces involves
solving Partial Differential Equations and carefully estimating their solutions. In Sec-
tion 3 we survey both highly symmetric and general constructions. The second part
of this paper presents an outline of the construction and proof in a general case with
small or trivial G.
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Remark 1.7. These constructions cannot be applied to constant mean curvature sur-
faces, because as can be seen by inspection the direction of the Gauss map of the
surfaces constructed cannot be chosen consistently with the direction of the Gauss
map of the given surfaces.
Motivation and applications.
A motivation for general doubling or desingularization constructions is problem 88
in the list of open problems proposed by S.-T. Yau in 1982 [51]. In this problem it
is required to establish that there are infinitely many minimal surfaces in any three-
dimensional Riemannian manifold. A general doubling construction would reduce this
question to the existence of a single minimal surface satisfying the appropriate neces-
sary conditions. Similarly our general desingularization Theorem 3.1 [13] reduces this
question to the existence of minimal surfaces appropriately intersecting and satisfying
the nondegeneracy conditions. In either case then, the doubling or desingularization
construction would allow us to conclude the existence of infinitely many minimal sur-
faces by varying the number of catenoidal bridges or handles used in the construction.
Clearly to ensure the existence of one minimal surface satisfying the required conditions
in a large class of Riemannian manifolds, it would help to have as general a doubling
or desingularization theorem as possible.
Another potential application of the desingularization constructions is to the Calabi-
Yau problem for minimal surfaces in the embedded case. Non-existence results have
been proven in important cases by Colding and Minicozzi in [3]. In other cases exis-
tence is expected, and the recent successes of Martin, Meeks and their coauthors in the
immersed case are very encouraging [5, 32]. When existence is expected in the embed-
ded case, it seems that the main difficulty is to be able to remove the self-intersections
by desingularizing. Theorem 3.1 is not quite enough because it seems that in general
one cannot avoid triple intersection points [31]. Allowing such points in the theorem
in general, requires finding and understanding minimal surfaces desingularizing three
intersecting planes, the way that Scherk surfaces desingularize two intersecting planes.
These surfaces could then be used as models in the desingularization constructions.
Another very interesting problem requires the classification and understanding of
closed embedded minimal surfaces in the round three-sphere, especially with an area
bound (for example the area of a few copies of the equatorial two-sphere) imposed. At
the moment there are some general theorems as for example [2, 30], but few concrete
examples known without using gluing constructions [25, 27, 29, 40]. As we discuss in
the following sections, doubling [15, 24] and desingularization [14] constructions provide
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families of new interesting examples. Actually it is not clear what nontrivial examples
exist which cannot be interpreted as doublings or desingularizations. Our constructions
suggest interesting uniqueness questions also which we discuss in Section 4.
Another source of many interesting doubling or desingularization constructions in-
volves self-similar solutions for the mean curvature flow. Self-shrinkers in particular
can be considered as minimal surfaces in the Gaussian metric which is conformal to
the Euclidean metric. Certain highly symmetric desingularization constructions for
self-shrinkers have been attempted by Nguyen [35, 38]. Not all difficulties have been
resolved at the moment [34], but there are many promising constructions and one ex-
pects many examples to be constructed in the future. In the self-translating surfaces
case, which can also be interpreted as minimal surfaces [46], Nguyen has carried out
some highly symmetric desingularization constructions [36, 37].
Finally there are some interesting minimal surface examples mentioned in [23], which
could be constructed if certain conditions for 3.1 are appropriately relaxed. One such
example requires desingularizing two intersecting catenoids one of which is a translation
of the other so that their waists are on the same plane but do not intersect.
Organization of the paper.
This paper has two parts. In the first part we review and announce the various
results in the subject and we also discuss various open questions. In Section 2 we
survey doubling constructions by gluing methods and in Section 3 desingularization
constructions also by gluing methods. In Section 4 we discuss closed embedded minimal
surfaces in the round three-sphere.
In the second part of the paper we provide an outline of the construction and proof
of Theorem 3.1. In Section 5 we set the notation and discuss in some detail the given
system of minimal surfaces and the family of singly periodic Scherk surfaces which are
the building blocks of the construction. In Section 6 we present the construction of an
initial surface. In Section 7 we discuss the modifications introduced to the construction
of the remaining initial surfaces needed in the construction and which form a smooth
family of many parameters. In the last Section 8 we discuss some of the estimates and
main ideas of the proof of 3.1.
Notation and conventions.
In this paper we adopt the convention that the mean curvature of the round two-
sphere in Euclidean three-space is 2. We have then that the mean curvature Hf of the
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graph of a function f over a surface of mean curvature H is given by
(1.8) Hf = H + Lf +Qf , where L := ∆ + |A|
2 + Ric(ν, ν),
and Qf is quadratic and higher order in f and its derivatives with coefficients involving
the geometric invariants of the original surface, |A|2 is the square of the length of the
second fundamental form A of the original surface, and Ric(ν, ν) is the Ricci curvature
of the ambient manifold evaluated on the unit normal of the original surface.
In this paper we use weighted Ho¨lder norms. The definition we use is given by
(1.9) ‖φ : Ck,β(Ω, g, f)‖ := sup
x∈Ω
‖φ : Ck,β(Ω ∩Bx, g)‖
f(x)
,
where Ω is a domain inside a Riemannian manifold (M, g), f is a weight function on
Ω, Bx is a geodesic ball centered at x and of radius the minimum of 1 and half the
injectivity radius at x.
We will be using extensively cut-off functions, and for this reason we adopt the fol-
lowing notation: We fix a smooth function ψ : R→ [0, 1] with the following properties:
(i). ψ is nondecreasing.
(ii). ψ ≡ 1 on [1,∞] and ψ ≡ 0 on (−∞,−1].
(iii). ψ − 1
2
is an odd function.
Given then a, b ∈ R with a 6= b, we define a smooth function ψ[a, b] : R→ [0, 1] by
(1.10) ψ[a, b] = ψ ◦ La,b,
where La,b : R → R is the linear function defined by the requirements L(a) = −3 and
L(b) = 3. Clearly then ψ[a, b] satisfies the following:
Lemma 1.11. (i). ψ[a, b] is weakly monotone.
(ii). ψ[a, b] = 1 on a neighborhood of b and ψ[a, b] = 0 on a neighborhood of a.
(iii). ψ[a, b] + ψ[b, a] = 1 on R.
Acknowledgments. I would like to thank Rick Schoen for his constant interest and
support.
2. Doubling constructions
Balancing and heuristic arguments.
Balancing considerations imply constraints to the existence of a doubling M of a
given minimal surface Σ (recall 1.1) with a given configuration L (recall 1.2). (Bal-
ancing for minimal surfaces is based simply on the first variation formula [28, 45]. For
a general discussion in the current context see [23].) In this subsection we describe
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heuristic arguments based on balancing considerations. We do not intend at the mo-
ment to include these arguments in rigorous proofs because they are based on various
assumptions whose validity we do not attempt to check. Moreover in more general con-
structions than the ones we have currently, we may need to study significant correction
terms we currently ignore. Our purpose here is to derive certain terms in balancing
expressions, demonstrate their importance, obtain indispensable insights in setting up
our gluing constructions, and motivate the actual proofs which are based on precise
calculations. We do expect that in many cases the arguments that follow describe the
full picture.
We start by describing a heuristic balancing argument [24], which suggests a neces-
sary condition for the existence of doublings and also that the size of the catenoidal
bridges is determined by L. We describe the argument in the case L is large and fairly
uniformly distributed on Σ. Let p ∈ L. Consider the catenoidal bridge centered at
p. In this discussion we refer to directions parallel or orthogonal to Σ as horizontal or
vertical respectively. Consider the region Ω˜ ⊂ M corresponding to half the catenoidal
bridge appropriately extended, so that ∂Ω˜ = ∂waist ∪ ∂1, where ∂waist is the waist of
the bridge and ∂1 is the graph of φ1 over ∂Ω, where Ω ⊂ Σ is a neighborhood of p
such that the conormal to ∂1 tangent to M is approximately horizontal and φ1 on
∂1 approximately constant. More precisely we require
∫
∂Ω
~η(φ1) = 0, where ~η is the
outward unit normal to ∂Ω in Σ, and that φ1 oscillates little compared to its average
on ∂Ω. Such an Ω should exist because if we vary Ω from small to larger the sign of
the integral clearly starts positive and changes to negative.
Assuming that Ω and Ω˜ are small, we have that vertical translation is an approximate
Killing field and we can use it to obtain an approximate balancing formula for the
vertical force through ∂waist and ∂1. Actually in the case when M is the round sphere
there are exact Killing fields which are perturbations of the vertical translation in the
vicinity of p. To calculate the force through ∂1 we modify and smoothly extend φ1 so
that it is defined on the whole Ω, while it is kept unchanged in a small neighborhood
of ∂Ω, and oscillates little on Ω. We then use the balancing formula on the graph
of φ1 to calculate the vertical force through ∂1 as an integral over Ω. Assuming that
the nonlinear terms for the mean curvature of the graph are negligible (recall 1.8), we
conclude [24, equation 1.1]
(2.1) Area(Ω) (|A|2 +Ric(ν, ν)) φ1 = 2πτ,
where τ is the size (radius of the waist) of the catenoidal bridge. Note that the values
of the quantities involved are only approximately defined. For example |A|2+Ric(ν, ν)
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in the formula should be interpreted to mean some appropriate weighted average on
Ω. When Ω is small |A|2 + Ric(ν, ν) does not vary much on Ω and so its value in the
formula is fairly well defined. If |A|2 + Ric(ν, ν) vanishes we should replace it with
other higher order terms.
Since τ > 0 in 2.2, the above heuristic argument suggests that a necessary condition
for a doubling construction is that the mean curvature of the parallel surfaces to Σ
points away from Σ, or equivalently the surface area is unstable, which amounts (unless
|A|2 +Ric(ν, ν) = 0) to
(2.2) |A|2 +Ric(ν, ν) > 0 on L ⊂ Σ.
This condition ensures that the vertical components of the force through the compo-
nents of ∂Ω˜ = ∂waist ∪ ∂1 point in opposite directions and so can cancel each other.
Another way to heuristically justify 2.2 as a requirement for a gluing construction
is as follows. When an initial surface is constructed mean curvature is created by the
extra bending on the catenoidal bridge to attach it to a parallel surface to Σ, and this
parallel surface has mean curvature as well. In order to be able to correct the initial
surface we expect that these two contributions to the mean curvature combine to make
the mean curvature L2-orthogonal to the constants. 2.2 ensures that the signs of these
two contributions are opposite, making orthogonality possible.
By assuming now that the catenoidal bridge follows fairly closely a truncated cate-
noid, we conclude that
(2.3) φ1 ∼ τ log
d
τ
on ∂1,
where d indicates the distance of the points of ∂Ω from p and is therefore only defined
up to some factor C. Using this in 2.1 we conclude that
(2.4) τ ∼ d e
− 2pi
Area(Ω) (|A|2+Ric(ν,ν)) ,
where both d and τ are determined only up to a certain constant. This indicates that
L determines the size of the catenoidal bridges.
In certain doublings, L is not uniformly distributed on Σ, and then it is not possible
to find a small (in diameter) Ω so that
∫
∂Ω
~η(φ1) = 0. If we insist that Ω is small but
allow nonvanishing
∫
∂Ω
~η(φ1), we can establish by the same argument as before that
2.1 is modified to
(2.5)
(
Area(Ω) (|A|2 +Ric(ν, ν)) φ1 +
∫
∂Ω
~η(φ1)
)
∼ 2πτ,
where we ignore nonlinear terms in the derivatives of φ.
10
Finally we discuss the horizontal components of the force through ∂1. As before we
assume that a neighborhood of ∂1 in M is the graph over a neighborhood of ∂Ω by a
function φ1. Moreover to simplify the argument we assume that φ1 is constant on ∂Ω,
and that there exists a Killing field ~K in the vicinity of p, which is exactly horizontal
and approximates a horizontal translation. The force with respect to ~K is defined to
be
F ~K =
∫
∂1
~η1 · ~K,
where ~η1 is the outward conormal to ∂1 tangent to M . Moreover by the balancing
formula and our assumptions we have∫
∂1
~ηhor · ~K = 0,
where ~ηhor is the horizontal outward unit normal to ∂1. By subtracting and ignoring
cubic and higher order terms in φ1 and its derivatives, we conclude that
(2.6) F ~K = −
1
2
∫
∂1
(~η(φ1))
2 ~η · ~K,
where ~η is the outward unit normal to ∂Ω on Σ.
Doubling the Clifford torus with a square lattice configuration [24].
We outline now a doubling construction for the Clifford torus with maximal sym-
metry. Let Σ = S2( 1√
2
) × S2( 1√
2
) ⊂ S3(1) be the Clifford torus and L ⊂ Σ an m ×m
square lattice on the Clifford torus, where we assume m to be large. The symmetry
group G imposed on the construction consists of the isometries of S3(1) which fix L as
a set. G is quite large and this simplifies the construction because of the following:
Lemma 2.7. (i). G(L) = L by the definition of G and G(Σ) = Σ.
(ii). If Σ′ is a small perturbation of Σ with G(Σ′) = Σ′, then Σ′ = Σ.
(iii). G acts transitively on L.
(iv). If L′ is a small perturbation in S3(1) of L with G(L′) = L′, then L′ = L.
(v). There is a symmetry in the stabilizer Gp ⊂ G of p in G which exchanges the two
sides of Σ, but there are no such symmetries which fix Σ or L pointwise.
This lemma follows easily by using a coordinate system on the unit sphere in which
the metric takes the form
(2.8) g = (1 + sin 2z) dx2 + (1− sin 2z) dy2 + dz2,
and in which the Clifford torus corresponds to {z = 0} (see [24] for details).
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We construct now the initial surfaces which depend smoothly on a parameter τ .
Given a small τ > 0 we define a smooth, embedded, connected, and closed, surface Mτ
by
(2.9) Mτ = Σ1 ∪ Σ2 ∪ Σbridges,
where we have the following:
(a). Σ1 and Σ2 are parallel copies of Σ \ ∪p∈LDp at heights ±τ log dτ , where Dp is a
geodesic disc in Σ of radius 2d and center p, and d is a constant smaller than a fourth
of the step of the lattice and of the same order, for example we can take d = 1/m.
(b). Σbridges = ∪p∈LBp, where each Bp is a truncated catenoid centered at p, with a
region of transition close to its boundary to ensure smooth attachment to Σ1 and Σ2.
To describe the catenoids one can use the coordinates in 2.8. This way although the
bridges in Σbridges are not minimal, they have small mean curvature in the appropriate
sense.
τ is allowed to vary around the value determined by 2.4. More precisely we allow
values which are multiples up to a uniform (independent of m) factor of the value
(2.10) τ := m−1e−m
2/4π.
We have then the following.
Theorem 2.11 ([24]). If m is large enough, then there is a τ in the above range,
such that Mτ can be perturbed to a minimal surface Σm which is smooth, embedded,
connected and closed. Σm is a doubling of the Clifford torus Σ in the sense of 1.1, with
configuration L in the sense of 1.2, where L ⊂ Σ is the m×m square lattice discussed
above. Moreover as m→∞, Σm tends as a varifold to Σ with multiplicity two.
The general idea for the proof of this theorem is as follows and as mentioned already
is in accordance with the methodology developed in [19–21], discussed in [23], and
used in various other constructions [6, 7, 22]: On each Mτ we solve a Partial Differ-
ential Equation to find a function whose graph has mean curvature in the (extended)
substitute kernel K, which in general is a function linear space corresponding to eigen-
functions of small eigenvalue and certain low harmonics on certain meridians. As we
discuss below, it turns out that in our case K is one-dimensional. Balancing (using
a precise calculation) implies the existence of a τ for which an integral of the mean
curvature of the graph vanishes. By the one-dimensionality of K this is enough to
ensure the minimality of the corresponding graph.
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To understand K we use
(2.12) h :=
|A|2 +m2
2
g,
a metric conformal to the induced metric g on Mτ . The relevant linear operator then
is given by
(2.13) Lh := ∆h + 2
|A|2 + 2
|A|2 +m2
.
We concentrate our attention now to Mτ,p, the set of points of M which are closer
to p ∈ L than any other point in L. Clearly GMτ,p = M . It turns out that Mτ,p
equipped with h tends as m → ∞ to the union of two flat squares and a round unit
sphere. The linear operator Lh tends to ∆+2 on the unit sphere and the flat Laplacian
with Neumann boundary conditions on the squares. The kernel then in the limit is
five-dimensional with corresponding eigenfunctions the constants on the squares and
the first harmonics on the sphere. The symmetries of the construction however kill
the first harmonics on the sphere and identify the two squares, reducing this way the
dimension of the kernel to one, with corresponding eigenfunction a constant on the
squares. The approximate kernel on Mτ is then one-dimensional and it turns out that
we do not need any extra extended substitute kernel to ensure appropriate decay. This
implies that the extended substitute kernel K is one-dimensional.
Doubling the Clifford torus with a rectangular lattice configuration [49].
The construction described above is the “most” symmetric construction one can hope
for as demonstrated by Lemma 2.7. It is natural to try to understand less symmetric
constructions by gradually relaxing the symmetry assumptions. The simplest first
generalization is to replace the square lattice L on the Clifford torus with rectangular
lattices k1m × k2m where k1, k2 are relatively prime and m is large enough in terms
of k1, k2. In such a configuration conditions (ii), (iv), and (v) in 2.7 fail, as is evident
from 2.8.
The other conditions are still satisfied however and condition (iv) holds if it is weak-
ened by the assumption L′ ⊂ Σ. This means that there is enough symmetry so that
the catenoidal bridges can be identified with each other. Eventually one has to deal
with a three-dimensional kernel: There is no symmetry to identify the two copies of
the Clifford torus, and so the two squares in the fundamental domain carry two dif-
ferent (constant) eigenfunctions in the limit as τ → 0. First harmonics corresponding
to vertical translations on the catenoidal region (which tends to a round sphere in the
h metric) are also allowed, but not the first harmonics corresponding to horizontal
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translations. The three-dimensional kernel means that two more parameters have to
be introduced in the construction of the family of initial surfaces: One parameter cor-
responds to moving the whole initial surface vertically so that the heights of two copies
of the Clifford torus on its two sides are not the same anymore. The other parameter
controls a change of size between the two halves of the catenoidal bridge.
Doubling the equatorial two-sphere in S3(1) [15].
We consider now the case Σ = S2(1) ⊂ S3(1), an equatorial two-sphere inside a unit
three-sphere. The main difficulty in doubling Σ is that there are only finitely many
symmetry groups (related to the symmetry groups of the Platonic solids) for which
2.7.iv applies. Since our gluing approach works only when the number of points in
L is large enough, we cannot avoid working with symmetry groups which allow the
points of L to “slide”. This means that the corresponding catenoidal bridges will have
to find their position by “horizontal balancing”, and therefore horizontal forces and
interactions have to be understood.
In order to simplify the constructions as much as possible we should still impose the
maximal possible symmetry. The configurations we consider are as follows and were
proposed some time ago by Hermann Karcher. We assume that an equator circle and
poles have been chosen on Σ, and therefore the meridian semicircles and parallel circles
of constant latitude have been determined. We assume we are given mmer, mpar ∈ N. L
then consists of themmermpar intersection points ofmmer meridians withmpar parallels.
Because we require maximal symmetry themmer meridians are arranged at equal angles
around Σ and successive meridians make an angle 2π/mmer. The mpar parallels include
the equator circle if mpar is odd. The remaining parallels are positioned symmetrically
on the two sides of the equator circle. We number the parallels by increasing distance
from the equator. To facilitate reference we define Ipar := {±1,±2, ...,±m′par} if mpar
is even, and Ipar := {0,±1,±2, ...,±m
′
par} if mpar is odd, where m
′
par is the integer part
of mpar/2.
The latitudes of the parallels are free to vary, so to determine the configuration L
we specify either the latitudes xi or their lengths ℓi, where i ∈ Ipar. We have then
(2.14)
x−i = −xi, ℓ−i = ℓi = 2π cos xi,
0 < x1 < x2 < ... < xm′par < π/2, 2π > ℓ1 > ℓ2 > ... > ℓm′par > 0.
To help with the notation we use Lmer and Lpar = Lpar({xi}) to denote the union of the
meridians and parallels in consideration respectively. We have then L = Lmer ∩ Lpar.
The symmetry group G imposed on the construction consists as in the Clifford torus
case of the isometries of S3(1) fixing L as a set. G does not depend on the latitudes of
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the parallels and the lengths ℓi, actually it depends only on mmer. We enumerate its
properties in the following.
Lemma 2.15. (i). G(L) = L by the definition of G and G(Σ) = Σ.
(ii). If Σ′ is a small perturbation of Σ with G(Σ′) = Σ′, then Σ′ = Σ.
(iii). G acts transitively on the meridians and there is a symmetry which exchanges the
parallels of the same length.
(iv). If L′ is a small perturbation in S3(1) of L with G(L′) = L′, then L′ = Lmer ∩
Lpar({x
′
i}), where the x
′
i’s are small perturbations of the xi’s for which L = Lmer ∩
Lpar({xi}).
(v). There is a symmetry which exchanges the two sides of Σ and keeps Σ fixed point-
wise.
Note that 2.15.v is stronger than 2.7.v. This relates to the fact that the equator
two-sphere is totally geodesic but the Clifford torus is not. On the other hand, as
we have already mentioned, 2.15.iv is much weaker than 2.7.iv and allows “sliding” of
the necks. 2.15.iii is also weaker than 2.7.iii. Because of these differences the current
construction is harder than the construction in [24].
As before the initial surfaces consist of catenoidal bridges and graphs of functions
on Σ minus small discs. The functions we use are not constant as in the previous
construction. The determination of the latitudes of the parallel circles is part of the
determination of the functions. To describe the process we have the following.
Lemma 2.16. Given mpar and mmer as above with mmer/mpar large and mpar ≥ 2,
there is a unique continuous function φ > 0 on Σ and a unique choice of xi’s as in
2.14, such that the following hold.
(i). φ is rotationally invariant and symmetric under reflection with respect to the
equator circle. Equivalently it depends only on |x| where x is the latitude.
(ii). It is smooth on Σ \ Lpar where it satisfies the linearized equation for a minimal
graph
(∆ + 2)φ = 0.
Note that because of the rotational invariance this amounts to a second order ODE.
Note also that φ is then piecewise smooth with jump discontinuities on its derivatives
on Lpar.
(iii). We define τi > 0 (i ∈ Ipar) by φ(xi) = τi log
ℓi
mmerτi
. We require then (vertical
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balancing)
2πτi =
ℓi
mmer
(
∂φ
∂x
∣∣∣∣
x=xi+
−
∂φ
∂x
∣∣∣∣
x=xi−
)
,
where x = xi± denotes the one-sided derivatives at x = xi from right and left respec-
tively.
(iv). On Lpar we require (horizontal balancing)
∂φ
∂x
∣∣∣∣
x=xi+
+
∂φ
∂x
∣∣∣∣
x=xi−
= 0,
The τi’s determine the size of the catenoidal bridges we use in the construction of
the initial surfaces. 2.16.iii is motivated then from 2.5. 2.16.iv is motivated from
an appropriate modification of 2.6. To keep the presentation simple we outline the
(elementary) proof of 2.16 only in the simplest case where mpar = 2. We assume the
existence of φ as required. In this case Σ\Lpar = Ω0∪Ω1∪Ω−1, where Ω0, Ω1, and Ω−1
are connected domains, Ω0 contains the equator circle, and Ω1 is contains the North
pole (where the latitude x = π/2).
By uniqueness of solutions of the ODE we have
(2.17) φ = φ(π/2) sinx on Ω1 and φ = φ(0)ϕ on Ω0,
where ϕ is defined on Σ by requiring the following. ϕ satisfies the conditions in 2.16.i,
and also the ODE implied by (∆ + 2)ϕ = 0, with initial conditions ϕ(0) = 1 and
∂ϕ
∂x
(0) = 0. Observe that the smallest eigenvalue of ∆ + 2 on U(t) := {|x| ≤ t} ⊂ Σ
with Dirichlet boundary data, varies from very large for small t, to −2 for t = π/2. We
conclude there is a unique t = t0, for which the smallest eigenvalue vanishes. By the
uniqueness for the ODE we conclude that ϕ(t0) = 0, and ϕ(x) > 0 for x ∈ (−t0, t0).
By integrating then (∆ + 2)ϕ = 0 over U(x) and using the divergence theorem we
conclude that for x ∈ (0, t0)
(2.18)
∂ϕ
∂x
(x) = −
1
cos(x)
∫
U(x)
ϕ < 0.
Since we are assuming that φ satisfies the conditions of the lemma we have φ > 0
which by the above implies that x1 < t0. Moreover by using 2.17 and 2.18 and canceling
φ(π/2) and φ(0) we have
1
φ(x1)
(
∂φ
∂x
∣∣∣∣
x=x1+
+
∂φ
∂x
∣∣∣∣
x=x1−
)
= cot(x1)−
1
ϕ(x1) cos(x1)
∫
U(x1)
ϕ.
The right-hand side as a function of x1 ∈ (0, t0) has the following properties: It is
strictly decreasing because cot, cos, and ϕ are strictly decreasing and
∫
U(x)
ϕ is strictly
16
increasing. It tends to ∞ as x → 0+, and tends to −∞ as x → t0−. It has therefore
a unique root which is x1 by 2.16.iv. We have therefore determined x1 uniquely and φ
up to a constant factor. 2.16.iii determines then the factor uniquely. This completes
the uniqueness part of the proof. Existence follows by checking that the conditions are
satisfied once we define φ by using the expressions above.
Remark 2.19. Note that the lemma is not true in the case mpar = 1. In this case Lpar is
simply the equator circle. By uniqueness of the ODE we have then φ = φ(π/2) sinx on
the Northern hemisphere, which implies that φ = 0 on Lpar, which contradicts 2.16.iii.
To continue with the construction we have to “unbalance” φ, as usually required by
the methodology we employ. To this effect we can extend 2.16 to apply to the case
where 2.16.iii and 2.16.iv have been modified by addition in the equations of terms
controlling “unbalancing”. We obtain families of φ’s which we use then to construct
families of initial surfaces as follows.
To construct the initial surfaces we first “smooth out” φ near Lpar, to obtain a
smooth φ˜ which agrees with φ exactly except on a small neighborhood of Lpar. We
then define similarly to 2.9 a smooth, embedded, connected, and closed, surface Mζ ,
where ζ are the values of the parameters controlling unbalancing (when ζ = 0 φ is
given by 2.16), by
(2.20) Mζ = Σ1 ∪ Σ2 ∪ Σbridges,
where we have the following:
(a). Σ1 and Σ2 are the graphs of ±φ˜ over Σ \∪p∈LDp, where Dp is a geodesic disc in Σ
of radius 2d and center p, and we take d = ℓi
4mmer
when p is on a parallel of length ℓi.
(b). Σbridges = ∪p∈LBp, where each Bp is a truncated catenoid centered at p, with a
region of transition close to its boundary to ensure smooth attachment to Σ1 and Σ2.
To describe the catenoids we use Fermi coordinates around Σ and geodesic coordinates
around p in Σ.
Remark 2.21. An alternative construction of the initial surfaces would be to place
singly periodic Scherk surfaces of the appropriate scale and angle α (recall 1.5) and
fuse their wings with the graphs of ±φ. This would make this case of doubling resemble
the desingularization constructions although the main difference is that here the angle
α → 0 as the genus tends to ∞. There do not seem to be any major advantages in
this approach, and we have chosen the catenoid approach which provides uniformity
of presentation with the other doubling constructions.
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Theorem 2.22 ([15]). If mpar and mmer are as above, with mpar ≥ 2 and mmer large
enough in terms of mpar, then one of the initial surfaces Mζ described above can be
perturbed to a minimal surface Σmpar ,mmer which is smooth, embedded, connected and
closed. Moreover Σmpar ,mmer is a doubling of the equatorial two-sphere Σ in the sense
of 1.1 and tends as a varifold to Σ covered twice as mmer →∞.
Remark 2.23. With further work we hope to strengthen 2.22 to apply for any mpar ≥ 2,
mmer ≥ 3, with the product mparmmer large enough in terms of an absolute constant.
This would include then the case where L is (roughly) uniformly distributed on Σ and
the case where L concentrates on (at least three) meridians.
More doubling constructions and open questions.
The doubling of the Clifford torus with L a rectangular lattice where conditions (ii)
and (v) in 2.7 fail, and (iv) is weakened, and the doubling of the equatorial sphere
we discussed above where conditions (iii) and (iv) are substantially weakened, can
serve as prototypes of highly symmetric doubling constructions where the symmetry
is weaker than in the case of [24] and allows the difficulties we discussed to emerge.
Successfully dealing with these difficulties seems to provide a framework for dealing with
a large class of highly symmetric doubling constructions. For example such doubling
constructions seem to hold great promise in constructing self-similar solutions of the
mean curvature flow. Another test in gradually expanding the applicability of this
approach is to understand situations where conditions (iii) and (iv) in 2.7 are weakened
further. Such configurations L would arise when the symmetry group is kept the same
in the constructions for the Clifford torus or the equatorial sphere discussed above, but
more catenoidal bridges are introduced in a way that their number per fundamental
domain remains finite.
As for desingularization constructions, general constructions where no symmetry
can be imposed seem harder. Unlike in the desingularization case no such doubling
constructions are understood currently. The main difficulty seems to involve deter-
mining the configuration L (that is the positions of the bridges) so they can balance
appropriately under the horizontal forces.
3. Desingularization constructions
Highly symmetric constructions.
Recall that in a desingularization construction we assume given a minimal two-
surfaceW, in a three-dimensional Riemannian manifold N , and a curve of intersection
C, as in 1.3. It is often the case that Gsystem (defined in 1.6) is large and acts transitively
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on each component of C. One can then impose a group of symmetries G ⊂ Gsystem
which depends on the number of handles prescribed and has the following feature:
The number of handles introduced by the construction in a fundamental region of G
is finite and fixed independently of their total number or (equivalently) their size. We
refer to such constructions as “highly symmetric” constructions. As we will see later
such constructions avoid many difficulties present in general constructions with little
or no symmetry, where the number of handles per fundamental region of G tends to∞
as the size of the handles tends to 0.
An early highly symmetric construction was carried out by M. Traizet [47]. In this
construction many of the usual difficulties present in a highly symmetric construction
are avoided since the system being desingularized is a union of intersecting planes. The
Scherk surfaces used decay to their asymptotic planes.
A typical highly symmetric construction was carried out independently by the author
[22]. In this construction the system of minimal surfaces being desingularized is a
finite collection of coaxial catenoids and planes intersecting along round circles. The
initial surfaces have to be constructed carefully so that the mean curvature decays
exponentially away from the circles of intersection. Another important feature of this
construction is that the surfaces being desingularized are complete but not compact.
Apart from this, this construction has many similarities with the special case of 3.1
where Gsystem acts transitively on each component of C. In this paper we do not discuss
the construction of [22] further. We refer the reader instead to the original paper [22],
and for a more general discussion to [23].
Finally we remark that as mentioned in the introduction interesting highly symmetric
desingularization constructions have been attempted for self-similar solutions of the
mean curvature flow [35–38].
A general theorem for constructions with little or no symmetry.
In the second part of this paper we outline the proof of the following theorem which
we announced in detail in [23, Theorem F]. For a general discussion and comparison
with other gluing constructions we also refer to [23].
Theorem 3.1 ([13]). We assume given a minimal two-surface W, in a three-dimensi-
onal Riemannian manifold N , and a curve of intersection C. We make the following
convenient assumptions:
(a). W is compact, perhaps with boundary. C is then compact also.
(b). There are no points of triple intersection.
(c). C is a curve of transverse intersection. (This with (b) implies that C is smooth.)
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(d). C does not intersect the boundary ofW and therefore by (b) and (c) it is a disjoint
union of smooth circles.
If we prescribe then large enough numbers of handles in desingularizing each com-
ponent of C, families of initial surfaces can be constructed so that one of the initial
surfaces can be perturbed to be a desingularization of W along C in the sense of 1.3,
provided that the following non-degeneracy assumptions hold:
(i). The kernel for the linearized operator L = ∆+|A|2+Ric(ν, ν) onW, with Dirichlet
conditions on ∂W, is trivial (unbalancing condition).
(ii). The kernel for the linearized operator L on Ŵ (recall 1.3.i), with Dirichlet condi-
tions on ∂Ŵ , is trivial (flexibility condition).
The desingularizations moreover tend as varifolds to W as the number of handles
desingularizing each component tends to ∞.
Note that conditions (a-d) above provide the simplest setting for a general desingu-
larization theorem. In the simplest version of the theorem which we discuss later we
take the phrase “large enough numbers of handles in desingularizing each component
of C” to mean that for some given large constant c 0 there is a large m0, depending only
on the given system of minimal surfaces and c 0, such that the construction works if for
each component Cj of C, the number of handles used is mj/2, where each mj > m0 and
each ratio mj/mj′ is bounded by c 0 (see 6.5 also). Note also that the mj have to be
either integers or half-integers depending on the topology. In the simplest case when
there are two one-sided distinct components ofW, intersecting through the component
of C in consideration, which is one-sided inside them, clearly mj has to be integer.
Condition (ii) is called the “flexibility condition” because it ensures that a small
perturbation of C provides boundary data for perturbing Ŵ so that it remains minimal,
while C, instead of (locally) belonging to two smooth surfaces intersecting through it,
becomes (locally) the boundary of four minimal surfaces which in general meet at
various angles. Condition (i) ensures that one can prescribe small angles between the
opposing minimal surfaces, smoothly varying along C, and then realize these angles
by appropriately perturbing C as before. Since these angles determine the resultant
transverse force (or rather the transverse force density along C) exerted by Ŵ to C, the
name “unbalancing condition” is justified in analogy with other gluing constructions
(see [23] for a detailed discussion).
Note that we have phrased the theorem in the case that we require the constructed
minimal surface to have the same boundary as the given one, and this is why we impose
Dirichlet conditions on ∂W in (i) and (ii). We could require some other boundary
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conditions as well, and then (i) and (ii) would be appropriately modified. We also
remark that if a symmetry group G is imposed on the construction, then conditions
(i-ii) should be interpreted to apply only to functions invariant under the action of
G. This is often equivalent to restricting to functions invariant under the action of
Gsystem which is a larger group and independent of the number of handles used in the
desingularization. An example where the construction fails because these conditions
fail, as we discuss in Section 4, is provided by two equatorial two-spheres intersecting
non-orthogonally in the unit three-sphere.
Open questions and further constructions.
We briefly comment now on possible extensions of 3.1. Such extensions are related
to the possible weakening of conditions (a-d): Condition (a) can be removed on a case-
by-case basis and actually already in [22] does not apply. Having non-compact C, as in
the case of two intersecting catenoids whose axes are parallel and their waists coplanar
but not intersecting, requires a careful understanding of the behavior when the angle of
the Scherk surfaces degenerates to 0, and seems possible with further work. Removing
condition (d) seems possible with further work and seems necessary for applications to
the embedded case of the Calabi-Yau problem for minimal surfaces.
Removing condition (c) also involves the degeneration of the angle to 0 and seems
possible with further work. There are interesting applications of constructions where
(c) does not apply, as for example in desingularizing the intersection of a Clifford torus
and an equatorial two-sphere in the round three-sphere. Finally removing condition
(b) seems the hardest, at least in the case when there is a triple intersection on a single
component of C. (Otherwise one can attempt to desingularize on the components of
C successively). This seems to require a new model for the handles used. For such a
model one would try to find and carefully study minimal surfaces desingularizing three
intersecting planes and asymptotic to singly periodic Scherk surfaces close to the lines
of intersection at ∞.
4. Minimal surfaces in the round three-sphere
Constructions of closed embedded minimal surfaces in S3(1).
We discuss now known and potential constructions of closed embedded minimal
surfaces in S3(1). The simplest such construction would involve desingularizing two
equatorial two-spheres intersecting along a great circle. The angle between the two
spheres is the only free parameter of this system. Unfortunately both conditions (i-ii)
in 3.1 fail: (i) is violated by the first harmonics on each of the intersecting spheres;
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(ii) is violated by the first harmonic vanishing on the boundary on each of the four
hemispheres constituting Ŵ . This could be corrected by imposing enough symmetry.
However when the equatorial spheres are not orthogonal, the first harmonics vanishing
on the intersection circle survive all symmetry and still violate conditions (i-ii).
When the equatorial spheres intersect orthogonally, Gsystem is much larger because
it includes the reflections through great circles contained on the two-spheres and or-
thogonal to the intersection circle. A group of symmetries G can be imposed then on
the construction which includes some of these reflections. These reflections correspond
to the extra symmetries the Scherk surfaces possess when their asymptotic half-planes
are orthogonal, and which are reflections through straight lines (see 5.13.i). The first
harmonics which previously obstructed conditions (i-ii), are no longer allowed as a re-
sult of these extra symmetries; therefore Theorem 3.1 applies to our system when the
two equatorial spheres intersect orthogonally. In applying 3.1 we are using only a very
special (and much easier) case of the general theorem. This follows as we not only have
a highly symmetric construction (see section 3), but also we have so much symmetry
that the extended kernel is trivial. In fact many of the difficulties of even the highly
symmetric case become irrelevant.
The surfaces obtained have the same symmetries, and one expects that they are
exactly the same, as the Lawson surfaces ξm,k [29] for m large and k = 1. A similar
gluing construction should produce surfaces with the same symmetries, and one expects
identical, to the Lawson surfaces ξm,k for m large and k > 1. Such a construction
would be considered a desingularization of k+1 spheres symmetrically arranged around
a common great circle. The Karcher-Scherk towers [26] which desingularize k + 1
planes that are symmetrically arranged around a common line of intersection provide
an appropriate model to be used instead of the Scherk surfaces.
By incorporating Clifford tori and rotationally invariant Delaunay-like surfaces one
can propose various new desingularization constructions. Most of them are highly
symmetric, but there are also some which are much more demanding, as for example
the desingularization of a Clifford torus intersecting a great two-sphere, where the in-
tersection curve contains points where the torus and the sphere are tangent to each
other. We intend to study these constructions elsewhere. Desingularizations of inter-
secting Clifford tori can be constructed also by the original approach of Lawson (work
in progress of Choe and Soret [1]).
We have already discussed in Section 2 doubling constructions for the equatorial
two-sphere and the Clifford torus. We discuss now a “second generation” construction
where doublings of Clifford tori are combined and desingularized to produce new closed
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embedded minimal surfaces. We start by assuming given a finite sequence of natural
numbers k1 < ... < kr, where k1 = 1, and if i < j then kj is a multiple of ki. We
assume then m is large enough and we consider the square lattices
L1 ⊂ L2 ⊂ ... ⊂ Lr
where Li is an mi×mi lattice, where mi := kim. Since m is large enough, 2.11 applies,
and we obtain doublings Ti of configuration Li (i = 1, ..., r).
We take W to be the collection of the Ti’s, and we may or may not include also
the Clifford torus Σ itself. We take C to consist of the intersection points. By 2.10
the ratios of the sizes of the catenoidal bridges are either very small or very large.
It is easy to check then that C is the disjoint union of smooth circles of transverse
intersection. We want to desingularize then W along C, where we impose as symmetry
group G for the desingularization the group of isometries of L1 which is also the group
of symmetries for the construction of the doubling T1, but strictly smaller than the
group of symmetries for Ti when i > 1.
Theorem 4.1 ([14]). If m is large enough depending on the sequence {ki}ri=1, then W
constructed as above can be desingularized along C with imposed group of symmetries
G as in Theorem 3.1, because all conditions (a-d) and (i-ii) apply. We obtain then a
family of closed embedded minimal connected surfaces parametrized by the number of
handles used in desingularizing each component of C subject to the action of G.
Note that the picture in this theorem is similar to some extent to the one for the
desingularization theorem in [22]: In the vicinity of a point p ∈ Li we have approx-
imately coaxial catenoidal bridges and (if Σ is included in W) an approximate plane
through the waist. The rotational symmetry is only approximate however, and com-
pletely fails further away from p. Actually one can check that in general there are
components of C which have trivial stabilizer in G. The full force of 3.1 is therefore
needed.
To prove Theorem 4.1 we have to check conditions (a-d) and (i-ii) apply. (d) is
automatic because there is no boundary, and (a-c) follow easily because the geometry
of the Ti’s is well controlled and the ratios of the sizes of the catenoidal bridges are
extreme. Proving conditions (i-ii) is harder and requires the use of the “geometric
principle”. Condition (i) actually amounts to non-existence of zero eigenvalues for the
linearized operator L on a doubling of the Clifford torus constructed as in Theorem
2.11 not only when we restrict to functions invariant under the action of the symmetry
group Gdoubling which was imposed on the construction, but also when we restrict to
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functions invariant under the strictly smaller symmetry group G′doubling of a strictly
smaller square sublattice of the lattice used in the doubling construction. This is
because in the desingularization construction we only impose the group G which is the
symmetry group of the lattice L1, while on the doubling construction for Σi we impose
the larger symmetry group of the larger lattice Li.
To facilitate the discussion we assume that T is the doubling of the Clifford torus as
in 2.11 with configuration an m′×m′ square lattice and we consider functions invariant
under the symmetries of a smallerm×m square sublattice. The fundamental domain by
the rotational symmetries has now (m′)2/m2 catenoidal bridges. By conformality the
kernel under the new symmetries is nontrivial if and only if the kernel for Lh (defined
as in 2.13) is. Since many of the catenoidal bridges remain free by the symmetries to
“slide” to new positions the approximate kernel has some finite dimension which is a
function of m′/m. We apply now the “geometric principle”: By imposing appropriate
“slidings” or “relocations” on the standard regions, and transiting to solutions to the
linearized equation on the transition regions, with the corresponding Dirichlet data
on their boundaries, we can obtain functions on the surface which can be analyzed to
demonstrate by integrating by parts that the small eigenvalues never vanish.
To establish that condition (ii) also holds, consider the domains into which W is
subdivided by C. Because of the extreme (either very small or very large) ratios of
the sizes of the catenoidal bridges, these domains are either very narrow, or are large
enough to be analyzed in a similar way as the surfaces were to establish condition (i).
In either case we avoid zero eigenvalues and the result can be proven.
Can the Lawson surfaces flap their wings and other open questions.
A general question asks for the classification of all closed minimal surfaces in S3(1)
whose area is less than 4πC, where C is some given constant. Even if C is a small
integer, this is a very hard question since it includes the following two questions: The
Lawson conjecture that the Clifford torus is the only embedded minimal torus and the
question (recommended to the author by Mark Haskins) whether the Clifford torus has
the smallest area among closed embedded minimal surfaces with the exception of the
equatorial two-sphere. We do not discuss these questions further but indicatively we
mention [41, 42, 48].
The only closed minimal surfaces in S3(1) known to the author, besides the equatorial
sphere, the Clifford torus, and surfaces constructed by gluing methods, are the Lawson
surfaces (ξm,k in the notation of [29]), and the surfaces constructed in [25]. As we have
discussed already these surfaces can be considered as desingularizations or doublings,
24
and so are the surfaces discussed so far by gluing methods. So it would be of some
interest to answer the following, where by “non-elementary” we mean not the equatorial
sphere or the Clifford torus.
Question 4.2. Find a non-elementary connected closed minimal surface in S3(1) which
is not a doubling or a desingularization.
Another question which seems important is to determine to what extent the Lawson
surfaces are unique, or more precisely characterized by some simple properties they
possess. We formulate such a question in 4.3 below for the case k = 1 in the notation
of [29]. We first give the following definitions: We define the δ-neighborhood Xδ of a
set X ⊂ S3(1) to be the set of points whose distance from X is ≤ δ. We also define a
δ-wing to be a minimal disc in S3(1) which can be considered as the graph of a function
f over a domain of an equatorial two-sphere, and where ‖f : C0‖ ≤ δ.
Question 4.3. Is there a δ > 0 such that the following holds? If a closed embedded
minimal surface M in S3(1) has the property that there is a great circle C, such that
M \ Cδ consists of four δ-wings, then M is one of the Lawson surfaces ξm,k with k = 1.
This question seems related to uniqueness questions for singly periodic Scherk sur-
faces in which there has been some recent progress [33]. An affirmative answer to
Question 4.3 would imply in particular that high-genus Lawson surfaces cannot “flap”
their wings. It would also imply that two intersecting non-orthogonal equatorial spheres
cannot be the varifold limit of a sequence of desingularizations. Similarly an equato-
rial sphere covered twice cannot be the limit of a sequence of doublings where all the
catenoidal bridges concentrate close to an equatorial circle.
The following heuristic argument provides evidence for the last two statements, and
hence for an affirmative answer to 4.3 as well. We concentrate on the case of the
intersecting spheres since the argument in the other case is similar. Let C be the circle
of intersection of the two spheres and M a desingularization close to the limit. It is
reasonable to assume that for some small δ, M ∩ Cδ is approximated very closely by a
Scherk surface bent along C and scaled to a size τ much smaller than δ. This motivates
us to assume also that M \ Ccτ , where c is a large constant but such that cτ is much
smaller than δ, consists of four discs each of which can be described as a graph over
domains of the given hemispheres. More precisely one of these discs is a graph of a
function f over a rotationally invariant domain Ω, such that ∂Ω is a parallel circle to
C. Because of the smallness of f we can assume that it approximately satisfies the
25
linearized equation
∆f + 2f = 0,
and moreover that f − f is much smaller than f and decays fast away from ∂Ω, where
f is defined by
f
∣∣
C′ = avgC′
f
on each circle C′ parallel to C.
We have then that f also satisfies the linearized equation above, which now amounts
to an ODE. By uniqueness of ODE solutions f is a multiple of the first harmonic on
the sphere containing Ω and vanishing on C. This implies that |∇f | is close to |f |/δ on
Ω∩∂Cδ. We have assumed however that in Cδ the surface approximates closely a Scherk
surface and therefore by 5.13.ii on Ω∩∂Cδ f is close to bατ and by the exponential decay
|∇f | is of order e−δ/τ . By assuming also that τ is small enough in terms of bα, which
we expect for the surfaces in the sequence that are close enough to the intersecting
spheres, we conclude that unless bα vanishes, |∇f | is much smaller than |f | on Ω∩∂Cδ .
This contradicts the previous conclusion that |∇f | is close to |f |/δ on Ω ∩ ∂Cδ . Thus
bα = 0, which amounts to the spheres being orthogonal.
Morally the argument above depends upon the following. In Euclidean space we have
a two-parameter family of planes parallel to the axis of the Scherk, and the asymptotic
half-planes of the Scherk surfaces do not contain the axis when they are not orthogonal.
In the three-sphere once we determine the circle of intersection C, we have only a one-
parameter family of spheres “parallel” to C. These spheres always contain C. This
creates an incompatibility unless the limit spheres are orthogonal.
Assuming now that the answer to Question 4.3 is affirmative, there are two different
directions we can extend the question. First, we can ask if we start increasing δ for
what value and how the statement will fail. Second, we can extend the question by
considering the case whereM \Cδ consists of d discs instead of four. In 4.4 we formulate
one of the stronger such questions that is possible to ask. (Note that the assumptions
on the components of M \ Cδ are weaker than in 4.3.) If the answer to 4.4 or a
modification of it is positive, one could ask furthermore how the “best” δ depends on
d. In less formal language 4.4 asks whether the Lawson surfaces are characterized by
the fact that their topology concentrates near a great circle:
Question 4.4. Is there a δ > 0 such that the following holds? If a closed embedded
minimal surface M in S3(1) has the property that there is a great circle C, such that
M \ Cδ is the union of minimal discs, then M is one of the Lawson surfaces ξm,k
described in [29].
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Similar questions to the above can be asked for the desingularizations of intersecting
Clifford tori.
5. The building blocks for the desingularization construction
The given system of minimal surfaces.
As we discussed earlier we assume given minimal surfaces intersecting transversely
along a simple closed curve along which we intend to desingularize. We describe this
now in a precise and systematic way. We can think of the intersecting minimal surfaces
as the components of a single minimal surface. More precisely we assume that W is
an abstract surface which is immersed into a Riemannian manifold N by a minimal
immersion X :W → N . W may or may not have boundary, and we denote the metric
of the Riemannian manifold by g. C is a smooth closed curve embedded in the interior
of W, and the restriction of X to C is a double covering of a curve C in N . C is the
curve of intersection to be desingularized.
Convention 5.1. To simplify the presentation we will treat C as an embedded curve
in N . Obvious modifications however would allow an immersed C.
Locally we can view C as the boundary of four minimal pieces (described by X),
which can be perturbed independently so that they have new boundaries. To describe
this precisely we need to define a new compact abstract surface with boundary Ŵ,
which is obtained from W by “cutting” along C. We denote by Q : Ŵ → W the
smooth map which is the “natural projection” of Ŵ to W:
Definition 5.2. Ŵ and Q : Ŵ → W are characterized by the following:
(i). Ĉ := Q−1(C) ⊂ ∂Ŵ.
(ii). Q|Ŵ\Ĉ is a diffeomorphism onto W \ C.
(iii). The restriction of Q to Ĉ, Q|Ĉ, gives a two-to-one covering of C by Ĉ.
(iv). Q is a quotient map.
We also define X̂ :=X ◦Q : Ŵ → N .
Note that ∂Ŵ is the disjoint union of Ĉ and Q−1(∂W). Note also that X̂ is a
minimal immersion. X̂ restricted to Ĉ provides a four-to-one covering of C. At each
point p ∈ C then, X̂ provides four (unit inward) conormals, one at each of the four
points of Ĉ mapping to p. We denote the corresponding vectors in TpN by
(5.3) ~e1(p), ~e−1(p) := −~e1(p), ~e2(p), ~e−2(p) := −~e2(p),
and we call them the conormal vectors to C at p. Note that the choice (among the
four vectors) of ~e1 is arbitrary, and then the choice (among the remaining two vectors)
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of ~e2 is arbitrary. We remark that later we will perturb X̂ so that the four conormal
vectors are not opposite in pairs anymore.
Since C is a closed curve, we have
(5.4) C =
k⋃
j=1
Cj ,
where k is the (finite) number of connected components, and each Cj a smooth circle.
We will need precise notation to deal with tubular neighborhoods of these circles, and
the conormals of the minimal pieces meeting along them. For each of these circles Cj
we define in 5.6 below a smooth map Aj : R
3 → NCj, where NCj is the normal bundle
of Cj, and compatible unit-speed parametrizations αj : R→ Cj and α̂j,i : R→ Ĉ. It is
useful to fix some helpful notation first:
Notation 5.5. We use R1 to denote the identity map on R
2, and R2, R−1, and R−2
the reflections in R2 with respect to the x1-axis, the origin, and the x2-axis respectively.
We also let each Ri act on R
3 by Ri(x1, x2, x3) = (Ri(x1, x2), x3).
Definition 5.6. Aj : R
3 → NCj, αj : R → Cj, and α̂j,i : R → Ĉ, (i = ±1,±2) are
defined to be smooth maps characterized by the following:
(i). Aj is a bundle isometry if we consider R
3 as a trivial bundle over the x3-axis
equipped with the standard Euclidean metric.
(ii). The restriction of Aj to the x3-axis is a unit-speed covering of Cj which we denote
by αj : R→ C ⊂ N . We denote by ℓj the length of Cj and we have then
(5.7) αj(x+ ℓj) ≡ αj(x).
(iii). In the fiber above each point (0, 0, x) there are four vectors (recall 5.5),
Ri(cosαj(x), sinαj(x), x) (i = ±1,±2),
which map by Aj to the four unit conormal vectors at αj(x). Note that the angle of
intersection at αj(x) is then 2αj(x) or π − 2αj(x).
(iv). For x ∈ R and i = ±1,±2 we have that
X̂∗ ◦ ~ηj,i(x) = Aj(Ri(cosαj(x), sinαj(x), x)), where ~ηj,i(x) := ~η|α̂j,i(x) ,
where ~η|p ∈ TpŴ denotes the inward unit normal to Ĉ at some p ∈ Ĉ.
(v). The above characterize Aj up to arbitrary choices of the following which we assume
from now on: First, an arbitrary point on Cj to serve as αj(0). Second, a choice of
the orientation of Cj induced by αj. Third, a choice of α̂j,1(0) among the four possible
points, and then a choice of α̂j,2(0) among the remaining two.
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Note that because we assume the intersection to be transverse we have αj ∈ (0, π/2).
By compactness this implies that
(5.8) αj ∈ (20δ0,
π
2
− 20δ0)
for some δ0 > 0 which depends on the given system of minimal surfaces. Note also
that Aj satisfies
(5.9) Aj(x1, x2, x+ ℓj) ≡ Aj(Pj(x1, x2), x),
where Pj is a Euclidean motion (or the identity map) on the x1x2-plane which fixes
the union of the coordinate axes. An example where Pj is not the identity is provided
by a minimal Moebius band in Euclidean three-space with a circle of self-intersection.
The singly periodic Scherk surfaces.
We discuss now the singly periodic Scherk surfaces (recall 1.5), which we use as
ingredients in our construction. Because αS degenerates as α → 0, π/2, and we need
uniform bounds on the geometry of the αS’s, we restrict α away from 0 and π/2: We
assume from now on that in accordance with 5.8
(5.10) α ∈ [10δ0,
π
2
− 10δ0].
Before we discuss further the Scherk surfaces, we adopt some helpful notation:
Definition 5.11. We define ~ei,α and ~e
⊥
i,α for i = ±1,±2 and α as in 5.10 by (recall
5.5)
~e1,α := (cosα, sinα, 0), ~e
⊥
1,α := (− sinα, cosα, 0), ~ei,α := Ri(~e1,α), ~e
⊥
i,α := Ri(~e
⊥
1,α).
Definition 5.12. We define GS to be the group of Euclidean motions in R3 generated
by the reflections with respect to the coordinate planes and the plane {x3 = π}.
In the next proposition we enumerate the properties of the Scherk surfaces which
are relevant to our constructions. Note that these surfaces can be decomposed into
a “core”, which is within a finite distance from the x3-axis, and four “wings” which
are asymptotic to four half-planes symmetrically arranged around the x3-axis. The
wings depend up to Euclidean motion only on the parameter α of the Scherk surface
in consideration.
Proposition 5.13. αS is a singly periodic embedded complete minimal surface which
depends smoothly on α and has the following properties:
(i). αS is invariant under the action of GS . S := π/4S has a larger symmetry group
containing also the reflections with respect to the lines {x1 = ±x2, x3 = π/2}.
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(ii). If we exclude a neighborhood of the x3-axis the rest of αS has four components
we call the “wings” of αS. Each wing can be described as a graph b˜i,α(R2+) over an
asymptotic half-plane bi,α(R
2
+), where R
2
+ := {(x, s) : s ≥ 0}, i = ±1,±2, and bi,α, b˜i,α :
R2+ → R
3 are defined by
b˜i,α(x, s) = bi,α(x, s) + fα(x, s)~e
⊥
i,α, bi,α(x, s) = (0, 0, x) + (s0 + s)~e1,α + bα~e
⊥
i,α,
where bα := sin 2α log(cotα), s0 > 0 is a constant which depends only on δ0 and a
given ε ∈ (0, 10−3), and fα : R
2
+ → [−ε, ε] is a smooth function which depends only on
α. Moreover fα, bi,α, and b˜i,α, depend smoothly on α as in 5.10, and (iii)-(vi) below
are satisfied.
(iii). fα is periodic in the sense that fα(x, s) ≡ fα(x+ 2π, s).
(iv). αS \ ∪4i=1b˜i,α(R
2
+), which we call the core of αS, is connected and lies within
distance 2s0 from the x3-axis.
(v). ‖fα : C
k(R2+, e
−s)‖ ≤ C(k) ε and ‖dfα/dα : C
k(R2+, e
−s)‖ ≤ C(k) ε.
(vi). |bα| + |dbα/dα| < εs0. (Notice that the right hand side is not small because s0 is
large.)
It is important to understand the Gauss map ν : αS → S
2 and the geometry of the
pullback metric h := ν∗gS2. We can decompose αS into a sequence of regions
Sn = αS ∩ {x3 ∈ [nπ, (n+ 1)π]}
which are permuted transitively by the symmetry group GS of αS. It is enough then
to study one of them as in the next proposition. It follows that (αS, h) is an isometric
cover of S2 \ {(~e⊥i,α} with covering map the Gauss map ν. Each Sn can be identified by
ν with a closed hemisphere with four points on its boundary circle removed. Because
of this we call the Sn’s the hemispherical regions of αS.
Each ∂Sn under this identification is the disjoint union of four open arcs. Sn connects
to the adjacent hemispheres Sn+1 and Sn−1 through these arcs so that Sn∩Sn+1 consists
of two opposing arcs and Sn ∩ Sn−1 consists of the other two. Each of the four points
removed corresponds to the∞ of one of the four wings. Each wing of αS is the preimage
under the Gauss map ν of a neighborhood in S2 of such a point.
Proposition 5.14. The Gauss map ν of αS has the following properties:
(i). ν restricted to S0 = αS ∩ {x3 ∈ [0, π]} is a diffeomorphism onto the closed hemi-
sphere with four boundary points removed S2 ∩ {x3 ≥ 0} \ {~e⊥i,α}.
(ii). Let Ei (i = 1, ..., 4) be the arcs into which the equator S
2∩{x3 = 0} is decomposed
by removing the points {~e⊥i,α}, numbered counterclockwise so that (1, 0, 0) ∈ E1. We
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have then
ν(αS ∩ {x3 = 0}) = E1 ∪ E3, ν(αS ∩ {x3 = π}) = E2 ∪ E4.
(iii). αS has no umbilics and ν
∗gS2 = 12 |A|
2g.
In order to describe the constructions later we need appropriate parametrizations of
the Scherk surfaces which we describe in the next definition. Note that by condition
(iii) below, the new parametrizations Zα are consistent with the parametrizations of
the wings b˜i,α defined in 5.13.
Definition 5.15. We fix smooth embeddings Zα : S → R3 (S := π/4S and α is as in
5.10) satisfying the following:
(i). Zα depends smoothly on α and Zα(S) = αS.
(ii). Zα is equivariant under the action of GS .
(iii). Zα ◦ b˜i,π/4 = b˜i,α.
(iv). There is a δ1 > 0, which depends only on δ0, such that if p ∈ S and |x3(p)−nπ| <
δ1 for some n ∈ Z, then x3 ◦ Zα(p) = x3(p).
Dislocations of the Scherk surfaces.
In the construction of our initial surfaces we need to allow for certain dislocations
as required by the general methodology. These dislocations force perturbations of the
Scherk surfaces which introduce mean curvature in accordance with the “geometric
principle”. The modifications of the Scherk surfaces are controlled by seven parameters
as follows: σ ∈ R controls the rate of change of scale which is related to the creation
of “longitudinal kernel”, that is the kernel induced by translations in the direction of
the x3-axis. ϑ := (ϑ1, ϑ2) ∈ R2 controls dislocations where opposing wings are rotated
relative to each other in order to create “transverse kernel”, that is kernel induced by
translations perpendicular to the x3-axis. Finally ϕ := (ϕi)i=±1,±2 ∈ R4 introduces
relative rotations between each wing and the core. This corresponds to the creation of
extended substitute kernel required for arranging the decay of solutions to the linearized
equation along the wings.
Since σ relates to the rate of change of scale, we postpone discussing it until the
next section, where we study modifications of the Scherk surfaces where the controlling
parameters vary along the surface. In this subsection then we will only study how to
modify the embedding Zα of αS to an embedding Zα,ϑ,ϕ for the modified surface. We
assume that α is as in 5.10, and ϑ and ϕ satisfy
(5.16) |ϑ| ≤ δ0, |ϕ| ≤ δ0.
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Definition 5.17. We fix a family of diffeomorphisms Dϑ : R
2 → R2 which have the
following properties:
(i). Dϑ depends smoothly on ϑ.
(ii). For ϑ = (0, 0) Dϑ is the identity.
(iii). Dϑ restricted to a neighborhood of the coordinate lines is the identity.
(iv). On the region Ri{(r cosφ, r sin φ) : r > 5, φ ∈ [π + 5δ0,
3π
2
− 5 δ0]} (recall 5.5),
Dϑ acts as a rotation around the origin by an angle ϑ1/2 if i = 1, −ϑ1/2 if i = −1,
ϑ2/2 if i = 2, and −ϑ2/2 if i = −2.
(v). R−1 ◦Dϑ = D−ϑ.
We extend the action of Dϑ to R
3 by requiring that it leaves the x3 coordinate
unchanged. Dϑ(αS) is then a modification of αS where opposing wings are rotated in
a symmetric way to create relative angles ϑ1 and ϑ2 respectively. More precisely we
have
(5.18) Dϑ ◦ Zα ◦ b˜i,π/4 = Ri ◦ b˜i,α,
where Ri is a rotation by an angle ±ϑ|i|/2.
Definition 5.19. We define now Zα,ϑ,ϕ : S → R3 by requiring the following:
(i). On the core of S we have Zα,ϑ,ϕ = Dϑ ◦ Zα (recall 5.13.iv).
(ii). On {s ≥ 1} ⊂ R2+ we have (recall 5.15.iii) Zα,ϑ,ϕ ◦ b˜i,π/4 = R
′
i ◦ Ri ◦ b˜i,α, where R
′
i
is the rotation around the line Ri ◦ bi,α({s = 0}) by an angle ϕi.
(iii). It remains to match (i) where R′i is not applied, to (ii) where it is. To define
Zα,ϑ,ϕ on b˜i,π/4(R× [0, 1]) we require that for s ∈ [0, 1] we have
Zα,ϑ,ϕ ◦ b˜i,π/4(x, s) =
(1− ψ[0, 1](s) )Dϑ ◦ Zα ◦ b˜i,π/4(x, s) + ψ[0, 1](s)R
′
i ◦ Ri ◦ b˜i,α(x, s).
Note that in 5.19.iii we have a smooth transition from the core which has not been
rotated by R′i, to the wing which has been. We need to introduce one last modification
by simply rotating around the x3-axis: We define
(5.20) Zα,ϑ,ϕ,φ := R
′′ ◦ Zα,ϑ,ϕ,
where R′′ is the rotation around the x3-axis by a given angle φ ∈ [−δ0, δ0].
For future reference it is more convenient to replace the parameters of Zα,ϑ,ϕ,φ with
the asymptotics of the surface and the ϕi’s as follows. Let R
′′′
i denote the rotation in
R2 around the origin by an angle φ + ϕi. The unit vector ~e
′
i,α,ϑ,ϕ,φ := R
′′′
i ◦ Ri(~ei,α) is
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parallel to the asymptotic half plane of the i-th wing of the modified Scherk surface.
We call the collection of these unit vectors and the angles ϕi the extended tetrad
(5.21) T := {~e ′i,α,ϑ,ϕ,φ, ϕi}i=±1,±2
associated to Zα,ϑ,ϕ,φ. It is easy to check that conversely given T = {~e ′′i , ϕi}i=±1,±2
with the angles between ~e ′′i and ~e
′′
−i, and the ϕi’s, in the interval [−δ0/3, δ0/3], there
are unique α, ϑ, ϕ, φ, such that T satisfies 5.21. We adopt then the notation
(5.22) ZT := Zα,ϑ,ϕ,φ.
6. An initial surface for the desingularization construction
The construction of the Scherk cores.
The initial surfaces in the construction for Theorem 3.1 form a family parametrized
by parameters ξ where ξ is an appropriately small element of a finite dimensional
vector space of high dimension. In this section we outline the construction of the
“central” initial surface, that is the initial surface with all the parameters ξ vanishing.
The construction of the Scherk cores is based on matching the cores of the Scherk
surfaces to the geometry of the given minimal surfaces at the vicinity of C by varying
their parameter α along the curve and appropriately scaling, bending, and twisting
them. We start by discussing the construction of the Scherk cores desingularizing C.
We describe this by taking a neighborhood of a Scherk core in the initial surface to be
Z˜j(Score), where
(6.1) Score := π/4S \ ∪
4
i=1b˜i,π/4(R× [1/10,∞)),
and Z˜j : Score → N is defined by
(6.2) Z˜j := Ej ◦Zj, where Ej := exp ◦Aj ◦Cj ,
where exp is the exponential map ofN ,Aj was defined in 5.6, Cj : R3 → R3 is a bundle
isomorphism (recall 5.6.i) used to adjust the scale, and Zj : S → R3’s construction is
based on the embeddings of the Scherk surfaces discussed in the previous section. The
simplest choices are given by
Cj(x1, x2, x3) := ρj(x1, x2, x3), Zj(p) := Zαj(ρjx3(p))(p),
where ρj is a constant, p is an arbitrary point of S, and x3(p) is the x3-coordinate of
p ∈ S ⊂ R3.
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Note that we cannot avoid varying the α parameter along S since the core has
to match reasonably well the given minimal surfaces which have a varying angle of
intersection along Cj. Note also that by 5.7 we need that
(6.3) Z˜j(S ∩ {x3 = x}) = Z˜j(S ∩ {x3 = x+ ρ
−1
j ℓj}).
This implies in particular that
(6.4) ρj =
ℓj
mjπ
,
wheremj is a large integer which prescribes the number of hemispherical regions (equiv-
alently half-handles) that we use to desingularize Cj. mj is restricted by the topology
of the intersection to be even or odd but otherwise can be prescribed arbitrarily.
Convention 6.5. We assume from now on that each mj has been chosen, and it is
as large as needed for the construction to work. To simplify technical aspects of the
construction we also assume given a constant c 0 > 0, and that all the ratios mj/mj′
are bounded by c 0.
Before we proceed we augment the definitions in 5.6 by defining smooth maps ~νj,i :
R→ TN as follows (recall 5.11).
(6.6) ~νj,i(x) := Aj((0, 0, x) + ~e
⊥
i,αj(x)
) ∈ Tαj(x)N
The construction of the supports of the wings.
We intend to construct the initial surface minus the Scherk cores as a graph over
an appropriate perturbation of X̂(Ŵ). The strategy is to first perturb X̂
∣∣∣
Ĉ
, and then
use this as boundary data to perturb X̂(Ŵ). X̂0 : Ŵ → N will be an appropriate
parametrization of the perturbed X̂(Ŵ) which is defined as follows. We first define
X̂0 on Ĉ by requiring (compare with 6.2 and recall 5.6 and 5.13.ii)
(6.7) X̂0 ◦ α̂j,i(x) = Ej
(
bi,αj(x)(t
−1
j (x), 0)
)
, where tj(x) := ρj x.
Given x ∈ R, we can determine uniquely a point βˇj,i(x) ∈ W in the vicinity of
Q ◦ α̂j,i(x), and a (small) vector χ|βˇj,i(x) ∈ TX◦βˇj,i(x)N orthogonal to X(W), such
that
(6.8) X̂0 ◦ α̂j,i(x) = expX◦βˇj,i(x)(χ|βˇj,i(x)).
Note that we have defined a curve βˇj,i : R → W, and a section χ of the pull-back by
X ◦ βˇj,i of the normal bundle of X(W), such that the graph of χ provides the point
X̂0 ◦ α̂j,i(x) above the point X ◦ βˇj,i(x).
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We define now W0 to be the complement of a thin neighborhood of C in W such
that
(6.9) ∂W0 = ∂W ∪
(
∪j,i βˇj,i(R)
)
.
We can consider then χ as a normal section on ∂W0 \ ∂W. We extend it to vanish on
∂W (Dirichlet boundary conditions). Assuming χ appropriately small, we can solve
the linearized Dirichlet problem and then correct for the nonlinear terms, so that we
obtain an extension of χ as a normal section toW0, uniquely defined by the requirement
that the graph of χ over X(W0) is minimal. This is of course possible because of the
smallness of the perturbations and the flexibility condition 3.1.ii. X̂0 is already defined
on Ĉ by 6.7. We define X̂0 := X̂ on ∂W. We extend it then on the whole of Ŵ so that
it is a small perturbation of X̂, and provides a parametrization of the minimal graph
of χ over X(W0). (Its precise definition is not needed so we do not provide one).
Definition 6.10. We define smooth maps β̂j,i : R× [0, 5δ1]→ Ŵ, βj,i : R× [0, 5δ1]→
X̂0(Ŵ) ⊂ N , and ~µj,i : R × [0, 5δ1] → TN , for some small δ1 to be determined
independently of the mj’s, by requiring the following. β̂j,i(x, .) : [0, 5δ1] → Ŵ for any
fixed x is a unit speed geodesic with respect to the metric induced by X̂0 : Ŵ → N on
Ŵ with initial conditions (recall 6.7)
β̂j,i(x, 0) = α̂j,i(x) ∈ Ĉ,
and corresponding initial velocity equal to the inward unit conormal in the same metric.
βj,i := X̂0 ◦ β̂j,i, and ~µj,i(x, s) is the unit normal to the image of βj,i at βj,i(x, s) with
orientation chosen so that its coordinates in a geodesic coordinate system around α(x)
are close to the ones of ~νj,i(x) (recall 6.6).
Note that the β̂j,i’s provide then covering parametrizations of the tubular neighbor-
hoods of the components of Ĉ in Ŵ and similarly the βj,i’s provide covering parametriza-
tions of the tubular neighborhoods of the components of X̂0(Ĉ) in X̂0(Ŵ). The ~µj,i’s
provide the corresponding unit normal fields to the βj,i’s.
The construction of the initial surface.
Recall that parametrizations b˜i,α of the wings of the Scherk surfaces are defined in
5.13 as graphs over the parametrizations bi,α over the asymptotic half-planes by the
functions fα. We would like to construct the wings of the Scherk surfaces in the initial
surface by replacing the parametrizations bi,α of the asymptotic half-planes with the
βj,i’s we just constructed. Some difficulties we have to face include the scaling by ρj
we have to introduce, and the need to transit to different descriptions of the surfaces
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at the beginning of the wings (close to the core as in 6.2), and the end of the wings
(by X̂0 far away from the core). There are similarities with the bending of the wings
in 5.19.iii.
Definition 6.11. We define β˜j,i : R× [0, 5δ1]→ N as follows:
(i). On R× [0, 1/10] we have Z˜j ◦ b˜i,π/4 = β˜j,i ◦ cj, where cj : R
2
+ → R
2
+ is defined by
cj(x, s) := ρj (x, s).
(ii). On R× [ρj , 5δ1] we define β˜j,i by
(6.12) β˜j,i(x, s) = expβj,i(x,s)
(
f˜ j,i(x, s) ~µj,i(x, s)
)
,
where f˜ j,i : R
2
+ → R is defined by
(6.13) f˜ j,i ◦ cj(x, s) = ρj fαj(x)(x, s)ψ[5δ1, 4δ1](ρjs).
(iii). On R×[ρj/10, ρj] we have to transit from (i) to (ii). Let Φ be a local parametriza-
tion in the vicinity of βj,i(x, s) defined by
(6.14) Φ(x′, s′, χ′) = expβj,i(x′,s′)(χ
′ ~µj,i(x′, s′)).
We define then β˜j,i on R× [ρj/10, ρj] by (recall 1.11)
(6.15) Φ−1 ◦ β˜j,i(x, s) = ψ[ρj , 0](s)Φ
−1 ◦ Z˜j ◦ b˜i,π/4 ◦ c
−1
j + ψ[0, ρj](s)(x, s, f˜ j,i(x, s) )
Note that the choice of orientation of ~µj,i(x, s) in 6.10 ensures the smallness of the
third coordinate under Φ−1 of Z˜j ◦ b˜i,π/4 ◦c
−1
j − (x, s, f˜ j,i(x, s) ) compared to f˜ j,i(x, s).
Now that the wings have been defined, we extend Z˜j to the “extended core” Sext,j of
S, where
(6.16) Sext,j := π/4S \ ∪
4
i=1b˜i,π/4(R× [5ρ
−1
j δ1,∞)),
by requiring that on Sext,j \ Score we have
(6.17) Z˜j ◦ b˜i,π/4 = β˜j,i.
Definition 6.18. We define the central initial surface by
M0 :=
(
∪jZ˜j(Sext,j)
)
∪
(
X0(Ŵ) \ ∪i,jβj,i(R× [0, 5δ1])
)
.
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7. The family of initial surfaces for the desingularization
construction
The parameters of the family of initial surfaces.
According to the general methodology we are following, the parameters of the initial
surfaces correspond to the dislocations we use to create extended substitute kernel.
As we discussed earlier for each hemispherical region of the Scherk surfaces used, we
need to introduce seven dislocations which are controlled by seven parameters which
we have denoted by σ, ϑ1, ϑ2, and ϕi where i = ±1,±2. The construction of our initial
surfaces will have therefore 7
∑k
j=1mj parameters. More precisely we assume given
(7.1)
ξ := (σj, ϑj, ϕj)
k
j=1, where
σj := {σj,q}q∈Z, ϑj := {ϑj,q}q∈Z, ϕj := {ϕj,q}q∈Z, where
σj,q ∈ R, ϑj,q = (ϑj,q,1, ϑj,q,2) ∈ R
2, ϕj,q = (ϕj,q,i)i=±1,±2 ∈ R
4.
At the moment we assume that these sequences are such that the constructions that
follow are well defined. In the next section we will specify the range of values allowed
for the parameters. Because of the periodicity involved as for example in 5.9 and 6.3,
we assume appropriate periodicity conditions which reduce the parameter count to
7
∑k
j=1mj as above. For example we always have to assume σj,q = σj,q+mj , and for the
simplest topology ϕj,q = ϕj,q+mj .
In the construction of the initial surfaces that follow we often have to convert the
discrete data provided by the above sequences, to smooth functions describing at-
tributes which have to vary smoothly along the surfaces. This motivates the following
definition:
Definition 7.2. Given a sequence v = {vq}q∈Z with values vq in some vector space V ,
we define a smooth function v = Ψv : R → V by v = vq on [qπ + 1, (q + 1)π − 1] and
v = vq + (vq+1 − vq)ψ[(q + 1)π − 1, (q + 1)π + 1] on [(q + 1)π − 1, (q + 1)π + 1].
We also define a function Ψ0v : R→ V by Ψ0v = vq on (qπ, (q + 1)π].
Note that Ψ0 is an operator which converts sequences to step functions with the
same values, and Ψ can be considered as Ψ0 followed by a smoothing. We define for
future reference for a sequence v as above ‖v : ℓ∞(Cj)‖ := maxp |vp|, and for r ∈ [1,∞)
(7.3) ‖v : ℓr(Cj)‖ := ‖Ψ0v : L
2([0, mjπ], ρ
2
j dx
2)‖ =
(
ℓj
mj
mj∑
q=1
vrq
)1/r
.
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Scaling.
We assume now a ξ as above fixed, and we proceed to modify the construction of
M0 carried out in the previous section, to the construction of M
′ = Mξ. We start by
modifying Cj, which controls the scaling of the Scherk surfaces used, to C
′
j. We define
(7.4)
C ′j(x1, x2, x3) :=
(
ρj(x3) x1, ρj(x3) x2, t
′
j(x3)
)
,
where t′j(x3) :=
∫ x3
0
ρj(x)dx,
where ρj : R → R is not a constant anymore and will be determined in terms of σj.
Because of the periodicity it has to satisfy
(7.5) ρj(x+mjπ) ≡ ρj(x), t
′
j(mjπ) =
∫ mjπ
0
ρj(t)dt = ℓj.
We require that ρj is determined by the ODE
(7.6)
dρj
dx
= σjρ
2
j , where σj := Ψ(σj).
This ODE is motivated by the following heuristic argument: The amount of kernel
created on a half-handle scaled to unit size is the change ρj((q + 1)π)− ρj(qπ) (which
can be approximated with π
dρj
dx
) divided by the scaling factor ρj(qπ). The amount of
kernel needed is proportional to ρj(qπ), and we choose the proportionality constant to
be σj,qπ. By smoothing and approximating the equation follows.
By rearranging 7.6 and integrating we obtain that
(7.7) ρj(x) =
(
(ρj(0))
−1 −
∫ x
0
σ(t)dt
)−1
,
where ρj(0) is uniquely determined by the second equation in 7.5, while the first
amounts then to the condition
(7.8)
mj∑
q=1
σj,q = 0.
It is possible to check that ρj > 0 and satisfies
(7.9) max
x
ρj(x) ≤ C min
x
ρj(x)
where C depends only on upper bounds for ℓj and ‖σj : ℓ
∞(Cj)‖ and does not depend
on mj .
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Transverse unbalancing.
The creation of transverse unbalancing amounts to perturbing the minimal pieces
attached to the curve of intersection C so that the opposing conormals are not opposite
anymore, but they rather form a prescribed angle close to π. The angle varies along
C and is controlled by the ϑj ’s. By ignoring the nonlinear terms the perturbed mini-
mal pieces can be considered as graphs over X(W) satisfying the linearized equation.
Although we do not need to construct exactly the perturbed minimal pieces yet, we
do need to solve the linearized equation for these graphs in order to determine the
perturbed position of C which ensures (approximately) the required transverse unbal-
ancing. Later on we will construct exactly the graphs which determine the supports
of the wings. Those graphs are further perturbations of the graphs we are implicitly
considering now.
Definition 7.10. Given an appropriately small section χ of the pull-back by X|C,
of the normal to X(W) bundle, we define smooth perturbations α′j : R → N and
A′j : R
3 → NC ′j of the maps Aj and αj defined in 5.6, where C
′
j := α
′
j(R) and NC
′
j is
its normal bundle in N , as follows.
We define α′j(t) := Σ12 ∩ Σ23 ∩ Σ13, where Σ12 is the image under the exponential
map of a neighborhood of the origin in Nαj(x)C (the fiber of the normal bundle of C
above αj(x)), and Σ23 and Σ13 are respectively for i = 1, 2 the parallel surfaces to the
images under X of neighborhoods of pi := Q ◦ α̂j,i(x) = Q ◦ α̂j,−i(x) (recall 5.2 and
5.3), and at such a height that they contain expX(pi)(χ|pi).
A′j is then defined by A
′
j(0, 0, t) := α
′
j(t) and the following requirements. A
′
j
is a bundle isometry and for each t ∈ R there is α′′j (t) close to αj(t) such that
A′j(Ri(cosα
′′
j (t), sinα
′′
j (t), t)) is for i = ±1 (recall 5.5) exactly tangent to Σ23 and for
i = ±2 exactly tangent to Σ13. Moreover in geodesic coordinates around α′j(t) it is a
small perturbation of Aj(Ri(cosαj(t), sinαj(t), t)).
By appealing to the flexibility condition 3.1.ii, we extend now uniquely χ, which is
only defined currently on C, to a section of the pull-back by X of the normal bundle
of X(W) in N on the whole of W, by requiring the following:
(i). The extended χ vanishes on ∂W.
(ii). It is continuous on W.
(iii). It is smooth on W \ C where it also satisfies the linearized equation Lχ = 0.
Equivalently the pull-back by Q of χ to Ŵ, which we will denote by χ̂, solves the
Dirichlet problem on Ŵ for L and the corresponding Dirichlet boundary data. χ̂ is
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then smooth on Ŵ , and we define θ̂j,i : R→ R by (recall 5.6.iv and 6.6)
(7.11) ~ηj,i(x) · χ̂ = tan ◦ θ̂j,i(x) ~νj,i(x),
where the left hand side is the directional derivative of χ̂ along ~ηj,i(x). θ̂j,i determines
then approximately the angle by which the conormal X∗(~ηj,i(x)) has to turn when
X̂(Ŵ) is modified according to χ̂ in N . We define θj,i : R→ R by θj,i := θ̂j,i ◦t
′
j (recall
7.4). Recall that our construction of the θj,i’s assumed given χ on C. We uniquely
determine now χ by appealing to the unbalancing condition 3.1.i and requiring that
for i = 1, 2,
(7.12) θj,i + θj,−i = Ψϑj,i, where ϑj,i := {ϑj,p,i}p∈Z.
We define now an extended tetrad (recall 5.21)
(7.13) Tj(x) := {~e
′
j,i(x), Ψϕj,i(x)}i=±1,±2, where ϕj,i := {ϕj,p,i}p∈Z,
and ~e ′j,i(x) is (cosα
′′
j ◦ t
′
j(x), sinα
′′
j ◦ t
′
j(x), x) rotated by an angle θj,i(x) around the x3-
axis and then reflected by Ri. We define then (recall 5.22) Z
′
j : S → R
3, α′j : R → R,
ϑ′j : R→ R
2, ϕ′j : R→ R
4, and φ′j : R→ R by
(7.14) Z ′j(p) := ZTj(x3(p))(p), ZTj(x) = Zα′j(x),ϑ′j(x),ϕ′j(x),φ′j(x).
The construction of the initial surfaces.
Now that we have the modifications A′j, C
′
j , we define in analogy with 6.2,
(7.15) Z˜
′
j := E
′
j ◦Z
′
j, where E
′
j := exp ◦A
′
j ◦C
′
j .
We define then the cores of the initial surfaces to be the images Z˜
′
j(Score). We proceed
then to define the supports of the wings in an analogous way as in the construction of
M0 in the previous section. We first define X̂ξ on Ĉ by requiring
(7.16) X̂ξ ◦ α̂j,i(x) = E
′
j
(
bi,α′j(x)(t
′
j
−1
(x), 0)
)
.
We can define now as in the previous section, a curve βˇj,i : R→W and a section χ
of the pull-back by X ◦ βˇj,i of the normal bundle of X(W), by (recall 6.8)
(7.17) X̂ξ ◦ α̂j,i(x) = expX◦βˇj,i(x)(χ|βˇj,i(x)).
Both βˇj,i and χ depend implicitly on ξ and although are denoted with the same symbols
as the corresponding objects in 6.8, they are actually modifications of them.
As in the previous section we proceed to define Wξ as the complement of a thin
neighborhood of C in W such that
(7.18) ∂Wξ = ∂W ∪
(
∪j,i βˇj,i(R)
)
.
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We can consider then χ as a normal section on ∂Wξ\∂W and extend it as in the previous
section to the whole of Wξ so that its graph is minimal. We extend then X̂ξ to the
whole of Ŵ so that it is a small perturbation of X̂, and provides a parametrization of
the minimal graph of χ over X(Wξ). We define now maps which depend implicitly on
ξ by essentially repeating 6.10:
Definition 7.19. We define smooth maps β̂j,i : R× [0, 5δ1]→ Ŵ, βj,i : R× [0, 5δ1]→
X̂ξ(Ŵ) ⊂ N , and ~µj,i : R × [0, 5δ1] → TN , by requiring the following. β̂j,i(x, .) :
[0, 5δ1]→ Ŵ for any fixed x is a unit speed geodesic with respect to the metric induced
by X̂ξ : Ŵ → N on Ŵ with initial conditions (recall 7.16) β̂j,i(x, 0) = α̂j,i(x) ∈ Ĉ,
and corresponding initial velocity equal to the inward unit conormal in the same metric.
βj,i := X̂ξ ◦ β̂j,i, and ~µj,i(x, s) is the unit normal to the image of βj,i at βj,i(x, s) with
orientation chosen so that its coordinates in a geodesic coordinate system around α(x)
are close to the ones of ~νj,i(x) (recall 6.6).
In analogy then with 6.11 we have the following:
Definition 7.20. We define β˜j,i : R× [0, 5δ1]→ N as follows:
(i). On R× [0, 1/10] we have Z˜
′
j ◦ b˜i,π/4 = β˜j,i ◦ c
′
j, where c
′
j : R
2
+ → R
2
+ is defined by
c′j(x, s) := (t
′
j(x), ρj(x) s).
(ii). On c′j(R× [1,∞) ) ∩ R× [0, 5δ1] we define β˜j,i by
(7.21) β˜j,i(x, s) = expβj,i(x,s)
(
f˜ j,i(x, s) ~µj,i(x, s)
)
,
where f˜ j,i : R
2
+ → R is defined by
(7.22) f˜ j,i ◦ c
′
j(x, s) = ρj(x) fα′j(x)(x, s)ψ[5δ1, 4δ1](ρj(x) s).
(iii). Let Φ be a local parametrization in the vicinity of βj,i(x, s) defined by
(7.23) Φ(x′, s′, χ′) = expβj,i(x′,s′)(χ
′ ~µj,i(x′, s′)).
We define then β˜j,i on c
′
j(R× [1/10, 1] ) by (recall 1.11)
(7.24) Φ−1 ◦ β˜j,i(x, s) = ψ[ρj , 0](s)Φ
−1 ◦ Z˜
′
j ◦ b˜i,π/4 ◦ c
′
j
−1
+ ψ[0, ρj ](s)(x, s, f˜ j,i(x, s) )
We modify 6.16 to
(7.25) Sext,j := π/4S \ ∪
4
i=1b˜i,π/4(c
′
j
−1
(R× [0, 5δ1]).
As in the previous section we extend Z˜j to the extended core Sext,j, by requiring that
on Sext,j \ Score we have
(7.26) Z˜
′
j ◦ b˜i,π/4 = β˜j,i.
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Definition 7.27. For ξ as in 7.1 satisfying 7.8 we define the corresponding initial
surface by
Mξ :=
(
∪jZ˜
′
j(Sext,j)
)
∪
(
Xξ(Ŵ) \ ∪i,jβj,i(R× [0, 5δ1])
)
.
8. Main estimates and outline of the proof
The range of the parameters.
In this section we discuss some estimates and give a rough outline of the proof.
We start by discussing the range of the parameters. Recall 7.1. We define Ξ to be
the vector space of sequences as ξ which are subject to the appropriate periodicity
conditions as discussed in the previous section. We also define the subspace Ξ0 to be
those sequences in Ξ which also satisfy 7.8. We have then
(8.1) dimΞ = 7
k∑
j=1
mj , dimΞ0 = 7
k∑
j=1
mj − k.
Recall 6.5. We define τ := 1/m1 and we have then
(8.2) c −10 τ
−1 ≤ mj ≤ c 0τ−1.
We will need a kind of discrete derivative for a sequence v as the one in 7.3, and
therefore we define
(8.3) ∂/ v := {τ−1(vq+1 − vq)}q∈Z.
It would be more accurate to use the factor mj instead of τ
−1, but because of 8.2 that
would modify ∂/ only by a factor controlled by c 0 and therefore would not make a
difference in our presentation. We also define for k ∈ N0 and r ∈ [1,∞] (recall 7.3)
(8.4) ‖v : ℓrk(Cj)‖ :=
k∑
k′=0
‖∂/ k
′
v : ℓr(Cj)‖.
We define now the range of the parameters ξ by requiring
(8.5) ‖σj : ℓ
2
1(Cj)‖ ≤ c 1, ‖ϑj : ℓ
2
1(Cj)‖ ≤ c 2, ‖ϕj : ℓ
2
1(Cj)‖ ≤ c 2,
where c 1 and c 2 are chosen later independently of τ but large enough depending on
the given system of minimal surfaces and c 0.
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The mean curvature of the initial surfaces.
Estimating the mean curvature is the final product of a long process where one has
to estimate many error terms. In particular χ has to be estimated carefully. We only
outline here the final result. Note that by the definitions of the initial surfaces 6.18
and 7.27 the mean curvature is supported on the extended cores. In order to discuss
the estimates it is helpful to define components of the mean curvature such that each
of them has support contained in the support of the mean curvature and
(8.6) H = Hgluing +Herror +Hprescribed,
where each of the components (that is the summands on the right) satisfies different
estimates: In some abstract sense Hgluing is created by the gluing construction and
satisfies estimates independent of the size of c 1 and c 2, and Herror + Hprescribed is
created by the dislocations controlled by ξ and therefore their estimates depend on c 1
and c 2.
Before we proceed we remark that the mean curvature and its components above
are sections of the normal bundle of Mξ but when we pull them back by Z˜
′
j to Sext,j,
we can identify them with functions. Since these functions are supported away from
the boundary of Sext,j we can extend them smoothly to the whole of S by having them
vanish on S \ Sext,j:
Convention 8.7. From now on we will consider the pullback by Z˜
′
j of the mean cur-
vature and its components as smooth functions on S as described above.
We start by describing Hprescribed. For this we define first a “model” or “tangent”
embedding
(8.8) W j,q : S ∩ {x3 ∈ [(q − 1)π, (q + 2)π]→ R
3,
which depends only on the parameters σ˜j,q := ρj(qπ) σj,q, ϑj,q,i′, ϕj,q,i, where i
′ = 1, 2,
i = ±1,±2. When σj,q = 0 we define W j,q to be simply Zα,ϑ,ϕ as in 5.19 with ϑ =
{ϑj,q,i′}i′=1,2 and ϕ = {ϕj,q,i}i=±1,±2. When σj,q 6= 0 we modify Zα,ϑ,ϕ so that it remains
unchanged on {x3 = qπ}, depends smoothly on the parameters, and has the scale
changing appropriately along x3 at a rate of σ˜j,q.
For i = 0,±1,±2, 3, 4 we define functions wq,i : S∩{x3 ∈ [(q−1)π, (q+2)π]} → R as
the linearizations of the mean curvature ofW j,q with respect to each of the parameters,
that is we have
(8.9) H ◦W j,q = σ˜j,qwq,0 + ϑj,q,1wq,3 + ϑj,q,2wq,4 +
∑
i=±1,±2
ϕj,q,iwq,i +O,
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where O is bounded by a constant times the squares of the parameters. Note that wq,i
does not depend on j and its dependence on q is only because its domain changes by
a translation. In analogy with 7.2 we have now the following:
Definition 8.10. Given a sequence of smooth functions
f = {fq}q∈Z, where fq : S ∩ {x3 ∈ [(q − 1)π, (q + 2)π]} → R,
we define a smooth function f = Ψf : S → R by f = fq on S ∩ {x3 ∈ [qπ + 1, (q +
1)π − 1]}, and f = fq + (fq+1 − fq)ψ[(q + 1)π − 1, (q + 1)π + 1] ◦ x3 on S ∩ {x3 ∈
[(q + 1)π − 1, (q + 1)π + 1]}.
Definition 8.11. Given
λ = ({λj,q,0}q∈Z, {(λj,q,i)i=3,4}q∈Z, {(λj,q,i)i=±1,±2}q∈Z)
k
j=1 ∈ Ξ
we define Θ(λ) to be a normal section on M0 (recall 8.7), supported on its extended
cores, where it is determined by Θ(λ) ◦ Z˜
′
j = Ψf~ν on Sext,j, where Ψ is as in 8.10,
f = {fq}q∈Z, and fq : S ∩ {x3 ∈ [(q − 1)π, (q + 2)π]} → R is defined by
fq =
(
λj,q,0wq,0 +
1
ρj(qπ)
∑
i=±1,±2,3,4
λj,q,iwq,i
)
ψ˜j,
where ψ˜j : S → [0, 1] is a cut-off function defined by ψ˜j ≡ 1 on Score, and for (x, s) ∈
R2+, i = ±1,±2,
ψ˜j ◦ b˜i,π/4(x, s) = ψ[5δ1, 4δ1](ρj(x) s).
Note that Θ(λ) depends on ξ because it is defined on Mξ and also fq above depends
on ξ through ρj . We define now
(8.12) Hprescribed := Θ(ξ).
In order to describe now the estimates for Hgluing and Herror we need to define norms
for functions on S. Given a function f on S we first define in analogy with 8.3 another
function ∂/ f on S by
(8.13) ∂/ f := τ−1(f ◦ T/ − f),
where T/ : S → S is the restriction to S of the translation in R3 by (0, 0, 2π). In
analogy with 7.3 we define
(8.14)
‖φ : ℓr(Cn,β, h, f)‖ := ‖v : ℓr(Cj)‖, where
vq := ‖f : C
n,β(S ∩ {x3 ∈ [(q − 1)π, (q + 2)π]}, h, f)‖,
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where h is a metric on S and f a weight function as in 1.9. In analogy with 8.4 we
also define
(8.15) ‖φ : ℓrk(C
n,β, h, f)‖ :=
k∑
k′=0
‖∂/ k
′
φ : ℓr(Cn,β, h, f)‖.
The estimates we have then for Hgluing and Herror are as follows.
(8.16)
‖Hgluing ◦ Z˜
′
j : ℓ
2
1(C
0,β, g, e−γs)‖ ≤ C,
‖Herror ◦ Z˜
′
j : ℓ
2(C0,β, g, e−γs)‖ ≤ C(c 1, c 2) τ,
where β, γ ∈ (0, 1) are fixed constants and the constants C and C(c 1, c 2) depend
on the given system of minimal surfaces and c 0, but they do not depend on τ and
(equivalently) the mj ’s. The first constant does not depend on c 1 and c 2, but the
second does.
Regarding these estimates we have the following remarks: g is the induced metric
on S. We could be using instead the metric induced by Z˜
′
j rescaled so that the Scherk
handles have unit size. Such an estimate would be equivalent to the one we have up
to uniform constants. The weight function e−γs is defined on the wings where s is the
second coordinate of R2+ as usual, and extended to the rest of S (the core without a
small margin) to be ≡ 1. Note that it would be appropriate to consider the mean
curvature of the rescaled extended cores so that the Scherk handles are of unit size.
This amounts to a reduction of the mean curvature by factors of the size of ρj , which
would mean an extra factor of τ on the bounds. This is consistent with the estimates
in [22]. Finally note that the estimate for Herror makes it negligible compared with
Hgluing at the ℓ
∞(C0,β) level. On the other hand although both discrete derivatives
∂/Hgluing and ∂/Herror are of order τ , ∂/Herror can be much larger than ∂/Hgluing if c 1
and c 2 are chosen large because the second constant depends on c 1 and c 2 while the
first does not.
The linearized equation.
We need to solve now the linearized equation on Mξ
(8.17) Lu = H +Θ(λ),
where the wq,i’s in the term Θ(λ) (recall 8.11) play the role of a basis of the extended
substitute kernel. We are solving modulo the image of Θ and this way we can obtain
the required estimates on u. An important special feature of this construction is that
estimates on the rate of change of the components of λ as the handles vary along C
are crucial for closing the argument. The easier part of the strategy for solving 8.17 is
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to use the Z˜
′
j ’s to transplant the equation to the Sext,j’s and solve the equation there
with Dirichlet boundary conditions. An iteration then in the usual fashion (see [22] for
a similar step) provides a global solution.
Our strategy is now to solve the equation for each component separately. By 8.12
Hprescribed is already in the image of Θ. To solve for Hgluing we follow the following
strategy: We approximate the problem semi-locally, that is on the domain of W j,q,
using the operator induced by a rescaling of W j,q. Because of the available estimate
8.16 on ∂/Hgluing, we can slightly modify Hgluing and extend to the whole of S so we
have periodicity with respect to the translation by (0, 0, 2π). The extended substitute
kernel has then dimension 7 and we can solve the equation in a way similar to the
linearized equation on the extended cores in [22]. We can patch together the semi-local
solutions as in 8.10. This provides u′ and λ′ and an error term E such that
(8.18) Lu′ = Hgluing + E +Θ(λ
′),
where λ′ =
(
{λ′j,q,0}q∈Z, {(λ
′
j,q,i)i=3,4}q∈Z, {(λ
′
j,q,i)i=±1,±2}q∈Z
)k
j=1
∈ Ξ and the following
estimates hold:
(8.19)
‖u′ ◦ Z˜
′
j : ℓ
2
1(C
2,β, g, e−γs)‖ ≤ C(c 1) τ 2,
‖E ◦ Z˜
′
j : ℓ
2(C2,β, g, e−γs)‖ ≤ C(c 1, c 2) τ,
‖{λ′j,q,0}q∈Z : ℓ
2
1(Cj)‖ ≤ C,
‖{λ′j,q,i}q∈Z : ℓ
2
1(Cj)‖ ≤ C(c 1) τ (i = ±1,±2, 3, 4).
Note that the τ 2 factor in the first estimate reduces to τ if we interpret the estimate
in the natural scale of the extended Scherk cores. Similarly the τ factor in the second
estimate would improve to τ 2.
The next step is to solve the equation
(8.20) Lu′′ = Herror − E +Θ(λ
′′),
where λ′′ =
(
{λ′′j,q,0}q∈Z, {(λ
′′
j,q,i)i=3,4}q∈Z, {(λ
′′
j,q,i)i=±1,±2}q∈Z
)k
j=1
∈ Ξ and E is as in
8.18. To solve this equation we need to understand the small eigenvalues globally on
the extended standard regions in the hmetric, and also the functions v we use according
to the methodology we follow to ensure exponential decay of the solutions. The hmetric
is defined as usual by a conformal change of the induced metric and approximates the
spherical metric pulled back by the Gauss map. A crucial lemma asserts that a linear
combination u of eigenfunctions with small enough eigenvalues can be approximated
in the L2(h) metric on each hemispherical region Sq = αS ∩ {x3 ∈ [qπ, (q + 1)π]} by
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Jacobi fields corresponding to translations by ~eq and where we have
(8.21) ‖∂/ {~eq}q∈Z : ℓ2(Cj)‖ ≤ ε‖{~eq}q∈Z : ℓ
2(Cj)‖ ≤ 5ε(ℓj/mj)
1/2‖u : L2(h)‖.
A similar lemma applies to the functions v needed for the decay. Using these lemmas
we conclude the following estimates.
(8.22)
‖u′′ ◦ Z˜
′
j : ℓ
2(C2,β, g, e−εs)‖ ≤ C(c 1, c 2, ε) τ 3,
‖{λ′′j,q,0}q∈Z : ℓ
2
1(Cj)‖ ≤ C1(c 1, c 2)ε,
‖{λ′′j,q,i}q∈Z : ℓ
2
1(Cj)‖ ≤ C1(c 1, c 2)ε τ (i = ±1,±2, 3, 4).
By 8.6, 8.12, 8.18, and 8.20, we conclude then
(8.23) Lu+Θ(ξ − λ) = H, where u := u′ + u′′, λ := λ′ + λ′′ ∈ Ξ.
By choosing ε = 1/C1(c 1, c 2) in 8.22 and using also 8.19 we conclude
(8.24)
‖u ◦ Z˜
′
j : ℓ
2
1(C
2,β, g, e−s/C(c 1,c 2))‖ ≤ C(c 1c 2) τ 2,
‖{λj,q,0}q∈Z : ℓ
2
1(Cj)‖ ≤ C,
‖{λj,q,i}q∈Z : ℓ21(Cj)‖ ≤ C τ (i = ±1,±2, 3, 4).
Closing the argument.
The estimate we have now for u in 8.24 is good enough to ensure that the quadratic
terms satisfy improved estimates by a factor of τ/C(c 1, c 2). By choosing now c 1, c 2
large enough we can ensure the range of ξ implied by 8.5 includes the projections
to Ξ0 of the λ’s which satisfy the estimates in 8.24. This allows us to use a fixed
point theorem as usual (see for example [22]) to conclude that for one value of ξ ∈ Ξ0
satisfying 8.5 there is a perturbation M of Mξ which satisfies
(8.25) H =
∑
j
µjw˜j,
where w˜j := Θ(λ) where λ ∈ Ξ is as in 8.11 with all the entries vanishing except for
λj,q,0 ≡ 1.
It remains to prove that we can arrange for the coefficients µj to vanish. For this
we use that the construction so far has k (recall 5.4) free continuous parameters cor-
responding to the choice of αj(0) in 5.6.v. By using the information we already have
we can prove that M has no zero eigenvalues except perhaps the ones corresponding
to the eigenfunctions corresponding to the w˜j’s. By continuously varying the points
αj(0) we can use the implicit function theorem to obtain a smooth family of surfaces
satisfying 8.25. By ensuring uniform estimates based on the constructions we already
have, we can prove periodicity of the family by varying each αj(0) along Cj(0) by a
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distance of order τ corresponding to a handle of Mξ. Equivalently we can consider the
domain of the parameters of the family to be topologically the product of k circles,
one circle for each component of C. By considering then a surface of maximal area in
the family, and using the vanishing of its variations within the family, we conclude the
orthogonality of the mean curvature to certain functions close to w˜j. This implies the
vanishing of the µj ’s in 8.25, and hence the minimality of the corresponding surface.
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