Context. The star-to-star scatter in lithium abundances observed among otherwise similar stars in the solar-age open cluster M 67 is one of the most puzzling results in the context of the so called "lithium problem". Among other explanations, the hypothesis has been proposed that the dispersion in Li is due to star-to-star differences in Fe or other element abundances which are predicted to affect Li depletion. Aims. The primary goal of this study is the determination of the metallicity ([Fe/H]), α-and Fe-peak abundances in a sample of Li-poor and Li-rich stars belonging to M 67, in order to test this hypothesis. By comparison with previous studies, the present investigation also allows us to check for intrinsic differences in the abundances of evolved and unevolved cluster stars and to draw more secure conclusions on the abundance pattern of this cluster. Methods. We have carried out an analysis of high resolution UVES/VLT spectra of eight unevolved and two slightly evolved cluster members using MOOG and measured equivalent widths. For all the stars we have determined [Fe/H] and element abundances for O, Na, Mg, Al, Si, Ca, Ti, Cr and Ni. Results. We find an average metallicity [Fe/H] = 0.03 ± 0.01, in very good agreement with previous determinations. All the [X/Fe] abundance ratios are very close to solar. The star-to-star scatter in [Fe/H] and [X/Fe] ratios for all elements, including oxygen, is lower than 0.05 dex, implying that the large dispersion in lithium among cluster stars is not due to differences in these element abundances. We also find that, when using a homogeneous scale, the abundance pattern of unevolved stars in our sample is very similar to that of evolved stars, suggesting that, at least in this cluster, RGB and clump stars have not undergone any chemical processing. Finally, our results show that M 67 has a chemical composition that is representative of the solar neighborhood.
Introduction
"Classical" or "standard" models of stellar evolution include convection only as internal mixing process and neglect more complex physical processes like diffusion, magnetic fields, rotation; these models predict that solar-type stars should not deplete lithium (Li) while on the main sequence (MS), since the base of the convective zone does not reach the layers in the stellar interior where the temperature is high enough for Li reactions. Furthermore, according to standard models, stars with the same age, mass, and chemical composition should undergo the same amount of Li depletion. In sharp contrast with these Send offprint requests to: S. Randich, email:randich@arcetri.astro.it ⋆ Based on observations collected at ESO-VLT, Paranal Observatory, Chile, Programme numbers 65.L-0427, 68.D-0491, 69.D-0454 predictions, not only is now well established on observational grounds that solar-type stars, including the Sun, do deplete a significant amount of Li during the MS phases, but Li depletion can be different for similar stars (e.g., and references therein). The factor of about 10 star-to-star scatter in Li abundances observed among otherwise identical F-and G-type members of the 4.5 Gyr old cluster M 67 indeed represents one of the most puzzling results in the context of the so-called "Lithium problem" (Spite et al. 1987; Garcia López et al. 1988; Pasquini et al. 1997; Jones et al. 1999) .
A large dispersion in Li abundances is present among old field stars (e.g., Pallavicini et al. 1987; Pasquini et al. 1994 ). On the other hand, whereas no dispersion is seen in the 600 Myr old Hyades, in the three 2 Gyr old clusters IC 4651, NGC 3680 and NGC 752 (Randich et al. 2000; Sestito et al. 2004 ), nor in 6 Gyr old NGC 188 , preliminary re-sults of Li measurements among large samples of stars in the 2 Gyr, metal rich NGC 6253 and in the very old Collinder 261 suggest that they could be characterized by some amount of scatter . In other words, the appearance of a dispersion seems to depend more on the characteristics of the cluster than on age.
It has been shown that non membership and/or binarity are not the reasons for the scatter in M 67 (Pasquini et al. 1997) ; also, the effects of chromospheric activity on the formation of the Li  line, which are proposed as a possible explanation for the dispersion in young clusters (Jeffries 2006 and references therein) , are unlikely to play a role, given that at the old age of M 67 the level of chromospheric activity should be low enough not to affect the Li  line. Hence, the scatter is most likely intrinsic and, under the very reasonable assumption that cluster stars were all born with the same Li content, it must reflect different amounts of Li depletion.
Different possibilities were proposed to explain the existence of the spread ; among them, it has been suggested that M 67 members do not have an identical chemical composition and that the scatter in Li may reflect a scatter in iron content or, more in general, in heavy element composition (Garcia López et al. 1988; Piau et al. 2003) .
As well known, chemical composition affects stellar opacities and thus internal structure, mixing processes (both standard and non standard ones) and, in principle, Li depletion. The effect of variations of the chemical composition on pre-main sequence Li depletion has been theoretically investigated in different studies (e.g, Swenson et al. 1992; Piau & Turck-Chieze 2002; Sestito et al. 2006 ) and all of them agree in that even relatively small changes of the mass fraction of elements critical for the opacity can have significant effects on the amount of Li depletion. Similarly, Piau et al. (2003) have shown that variations in CNO abundances can change the amount of Li depletion during the MS phases and suggested that star-to-star differences in these element abundances or, more in general in α and Fe-peak abundances, could explain the observed scatter in M 67. More quantitatively, they found that a difference of 0.05 dex in [CNO/Fe] would result in a difference in log n(Li) of ∼ 0.5 dex (i.e, smaller than the observed spread), implying that larger differences in CNO abundances are needed to explain the whole spread.
Garcia López et al. (1988) did not find any difference in the overall metallicity of Li-poor and Li-rich stars and ruled out that different [Fe/H] values within M 67 could be the reason for the scatter in Li. Here we extend their work to elements other than iron and to a larger sample of stars, to investigate a) whether a large (> 0.05 dex) star-to-star scatter in heavy elements is present among unevolved cluster members; and, in case such a spread is detected, b) whether it is related to the dispersion in Li.
In a more general context, the determination of the metallicity and chemical composition of open clusters covering a large interval of ages, metallicities, and Galactocentric distances is a critical tool to investigate the formation and evolution of the Galactic disk (Friel 2006 and references therein). M 67 is one of the closest and best studied old open clusters; nevertheless, relatively few studies focused on the determination of its chemical composition (Tautvaišienė et al. 2000 and references therein), and most of them are based on few and/or evolved stars that may have undergone chemical processing. The present work represents the first abundance study of M 67 based on a rather large sample of unevolved (or slightly evolved) cluster members, allowing us to check whether intrinsic differences exist between abundances of unevolved and evolved stars and to draw more secure conclusions on the abundance pattern of this cluster. The paper is structured as follows: in Sect. 2 the sample and the observations are described, while the abundance analysis is presented in Sect. 3. The results, together with a discussion of internal and systematic errors, and a comparison with findings from previous studies are presented in Sect. 4. Finally, a discussion of the results and conclusions are given in Sect. 5.
Sample and observations
Our sample includes 10 single M 67 members that are listed in Table 1 , together with V, B − V, and (B − V) 0 colors. The color-magnitude diagram of the cluster with our sample stars evidenced in black is shown in Fig. 1 ; the diagram indicates that seven of them are still on the MS, one is close to the the turn-off, while the remaining two are already evolved to the subgiant branch.
The observations were obtained using the UVES spectrograph (Dekker et al. 2002) on VLT UT2/Kueyen during three different observing runs; the first one was carried out in Visitor mode in April 2000, while the other two were performed in Service mode in Fall 2001 and Spring 2002, respectively. Details on the observations, whose primary goal was the measurement of beryllium abundances in the sample stars, were already given in Randich et al. (2002) and we summarize the main points in the following. UVES was operated in Dichroic Mode using Cross Dispersers #1 and #3 in the Blue and Red arms, respectively. The Red arm, which is of interest here, is equipped with a mosaic of two CCDs composed by a EEV 2048×4102 CCD and a MIT-LL 2048 × 4102 CCD; the spectral coverage ranges from approximately 4780 to 6810 Å. The 15µm pixels together with a 1 arcsec wide slit (projecting onto 4 pixels) and CCD binning 1 × 1, yielded a resolving power R∼ 45, 000. Exposure times were set based on the requirement of a good S/N ratio in the near-UV spectral regions where the Be  lines are located and range between 1.3 and 3 hrs per star. Data reduction was carried out using the UVES pipeline and following the usual steps. Typical S /N ratios per resolution element measured on the extracted 1-D spectra range between 90 and 180.
Abundance analysis
Abundance analysis was carried out by means of measured equivalent widths (EWs) and using Version 2000 of MOOG (Sneden 1973 ) with a grid of 1-D model atmospheres from Kurucz (1993) . We recall that MOOG performs a standard-LTE analysis. Sanders (1977) . V magnitudes and B − V colors were taken from Montgomery et al. (1993) . (B − V) 0 colors were instead retrieved from Jones et al. (1999) who had derived them based on original B − V and V − I colors of Montgomery et al. and assuming a reddening E(B − V) = 0.05. For stars S1034 and S1239, not included in the sample of Jones et al. (1999) , we obtained (B − V) 0 colors in the same way. One Hyades member is also included (see text). 
Line list and equivalent widths
Spectral lines to be used for the analysis of Fe , Fe  and, other elements (Na, Mg, Al, Si, Ca, Ti, Cr, Ni) were selected from different sources in the literature and subsequently checked for suitability (in particular for blends) on the solar spectrum obtained with UVES at the same resolution as our sample stars. We finally retained in the list 55 Fe  and 11 Fe  lines, and a total of approximately 70 lines for all the other elements. The task eq in SPECTRE was used to interactively measure the EWs of the spectral lines by gaussian fitting. Although the spectra had been previously normalized, local continuum was inspected and, if needed, adjusted at each EW measurement.
Atomic parameters and solar analysis
The majority of log g f values for both Fe and other element lines were taken from the Vienna Atomic Line Data-base (VALD: Piskunov et al. 1995; Kupka et al 1999 -http://www.astro.uu.se/htbin/vald). For a few lines for which log g f from VALD were not available or gave very discrepant abundances for the Sun, log g f were either taken from other sources in the literature or, in a few cases, adjusted through an inverse solar analysis. Note that log g f values for all Fe  lines were taken from VALD. In Table 2 we show all the lines included in our list together with their log g f values, the source for these values, and the EWs measured in the solar spectrum. Radiative and Stark broadening are treated in a standard way in MOOG; as for collisional broadening, we used the Unsöld approximation (1955) for all the lines. As discussed by Paulson et al. (2003) this choice should not greatly affect the differential analysis with respect to the Sun. We also mention that very strong lines that are most affected by the treatment of damping have been excluded from our analysis.
The analysis of the solar spectrum was performed assuming the following solar parameters: T eff ⊙ = 5770 K, log g ⊙ = 4.44 and ξ ⊙ = 1.1 km/s. We mention that log n(Fe ) vs. EW did not show any trend, implying that the assumed microturbulence is correct. On the contrary we found a small, but statistically significant (slope equal to 0.009, correlation coefficient 0.326) trend of Fe  abundances vs. excitation potential (EP). Such a trend would disappear by assuming a 70 K higher solar effective temperature (T eff ⊙ = 5840 K), which would result in larger and smaller abundances for Fe  and Fe , respectively (log n(Fe )=7.58 and log n(Fe )=7.49).
Output solar abundances are listed in Table 3 together with those from Anders & Grevesse (1989) that are used as input in MOOG. Note that, although solar abundances from Anders & Grevesse (1989) have been superseded by the study of Grevesse & Sauval (1998) , the two studies yield the same abundances or very little differences for the elements analyzed in this study. Table 3 shows a good agreement between the abundances determined by us and the values of Anders & Grevesse (1989) , the most discrepant element being Na with ∆ log(Na)=0.05 dex. We also find a very good agreement between log n(Fe) from Fe  and Fe .
Oxygen
We do not discuss here all the intricacies related to oxygen abundance determinations in stars, and we refer to Bensby et al. (2004) and Schuler et al. (2005) for recent discussions. The forbidden lines at 6300.30 Å and 6363.78 Å are not significantly sensitive to NLTE effects nor to stellar effective temperature; therefore, as widely acknowledged, these lines are the most reliable ones for deriving O abundances. Our O determinations are based on the [O ] forbidden line at 6300.3 Å. Although this line is located in a spectral region that is severely affected by the presence of telluric lines, the radial velocity of M 67 is such that they do not affect the [O ] line in our spectra. As first pointed out by Lambert (1978) , the 6300.3 Å line is blended with a Ni  feature whose contribution must be taken properly into account for an accurate determination of O abundance. Hence, we determined O both for the Sun and our sample stars using the driver blend in MOOG, that allows accounting for the blending Ni  6300.34 feature when force fitting the abundance of the O to the measured EWs of the 6300.3 Å feature. As done for the other lines, EWs of the 6300.3 Å feature were measured by gaussian fitting using SPECTRE. The solar [O ] EW measured in the UVES spectrum is 5.5 ±0.3 mÅ, in good agreement with previous estimates (see Schuler et al 2005) ; EWs for the sample stars are listed in the second column of Table 5 .
For our analysis we employed the [O ] g f -value determined by Allende Prieto et al. (2001) , log g f = −9.717, while for the Ni  6300.34 Å blend, following Johansson et al. (2003), we used log g f = −2.11. Note that, as discussed by Schuler et al., we would have obtained virtually the same O abundances by considering the two separate components of the Ni  blend. Assuming a solar Ni abundance log n(Ni)=6.25 (see Table 3 ), we obtained for the Sun log n(O)=8.66 ±0.04, much below the classical value of Anders & Grevesse (1989) , but in good agreement with recent determinations, including those obtained using 3-D analysis (see again the discussion in Schuler et al.) .
Stellar parameters
Initial stellar parameters for the sample stars were estimated from photometry (see Table 1 ). Effective temperatures were retrieved from Jones et al. (1999) , who, in turn, had derived them using the calibration of Soderblom et al. (1993) (1966) . Finally, stellar masses were derived following Balachandran (1995) .
In order to determine spectroscopic temperatures one would need to change the initial T eff values until no log n(Fe) vs. EP trend is seen. However, we decided not to change initial T eff derived from photometry, since a trend is present for the solar spectrum and for all the sample stars we found similar slopes (in magnitude and sign). To further test the correctness of our approach, for each star we plotted ∆log n(Fe)= log n(Fe) ⊙ −log n(Fe) star as a function of EP and checked that no significant residual trends were present. Spectroscopic microturbulence values for each star were instead obtained by changing the input microturbulence until no log n(Fe) vs. EW trends were seen. Finally, log g values were varied only when necessary, in order to have a difference between iron abundances derived from Fe  and Fe  lines not greater than 0.05 dex, i.e., consistent, within errors, with the ionization equilibrium. It turned out that we needed to change the initial values of gravity for two stars only, S1239 and S1256. Assumed parameters for the sample stars are listed in Cols. 5-7 in Table 1 .
Results

Abundances
Log n(X) values for each line were determined based on measured EWs and stellar parameters listed in Table 1 . Final abundances for each star and each element were determined as the mean abundance from the different lines. 1σ clipping was performed for iron, but not for the other elements for which a smaller number of lines was available. As to oxygen, [O/H] and [O/Fe] values for the sample stars were obtained from the measured EW of the 6300.3 Å blend (see Table 5 ) and assuming Ni abundances determined through our analysis. As already mentioned, [Fe/H] and [X/Fe] ratios for each star were determined differentially with respect to solar abundances listed in Table 3 .
[ all the elements the scatter is well within measurement uncertainties. A more detailed discussion on the possible presence of a scatter will be provided in Sect. 5.1.
Errors
Sources of internal errors include uncertainties in atomic and stellar parameters, as well as errors in measurements of EWs. The sample spectra are characterized by different S/N ratios and it is not possible to estimate a typical error in EWs; however, errors in the derived abundances due to errors in EWs are in a good approximation represented by the standard deviation (or rms) around the mean abundance determined from individual lines. The rms in principle includes also errors due to uncertainties in atomic parameters, but the latter should be minimized in our analysis, since it is carried out differentially with respect to the Sun and our stars have parameters (T eff , ξ, log g) close to the solar ones. Internal errors due to uncertainties in stellar parameters were estimated by varying each parameter separately, while leaving the other two unchanged. We assumed random uncertainties of ±70 K, ±0.15 km/s, and ±0.25 dex in T eff , ξ and log g, respectively. We performed different tests and found that for all the stars, T eff variations larger than 70 K would have introduced significant (i.e, much larger than in the Sun) trends of log n(Fe ) vs. EP, while variations in ξ larger than 0.15 km/s would have resulted in significant trends of log n(Fe) vs. EW. This applied not only to Fe, but also to the other elements with several lines covering large dynamical ranges in EP and EWs. Finally, differences in log g larger than 0.25 dex would have resulted in differences between log n(Fe ) and log n(Fe ) larger than 0.05 dex. In Table 6 we list errors in [Fe/H] and [X/Fe] ratios due to uncertainties in stellar parameters for the coolest (S1239) and one of the warmest (S988) stars in the sample.
Systematic errors are more difficult to evaluate. Errors in the scale of T eff are likely small, since, as already noted, we did not find major trends of inferred Fe abundances as a function of EP. By using the T eff vs. B − V calibration of Alonso et al. (1996) Tables 1, 4 , and 5; our determination of the metallicity for this star is in perfect agreement with the classical value for the Hyades (Boesgaard & Friel 1990; Paulson et al. 2003; Friel 2006) ; as for the other elements, relatively few abundance determinations have been carried out in the past, in spite of the fact that the Hyades is one of the best studied open clusters. In the last line of Tables 4 and 5 we list the average [X/Fe] ratios for the Hyades taken from the compilation of Friel (2006 - Schuler et al. (2005) . We note however that the discrepancy is most likely due to differences in the EWs of the forbidden line, rather than to the analysis. 
NLTE effects and 3-D
As well known, the assumption of LTE may introduce systematic errors and may give origin to spurious abundance trends when analyzing stars covering large intervals of effective temperatures, gravities and metallicities. NLTE effects depend on stellar temperature and gravity and should not be a major concern in the present study, since, as already stressed, we carried out a differential analysis with respect to the Sun and most of our sample stars are similar to the Sun. In any case, Thevenin & Idiart (1999) computed NLTE corrections for Fe  and Fe  and showed that NLTE corrections are small for stars with solar metallicity or higher. At the metallicity of M 67 the lines used for Na determination are marginally affected by NLTE effects (e.g., Mashonkina 2000): in the temperature and gravity range of our sample stars NLTE negative corrections are always be- (Zhao et al. 1998 ) and the same holds for Al (Baumüller et al. 1998 ).
Use of time dependent, 3-D hydrodynamical model of the solar atmosphere has resulted in the revision of solar abundances for several elements (Asplund et al. 2005) . As for NLTE effects, use of 1-D models, should not be a major concern for our differential analysis. Table 7 we compare our average [X/Fe] ratios to those of Tautvaišienė et al. for the elements determined in both studies. Specifically, we list in Col. 2 the mean abundance ratios from the present study and in Cols. 3 and 4 the average ratios from the whole sample of Tautvaišienė et al. and those obtained considering only the stars observed by them with a resolution R=60,000. Focusing on the latter, the table shows that their [X/Fe] ratios are in general larger than ours but, considering errors, the abundance ratios for most elements are consistent with each others. Also their [Fe/H] is 0.06 dex below our value, implying that the [X/H] ratios are in better agreement. The only exceptions are Na, Al, and Si, for which they derive substantially higher [X/Fe] (or [X/H]) values than us.
Comparison with other studies
These discrepancies could be either real, thus indicating intrinsic differences in the chemical composition of unevolved and evolved cluster stars and hence chemical processing, or due to systematic offsets between Tautvaišienė et al. (2000) and our abundance scale. In order to investigate this point, we redetermined Fe, Na, Al, and Si abundances for the three clump stars in their sample observed at high resolution, using the same code and atomic parameters employed for our sample stars, but their stellar parameters. For the analysis, we considered only lines in their line list which were also included in ours. In Table 8 we compare the [X/Fe] derived by Tautvaišienė et al. (2000) with those obtained with our new analysis of these stars: the table shows that, for the three elements and for the three stars, we find smaller [X/Fe] ratios than Tautvaišienė et al., with differences up to ∼ 0.15 dex. Correspondingly, the average ratios abundances of Na, Al, and Si to Fe determined through our reanalysis are lower than those listed in the last column of Table 7 and are all now consistent with the mean ratios that we derive for unevolved stars. Sodium remains slightly enhanced, but the difference between dwarfs and giants can be explained by NLTE effects that are larger for cool giants than for warm dwarfs (Mashonkina et al. 2000) . In other words, our analysis suggests that no intrinsic differences are present between unevolved and evolved stars in M 67, implying that the latter have not undergone significant chemical processing. To our knowledge, this is the first case where an agreement between abundances in unevolved and evolved stars in the same open cluster is found based on a significant sample of stars. In particular, the good agreement of Na abundances for dwarf and giant stars in the cluster suggests that the slight enhancement with respect to the Sun is probably intrinsic to the cluster and not due to the deep mixing in giants as hypothesized by Tautvaišienė et al. (2000) and by Pasquini et al. (2004) for IC 4651.
In summary, the comparison of our abundances for M 67 with those determined by others shows that systematic offsets exist between different studies; most obviously, when investigating the abundance trends of open clusters as a function of age or Galactocentric distances, one should make sure that the data are on the same abundance scale.
Discussion and conclusions
Star-to-star scatter and Li
As mentioned in Sect. 1, the investigation of the presence (or lack thereof) of a significant dispersion in α and Fe-peak element abundances among cluster stars, that could possibly explain the large star-to-star scatter in Li abundances, was the main motivation for the present study. Jones et al. 1999) . Excluding stars S1034 and S1239 that are already on the subgiant branch and have undergone a certain amount of post-MS Li dilution (Balachandran 1995 We conclude that, based on our sample of M 67 members, it seems very unlikely that dispersion of a factor about 10 in Li abundances measured among otherwise similar cluster stars is due to differences larger than ∼ 0.05 dex in heavy element abundances. We note in particular that no dispersion in O -one of the most critical elements for stellar opacities and thus Li destruction-is present among our sample stars.
Our result on the lack of a dispersion in heavy element abundances leaves early depletion due to angular momentum loss and transport as the most likely explanation for the dispersion (Jones et al. 1999) . In this scenario, stars with different initial rotational velocities would undergo different amounts of Li depletion, resulting in a dispersion in Li at the age of M 67. This scenario however encounters two main difficulties: first, models including mixing due to angular momentum transport predict a correlated Li and Be depletion, which is instead not seen in M 67 (Randich et al. 2002) . Second, since observations of young cluster show that they all have similar rotation distributions, one would expect that all old clusters should be characterized by a spread in Li, which is instead not the case. Further studies are most obviously warranted.
M 67 in the disk
In Fig. 5 we compare the average [X/Fe] vs. [Fe/H] pattern of M 67 with the sample of field stars thin and thick disks from Bensby et al. (2003) and Bensby et al. (2004) for O. With the caveat that the comparison of M 67 with field stars can be made only on qualitative grounds, since abundances are on different scales and systematic offsets might be present, the figure indicates that the average [X/Fe] ratios for M 67 very well fit into the general trend of field stars. The α-elements have solar ratios (or slightly below solar in the case of Ti) and none of them is significant over-or under-abundant with respect to field stars. [O/Fe] is also solar and very well fits within the distribution of field stars. Na, which we find to be somewhat enhanced with respect to the Sun, lies on the upper envelope of the distribution of field stars, but is still consistent with it. Similarly, Al is slightly below the solar ratio and the lower envelope of field stars, but, given the uncertainties, consistent with it. In other words, our measurements confirm that M 67 has a "normal" abundance pattern for the solar neighborhood and it is very much similar to the Sun. As a final remark, we wish to stress that, given its age and global abundance pattern, M 67 represents one of the most promising clusters where to look for true solar-analogs. 
