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Abstract—This paper presents a novel automatic face recogni-
tion approach based on local binary patterns. This descriptor
considers a local neighbourhood of a pixel to compute the
feature vector values. This method is not very robust to handle
image noise, variances and different illumination conditions.
We address these issues by proposing a novel descriptor which
considers more pixels and different neighbourhoods to compute
the feature vector values. The proposed method is evaluated on
two benchmark corpora, namely UFI and FERET face datasets.
We experimentally show that our approach outperforms state-of-
the-art methods and is efficient particularly in the real conditions
where the above mentioned issues are obvious. We further show
that the proposed method handles well one training sample issue
and is also robust to the image resolution.
Index Terms—E-LBP, Enhanced Local Binary Patterns, Face
Recognition, Local Binary Patterns, LBP
I. INTRODUCTION
Automatic face recognition (AFR) consists in person iden-
tification from digital images using a computer. This field has
been intensively studied during the past a few decades and
its importance is constantly growing particularly due to the
nowadays security issues.
It has been proved that local binary patterns (LBP) are an
efficient image descriptor for several tasks in computer vision
field including automatic face recognition [1]. It considers a
very small local neighbourhood of a pixel to compute the
feature vector values. The individual values are then computed
using the differences between intensity values of the central
and surrounding pixels.
In this paper, we propose a novel image descriptor called
Enhanced local binary patterns (E-LPB). This method im-
proves the original LBP operator by considering larger central
area and larger neighbourhood to compute the feature vector
values. These properties keep more information about the im-
age structure and can compensate some noise, image variance
issues and the differences between train / test images. This
method of computation of the LBP operator considering more
points has, to the best of our knowledge, never been done
before and it is thus the main contribution of this paper.
The proposed method is evaluated on two standard corpora,
UFI [2] and FERET [3] face datasets. UFI dataset is chosen
to show the results in real conditions where the images are
noisy, vary in the pose and are illuminated differently. FERET
corpus is used in order to show the results of one training
sample issue. In this case, we have only one image for training.
Therefore it is not possible to improve the results by training
step as presented for instance in [4] and we focus thus rather
on the descriptor itself.
II. RELATED WORK
Methods based on local binary patterns generally use LBP
histograms computed in rectangular regions [1]. The concate-
nated histograms create face representation vectors which are
then compared using a distance metric. Uniform local binary
patterns are an interesting LBP extension [5] which reduces
the histogram size to 59. Ojala et al. [6] further use a circular
neighbourhood created by a number of points P placed on
a circle with a diameter R. This LBP variant is denoted as
LBPP,R.
Li et al. [7] propose dynamic threshold local binary pattern
(DTLBP). They use the mean value of the neighbouring pixels
and also the maximum contrast between the neighbouring
points to compute the feature vector. Another LBP extension
are local ternary patterns (LTP) [8] which uses three states
to capture the differences between the central pixel and the
neighbouring ones.
Local derivative patterns (LDP) are proposed in [9]. The
difference from the original LBP is that it uses the features
of higher order. Davarzani et al. [10] propose a weighted
and adaptive LBP-based texture descriptor. This approach
successfully handles some issues of the previously proposed
LBP-based approaches such as invariance to scaling, rotation,
viewpoint variations and non-rigid deformations.
Elongated binary patterns [11] are another variant of the
LBP using an elliptical instead of circular neighbourhood. The
main advantage of this modification is that it retains better
structural information in the images. Jin et al. [12] propose
improved local binary patterns (ILBP). This method compares
the intensities of neighbourhood pixels against the local mean
pixel intensity (instead of the intensity of the central pixel).
Another interesting LBP adaptation proposed by Li et al.
is extended local binary patterns [13]. This method introduces
two different and complementary feature types (pixel intensi-
ties and differences).
The previously described methods were oriented to the
modification of the LBP operator itself, however creation of
the feature vector and recognition procedure remain usually
similar. Both tasks are significantly improved by Lenc and
Kral [14] by automatic identification of the important facial
points using Gabor wavelets and k-means clustering algorithm.
Lei et al. [4] further propose a learning step to improve
the results of the LBP operator when more gallery images
available.
III. ENHANCED LOCAL BINARY PATTERNS FOR FACE
RECOGNITION
A. Local Binary Patterns
The original LBP [6] operator uses a 3×3 square neighbour-
hood centred at a given pixel. The algorithm assigns either 0
or 1 value to the 8 neighbouring pixels by Equation 1.
Ni =
{
0 if gi < gc
1 if gi ≥ gc
(1)
where Ni is the binary value assigned to the neighbouring
pixel i ∈ {1, .., 8}, gi denotes the gray-level value of the
neighbouring pixel i and gc is the gray-level value of the
central pixel. The resulting values are then concatenated into
an 8 bit number. Its decimal representation is used to create
the feature vector.
B. Enhanced Local Binary Patterns (E-LBP)
We extend the original LBP operator by computing the
feature values from point-sets instead of the isolated points.
We also consider different sizes of the neighbourhood of the
central area. This concept can handle several LBP issues:
• LBP has small spatial support, therefore it cannot prop-
erly detect large-scale textural structures;
• It loses local textural information, since only the signs of
differences of neighbouring pixels are used;
• It is sensitive to noise, because the slightest fluctuation
above or below the value of the central pixel is treated as
equivalent to a major contrast between the central pixel
and its surroundings.
The proposed algorithm is depicted in Figure 1 and simulta-
neously described next. Let GNi be a set of neighbouring pixel
intensities with its central pixel CNi (the closest left/top pixel
Fig. 1. Scheme of E-LBP4,4,3 operator (i.e. x=4, y=4, r=3)
is used as the central one in the case of the neighbourhoods
of the even size). Let GC be a set of central pixel intensities
with its central pixel CC and let r be a distance between the
central pixels CNi and CC . We calculate the representative
values for these sets as average values of the pixel intensities
belonging to these sets: g′i = mean(GNi), i ∈ {1, .., 8} and
g′C = mean(GC).
The feature vector is then created in a similar way as in
the case of the original LBP operator using g′i and g
′
C values
instead of gi and gc, respectively (see Section III-A).
Note that it is possible to consider several point-set topolo-
gies of different sizes to capture different texture information,
however in this paper we use only the square shapes of the
sizes 2× 2, i.e. 4 points and 3× 3 points, i.e. 9 points.
The proposed operator is further denoted as E-LBPx,y,r,
where x ∈ {4, 9} represents the neighbouring pixel-set topol-
ogy, y ∈ {4, 9} is the central pixel-set topology and r is
the distance between the central pixels CN and CC , which
is hereafter called E-LBP range.
The source codes of this algorithm are freely available for
research purposes at http://home.zcu.cz/∼pkral/sw/.
C. Face Modelling and Recognition
We compute LBP values in all points of the face image.
The image is then divided into a set of square cells lying on
a regular grid. Feature vectors are computed for each cell as
a histogram of the E-LBP values. Every cell is then represented
by one feature vector of the size 256. As many other LBP
based face recognition methods, we concatenate the feature
histograms into one feature vector to create the face model.
We use a histogram intersection distance with 1-NN classifier
for the face recognition.
IV. EVALUATION
A. Experimental Set-up and Corpora
We used OpenCV1 toolkit for implementation of our models
to realize the following experiments. The face databases used
for evaluation of our approach are briefly described next.
1http://opencv.org/
1) UFI Dataset: Unconstrained facial images (UFI)
dataset [2] contains face images of 605 persons extracted from
real photographs and is mainly dedicated for face recognition
in real conditions. In the following experiments, we use
Cropped images partition. Figure 2 (left) shows two images
of one individual from this partition with recognition results
of our method.
2) FERET Dataset: FERET dataset [3] contains 14,051
images of 1,199 individuals. We use fa set for training while
fb set for testing of the proposed method which represents
1195 of different individuals to recognize. Note that only one
image per person/set is available therefore we address the one
training sample problem. For the following experiments, the
faces are cropped according to the eye positions and resized to
130×150 pixels. Figure 2 (right) shows two example images of
one person from the FERET database with recognition results
obtained by the proposed approach.
Fig. 2. Example images of one person from the UFI (left, correct recognition)
and FERET (right, recognition error) datasets
B. Optimal Cell Size of the Proposed Approach
The cell size (see Section III-C) is one important parameter
of the whole approach. This value should be set correctly to
obtain a good recognition accuracy. However, it does not in-
fluence the E-LBP operator itself and it should depend mainly
on the image resolution. We thus set this value experimentally
using original LBP operator.
The results of this experiment are depicted in Figure 3
for UFI and FERET corpora. This figure shows that the
recognition accuracies are increasing and from the value of
10 they remain almost constant for both corpora. Therefore,
we chose this value for the following experiments.
C. Optimal Range of the Proposed Operator
E-LBP range (see Section III-B) is another important param-
eter of the proposed method. It defines the distance between
the individual point-sets to compute the feature vector values
and it also influences significantly the recognition results.
Therefore, we determine its optimal value for both corpora
in the second experiment (see Figure 4 for UFI and Figure 5
for FERET dataset). We can thus summarize:
• The optimal E-LBP range is 5 for both corpora;
• The best topology is E-LBP4,9 for both corpora;
• The results of E-LBP4,4 are almost similar to E-LBP4,9;
• Proposed E-LBP operator significantly outperforms the
baseline LBP in these two cases on both corpora;
• The behaviour of this operator on both corpora is consis-
tent (similar progress).
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Fig. 3. Face recognition accuracy of the LBP on UFI and FERET corpora
depending on the cell size
We conclude that the proposed E-LBP operator is very
robust and we also assume that it should perform well on
other corpora using these settings.
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Fig. 4. Face recognition accuracy of the proposed method on UFI dataset
depending on the E-LBP range
D. Image Resolution Evaluation
Another important requirement is the robustness to the
different image resolution. It is beneficial to keep the high
recognition score also when image resolution is changing.
Therefore, we report in Figure 6 the dependence of the
recognition accuracy on the image resolution. The image
resolution varies from 96×96 to 256×256 and we use both
corpora for this experiment.
This figure shows that the proposed E-LBP approach is
robust against the image resolution on both corpora. The
recognition accuracy is higher than the baseline LBP8,2 op-
erator, except for the 96× 96 case. We can thus conclude that
the proposed operator is not suitable for images in very small
resolution.
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Fig. 5. Face recognition accuracy of the proposed method on FERET dataset
depending on the E-LBP range
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Fig. 6. Face recognition accuracy of the proposed method compared to
the baseline LBP8,2 operator depending on the image resolution on UFI and
FERET corpora
E. Final Results
Table I compares the performance of the proposed method
against several other state-of-the-art algorithms. It demon-
strates that the proposed approach is efficient particularly in
the real conditions (i.e. UFI dataset), where it outperforms
the standard LBP by 10% and the previous best method by
2% in absolute value. This method also achieves competitive
recognition rate on FERET dataset (one training sample issue).
V. CONCLUSIONS
This paper introduced a novel face recognition approach
based on LBP. We proposed an original image descrip-
tor which considers more pixels and different neighbour-
hoods to compute the feature vector. We evaluated this
method on the standard UFI and FERET face datasets.
The source codes are freely available for research purposes
at url hidden for review.
Recognition rate [%]
Approach UFI FERET
SRC (Wagner et al. [15]) - 95.20
LBP (Ahonen et al. [1]) 55.04 93.89
LBP8,2 59.83 97.99
uniform LBP8,2 53.39 97.66
LDP (Zhang et al. [9]) 50.25 97.4
FS-LBP (Lenc et al. [14]) 63.31 98.91
E-LBP4,9,5 (proposed) 65.28 98.5
TABLE I
FINAL RESULTS OF THE PROPOSED APPROACH ON THE UFI AND FERET
DATABASES AGAINST SEVERAL STATE-OF-THE-ART METHODS
We experimentally showed that our approach outperforms
a number of other state-of-the-art methods (LBP8,2 included)
and its capabilities are particularly evident in the real con-
ditions when images can be noisy, vary in the pose and
are illuminated differently. We also demonstrated that the
proposed approach is robust to the image resolution. This
was demonstrated on the UFI dataset, where we obtained
recognition accuracy 65.28%, which represents the increase
by 2% over the other best method.
REFERENCES
[1] T. Ahonen, A. Hadid, and M. Pietika¨inen, “Face recognition with local
binary patterns,” in Computer vision-eccv 2004. Springer, 2004, pp.
469–481.
[2] L. Lenc and P. Kra´l, “Unconstrained Facial Images: Database for face
recognition under real-world conditions,” in 14th Mexican International
Conference on Artificial Intelligence (MICAI 2015). Cuernavaca,
Mexico: Springer, 25-31 October 2015 2015.
[3] P. J. Phillips, H. Wechsler, J. Huang, and P. Rauss, “The FERET database
and evaluation procedure for face recognition algorithms,” Image and
Vision Computing, vol. 16, no. 5, pp. 295–306, 1998.
[4] Z. Lei, M. Pietika¨inen, and S. Z. Li, “Learning discriminant face descrip-
tor,” IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 36, no. 2, pp. 289–302, 2014.
[5] T. Ojala, M. Pietika¨inen, and D. Harwood, “A comparative study of
texture measures with classification based on featured distributions,”
Pattern recognition, vol. 29, no. 1, pp. 51–59, 1996.
[6] T. Ojala, M. Pietikainen, and T. Maenpaa, “Multiresolution gray-scale
and rotation invariant texture classification with local binary patterns,”
IEEE Transactions on pattern analysis and machine intelligence, vol. 24,
no. 7, pp. 971–987, 2002.
[7] W. Li, P. Fu, and L. Zhou, “Face recognition method based on dynamic
threshold local binary pattern,” in Proceedings of the 4th International
Conference on Internet Multimedia Computing and Service. ACM,
2012, pp. 20–24.
[8] X. Tan and B. Triggs, “Enhanced local texture feature sets for face
recognition under difficult lighting conditions,” Image Processing, IEEE
Transactions on, vol. 19, no. 6, pp. 1635–1650, 2010.
[9] B. Zhang, Y. Gao, S. Zhao, and J. Liu, “Local derivative pattern versus
local binary pattern: face recognition with high-order local pattern
descriptor,” Image Processing, IEEE Transactions on, vol. 19, no. 2,
pp. 533–544, 2010.
[10] R. Davarzani and S. Mozaffari, “Robust image description with weighted
and adaptive local binary pattern features,” in Pattern Recognition
(ICPR), 2014 22nd International Conference on. IEEE, 2014, pp.
1097–1102.
[11] S. Liao and A. C. Chung, “Face recognition by using elongated local
binary patterns with average maximum distance gradient magnitude,” in
Asian conference on computer vision. Springer, 2007, pp. 672–679.
[12] H. Jin, Q. Liu, H. Lu, and X. Tong, “Face detection using improved lbp
under bayesian framework,” in Image and Graphics (ICIG’04), Third
International Conference on. IEEE, 2004, pp. 306–309.
[13] L. Liu, L. Zhao, Y. Long, G. Kuang, and P. Fieguth, “Extended local
binary patterns for texture classification,” Image and Vision Computing,
vol. 30, no. 2, pp. 86–99, 2012.
[14] L. Lenc and P. Kra´l, “Local binary pattern based face recognition
with automatically detected fiducial points,” Integrated Computer-Aided
Engineering, vol. 23, no. 2, pp. 129–139, March 2016.
[15] A. Wagner, J. Wright, A. Ganesh, Z. Zhou, H. Mobahi, and Y. Ma,
“Toward a practical face recognition system: Robust alignment and
illumination by sparse representation,” Pattern Analysis and Machine
Intelligence, IEEE Transactions on, vol. 34, no. 2, pp. 372–386, 2012.
