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ABSTRACT
In this Thesis, consisting of five original publications (Publ. I–V) and a summary, the
feasibility of the combination of transcranial magnetic stimulation (TMS) and
electroencephalography (EEG) for the study of cortical reactivity and connectivity has been
explored in humans. 
To stimulate the cerebral cortex through electromagnetic induction, a coil of wire was placed
above the person’s head and short, intensive current pulses were driven through the coil.
Different sites within the sensorimotor and prefrontal cortices were stimulated with various
pulse intensities while measuring changes in electric potential with 60 electrodes on the scalp.
In some of the experiments, the coil was navigated over the desired cortical area based on
individual magnetic resonance images of the head. The reactivity of the stimulated cortical
sites was evaluated based on the EEG. A theoretical model for the intensity dependence of the
brain response was proposed. The intra- and interhemispheric connectivities of the stimulated
areas were assessed using minimum-norm current-density estimates (MNE) derived from the
EEG. The spatial accuracy of the MNE was assessed by applying it to the estimation of
relatively well-known cortical current distributions, i.e., those elicited by electrical
stimulation of the median and ulnar nerves. In addition, simulated potential fields of current
dipoles were used to address the effect of measurement noise and source depth on the MNE
localization accuracy. 
This Thesis shows that the combination of TMS and high-resolution EEG allows the study of
interhemispheric connections with high spatiotemporal specificity and enables the assessment
of cortical reactivity, also within non-motor cortical areas, with excellent sensitivity. The
localization accuracy of the MNE is shown to be comparable with that of equivalent dipole
fitting, and, thus, sufficient for tracing the spread of TMS-evoked activity.
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51 INTRODUCTION
Transcranial magnetic stimulation (TMS) is a method for activating the brain by modulating
the voltage over the membranes of cortical neurons (Barker et al., 1985). The stimulating
effect depends on the geometry of the stimulating coil with respect to the head and of the
waveform of the current pulse driven through the coil. With the commonly used stimulation
intensities and focal coils, the cortex is activated within an area of a few square centimeters.
Presently, the clinical value of TMS resides in its ability to reveal deficits of the central motor
system as suggested in early TMS studies (Barker et al., 1987). TMS has, however, potential
for quite sophisticated uses, when applied together with contemporary neuroimaging
techniques (Sack and Linden, 2003). Combined with electroencephalography (EEG), TMS is
developing towards a brain research method in which stimulation is navigated into a desired
brain area and the concurrently recorded scalp potentials are processed into source images of
the TMS-evoked neuronal activation. At the present stage of the development, basic
understanding about the characteristics of the TMS-evoked potentials is required.
In this Thesis, the feasibility of the combination of TMS and multi-channel EEG (TMS–EEG)
for the study of cortical reactivity and connectivity is explored by investigating the
dependence of TMS-evoked brain activity on stimulation site and intensity. It is shown that
TMS–EEG allows the study of interhemispheric connections with high spatiotemporal
specificity. The technique enables the assessment of cortical reactivity, also within non-motor
cortical areas, with excellent sensitivity. The localization accuracy of the minimum-norm
current-density estimate (MNE) is shown to be comparable to that of equivalent dipole fitting,
and, thus, sufficient for tracing the spread of TMS-evoked activity.
The first two chapters of the summary outline the history and the present state of TMS–EEG
research and the aims of the work. Thereafter, the physical basis behind the TMS-induced
neuronal excitation and the basic concepts for the data reduction and source localization of
neurophysiological signals are explained. The instrumentation and the means for data analysis
used in Studies I–V are described. Chapter 6 contains the findings of Studies I–V. Before
concluding, methodological issues and the role of TMS–EEG in the field of neuroscience are
discussed. 
1.1 Transcranial magnetic stimulation
In 1985, Barker et al. targeted single magnetic pulses to the motor cortex of human subjects
and recorded subsequent motor evoked potentials from the contralateral hand or foot muscles.
The magnetic pulses stimulated neural tissue through the cortically induced electric field
depolarizing cell membranes (Barker et al., 1985). Pulses with sufficient intensity were found
to lead to a sequence of descending volleys to the spinal cord (Day et al., 1989). This
methodology was soon brought to patient studies, where abnormal central motor conduction
could be associated with a neuronal deficit (Barker et al., 1987). The advantage of transcranial
magnetic stimulation over transcranial electrical stimulation, introduced five years earlier
(Merton and Morton, 1980), was its painlessness, resulting from the different characteristics
of the induced electric field in the tissues of the head (Barker et al., 1987).
Since the pioneering works on motor conduction, several other application areas of TMS have
emerged. In 1989, it was found that a single TMS pulse administered at a specific latency
after a visual stimulus transiently impaired stimulus recognition (Amassian et al., 1989).
Extended to disturbing any perceptual or cognitive process, this technique was named the
6temporal lesion paradigm. Along with rapid-rate TMS (repetition rates of up to 60 pulses per
second; Cadwell Laboratories, Inc., Kennewick, USA, 1988), coils designed for focal
stimulation (Cohen et al., 1990; Ueno et al., 1988; Yonokuchi and Cohen, 1991), and image-
guided targeting of stimulation to desired cortical structures (Fernandez et al., 2002; Krings et
al., 1997; Lancaster et al., 2004; Neggers et al., 2004), neuronal processes can now be
disrupted even in relatively well-defined cortical areas (Bjoertomt et al., 2002; Hayward et
al., 2004; Mottaghy et al., 2000; Theoret et al., 2002). Delivering two sequential pulses with
independently adjusted stimulus intensities and with a short inter-stimulus interval (1–200
ms) to the primary motor cortex (M1) allowed the exploration of inhibition and facilitation
within the motor pathway (paired-pulse TMS; Di Lazzaro et al., 2000; Frasson et al., 2003;
Kujirai et al., 1993; Manganotti et al., 2002; Shimizu et al., 1999; Smith et al., 1999;
Tamburin et al., 2004; Valls-Solé et al., 1992; Ziemann et al., 1997). If the first pulse (i.e., the
conditioning pulse) was targeted to another area than M1 (usually to the contralateral M1),
area-to-area facilitation and inhibition could be studied through the effect of the conditioning
pulse on the motor evoked potential (double-pulse TMS; Bajbouj et al., 2004; Boroojerdi et
al., 1999; Civardi et al., 2001; Daskalakis et al., 2002; Di Lazzaro et al., 1999; Ferbert et al.,
1992; Kujirai et al., 1993; Meyer et al., 1995, 1998; Ridding et al., 2000; Schnitzler et al.,
1996).
In the attempt to assess the extent and loci of local and remote TMS-induced brain effects,
which was not possible with TMS and the electromyography (EMG) alone, functional brain
imaging was combined with TMS. Reflecting changes in cerebral blood flow and
oxygenation, 15O–H2O or 18F–FDG positron emission tomography, 99mTc ethylcysteinate
dimer single-photon emission tomography, blood-oxygenation-level-dependent magnetic
resonance imaging (MRI), and near-infrared spectroscopy showed bilateral cortical activity,
as well as activation of subcortical structures and the cerebellum (Bestmann et al., 2003;
Bohning et al., 1999, 2000; Fox et al., 1997; Nissilä et al., 2002; Okabe et al., 2003; Siebner
et al., 2000; Speer et al., 2003). The introduction of TMS-compatible EEG allowed one to
measure the instant and direct neuronal effects of TMS (Ilmoniemi et al., 1997; Virtanen et
al., 1999); bilateral activation patterns, similarly to functional imaging, were exhibited in
source images derived from the EEG. 
TMS shows great promise for future clinical applications. Presently, the key topics in TMS
research include altered cortical excitability in neurological diseases (Caramia et al., 2004; Di
Lazzaro et al., 2004; Gilbert et al., 2004; Kühn et al., 2004; Scalise et al., 2004; Sommer et
al., 2003), functional relevance of cortical areas in cognitive task performance (Bestmann et
al., 2002; Floel et al., 2004; Hayward et al., 2004; Nixon et al., 2004; Sandrini et al., 2003;
Suchan et al., 2004), and treatment of psychiatric diseases (Cohen et al., 2004; Fitzgerald et
al., 2003; Hoffman et al., 2003; Huber et al., 2003; Michael and Erfurth, 2004; Plewnia et al.,
2003). To date, however, there are not enough data to establish TMS studies as part of clinical
diagnostics or therapy in any neurological or psychiatric disease (Kobayashi and Pascual-
Leone, 2003). 
1.2 TMS-evoked potentials (TMS-EP)
The first published attempt to measure TMS-evoked brain responses was made by Cracco et
al. (1989). In their setup, one scalp electrode was used to register responses to TMS at a
homologous contralateral cortical area to the stimulation site. These researchers were able to
record corticocortically mediated activity with an onset latency of 9–12 ms. This approach to
explore the connectivity of brain areas did not extend beyond more than one study (Amassian
7et al., 1992), probably because of the severe technical limitations related with the coupling of
a strong shock artifact to the recording system, known already from studies with electrical
stimuli (Freeman, 1971). Overcoming this difficulty was needed to allow multi-channel EEG
recordings concurrently with TMS.
One way to suppress the stimulus artifact was to sample the signal and to hold it constant
during the stimulus, as previously suggested for electrical stimulation experiments (Babb et
al., 1978; Freeman, 1971; Roby and Lettich, 1975). If the first amplifier stages could also be
assured to operate in a linear range, their saturation and the suppression of the shock artifact
could be obtained. With this type of amplifier (Fig. 1; Virtanen et al., 1999), TMS-evoked
brain responses were successfully measured in 1997 (Ilmoniemi et al., 1997). Small
silver/silver-chloride pellet electrodes with diameters of 3 mm were used, with no significant
heating effects with the stimulation rate of one pulse per second (Roth et al., 1992). The
spread of TMS-evoked brain activity could now be traced between brain areas starting a few
milliseconds poststimulus. In addition to the BioMag Laboratory (Helsinki University Central
Hospital), the amplifier system of Virtanen et al. has been used in the Montreal Neurological
Institute and Hospital (McGill University, Montreal, Canada). The amplifier has been further
developed to a commercially available product by Nexstim Ltd. (Helsinki). Lately, two novel
TMS-compatible EEG amplifiers have been described: one with 64 channels, based on a
sample-and-hold circuit (Iramina et al., 2003), and another with 128 channels, based on a
slew-rate limiter (Epstein, 1995; Ives et al., 1993).
Figure 1. A block diagram of the TMS-compatible EEG amplifier, modified from Virtanen et al. (1999). The
differential input and the gain of the first amplifier stage are limited (LIM; Low Gain), to keep amplifier A1 in the
linear operating range. The semiconductor switch (SW) is open during the TMS pulse. The first sample-and-hold
circuit (S/H(A)) latches the signal from amplifier A2 prior to the TMS pulse. The second sample-and-hold circuit
(S/H(B)), subsequent to the optical isolator, blocks residual artifacts from the subsequent filters (FLT). The
duration of the gating pulse, which controls S/H(B), is activated 50 µs pre- and released 5 ms poststimulus.
The endeavor of the TMS–EEG studies during the last five years has appeared twofold. One
focus has been to describe the nature of the TMS-EPs, in order to extend the understanding
about the activation mechanisms of TMS. The other objective has been to confirm the
potential of TMS–EEG as a tool for basic neurophysiological research and possibly for
diagnostic purposes. The recent knowledge about TMS-evoked brain activity consists of a
series of sparse findings. Motor-cortex TMS induces transient synchronization of spontaneous
activity within the 15–25-Hz frequency band (Paus et al., 2001). The sequence of responses
consists of at least five deflections, viz., P30 (vertex-positive EEG deflection approximately
30 ms poststimulus), N45, N100, P180, and N280 (Nikouline et al., 1999; Paus et al., 2001;
Tiitinen et al., 1999). The N100 and P180 responses may be contributed to by auditory
8activation due to the coil click (Nikouline et al., 1999; Ruohonen et al., 2000; Tiitinen et al.,
1999). The origin of the TMS-evoked EEG deflections is unknown, except for the N45
response, which has been localized to the ipsilateral central sulcus (Paus et al., 2001). The
N100 deflection is attenuated when TMS is applied just before the onset of a visually
triggered movement (Nikulin et al., 2003), implying that it is associated with activation of
inhibitory cortical circuits. The TMS-evoked activity spreads from the motor cortex to the
contralateral hemisphere in about 20 ms (Ilmoniemi et al., 1997), reflecting the area-to-area
connectivity of the brain. Alcohol alters the connectivity of M1 (Kähkönen et al., 2001) and
the reactivity of the prefrontal cortex (PFC; Kähkönen et al., 2003). The results of Studies I–
V complement these findings by adding the N15 and P55 deflections to the sequence of TMS-
EPs and by describing the dependence of the evoked activity on stimulation site and intensity.
92 AIMS OF THE STUDY
This summary outlines the findings of Studies I–V. The purpose of the studies was to explore
the feasibility of TMS–EEG for the study of cortical reactivity and connectivity and to
delineate the dependence of the TMS-EPs on stimulation site and intensity. 
The specific aims of Studies I–V were
1) To determine the latency and loci of the interhemispherically mediated
TMS-evoked activity (until 30 ms) and to find out how the activity is
modulated by slightly changing the stimulation site around M1 (Study I).
2) To evaluate the spatial accuracy of the MNE current-density estimate used in
Studies I and III for the localization of TMS-evoked activity (Study II). 
3) To determine the main components of the TMS-evoked overall EEG
response (until 300 ms; Study III). 
4) To estimate the shape of the response–stimulus-intensity curve of M1 and
PFC from experiments and a theoretical model (Study III and V). 
5) To compare the reactivity of M1 and PCF (Study IV).
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3 TMS-EVOKED NEURONAL EXCITATION
3.1 Physical effects of TMS: the induced fields
The physical basis of TMS is described by Maxwell’s equations. Because the electromagnetic
fields associated with TMS are of low frequency, the quasi-static approximation of the
equations (Plonsey, 1969) can be applied to the computation of the tissue-induced fields and
currents. A time-varying current pulse in the stimulation coil produces a magnetic field
according to the Biot–Savart law. The time-varying magnetic field, in turn, induces an electric
field according to Faraday’s law. The induced electric field moves charges in the direction of
its field lines. If the coil is parallel to the surface of the conductor (head), no surface charges
appear due to induction, and the computation of the electric field inside the conductor is
simple (Grandori and Ravazzani, 1991). Otherwise, charges accumulate at the conductor
surface as well as at the interfaces between tissues with different conductivity, generating a
secondary electric field.
The expression for the total induced electric field E inside a conductor has, thus, a term due to
induction, represented by vector potential A, and a term from surface charges, represented by
scalar potential V (Roth et al., 1990): 
V
t
∇−∂
∂−= AE (1)
Because the total induced electric field is strongest at the boundaries of any homogenous
conductor compartment (Heller and van Hulsteyn, 1992), the stimulating effect of TMS in the
brain is concentrated at the cortical surface.
As a result of the reciprocity theorem of the lead field theory, there is a connection between
the electric field E inside a conductor, induced by current I driven through a coil, and the
magnetic induction B due to a current dipole Q inside the conductor (Heller and van
Hulsteyn, 1992), so that 
∫ ⋅−=⋅
S
d
dt
dI )'()'()()( rSrBrErQ , (2)
where dS is a vector normal to the surface spanned by the coil windings. This reciprocity can
be used for the calculation of the total electric field induced by TMS inside the head. The
magnetic field due to a source current density Ji in a piecewise homogeneous conductor is
given by the Geselowitz formula (Geselowitz, 1970). If the conductor G is divided by
surfaces Sj,
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where σ’j and σ’’j are the conductivities of the inner and outer sides of Sj, V is the electric
potential due to volume conduction, and n is the outer unit normal of Sj. According to
Equation 2, the total induced electric field related with TMS is then expressed with the aid of
the lead field of the coil LCoil (Ilmoniemi et al., 1999):
)()()( Coil rLrE ⋅−= dt
tdI , (4)
where LCoil is obtained with integration of B over the coil area, due to a unit current dipole.
The lead-field approach offers an analytic solution for E in a spherically symmetric conductor
(Heller and van Hulsteyn, 1992; Ilmoniemi et al., 1999). The analytic solution in a
homogeneous spherical head model can also be obtained from a set of line integrals
performed along the coil current path (Eaton, 1992). The solution for E has also been
calculated numerically for a three-shell sphere model (Roth et al., 1991) and for a quasi-
spherical model (Ueno et al., 1988). A sphere has been shown to be an adequate model for the
computation of the magnetic field for superficial current sources (Hämäläinen and Sarvas,
1989). Consequently, it is applicable for estimating the cortically induced E in TMS, with a
sufficient accuracy. Fig. 2a shows the coordinate system for computing E from Equation 4.
Fig. 2b illustrates the surface plot of E for a figure-of-eight shaped coil. 
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neurons. Cells may be excited at their soma, which is the most likely site for excitation of
neurons with straight axons in a uniform field (Tranchina and Nicholson, 1986). Another
possibility is that excitation occurs at axons. The effect of the TMS-induced electric field on
the transmembrane potential of an axon below the excitation threshold is modeled by
modifying the cable equation into the form (Roth and Basser, 1990)
x
E
t
VV
x
Vf x∂
∂=∂
∂−−∂
∂= 22
2
2 λτλ , (5)
where λ and τ are the length and time constants of the axon, V is the transmembrane potential,
Ex is the component of E along the axon, and f is called Rattay’s activation function (Rattay,
1986). Negative f results in depolarization and positive f to hyperpolarization of the
membrane. Experimental studies with electrical stimulation of peripheral nerves have
confirmed that the negative gradient of Ex is, indeed, the driving force of the axon’s
membrane potential (Ranck, 1975). The field component transverse to the axon, which affects
the activation function for peripheral fibers (Ruohonen et al., 1996), is not likely to contribute
significantly to the excitation of cortical neurons; cortical axons that bend, curve, and branch
densely are preferably excited at their bends and terminals (Abdeen and Stuchly, 1994; Hyodo
and Ueno, 1996; Maccabee et al., 1993; Tranchina and Nicholson, 1986). The model of
Equation 5 does not necessarily apply to fiber bundles, where the extracellular potential is
affected by the presence of adjacent axons. Taken together, the observations about the
orientation-selective excitation of cortical neurons and several corticospinal volleys evoked
by a TMS pulse (Nakamura et al., 1996) could be best explained by excitation of both cortical
interneurons and corticospinal pyramidal neurons. Fig. 3 illustrates the excitation of a bent
pyramidal axon in the cortex. 
Figure 3. Excitation of a bent cortical axon. Current pulses in the coil induce an electric field in the head tissues
(upper left). The field is aligned tangentially to the head surface, and its orientation with respect to the axons of
pyramidal neurons is indicated with arrows (upper right). The pyramidal axons are depolarized at their bends
(lower right). Scalp-recorded EEG reflects synchronous activity evoked by TMS (lower left) in a large number of
neurons. Modified from Ruohonen and Ilmoniemi (2002).
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Macroscopically, the locus of activation in the brain seems to be where the induced field is
maximal (Krings et al., 1997). Focal activation is achieved by using a figure-of-eight coil or a
double-cone coil, with two loops in which the current flows in opposite directions. The
induced electric field peaks at the intersection of the coil windings, as shown in Fig. 2b. The
stimulating field experienced by a neuron has duration equal to the first phase of the dB/dt
waveform. A greater amount of stored energy is required for longer-duration stimuli to
achieve the same change in transmembrane voltage (Barker et al., 1991). Therefore, short
pulses with rise times of less than 100 µs are usually applied.
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4 ANALYSIS OF NEUROPHYSIOLOGICAL SIGNALS
4.1 Electromagnetic forward problem 
The EEG and magnetoencephalographic (MEG) signals arise mainly from the postsynaptic
potentials of pyramidal neurons (Regan, 1989). Neuronal activity in conducting tissue
impresses an electromotive force driving the so-called impressed current. Simultaneous
excitation of parallel pyramidal neurons within a cortical column results in a net current,
which can be modeled with a current dipole perpendicular to the cortical surface. The
dendritic trees of cortical interneurons have approximately rotational symmetry and thus their
intracellular currents cancel out.  
Impressed currents produce Ohmic return currents in the extracellular space, forming closed
loops in the conducting medium. Volume conduction results in a smeared voltage distribution
(Ary et al., 1981), limiting the spatial resolution of scalp-recorded EEG. Solving the forward
problem of EEG, i.e., computing the potential outside the head produced by a current source
in the brain requires a theoretical model for the geometry and conductivity of the head tissues.
The homogenous sphere model has a closed-form solution (Wilson and Bailey, 1950). The
solutions of multi-layer spherical and spheroidal models are determined as infinite sums of
Legendre and associated Legendre polynomials (Cuffin and Cohen, 1979; de Munck, 1988;
Rush and Driscoll, 1968; Sun, 1997). In practice, 60–100 terms are summed or an
approximation of the infinite sum is used to speed up the computation (Sun, 1997).
The solution for the magnetic field outside the head due to neuronal activity is simpler than
that for the scalp potential. In a spherically symmetric conductor, the contribution of volume
currents to the magnetic field is independent of the conductivity profile (Sarvas, 1987). It
appears that volume currents need not to be considered explicitly in the computation of B in
the case of a spherically symmetric conductor, and a closed-form solution for magnetic
induction due to a current dipole is obtained (Ilmoniemi et al., 1984). Alternative derivations
for B have been presented by Grynszpan and Geselowitz (1973), Cuffin and Cohen (1977),
and Sarvas (1987). 
For the forward computation of the magnetic field outside the head, the spherical model is
adequate within superficial parts of the head (Hämäläinen and Sarvas, 1989). For the
computation of the electric potential, the error due to an unrealistic shape of the head model is
somewhat larger (Cuffin, 1990). For realistic geometry and conductivity distributions of the
head, the forward computation can be performed, e.g., by using the boundary-element,  finite-
element, finite-difference, or finite-volume-element methods, and possibly artificial neural
networks (Homma et al., 1994; Hämäläinen and Sarvas, 1989; Laarne et al., 1995; Marin et
al., 1998; Oostenveld and Oostendorp, 2002; Sun and Sclabassi, 2000; Thevenet et al., 1991;
Vanrumste et al., 2001; Yan et al., 1991). 
4.2 Data reduction of multi-channel EEG
During high-resolution EEG recordings, a relatively large amount of data is gathered. For
extracting relevant information from a set of signals, data reduction may be useful. For
example, the information content of the signals may be downgraded into a few components
reflecting the main elements of the evoked activity (Hjorth and Rodin, 1988; Lagerlund et al.,
1997) or the data may be transferred into the frequency domain to estimate the amount of
activity at specific frequency ranges from a power spectrum (e.g., Nuwer, 1988). A simple
way to identify the occurrence times of the main components of brain activity is to compute
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the root-mean-square voltage difference between each electrode and the mean of all
electrodes (Lehmann and Skrandies, 1980). In Studies III–V, this measure was called the
global mean field amplitude (GMFA). Periods of stable potential patterns typically coincide
with high field power, and thus the main components of evoked fields are represented in the
GMFA. Determination of component latencies from GMFA is more meaningful than wave
shape analysis of individual electrode signals. Spatial information is, however, lost in this
analysis.
4.3 Source estimates of evoked potentials and fields
For the assessment of source currents underlying a measured field pattern, the electromagnetic
inverse problem has to be solved. As different current configurations may produce equal field
patterns outside the head, the inverse problem is underdetermined and no unique solution
exists. A profound difference between the inverse problem of EEG and MEG is that,
producing no magnetic field outside a spherically symmetric conductor, radially oriented
primary currents are essentially invisible to MEG sensors. Practically this means that any
source configuration may be augmented by an arbitrary number of radial source currents and
it still produces the same MEG signals. Although EEG and MEG reflect different projections
of the source current vector, providing complementary information, the same mathematical
analysis is used to solve the inverse problem. A solution is chosen either by minimizing the
residual between a modeled and the measured field or by determining mathematical or
physiological criteria for the best estimate of a continuous primary current distribution. 
In equivalent current dipole (ECD) fitting, each active brain area is modeled with at least one
point-like dipole. This approach is best suited for cases where neuronal activity can be
assumed to be localized into a small number of distinct areas of the brain. The dipole location
is determined with non-linear estimation, such as the Levenberg–Marquardt (Levenberg,
1944; Marquardt, 1963) or the Nelder–Mead algorithm (Nelder and Mead, 1965). The dipole
moment for a fixed dipole can be optimized with linear least-squares approach.
Spatiotemporal models with fixed or rotating dipoles need a priori knowledge of the number
and class of sources (Scherg and Von Cramon, 1985). 
Algorithms searching for a distributed source current with minimal assumptions are the best
choice when the nature of the source distribution is unknown in advance. Minimum-norm
solutions assume nothing about the shape and size of activated areas (Hämäläinen and
Ilmoniemi, 1994; Matsuura and Okabe, 1995). Computing the L2 MNE requires solving a
group of linear equations. If L1 norm is minimized, the problem is non-linear and
computationally more laborious (Matsuura and Okabe, 1995). The present practical solutions
of the L1 MNE require prior information about current orientations, which may cause error
when unknown source distributions are estimated. Generally, the L1 solution tends to yield
more focal sources, while the L2 solution may more accurately describe distributed sources.
Commonly, current-density reconstructions are applied to single time-point evaluations and
for visualization purposes.
From the ill-posedness of the electromagnetic inverse problem it follows that the solution
needs to be regularized to reduce the unwanted instability of the solution under small changes
of the initial data. Practically, this leads to a compromise between the accuracy of the solution
and the contribution of noise. Regularization of the MNE is done either by truncating the
inverse (Hämäläinen and Ilmoniemi, 1994) or by weighting an additional model term
according to the noise level. In the zero-order Tikhonov regularization (Tikhonov and
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Arsenin, 1977), instead of minimizing 2
2
LJV − , where V contains the measured field values,
L the lead field vectors of the measurement sensors (cf. Chapter 4.4) and J is the primary
current, the function to minimize is 
2
2
2
2
JLJV α+−=∆ . (6)
The regularization parameter α is chosen so that the solution will not explain more of the data
than is above the noise level (e.g., Fuchs et al., 1999; Hansen, 1992; Srebro, 1996). 
4.4 The L2 MNE reconstructed from EEG
In the derivation of the expression for the L2 MNE, the concept of the lead field is required.
Usually, the lead field of an electrode pair is defined by using the reciprocity theorem: the
electric field in the volume conductor generated by feeding a unit current through the pair of
electrodes is identical to the sensitivity distribution of the electrode pair (Rush and Driscoll,
1969). In this work, however, the lead field of an electrode pair was determined as the voltage
measured due to a current dipole Q inside the conducting medium. Matrix Le = [L1, L2,
…LNe]T contains the lead field vectors of each of the Ne electrode derivations.
Those currents that contribute to the measured EEG lie in the subspace spanned by the electric
lead fields of the electrode derivations. The MNE reconstructed from EEG is obtained by
searching the primary current as a linear combination of the lead fields, thus setting all those
components of the primary current zero about which the measurement gives no information.
The voltages V measured with Ne electrode derivations are projections of the current vector to
the lead fields. This contemplation results in the following expression for the MNE
(Hämäläinen and Ilmoniemi, 1994): 
( ) V1TeeTeˆ −= LLLJ . (7)
The zero-order Tikhonov-regularized MNE is computed by replacing LeLeT in Equation 7 by
KT = LeLeT + αI, where I is the identity matrix. In this work, the regularized MNE current-
density estimate was computed from (Kesäniemi, 1999)
∑−
=
=
1
1
T
T
ereg σ
ˆ
Ne
i
i
i
i vVuLJ , where (8)
ui and vi are the singular vectors and σi the singular values of KT . The solution is made
independent of the selection of the reference potential by including only those singular vectors
that correspond to the Ne–1 largest singular values.
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5 MATERIAL AND METHODS
5.1 TMS-evoked potentials
5.1.1 Magnetic stimulation
The pulse-generating circuit of the magnetic stimulator of the BioMag Laboratory (Fig. 4)
produces damped sinusoidal (biphasic) current pulses with a rise time of 90 µs and a duration
of 385 µs. The current oscillation, decaying because of resistive losses in the circuit, obeys the
form (Ruohonen and Ilmoniemi, 2002)
[ ] teLUtI tLR ωω sin)/()( )2/(0 −⋅= , (9)
where 21 )2/()( LRLC −= −ω , U0 is the capacitor’s initial voltage, L is the inductance of the
coil, and R is the common resistance of the components in the circuit. The present commercial
stimulators use either a monophasic (Magstim 200, The Magstim Company Ltd., Whitland,
United Kingdom), a biphasic (MES-10, Cadwell Laboratories, Inc., Kennewick, Washington,
USA; MagPro Compact, Medtronic A/S, Skovlunde, Denmark; NeoPulse, Neotonus, Inc.,
Atlanta, Georgia, USA), or a polyphasic (Magstim Super Rapid, The Magstim Company Ltd.,
Whitland, United Kingdom) current pulse. In MagPro stimulator, one can switch between a
monophasic and a biphasic pulse.
Figure 4. A diagram of a circuit driving a sinusoidal
current pulse through the coil (L). A gate signal from
the stimulator electronics opens the thyristor switch
(S), discharging the high-voltage capacitor (C)
through the coil. Thereafter, the current flows in the
opposite direction through the diode D, forming the
negative half wave of the biphasic pulse. R
represents the common resistance of the
components in the circuit.
In Studies I and III–V, the stimulation coil comprised 15 rounds of rectangular copper wire
wound into a figure-of-eight shape. The diameter of each loop was 40 mm. The heating of the
coil was prevented with circulating water around the wiring. The coil, insulated with a plastic
covering, was attached to a semicircle-shaped rail, along which it could be manually moved to
a desired position (Fig. 5). This arrangement assured that the coil did not move during the
experiments. The magnetic stimulator operated below 3 kV with a maximum current of 12 kA.
To avoid overheating, a maximum capacitor voltage of 2 kV at a maximum repetition rate of
1.2 pulses per second is recommended for the stimulator. Capacitor voltages of 0.840–2.04 kV
produced peak currents of 3.7–8.9 kA, inducing peak magnetic flux densities of 0.7–1.9 T and
electric fields of 88–220 V/m, estimated 18 mm under the coil.
In the beginning of each TMS–EEG experiment, the optimal site (i.e., the hand area of M1) for
producing motor evoked potentials in the abductor digiti minimi muscle was searched and the
motor threshold (MT) was determined for each subject as explained in Publ. I and III–V. In
Studies I and V, the coordinates of the subjects’ preauricular points and the nasion were
determined with a three-dimensional (3D) digitizer (Polhemus, Colchester, Vermont, USA).
Based on these coordinates, the positions of the electrodes and the coil were co-registered with
the subject’s MRI and were viewed on a computer screen during the experiment. The co-
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registration was done with a linear coordinate transformation of the digitized points into the
coordinate system of the MRI.
Figure 5. Picture from a TMS–EEG experiment.
The figure-of-eight shaped coil was attached to a
semicircle-shaped rail, along which it could be
manually moved to a desired position. An electrode
cap with 60 C-shaped electrodes was used for
recording the EEG. The reference electrode was on
the forehead, placed near the ground electrode. The
horizontal electro-oculogram (EOG) was also
recorded.
TMS was delivered in sequences of 50 (Studies III and V) or 120 pulses (Studies I and IV)
with a randomized inter-stimulus interval between 1.5–2.5 s. The intensities and target sites of
TMS for each experiment are given in Table 1. For Subjects 19–27, the target site at PFC was
located by moving the coil 5 cm anterior and 2 cm lateral from M1. For Subjects 13–14, 16–
18, and 28–29, the coil was placed over Brodmann’s area 46 in PFC, identified from the
individual MRI. 
The contribution of auditory activation elicited by the coil click, to the recorded EEG
responses, was controlled in two ways. In a control condition performed for Subject 16
(Studies III and V), acoustic noise was played through headphones during TMS, to avoid the
subject from hearing the air-conducted sound of the coil (Control condition I). In Study IV, a
piece of plastic was placed between the coil and the scalp during stimulation (Control
condition II). In this condition, the induced electric field was attenuated to less than 20% of
the field in normal condition, but the vibration of the coil was conducted through the skull to
the cochlea. This control experiment was performed for Subjects 19–27.
5.1.2 Recording instrumentation
In Studies I and III–V, EEG was continuously recorded with 60 electrodes referenced to the
forehead. The recording system, specially designed for registration of multi-channel EEG
during TMS, consisted of an amplifier capable of suppressing the stimulus artifact and a
stretchable electrode cap (Fig. 1; Virtanen et al., 1996, 1999). In addition to the EEG channels,
one differential channel of the amplifier was reserved for recording the EOG. The second
sample-and-hold circuit of the amplifier was controlled by a gating signal, activated at 50 µs
pre- and released at 5 ms poststimulus. Thereafter, the amplifier system required another 2 ms
to recover. The signal of each channel was amplified and filtered between 0.1–500 Hz. The
16-bit analog-to-digital converter provided a sampling rate of 1450 s–1 and an amplitude
resolution better than 0.1 µV at the input range of ± 2.5 mV. A non-commercial EMG
amplifier with two differential channels and standard surface electrodes was additionally used
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for recording motor evoked potentials from the target muscle.
The EEG electrode cap comprised of 60 silver electrodes covered with silver chloride, creating
relatively stable half-cell potentials at the electrode–electrolyte interface (Janz and Ives, 1968).
The electrodes were cut into a C-shape (inner and outer diameters 6 and 10 mm; a 3-mm slit)
for reducing eddy currents. The high input impedance of the preamplifier decreased current
flow through the electrode-electrolyte interface, thus reducing the artifact due to the magnetic
pulse (Virtanen et al., 1999). During subject preparation, the outer layer of the skin was
abraded under each electrode with a wooden stick and conducting electrode gel with pumice
(Christian–Nissen, Berner Oy, Helsinki, Finland), because this decreases the skin impedance
markedly. Electrode paste (EC2® Genuine GRASS Electrode Cream, Grass-Telefactor, Astro-
Med, Inc., West Warwick, Rhode Island, USA) was added with a syringe to form a bridge
between the skin and the electrode and to decrease the electrodes’ sensitivity to movement.
The ground and the reference electrodes were placed close to each other on the forehead. The
electrode impedances were checked before the start of each measurement. Impedances were
preferably kept below 10 kΩ.
5.1.3 Analysis of TMS-EPs
Artifact rejection and averaging of the TMS-evoked EEG were performed as explained in
Publ. I and III–V. In Study I, time integrals of the amplitudes of 13 bipolar derivations of
contralateral signals (electrodes 11, 20–22, 30–32, 40–42; for numbering of the electrodes see
Fig. 1 of Publ. I) were calculated to examine whether moving the coil affected the distribution
of the TMS-evoked frontoparietal contralateral activity and to pinpoint the location of the
possible changes. The integration was performed over the period of 10–30 ms poststimulus,
and the integral from 30 to 10 ms prestimulus was used as the baseline. Each integral reflected
the amount of relatively localized superficial cortical activity between two electrodes over the
selected period of time. One at a time, the 13 integrals were taken as the variable for the
univariate two-way analysis of variance, categorized by subject and stimulation site. In
addition, the overall effect of stimulation site on the contralateral EEG was tested, stimulation
site and derivation taken as factors. The dependence of the latency and site of the emergence
of contralateral activation on stimulation site and subject were tested with separate univariate
two-way analyses of variance. The ‘site’ variables were the x- and y-coordinates of the
location of the MNE current-density maximum (for the coordinate system see Fig. 1 of  Publ.
I).
The reactivity of the stimulated cortex was estimated based on the intensity dependence of the
overall TMS-evoked brain response. In Studies III–V, the GMFA was computed from each set
of averaged EEG signals. Because the peaks of the GMFA reflect the salient components of
overall activity, their amplitudes were determined as functions of stimulus intensity in Study
III. In Study V, latencies for testing the intensity dependence of the GMFA were determined
from signals of electrode Fz or FCz. The analysis of variance was used to test whether the
spatial distributions of the potential or the peak latencies changed with intensity (for details
see Publ. III and V). To find out possible interhemispheric differences, similarity between the
potential patterns for stimulation of the left and right M1 was investigated. Eight average-
referenced signals from frontoparietally located electrodes ipsilateral to stimulation were
compared between stimulation of the left and right M1 with the two-tailed paired t-test; e.g.,
the signal from electrode 9 for stimulation of the left M1 was compared to the signal from
electrode 11 for stimulation of the right M1). The tests were performed separately for each
peak. In Study IV, the reactivities of the motor and prefrontal cortices were compared by
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means of the time integrals of the GMFA at two latency ranges (30–130 ms and 130–270 ms;
pair-wise comparison by the Wilcoxon signed rank test).  
In Study III, a model for the TMS-evoked neuronal activity, based on the probability
distribution of neuronal membrane potentials and the cortically induced electric field, was
proposed. The computation of the electric field was done according to Equation 4. The lead
field of the coil was determined by using the expression for the magnetic field due to a current
dipole in a spherically symmetric conductor derived by Ilmoniemi et al. (1984). The model for
the TMS-evoked neuronal excitation was compared with the experimentally determined
response–stimulus-intensity curves.
5.1.4 Source localization of TMS-EPs
Sources of TMS-evoked EEG responses have been localized only in two research studies prior
to this work. In one study (Ilmoniemi et al., 1997), interhemispherically conducted TMS-
evoked activity was visualized with the L2 MNE, and in another (Paus et al., 2001), the TMS-
evoked N45 response was localized into the ipsilateral central sulcus with ECD fitting. As the
distribution of the TMS-evoked activity is poorly known, the use of the MNE as an estimate of
distributed source currents appeared more justified than dipole models assuming point-like
sources.
 
Software specially designed for the computation of the L2 MNE in a spherically symmetric
head model from high-resolution EEG was used for the source localization of TMS-EPs in
Studies I and III (Kesäniemi, 1999). The outermost sphere of the model was first fitted to the
coordinates of the recording electrodes. Thereafter, the electrode locations were projected to
the sphere surface. The conductivity and thickness of each layer of the head model,
representing the scalp, the skull, the cerebrospinal fluid, and the brain, were set according to
Cuffin and Cohen (1979). The depth of the spherical surface where the MNE was computed
could be selected freely below the surface of the innermost sphere. The algorithm for the
computation of the MNE was chosen between the truncated and the Tikhonov-regularized
MNE and the number of grid cells in the source space between 256 (16×16), 1024 (32×32),
and 4096 (64×64). The regularization parameter was freely determined. Potential maps were
interpolated with biharmonic spline interpolation from the set of signals, with zero integral
over the whole head and maximum smoothness (Perrin et al., 1989). The potential maps or the
MNE current-density distributions were shown on the screen together with the individual
electrode signals.
For the computation of the Tikhonov-regularized MNE based on TMS-EPs, the computation
layer with 4096 grid cells was placed just under the surface of the innermost sphere. The
regularization parameter of 10–4 was chosen, because it has been found to give the most
localized result with the signal-to-noise ratio of approximately 10 (Kesäniemi, 1999). The grid
cell with the largest current density was assigned as the location of the source. An alternative
way of determining the source location from a primary-current distribution would be to
calculate the weighted center of the current density (Fuchs et al., 1999). 
For the basis of anatomical identification of the cortical sites of maximal TMS-evoked
activity, the central sulcus was identified from the individual MRI sets of Subjects 1, 3, 5, and
6, in Study I. It was morphologically identified as the sulcus just posterior to the omega-
shaped knob in the hand area of the primary motor cortex and just anterior to the posterior
ramus of the cingulate sulcus in the mesial surface. For the rest of the subjects, the
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identification of the primary somatosensory cortex (S1) was performed according to the ECD
localization of the N20m response, as explained next.
5.2 Somatosensory evoked potentials (SEP) and fields (SEF)
5.2.1 Registration of SEPs and SEFs
In Study I, SEFs in response to electrical stimulation of the right median nerve were recorded
for Subjects 2 and 4. This was done in order to locate S1 in the posterior bank of the central
sulcus for the basis of anatomical identification of the cortical sites of maximal TMS-evoked
activity. The MEG was recorded with an array of 122 magnetometers (Neuromag, Helsinki,
Finland). The intensity of the electrical stimuli (rectangular current pulses; duration 0.2 ms;
inter-stimulus interval 5 s) was adjusted so that clear twitches were seen in the abductor
pollicis brevis muscle. Artifact rejection was performed online for signals exceeding 150 µV
or 3 pT/cm. The MEG was filtered between 0.03–310 Hz and sampled 942 times per second.
At least 200 epochs from 150 ms pre- to 550 ms poststimulus were averaged.
In Study II, SEPs and SEFs were simultaneously recorded for Subjects 7–11 with 64 scalp
electrodes and an array of 102 magnetometers and 204 planar gradiometers (VectorView,
Elekta Neuromag, Helsinki, Finland), while stimulating the median and ulnar nerves at the left
wrist. Details of the stimulation, the registration of brain responses, and artifact rejection are
explained in Publ. II. The coordinates of the preauricular points, the nasion, and the electrodes
were determined with a 3D-digitizer (Polhemus, Colchester, Vermont, USA) for the basis of
the co-registration of source locations with the individual MRI.
5.2.2. Source localization of SEPs and SEFs
In Study II, the MNE and spatiotemporal dipole localizations for the N20 and P70 SEPs were
compared with ECD localizations for the corresponding SEFs, as the latter method has proven
to provide accurate localization of the S1 hand area (Mäkelä et al., 2001; Sutherling et al.,
1988). The significance of the differences between the ECD and MNE source locations were
estimated with the paired two-tailed t-test performed for the x- and y-coordinates of the source
location as well as the source depth.
The MNE localization of SEPs was performed similarly to that of TMS-EPs (Chapter 5.1.4).
A regularization parameter of 10–5 was chosen to obtain good localization accuracy. The
computation layer was placed 32 mm below the outermost sphere surface (20 mm below the
innermost sphere surface), because the sources at S1 usually lie 2–4 cm below the scalp
(Buchner et al., 1995; Rossini et al., 1989; Sutherling et al., 1988). 
The spatiotemporal dipole modeling of SEPs was performed using Brain Electrical Source
Analysis software (BESA; Megis Software, Inc., Germany; Scherg, 1984). The strategy
described by Scherg and Picton (1991) was used: the brain activity was supposed to arise from
a few sources, the locations of which were fixed while the source current might change in
strength and orientation with time. During the fitting epochs, 17–24 and 65–75 ms, regional
sources were first determined to give an initial estimate of the locations of the highest current
density. As few regional sources were added as were required for a goodness-of-fit value
above 80%. The sources were then rotated to maximize the deflections of the source
waveforms. Those source dipoles that did not add significantly to the fitting result were
excluded. More accurate estimates for the locations and orientations of individual source
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dipoles were then searched, by freeing location and orientation constraints. For both epochs,
the tangential dipole localized in the right parietal cortex was chosen for comparison with the
sources obtained with the other localization techniques.
In the ECD source localization of SEFs and in the co-registration of the source loci with the
individual MRI in Studies I and II, the procedure described in Publ. II was followed. In Study
I, the sphere best fitting the curvature of the inner surface of the skull over the parietal cortex
was used as the head model for dipole localization of the N20m response. In Study II, the
innermost sphere of the four-layer model that was used for the MNE computation from the
N20 and P70 SEPs was also used as the head model for localizing the ECDs for the
corresponding SEF deflections (Fig. 6). For the basis of anatomical identification of the source
loci in Study II, the central sulcus was searched from the individual MRI sets as explained in
Chapter 5.1.4.
Figure 6. Construction of the individual four-layer head model. The radius of the outermost sphere (R4) was
established by fitting it to the electrode positions with the least-squares method (Subject 7). The radii of the three
other spheres (R1–R3) were determined according to R4 and the compartment thicknesses of Cuffin and Cohen
(1979). The conductivity of the brain (σ1), the cerebrospinal fluid (σ2), the skull (σ3), and the scalp (σ4) were taken
from their publication. For the source localization of TMS-EPs in Studies I and III, the MNE computation layer
(radius RMNE) was placed just under the surface of the innermost sphere. For the source localization of SEPs in
Study II, the source surface was placed 20 mm below the innermost sphere. The latter was also used as the head
model for ECD source localization of SEFs. The position of this sphere with respect to the anatomy of Subject 7 is
shown in a coronal MRI slice together with the MNE source location of the N20 SEP response. 
5.2.3 Computer simulations
In Study II, the influence of the source depth, the amount of noise, and the head model on the
accuracy of the MNE source localization was examined with simulated dipolar sources. In the
simulations, 60 Legendre and associated Legendre polynomials were summed to approximate
the scalp potentials of a 20-nAm dipole with different locations and orientations (Sun, 1997).
The computations were performed with MATLAB (The Mathworks, Inc., Natick,
Massachusetts, USA). 
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5.3 Overview of material and methods
Altogether, 29 healthy subjects, who gave their informed consent, participated in Studies I–V.
Each study protocol was approved by the Ethical Committee of the Helsinki University
Central Hospital. Table 1 summarizes the experimental techniques and source localization
methods used in this work.
Table 1.  Experimental and source localization techniques of Studies I–V. Target sites and intensities (% of MT) of
TMS and electrical stimulation (ES), as well as the number of channels for recording EEG and MEG are presented
(e.g., ‘EEG 60’ denotes EEG recording with 60 channels). ‘BESA’ refers to spatiotemporal dipole modeling with
the BESA software.
Publ. Subjects              TMS              ES
Type of
record.
Source
local.
Site Intens. Site Intens.
I 1–6 Left M1* 100 EEG 60 MNE
I 2, 4 Right median
nerve
>100 MEG 122 ECD
II 7–11 Left median 
+ ulnar nerve
>100 EEG 64
MEG 306
MNE
BESA
ECD
III 12–18 Bilateral  M1 60–120 EEG 60 MNE
IV 16–17 Left M1+PFC 60–120 EEG 60
IV 19–27 Left M1+PFC 100 EEG 60
V 13, 14, 16–18, 28, 29 Left PFC 60–120 EEG 60
* M1 and four sites around it at a distance of 10 mm were stimulated 
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6 RESULTS AND DISCUSSION
6.1 TMS-evoked brain responses
The main components of the EEG responses evoked by TMS of M1 or PFC appeared
approximately at 15, 45, 100, and 185 ms poststimulus. Clear brain responses were elicited
even at subthreshold intensities, when no muscle activity was observable. Subjects 12–18 and
28–29 showed distinct waveforms of overall activity at the intensity of 60% of the individual
MT (Publ. III and V). Fig. 7 shows the waveform and intensity dependence of the overall
response, together with the mean latencies of peak overall activity for Subjects 13, 14, and 16–
18 stimulated at both M1 and PFC.
Figure 7. Overall brain responses to TMS. a) The GMFA time curves in response to TMS of the left M1 (left) and
PFC (right) for four stimulation intensities (Subject 13). The latencies shown for the dominant peaks of the GMFA
(Peaks I–IV) are the group-mean latencies for Subjects 13, 14, and 16–18 (± standard deviation (SD)). b) The
group-mean amplitudes of Peaks I–IV for the different stimulation intensities. Note that the intensity dependence is
steeper for M1 than for PFC for Peaks I–III.  
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6.1.1 Activation of interconnected neuronal networks
Stimulation of M1 evoked activity in the vicinity of the coil within 7 ms poststimulus (earlier
activity could not be detected because of the gating settings used in the recordings). The initial
activity spread to the surrounding cortical areas as well as to the contralateral cortex. For
Subjects 1–6, the ipsilateral activity peaked over the gyrus precentralis, gyrus supramarginalis,
or lobulus parietalis superior, and spread to the contralateral hemisphere in 22 ± 2 ms, peaking
at the gyrus precentralis, gyrus frontalis superior, or lobulus parietalis inferior at 24 ± 2 ms.
The former latency determines the upper limit for the interhemispheric conduction time
between the stimulated area and the activated contralateral cortical region (Publ. I). Fig. 8
illustrates the trace of peak activity according to the grand-averaged EEG of Subjects 1–6.
Figure 8. The evolution of TMS-evoked activity 7–
25 ms poststimulus. The locations of peak activity
are denoted with open circles and the stimulation
site with a filled circle. According to the MNE
current-density distributions computed from the
grand-averaged EEG of Subjects 1–6, the ipsilateral
activation spread first to the parietotemporal regions
and thereafter to the motor and premotor areas. The
contralateral activity peaked at the supplementary
motor area. At 21 and 24 ms, the activity peaked
both at the ipsi- and contralateral cortices.
M1 has extensive intrahemispheric connections to the supplementary motor area, the
premotor cortex, and the primary and secondary somatosensory cortices (Guye et al., 2003;
Kandel and Schwartz, 1985). These structures are heavily interconnected and constitute a
basic network for sensorimotor coordination. The intrahemispheric spread of activity was well
in line with these connections: the spread of activation from the stimulation site to more
posterior locations would be consistent with corticocortical volleys from M1 to the
somatosensory areas in the parietal cortex. The spread to the sites close to the lateral sulcus
might represent volleys to the secondary somatosensory cortex; activation of the auditory
cortex due to the coil click can, however, not be excluded. 
The motor and somatosensory areas have transcallosal pathways to the homologous
contralateral cortical regions (Kandel and Schwartz, 1985). In addition, M1 sends
commissural fibers to the contralateral supplementary motor area and premotor cortex. The
interhemispherically conducted activity was well in line with these connections, initially
peaking over frontal areas close to the midline. The mean contralateral activation latency of
22 ms is close to that of the spread of epileptic activity from a parietal primary focus to its
mirror focus in the opposite hemicortex, found in an MEG study (Hari et al., 1993); mirror
foci are probably generated by primary discharges mediated by callosal fibers. 
6.1.2 Dependence of the EEG responses on stimulation site and intensity
Contralateral brain responses were diminished by moving the stimulation coil 10 mm antero-
or posteromedially from M1 (Subjects 1–6; two-way analysis of variance; f = 3.2, p = 0.012;
Fig. 9). Stimulation site had a significant effect on the amplitudes of six bipolar derivations
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(20–21: f = 3.1, p = 0.038; 20–30: f = 3.7, p = 0.020; 21–22: f = 4.1, p = 0.014; 30–31: f = 12,
p = 0.000; 31–32: f = 7.1, p = 0.001; 40–41: f = 5.8, p = 0.003; interaction between stimulation
site and subject was found for the derivations between electrodes 21–22 and 40–41). 
Figure 9. The effect of stimulation site on TMS-
evoked contralateral activity, measured with 13
bipolar derivations. The integrals of the amplitudes
of the derivations during 10–30 ms poststimulus are
examined in relation to stimulation site. The boxes
contain 50% of the values, and the lines across the
boxes indicate the median. The vertical bars extend
to the highest and lowest values, excluding outliers.
The diminution of contralateral brain responses by moving the stimulation coil medially from
M1 reflects either lower excitability or weaker commissural connections from the medial
regions, compared to those of the hand area of M1 (Publ. I). The present demonstration of the
spatial specificity of connectivity mapping with TMS–EEG extends previous findings (Cracco
et al., 1989; Ilmoniemi et al., 1997; Kähkönen et al., 2001), corroborating that the technique is
feasible for the examination of corticocortical connectivity. 
The reactivity of PFC was different from that of M1. For Subjects 19–27, the overall response
to stimulation of PFC was smaller than that to stimulation of M1; significance was shown for
the period of 30–130 ms poststimulus by the Wilcoxon signed rank test (p = 0.05;  Publ. IV).
The intensity dependence of the overall brain response to stimulation of M1 was non-linear in
the range of 60–120% of MT, growing more steeply with high intensities, for Peaks I–III
(Publ. III). The overall response to stimulation of PFC increased more moderately with
suprathreshold intensities (Publ. V). Only for Peak IV, the intensity dependence was nearly
similar for both stimulation sites (Fig. 7). The different reactivity of M1 and PFC was also
demonstrated by dissimilar spatiotemporal distributions of the TMS-evoked activity, shown in
Fig. 10. Even though the response amplitude increased with stimulus intensity, the potential
patterns were relatively similar for all intensities (for details see Publ. III and V). The
ipsilateral average-referenced potential patterns for stimulation of the left and right M1 were
similar at the peak latencies of the GMFA, implying interhemispheric symmetry (Subjects 12,
14, 16–18; paired two-tailed t-test; p > 0.05). 
The response-amplitude–intensity curves of Fig. 7b reflect the reactivity of the stimulated
cortex, which should be understood as a combined measure of the excitability of the
stimulated cortex and its connectivity with other brain areas. Magnetic stimuli affect the target
area indiscriminately, thus activating both inhibitory and excitatory circuits. The output of a
neuron is affected by spatial and temporal summation of all its synaptic input.
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Figure 10. Spatiotemporal behavior of the TMS-evoked activation when the left M1 and PFC were stimulated at
100% of MT. Group-mean average-referenced potential distributions of Subjects 13–14 and 16–18 are shown at
selected latencies poststimulus. The color maps are scaled individually and are not comparable between images. 
The finding that TMS with the intensity of 60% of MT (or even 40% of MT as tested with one
subject) produces brain activity (Publ. III) is in line with the inhibition threshold of
approximately 40% of MT found with paired-pulse TMS and EMG recording of muscle
responses (Fisher et al., 2002). The present result implies that EEG is a sensitive method for
the assessment of cortical excitability. Functional MRI has not been able to reliably detect
brain activity when TMS with the intensity of 80% of MT has been delivered to the cortex
(Bohning et al., 1999; Nahas et al., 2001).
We modeled the initial response of neurons to TMS (Publ. III) by predicting the probability
distribution of the initial membrane potentials and by computationally estimating the cortically
induced electric field. When the reactivity curve of this model was compared with the
experimentally determined intensity dependence of the overall EEG responses to stimulation
of M1, it seemed that only a small part of neurons were excited under the coil with the
intensities used in this work (≤ 120% of MT). The model curve was similar to the dependence
of MEPs registered from peripheral muscles on TMS pulse intensity (Capaday et al., 1999;
Devanne et al., 1997; Thickbroom et al., 1998; Thielscher and Kammer, 2002). The shape of
the EEG-response–stimulus-intensity curve may be an indicator of the activation state of the
brain. 
6.2 Estimation of the accuracy of the MNE
The accuracy of the MNE was found to be sufficient for tracing the TMS-evoked brain
activity between cortical areas. In Study II, the MNE localized the sources for the N20 and
P70 SEP deflections with a mean accuracy of 13 mm, when ECDs fitted to the SEFs were
used as reference. There was a slight systematic mediolateral difference (mean 4 mm) between
the ECD and MNE locations so that the ECDs were more laterally located than the MNEs
(paired two-tailed t-test; p = 0.02). The ECD localized the sources approximately to the depth
of the MNE computation surface (paired two-tailed t-test; p > 0.05). For those eight cases for
which the source localization was obtained with three techniques (MNE and spatiotemporal
dipole modeling for SEPs and ECD modeling for the corresponding SEFs), the location
differences are given in Table 2. In addition to locating the contralateral S1 hand area, the
MNE reconstruction allowed the separation of the sources activated by the median nerve from
those activated by the ulnar nerve stimulation. The accuracy was, however, estimated for
mainly tangential sources and is not directly applicable to radial currents.
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Table 2. Differences (mm; mean ± SD) between source localizations obtained with three different techniques.
‘MNE’ denotes the minimum-norm estimate reconstructed from the N20 and P70 SEP responses. ‘BESA’ refers to
the tangential dipole determined with spatiotemporal modeling of the SEP deflections with the BESA software.
‘ECD’ stands for  equivalent dipole fitted to the N20m and P70m SEF deflections.
MNE vs. BESA MNE vs. ECD BESA vs. ECD
15 ± 4 12 ± 5 17 ± 10
Table 3 outlines the results of the computational estimation of the MNE localization accuracy
with and without noise. Simulations indicated that, with a proper estimate of the source depth
and with a good fit of the head model, a 5-mm mean accuracy can be reached. An incorrect
depth of the computation surface increases the inaccuracy of the MNE localization, which
must be taken into consideration when localizing the sources of TMS-EPs. For example,
placing the test dipole 10 mm below the computation surface resulted in a localization error of
15 ± 8 mm (with regularization parameter of 10–4). The sphere-model approximation of the
head adds to the inaccuracy of source localization. In the simulations, the localization
inaccuracy due to the head model was on the order of 10 mm. Better accuracy may be
obtained by utilizing realistic head models and a three-dimensional computation space
(Babiloni et al., 2000; Roth et al., 1993).
Table 3. The MNE localization accuracy (mm) computed with different regularization parameters for a tangential
20-nAm dipole inside a four-layer head model. The dipole had several locations and orientations and was placed
at different depths (mm) from the surface of the innermost sphere modeling the brain. The computations were
performed with zero or 0.2-µV root-mean-square noise.
Objective Parameters for MNE computation
Mean localization
accuracy (SD)
Noise 
level
Dipole depth Regularization
parameter
0.0 0 10–5 4 (1)
0.2 0 10–3 5 (2)
0.2 0 10–4 5 (2)
0.2 0 10–5 5 (3)
0.2 0 10–6 14 (17)
0.2 3 10–5 7 (4)
0.2 10 10–4 15 (8)
0.2 20 10–6–10–3 – *
To estimate 
the effect of noise,
source depth, and
regularization
To estimate the
effect of the head
model
0.0 0 10–5 10 (6)
* Current density peaked at several locations because of noise. Source location could not be determined reliably
with any of the regularization parameters tried.
Part of the localization error of the sources for the N20 and P70 deflections was probably due
to the conductivity values used in the head model (Fig. 6). Recent measurements (Hoekema et
al., 2003; Oostendorp et al., 2000) suggest five to ten times higher conductivity for the skull
than the widely used 0.0042 Ω–1m–1, also applied in this work. In a forward calculation, such a
deviation in skull conductivity may result in errors larger than 30% in the amplitudes of scalp
potentials (Laarne et al., 1999). The primary effect of incorrect skull conductivity in the
inverse calculation is that the source is placed at a false depth inside the conductor (Huiskamp
et al., 1999). The conductivity values for the gray and white matter and the cerebrospinal fluid
recently determined by Latikka et al. (2001) from living brain tissue deviate less than 25%
from those used in this work.  
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While current-density reconstructions are usually applied to single time-point evaluations,
Study II showed that the MNE is suitable also for the determination of source latencies. The
MNE current density reconstructed from SEPs peaked approximately at the same latency as
the ECDs fitted to SEFs showed the strongest dipole moments. 
The signal-to-noise ratio of both the averaged TMS-EPs (100% of MT) and of SEPs (above
MT), evaluated as the ratio between the root-mean-square signal amplitude during the
poststimulus epoch and that of the prestimulus baseline, was approximately 10. In Study III,
the smallest TMS-evoked deflection, N45, had an average amplitude of 3 µV, while the largest
deflection, N100, had an average amplitude of 21 µV. The prestimulus root-mean-square noise
in the averaged EEG signals was 0.7 µV. In Study II, the amplitudes of the SEP deflections
were on the order of 2 µV, while the prestimulus root-mean-square noise in the averaged and
filtered signals was 0.2 µV. In terms of the signal-to-noise ratio, the source localization of
TMS-EPs can, therefore, be performed approximately with similar accuracy as that of SEPs.
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7 GENERAL DISCUSSION
7.1 Possible sources of artifact in TMS-EPs
Since artifacts arising from the subject or the measurement electronics may appear parallel
with the responses reflecting neuronal activity at the stimulated cortex (and its spread to other
brain areas), the measured scalp potentials need to be interpreted with caution. Possible
sources of artifact include movement of the electrodes due to coil vibration causing direct-
current shifts in the signals of the electrodes near the coil, reflex activity from cranial muscles,
and eye blinks (Kähkönen et al., 2001, 2003; Virtanen et al., 1999). Muscle tension may also
add high-frequency oscillations to the signal. In addition to the activity evoked by the
cortically induced electric field, afferent input from contralateral muscles and from the scalp
may be mixed into the signals.
A direct-current shift with a decay constant of 300 ms may appear in the signals recorded just
under the coil (Virtanen et al., 1999). The amplitude of the shift depends on the conducting
area of the electrode, being several microvolts for silver-ring electrodes with a 3-mm slit. This
type of artifact, arising from the movement of the electrodes due to coil vibration, has
appeared somewhat problematic: e.g., in the study of Paus et al. (2001), the signals were
deteriorated until 25 ms poststimulus. In the present work, a large-amplitude shift, illustrated
in Fig. 11a, appeared in the vicinity of the coil for some of the subjects. Corrupted signals
were omitted before data analysis. In Study I, the signals were also high-pass filtered to reduce
low-frequency shifts affecting the baseline. 
As in all EEG registrations, coupling of the mains voltage to the recording circuitry is
minimized by assuring that the impedances of all electrodes are level. The reference electrode
is placed at a relatively inactive position; in addition to the forehead reference used in this
work, nose (Tiitinen et al., 1999) and linked-mastoids (Paus et al., 2001) references have been
used in TMS–EEG experiments. The epochs containing slow deflections due to eye blinks
should be rejected either automatically online or manually offline as was done in this work
(Fig. 11b). 
Middle-latency auditory evoked potentials peaking, on the average, at 19, 30, 38, and 50 ms
poststimulus, usually demonstrate relatively extended frontocentral negativity or positivity
(Cohen, 1982; Deiber et al., 1988; Liégeois-Chauvel et al., 1994; Woods et al., 1987). The
TMS-evoked P30 and P55 responses, exhibiting frontal positivity, may partly arise from
auditory activation due to the coil click. The auditory N1–P2 complex appears at similar
latencies as the N100–P180 complex of TMS-EPs (Tiitinen et al., 1999). Although the overall
responses corresponding to the N100 and P180 deflections were not markedly attenuated by
auditory masking of the coil click in Control condition I (Publ. III and V), a small contribution
from the air-conducted sound of the coil is possible (Nikouline et al., 1999). In Control
condition II with a piece of plastic (thickness 2 cm) between the coil and the scalp (Publ. IV),
the cortically induced electric field was attenuated to less than 20% of the normal condition,
but coil vibrations were similarly mediated to the skull (Fig. 11c). In the light of Study IV and
previously published data (Kähkönen et al., 2003; Nikouline et al., 1999; Ruohonen et al.,
2000; Tiitinen et al., 1999), it seems that N100 and P180 are contributed by the bone-
conducted sound of the coil.
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Figure 11. Illustration of possible artifacts related with the recording of TMS-EPs. a) A direct-current shift in the
signal recorded just under one loop of the coil, due to movement of the electrode. b) A low-pass filtered horizontal
EOG. Note that its amplitude is small compared to the TMS-EPs (Publ. III: Fig. 2b). c) The overall response
(GMFA) to stimulation of M1 with (lower curve) and without (upper curve) a piece of plastic with a thickness of 2
cm between the coil and the scalp. The overall amplitudes of the late responses were reduced less than those of
the early peaks, implying that the bone-conducted sound contributed to the N100 and P180 responses. d) An
averaged EMG response measured from the temporalis muscle during TMS of M1. The signal was detrended from
8 ms to 70 ms poststimulus and zero-padded from 5 ms to 8 ms poststimulus (cf. Kähkönen et al., 2001).
Essentially, no muscle activity was present.
The latency of the N45 response coincides with that involving the conduction of a motor
command to the hand muscles and the return of subsequent sensory afferent to the cortex. As
the N45 response to stimulation of M1 occurs with sub- and suprathreshold intensities, the
potential pattern also remaining unchanged (Publ. III), the N45 is not solely generated by
afferent input from peripheral muscles. It is also unlikely that scalp SEPs would markedly
contribute to the recorded contralateral cortical activity, because the subjects did not report
any sensations associated with trigeminal stimulation (Bennett and Jannetta, 1980). Also, the
scalp SEPs would remain unchanged with small changes of stimulation site, which was not the
case for the contralateral activity, in Study I. Possible reflex activity from cranial muscles has
previously been controlled; stimulation of M1 does not cause activity of the temporalis muscle
(Fig. 11d). Stimulation of PFC, by contrast, occasionally causes an EMG artifact
contaminating the signal up to 30 ms poststimulus (Kähkönen et al., 2003). This was the
reason for excluding the initial part of the response of PFC from analysis in this work (30 ms
in Study IV and 20 ms in Study V).
7.2. Source localization with the MNE
From a methodological perspective, the choice of the MNE as the source estimate for the
TMS-EPs (and SEPs) needs rationale. The intrinsic property of the bioelectromagnetic inverse
problem is that EEG and MEG signals do not contain sufficient information for the
determination of the precise spatial distribution of neuronal sources; in fact, they only
represent projections of the current vector. To tackle the inverse problem, one has either 1) to
settle with the information that can be reliably derived from the measured data or 2) to
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introduce prior information from other sources than the data. Inaccurate prior knowledge can
lead to a completely erroneous source estimate. Considering the unknown generators of the
TMS-EPs, the former approach was preferred. Ensuingly, an estimate that does not assume
any currents other than those directly contributing to the measured signals was selected. 
The fundamental limitation of the MNE of underestimating deep sources, actually reflecting
the limitation of the EEG and MEG recording modalities, led to the choice that the current-
density distributions were computed at a two-dimensional spherical surface, in Studies I–III.
Computing the MNE in a three-dimensional space and weighting the lead-field matrix in
preference for deeper sources is possible (Babiloni et al., 2000), but inaccurate weighting
factors would introduce error in the solution. In Study I, the focus of interest was the early
TMS-evoked activity, and the related potential patterns implied mainly cortical activity (Publ.
I: Fig. 6, Publ. III: Fig. 6a, and Fig. 10 of the summary). It is also well-known that the primary
sources of SEPs examined in Study II are located within cortical sulci. Therefore, computing
the source current in a spherical surface representing the cortex was a reasonable constraint in
Studies I and II. On the other hand, the longer-latency TMS-evoked activity from
approximately 70 ms on exhibited potential patterns possibly associated with deeper sources.
Thus, the current-density distributions for the latencies 90 and 175 ms shown in Fig. 6a of
Publ. III need to be interpreted with prudence: the two-dimensional MNE solution represents a
projection of a three-dimensional current distribution. 
7.3 TMS–EEG in the field of neuroscience
The key feature of TMS is its unique ability to painlessly induce neuronal activation in the
intact brain. The significance of the concurrent multi-channel EEG and TMS resides in its
ability to reveal the direct cortical activation, induced by TMS, underlying behavioral changes
detected with other methods. Since the first successful experiment in which multi-channel
EEG was continuously recorded during magnetic brain stimulation (Ilmoniemi et al., 1997),
there has been an increasing interest in this method, for two reasons. 
EEG provides a means to study the instantaneous neuronal effects of TMS in the brain with a
millisecond time scale, which is presently not possible with any other brain imaging method.
The understanding of these effects is essential for the development of TMS-related clinical
applications. The spatial distribution of the local and remote TMS-evoked activation is
approximately known from functional imaging studies (Chapter 1.1). The temporal sequence
of increased activity cannot, however, be deduced based on the images: 15O–H2O and 18F–
FDG positron emission tomography, 99mTc ethylcysteinate dimer single-photon emission
tomography, blood-oxygenation-level-dependent magnetic resonance imaging, and near-
infrared spectroscopy have a poor temporal resolution owing to the fact that changes in blood
flow and oxygenation occur a few seconds after changes in neuronal activity. The EEG, with
an excellent temporal resolution, provides a complementary method for mapping TMS-evoked
activation. In addition, EEG has appeared to be a remarkably sensitive measure of the effect of
TMS on the brain (Publ. III). With increasing understanding of the physiological influence of
magnetic pulses on the brain, it may become possible to evaluate the condition of the neuronal
network at the stimulated area based on the recorded EEG responses (Publ. III). 
TMS–EEG is developing as a new brain mapping tool, as synchronization of neuronal activity
can be elicited at any desired brain region (Fernandez et al., 2002; Krings et al., 1997;
Lancaster et al., 2004; Neggers et al., 2004) while monitoring the subsequent cortical activity
from multiple scalp locations. The combination of TMS and EEG provides a window to
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plastic changes in cortical connectivity, e.g., after brain injuries, and could be used for
diagnostic as well as for prognostic purposes. The direct assessment of connectivity is not
possible with functional brain imaging, where independent brain regions may show correlation
of activity levels during task performance. While the connectivity of motor-associated brain
areas can be assessed with TMS and EMG measurement from peripheral muscles,  non-motor
cortical areas related with higher-level functions are only amenable to TMS–EEG. Beyond the
research of basic physiology, these issues are of interest for, e.g., the study of functional
reorganization after brain injuries or presurgical mapping of vital brain functions. Fig. 12
expands on the possible applications of TMS–EEG, in comparison with the traditional TMS-
setup with the recording of EMG responses from a target muscle. 
Presently, the appreciation of TMS as a clinical tool is dissuaded by the limited knowledge
about its neurobiological effects. Hypotheses about the predominantly excited neuronal
structures exist, but solid evidence favoring one theory amongst others is lacking (Chapter
3.2). Macroscopically, the locus of activation is probably where the induced field is maximal
(Krings et al., 1997). The depth above which neurons are stimulated depends critically on
stimulation intensity. By certain coil configurations, relatively deep structures can be
stimulated (Terao et al., 2000), but superficial cortex is always interfered most (Heller and van
Hulsteyn, 1992). The latest attempt for a special coil construction for stimulation of deep brain
structures is that of Roth et al. (2002).
Another aspect about the spatial features of TMS is the area which is activated under the coil.
It is defined by the strength and the direction of the induced electric field with respect to the
neuronal structures, which, in turn, depend on the coil geometry and the waveform of the
current pulse driven through the coil. The area bound by the half maximum of the cortically
induced electric field produced by the coil used in this work was approximately 5 cm2 (Fig. 2b
in Chapter 3.1). The construction of multiple small coils has been suggested to induce more
localized fields (Ruohonen and Ilmoniemi, 1998).
The different reactivity of cortical regions to TMS (Publ. IV; Antal et al., 2004; Gerwig et al.,
2003) raises the question about suitable stimulation intensity for studying those areas that do
not produce any behavioral effect. Usually, stimulation intensities are normalized to the
individual MT (Wassermann, 1998). Knowledge about the shape of the brain-response–
stimulus-intensity dependence may enlighten the responsiveness of the neurons at each
cortical area to magnetic stimuli. When the stimulation site, the absolute intensity, and the coil
orientation with respect to the outer anatomy of the head are kept constant, individual
differences in cortical reaction may arise at least from the different distance of the cortex from
the scalp and from variation in the activation state and orientation of the neurons under the
coil. 
The main safety issue related with TMS has been its ability to induce seizures (Classen et al.,
1995; Wassermann et al., 1996). This concern has been limited to rapid-rate TMS (repetition
rates above one pulse per second). With the present knowledge about the safe ranges of
intensities, frequencies, and lengths of pulse trains (Bernabeu et al., 2004; Chen et al., 1997;
Wassermann, 1998), safety aspects do not constitute a major limitation for the use of TMS.
Single-pulse stimulation has essentially no known harmful side effects. However, patients
with increased intracranial pressure, significant heart disease, medication that reduces the
seizure threshold, history of high alcohol consumption, or epilepsy should be excluded from
TMS-studies because of the increased risk of seizure. Subjects with intracranial metal implants
or cardiac pacemakers should also be excluded, because metal objects may be moved or heated
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and electronics disturbed by the magnetic field around the coil. The subject should wear
earplugs during a TMS experiment, since the peak sound pressure near the ear may reach 130
dB (Starck et al., 1996). Most sound energy is in the frequency range of 2–7 kHz, where the
human ear is the most sensitive. In TMS–EEG, heating of the electrodes, which may become
significant when more than 20 pulses are consecutively applied, is kept within a safe level by
cutting slits into the electrodes (Roth et al., 1992).
Figure 12. In TMS experiments with EMG recording from a peripheral target muscle, the integrity of the motor
pathway is studied. In this illustration, the motor response is recorded from the abductor pollicis brevis muscle with
surface EMG using a belly–tendon montage. In addition to single-pulse TMS, information obtained with paired-
and double-pulse techniques was included when listing the output parameters of TMS–EMG studies. The present
clinical applications of TMS were taken from the review of Kobayashi and Pascual-Leone (2003). In TMS–EEG
experiments, the condition of any selected cortical area and its connections can be studied by recording EEG with
multiple scalp electrodes. The acquired information and application areas of the two experimental setups are
different. The clinical value of TMS–EEG needs validation; at the present, no patient data are found in the
literature.  
Taken together, the concurrent use of EEG increases the application areas of TMS to the study
of reactivity and connectivity of the cortex, offering an intriguing new field for neuroscience
research. The spatial characteristics of the TMS-induced electric field should be understood
properly when designing TMS–EEG studies. A deeper comprehension about the effects of
magnetic pulses on the cortex is required before routine clinical use is conceivable.
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8 SUMMARY AND CONCLUSION
The main findings of Studies I–V are:
1) The combination of TMS and EEG enables the study of interhemispheric
connections with high spatiotemporal specificity.
2) The localization accuracy of the minimum-norm estimate derived from EEG
is comparable with that of equivalent dipole fitting. 
3) The strongest overall activity evoked by TMS of the primary motor or the
prefrontal cortex appears approximately at 15, 45, 100, and 185 ms
poststimulus.
4) The intensity dependence of the TMS-evoked brain responses implied that
measurable brain activity is evoked with significantly lower intensities than
60% of the motor threshold.
5) The reactivity of the prefrontal cortex is lower than that of the primary motor
cortex.
This Thesis has presented new findings related to TMS-evoked brain activity. These results
confirm the feasibility of TMS–EEG for the examination of the reactivity and connectivity of
the human cerebral cortex and indicate that EEG is a sensitive measure of the effect of
stimulation on the brain. The MNE reconstructed on the basis of EEG on a spherical surface is
sufficient for tracing the TMS-evoked activation. The findings are of importance for the
adoption of the TMS–EEG technique as a tool for basic neurophysiological research and, in
the future, for clinical diagnostics. 
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ERRATA
Publ. Page (text line/location) Correction
I 176 (32); 183 (ref. list)
177 (46); 178 (1, 2)*
178 (69); 179 (32, 33) 
182 (91)
Remove the first reference in the reference list and its citation.
The conductivity of the scalp, skull, cerebrospinal fluid, and brain
should be 0.33, 0.0042, 1.0, and 0.33 Ω–1m–1, respectively.
Replace ‘f ≥ 3.126’, ‘f = 5.000’, and ‘f = 4.800’ with ‘f ≥ 3.1’, ‘f = 5.0’,
and ‘f = 4.8’, respectively. 
Replace ‘somatosensory’  with ‘sensorimotor’. 
II 535 (73, 76, 77)
535 (98)
537 (Legend of Fig. 1)
540 (Legend of Fig. 4)
Omit the clause ‘but a more general …’, and replace each ‘KTK’
with ‘LTL’.
Replace ‘60-channel’ with ‘64-channel’.
Replace ‘3 noisy channels’ with ‘4 noisy channels’.
A filled circle (•) and a filled triangle (▲) represent the MNE
localization for the median and ulnar nerves, respectively.
III 155 (92)
156 (Fig. 1 d)
Replace ‘2-mm’ with ‘3-mm’.
Replace ‘34%’ with ‘53%’, ‘45%’ with ‘77%’, and ‘52%’ with ‘85%’.
IV 584 (6) Replace ‘320 µs’ with ‘385 µs’.
* Figure legends were omitted when counting the text lines.
