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Zusammenfassung
Bei der Auswertung bildbasierter wissenshaftliher Experimente müssen Experten groÿe
Mengen von Bild- und symbolishen Daten analysieren und interpretieren. Die Visualisie-
rung geeigneter Sihten auf Experimentaldaten unterstützt den Anwendungsexperten bei
der Experimentauswertung. Software, die dem Anwender solhe Sihten bietet, ermögliht
die Bewertung der in modernen Laborprozessen anfallenden umfangreihen Datenmengen.
Bisher muss für jede Anwendung eine geeignete Software individuell erstellt werden. Deren
Realisierung ist zeitaufwändig; der Erstellungsaufwand resultiert in niht unerheblihem
Maÿe aus der Kommunikation der detaillierten inhaltlihen Anforderungen an das Ent-
wiklungsteam.
Dieser Aufwand soll reduziert werden. Deshalb entwikelt diese Dissertation BioZoom,
einen Ansatz, wie eine generishe vom Endanwender kongurierbare Softwarelösung die
Auswertung bildbasierter wissenshaftliher Experimente unterstützen kann.
Der Ansatz nutzt Metadaten, die aus strukturierten Laborprozessen ableitbare Objekte
und Beziehungen aus der Anwendungsdomäne bildbasierter Experimente beshreiben.
Anwender können mit diesem Ansatz für die Aufgabenlösung relevante, von ihnen selbst
interaktiv mit einem Information Zooming-Werkzeug zusammengestellte Sihten wieder-
verwenden. Anwender markieren diese Sihten, während sie die Experimentaldaten ex-
plorieren. Anwender explorieren, indem sie von einem Überblik der Experimentaldaten
ausgehend auf relevante Zusammenstellungen von Datensätzen fokussieren und diese ge-
eignet detaillieren. Bilddaten werden dabei mit Metadaten visuell integriert - die relative
Anordnung von Bildern visualisiert Beziehungen zwishen Bilddaten, und lokalisierbare
Meÿergebnisse werden am Ort ihrer Messung angezeigt.
Geeignete Sihten, die der Anwender identiziert, generalisiert das System bezüglih
der Struktur der in ihnen gezeigten Experimentaldaten. Anwender können durh Wieder-
verwendung dieser Sihtshemata eine Bibliothek relevanter Sihttypen zusammenstellen.
Ein Sihtshema wird in der Navigation automatish mit den aktuell vorliegenden Daten
instanziiert. Der Anwender kann also einfah, ausgehend von einem initialen Datensatz,
die jeweils für den Workow erforderlihen Sihtshemata direkt ansteuern. Damit wird
ein groÿer Teil der für eine visuelle Analyse notwendigen Anwendungsfunktionalität in
einem end-user-development-Ansatz realisiert.
Anhand von zwei industriellen Beispielanwendungen wird gezeigt, dass dieser Ansatz
die nah einer automatisierten Datenanalyse noh anfallenden visuellen Bewertungs- und
Qualitätskontrollaufgaben einer spezialisierten Anwendung adäquat ersetzen kann.
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Abstrat
While evaluating image based sienti experiments, experts must analyse and interprete
large amounts of image and symboli data. Visualizing experimental data supports domain
experts in their evaluation tasks. Modern laboratory proesses produe many images and
measurements. Software supplying appropriate views of these data assists experts and
enables the experiments' evaluation.
The standard approah is developing individual software for eah ustomer and domain.
This development proess is timeonsuming both for implementation itself and for om-
muniating the detailed requirements to the development team. Additionally requirements
hange with the sienti progress in the appliation domains.
This eort must be redued. With this goal in mind, this thesis introdues BioZoom.
BioZoom is an approah showing how a generi software solution supports the evaluation
of image based sienti experiments. BioZoom onsists of information zooming for fast
and exible view onguration by the end user and reuse of appropriate views.
BioZoom uses metadata. Metadata desribes entities and relationships from the appli-
ation domain of image based experiments derivable from strutured laboratory proesses.
With BioZoom, end users an ompose views interatively with an information zoo-
ming tool and reuse task-relevant views. Users of BioZoom bookmark those views while
exploring experimental data. While exploring users navigate from an experimental data
overview to relevant subsets, further detailing the subsets in appropriate manner. Images
are visually integrated with metadata - e.g. image position visualizes relationships between
image data, and loalisable entities are embedded in their image ontext.
BioZoom generalizes bookmarked views with regard to the struture of the experimental
data displayed within them. By reusing these view shemes users build a library of relevant
view types. A view sheme will be instantiated in navigation automatially with the data
available. Thus the user an easily and diretly - starting from an initial data set - navigate
to the view sheme required for the work task at hand.
A large part of indiviual analysis software's funtionality is realized in this end-user-
development-approah. Illustrating this approah the thesis disusses two individual ap-
pliations for visual evaluation and quality ontrol drawn from an industry bakground.
The appliations are ompared with BioZoom's views and navigational paths. It is shown
that the generi end-user-development approah BioZoom an replae those speialised
ustom made appliations.
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Kapitel 1
Einführung
Der BioZoom-Ansatz unterstützt den Anwendungsexperten bei der Auswertung kom-
plexer bildbasierter wissenshaftliher Experimente. Dieser Ansatz umfasst ein Visualisie-
rungskonzept, ein Navigationskonzept und Algorithmen, die diese Konzepte unterstützen.
BioZoom zeigt dem Anwender Sihten auf Bild- und symbolishe Experimentaldaten, de-
ren Auswahl und Darstellung durh Metadaten beeinuÿt wird. Diese Metadaten können
aus strukturierten Laborprozessen abgeleitet werden, wie sie typisherweise bei instrumen-
tell unterstützten Experimenten anfallen. Diese Sihten erstellt der Anwender zunähst
interaktiv in einem explorativen Prozess. Er fokussiert auf eine Auswahl von Bild- und sym-
bolishen Experimentaldaten und detailliert diese anshlieÿend bei Bedarf - beispielswei-
se durh bildbasierte Operationen wie Vergröÿerungen von Bildern oder Dierenzbildern.
Wenn der Anwender eine solhe Siht als relevant bewertet, kann er deren Struktur sihern
und anshlieÿend wiederverwenden: Für gleihstrukturierte Experimentaldaten kann er
• von einer Übersiht der Experimentaldaten
• oder von einer beliebigen anderen Siht
direkt zu dieser Siht navigieren, ohne wie zuvor bei der Exploration die Fokussierungs-
und Detaillierungsshritte erneut durhzuführen.
1.1 Ansatz
Bei bildbasierten wissenshaftlihen Experimenten fallen groÿe Mengen komplexer Daten
an. Derartige Experimente werden beispielsweise in den Lebenswissenshaften durhge-
führt. Dort untersuhen Biologen Mikroskopieaufnahmen von Zellen, um die Auswirkun-
gen von Medikamenten auf Proteinebene zu lokalisieren (Shubert, 2003); andere Forsher
erkunden mit Elektrophoreseaufnahmen die Proteine gesunder und kranker Organismen
(Baker et al., 2000). Derartige Experimente sind von groÿer Bedeutung; zum einen erwei-
tern sie das menshlihe Wissen über das Leben und die Funktionsweise von Organismen.
Zum anderen dienen sie der medizinishen Wirkstoforshung, um neue Medikamente zu
entwikeln.
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Zu den dabei anfallenden Daten gehören Bilder und symbolishe Daten (wie Meÿwerte),
die von Biologen konsultiert werden müssen. Der shiere Umfang der heutzutage besonders
in Hohdurhsatz-Prozessen anfallenden Datenmengen bedingt eine informationstehnishe
Unterstützung. Ohne sie ist es den Biologen niht möglih, in den riesigen anfallenden Bild-
und Datenmengen nah Hinweisen auf Krankheiten oder Auswirkungen von Wirkstoen
zu suhen.
Im hier vorgestellten Anwendungsfeld werden Experimente strukturiert durhgeführt.
Dies ist eine Grundvoraussetzung, um die Ergebnisse von Experimenten vergleihbar
und nahvollziehbar zu mahen und deshalb Bestandteil guter Laborpraxis
1
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Operating Proedures (SOPs) geben den Laboranten vor, wie sie ihre Aufgaben durh-
zuführen haben; Laborinformationsmanagementsysteme (LIMS) ermöglihen eine in die
Arbeitsabläufe des Labors integrierte elektronishe Erfassung von Vorgängen und Ergebnis-
sen. Strukturiert bedeutet, dass Daten in hierarhishen Beziehungen zueinander stehen;
so besteht eine Versuhsreihe aus mehreren Proben, wobei es für jede Probe wiederum
vershieden Meÿvorgänge geben kann. Von besonderem Interesse sind Untersuhungen
• entlang der Hierarhie
 'abwärts', beispielsweise von einer Probe zu den in ihr gemessenen Ergebnissen,
um herauszunden, welhe Besonderheiten eine Probe aufweist.
 'aufwärts', beispielsweise von gemessenen Ergebnissen zur Probe, um diese Er-
gebnisse zu verizieren.
• zwishen Daten, die hierarhish auf gleiher Ebene angesiedelt sind: beispielsweise
Meÿergebnisse untershiedliher Proben.
Informationstehnish unterstützte Konsultation bedeutet dann, dass der Biologe Experi-
mentaldaten in einer grashen Nutzungsoberähe inspizieren kann.
Welhe Experimentaldaten auf welhe Weise in einer grashen Nutzungsoberähe
dargestellt werden sollen, ist ein Präsentationsproblem ('too muh data, too little display
area', (Spene, 2001)). Bildshirmplatz ist begrenzt; besonders für Bilddaten ist dies ein
groÿes Problem, da diese für eine sinnvolle Inspektion eine Mindestdarstellungsgröÿe benö-
tigen. Eine Auswahl der darzustellenden Daten vergröÿert den Platz pro Bild zugunsten
einer detaillierteren Visualisierung. Geeignete Sihten auf diese Auswahl erlauben im Allge-
meinen eine ezientere Nutzung des Bildshirmplatzes als bei der Darstellung aller Daten.
Viele Sihten stellen deshalb nur Ausshnitte der Daten dar. Der Anwender muss aber
die Gesamtheit der Daten konsultieren können. Deshalb ist ein Wehsel (Navigation)
zwishen Sihten erforderlih. Von Siht zu Siht navigierend entwikelt der Anwender ein
mentales Modell des Experiments (Spene, 2001). Die einzelnen Shritte zwishen Sihten
formen Navigationspfade; diese sollten kurz sein (Furnas, 1997).
1
GLP, engl. good laboratory praxis
1.1 Ansatz 3
Abbildung 1.1: Dieses Bild skizziert eine Hierarhie und vershiedene Vergleihsmöglihkeiten.
1.1.1 Sihten und Navigationspfade in Individualsoftware
Das Bestimmen und Erstellen dieser Sihten und der Navigationspfade zwishen ihnen
ist eine aufwändige Aufgabe für Anwendungsexperten, -arhitekten und -entwikler. Bei
der Erstellung anwendungsspezisher Softwarelösungen bestimmt der Anwendungsarhi-
tekt die dem Anwender verfügbaren Sihten und Navigationspfade (Holtzblatt und Beyer,
1997). Diese werden dann von Entwiklern implementiert.
Alternativ können Sihten deklarativ speziziert und von automatishen GUI
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(wie beispielsweise MASTERMIND (Szekely et al., 1996)) realisiert werden. Dies ermög-
liht eine automatishe Implementierung; allerdings zum Preis einer zeitintensiven und
anspruhsvollen formalen Spezikationsphase.
Beide Ansätze brauhen Zeit und erfordern Neuarbeit bei jeder Änderung im Experi-
mentansatz. In der biologishen Forshung beispielsweise sind Änderungen des Experiment-
ansatzes normale Vorgehensweise. Diese Änderungen sind kein Resultat shlehter Pla-
nungsprozesse, vielmehr spiegeln sie Erkenntnisgewinne in der Anwendungsdomäne wie-
der. Zusätzlih erfordern beide Ansätze Spezialwissen (Programmierung oder deklarative
Notationen), welhes bei Anwendungsexperten niht vorausgesetzt werden kann.
1.1.2 Existierende generishe Ansätze
Generishe Ansätze sind exibler als Individualsoftware; sie stellen Daten auf vershiede-
ne geeignete Weise dar. Bei bildbasierten wissenshaftlihen Experimenten existieren auh
2
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für Experimente aus untershiedlihen Bereihen oft gleihe Standardaufgaben (Bildver-
gleih et.). Der Einsatz eines generishen, für untershiedlihe Experimente geeigneten
Werkzeugs für diese Standardaufgaben spart Entwiklungszeit.
Für symbolishe Daten existieren vershiedene generishe Ansätze; ein solher ist IVEE
(Ahlberg und Wistrand, 1995a,b), der später als Spotre (Ahlberg, 1996) erfolgreih kom-
merzialisiert wurde. In IVEE/Spotre werden relationale Tabellen mit zweidimensionalen
Satterplot-Visualisierungen gekoppelt (North und Shneiderman, 2000). Mit ihnen können
Anwender beliebige symbolishe Datensätze explorieren. Mit InfoZoom (Spenke et al.,
1996) existiert ein alternativer Ansatz, der ebenfalls für untershiedlihste Anwendungs-
felder (Spenke und Beilken, 1999, 2000; Spenke, 2001; Spenke und Beilken, 2003) nutzbar
ist.
Snap (North und Shneiderman, 2000) ermögliht eine manuelle visuelle Programmie-
rung von Sihten, wobei der Entwikler der Sihten dabei relationale Tabellen in einer
grashen Nutzungsoberähe manuell mit Visualisierungsshemata verbindet. So werden
beispielsweise Attribute einer Tabelle auf Koordinaten oder Farbräume abgebildet. Diese
Programmierung erfolgt jedoh mit Kongurationsdialogen in einer Spezikationssiht, die
sih von der dem Endanwender präsentierten Visualisierung untersheidet.
Der Verwendung dieser generishen Ansätze für bildbasierte wissenshaftlihe Experi-
mente stehen jedoh folgende Hindernisse entgegen:
• Bilddaten sind nur rudimentär integriert. Zwar erlaubt Spotre Hintergrundbilder,
und Datensätze in InfoZoom zeigen Bilder als Attribute, aber Operationen auf
Bildern und aus den Laborprozessen ableitbare Beziehungen zwishen Bildern sind
dem Anwender niht zugänglih.
• Navigationspfade sind lang. Navigation gemäÿ dem Shneidermanshen Mantra 'over-
view rst, zoom in, details later' (Shneiderman, 1997) erfordert viele einzelne Navi-
gationshritte, auh wenn diese Shritte für den gleihen Experimentaufbau immer
gleih sind. In maÿgeshneiderten Individualsoftwarelösungen gibt hingegen es kurze
Pfade zwishen den einzelnen Sihten.
• Generishe Lösungen für symbolishe Daten wie Spotre oder Snap ermöglihen kur-
ze Navigationspfade durh vorkongurierbare Sihten; diese erfordern jedoh vom
Anwender (visuelle) Programmierkenntnisse. Eine ad-ho-Identikation interessan-
ter Sihten durh den Anwender und deren Wiederverwendung (Programming by
Example, (Lieberman, 2001)) ist niht möglih.
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1.1.3 Metadatengeleitete Sihtgenerierung und Navigation
Diese Arbeit entwikelt einen im folgenden BioZoom genannten Ansatz, der diese Nah-
teile behebt. BioZoom umfasst
• Information Zooming in vernetzten bildbasierten Daten. Anwender navigie-
ren durh Bilder und andere Daten. Dabei kombinieren sie Datenauswahl mit bild-
spezishen Operationen (Vergröÿerungen, Überlagerungen) zu aufgabenspezishen
Sihten. Mit BioZoom explorieren Anwender durh diese groÿen Datenmengen.
• Beispielbasiertes End-User-Development visueller Analyseumgebungen.
Anwender können solhe Sihten als relevant markieren. Die Struktur dieser Sih-
ten wird in Sihtshemata abstrahiert. BioZoom erstellt aus Sihtshemata und
Experimentaldaten passende Sihten. Anwender verwenden diese Sihtshemata, um
mit kurzen Navigationspfaden zwishen relevanten Sihten zu wehseln. Ähnlih wie
bei Bookmarks in Webbrowsern rufen Anwender diese Sihtshema auf, um nützlihe
Sihten wiederzuverwenden.
Information Zooming in vernetzten bildbasierten Daten
BioZoom erweitert InfoZoom (Spenke et al., 1996) auf Bilddaten. InfoZoom kann tex-
tuelle und numerishe Daten  also beispielsweise Bezeihner und Meÿwerte  so kompakt
darstellen, dass einerseits sehr groÿe Datenmengen auf einer Bildshirmähe untersuhbar
sind, andererseits der Anwender sehr intuitiv auf interessante Daten fokussieren ('zoomen')
kann. BioZoom nimmt diesen Ansatz auf und ermögliht zusätzlih die Darstellung von
Bildern und Funktionen, die bei der Untersuhung von Bildern nützlih sind wie Vergrö-
ÿerungen, Animationen und Dierenzbilder.
BioZoom ordnet Tabellen symbolisher Daten und Bilddaten vertikal übereinander
an. Dabei sortiert BioZoom diese Tabellen so, dass sie möglihst der Hierarhie der Expe-
rimentaldaten entsprehen. Ein Verzeihnis von Experiment steht also oberhalb der Bilder
dieser Experimente, und Meÿwerte in diesen Bildern werden unterhalb der Bilder platziert.
Jede Tabelle wird dabei in ein oder zwei Reihen dargestellt:
• Wenn die Tabelle nur symbolishe Daten oder nur Bilddaten enthält, in einer Reihe.
• Wenn die Tabelle symbolishe Daten und Bilddaten enthält, in zwei Reihen:
 die obere Reihe zeigt die Bilder
 die untere Reihe zeigt die symbolishen Daten analog zu FOCUS/InfoZoom
BioZoom visualisiert dabei in Bilddaten lokalisierte Daten durh den Bildern überlagerte
graphishe Repräsentationen der Datensätze (Glyphen). Abbildung 1.2 zeigt BioZoom
für drei Tabellen, von denen nur die oberste Tabelle Bilddaten enthält.
6 1. Einführung
Abbildung 1.2: Ein erster Blik auf BioZoom: Drei Tabellen werden übereinander dargestellt.
Die obere Tabelle enthält auh Bilddaten, die unteren Tabellen im Bild lokalisierbare Meÿwerte.
Analog zu InfoZoom kann der Anwender
• Daten und Bilder sortieren, wobei die Sortierung einer Tabelle auf andere Tabellen
und Bilder propagiert werden kann,
• Datensätze auf den Attributwerten basierend interaktiv auswählen,
• auf ausgewählte Datensätze oder Bilder fokussieren oder
• ausgewählte Datensätze oder Bilder ausblenden.
Zusätzlih kann er zu den Sihten bildspezishe Detaillierungen wie Bildvergröÿerungen,
Dierenzbilder oder Überlagerungen hinzufügen.
Metadaten steuern die Visualisierung
BioZoom benötigt Metadaten für diese Anordnung von Bildern und Daten auf der gra-
shen Nutzungsoberähe. Diese Metadaten beshreiben beispielsweise,
• welhe Art von Meÿwerten in welher Art von Bildern lokalisierbar ist, oder
• welhe Art von Bildern aus welhen anderen Bildern berehnet wird.
Diese Metadaten werden aus standardisierten Laborprozessen automatish abgeleitet. Mit
wenig Aufwand läÿt sih eine Denition des Prozesses ableiten, in dem diese Experimen-
taldaten erfasst werden. Jedem Datum, das im Prozess generiert wird, kann so ein Kontext
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zugewiesen werden. Deswegen können Experimentaldaten mit Metadaten beshrieben wer-
den. Die Prozeÿdenition kann in einem mashinenlesbaren Format - beispielsweise XML
- vorliegen, so dass aus Prozeÿdenition und Experimentaldaten automatish ein mit Me-
tadaten attributiertes Experimentaldatenmodell erstellt wird.
Beispielbasiertes End-User-Development mit Sihtshemata
Hat der Anwender auf diese Weise eine Siht erstellt, die ihn bei der Analyse und Interpre-
tation des Experiments unterstützt, kann er diese wiederverwenden. Dazu markiert er sie.
BioZoom analysiert und generalisiert anshlieÿend diese Siht bezüglih ihrer Struktur.
Diese Sihtshema genannte Generalisierung beshreibt, welhe Arten von Experimental-
daten in welher Kardinalität auf welhe Weise dort gezeigt werden. Ein solhes Sihtshe-
ma legt beispielsweise fest, dass eine Siht immer ein Mikroskopiebild einer Zelle mit einer
Detailvergröÿerung eines Bildausshnitts zeigt.
Das Sihtshema wird als Favorit abgelegt, mit denen der Anwender zwishen rele-
vanten Sihten navigiert; anders als bei den aus Webbrowsern bekannten Favoriten wer-
den keine bookmarks auf Daten (Abrams et al., 1998) oder auf Daten und Metadaten
(Karger und Quan, 2004b,a) wie beim Semanti Web Browsing (Quan und Karger, 2004)
abgelegt. Stattdessen wird nur die Struktur der Metadaten einer Siht gesihert.
Mit einem Shritt  dem Aufruf eines Sihtshema-Favoriten  kann der Anwender dann
zu einer relevanten Siht wehseln; BioZoom entfernt und ergänzt die Experimentaldaten
der Ausgangssiht so, dass die neue Siht den Vorgaben des Sihtshemas genügt:
• passende Experimentaldaten der Ausgangssiht werden übernommen.
• überüssige Experimentaldaten der Ausgangssiht werden ausgeblendet.
• die Siht wird um fehlende Experimentaldaten ergänzt.
Anstelle langer Navigationspfade, bei denen der Anwender immer wieder auf eine Über-
siht wehseln muss, kann er genau so shnell wie bei Individualsoftware zwishen den
relevanten Sihten wehseln. Diese Navigation erweitert die bisher in generishen Ansätzen
vorhandenen Navigationsmöglihkeiten. Dort  wie beispielsweise in InfoZoom  führt ein
Navigationsshritt entweder auf eine Untersiht oder zurük zu einer Übersiht. Nur über
die Rüknahme eines Fokussierungsshrittes kann dort eine Siht um neue Experimental-
daten ergänzt werden. Mit Sihtshemata kann der Anwendungsexperte mit einem Shritt
zu Sihten navigieren, deren Experimentaldaten niht in der Ausgangssiht sihtbar waren.
Mit Sihtshemata stellt der Anwendungsexperte ohne Programmierkenntnisse eine
Bibliothek relevanter Sihttypen zusammen. Dies ist eine Aufgabe, die bei Individual-
software der Softwareentwikler durhführen muss. Wulf und Jarke (2004) zeigen, dass
derartige End-User-Development-Ansätze die Gesamtkosten für Softwareentwiklung,
-anpassung und Opportunitätskosten
3
deutlih unter die von Niht-EUD-Änsätzen redu-
zieren können.
3
im Original missing opportunities for appropriation
8 1. Einführung
Protein#1
Probe auflegen
Wiederholung
Fluoreszenz-
mikroskopie-
aufnahme
Chemische
Veränderung
ohne
Bewegung
Mikroskopie-
aufnahme
Segmentierungs-
algorithmus
Proteinintensität
pro
Zellsegment
und
Proteinmarkerbild
Resultiert
in
Resultiert
in
Resultiert
in
Zellkerne
Morphologisches
Zellbild
Quantifizierungs-
Algorithmus
Zell-
segmente
Resultiert
in
Protein #2
Proteinmarkerbilder
Abbildung 1.3: Beispielexperiment Fallstudie Toponomis. Nah der Aufnahme eines mor-
phologishen Zellbilds der Probe wird dieses in Zellsegmente segmentiert; wiederholt wird die
Probe mit untershiedlihen Markersubstanzen versehen und angeregt. In jedem resultierenden
Proteinmarkerbild wird die Proteinintensität einzeln in jedem Zellsegment gemessen.
1.2 Anwendung : Fallstudie Toponomis
Um an einem angemessenen Beispiel zu zeigen, wie BioZoom Anwender unterstützen
kann, wird im folgenden Text ein Experiment aus den Lebenswissenshaften als Anwen-
dungsbeispiel vorgestellt. Bild 1.3 stellt den Ablauf dieses Experiments shematish dar.
Dieses Experiment wird im folgenden als Fallstudie Toponomis bezeihnet. In derar-
tigen Experimenten überprüfen Biologen, wo sih bestimmte Proteine in Zellen benden.
Diese Proteine können beispielsweise Wirkstoe, aber auh Symptome oder gar Verursa-
her von Störungen auf zellulärer Ebene sein. Da die Wirkung von Proteinen von ihrer
Position innerhalb der Zellstrukturen abhängen kann, ist es für den Biologen sehr wihtig
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zu wissen, wo sih diese benden. Ein Protein innerhalb einer Zelle kann dort die Funktion
der Zelle stören, ausserhalb der Zelle aber eine nützlihe Funktion ausüben. In Sreening-
Verfahren der Pharmaindustrie werden auf diese Weise viele untershiedlihe Wirkstoe
und Wirkstokombinationen überprüft, um shnell zu identizieren, für welhe Wirkstoe
eine weitere Untersuhung lohnenswert sein kann.
Abbildung 1.4: Shematishe Darstellung der Datenhierarhie in der Fallstudie Toponomis.
Eine Probe besteht aus einem morphologishen Zellbild und mehreren Proteinmarkerbildern. In-
nerhalb des morphologishen Zellbildes sind Zellsegmente detektiert. Durh Helligkeitsmessung
innerhalb dieser in den dekungsgleihen Proteinmarkerbildern erhält man die Proteinintensitä-
ten.
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1.2.1 Das Toponomis-Experiment
Um diese Wirkstoe und ihre Positionen zu identizieren, werden in der Fallstudie Topo-
nomis vershiedene Mikroskopieaufnahmen einer Zellprobe erstellt und mit Bildverarbei-
tungsalgorithmen analysiert. Zunähst werden die Zellen bei normalem Liht aufgenom-
men; das Resultat ist das morphologishe Zellbild. Anshlieÿend wird eine Markersubstanz
auf die Probe aufgetragen und optish angeregt. Diese Substanzen markieren bestimm-
te Elemente der Probe wie beispielsweise den Zellkern oder bestimmte Proteine. Sodann
beginnen die markierten Bereihe zu uoreszieren. Von dieser angeregten Probe wird ein
Proteinmarkerbild aufgenommen, und die Probe wird von der Markersubstanz gereinigt.
Der Vorgang wird mit untershiedlihen Markern wiederholt.
Anshliessend werden vershiedene Algorithmen ausgeführt:
• Ein Bildverarbeitungsalgorithmus segmentiert das morphologishe Zellbild in unter-
shiedlihe Zellsegmente.
• Für jedes Zellsegment wird die Intensität der Fluoereszenz der Proteine in den Pro-
teinmarkerbildern algorithmish quantiziert.
Mit diesen Meÿergebnissen kann der Biologe untersuhen, welhe Substanzen  beispiels-
weise Proteine  wo in den Zellen vorhanden sind.
In der Fallstudie Toponomis gibt es untershiedlihe Fragen, die der Biologe beantwor-
ten muss, darunter:
1. Sind die Experimentaldaten vollständig?
2. Sind die innerhalb der einzelnen Zellsegmente gemessenen Proteinintensitätswerte in
den Proteinmarkerbildern plausibel?
3. Wo sind in der morphologishen Zellaufnahme welhe Proteine vorhanden? Gibt es
"Ausreiÿer", die auf interessante biologishe Mehanismen hindeuten?
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Abbildung 1.5: Sihten im Beispielexperiment.
Bild 1.5 skizziert für jede dieser Fragen, welhe der Daten  morphologishe Zellauf-
nahme, Proteinmarkerbilder, Zellsegmente und Proteinintensitätswerte  gemeinsam dar-
gestellt werden müssen. So zeigt der Überblik (A) für die Prüfung auf Vollständigkeit
alle Daten, während für die Plausibilitätsprüfung der Proteinintensitätswerte (B) die mor-
phologishe Zellaufnahme niht erforderlih ist. Andererseits benötigt die Suhe nah in-
teressanten Proteinkombinationen in der morphologishen Zellaufnahme (C) niht mehr
die Proteinmarkerbilder, weil der Biologe die Plausibilität der Proteinmessungen bereits in
Siht (B) geprüft hat.
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Abbildung 1.6: BioZoom zeigt eine Übersiht der Fallstude Toponomis. Von oben nah
unten: die Probe, das morphologishe Zellbild (MORPHOLOGICAL IMAGE), vier Protein-
markerbilder und ihre symbolishen Daten (PROTEIN MARKER IMAGE), eine Reihe mit
vier Zellsegmenten (CELL SEGMENT), vier Proteinmarkerbilder und ihre symbolishen Da-
ten (PROTEIN MARKER IMAGE) und jeweils vier Meÿwerte für jedes Bild (PROTEIN
INTENSITY).
1.2.2 BioZoom für Toponomis
Mit BioZoom können diese untershiedlihen Sihten shnell erstellt werden. Dazu kann
der Anwender beispielsweise
1. in die Übersiht sämtliher Experimentaldaten gehen,
2. mit einem Mausklik auf die Daten einer Probe fokussieren, und
3. für die Proteinmarkersiht und die morphologishe Zellaufnahme jeweils die in den
jeweiligen Sihten uninteressanten Tabellen interaktiv ausblenden.
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Abbildung 1.7: Die morphologishe Zellsiht zeigt nur das morphologishe Zellbild und die
Zellsegmente.
Damit erhält er folgende drei Sihten:
• die Übersiht (A) in Abbildung 1.6. Diese zeigt die Probeninformationen, das mor-
phologishe Zellbild, die vier Proteinmarkerbilder, die Reihe mit den 4 Zellsegmenten
und die Meÿwerte. Die Zellsegmente sind dabei den Proteinmarkerbildern und dem
morphologishen Zellbild überlagert.
• die Proteinmarkersiht (B) in Abbildung 1.8. Sie zeigt die vier Proteinmarkerbil-
der, die Zellsegmente und die Ergebnisse der Intensitätsmessungen für jedes dieser
Segmente in den jeweiligen Proteinmarkerbildern.
• und die morphologishe Zellsiht (C) in Abbildung 1.7: Sie zeigt das morphologishe
Zellbild und die in ihm detektierten Zellsegmente.
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Abbildung 1.8: Die Proteinmarkersiht zeigt die vier Proteinmarkerbilder, die Zellsegmente
und die in innerhalb von diesen gemessenen Intensitäten.
Navigation mit Sihtshemata für Fallstudie Toponomis
BioZoom kann Sihten darstellen, die den Anwender unterstützen. Jede dieser Sihten
wurde als Favorit markiert, BioZoom kennt jetzt die Sihtshemata dieser Sihten. Da-
mit kann der Anwender jetzt shnell zwishen den Sihten navigieren. Abb. 1.9 stellt die
Navigation mit Sihtshemata derjenigen ohne Sihtshemata gegenüber.
Angenommen, der Biologe beginnt mit der Übersiht A. Zunähst möhte er überprüfen,
ob implausible Intensitätswerte in den Proteinmarkerbildern gemessen wurden. Dazu weh-
selt er zu der Proteinmarkersiht (B). Er markiert manuell die Proteinmarkerbilder und
fokussiert auf diese. Sowohl ohne (Shritt 1.1 in Abb. 1.9) als auh mit (Shritt 2.1 in Abb.
1.9) Sihtshemata benötigt er dazu einen Navigationsshritt. In (B) blendet der Biologe
interaktiv implausible Intensitätswerte aus. Wenn in einem Segment in keinem Protein-
markerbild ein plausibler Intensitätswert gemessen wurde, wird auh dieses ausgeblendet.
Nah diesem Shritt hat der Biologe dann eine Menge von Messungen im Proteinmar-
kerbild, die er weiter untersuhen möhte. Doh die Segmente, innerhalb derer gemessen
wurde, wurden ja niht in den Proteinmarkerbildern erstellt, sondern im morphologishen
Zellbild.
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Abbildung 1.9: Navigation zwishen Sihten auf die Fallstudie Toponomis mit (durhge-
zoge Pfeile) und ohne (gestrihelte Pfeile) Sihtshemata.
Deswegen überprüft der Biologie im nähsten Shritt im morphologishen Zellbild die
Segmentierung der übrig gebliebenen Messungen. Ohne Sihtshemata müsste er dazu ge-
mäÿ (Shneiderman, 1996) (overview rst, zoom in, details later)
• zurük in die Übersiht wehseln (Shritt 1.2); beispielsweise durh manuelles Ein-
blenden des in (B) fehlenden morphologishen Zellbilds.
• die Proteinmarkerbilder manuell ausblenden (Shritt 1.3).
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Mit Sihtshemata wählt der Biologe einfah das zuvor angelegte Sihtshema "Mor-
phologishes Zellbild" aus einer Liste (Shritt 2.2 in Abb. 1.9). BioZoom baut jetzt aus
den vorhandenen Experimentaldaten diese Siht auf; dazu blendet er automatish die Pro-
teinmarkerbilder aus und fügt das morphologishe Zellbild hinzu. BioZoom zeigt dabei
nur die Segmente an, die im vorigen Arbeitsshritt niht ausgeblendet wurden - bei einem
Sihtwehsel werden keine Daten ergänzt, die shon in der Ausgangssiht vom Anwender
ausgeblendet wurden.
In dieser neuen Siht (C) untersuht der Biologe, ob die Segmentierungen korrekt sind
und alle im Bild detektierten Elemente tatsählih in der Zellprobe vorhanden sind. Der
Wehsel zwishen Sihten geht dabei shnell vonstatten, ohne dass Anwender nahdenken
müssen, wie Ausblendungen und Fokussierungen über Sihtwehsel hinaus erhalten bleiben.
Sihtshemata vs. Individualsoftware
Der Anwender kann Sihtshemata auf vershiedene Weise verwenden:
• Ein Sihtshema für untershiedlihe Datenbestände.
In Individualsoftware entspriht dies einer grashen Nutzungsoberähe für die Aus-
wertung untershiedliher Experimente gleihen Aufbaus.
• Vershiedene Sihtshemata für den gleihen Datenbestand.
Dies entspriht vershiedenen Sihten auf den gleihen Datenbestand innerhalb einer
grashen Nutzungsoberähe.
Wenn der Anwender also eine Bibliothek von Sihtshemata anlegt, baut er ohne Pro-
grammierkenntnisse die spezialisierten Sihten und kurzen Navigationspfade von Individu-
alsoftwareansätzen nah. Damit sind die zuvor diskutierten Vorteile generisher Ansätze
gemeinsam mit denen der Individualsoftware nutzbar.
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1.3 Ziel und Forshungsbeitrag
Die vorliegende Dissertation untersuht, wie eine generishe, vom Endanwender kongu-
rierbare Softwarelösung die Auswertung bildbasierter wissenshaftliher Experimente un-
terstützen kann.
Zu diesem Zwek wird ein Ansatz entwikelt, der metadatenbasiert die Generierung
von und Navigation zwishen Sihten auf Bild- und symbolishe Daten struk-
turierter bildbasierter Experimente unterstützt.
In diesem Ansatz
• wird der generishe visual data mining (Keim, 2002)-Ansatz FOCUS (Spenke et al.,
1996) mit bildspezishen Darstellungs- und Detaillierungsmöglihkeiten für das In-
formation Zooming vernetzter bildbasierter Daten erweitert. Aus strukturierten La-
borprozessen ableitbare Metadaten steuern dabei die vertikale und horizontale An-
ordnung von Datenvisualisierungen auf der Nutzungsoberähe.
• kann der Anwender die Struktur relevanter Sihten automatish ableiten und als
Sihtshema ablegen. Diese Erweiterung von Favoriten
4
(Abrams et al., 1998) sihert
 anders als verwandte Ansätze für das Semanti Web Browsing (Quan und Karger,
2004; Karger und Quan, 2004b)  die Struktur von Sihten und niht die Daten. Mit
diesen Sihtshemata navigiert der Anwender auh im vorgestellten generishen An-
satz  wie in Individualsoftwarelösungen  mit wenigen Shritten zwishen relevanten
Sihten.
4
bookmarks
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1.4 Gliederung
Die vorliegende Arbeit ist wie folgt gegliedert:
Kapitel 2. Verwandte Arbeiten. Hier wird die vorgelegte Arbeit in den wissenshaft-
lihen Kontext eingeordnet. Es wird dargelegt, auf welhe vorhandenen Arbeiten der hier
vorgestellte Ansatz aufbaut.
Kapitel 3. Datenmodellierung. Damit der Anwendungsexperte Sihten auf Experi-
mentdaten konsultieren und durh Metadaten geleitet zwishen diesen navigieren kann,
müssen Daten und Metadaten modelliert werden. Dieses Kapitel beshreibt die Modellie-
rung von Experimentaldaten und deren Metadaten.
Kapitel 4. Sihten auf Experimentaldaten. Die Experimentdaten und Beziehungen
zwishen ihnen müssen visualisiert werden. Dafür wird InfoZoom von symbolishen Daten
auf Bilddaten erweitert. Es wird gezeigt, wie mit diesem Ansatz vershiedene Metarelatio-
nen visualisiert werden. Damit kann der Anwendungsexperte Sihten auf vershiedene Aus-
shnitte von Daten untershiedlihster Experimente konsultieren. Zwishen diesen Sihten
kann der Anwender navigieren. Dieses Kapitel stellt die vershiedenen interaktiven Navi-
gationsmöglihkeiten  wie Fokussierung, Filterung und Detaillierung  vor und ordnet sie
in den Forshungskontext ein.
Kapitel 5. Navigation mit Sihtshemata. Hier liegt der inhaltlihe Shwerpunkt
der Arbeit. Es wird gezeigt, wie Sihtshemata dem Anwender Navigationsmöglihkeiten
geben, die über die manuelle Navigation des vorigen Kapitels hinausgehen.
Kapitel 6. Evaluierung. Der vorgestellte erweiterte InfoZoom -Ansatz wird mit zwei
weiteren Anwendungsfällen aus den Lebenswissenshaften evaluiert. Für beide Anwen-
dungsfälle  Analyse von Gelelektrophoreseelementen und Qualitätssiherung für Hoh-
durhsatz-Zellbildaufnahmen  existieren Individualsoftwarelösungen. Diese werden mit
den im vorliegenden Ansatz präsentierten, durh End-User-Development realisierbaren
Sihten verglihen.
Kapitel 7. Zusammenfassung. Die Ergebnisse dieser Arbeit werden zusammengefasst;
Anknüpfungspunkte werden diskutiert.
Kapitel 2
Verwandte Arbeiten
In diesem Kapitel wird der vorgestellte Ansatz in den Forshungskontext eingeordnet. Da-
zu werden zunähst verwendete Konzepte wie Visualisierung und Navigation anhand der
Forshungsliteratur konkretisiert (Abshnitt 2.1).
Im folgenden Abshnitt 2.2 werden vershiedene Ansätze zum End-User-Development
kategorisiert und zwishen Nutzungs- und Entwurfssihten untershieden.
Bestehende Arbeiten lassen sih in zwei teilweise überlappende Bereihe einteilen:
• Arbeiten, die Bilddaten visualisieren (Abshnitt 2.3)
• Arbeiten, mit denen Daten exploriert werden (Abshnitt 2.4)
Diese Arbeiten - darunter mit InfoZoom der visual information seeking-Ansatz, auf dem
BioZoom basiert - werden vorgestellt und untersuht, insbesondere bezüglih folgender
Aspekte:
• was zeigen die Ansätze  welhe Ansätze zeigen ebenfalls Bilder und/oder symbolishe
Daten? Hier werden generishe ebenso wie experimentspezishe Bildatenbanken,
interaktive Anwendungen für persönlihe Medien und GIS-Systeme vorgestellt.
• wie zeigen die Ansätze diese Daten  werden Daten dort ebenfalls automatish präsen-
tiert? Von der grundlegenden Arbeit von Makinlay (1986) über Visage (Roth et al.,
1997) bis zu neuen Entwiklungen wie Polaris/Tableau (Stolte et al., 2002b) gibt es
viele Ansätze, um  durh Metadaten (Roth und Mattis, 1990) unterstützt  sinnvolle
grashe Repräsentationen symbolisher Daten zu nden.
• wie interagiert der Anwender mit den Daten  wie shränkt er seine Auswahl ein,
wie navigiert er zwishen Sihten? Welhe Möglihkeiten zur direkten Manipulation
(Shneiderman, 1981) von Sihten stehen zur Verfügung, und welhe alternative An-
sätze gibt es  beispielsweise Favoriten für das World Wide (Abrams et al., 1998)
oder das semantishe Web (Quan und Karger, 2004)?
Eine Zusammenfassung in Abshnitt 2.5 ordnet BioZoom in die vorgestellten und disku-
tierten Arbeiten ein.
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Abbildung 2.1: Diese Abbildung aus (Spene, 2001) zeigt das Navigationsmodell von Spene
in der Informationsvisualisierung.
2.1 Visualisierung und Navigation
Der vorgestellte Ansatz für metadatenunterstützte Interaktion und Visualisierung dient
der Formung von und Entsheidungsndung mit mentalen Modellen. In der Fallstudie To-
ponomis will der Anwender beispielsweise ein mentales Modell der Proteinaktivitäten
und ihrer Lokalisierung in den Zellen formen. Die Formung und Interpretation mentaler
Modelle in der Informationsvisualisierung wurde von Spene (Spene, 1999, 2001) als Navi-
gationsprozess modelliert. Dieses Modell wird in Abbildung 2.1 (S. 20) aus (Spene, 2001)
dargestellt. Navigation in visualisierten Daten ist eine  mehrfah wiederholbare  Abfolge
• des Browsings visualisierter Daten, welhes zur kognitiven Registrierung einiger Da-
ten führt,
• der Modellierung dieser registrierten Daten zu einem internen mentalen Modell,
• der Interpretation dieses internen Modells, eventuell mit Hilfe visualisierter Daten,
• und der Formulierung einer Strategie für die Aneignung oder das Browsen durh die
Daten.
Browsing ist dabei in (Spene, 1999) als das Registrieren
1
(oder auh das Herausholen
2
oder das Abshätzen
3
) von Inhalt
4
deniert. Es beantwortet die Frage "Was ist dort ?",
1
registration
2
eliitation
3
assessment
4
ontent
2.1 Visualisierung und Navigation 21
ohne die Antworten in eine (mentale) Struktur oder Karte zu integrieren. Ein von Spene
angeführtes Beispiel (Spene, 1999, 2001) ist das shnelle Durhblättern einer Zeitung,
bevor eine Entsheidung getroen wird, was als erstes gelesen wird.
Mentales Modell und externalisierte Daten beeinussen die Entsheidungen des Anwen-
dungsexperten, ob und wie eine Analyseaufgabe weiter ausgeführt wird. In dieser vorliegen-
den Arbeit ist die einzige Externalisierungsform die Visualisierung, andere Medien (Audio,
Haptik) werden niht behandelt. Deshalb werde ih Visualisierung und Externalisierung
synonym verwenden.
Eine alternative Modellierung ist der Sense-Making Cyle von Card et al. (1999). Dort
wird menshlihe Problemlösungsaktivität in fünf Komponenten modelliert
• Daten sammeln
5
• Suhe nah einem Shema/repräsentativen Rahmen
6
• ein Shema einführen
7
• Problemlösung
8
• veröentlihen, entsheiden oder Maÿnahmen ergreifen
9
Navigation kann dabei nah Spene (1999) sowohl Datensammlung als auh Shemasuhe
zugeordnet werden - gegebenenfalls mehrere Shritte im Navigationszyklus führen zu einem
mentalen Modell, das für die Problemlösung ausreiht.
2.1.1 Suhe, Navigation und Browsing
Makinlay und Zellweger (1995) ebenso wie Waterworth und Chignell (1991) untershei-
den zwishen Suhe
10
und Browsing. Browsing beinhaltet Navigation durh eine Sammlung
von Informationen, während Suhe die Spezikation von Anfragen behandelt, um Informa-
tionen aus einer Datenbank zu erhalten. Diese Trennung ist niht strikt, Makinlay und
Zellweger stellen für die Navigation und Anfrage vershiedene Kombinationen vor, darun-
ter Navigation-durh-Anfrage und Post-Anfrage-Navigation. Im erstem Fall navigieren An-
wender in einer Struktur, lassen sih aber bei der Wahl ihres nähsten Navigationsshritts
durh Anfrageergebnisse leiten. Bei der Post-Anfrage-Navigation navigiert der Nutzer im
strukturierten Ergebnis einer Anfrage.
5
foraging for data
6
searhing for a shema/representational framework
7
instantiating a shema
8
problem solving
9
authoring, deiding, ating
10
searh
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Gewihtetes Browsing
Spene (1999) beshreibt, wie Suhaspekte die Navigation beeinussen. Er führt dafür den
Begri des gewihteten browsings
11
ein. Gewihtetes
12
Browsing bedeutet, dass bestimmte
externalisierte Daten für ihn eine stärkere Bedeutung haben. Diese bedeutenderen Daten
spielen bei der Registrierung des Inhalts oder Interpretation der Modelle eine gröÿere Rolle;
sie werden stärker beahtet und haben gröÿeres Gewiht bei Entsheidungen über weitere
Navigationsshritte. Dieses Gewiht haben die Daten nah (Spene, 1999) durh Vorwissen
und/oder Ziele des Anwenders. In der Fallstudie Toponomis sind morphologishe Zell-
und Proteinmarkerbilder durh Datensätze beshrieben, die vershiedenste Informationen
über die Bilder und ihre Erfassung enthalten. Zu diesen Daten gehört auh, welher Orga-
nismus untersuht wird und welhe Antikörper verwendet werden. Im Normalfall werden
diese Daten für den Anwendungsexperten wihtiger als Aufnahmedatum und verwendetes
Mikroskop sein; erst wenn beispielsweise eine Reihe von Bildern Aufnahmefehler hat, wird
die Identität des mögliherweise defekten Mikroskops relevant.
Navigation und mentale Modelle
Auh wenn die Begrie in der Literatur niht immer genau abzugrenzen sind, bestehen
doh Untershiede zwishen Suhe, Navigation und Browsing. Wir haben gesehen, dass
Browsing eine Aktivität im Rahmen der Navigation ist. Die Navigation selber ist nah
(Spene, 1999) eine Aktivität, die unter anderem bei der Durhführung von Suhaufgaben
ausgeübt wird.
Navigation dient dabei der Bildung eines mentalen Modells. In den hier skizzierten
Anwendungsfällen aus den Lebenswissenshaften beshreibt das mentale Modell dabei
• Experimente,
• deren Ergebnisse,
• deren wehselseitige Beziehungen
• und die  aus dem a priori vorhandenen Fahwissen des Anwendungsexperten gewon-
nenen  Beziehungen zum biologishen Weltwissen.
Der Anwendungsexperte benötigt dieses mentale Modell, um Suhaufgaben durhführen
zu können. Sie bestehen beispielsweise in der Qualitätskontrolle aus der Identikation qua-
litativ niht ausreihender Experimentdaten.
Aufgaben der Informationsvisualisierung
Mit dem Ziel der Formung mentaler Modelle führen Anwender einzelne Aufgaben durh.
Shneiderman (1996) stellte eine Taxonomie von Aufgaben in der Informationsvisualisierung
11
weighted browsing
12
oder nah Darken in (Jul und Furnas, 1997) primed
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vor. Mit dieser Taxonomie lassen sih Aufgaben von Experten bei der Analyse komplexer
Experimentdaten wie folgt unterteilen:
• Sih einen Überblik (overview) über die gesamten Daten vershaen.
• Auf interessante Daten fokussieren (zoom).
• Ausltern (lter) uninteressanter Daten.
• Auf Anfrage Details (detail-on-Demand) von Daten erfahren.
• Daten miteinander in Beziehung setzen (relate).
• Verwalten einer Geshihte (history) der durhgeführten Interaktionen - beispielswei-
se für Undo-Operationen.
• Extrahieren (extrat) von Untermengen der Daten (beispielsweise für die Beriht-
erstellung).
Ebenfalls in (Shneiderman, 1996) stellte Shneiderman sein 'Information visualization man-
tra' auf :
overview rst, zoom in, details later.
Der Anwendungsexperte shat sih zunähst einen Überblik, 'zoomt' anshliessend 
durh Fokussierung und Filterung  auf interessante Untermengen der Daten und fordert
dann bei Bedarf Detailinformationen über die fokussierten Daten an. Diese Taxonomie
verwende ih später (Kap. 4), um Navigationsshritte von Anwendern zu modellieren.
Experimentalauswertung erfordert Navigation
Eine Suhe erfordert niht immer die Bildung eines mentalen Modells durh Navigation. Be-
sitzt der Anwendungsexperte bereits ein korrektes mentales Modell, kann er auf Navigation
verzihten und direkt suhen. Dies mag auf die Anwendung von Suhmashinen zutreen,
bei der Auswertung wissenshaftliher Experimente ist aber folgendes zu beahten:
• das mentale Modell des Experiments kann falsh sein, da neue Fakten in den Daten
verborgen sind (=>Entdekungen)
• das mentale Modell des Experiments kann falsh sein, da die Daten (oder die Prozesse,
die zu ihnen führen) fehlerbehaftet sind.
Zusammengefasst
• ist Navigation erforderlih für die Auswertung von Experimenten.
• formt der Anwender ein mentales Modell durh Navigation zwishen Visualisierungen.
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2.1.2 Eektive Navigation zwishen Sihten
Furnas (1997) befasst sih mit der Navigation zwishen Sihten auf Daten. Er behandelt die
Frage, welhe Eigenshaften Sihten auf Daten haben sollten, um eine eektive Navigation
zwishen Sihten zu ermöglihen. Er kommt zu den Shlüssen, dass
1. Sihten klein sein müssen,
2. die Navigation niht zu viele Shritte erfordern darf
3. und der Navigationspfad zu jedem Ziel entdekbar sein muss.
Eine Siht ist dabei durh Shnittstellenkomponenten der grashen Nutzungsoberähe
bestimmt, mit denen die Daten visualisiert werden. Diese Komponenten sind beispielswei-
se Listen mit Vershiebebalken oder Treeviews (Windows Explorer). Um seinen Ansatz
theoretish zu fundieren, baut Furnas zwei untershiedlihe Graphenstrukturen auf :
• die Daten werden in einem logishen Strukturgraphen
13
modelliert. Dieser verbindet
Elemente mit ihren logishen Nahbarn, wie es die Semantik der Anwendungsdomäne
vorshreibt.
• die Sihten auf die Daten werden in einem Sihtgraph
14
modelliert. Dieser hat für
jeden Knoten des logishen Strukturgraphen einen korrespondierenden Knoten. Von
diesem Knoten gehen Kanten aus zu jedem Element des Sihtgraphens, das mit die-
sem in einer gemeinsamen Siht sihtbar ist.
Dadurh erhält man eine Methode für die Bestimmung der Anzahl Sihten, die man tra-
versieren muss, um von einem Element zum anderen zu gelangen. Sind sie direkt im Siht-
graphen miteinander verbunden, ist kein Shritt nötig. Existiert ein Knoten, mit dem das
Ursprungselement verbunden ist, der wieder mit dem Zielelement verbunden ist, ist ein
direkter Shritt zu diesem Mittelknoten nötig. Die Anzahl Shritte ist also die Anzahl
Knoten auf dem Pfad zwishen Ursprungs- und Zielknoten.
Furnas stellt Kriterien für eektive Sihttraversierung auf:
1. die Siht sollte klein sein, d.h. die Anzahl ausgehender Kanten für Knoten im Siht-
graph sollte niedrig sein im Vergleih zu der Gesamtanzahl der Knoten.
2. die Traversierung der Struktur sollte niht viele Shritte benötigen. Die Anzahl Kan-
ten zwishen zwei beliebigen Knoten sollte niedrig sein.
Sihten, die diese Anforderungen erfüllen, bezeihnet Furnas als eektiv sihttraversier-
bar
15
. In (Furnas, 1997) zeigt er, wie und unter welhen Umständen Sihten eektiv siht-
traversierbar entworfen oder gemaht werden können. Ausserdem führt er den Begri der
13
logial struture graph
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viewing graph
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information residue ein, ein dem information sent (Pirolli, 1997) verwandtes Konzept.
Um Navigierbarkeit zu ermöglihen, sollen Knoten in Sihtgraphen dem Navigierenden 
Mensh oder Agent (Lieberman, 1997; Shneiderman und Maes, 1997)  signalisieren, wel-
he Daten hinter ihren ausgehenden Kanten steken. Larson und Czerwinski (1998) ebenso
wie Chi et al. (2000, 2001) nutzen information sent für den Anwendungsbereih der Na-
vigation im World wide Web; im Bloodhound Projet (Chi et al., 2003) wird mit Hilfe von
information sent das Besuherverhalten auf Webseiten simuliert.
2.1.3 Navigation mit direkter Manipulation
Direkte Manipulation (Shneiderman, 1981) ist eine Art der Interaktion, bei dem Informa-
tionssysteme dem Nutzer
• shnelle Aktionen,
• inkrementelle Aktionen,
• rüknehmbare Aktionen,
• Auswahl durh Zeigen
• und sofortige Rükkopplung von Ergebnissen
zur Verfügung stellen. Sie erleihtert dem Anwender das Erlernen einer Nutzungsoberähe,
führt zu einer shnellen Nutzung mit geringen Fehlern und unterstützt den Anwender bei
der Navigation durh die Daten (Shneiderman, 1997; Shneiderman und Maes, 1997).
Visuelle Informationssuhe
16
(Ahlberg und Shneiderman, 1994) ist eine direkte Ma-
nipulationstehnik für die Exploration von Daten, also der Navigation zwishen Sihten auf
diese Daten mittels
• shnellen Filtermöglihkeiten, um Ergebnismengen einzushränken,
• shrittweisem Verfeinern von Suhparametern
• kontinuierliher Neuformulierung von Zielen
• Identizierung von Ergebnissen durh Beobahtungen der Ergebnismenge
BioZoom gehört zu den Ansätzen, die visuelle Informationssuhe anbieten.
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2.1.4 Generierung (interaktiver) Visualisierungen
Navigation in visualisierten Daten führt zu Sihten, deren Visualisierung in dem Zeitpunkt
bestimmt wird, in dem der Anwender zu ihnen navigiert. Die automatishe Generierung
der Sihten durh regelbasierte Mehanismen erlaubt die Darstellung von Sihten, deren
konkrete Ausprägung zum Erstellungszeitpunkt der Software noh niht bekannt ist.
BioZoom generiert für eine Auswahl von Bild- und symbolishen Daten automatish
geeignete Visualisierungen. Makinlay's APT
17
(Makinlay, 1986) war der erste Ansatz,
mit dem automatish Visualisierungen von Daten entworfen werden können. Die Daten,
die der APT visualisieren kann, sind numerishe oder symbolishe Werte einer relationalen
Tabelle; aus diesen generiert er Balkendiagramme, Satterplots und Graphen. Dazu nutzt
er  ebenso wie BioZoom  Metadaten der darzustellenden Daten. Diese basieren auf
den von Bertin (1981) formulierten Prinzipien und Regeln für den Entwurf von Datenprä-
sentationen. Bertin disktutierte, welhe grashen Bausteine anhand vershiedener Cha-
rakteristika darzustellender Daten ausgewählt werden können. So gibt es untershiedlihe
Darstellungsformen für qualitative (beispielsweise Farben), geordnete (wie Hierarhiestu-
fen) oder quantitative (Meÿwerte) Daten.
Die Idee, Metadaten für die automatishe Generierung von Visualisierungen zu ver-
wenden, wurde von vielen weiteren Ansätzen aufgegrien. So erweiterten Roth et al
in (Roth und Mattis, 1990; Roth et al., 1991; Roth und Mattis, 1991) die Arbeit von
Makinlay (1986) auf komplexere Datentypen, um den informationszentrishen Arbeits-
platz VISAGE (Roth et al., 1997) zu realisieren (s. Abshnitt 2.4.3).
Zhou und Feiner (1998) diskutierten Dateneigenshaften, die Aspekte der Dynamik und
der gurativer Darstellung (3D-Modelle) beshrieben. Dazu denierten sie eine Taxonomie
der Datenharakterisierung. Heterogene Daten können entlang vershiedener Dimensionen
harakterisiert werden; die vorgestellten Dimensionen sind
• Datentyp - ist das Datum atomar oder als Menge oder Struktur zusammengesetzt ?
• Datendomäne - ist das Datum eine Entität, ein Konzept oder eine Masszahl ?
• Datenattribute - ist das Datum lokalisierbar, ist es veränderlih usw. ?
• Datenrelationen - welhe funktionale Abhängigkeiten exisitieren zwishen Daten, und
in welhen ist-ein, hat-ein oder ist-instanz-Relationen stehen Daten untereinander ?
• Datenrollen - wofür (Kategorisierung, Identifzierung, Vergleih...) werden die Daten
benutzt ?
• Datensinn - gibt es Präferenzen für die Darstellung der Daten ?
Mit den letzten beiden Punkten werden auh Intention und Präferenzen des Anwenders
in die Modellierung einbezogen. Die Datenrollen bauen auf der von Wehrend und Lewis
(1990) eingeführten problemorientierten Klassikation von Visualisierungstehniken auf.
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Automatishe GUI-Generierung
BioZoom nutzt Metadaten, um automatish Visualisierungen und Navigationsmöglihkei-
ten zu bestimmen und dem Anwender zur Verfügung zu stellen. Damit verwandt ist die
automatishe Generierung von GUIs, also dem Aussehen und dem Verhalten von Nutzungs-
oberähen. Für die automatishe Erstellung von Nutzungsoberähen aus Standardkom-
ponenten wie Eingabefeldern, Shaltknöpfen existieren einige Ansätze. Viele Arbeiten in
diesem Bereih (Puerta und Eisenstein, 1999; Szekely et al., 1993, 1996) spezizieren Aus-
sehen und Verhalten von Nutzungsoberähen deklarativ. Damit können  beispielsweise
für vershiedene Medien (Clerkx et al., 2004) (Desktop, PDA)  automatish untershied-
lihe Instanzen von Nutzungsoberähen generiert werden. Andere Ansätze (Janssen et al.,
1993), (Hudson und King, 1988) analysieren die darzustellenden Daten bzw. diese beshrei-
bende Shemata, um konventionelle GUI-Komponenten zu generieren. In (Janssen et al.,
1993) beispielsweise nutzt ein Expertensystem auf einem Datenmodell basierende Ent-
wurfsregeln, um Dialogkomponenten zu spezizieren. Pizano et al. (1992, 1993) generie-
ren semiautomatish Layouts für Datenbankeingabeformulare. Dafür präsentieren sie dem
Anwendungsentwikler aus Datenbankshemata abgeleitete ER-Diagramme (Chen, 1976);
nah interaktiver Anpassung werden diese in Spezikationen der Eingabeformulare um-
gewandelt. Keiner dieser Ansätze geht über eine Verwendung von Standardkomponenten
hinaus. Noh wihtiger ist, dass die behandelten Anwendungsfälle, für die diese Ansätze ge-
eignet sind  Datenerfassung für relationale Datensätze  weniger untershiedlihe Sihten
und Navigationmöglihkeiten erfordern als die exible Exploration von Experimentaldaten
in BioZoom.
BioZoom und automatishe Generierung von Visualisierungen
BioZoom verwendet wie viele der vorgestellten Ansätze ((Makinlay, 1986; Roth et al.,
1997)) ebenfalls Metadaten, um für eine Menge von Experimentaldaten automatishe ei-
ne Visualisierung zu entwerfen. Dabei wird eine einfahe Metadatenbeshreibung gewählt,
die  anders als die vorgestellten Ansätze  mehr Gewiht auf die Beziehungen der Daten
untereinander legt als auf die Eigenshaften der atomaren Daten. In Kap. 3.3 werden diese
Metadaten vorgestellt, die die Beziehungen zwishen Experimentaldaten  beispielsweise
Berehnungsgrundlage oder Lokalisierbarkeit  harakterisieren, während bei den Expe-
rimentaldaten nur zwishen Bildern, Meÿwerten und anderen Daten untershieden wird.
Kapitel 4 wird zeigen, wie BioZoom diese Beziehungen zwishen Bildern für die Visuali-
sierung nutzt. Zudem wird mit Ausnahme des im nähsten Abshnitt diskutierte VISAGE
(Roth et al., 1997) in den vorgestellten Arbeiten die Wiederverwendung häug genutzter
Visualisierungen und die Navigation zwishen diesen niht thematisiert.
2.2 End-User-Development
Beim End User Development entwikelt der Endanwender von ihm zu nutzende Anwendun-
gen selbst. In Anlehnung an (Smith et al., 2001) verstehe ih in dieser Arbeit Endanwender
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als solhe Anwender, die keine Shulung, Ausbildung und Studium für Programmierung
absolviert haben. Der Endanwender in der Fallstudie Toponomis ist also ein Biologe,
der wohl mit Büro- und laborspezisher Software umgehen kann, aber bestenfalls auto-
didaktish erworbene Programmierkenntnisse besitzt. Er kann aber sehr wohl Power User
in dem Sinne sein, dass er Reexionen über die Arbeit betreibt und die Arbeit anderer
Kollegen organisiert.
Sutlie und Mehandjiev (2004) zeigten, wie End User Development einen weiten Be-
reih von der Anpassung (Customizing) von Applikationen durh Parameterisierung oder
Stilvorlagen bis zum Shreiben von Code abdekt. Vershiedene Ansätze ermöglihen dies:
• leihter zugänglihe Programmiersprahen werden verwendet; dies reiht von der Ver-
wendung von Sprahen mit reduziertem Umfang (DePasquale et al., 2004) über do-
mänenspezishe Sprahen (Thomas und Barry, 2003) bis zur visuellen Programmie-
rung (Thomas, 1997).
• Programmierung wird als Entwurf wiederverwendbarer Komponenten (Morh et al.,
2004) aufgefasst.
• Anwendungen werden programmiert, indem sie aus der Beobahtung von Aktionen
des Anwenders seine Intention ableiten, generalisieren und entsprehende Funktiona-
lität zur Verfügung stellen (Programming-By-Example (PBE) (Lieberman, 2001)).
Ein Vorteil des End-User-Development ist (Wulf und Jarke, 2004), dass zeit- und kostenin-
tensive Anpassungsarbeiten durh andere (Software-)Experten reduziert werden. Darüber
hinaus erhalten Anwender damit besseres Verständnis und Kontrolle ihrer Anwendungen
(Kay, 1977). Nah (Kay, 1977) sollten Anwender in domänenspezishen Entwurfsumge-
bungen einen weiten Bereih von Produkten innerhalb ausgewählter Domänen ershaen
können. Anwender explorieren diese Entwurfsumgebungen und nutzen dabei ihre Erfah-
rung und Kreativität. In konventionellen Systemen können Bedürfnisse und Ziele der An-
wender nur während der Entwurfsphase abgeshätzt werden, deswegen nden Anwender
nah (Fisher et al., 2004) Systeme während der Nutzungsphase oftmals ungeeignet für die
Bewältigung ihrer Aufgaben. Entwurfsumgebungen, die niht vollständige Lösungen für
bestimmte Anwendungsfälle sind, werden in (Fisher et al., 2004) als unterentworfen
18
be-
zeihnet; anstelle einer Komplettlösung erhält der Anwender Werkzeuge, um die Lösungen
selbst während der Nutzung zu ershaen.
In dieser Arbeit untersheide ih zwishen Entwurfs- und Nutzungssihten, wobei
• eine Nutzungssiht eine Siht ist, die Anwender konsultieren, um die Aufgaben zu
lösen, für deren Erledigung sie die Anwendung nutzen, und
• eine Entwurfssiht eine Siht ist, in der eine oder mehrere Nutzungssihten deniert
werden.
18
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Im folgenden untersheide ih zwishen drei untershiedlihen Ansätzen für das End-User-
Development, nämlih
• der Textuellen Programmierung mit spezialisierten Sprahen (Abshnitt 2.2.1)
Hier ist die Entwurfssiht i.A. eine textbasierter Anwendungsentwiklungsumgebung.
Diese kann sih erheblih (bspw. Elipse) von der Nutzungssiht untersheiden;
• der Visuellen Programmierung (Abshnitt 2.2.2)
In diesem Fall programmiert der Endanwender visuell in einer Entwurfsiht, die sih
von der Nutzungssiht untersheidet - und sei es nur dadurh, dass der Nutzungssiht
bestimmte für den Entwurf erforderlihe Elemente hinzugefügt werden;
• dem Programming by Example (Abshnitt 2.2.3)
In diesem Fall bleibt der Endanwender in der vertrauteren Nutzungssiht. Es ist Auf-
gabe der Anwendung, Nutzerinteraktionen zu abstrahieren und daraus beispielsweise
neue Sihtspezikation abzuleiten.
2.2.1 Textuelle Programmierung mit spezialisierten Sprahen
Untershiedlihe Ansätze erleihtern dem Anwender die Entwiklung mittels für Endanwen-
dung spezialisierte Programmiersprahen. Einige verwenden domänenunabhängige Spra-
hen mit reduziertem Befehlsumfang (DePasquale et al., 2004). So bietet Mirosofts Visu-
al Basi for Appliations (VBA) verglihen mit Visual Basi geringere Funktionalität, um
auh Anfängern die Anpassung ihrer Oe-Programme durh Programmierung zu erleih-
tern. Ebenso sind Exel-Makros (Jones et al., 2003) oder java sript keine Sprahen für die
Entwiklung beliebiger Applikationen, sondern speziell für ihren jeweiligen Anwendungs-
bereih (Tabellenkalkulation bzw. Funktionalität von Webseiten) entworfen.
Bei domänenorientierter Programmierung (Thomas und Barry, 2003) und Verwendung
domänenspezisher Programmiersprahen (Hudak, 1996) kann Software für eine bestimm-
te Anwendungsdomäne shnell und ektiv entwikelt werden (Thomas und Barry, 2003).
Domänenspezish sind dabei Programmiersprahen, die für eine bestimmte Anwendungs-
domäne entwikelt wurde. Sie drükt dabei die Semantik genau dieser Anwendungsdomäne
aus; dadurh ist der Zugang für Experten dieser Anwendungsdomäne leihter.
2.2.2 Visuelle Programmierung
Eine geänderte Darstellung  und damit Erstellung  von Programmen ist eine Alternative
zur textuellen Programmierung, um dem Anwender die Entwiklung zu erleihtern. Textu-
elle Programmierung ist ein Hindernis für Programmieranfänger (Smith et al., 2001). Visu-
elle Sprahen [(VisualAge (Thomas, 1997), LABView (Jamal und Wenzel, 1995))℄ erlauben
den Anwendern, direkt mit grashen Abstraktionen zu programmieren. Ein Beispiel für
solhe grashe Abstraktionen sind Datenussdiagramme. Ein weiteres Beispiel ist FUSI-
ON, in dem North et al. (2003) dem Anwender die interaktive Kopplung (Baldonado et al.,
2000) untershiedliher Visualisierungen eines Datenbestandes ermögliht.
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FUSION zeigt in einer Entwurfssiht grashe Abstraktionen; der Endanwender kann
diese interaktiv verbinden, kongurieren, neu hinzufügen usw.. Dort wird der Anwender
durh visuelle Hinweise auf möglihe Kombinationen  beispielsweise Datenquellen oder -
senken in Datenussdiagrammen  unterstützt. Entwurfssihten untersheiden sih i.A. von
der Nutzungssiht. So zeigt die Entwurfssiht von Mirosoft Aess Diagramme, während
die Nutzungssiht Tabellen oder Formulare darstellt.
Korrespondieren diese Visualisierungen zu Elementen der Anwendungsdomäne, erleih-
tert dies Endanwendern die Entwiklung (Kay, 1977; Thomas und Barry, 2003). Auh kön-
nen Visualisierungen zu Elementen der Nutzungsoberähe korrespondieren; im Idealfall
gleiht die Visualisierung dem Nutzungsoberähenelement. Dies ermögliht Endanwen-
dern, das Verhalten dieser Elemente anpassen (Wulf und Golombek, 2001), ohne zwishen
zwei visuell sehr vershiedenen Entwurfs- und Nutzungssihten zu wehseln. Dennoh bleibt
es dabei, dass der Anwender die Anwendung programmieren muss, also andere Handlungen
als bei einer normalen Nutzung ausführt.
2.2.3 Programming by Example
Ein alternativer Ansatz zur textuellen und visuellen Programmierung ist Programming-by-
Example (Lieberman, 2001). Hier werden Aktionen des Anwenders in der Nutzungssiht
algorithmish generalisiert. Der Anwender demonstriert eine Operation, und die Anwen-
dung inferiert den allgemeinen Fall.
So zeigt der Anwender dem Internet Srapbook (Sugiura, 2001) Ausshnitte beliebiger
Webseiten, und das Internet Srapbook identiziert zu aktualisierende Bereihe  bei-
spielsweise Nahrihtentiker  und aktualisiert diese. SMARTEdit (Lau et al., 2001) be-
obahtet den Anwender beim Editieren von Texten, und inferiert aus einer Operation 
beispielsweise dem Löshen eines Kommentars  eine Funktion (Kommentar löshen), die
der Anwender dann später automatish durhführen lassen kann. Letizia (Lieberman, 1995;
Lieberman et al., 2001) beobahtet einen durh das Web surfenden Anwender. Letizia er-
stellt dadurh ein (dynamishes) Prol der Interessen des Anwenders. Sie gleiht dieses
Prol mit den benahbarten  d.h. einige Navigationsshritte entfernten  Webseiten ab
und präsentiert dem Anwender ihre Empfehlungen.
Diese Ansätze erfordern keine Entwurfssiht; sie beobahten die Interaktionen des An-
wenders mit Elementen der Nutzungssiht.
Favoriten und Programming by Example
Wenn in einem Programming by Example-Ansatz der Anwender eine Anwendung Sihten
zur Wiederverwendung lernen läÿt, so will er diese Sihten - oder das, was die jeweiige An-
wendung daraus gelernt hat - später erneut aufrufen. Diese Siht (oder deren Abstraktion)
wird als Favorit
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verwendet.
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Favoriten (Abrams et al., 1998) sind aus Browsern für das Web bekannt. Markiert der
Anwender eine Webseite als Favorit, so kann er diese später direkt aus einer Favoritenliste
auswählen und mit einem Shritt zu ihr navigieren.
Interpretiert man einen Favorit aber niht als Verweis auf eine Webseite oder einen
vollständig rekonstruierbaren Anwendungszustand, sondern  analog zu (Sugiura, 2001)
 als Verweis auf interessante Eigenshaften (Struktur, Inhalt) dieser Webseite, so kön-
nen auh Favoriten für Programming by Example genutzt werden. Dann ist es Aufgabe
des Programms, aus einer Instanz (Webseite) die für den Anwender vermutlih wihtigen
Eigenshaften (Inhalt, Struktur) zu inferieren. Ein Browser würde dann für diese Genera-
lisierungen geeignete Inhalte nden müssen, um Instanzen der Webseite zu präsentieren.
Als Verallgemeinerung auf webbasierte Anwendungen kann man diese Art von Favo-
riten nah Heer et al. (2009) als appliation bookmarks bezeihnen. Dies sind URLs oder
ähnlihe Bezeihner, die zu einem bestimmten Zustand einer Anwendung verweisen - bei-
spielsweise Position und Vergröÿerungsstufe in Google Maps. Aus einem solhen appliation
bookmark ist der Zustand einer Anwendung vollständig rekonstruierbar. Die Inferenz in-
teressanter Eigenshaften aus dem Zustand der so favorierten Webanwendung würde dann
keine vollständige Rekonstruktion erlauben, sondern eine Menge von möglihen Anwen-
dungszuständen beshreiben.
Auh für das semantishe Web (Berners-Lee et al., 2001) existieren Webbrowser und
Favoriten. Favoriten zeigen in (Karger und Quan, 2004b,a) auf Elemente des semantishen
Webs, also mit semantishen Metadaten beshriebene Daten. Ein solhes Element kann
beispielsweise eine Flugbuhung sein, also die konkreten Daten einer Buhung, wobei Meta-
daten beshreiben, was die Fluggesellshaft ist, was der Abugtermin, was die Flugnummer
usw.
Ein oben beshriebener generalisierter Favorit würde dann nur auf die semantishen
Beshreibungen und niht auf die konkreten Daten zeigen; er beshriebe dann eine Klasse
von Elementen des semantishen Webs, die einen Abugtermin, eine Flugnummer usw.
beeinhalten. Aufgabe des Browsers wäre es, dazu passende Instanzen zu nden.
2.3 Visualisierung von Bilddaten
2.3.1 Bilddatenbanken
Bilddatenbanken sind ein etabliertes und umfangreihes Forshungsgebiet. Sehr viele Ar-
beiten (Rui et al., 1999), (Berrani et al., 2003), (Frenh et al., 2003) beshäftigen sih mit
dem Zugri auf Bilddaten. Dabei ist das Problem, wie ein Nutzer auf in einer Bilddaten-
bank abgelegte Daten zugreift. Wie in (Rui et al., 1999) dargelegt, nutzten frühere Ar-
beiten (Chang und Fu, 1980), (Tamura und Yokoya, 1984), (Chang und Hsu, 1992) text-
basierte Datenbankmanagementsysteme, um auf manuell annotierte Bilder zuzugreifen.
Nah (Rui et al., 1999) haben diese Ansätze zwei grundsätzlihe Probleme. Erstens ist die
manuelle Annotation einer Bildersammlung sehr arbeitsaufwändig, zweitens nehmen Men-
shen Bilder untershiedlih war und verwenden damit auh untershiedlihe Metadaten für
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Annotation und Suhe. Seit den 90er Jahren wird mit dem inhaltsbasierten
20
Zugri auf
Bildern (Smeulders et al., 2000; Yoshitaka und Ihikawa, 1999) ein neuer Ansatz verfolgt.
Darin werden Bilder durh ihren eigenen sihtbaren Inhalt (Farben, Texturen, Formen)
indiziert. Ein Nutzer speziziert also das gewünshte Ergebnis durh ein Beispielbild oder
eine Beispielzeihnung, und die Bilddatenbank liefert ihm die ähnlihsten Exemplare zu-
rük.
Die vorliegende Arbeit kann zwar aus Bildverarbeitungsmethoden gewonnene Indizes
nutzen, sofern diese als den symbolishen Experimentdaten zugehörig modelliert werden.
Die Fragestellung ist aber eine andere. Es geht niht darum, zu einem vorgegebenen Mu-
sterbild möglihst ähnlih passende Bilder zu nden. Die für den Anwendungsexperten
wihtige Information besteht aus den Bilddaten und den symbolishen Daten, die entwe-
der mit Bildverarbeitungsmethoden aus dem Bild extrahiert oder aus dem Laborprozess
abgeleitet wurden. Diese sollen - mit den symbolishen Daten formulierbaren oder noh
unformalisiert anhand der betrahteten Bilder gestellten - Kriterien genügen. Eine Ähn-
lihkeit der Bilddaten ist dabei keineswegs eine Bedingung.
Yee et al. (2003) stellten eine Arbeit vor, mit der umfangreihe Bilder von Museums-
beständen shlagwortbasiert durhsuht werden können. Dabei verwendeten sie faettierte
Metadaten
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, d.h. Metadaten, die aus orthogonalen Kategorien wie beispielsweise Thema-
tik, Künstler, Ort und Material zusammengesetzt sind. Durh Fokussierungen in den unter-
shiedlihen Kategorien können Anwender shnell aus umfangreihen Bildmengen relevante
Abbildungen herausnden. Dabei werden während der Suhe die möglihen Kategorien und
deren relevante Unterkategorien, die sih für eine Fokussierung anbieten, visualisiert. Ein
solher Ansatz bietet sih an, wenn man gezielt bestimmte Bilder in vershlagworteten
Bilddaten suht. Für die Analyse bildbasierter Experimente ist er niht geeignet.
2.3.2 Wissenshaftlihe bildbasierte Experimente
Neben diesen wissenshaftlihen Ansätzen existieren auh kommerzielle Lösungen für Bild-
datenmanagement. Diese rihten sih teilweise explizit an Auswerter wissenshaftliher
bildbasierter Experimente.
Cumulus (Cumulus, 2004) (s. Abb. 2.2) war ursprünglih eine Datenbank für Content-
management im Medienbereih, wird aber auh für die Verwaltung medizinisher und bio-
logisher Bilddaten verwendet. So kombiniert Zeiss Cumulus mit ihrer Mikroskopiesoftware
AxioVision (AxioVision, 2004). Cumulus erlaubt die Erstellung hierarhisher Kategorien
und die Zuordnung von Bildern zu mehreren Kategorien. So sieht man in Abb. 2.2 links
21 hierarhishe Kategorien, nah denen Bilddaten eingeteilt werden können. Eine dieser
Kategorien wurde interaktiv gewählt. Auf der rehten Seite werden alle in diese Katego-
rie fallenden Bilder dargestellt. Cumulus modelliert aber weder Objekte in Bildern noh
Beziehungen zwishen Bildern, die über Zugehörigkeit zu einer Kategorie hinausgehen. Be-
ziehungen zwishen Bildern werden nur soweit visualisiert, dass Bilder, die gemeinsam zu
20
engl. ontent-based image retrieval
21
faeted metadata
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einer oder mehreren Kategorien gehören, gemeinsam als Liste von Thumbnails dargestellt
werden.
Abbildung 2.2: Die Bilddatenbank Cumulus.
SiMagix (SiMagix, 2004) (s. Abb. 2.3) setzt auf einer Orale-Datenbanklösung auf.
Bilder können annotiert werden. Basierend auf gemeinsamen Annotationen können Hier-
arhien erstellt werden, die mit einer Baumstruktur exploriert werden können. Die in der
Baumstruktur ausgewählten Bilder - oder alternativ die Ergebnisse von SQL-Anfragen auf
den Annotationen - werden in einer Browser-Lösung dargestellt.
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Abbildung 2.3: Die Bilddatenbank SiMagix. Hier wird in jeweils 8 Miniaturbilder zeigenden
Ausshnitten durh a. 600 Bilder geblättert.
IQBase (IQBase, 2004) (s. Abb. 2.4) setzt auf einem objektbasierten Datenbanksy-
stem auf. IQBase zeihnet sih dadurh aus, dass Bilder niht nur mit Shlagworten,
sondern auh mit Dateien attributiert werden können. Diese Dateien wie beispielsweise
Exel-Tabellen können Elemente mit spatialen Eigenshaften im jeweiligen Bild beshrei-
ben. Eine wie in dieser Arbeit vorgestellte nahtlose Integration ist aber niht gegegeben.
Eine Projektion der symbolishen Daten auf die Bilder oder die Suhe in den symbolishen
Daten mit Rükkopplung auf Auswahl und Darstellung der Bilder ist niht möglih.
Einen Shritt weiter geht die von Nikon (Nikon, 2004) vertriebene und von Laboratory
Imaging s.r.o. (LaboratoryImaging, 2004) entwikelte Bildarhivierungssoftware Elipse-
NET. Annotationen können ein Bild global (s. Abb. 2.5), aber auh im Bild lokalisierbare
Objekte (s.Abb. 2.6) beshreiben. Diese Annotationen werden manuell eingetragen und
in einer Salable Vetor Graphi (SVG)-Shiht (SVG, 2005) gemeinsam mit dem Bild
abgespeihert. Eine Suhe auf den Werten der Annotationen oder eine Verknüpfung der
Annotationen mit anderen Datensätzen ist niht möglih.
Zusammenfassend kann für diese kommerziellen Lösungen festgehalten werden, dass
• Sihten von Hand entworfen müssen,
• nur textuelle Abfragemöglihkeiten zur Verfügung stehen,
• eine Integration der Bilddaten mit Daten mit spatialer Semantik niht möglih bzw.
umständlih (IQBase) ist, und
• Beziehungen zwishen Bildern niht modelliert und implizit visualisiert werden kön-
nen.
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Abbildung 2.4: Die Datenbank IQBase. Links sieht man eine Baum- und Ordnerdarstellung
der Bilddaten, in der Mitte das Bild beshreibende Metadaten, rehts ein Satterplot der un-
tershiedlihen Bildgröÿen im Verzeihnis.
PhotoSpread
PhotoSpread (Kandel et al., 2008) vereint hingegen Eigenshaften von Bilddatenban-
ken mit denen von Spreadsheets. Diese Arbeit wurde explizit durh Anforderungen von
Biologen motiviert, die Bilder von Tieren in ihren natürlihen Lebensräumen klassizie-
ren müssen. Dieses Spreadsheet für die Organisation und Analyse von Bildsammlungen
erweitert das Spreadsheet-Paradigma in zwei Aspekten:
• Anwender können Bildmengen mit Metadaten attributieren. Diese Metadaten wer-
den dann von nutzerdenierten Formeln genutzt, die Mengen von Bildern spezizie-
ren und sih dabei auf diese Metadaten beziehen. Der Anwender gibt beispielsweise
in eine Zelle des Spreadsheets ein, dass diese nur Tiere enthalten soll, die weiblih
und nahtaktiv sind. PhotoSpread zeigt dann in dieser Zelle nur Bilder an, deren
Metadaten dieser Anforderung entsprehen.
• Bilder können durh drag-and-drop interaktiv umorganisiert werden. Wird ein Bild in
eine Zelle des Spreadsheets gezogen, für die eine Formel bestimmte Metadaten erfor-
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Abbildung 2.5: Browsen durh ElipseNET. In dieser Ansiht können Miniaturbilder einer me-
dizinishen Datenbank nah Attributen - hier Tissue - sortiert werden. Der Tooltip zeigt dabei
die Attribute eines Bildes.
Abbildung 2.6: Auf einer Vektorebene manuell eingetragene Annotationen dienen in ElipseNET
der Beshreibung von Objekten im Bild.
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dert, dann wird das Bild um diese Metadaten ergänzt (fore-semantis). Alternativ
wird die Formel der Spreadsheetzelle so geändert, dass sie die bisherigen Bilddaten
gemeinsam mit dem neu hinzugefügten Bild darstellen kann (non-fore semantis).
Abb. 2.7 zeigt die Nutzungsoberähe von PhotoSpread . PhotoSpread zeigt auf der
linken Hälfte der Nutzungsoberähe die Spreadsheet-Zellen mit textuellen und Bildinhal-
ten. In der linken Hälfte wird der Inhalt der angewählten Bildzelle vergröÿert angezeigt.
PhotoSpread ermögliht damit eine interaktive explorative Navigation durh grö-
ÿere Bilddatenmengen. Dabei kann der Anwender jederzeit spezialisierte Sihten auf Un-
termengen der Bilddaten (in einer Spreadsheetzelle) erstellen, indem er textuell oder mit
drag-and-drop speziziert, welhe Bilder in welher Spreadsheetzelle dargestellt werden
sollen.
Andere Ansätze erweitern das Spreadsheet-Paradigma, so dass komplexe Elemente
wie Graphen und andere Visualsierungen in Spreadsheetzellen enthalten sein können
[(Hasler et al., 1994; Ed H. Chi und Konstan, 1998; Varshney und Kaufman, 1996)℄. Levoy
(2001) unterstützt Bildanalyse mit Spreadsheets, ohne dabei die interaktive und intuitive
Erstellung von Sihten von PhotoSpread anzubieten.
Mit PhotoSpread kann der Nutzer Beziehungen zwishen Bildern modellieren. Die
von BioZoom zusätzlih modellierten Lokalisierungen von Objekten in Bildern  bei-
spielsweise Proteinsegmente in der Fallstudie Toponomis  sind niht Bestandteil von
PhotoSpread .
Abbildung 2.7: Photospread (aus (Kandel et al., 2008)).
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Abbildung 2.8: Der am Human-Computer Interation Lab der University of Maryland entstan-
dene PhotoFinder.
2.3.3 Personal Media
Für die Visualisierung und Exploration von Bilddaten gibt es eine Vielzahl von Lösungen,
die jedoh für die Visualisierung von Bild- und symbolishen Daten bildbasierter wissen-
shaftliher Experimente ungeeignet sind. Viele dieser Lösungen sind für das Anwendungs-
feld persönliher Medien - beispielsweise private Photoalben - gedaht. Der Photonder
(Kang und Shneiderman, 2000) (s. Abb. 2.8) zeigt Bildsammlungen in einer Satterplot
Thumbnail-Darstellung. Mit einer drag-and-drop-Shnittstelle werden Bildmengen selek-
tiert und detailliert dargestellt. Abb. 2.8 links zeigt die Gesamtübersiht der Bildsamm-
lungen. Oben sind die Bilder der gerade angewählten Sammlung dargestellt, unten ein
ausgewähltes Detailbild mit  manuell eingefügten  Annotationen im Bild. Dynamishe
Anfragen (Williamson und Shneiderman, 1992) auf Bildannotationen - beispielsweise die
Anzahl der Personen auf den dargestellten Bildern - können visuell gestellt werden. Bei
dynamishen Anfragen erfolgt eine sofortige Darstellung der Ergebnisse geänderter Anfra-
gen.
2.3 Visualisierung von Bilddaten 39
Im Photonder können Datensätze - in diesem Fall Personendaten - interaktiv mit
einer spatialen Semantik und einem Bild verknüpft werden; bei diesen drag-and-drop-
Annotationen (Shneiderman und Kang, 2000) wird ein Name aus einer Liste auf eine Posi-
tion in einem Bild gezogen, auf der sih diese Person bendet. Ebenso ist es möglih, über
den auf dem Bild projezierten Namen eine Anfrage zu starten, um alle Bilder mit dieser
Person zu erhalten.
Auf dem Photonder basiert Kangs MediaFinder (Kang und Shneiderman, 2003) (s.
Abb. 2.9, S. 39). Mit dem MediaFinder können Anwender Bildsammlungen nah vershie-
denen Kriterien untersuhen, da der Mediander Bilder von ihren Metadaten abhängig in
einem oder mehreren untershiedlihen Behältern auf der Nutzungsoberähe platziert. An-
wendungsgebiet des MediaFinders ist die Verwaltung und Exploration persönliher Medi-
endaten wie Bilder, Audio- oder Videoaufnahmen. Diese Mediendaten sind mit Metadaten
attributiert, beispielsweise Aufnahmeort, Zeit, dargestellte Personen usw. Der MediaFin-
der führte das Konzept der semantishen Regionen
22
ein, mit denen Nutzer eigene mentale
Modelle konstruieren und der Anwendung verfügbar mahen können. Dazu zeihnet der
Nutzer Bereihe auf der Nutzungsoberähe und speziziert attributbasierte Semantiken
für diese Region. Mit einer ing-and-ok genannten Metapher werden auf die Nutzungs-
oberähe gezogene Medienobjekte auf die Regionen verteilt, deren semantishe Kriterien
sie erfüllen.
Abbildung 2.9: Der am Human-Computer Interation Lab der University of Maryland entstan-
dene MediaFinder.
22
Im Original : semanti regions
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Abbildung 2.10: PhotoMesa.
PhotoMesa (Bederson, 2001) und Poket PhotoMesa (Khella und Bederson, 2004)
platzieren Gruppen von Bilder auf eine Weise, die eine zweidimensionale Flähe möglihst
optimal ausfüllt. Dafür werden Quantum Treemaps als Variante existierender Treemap Al-
gorithmen (Johnson und Shneiderman, 1994), (Shneiderman, 1992) eingeführt. Quantum
Treemaps platzieren Bilder (oder andere Objekte) mit niht weiter aufteilbaren (quantum)
Breite und Höhe so, dass jedes platzierte Objekt eine Weite und Höhe hat, die ein ganzzahli-
ges Vielfahes seiner unteilbaren Quantumgröÿen ist. Diese Quantum Treemaps von Bildern
werden in einem Zoomable User Interfae (Bederson und Hollan, 1994; Bederson et al.,
1996, 2000) dargestellt, mit einfahen Interaktionen kann an Bilder oder Bildergruppen her-
angezoomt werden. Abb. 2.10 zeigt, wie PhotoMesa alle Bilder in allen Unterverzeihnissen
eines Dokumentenorders mit dem Quantum Treemap-Ansatz auf dem Bildshirm verteilt.
Jede einzelne in einer rehtekigen Region zusammengefasste Bildsammlung stammt aus
einem Verzeihnis. Der Name dieses Verzeihnisses annotiert die Sammlung und wird als
Tooltip dargestellt. Die hierarhishe Struktur geht bei dieser Darstellung verloren. Pho-
tomesa modelliert auh keine anderen Beziehungen zwishen Daten, auh existieren keine
symbolishen Daten, die Bilder oder Elemente in Bildern beshreiben.
Kuhinsky et al. (1999) stellten FotoFile für die Verwaltung von persönlihen Medi-
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en vor. In FotoFile werden Bilder teilweise manuell, teilweise - durh Integration eines
Gesihtserkennungsalgorithmus (Turk und Pentland, 1991; Rowley et al., 1998) - semiau-
tomatish annotiert. Die Verwaltung der Bilder folgt einer Photoalbum-Metapher: auf jeder
Seite sind Bilder, zwishen den Seiten kann geblättert werden. Abfragen auf den Annota-
tionen ermöglihen zusätzlih eine gezielte Suhe.
AutoAlbum (Platt, 2000) und PhotoTOC (Platt et al., 2002) sind ebenfalls Photoalben
für private Bilder. Diese nutzen automatish generierte Metadaten. Da persönlihe Auf-
nahmen niht - wie die in meinem Ansatz zu verwaltenden Bildmengen - in strukturierten
standardisierten Prozessen entstehen, gibt es auh weniger automatish zugeordnete Me-
tadaten. AutoAlbum und PhototTOC nutzen den Zeitpunkt der Aufnahme eines Bildes,
um eine Bildsammlung zu gruppieren. Unter der Annahme, dass Bilder, die ungefähr zur
gleihen Zeit aufgenommen wurden, auh anläÿlih eines gleihen Ereignisses entstehen,
wird diese Einteilung als automatish generiertes Metadatum verwendet.
Graham et al. (2002) bauen durh eine automatishe Analyse der Aufnahmezeitpunkte
eine hierarhishe Struktur von Ereignissen und Unterereignissen auf. Diese werden in
zwei Anwendungen, die untershiedlihen Interaktionsmetaphern - einem hierarhishen
Browser und einem Zoomable User Interfae - folgen, integriert. (Aher et al., 2007) nutzen
Informationen über den Ort einer Bildaufnahme, um diese mit - eventuell von anderen
Nutzern annotierten  Metadaten anzureihern.
Flikr (ikr, 2008; House, 2007) oder piasa (piasa, 2008) bieten Bilddatenbanken
für private Bilder an. Diese Bilder können bei entsprehend gewährten Nutzungsrehten
groÿen Nutzergruppen frei stehen. Nutzer können dort (Shneiderman et al., 2006)
• durh eigene und fremde Bilder stöbern
23
• Bilder mit Stihwörten beshreiben
24
• Bilder mit anderen Nutzern teilen
25
Auh wenn Bildmengen und Nutzerzahlen gröÿer sind als bei den zuvor vorgestellten per-
sonal media-Ansätzen, bleibt das Ziel des Stöberns durh Bilder nah (Shneiderman et al.,
2006) ein bestimmtes Foto zu nden
26
. Auh diese Ansätze sind niht für die Analyse von
Bildinhalten, in Bildern lokalisierbaren Messungen und deren Vergleihe entworfen und
geeignet.
Photoalben vs. wissenshaftlihe bildbasierte Experimente
Alle in diesem Abshnitt vorgestellten Ansätze stammen aus dem Bereih der persönlihen
Daten wie privater Fotoalben. Auh wenn diese im Zeitalter digitaler Kameras tausende
von Bildern halten müssen, gibt es doh groÿe Untershiede zu den Anforderungen für
wissenshaftlihe bildbasierte Experimente.
23
browse
24
annotate
25
share
26
Users browse for fun and to nd a spei photograph.
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• Da private Bilder niht in strukturierten standardisierten Prozessen entstehen, ist die
automatishe Attributierung der Daten mit Metadata - von den erwähnten ereignis-
basierten Ansätzen abgesehen - niht möglih.
• Wegen der individuell untershiedlihen und prinzipiell niht einshränkbaren mögli-
hen Kategorisierungen von Bildern ist auh eine a-priori-Festlegung der durh Me-
tadaten zu modellierenden Beziehungen niht möglih.
• Die Beziehungen von Bilder untereinander sind einfaher strukturiert. Die gemeinsa-
me Zugehörigkeit von Bildern zu einer Kategorie (bspw. Hohzeit 2004) ist i.A. von
Bedeutung, die Beziehungen der Bilder untereinander aber niht.
• Die spatiale Semantik von Elementen in Bildern ist von untergeordneter Bedeutung.
Es kann wihtig sein, wessen Gesihter (Shneiderman und Kang, 2000) in einem Bild
sind; ihre genaue Position oder relative Anordnung zu anderen Gesihtern ist i.A.
irrelevant.
• private Bilder werden i.A. niht verglihen. Sie werden niht aus Vergleihsgründen
nebeneinander plaziert, paralleles Inspizieren von Detailansihten spielt keine Rolle.
Es ist also - trotz der bereits vorhandenen umfangreihen wissenshaftlihen Literatur
über Bilddatenbanken - noh erforderlih, Visualisierungs- und Interaktionslösungen für in
wissenshaftlihen bildbasierten Experimenten entstehende Bild- und symbolishen Daten
zu suhen.
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2.3.4 GIS
Neben wissenshaftlihen bildbasierten Experimente aus den Lebenswissenshaften gibt es
noh weitere Anwendungsfelder, in denen Bilddaten gemeinsam mit symbolishen Daten
betrahtet und analysiert werden. Exemplarish seien hier geographishe Informations-
systeme (GIS) erwähnt; andere Anwendungsgebiete sind die Auswertung astronomisher
Daten und die Qualitätsprüfung in industriellen Produktionsprozessen - wie der Qualität
von Stahl oder Papier (Raus, 2004).
Geographishe Informationssysteme (Rigaux et al., 2002) modellieren Daten mit spatia-
ler Semantik (Shekhar et al., 1999) und bieten dem Anwender Zugri auf diese Daten. Üb-
liherweise geshieht dies über Karten, die mit weiteren Daten wie Straÿen oder Siedlungen
überlagert sind. ArView (Symanzik et al., 1996) ist ein solhes geographishes Informa-
tionssystem, das dem Anwender vershiedene Kartendarstellungen geographisher Daten
anbietet. Alternative Ansätze zur Exploration in geographishen Informationssystemen n-
det man in (Monmonier, 1989; MaEahren und Kraak, 1997; Andrienko und Andrienko,
1999b).
Mit dem Zugri auf von Flugzeugen oder Satelliten erfassten Bilddaten werden auh
diese Luftaufnahmen mit geographishen Daten integriert; diese integrierten spatialen Da-
tenbanken (Agouris und Stefanidis, 1999) erlauben die Kombination von Bilddaten mit
geographishen spatialen Daten (Gupta et al., 1999). Geographishe Informationssyteme
zeigen Bilddaten in Form von Karten und Luftaufnahmen ebenso wie Straÿen, Siedlungen
oder andere Daten.
Dabei wird niht einfah eine Karte durh eine Luftaufnahme ersetzt, die mit symbo-
lishen Daten überlagert wird. Luftaufnahmen können mit vershiedenen Meÿinstrumen-
ten in vershiedenen Kanälen aufgenommen werden. Dann gilt es, diese untershiedlihen
Bilddaten in die Darstellung zu integrieren. Spatio-temporäre geographishe Informations-
systeme (Sellis, 1999; Andrienko et al., 2001; Gatalsky et al., 2004) beshreiben die Ände-
rungen von Daten mit spatialer Semantik im Zeitverlauf; dazu gehören Verkehrsüberwa-
hungssysteme ebenso wie Anwendungen, die bspw. die Häugkeit von Vulkanausbrühen
(Gatalsky et al., 2004) modellieren.
In dieser Anwendungsdomäne existieren vershiedene Ansätze für die automatishe Ge-
nerierung geeigneter Visualisierungen spatialer Information. So generiert VIZARD (Jung,
1995) statishe Karten für geographishe Informationssysteme.
DESCARTES (Andrienko und Andrienko, 1999b,a, 2001) hingegen ist ein wissensba-
sierter Ansatz für interaktive geographishe Informationssysteme, in dem Karten
• regelbasiert mit Hilfe von Datenharakterisierungen automatish erstellt,
• parallel und gekoppelt dargestellt (Baldonado et al., 2000)
• und vom Anwender mit vershiedenen Operationen verändert
werden. Dabei sind Aufgaben aus der Anwendungsdomäne formal deklarativ beshrieben;
aufbauend auf dieser Beshreibung bietet DESCARTES dem Anwender geeignete Visuali-
sierungen an.
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Zusammenfassend stellt auh bei geographishen Informationssystemen eine informa-
tionstehnishe Unterstützung  analog zu bildbasierten wissenshaftlihen Experimenten
aus den Lebenswissenshaften  dem Auswerter Sihten auf Bild- und symbolishe Daten
zur Verfügung. Diese domänenspezishen informationstehnishen Unterstützungen sind
aber niht ohne erheblihen Aufwand auf bildbasierte Experimente übertragbar.
So gibt es zwishen Bildern in Experimenten niht notwendigerweise spatiale Bezie-
hungen. Ein Mikroskopiebild einer Zelle und ein dessen Proteinquantitäten zeigendes Elek-
trophoresebild (s. Kap. 6.1) kann eine Probe des gleihen Organismus zeigen, obwohl es
keinen Zusammenhang zwishen den Koordinatensystemen dieser Bilder gibt. Bilder in
GIS hingegen haben durh die Anwendungsdomäne mit Längen- und Breitengraden einen
gemeinsamen Referenzrahmen.
Auh vertritt das interaktive GIS DESCARTES, das ansonsten bezüglih der direkten
Manipulation symbolisher und (Bild-)Kartendaten eine ähnlih Interaktionsphilosophie
wie BioZoom vertritt, eine andere Herangehensweise an die Auswahl geeigneter Sihten.
Dort werden formal möglihe Aufgaben speziziert, aus denen geeignete Sihten algorith-
mish abgeleitet werden; in BioZoom stellt der Anwender interaktiv Sihten zusammen,
aus denen Eigenshaften einer geeigneten Siht generalisiert werden.
2.4 Generishe Ansätze zur Exploration von Daten
Neben den vorgestellten anwendungsspezishen Ansätzen für GIS, Standard-GUI-Dialoge
und Photoalben existiert eine Vielzahl generisher Ansätze. Diese eignen sih für die Visua-
lisierung und Exploration beliebiger relationaler Datensätze. Im folgenden werden einige
untershiedlihe Ansätze besprohen, die teilweise bereits bis zur Produktreife entwikelt
wurden. So untershiedlih diese Ansätze auh sind, so ermöglihen sie alle dem Anwender
ebenso wie BioZoom Interaktion durh direkte Manipulation.
2.4.1 Vom HomeFinder zu Spotre
Ein Beispiel eines direkten Manipulations-Ansatzes zur visuellen Informationssuhe ist der
HomeFinder (Williamson und Shneiderman, 1992), in dem Haussymbole einer Landkarte
überlagert wurden und mit Shiebereglern dynamish Kriterien für diese Häuser  Miet-
preis, Zimmeranzahl  gestellt werden konnten. Shieberegler und Haussymbole sind eng
gekoppelt. Erfüllt ein Haus niht das an den jeweiligen Shieberegler gekoppelte Kriterium,
wird es ausgeblendet. Diese Datensätze  Häuser auf einer Landkarte  haben einen spa-
tialen Bezug, Mit solhen dynamishen Kontrollelementen eng gekoppelte Karten werden
auh als Dynamaps (Plaisant und Jain, 1994; Dang et al., 2001) bezeihnet.
Der in (Ahlberg und Shneiderman, 1994) vorgestellte FilmFinder verallgemeinert die-
sen Ansatz auf nihtspatiale Daten. Hier sind es Filmdaten, die entlang zweier beliebiger
Dimensionen auf ein Satterplot-Diagramm projeziert werden.
Im IVEE (Ahlberg und Wistrand, 1995a,b) wurde dieser Ansatz von Anwendungsfäl-
len abstrahiert. Jetzt kann eine beliebige relationale Tabelle eingelesen werden, die dann in
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Satterplot-Diagrammen mit eng gekoppelten Kontrollelementen (Shiebereglern) dem An-
wender präsentiert wird. IVEE erlaubt dabei durh die Einbindung von Hintergrundkarten
die Integration von Objekten mit spatialen Semantiken.
North (North, 1998; North und Shneiderman, 2000; North, 2001) stellte mit SNAP
(später FUSION (North et al., 2003)) einen Ansatz für die Kopplung vershiedener In-
formationsvisualisierungen dar. Mit gekoppelten relationalen Visualisierungsshemata be-
stimmt dort der Anwender,
• wie Daten mit Visualisierungen gekoppelt sind, also mit welhen grashen Eigen-
shaften welhe Attribute dargestellt werden, und
• welhe Auswirkungen die Auswahl eines Datums durh den Nutzer hat. So kann ein
Datum mit einem anderen Datum gekoppelt sein, die Auswahl einer Visualisierung
in einem Satterplot-Diagramm wählt dann dessen Eintrag in einer Tabelle aus. Ein
Datum kann aber auh mit mehreren Daten gekoppelt sein wie ein Eintrag einer
Liste von Kategorien, bei dessen Auswahl alle dieser Kategorie zugehörigen Daten-
sätze ausgewählt werden. SNAP ermögliht eine systematishe und formale Denition
dieser Kopplungszusammenhänge.
Eine weitere Form der Kopplung ist das Brushing (Beker und Cleveland, 1987), bei dem
untershiedlihe Visualisierungen desselben Objekts miteinander verbunden werden. Dabei
führt die interaktive Auswahl von Elementen in einer Visualisierungsform zur Auswahl und
grashen Hervorhebung dieser Elemente in allen weiteren Visualisierungen.
Gresh et al. (2000) verknüpften in WEAVE, einer Softwareumgebung für interaktive
Visualisierungsanwendungen, statistishe Diagramme durh Brushing mit beliebigen drei-
dimensionalen Visualisierungen. Die interaktive Auswahl von Wertebereihen in Statistiken
färbt dann Regionen dreidimensionaler Modelle; so verband WEAVE die dreidimensionale
Ansiht eines Herzmodells mit vershiedenen Statistiken.
Eine möglihe, in (North und Shneiderman, 2000) skizzierte Kopplung ist die Überla-
gerung von Bildern mit auf diesen projezierten Datensätzen. Mit SNAP kann beshrieben
werden, wie Bilddatensätze auf Bilder und andere Datensätze auf Überlagerungen dieser
Bilder abgebildet werden. Visualisierungsshemata beshreiben dort Visualisierungen, und
relationale Shemata der darzustellenden Daten werden vom Anwender auf diese Visuali-
sierungsshemata abgebildet. Die Auswahl eines Datensatzes in einer Visualisierung führt
dann zur Auswahl des Datensatzes in einer anderen Visualisierung. Die Auswahl in einer
Tabelle wählt dann ebenfalls in der Überlagerung des Bildes aus.
Aus IVEE wurde das kommerzielle Produkt Spotre (Ahlberg, 1996). Spotre bie-
tet dem Anwendern auh vorkongurierte und branhenspezishe Sihten an. Derar-
tige Sihten können beispielsweise mit SNAP interaktiv speziziert werden. Damit ist
IVEE/Spotre mit den in Kap. 2.2 diskutierten Kategorien durh visuelle Programmie-
rung vom Endanwender weiterentwikelbar.
Shon diese Ansätze bieten also direkte Manipulationsmöglihkeiten, verbinden spa-
tiale Informationen (in den veröentlihten Beispielen Landkarten) mit symbolishen Da-
ten und sind teilweise (SNAP und Spotre) generish für untershiedlihste Anwendungs-
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zweke nutzbar. Auh ist es in Spotre möglih, Bildattribute von Datensätzen darzu-
stellen. Shneiderman und Kang (2000) zeigt ein Beispiel, in dem Attribute einer Filmda-
tenbank (Ersheinungsjahr und Beliebtheit von Filmen) entlang eines zweidimensionalen
Satterplots dargestellt werden, ein Bild des Regisseurs illustriert den vom Anwender in
diesem Satterplot ausgewählten Film. Doh sind in diesen Fällen die Bilder Illustrati-
on, niht aber Gegenstand der Exploration. Auf diesen Bildern sind keine symbolishen
Daten überlagert, und keine Operationen ermöglihen weitergehende Untersuhungen des
Bildmaterials.
BioZoom geht in diesem Punkt über die vorgestellten Ansätze hinaus, indem es auh
Bilddaten als Datensätze modelliert und dem Anwender zur Exploration zur Verfügung
stellt. Auf diesen Bilddaten sind symbolishe Daten überlagert, und ebenso liefert die
Anordnung der Bilddaten dem Anwender spatiale Informationen.
BioZoom und die vorgestellten Ansätze untersheiden sih durh die Art, in der Visua-
lisierungen entworfen werden. SNAP stellte mit den Visualisierungsshemata einen mähti-
gen Ansatz vor, mit dem Endanwender visuell in einer Spezikationsphase Visualisierungen
entwerfen können. BioZoom trennt hingegen niht zwishen Anwendungs- und Spezikati-
onsphase; ndet der Anwender bei der Exploration eine interessante Siht als Kombination
aus Visualisierungen von Bild- und symbolishen Daten, so markiert er sie als Favoriten.
2.4.2 DataSplash : Direkte Manipulation in Datenbanken
Neben Spotre existieren weitere Ansätze für die Datenexploration mittels direkter Ma-
nipulation, so beispielsweise DataSplash (Olston et al., 1998b; Woodru et al., 2001).
Diese integrierte Umgebung für Navigation, Suhe und Exploration in visuellen Reprä-
sentationen relationaler Daten basiert auf Tioga(Stonebraker et al., 1993; Aiken et al.,
1995, 1996). In DataSplash werden relationale Datentupel grash repräsentiert, die-
se Repräsentation speziziert der Anwender. Dazu deniert der Anwender Beziehungen
zwishen visuellen Eigenshaften - x,y-Koordinaten, Farbe, Höhe, Weite und Rotation -
der Repräsentation und Attributen der Relation. In (Olston et al., 1998b) werden exem-
plarish Bevölkerungsstatistiken untersuht; der Anwender möhte die Bevölkerungsdihte
einer Region untersuhen. Zu diesem Zwek wird er mit DataSplash grashe Repräsen-
tationen von Städte beshreibenden Datensätzen einer Landkarte überlagern. Dazu setzt
er fest, dass für diese Datensätze
• der Längengrad der Stadt der x-Koordinate,
• der Breitengrad der Stadt der y-Koordinate
• und die Bevölkerung der Stadt der Gröÿe
einer grashen Repräsentation entspriht. DataSplash bietet dem Anwender mehre-
re untershiedlihe, miteinander vernetzte Zeihenähen
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, zwishen denen er navigieren
kann.
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Innerhalb einer Zeihenähe navigiert der Anwender mittels Panning und Zooming
(Rüger et al., 1996). Mit Panning vershiebt er den sihtbaren Ausshnitt einer Zeihen-
ähe, mit Zooming verändert er dessen Ausmasse.
Für die Navigation zwishen den Zeihenähen nutzt er Portale. Portale sind in eine
Zeihenähe eingebettete Hyperlinks zu anderen Zeihenähen. Sie können innerhalb ei-
ner Zeihenähe bereits eine Vorshau auf den Inhalt der anderen Zeihenähe zeigen.
Mit einem Mausklik auf ein Portal wehselt der Anwender zu dieser neuen Zeihenähe.
Der Anwender kann mit DataSplash für jeden Datensatz ein eigenes Portal erstellen;
so kann er in obigem Beispiel für jede Stadt ein Portal einrihten, das zu einer Straÿenkarte
dieser Stadt führt. Der Anwender kann Portale auf zwei untershiedlihe Arten interaktiv
spezizieren:
1. Er kann ein neues Portal in die aktuelle Zeihenähe einfügen und dessen Eigenshaf-
ten  welhe Datenattribute auf welhe visuellen Merkmale abgebildet werden  ma-
nuell festlegen. Woodru et al. (1999) stellt mit VIDA ein Werkzeug vor, das den An-
wender bei dieser Entwurfsarbeit unterstützt. Dazu überprüft VIDA, ob die entwor-
fene Visualisierung dem aus der Kartographie entliehenen Prinzip (Frank und Timpf,
1994) der konstanten Informationsdihte folgt, d.h. dass die Anzahl Objekte pro Dar-
stellung konstant bleibt.
2. Ein Portal kann auh zu einer Zeihenähe führen, die die Antwort auf eine Suhan-
frage zeigt. Der Anwender kann visuelle interaktive Anfragen
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(VIQING) auf den Visualisierungen der Datensätze durhführen.
VIQING unterstützt die grundlegenden relationalen Operationen Projektion, Selektion und
Join, indem der Anwender
• eine Projektion durhführt, in dem er einem Attribut eine visuelle Eigenshaft zu-
weist - er projeziert beispielsweise das Durhshnittseinkommen der Stadt auf eine
Farbskala.
• für eine Selektion die Visualisierungen der Datensätze in einer Zeihenähe auswählt
- er wählt beispielsweise nur die Städte in einer bestimmten geographishen Region.
• für einen Join die Zeihenähen zusammenzieht, in denen die zu joinenden Re-
lationen dargestellt werden. Hat der Anwender neben den Stadtdaten noh Daten
über Gebiete, in denen Luftvershmutzung festgestellt wurde, so führt ein visueller
VIQING-Join der Landkarte mit einer Visualisierung dieser Informationen zu einer
Zeihenähe mit zwei Landkarten. Die eine zeigt alle Städte mit Luftvershmutzung,
die zweite alle Städte ohne Luftvershmutzung.
DataSplash ist für die visuelle Exploration relationaler Daten entworfen worden; die
Wiederverwendung geeigneter Visualisierungen  und damit die Navigation zwishen diesen
 ist niht Thema dieser Arbeiten.
28
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Datensätze mit spatialer Semantik können visualisiert werden; doh dies geshieht durh
festkodierte Polygonkoordinaten als Einträge relationaler Tupel. Diese Polygone werden
durh DataSplash an der entsprehenden Stelle einer Zeihenähe gezeihnet, eine An-
passung von eventuell in untershiedlihem Maÿstab vorliegenden Polygonen und Hinter-
grunddaten muss interaktiv vom Anwender vorgenommen werden. Bilddaten werden mit
DataSplash niht modelliert.
BioZoom nimmt Anleihen bei DataSplash, so folgt es dem Interaktionsansatz der
direkten Manipulation; doh die von DataSplash ermöglihte Funktionalität reiht für
die Auswertung bildbasierter wissenshaftliher Experimente niht aus.
2.4.3 Visage : Ein informationszentrisher Arbeitsplatz
Visage (Goldstein et al., 1994; Roth et al., 1996, 1997) ist ein Ansatz zur Datenexplora-
tion mit direkter Manipulation, der die Wiederverwendung von Visualisierungen berük-
sihtigt. Abshnitt 2.1.4 diskutierte die von Roth und Mattis (1990); Roth et al. (1991);
Roth und Mattis (1991) vorgenommene umfangreihe Datenharakterisierung. Darauf auf-
bauend stellen Goldstein et al. (1994); Roth et al. (1997) einen Ansatz vor, mit dem An-
wender Visualisierungen relationaler Daten erstellen und zwishen diesen navigieren kön-
nen. Dieser Ansatz verwendet vershiedene Komponenten:
• das SAGE-System (Roth und Mattis, 1991), das Wissen über den Entwurf von Vi-
sualisierungen nutzt, um automatish Graken zu generieren. Dabei nutzt es sowohl
die Datenharakterisierungen als auh Informationen über die Ziele, die Anwender
verfolgen. Diese Ziele werden als generishe Aufgaben  wie Wertevergleih zwei-
er Attribute  modelliert. Aus Zielen und Datenharakterisierungen generiert SAGE
geeignete grashe Darstellungen relationaler Daten;
• das Entwurfswerkzeug SAGEBrush (Roth et al., 1994). Mit SAGEBrush erstellt der
Anwender shrittweise Visualisierungsvorgaben für Datensätze. Wie in DataSplash
(Olston et al., 1998b) entsprehen Attribute der Tabelleneinträge Eigenshaften (Far-
be, Gröÿe, . . .) visueller Elemente. Der Anwender legt fest, welhe Datenattribute auf
welhe grashen Eigenshaften abgebildet werden. Im Untershied zu DataSplash
müssen diese Zuordnungen niht vollständig manuell speziziert werden; das SAGE-
System wählt geeignete Zuordnungen aus, shlägt sie vor und ergänzt bei Bedarf die
manuelle Spezikation automatish;
• den informationszentrishen Arbeitsplatz Visage (Roth et al., 1996, 1997) für Da-
tenexploration und -auswertung. Visage nutzt zwei untershiedlihe Typen von Vi-
sualisierungskomponenten:
1. visuelle Elemente wie Tabelleneinträge oder Balken eines Balkendiagrammes
2. Rahmen
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, die die visuellen Elemente gruppieren; Rahmen enthalten Tabellen,
Diagramme oder Bilder.
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Mit Drag'n'drop kann der Anwender Tabelleneinträge in Diagramme ziehen, wo sie
mit ihrer visuellen Repräsentation dargestellt werden. Zieht der Anwender ein Ele-
ment aus einem Diagramm auf eine Karte, wird es  wenn es lokalisierbar ist  auf
dieser Karte platziert. Diese Daten können mit Hilfe von Pop-Up-Menus mit drill-
down und drill-up aggregiert oder verfeinert werden;
• das Entwurfswerkzeug SAGEBook (Roth et al., 1994). SAGEBook enthält bereits
vom Anwender realisierte Visualisierungen, mit denen der Anwender erfolgreihe Ent-
würfe wiederverwenden kann. Mit SAGEBook kann der Anwender Visualisierungen
nah zwei untershiedlihen Kriterien suhen:
1. er kann Visualisierungen mit bestimmten grashen Eigenshaften  bspw. Bal-
kendiagramme  suhen.
2. er kann zu den Datenharakterisierungen passende Visualisierungen suhen. An-
genommen, der Anwender will das Durhshnittseinkommen der Bürger einer
Stadt mit der Partei des Stadtoberhaupts in Beziehung setzen. Dann suht er
nah Visualisierungen, die ein quantitatives Attribut (das Durhshnittseinkom-
men) und ein nominales Attribut (die Partei) visualisieren; hat der Anwender
in einem anderen Zusammenhang shon eine derartige Visualisierung erstellt,
shlägt SAGEBook ihm diese vor.
Ebenso wie DataSplash liegt die Stärke von Visage in der Visualisierung relationaler
Daten; Bilddaten und Operationen auf diesen sind niht berüksihtigt. Anders als DataS-
plash befasst sih Visage mit der Wiederverwendung von Visualisierungen, geht dabei
aber einen anderen Weg als BioZoom.
Visage shlägt Zuordnungen von Datenattributen zu grashen Eigenshaften vor,
während BioZoom Art und Anordnung von Experimentaldaten wiederverwendet:
• welhe Relationen dargestellt werden,
• welhe Bedingungen für diese gelten müssen
• und wie die Bilder angeordnet werden, auf die aus diesen Relationen verwiesen wird.
Ein weiterer wihtiger Untershied ist, dass SAGEBook  und damit Visage  nur Visua-
lisierungen für vom Anwender ausgewählte Daten vorshlagen und wiederverwenden kann.
Bei der Auswertung bildbasierter Experimente tritt jedoh oft der folgende Fall auf: Der
Anwender untersuht Daten in einer Siht. Im nähsten Shritt will er zu einer anderen
Siht (Visualisierung) wehseln; in dieser Siht werden auh Daten gezeigt, die in der ak-
tuellen Siht niht enthalten sind. Fallstudie Toponomis im ersten Kapitel zeigte eine
solhe Situation  der Anwender hat in Siht B die Proteinmarkerbilder untersuht und
möhte direkt zu Siht C wehseln, die das morphologishe Zellbild zeigt.
Ein Ansatz wie in Visage , wo für eine vom Anwender vorgenommene Datenauswahl
eine geeignete Visualisierung vorgeshlagen wird, kann dies niht leisten  in der aktuellen
Siht sind diese neuen Daten ja niht enthalten und demnah auh niht vom Anwender
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auswählbar. In Fallstudie Toponomis ist das morphologishe Zellbild niht in der aktu-
ellen Siht B, kann also auh niht vom Anwender ausgewählt werden; mit Visage könnte
der Anwender  selbst wenn Visage Bilddaten darstellen könnte  also niht zu Siht C
wehseln. BioZoom ermögliht dem Anwender diesen notwendigen Navigationsshritt.
Abbildung 2.11: InfoZoom.
2.4.4 InfoZoom
InfoZoom (Spenke et al., 1996; Spenke und Beilken, 2003) (s. Abb 2.11) kombiniert eine
Fokus + Kontext Tehnik (Spene, 2001; Baudish et al., 2002) mit einer hierarhishen
Gliederung. InfoZoom stellt umfangreihe Mengen relationaler Datensätze in einer Tabelle
dar. Jeder Datensatz wird in einer Spalte dargestellt, und jede Zeile enthält die Werte
eines bestimmten Attributes. Horizontal benahbarte Attribute gleihen Wertes werden in
zusammengefassten Zellen dargestellt. Damit sind groÿe Datenmengen darstellbar. So zeigt
Abb. 2.11 auf S. 50 eine Übersiht eines 1810 Elemente umfassenden Datensatz. Ganz links
sind dort die Attribute aufgetragen.
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Tabellen lassen sih spaltenweise nah den Werten der Attribute sortieren. Dies er-
mögliht dem Nutzer, shnell einen Überblik über umfangreihe Tabellen von Objekt-
Attributwerten zu gewinnen und aus dieser impliziten Darstellung die Verteilungen von
Attributwerten zu erfassen. So kann der Anwender beispielsweise shnell Korrelationen
von Attributen erkennen.
Alternative Ansätze zur Darstellung umfangreiher Datensätze auf einem Bildshirm
sind Raos Table Lense (Rao und Card, 1994) und Treemaps (Johnson und Shneiderman,
1994; Shneiderman, 1992; Bruls et al., 2000). InfoZoom wurde gewählt, da es neben der
Visualisierung zusätzlih umfangreihe Möglihkeiten für Anfragen und Detaillierung bie-
tet. VisDB (Keim et al., 1994; Keim und Kriegel, 1995) ist ein weiterer Ansatz zur Visua-
lisierung groÿer Datenmengen. Jeder Pixel entspriht einem Datensatz, für jede Anfrage
wird die Relevanz jedes Datensatzes (ob er die Anfrage erfüllt bzw. wie weit er die Kriterien
verfehlt) bestimmt und durh Farbe und Position visualisiert. VisDB ermögliht Anwen-
dern so einen Überblik über groÿe Mengen von Daten, bildet aber niht einzelne Attribute
eines Datensatzes auf untershiedlihe grashe Eigenshaften ab.
Darüber hinaus hat sih InfoZoom in vielen Anwendungsfeldern wie Finanzdaten
(Spenke und Beilken, 1999), Medizin (Spenke, 2001), Sport (Spenke und Beilken, 2000)
und Abstammungsbäumen (Spenke und Beilken, 2003) bewährt.
Fokussierung in InfoZoom
Der Anwender kann Datensätze mit einem Mausklik selektieren und mit einem Dop-
pelklik auf selektierte Datensätze fokussieren; InfoZoom stellt danah nur noh die se-
lektierten Datensätze dar. Diese interaktiven inkrementellen Datenbankanfragen mit so-
fortiger visueller Rükmeldung nah jedem Shritt (Shneiderman, 1981) shränken die
Tabelle auf interessante Untermengen ein. Dabei wird die Fokussierung auf die Aus-
wahl animiert dargestellt; wie die Arbeiten (Baeker und Small, 1990; Baeker et al., 1991;
Thomas und Calder, 2001; Gonzalez, 1996; Bederson und Boltman, 1999) darlegen, unter-
stützen Animationen den Anwender bei der Nutzung grasher Oberähen.
Filterung in InfoZoom
InfoZoom ermögliht die Filterung von Datenbeständen. Filterung bedeutet das Aus-
ltern uninteressanter Elemente aus einer Visualisierung (Shneiderman, 1996). Können
Nutzer die dargestellten Inhalte durh Kriterien einshränken, können sie sih shnell auf
relevante Daten konzentrieren.
In InfoZoom erfolgt die Filterung durh attributbasierte Auswahl von Datensätzen,
die aus der Tabelle entfernt werden. Ein derartiger Vorgang ist in Abbildung 2.12 gezeigt.
Dort werden (o.l.) Datensätze mit einem bestimmten Attributwert selektiert. Diese se-
lektierte Gruppe wird dann via Kontextmenü (o.r.) ausgeshlossen, die neue InfoZoom
-Tabelle (u.) zeigt dann alle Datensätze bis auf die ausgelterten.
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Abbildung 2.12: Filtern mit InfoZoom .
Detaillierung in InfoZoom
Der Nutzer kann Datensätze detailliert darstellen. Die Attribute eines Datensatzes kön-
nen hierarhish strukturiert sein, wobei Hierarhiebenen interaktiv ein- und ausgeblendet
werden können. In Abb. 2.13 ist dargestellt, wie hierarhish gegliederte Preisattribute mit
einem Treeviewer (Spene, 2001) ausgeklappt wurden. Damit unterstützt InfoZoom die in
(Shneiderman, 1996) als Kategorie eingeführte Detaillierung auf Anfrage.
Bilder und InfoZoom
Wie in Abb. 2.13 gezeigt, kann InfoZoom Bilder als Attribute in den Zellen der Tabelle
darstellen. Dennoh ist InfoZoom für folgende Aufgaben nur bedingt geeignet :
• Visualisierung der spatialen Semantik von Objekten in Bildern. InfoZoom kann Bil-
der niht mit graphishen Repräsentationen symbolisher Daten (Calder und Linton,
1990) überlagern.
• bildspezishe Analysen wie Vergröÿerungen und Dierenzbilder.
• Vergleihe von Bildern. Bilder vershiedener Entitätstypen sind auf vershiedene In-
foZoom -Tabellen verteilt. Da InfoZoom Bilder genau wie alle anderen Attribut-
werte behandelt, kann es diese Bilder untershiedliher InfoZoom -Tabellen niht
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Abbildung 2.13: Bilder in InfoZoom.
für visuelle Vergleihe geeignet (groÿ, nebeneinander) automatish platzieren. Be-
ziehungen zwishen untershiedlihen Bildern sind nämlih nur dann visualisierbar,
wenn sie  als untershiedlihe Attribute  in derselben Tabelle existieren. Anekdo-
tishe Erfahrungen mit zusammengefassten untershiedlihen Bildtabellen zeigten,
dass die Experimentauswertung in einer groÿen Tabelle kein Ersatz für eine rihtige
Auswertungsumgebung ist.
2.4.5 DEVise
DEVise (M.Livny et al., 1997) ist eine Explorationsumgebung, mit der Anwender visuelle
Repräsentationen umfangreiher tabellarisher Daten aus vershiedenen Quellen entwikeln
und durhstöbern können.
Dazu führt DEVise für die Visualisierung relationaler Daten eine formale Denition
ein, u.a.
• graphishe Repräsentationen  wie geometrishe Formen mit bestimmten Eigenshaf-
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ten (Farbe, Gröÿe, Position, usw.),
• Abbildungen von Attributen relationaler Daten zu den Eigenshaften graphisher
Repräsentationen,
• Zeihenähen
30
mit Hintergrund, graphishen Repräsentationen und Cursor,
• Visuelle Filter, die bestimmen, welhe Daten gezeigt werden, und
• Kopplungen
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zwishen Zeihenähen, so dass
 die in einer Zeihenähe gezeigten Daten in der anderen Zeihenähe hervor-
gehoben werden
 oder in einer Zeihenähe nur Daten gezeigt werden, die den gleihen Attribut-
wert wie Daten einer anderen Zeihenähe haben.
DEVise wurde in einigen Fallstudien evaluiert (M.Livny et al., 1997). So nutzten Biologen
es, um anhand tabellarisher Daten Ausshnitte interessanter Zellbilder auszuwählen.
M.Livny et al. (1997) diskutieren, wie Kongurationen von Zeihenähen formal zu-
sammengestellt  d.h. speziziert und gekoppelt  werden können, niht aber, wie und
ob
• Zeihenähen auf der Nutzungsoberähe angeordnet werden und
• ein Anwender zwishen untershiedlihen Kongurationen von Zeihenähen navi-
gieren kann.
2.4.6 Polaris
Polaris (Stolte und Hanrahan, 2000; Stolte et al., 2002b,a,) ist ein interaktives Werk-
zeug, mit dem Anwender shnell Visualisierungen multidimensionaler Datenbanken erstel-
len können. Polaris basiert auf einem algebraishen Formalismus für die Visualisierung
von Tabellen relationaler Daten. Dabei interpretiert Polaris den Zustand der grashen
Nutzungsoberähe als visuelle Spezikation. Aus dieser Spezikation wird abgleitet,
• mit welhen SQL-Anfragen die benötigten Daten aus der Datenbank geholt und
• wie die Ergebnisse graphish dargestellt werden.
Da jeder Zustand der grashen Nutzungsoberähe und damit jede Zwishenspezikation
gültig ist, kann sie als Anweisung für die Darstellung der Nutzungsoberähe interpretiert
werden. Anwender stellen ihre Visualisierungen mit Polaris shnell und inkrementell zu-
sammen. Dazu ziehen sie in der Nutzungsoberähe die Bezeihner relationaler Tabellen
30
Im original views, hier als Zeihenähen bezeihnet, da in der vorliegenden Arbeit Sihten gleihzeitig
sihtbare Zusammenstellungen von Zeihenähen, Rahmen o.ä. sind.
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auf Kopfzeile oder Randspalte einer Tabelle; Polaris bestimmt geeignete Visualisierungen
anhand der Charakteristika dieser Daten. So untersheidet Polaris zwishen ordinalen
und quantitativen Daten. Eine ordinale Tabelle auf die Kopfzeile und eine quantitative auf
die Randspalte gezogen resultiert in Balken- oder Liniendiagrammen; zwei quantitative
Tabellen werden durh einen Satterplot visualisiert. Mit weiteren interaktiven Operatio-
nen kann der Anwender die Tabelle in Untertabellen gruppieren. Dabei bietet Polaris
nutzerdenierte Filterkriterien, mit denen der Anwender Filterkriterien auf den Werten
der darzustellenden Daten interaktiv spezizieren kann. Stolte et al. (2002b) illustrieren
Polaris mit Verkaufsdaten; Polaris stellt Gewinn und Verkaufsanzahl entlang von Jah-
resquartalen und vier Produkttypen in einer übersihtlihen Darstellung von vier mal vier
Satterplots dar.
Polaris verfolgt dabei den gleihen Ansatz wie BioZoom , nämlih
• den Zustand der Nutzungsoberähe als visuelle Spezikation einer Auswertungssiht
zu interpretieren und
• mit dieser Spezikation automatish für gegebene Daten Sihten zu generieren.
Auh in BioZoom führen alle Navigationsshritte zu verwendbaren Spezikationen von
Sihten, wobei der Anwender interaktiv diejenigen markiert, die für die Lösung seiner
Auswertungsaufgaben relevant sind.
Dennoh gibt es einige Aspekte, die verhindern, dass Polaris für die Auswertung
bildbasierter wissenshaftliher Experimente genutzt werden kann:
• zu visualisierende Daten sind ausshliesslih symbolishe (textlihe oder numerishe)
Einträge relationaler Tupel. Zwar kann Polaris Daten als Polygonzüge (beispiels-
weise für Landkarten) visualisieren, jedoh keine Darstellung von Bildern oder bild-
spezishe Operationen wie Vergröÿerungen oder Dierenzbilder.
• Polaris platziert Visualisierungen  wie die Gewinn-Verkauf-Satterplots des Bei-
spiels  in einer gitterförmigen Anordnung in gleiher Gröÿe auf der Nutzungsoberä-
he. Kapitel 4 wird zeigen, dass die Visualisierung von Bilddaten von einer exibleren
Anordnung protiert.
• die Spezikation von Sihten nur anhand der Information, welhe Relationen dar-
zustellen sind, reiht niht aus. Sie ermögliht es beispielsweise niht, zwishen der
Darstellung vershiedener Aufnahmen einer Zelle oder mehrerer Zellen zu untershei-
den kann. Deswegen erweitert BioZoom den Polaris -Ansatz dadurh, dass eine
Siht zusätzlih durh die in dieser Siht beobahteten Kardinalitäten der Beziehun-
gen zwishen den Daten speziziert wird.
• Das Anwendungsfeld von Polaris ist die Auswertung groÿer multidimensionaler Da-
tenbanken für spezielle Fragestellungen  etwa "wie entwikeln sih die Produktver-
käufe in diesem Jahr ?". Diese Auswertungen werden anders als bei der Auswertung
bildbasierter wissenshaftliher Experimente niht notwendigerweise oft wiederholt,
weshalb Polaris die Wiederverwendung von Sihten niht behandelt.
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Zwar ist es möglih, spezizierte Sihten wiederzuverwenden; allerdings ist die Na-
vigation zwishen diesen Sihten niht Bestandteil der Arbeiten von Stolte et al.
Navigation zwishen Sihten ist kein triviales Thema; neben der Fokussierung auf
Untermengen von Daten können in der Zielsiht auh Entitäten hinzugefügt werden,
andererseits sollten vom Anwender vorgenommene Auslterungen niht zurükge-
nommen werden. Der hier mit BioZoom vorgestellte Navigationsansatz berüksih-
tigt diese Aspekte.
2.4.7 sense.us
Mit sense.us (Heer et al., 2009) wird Anwendern eine Plattform zur Verfügung gestellt,
bei der sie webbasiert Datenbestände explorieren, visualisieren und kommentieren können.
Visualisierungen und Kommentare können dabei anderen Nutzern zur Verfügung gestellt
werden.
sense.us kann niht mit Bilddaten umgehen; die in (Heer et al., 2009) verwendete
Datenbasis sind demographishe Statistiken der Vereinigten Staaten von Amerika. Diese
Daten werden von vershiedenen Nutzern untersuht, die dann - webbasiert - über ihre
Erkenntnisse und Hypothesen diskutieren können.
Dazu bietet sense.us vershiedene Diagrammformen wie Karten und Zeitverläufe an, die
vershieden eingeshränkte Untermengen der Datenbasis visualisieren können. Der Nutzer
deniert also Abfragen
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auf einem Datenbestand und wählt geeignete Visualisierungen für
die Ergebnisse. Zusätzlih können Anwender diese Diagramme frei annotieren und kommen-
tieren. Für die Diskussion von Visualisierungen, Analysen und Hypothesen bietet sense.us
Diskussionsforen an. Visualisierungen sind mit Kommentaren in diesen Foren gekoppelt.
Damit können diese Diagramme aus Diskussionsforen wieder aufgerufen werden.
sense.us basiert auf einer gleih bleibenden Datenbasis, für die untershiedlihe Vi-
sualisierungen untershiedliher Anfragen erstellt werden. Für diese Datenbasis werden
Sihten (also Untermengen des Datenbestandes und gewählte Visualisierung) deniert, die
wiederverwendet werden können. Allerdings erfolgt die Wiederverwendung niht für eine
andere Datenbasis, sondern durh andere Nutzer auf der gleihen Datenbasis. sense.us ab-
strahiert niht, so dass beispielsweise Analysen auf den demographishen Daten der USA
mit einer anderen Datenbasis wie beispielsweise den demographishen Daten Deutshlands
erneut durhgeführt werden könnten.
sense.us bietet einen bookmark trail an, mit dem der Anwender aufeinanderfolgen-
de Sihten festhalten kann. Das ermögliht anderen Anwendern eine shnelle Navigation
zwishen Sihten. Allerdings beziehen sih die Sihten immer auf den durh individuelle
Abfragen eingeshränkten Grunddatenbestand. Es ist also niht möglih, explorativ sih
in einer Beshäftigungsstatistik auf die Jahre von 1950 bis 1960 zu fokussieren und dann
mit dieser Einshränkung wieder zu anderen  neuen oder wiederverwendeten  Sihten zu
wehseln.
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2.5 Zusammenfassung
Wir haben gesehen, dass Navigation zwishen Sihten auf Experimentaldaten für die Aus-
wertung bildbasierter wissenshaftliher Experimente erforderlih ist. Anforderungen an
eine eektive Navigation wurden vorgestellt, und mit Shneidermans Aufgabentaxonomie
(Shneiderman, 1997) können die einzelnen, zu Sihten führenden Navigationsshritte feiner
unterteilt werden.
End-User-Development ermögliht eine exible Anpassung der Auswertungsumgebung
an die Laborprozesse durh den Biologen; dabei ist Programming-By-Example ein Ansatz,
bei dem Anwender niht zwishen Entwurfs- und Nutzungssihten wehseln müssen. Dies
ist sinnvoll, weil es ohnehin normalerweise viele untershiedlihe Sihten auf Experimen-
taldaten geben wird.
Generalisierte Favoriten wurden als Programming-By-Example Variante vorgestellt; in
den folgenden Kapiteln wird gezeigt, wie Favoriten auf die Struktur  wie Art und Anzahl
 der in Sihten gezeigten Experimentaldaten deren Auswertung unterstützen. Wissen-
shaftlihe bildbasierte Experimente sind dabei ein geeignetes Anwendungsfeld, da  im
Gegensatz zum semantishen Web  hier die Semantik der Anwendungsfälle mit verhält-
nismäÿig wenig Aufwand zu modellieren ist.
Navigation mit diesen Favoriten benötigt eine Auswertungsumgebung, in der navigiert
wird. Eine exible Auswertungsumgebung für symbolishe Daten ist InfoZoom; allerdings
ist InfoZoom nur bedingt für bildbasierte Experimente geeignet. Existierende Bilddaten-
banken und Ansätze zur Bildexploration sind ebenfalls nur eingeshränkt verwendbar; auh
wenn viele in diesen Ansätzen vorgestellte Ideen - beispielsweise semantishe Regionen 
für Experimentalbilder ebenso nutzbar sind wie für persönlihe Photoalben.
Neben der Navigation mit diesen Favoriten auf Sihten mit bereits betrahteten und als
relevant bewerteten Shemata navigiert der Nutzer auh explorativ durh den Raum der
möglihen Sihten. Eine möglihst automatishe Anordnung der Experimentaldaten einer
Siht reduziert dabei den Arbeitsaufwand des Anwenders, und direkte Manipulationsteh-
niken für eine shnelle visuelle Auswertung erleihtern ein exploratives Vorgehen.
Die automatishe Generierung von Visualisierungen  basierend auf der grundlegenden
Arbeit von Makinlay (1986) wird diskutiert; im Anshluss werden vershiedene Arbeiten
vorgestellt, mit denen bereits Daten interaktiv exploriert werden können. Diese Arbeiten 
insbesondere DataSplash , Visage und Polaris  bieten dem Anwender zwar bereits
viele Möglihkeiten zur Auswertung und Explorationen, reihen aber für die Auswertung
bildbasierter wissenshaftliher Experimente niht aus.
Um BioZoom in die existierende Forshung einzuordnen, untersheide ih die vorge-
stellten Arbeiten hinsihtlih zweier Aspekte:
1. Wie bestimmt der Anwender Änderungen an Auswahl und Darstellung von Daten?
(a) Ist dafür der Wehsel in eine Entwurfssiht nötig, die sih von der Nutzungssiht
untersheidet?
(b) Muss der Anwender dafür visuell oder textuell programmieren?
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() Oder leitet die Anwendung die Eigenshaften der gewünshten Zielsiht aus vom
Anwender in der Nutzungssiht durhgeführten Interaktionen ab (Programming-
By-Example)?
2. Wie kann der Anwender die aus diesen Änderungen resultierenden Sihten wieder-
verwenden?
(a) Kann er nur zu dieser Siht mit genau diesen Daten wehseln - also Favoriten
auf Daten nutzen?
(b) Oder kann er diese Siht auh für strukturell ausreihend ähnlihe Daten wie-
derverwenden - als Favoriten auf Strukturen?
() Kann er diese wiederverwendete Siht für eine eektive Navigation zwishen
Sihten nutzen - oder nur eingeshränkt, beispielsweise nur von einer Übersiht
ausgehend?
Programming by example
Favoriten auf Daten Favoriten auf Struktur
MediaFinder
sense.us
PhotoMesa
PhotoFinder
InfoZoom
Flikr
Eektive Navigation möglih
BioZoom
Navigation eingeshränkt
Polaris
Visage
PhotoSpread
Entwurfssiht und/oder visuelle/textuelle Programmierung
Spotre
SNAP
IQBase Simagix
Cumulus
DEVise
DataSplash
Desartes
Tabelle 2.1: Einteilung der verwandten Arbeiten
Tabelle 2.1 zeigt die Einteilung nah diesen Kriterien. Die kommerziellen Bilddatenbanken
IQBase, Simagix und Cumulus ebenso wie DEVise, Datasplash, Spotre, SNAP und Des-
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artes leiten Sihtspezikationen niht aus Nutzerinteraktionen in der Nutzungssiht ab,
sondern erfordern explizite (visuelle oder textuelle) Programmierung.
Im PhotoFinder, dem MediaFinder, sense.us , PhotoMesa, InfoZoom und Flikr
ist zwar keine Programmierung erforderlih, um Sihten zu erstellen; die dadurh kongu-
rierten Sihten sind dabei nur mit ihren Daten wiederverwendbar.
Mit Polaris, Visage und PhotoSpread gibt es untershiedlihe Anwendungen, die
prinzipiell die Wiederverwendung von Sihten auh mit anderen Daten erlauben. In Vi-
sage shlägt SAGEBook dem Anwender möglihe Visualisierungen vor, Polaris inferiert
Datenbank-Anfragen aus den Nutzerinteraktionen, und in PhotoSpread könnten die
Formeln in einzelnen Zellen (die sih beispielsweise auf image-tags beziehen) auh mit
einem anderen Datensatz wiederverwendet werden.
Wird eine Siht wiederverwendet, so werden die entsprehenden Daten aus der Daten-
basis ausgewählt und gemäÿ der jeweiligen Sihtspezikation dargestellt. Es ist aber niht
möglih, auf diese Daten wiederum eine andere Sihtbeshreibung anzuwenden, die bei
Bedarf die Siht weiter einshränkt oder wieder um Daten ergänzt. Damit sind diese An-
wendungen niht uneingeshränkt für eine eektive Navigation zwishen Sihten nutzbar.
Ein iterativer Wehsel zwishen aufgabenspezishen Sihten ist mit diesen Ansätzen niht
möglih.
In diese Lüke stöÿt BioZoom. BioZoom ermögliht die Navigation zwishen Sihten
durh automatish aus Interaktionen in der Nutzungsoberähe abgeleiteten strukturellen
Beshreibungen von Sihten.
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Kapitel 3
Modellierung
Mit BioZoom können Anwender sih selbst ihre aufgabenspezishen Arbeitsumgebungen
explorativ zusammenstellen. DamitBioZoom den Anwender das ermögliht, ihm beispiels-
weise hilfreihe Darstellungen von Experimentaldaten auf dem Bildshirm präsentieren
kann, benötigt es weitere Informationen. Beshreibungen vershiedener Experimentalda-
tentypen und ihrer Beziehungen untereinander erlauben BioZoom dann, dem Anwender
geeignete Sihten auf seine Bilder und Tabellen vorzushlagen. Eine solhe Beshreibung
kann mit wenig Aufwand erstellt werden. Wenn BioZoom eine solhe Beshreibung hat,
kann der Anwender alle möglihen untershiedlihen Experimente untersuhen, solange
diese durh die Beshreibung abgedekt sind.
Dieses Kapitel stellt die gewählte Modellierung von Daten bildbasierter wissenshaftli-
her Experimente und der Beziehungen zwishen ihnen vor. Zunähst diskutiert Abshnitt
3.1, was für Daten in derartigen Experimenten erfasst werden. Abshnitt 3.2 bespriht die
Modellierung dieser Daten in Entity-Relationship-Diagrammen (Chen, 1976). Der darauf
folgende Abshnitt 3.3 führt Metadaten ein, die Experimentaldaten und deren Beziehungen
beshreiben. Abshnitte 3.4 vertieft diese Modellierung; u.a. zeigen sie, wie die Beshrei-
bung der Experimentaldaten automatish durhgeführt werden kann.
Diese Modellierung ist eine Grundlage dafür,
• wie BioZoom dem Nutzer Sihten vorshlagen,
• vom Nutzer zusammengestellte Sihten verallgemeinern
• und Sihten in vershiedenenen Experimenten wiederverwendbar mahen
kann.
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3.1 Experimentaldaten
Bei der Auswertung bildbasierter wissenshaftliher Experimente müssen Experten groÿe
Mengen von Bild- und symbolishen Daten interpretieren. Kapitel 1.2 (S. 8) stellte mit
der Fallstudie Toponomis exemplarish ein solhes Experiment aus den Lebenswissen-
shaften vor. Kurz zusammengefasst überprüft in diesem Experiment ein Biologe, wo sih
bestimmte Proteine in Zellen benden. Diese Proteine können beispielsweise Wirkstoe,
aber auh Symptome oder gar Verursaher von Störungen auf zellulärer Ebene sein. Da die
Wirkung von Proteinen von ihrer topologishen Beziehung zu den Zellstrukturen abhängen
kann, ist es für den Biologen sehr wihtig, zu wissen, wo diese sih diese benden. So kann
ein Protein ausserhalb einer Zelle für einen Organismus nützlih sein, während es innerhalb
einer Zelle toxish wirkt.
Um diese Position von Proteinen herauszunden, wird eine Zellprobe mit proteinspezi-
shen Markern behandelt. Von uoreszierendem Liht angeregt leuhten diese Proteinmar-
kerbilder an den Positionen, wo sih das gesuhte Protein bendet. Ausserdem wird eine
Aufnahme der Zelle ohne Markersubstanzen gemaht; diese morphologishe Zellaufnahme
wird algorithmish in einzelne Zellsegmente aufgeteilt. Innerhalb dieser einzelne Zellseg-
mente wird die Proteinintensität für jedes Proteinmarkerbild getrennt gemessen; dies ge-
shieht durh pixelweise Aufsummierung der Proteinintensität innerhalb eines Zellsegments
im Proteinmarkerbild und anshliessender Normierung durh die Zellsegmentähe.
Abbildung 3.1
1
zeigt den Ablauf dieses Experimentes. Dort werden Aufnahmen der Zell-
probe mit untershiedlihen proteinspezishen Markern gemaht, zwishen den einzelnen
Markierungs- und Aufnahmeshritten wird die Probe von diesen Markern gereinigt.
Der Biologe verfügt dann über genaue Daten darüber, in welhem Zellsegment des
morphologishen Zellbilds welhe Proteine vorhanden sind; stellt er Abweihungen von
seinen Erwartungen  oder auh Bestätigungen experimentieller Hypothesen  fest, kann
er diese mit seinem biologishen Expertenwissen bewerten.
1
Diese Abbildung wurde shon in der Einführung gezeigt und wird hier der Verständlihkeit halber
wiederholt.
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Abbildung 3.1: Fallstudie Toponomis.
In diesem Experiment fallen vershiedene Daten an. So gibt es
• Bilder wie die morphologishe Zellaufnahme und die Proteinmarkerbilder,
• in Bildern lokalisierbare Objekte wie die einzelnen in der Zellaufnahme detek-
tierten Zellsegmente,
• Meÿwerte wie die durhshnittlihe Intensität der Proteinmarker innerhalb dieser
Zellsegmente in den einzelnen Markerbildern,
• Transformationen zwishen den Koordinatensystemen von Bildern,
• Informationen über Experimentaufbau und verwendete Proben, wie sie beispielsweise
in LIMS
2
festgehalten werden.
2
Laborinformations-Managementsysteme
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Dies ist nur ein Ausshnitt der Experimentaldaten, die bei Laborprozessen in den Lebens-
wissenshaften anfallen. Diese Aufzählung läÿt sih ohne Anspruh auf Vollständigkeit
ergänzen durh
• manuelle oder automatishe Klassikationsergebnisse,
• Parametersätze für Mustererkennungs- oder Bildverarbeitungsalgorithmen, oder
• Geräte- oder Kameraeinstellungen.
Zwishen Experimentaldaten existieren Beziehungen. So
• sind Objekte in Bildern lokalisiert  wie hier die Zellsegmente in der morphologishen
Zellaufnahme,
• beshreiben Meÿwerte (z.B. durhshnittlihe Proteinintensität) solhe Objekte (z.B.
Zellsegmente),
• beshreiben (symbolishe) Annotationen den Inhalt von Bildern,
• sind Bilder algorithmish aus anderen Bildern gewonnen  z.B. nah Bildverarbei-
tungsoperationen zur Raushreduzierung,
• können Objekte in vershiedenen Bildern einander zugeordnet sein; so können Auf-
nahmen der gleihen Zelle zu untershiedlihen Zeitpunkten existieren. Zeigen die
Aufnahmen die selben Objekte, kann der Anwender mit einer solhen Zuordnung
zeitabhängige Veränderungen untersuhen.
Viele dieser Beziehungen gliedern die Experimentaldaten in eine hierarhishe Struktur.
Diese Struktur beshreibt beispielsweise,
• welhe Entitäten zu einer Probe gehören,
• welhe Entitäten Grundlagen anderer Entitäten sind oder
• welhe Entitäten untershiedliher Proben auf welhen Hierarhiestufen miteinander
vergleihbar sind.
Fragestellungen, die die Anwender beantwortet haben wollen, orientieren sih an dieser
Hierarhie. Meÿergebnisse werden zwishen vershiedenen Proben verglihen, und Verar-
beitungsshritte werden innerhalb einer Probe überprüft. Ebenso dient die Hierarhie als
Orientierung bei der Exploration komplexer Experimentaldaten, bevor der Anwender Er-
gebnisse gruppiert und Beobahtungen einordnet, orientiert er sih an der bestehenden
Struktur.
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3.2 ER-Modellierung von Experimentaldaten
BioZoom erfordert eine formale Modellierung der Experimentaldaten. In der Literatur
sind vershiedene Modellierungsmöglihkeiten bekannt; so gibt es die Entity-Relationship-
Modellierung (Chen, 1976), semantishe (Hull und King, 1987; Hammer und MLeod,
1978) oder objektorientierte (Rumbaugh et al., 1998) Datenmodelle.
Vorteile objektorientierter Modelle wie Vererbungen oder Integration von Verhalten mit
Daten spielen für den vorliegenden Ansatz keine Rolle; wohl aber Entitäten und die Be-
ziehungen zwishen ihnen. Deshalb wird im folgenden das Entity-Relationship-Modell ver-
wendet. Grundsätzlih ist der Ansatz auf andere Modellierungen übertragbar. Das Entity-
Relationship-Modell (Chen, 1976) (ER-Modell) besteht aus drei grundlegenden Modellie-
rungsstrukturen:
• Entities (Entitäten) als "wohluntersheidbare physish oder gedanklih existierende
Konzepte der zu modellierenden Welt." (Kemper und Eikler, 1997),
• Relationships als Beziehungen zwishen den Entitäten und
• Attribute der Entitäten oder der Beziehungen zwishen ihnen.
Funktionalitäten (Kemper und Eikler, 1997) (1:1, 1:n, n:1 oder n:m) von Beziehungen
werden in ER-Diagrammen (Abb. 3.2, Abb. 3.3) durh Symbole (1,N,M) an den zu Bezie-
hungen führenden Kanten dargestellt.
Die im vorigen Abshnitt vorgestellten Experimentaldaten werden mit dem ER-Modell
als Entitäten oder Attribute von Entitäten modelliert. So ist ein Proteinmarkerbild eine
Entität; ein detektiertes Zellsegment ist eine andere Entität. Die ein Zellsegment modellie-
rende Entität hat vershiedene Attribute, die seine Position und Gröÿe in der morphologi-
shen Zellaufnahme beshreiben. Ebenso besitzt das Proteinmarkerbild Attribute, darunter
eine eindeutige Referenz
3
auf die binären Bilddaten.
Der vorige Abshnitt stellte Beziehungen zwishen den Experimentaldaten vor, die im
ER-Modell als Beziehungen zwishen Entitäten modelliert werden. So existieren zwishen
der Entität eines detektierten Zellsegments und der Entität einer morphologishen Zellauf-
nahme eine binäre Beziehung "ist-segmentiert-in". Das ER-Modell modelliert auh drei-
oder mehrstellige Beziehungen ; im Rahmen dieser Arbeit beshränke ih mih auf bi-
näre Beziehungen. Durh geeignete Enitäten können mehrstellige Beziehungen mit binären
Beziehungen modelliert werden (Kemper und Eikler, 1997).
Ähnlihe Entitäten werden zu Entitätstypen abstrahiert (Kemper und Eikler, 1997).
So haben beispielsweise alle Proteinmarkerbilder den gleihen Entitätstyp "Proteinmar-
kerbild". Analog werden ähnlihe Beziehungen (Kemper und Eikler, 1997) zu gleihen
Beziehungstypen abstrahiert.
Bild 3.2 zeigt ein ER-Diagramm eines Ausshnitts der Fallstudie Toponomis. Dort
werden Entitäten (Zellsegmente und morphologishe Zellbilder) modelliert; ebenso deren
3
Beispielsweise eine URL (universal resoure loator).
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Morphologisches
Zellbild
Zellsegment
Ist
segmentiert
in
BildURL
X
Y
Höhe
Weite
N 1
Abbildung 3.2: Ausshnitt eines ER-Modells der Fallstudie Toponomis. Beziehungstypen
sind als Rauten dargestellt; Entitätstypen als Rehteke. Attribute werden in Ellipsen einge-
shrieben gezeihnet. Dieses Modell zeigt, dass N Zellsegmente in einem morphologishen
Zellbild segmentiert sind.
jeweilige Attribute (X,Y, Weite und Höhe bzw. BildURL). Auh sieht man, dass mehre-
re (N) Zellsegmente in einem Zellbild segmentiert sein könnnen. Das ER-Diagramm der
vollständigen Fallstudie Toponomis zeigt Abbildung 3.3. Die Entitäten der untershied-
lihen Typen Zellsegment, Proteinmarkerbild, Proteinintensität, morphologishes Zellbild
und Probe sind in vershiedenen Beziehungstypen miteinander verbunden. So zeigt das
ER-Diagramm, dass Proteinintensitäten innerhalb von Zellsegmenten und in Proteinmar-
kerbildern gemessen werden.
Proteinmarkerbild
Morphologisches
Zellbild
Zellsegment
Proteinintensität
Probe
gemessen
innerhalb
Ist
segmentiert
in
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Teil
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gemessen
in
N
M
N
1
1
1
M
N
1
markierte
Version
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Abbildung 3.3: Dieses Entity-Relationship-Diagramm zeigt die Entitäten und Beziehungen der
Fallstudie Toponomis. Attribute werden aus Gründen der Übersihtlihkeit niht gezeigt.
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3.3 ER-Modelle beshreibende Metadaten
Der hier vorgestellte generishe Ansatz ermögliht die Auswertung von Experimenten un-
tershiedlihster Typen. Kapitel 6 wird zeigen, wie so untershiedlihe Experimenttypen
wie uoreszenzmikroskopishe Untersuhungen von Zellen oder elektrophoresebasierte Ex-
perimente mit dem gleihen Ansatz untersuht werden können. Dafür nutzt der vorgestellte
Ansatz Metadaten, die solhe Eigenshaften von Entitäts- oder Beziehungstypen beshrei-
ben, die viele Experimente gemeinsam haben.
Da Entitäts- und Beziehungstypen Eigenshaften von Daten beshreiben, sind sie Me-
tadaten. Diese Entitäts- und Beziehungstypen werden in eine Menge abstrakter Typen und
Beziehungen klassiziert. Die Zuordnung von Entitäts- und Beziehungstypen ist deshalb
eine Beshreibung der Metadaten, also Meta-Metadaten. Wenn im folgenden von einer Me-
tadatenbeshreibung des ER-Modells gesprohen wird, sind Klassikationen der Entitäts-
und Beziehungstypen gemeint. Diese Metadaten beshreiben also existierende Entitäts-
und Beziehungstypen in der ER-Modellierung des Experimentaldatenmodells.
BioZoom untersheidet zwishen Beshreibungen von Entitäten und Beshreibungen
von Beziehungstypen, also unären und binären Metadatenbeshreibungen des ER-Modells.
3.3.1 Unäre Metadaten
Für die Visualisierung bildbasierter Experimentaldaten muÿ mindestens zwishen Bildern,
Meÿwerten und in Bildern lokalisierbaren Meÿwerten untershieden werden. Deswegen ver-
wendet BioZoom folgende unäre Metadaten:
• Bild: Entitäten eines Typs, der als Bild klassiziert ist, sind als zweidimensionale
Bilder darstellbar. Die Bilddaten gehören zu dieser Entität (die im folgenden auh
als Bildentitäten bezeihnet wird)
• spatiale Ausdehnung: Entitäten dieses Typs haben eine denierte Position und
denierte Ausmaÿe in einem Bild
• Meÿwert: Entitäten dieses Typs sind das Ergebnis von Meÿprozessen. Diese Meÿ-
prozesse können bildbasiert sein, aber auh anderer Natur
3.3.2 Binäre Metadaten
Binäre Metadaten beshreiben Beziehungen zwishen Entitätstypen. Binäre Metadaten be-
shreiben gerihtete Beziehungstypen. Damit haben auh diese Metadaten eine Rihtung.
Wenn die Rihtung niht aus der Beziehung klar hervorgeht, wird sie im durh Metadaten
erweiterten ER-Diagramm durh Pfeile bei den Metadaten visuell verdeutliht. So zeigt in
Abb. 3.4 ein Pfeil oberhalb des Grundlage-Metadatums vom morphologishen Zellbild zu
dem Zellsegment, dass das morphologishe Zellbild eine Grundlage für ein Zellsegment ist.
Folgende - sih teilweise überlappende - Aspekte der Struktur von Experimenten haben
sih als für Anwender bei der Experimentauswertung als interessant gezeigt:
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• hierarhishe Beziehungen zwishen Experimentaldaten, sowohl entlang von Hierar-
hien als auh zwishen vershiedenen Proben auf gleiher Hierarhiestufe,
• Abhängigkeitsbeziehungen zwishen Daten und
• in Bildern lokalisierbare Daten.
Deswegen nutzt BioZoom folgende binäre Metadaten:
• Grundlage, wenn Entitäten eines Typs Grundlage für Entitäten eines anderen Typs
sind. Grundlage bedeutet, dass die Existenz einer Entität die Existenz der entspre-
henden Grundlage voraussetzt - so sind Proteinmarkerbilder die Grundlage in ih-
nen gemessener Proteinintensitäten. BioZoom nutzt folgende Spezialisierungen der
Grundlagenbeziehung:
 Detailausshnitt, wenn beide Entitäten Bildentitäten sind und eine Entität
einen Ausshnitt der anderen Entität zeigt. In diesem Fall ist das Originalbild
Grundlage des Ausshnitts,.
 Bildgrundlage, wenn Bildentitäten die Grundlage für andere Bildentitäten
sind und die Transformation zwishen den Koordinatenräumen dieser Bilder
bekannt ist,
 Berehnungsgrundlage zwishen den Eingangsdaten einer Berehnungsvor-
shrift und deren Ergebnis.
Dabei impliziert eine Detailausshnitt-Beziehung immer eine Bildgrundlage-
Beziehung. Ist ein Bild ein Detailausshnitt eines anderen Bildes, so ist das andere
Bild die Bildgrundlage des Ausshnitts. Jedesmal, wenn in dieser Arbeit von einer
Grundlagenbeziehung gesprohen wird, gilt das dort gesagte auh für diese Speziali-
sierungen.
• Eine Aggregation fasst eine Menge von Entitäten gleihen Typs zusammen. Dabei
dienen Entitäten des aggregierenden Typs dazu, Entitäten eines anderen Typs zu
ordnen. So wird beispielsweise eine Probe als Aggregation morphologisher Zellbilder
(und indirekt den von diesen abgeleiteten anderen Entitäten) modelliert.
4
• Zuordnung, wenn es paarweise Zuordnungen zwishen Entitäten der beiden betei-
ligten Typen gibt.
• Lokalisierbarkeit, wenn Entitäten eines Typs in den Bildentitäten eines anderen
Typs lokalisierbar sind. Diese Beziehung impliziert, dass die Entitäten des ersten
Typs eine spatiale Ausdehnung besitzen und die Entitäten des zweiten Typs Bild-
entitäten sind. Beispielsweise sind im morphologishen Zellbild detektierte Zellseg-
mente in ihm lokalisierbar.
4
Hier wird niht - wie beispielsweise in der UML-Modellierung  zwishen der Aggregation als Menge
homogener und der Komposition als Menge heterogener Elemente untershieden.
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Transformationen zwishen Bildern
Zwishen Bildern existieren mögliherweise bekannte Transformationen ihrer Koordinaten-
räume. Dafür existieren vershieden Gründe :
• Mehrfahmessungen werden am gleihen Objekt durhgeführt.
• das gleihe Objekt wird in untershiedlihen Verarbeitungsshritten aufgenommen.
Beim High Content Sreening lebender Zellen wird beispielsweise die gleihe Zelle in
aufeinanderfolgenden Arbeitsshritten mit untershiedlihen Markern behandelt und
fotograert (s. Abb. 3.1). Es existiert eine  idealerweise meÿbare  Transformation,
die kleinere Änderungen der Kameraposition oder Bewegungen der Zelle beshreibt.
• Transformationen zwishen Bildern wurden mit Bildverarbeitungs- und Mustererken-
nungsmethoden algorithmish bestimmt.
Transformationen sind  wenn man vom trivialen Fall der Identitätstransformation ab-
sieht  parametrisiert. Die Komplexität der Parameter reiht von Skalierungs-, Rotations-
und Translationsvektoren aner Transformationen bis zu Vektorfeldern bei nihtlinearen
Entzerrungen. In strukturierten Laborprozessen stehen auh diese Daten zur Verfügung.
3.3.3 Metadatenbeshreibung der Fallstudie Toponomis
Abb. 3.4 zeigt die Metadaten für das ER-Modell der Fallstudie Toponomis. Dort sind
die Entitäten- und Beziehungstypen des ER-Modells folgendermaÿen klassifziert:
• Proteinintensitäten sind Meÿwerte,
• Zellsegmente haben spatiale Ausdehnung,
• Proteinmarkerbilder und morphologishe Zellbilder sind Bildentitäten,
• morphologishe Zellbilder sind Bildgrundlagen für Proteinmarkerbilder,
• Zellsegmente und Proteinmarkerbilder sind Grundlage für Proteinintensitäten,
• Proben sind Aggregationen morphologisher Zellbilder,
• Zellsegmente sind in morphologishen Zellbildern lokalisierbar,
• morphologishe Zellbilder sind Grundlage der Zellsegmente.
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Abbildung 3.4: Das um Metadaten erweiterte ER-Diagramm der Fallstudie Toponomis.
3.4 Herkunft der Metadaten
Der hier entwikelte Ansatz benötigt Metadaten für die Navigation in bildbasierten Expe-
rimentaldaten. Diese Metadaten sind leiht abzuleiten:
• aus strukturierten standardisierten Laborprozessen (Abshnitt 3.4.1),
• regelbasiert  beispielsweise durh Ausnutzung von Transitivitätseigenshaften be-
reits existierender Metadaten (Abshnitt 3.4.2).
3.4.1 Metadaten aus strukturierten standardisierten Prozessen
Die Metadaten sind in der Anwendungsdomäne bildbasierter wissenshaftliher Experimen-
te leiht aus existierenden IT-Systemen abzuleiten. Experimentdaten werden in struktu-
rierten standardisierten Prozessen erfaÿt bzw. berehnet. Strukturierte und standardisierte
Vorgehensweisen sind Grundvoraussetzungen, um die Ergebnisse von Experimenten ver-
gleihbar und nahvollziehbar zu mahen, und deshalb Bestandteil guter Laborpraxis
5
. Alle
zur Ershaung der Experimentaldaten führenden Vorgänge - Erfassung, Bildverarbeitung,
Mustererkennung - werden automatish oder prozessunterstützt (LIMS
6
) durhgeführt.
Es liegt also immer eine Prozessdenition vor. Teil dieser Prozessdenition ist ein Daten-
modell, das die Experimentaldaten beshreibt, beispielsweise als XML- oder SQL-Shema.
Für die Charakterisierung der Experimentaldaten mit Metadaten muss der Anwender dann
festlegen,
5
GLP, engl. good laboratory praxis
6
Laboratory Information Management System
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• welher Datentyp oder
• welhe Beziehungstyp zwishen Datentypen
mit welhen Metadaten beshrieben wird. Dazu
• wird das Datenmodell (dessen Beshreibung als XML- oder SQL-Shema vorliegt)
auf ein ER-Modell abgebildet. Bei einem relationalen Datenmodell werden
 Tabellen mit Entitäten auf ER-Entitätstypen,
 Tabellen, die Beziehungen modellieren, auf ER-Beziehungstypen und
 Shlüssel/Fremdshlüsselbeziehungen zwishen Tabellen auf ER-Beziehungstypen
abgebildet.
• werden die Entitäts- und Beziehungstypen des ER-Modells mit den in Kaptitel 3.3
beshriebenen Metadaten versehen
7
.
Die dabei vom Anwender durhzuführende Arbeit verursaht wenig Aufwand: Eine Mo-
dellierung der Experimentaldaten ist in strukturierten standardisierten Prozessen bereits
gegeben und in der Begriswelt des Anwenders formuliert. Ebenso entstammen die Meta-
daten gröÿtenteils der Begriswelt des Anwenders (Bild, Meÿwert, usw.). Der Anwender
muÿ diese Arbeit nur einmal pro Experimentstruktur durhführen, niht pro Experiment.
Liegt die Charakterisierung des ER-Modells mit Metadaten vor, so versieht BioZoom je-
des neue Experiment gleiher Struktur automatish mit den Metadaten. Ändert sih die
Experimentstruktur durh neue Untersuhungsergebnisse, so wird das Experimentaldaten-
modell manuell um diese neuen Entitäten und ihre Beziehungen ergänzt.
In der Fallstudie Toponomis wurden die Experimentaldaten in einem relationalen
Modell abgelegt. Es existieren Relationen für Proteinmarkerbilder, Proben, Intensitäts-
meÿwerte, Zellsegmente und morphologishe Zellaufnahmen.
Der Anwender beshreibt Proteinmarkerbilder und Zellaufnahmen als Bilder, Inten-
sitätsmeÿwerte und Zellsegmente als Meÿwerte, Proben als Proben und Zellsegmente
als Entitäten mit spatialer Ausdehnung. Auÿerdem harakterisiert er die Beziehungen
zwishen Relationen. So stehen Zellsegmente und Zellaufnahmen in einer spatialen Bezie-
hung. Zwishen Proteinmarkerbildern und morphologishen Zellaufnahmen existiert eine
Bildgrundlagenbeziehung. Analog beshreibt er die Beziehung zwishen Zellsegmente
und Proteinintensitäten als Berehnung.
Eine solhe mit wenig Aufwand vorzunehmen Attributierung der Entitäts- und Bezie-
hungstypen  und damit der Entitäten und Beziehungen  ist nur deswegen möglih, weil
eine Prozeÿdenition vorliegt; fehlt diese  wie bei privaten Photoalben  müsste eine An-
notation manuell für jeden Datensatz  und niht wie hier für jeden Typ  vorgenommen
werden.
Das mit Metadaten attributierte Modell der Experimentaldaten wird im folgenden als
Experimentaldatenmodell bezeihnet.
7
Die Zuordnung von Metadaten zu Entitäts- und Beziehungstypen erfolgt textuell. Alternativ kann
auh eine grashe Nutzungsoberähe (Stahl und Völter, 2005) verwendet werden.
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3.4.2 Automatishe Ableitung von Metadaten
Aus den wie im vorigen Kapitel beshrieben zugewiesenen Metadaten lassen sih automa-
tish weitere Metadaten ableiten. Dieser Abshnitt stellt zwei Regeln vor, mit denen die
Metadatenattributierung automatish erweitert wird.
Ableitung von Lokalisierbarkeit
Für die Auswertung bildbasierter wissenshaftliher Experimente ist es oft erforderlih,
Daten zu überlagern. So wurden die Zellsegmente der Fallstudie Toponomis in der mor-
phologishen Zellaufnahme bestimmt. Mit einer Überlagerung dieser Segmente auf das
Zellaufnahmenbild kann der Anwender die Korrektheit der automatishen Segmentierung
überprüfen. Innerhalb dieser Zellsegmente werden in den Proteinmarkerbildern Proteinin-
tensitäten gemessen; eine Überlagerung mit diesen Bildern wäre auh sinnvoll. Die Meta-
daten beshreiben, dass
1. Zellsegmente im morphologishen Zellbild lokalisierbar sind
2. das morphologishe Zellbild eine Bildgrundlage des Proteinmarkerbildes ist
Dann sind die Zellsegmente auh in Proteinmarkerbildern lokalisierbar. BioZoom stellt
dies algorithmish fest und erweitert das ER-Modell automatish um eine abgeleite Bezie-
hung zwishen Zellsegmenten und Proteinmarkerbildern. Diese Beziehung ist  ebenfalls
automatish  mit dem Metadatum "lokalisierbar" beshrieben.
Allgemein lautet die Regel: Wenn Entitäten eines Typs A Bildgrundlage der Entitäten
eines anderen Typs B sind, und Entitäten eines Typs C in den Bildentitäten des Typs
A lokalisierbar sind, dann sind sie auh in dem Typ B lokalisierbar. Ebenso gilt, wenn
Entitäten eines Typs C in Bildentitäten des Typs B lokalisierbar sind, dann sind sie auh
in dem Typ A lokalisierbar.
Transitivität der Grundlagenbeziehung
Die Grundlagenbeziehung ist transitiv. Angenommen, Entitäten eines Typs A sind Grund-
lagen von Entitäten eines anderen Typs B, der wiederum Grundlage eines dritten Entitä-
tentyps C ist. Dann sind die Entitäten der ersten Typs A ebenfalls Grundlage des dritten
Entitätentyps C.
3.5 Zusammenfassung
Dieses Kapitel zeigte, welhe Arten von Daten in bildbasierten wissenshaftlihen Expe-
rimenten anfallen. Diese Daten werden mit dem Entity-Relationship-Ansatz modelliert.
Die Entitäts- und Beziehungstypen dieser Modelle werden vom Anwender mit Metadaten
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beshrieben. Diese Beshreibung ist eine Anwendung einer Klassikation (der BioZoom-
Ontologie) der existierenden Metadatendenition (der ER-Modellierung) nah BioZoom-
spezishen Aspekten wie Kardinalität und Sihtbarkeit. Weitere mit Metadaten beshrie-
ben Beziehungen werden algorithmish abgeleitet.
Diese Modellierung ist die Anwendung einer Klassikation (BioZoom-Ontologie) auf
eine existierende Metadatendenition.
Die nähsten Kapitel werden zeigen, wie auf dieser Modellierung aufbauend Sihten auf
Experimentaldaten erzeugt und zwishen Sihten navigiert werden kann.
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Kapitel 4
Sihten auf Experimentaldaten
Wenn Anwender Experimente auswerten, betrahten sie die Daten aus vershiedenen Per-
spektiven. Für jede dieser Perspektive können Daten untershiedlih zusammengestellt wer-
den - in der einen Perspektive sind einzelne detaillierte Meÿwerte wihtig, in einer anderen
ist der Überblik über Bildqualitäten wihtiger. Anwender möhten die Daten so zusam-
menstellen, wie sie es für ihre aktuelle Fragestellung gerade benötigen. Da  besonders zu
Beginn einer Experimentreihe  sowohl Fragestellung als auh die am besten geeignete Da-
tenauswahl oft niht vollständig klar sind, versuht der Anwender, mit untershiedllihen
Visualisierungsmöglihkeiten solhe Fragen zu beantworten. Er stöbert durh vershiede-
nen Auswahlen, ergänzt die Daten um abgeleitete Daten, blendet unwesentlihe Daten aus
und experimentiert mit alternativen Darstellungsmöglihkeiten - kurz, er exploriert den
Raum der möglihen Perspektiven oder auh Sihten auf die Experimentaldaten.
Dies sollte shnell und eingängig, ohne konzeptuellen Wehsel zwishen Auswertungs-
und Entwurfsebene gehen. Sei es, weil der Anwender konzeptuell niht mit einer Entwurf-
sebene vertraut ist, sei es, weil es ihm zu aufwändig ist oder ihn aus seinem Arbeitsuss
reisst.
Information Zooming ist ein guter Ansatz, um Daten zu explorieren, und InfoZoom ist
ein auh in der Praxis bewährter Information Zooming-Ansatz (Spenke et al., 1996). Des-
wegen habe ih mit BioZoom InfoZoom um Bilddaten erweitert (Kort und Jungmann,
2004; Kort et al., 2004). BioZoom zeigt mehrere Tabellen auf einen Blik  symbolishe
Daten wie in InfoZoom weiterhin in Tabellen, Bilddaten in eigenen Tabellen.
Wo diese Tabellen auf der Nutzungsoberähe angeordnet werden, bestimmt BioZoom
dabei mit Hilfe der Metadaten des Experimentaldatenmodells, welhes im vorigen Kapitel
vorgestellt wurde. Die automatishe metadatenbasierte Anordung von Experimentaldaten
auf dem Bildshirm entlastet den Anwender von der Arbeit, die Daten zu arrangieren, und
erleihtert ihm zusätzlih die Orientierung, da ähnlih strukturierte Daten auh ähnlih auf
dem Bildshirm arrangiert werden. Wenn es Daten gibt, die in Bildern lokalisierbar sind,
so werden diese auh auf die entsprehenden Bilder projeziert. Diese Projektionen sind mit
ihrer tabellarishen Darstellung gekoppelt: wählt der Anwender einen Eintrag im Bild, so
wird auh der Eintrag in der Tabelle selektiert und umgekehrt (North und Shneiderman,
2000).
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So kann der Anwender sih mit BioZoom die Experimentaldaten zusammenstellen,
die er benötigt. Ausgehend von einer Übersiht der Daten des Einzelexperiments oder der
Experimentenreihe, die er untersuhen möhte, wählt er interessante Datensätze, blendet
weniger wihtige aus und sortiert Tabellen und Bildreihen nah untershiedlihen Kriteri-
en. Benötigt er Vergröÿerungen von Bildausshnitten oder Dierenzbilder, so kann er die
Nutzungsoberähe mit ihnen ergänzen.
Anwender können also in diesen Sihten auf Experimentaldaten
1. die Anzahl dargestellter Elemente durh Ausblenden von oder Fokussieren auf Ex-
perimentaldaten verringern
2. die Anzahl dargestellter Elemente durh Detaillierung der Siht um neue oder abge-
leitete Daten erhöhen
3. die Anzahl dargestellter Elemente unverändert lassen, aber durh Umordnung und
Sortierung dargestellter Experimentaldaten Beziehungen zwishen diesen Elementen
verdeutlihen
Dadurh entstehen neue Sihten auf Experimentaldaten, während der Anwender interaktiv
den Datenraum exploriert und Experimentaldaten analysiert. Das nähste Kapitel zeigt
dann, wie einmal vom Anwender als interessant eingestufte Sihten wiederverwendet wer-
den können, wie er direkt zu ihnen wehseln kann und so shnell wie in maÿgeshneiderten
Anwendungen zwishen den untershiedlihen Perspektiven auf die Daten wehseln kann.
4.1 Sihten
Eine Siht zeigt im Allgemeinen einen Ausshnitt von Daten des Experiments. Untershied-
lihe Sihten zeigen vershiedene Untermengen der Daten. Die Daten einer Siht sind dabei
Bild- und/oder symbolishe Daten.
4.1.1 Denition einer Siht
In dieser Arbeit wird eine Siht deniert durh
• die Menge der in ihr dargestellten Experimentaldaten (Experimentaldatenaus-
wahl), also die Teilmenge der relationalen Tabellen, die in der Siht visualsiert wer-
den.
• die Positionierung dieser dargestellten Experimentaldaten auf der Nutzungsober-
ähe.
• das Zeitverhalten dieser dargestellten Experimentaldaten - also ob Bilder animiert
dargestellt werden oder niht.
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Zwei Sihten sind untershiedlih, wenn sie sih in mindestens einem dieser vorgenannten
Aspekte untersheiden. Blendet der Nutzer in einer Siht einen Datensatz aus, dann ist das
Ergebnis eine neue Siht. Ordnet er eine Tabelle um, so ist das Resultat ebenfalls eine neue
Siht. Eine Siht, in der mehrere Bilder nebeneinander dargestellt werden, ist eine andere
Siht als diejenige, in der die gleihen Bilder zeitlih hintereinander in einer Animation
visualisiert werden. Abshnitt 4.2 diskutiert die möglihen Änderungen zwishen Sihten
und ihre Einordnung in ein Navigationsmodell.
4.1.2 Mehrere Sihten sind erforderlih
Anwender müssen eine Auswahl unter den darstellbaren Daten treen. Mehrere Sihten
und damit Navigation zwishen ihnen sind erforderlih, da
1. der Platz auf dem Bildshirm begrenzt ist
2. der Anwender oft nur eine Untermenge von Experimentaldaten gleihzeitig erfassen
muss.
Der erste Grund ist auh als Präsentationsproblem ('too muh data, too little display area'
(Spene, 2001)) bekannt. Besonders Bilddaten benötigen aber in einer für die Analyse
geeigneten Auösung viele Pixel. Wie in Kapitel 2 gezeigt, existieren für die Visualisie-
rung umfangreiher Mengen symbolisher Daten bereits Lösungen (Spenke et al., 1996),
(Rao und Card, 1994), die wie (Fekete und Plaisant, 2002) bis zu einer Million Elemente
auf einem Bildshirm darstellen können.
Der zweite Grund liegt darin, dass der Anwender die Analyse eines Experiments norma-
lerweise in Unteraufgaben aufteilt, die nur die Konsultation einer Untermenge der Expe-
rimentdaten erfordern. In (Shneiderman, 1996) wurde diese Aussage allgemein als visual
information seeking mantra formuliert : Ausgehend von einem Überblik fokussiert
der Anwender auf relevante Untersihten und fordert abshlieÿend bei Bedarf detailliertere
Informationen an.
In den vorigen Kapiteln wurde die Fallstudie Toponomis vorgestellt; in dieser un-
tersuht ein Anwender Mikroskopieaufnahmen von Zellen auf bestimmte Proteine. Eine
Unteraufgabe der Untersuhung ist die Überprüfung der Segmentierung von Zellen in der
morphologishen Zellaufnahme. Für diese Unteraufgabe reiht dem Anwender eine Siht
auf eine Auswahl der Daten, weil er nur die Zellsegmente und die morphologishe Zellauf-
nahme, niht aber die Proteinmarkerbilder benötigt.
Bei der Anordnung von Bilddaten spielen einander widerstrebende Anforderungen eine
Rolle:
• Für jedes einzelne Bild sollte möglihst viel Bildshirmplatz genutzt werden, damit
auh Details erkannt werden können.
• Möglihst viele Bilder  nämlih alle, die für eine Aufgabe erforderlih sind  sollten
gleihzeitig auf einem Bildshirm dargestellt werden.
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• Bilder, die verglihen werden sollen, sollten eine ähnlihe Gröÿe haben, damit Details
auf beiden gleih sihtbar sind.
• Es sollte erkennbar sein, welhe Bilder in hierarhishen Beziehungen zueinander
stehen.
• Bilder auf gleihen Hierarhiestufen  beispielsweise Bilder untershiedliher Proben 
sollten so dargestellt und angeordnet werden, dass sie visuell miteinander vergleihbar
sind.
• Bilder auf untershiedlihen Hierarhiestufen  wie Bilder aus untershiedlihen Pro-
zeÿshritten  sollten ebenfalls so dargestellt und angeordnet werden, dass sie ver-
gleihbar sind.
Keine der in Kapitel 2 vorgestellten Ansätze erfüllt alle diese Anforderungen; Quantum
Treemaps nutzen beispielsweise den Bildshirmplatz optimal aus, sind aber für den Ver-
gleih von Bildern entlang hierarhisher Strukturen weniger geeignet. Auh BioZoom löst
niht die Widersprühe dieser Anforderungen auf; primär werden alle erforderlihen Bilder
in hierarhisher Anordnung in möglihst gleiher Gröÿe dargestellt.
4.2 Navigation in bildbasierten Experimentaldaten
Abbildung 4.1: Navigationsmodell nah Spene, ergänzt um die in dieser Arbeit diskutierten
Änderungsmöglihkeiten des Inhalts.
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Wie in Kap. 2 diskutiert, formt sih ein Anwender ein mentales Modell durh eine
Abfolge von Navigationsshritten zwishen Visualisierungen. Zwei Bereihe des in (Spene,
1999) vorgestellten Navigationsmodells (Abb. 4.1) werden hier näher diskutiert:
• wie wird der Inhalt (ontent) dem Anwender präsentiert?
• wie wirken sih untershiedlihe Browsingstrategien
1
auf den Inhalt und damit die
Sihten aus?
Der Inhalt einer Siht besteht aus Visualisierungselementen, nämlih tabellarishen
Darstellungen, Bildern und Symbolen. Bei ihrer Darstellung untersheide ih die in 4.1.1
aufgezählten Aspekte:
• Experimentaldatenauswahl - eine Siht zeigt die Visualisierung für eine Menge
von Entitäten des Experimentaldatenbestandes. Jede Entität wird durh ein oder
mehrere Visualisierungselemente dargestellt.
• Positionierung - Die Position jedes Elements einer Siht ist relativ zu anderen
Elementen der Siht. Diese relative Position (oberhalb, unterhalb, links, rehts, über-
lagert) kann Beziehungen zwishen den Elementen visualisieren.
• Zeitverhalten - Elemente von Sihten können auh dynamish dargestellt werden.
Werden Bilder niht nebeneinander dargestellt, sondern animiert naheinander am
selben Ort, so hat jedes einzelne Bild für seine Darstellung mehr Platz zur Verfügung.
sowie
• Fokus und Kontext - Elemente einer Siht können im Fokus sein, d.h. vom An-
wender durh eine interaktive Aktion ausgewählt. Die anderen Elemente sind dann
der Kontext innerhalb der Siht. Um eine Untersheidung treen zu können, wer-
den Elemente im Fokus anders visualisiert als Elemente im Kontext. Elemente einer
Siht können eng gekoppelt (Ahlberg und Shneiderman, 1994) sein. Enge Kopplung
bedeutet, dass die Auswahl eines Elements auh das andere auswählt. So verbundene
Elemente sind dann nur gemeinsam im Fokus bzw. auÿerhalb des Fokus. Der Anwen-
der kann durh Auswahl eines solhen Elements die Beziehung zum anderen Element
erkennen (brushing (Spene, 2001; Swayne et al., 1998; Beker und Cleveland, 1987)).
Ein Beispiel sind Datensätze mit spatialer Semantik. Diese können sowohl in tabel-
larisher Darstellung als auh als graphishe Überlagerungen auf Bildern dargestellt
werden.
1
in Ermangelung einer passgenauen Übersetzung bleibe ih bei dem englishen Originalausdruk brow-
sing
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Browsing führt zu einem Sihtwehsel. Es gibt untershiedlihe Formen des Sihtweh-
sels:
1. der Anwender verwendet Historien bereits besuhter Sihten (undo in (Shneiderman,
1997)) einshlieÿlih der Rükkehr zur Übersiht.
2. der Anwender erstellt durh Hinzufügen und/oder Entfernen von Elementen eine
neue Siht.
3. der Anwender läÿt die Anwendung eine Siht erstellen und gibt nur Vorgaben für
Struktur und Inhalt dieser Siht.
Auf den ersten Fall (Historien) wird in der vorliegenden Arbeit niht weiter eingegangen.
Der zweite Fall interaktiver Sihtänderungen durh den Nutzer ist in interaktiven Explo-
rationswerkzeugen wie InfoZoom realisiert und wird in diesem Kapitel diskutiert. Der
dritte Fall wird mit der Verwendung von Sihtshemata im nähsten Kapitel vorgestellt.
Sihtwehsel bedeutet, dass der Anwender zu einer neuen Siht wehselt. Eine Siht ist
neu, wenn sie sih in mindestens einem der zuvor aufgezählten Aspekte von der aktuellen
Siht untersheidet. Diese Aspekte können folgendermaÿen geändert werden
• Änderung der Positionierung
Gibt es mehrere alternative Ordnungen für die dargestellten Experimentaldaten, kann
der Anwender zwishen diesen wehseln. Eventuell zeigt eine dieser Ordnungen Be-
ziehungen zwishen den Daten, die in anderen Ordnungen shwerer zu erkennen sind.
• geändertes Zeitverhalten
Der Anwender kennzeihnet Elemente als dynamish oder statish darstellbar. Bei
Bildern kann er so leihter Untershiede zwishen einzelnen Aufnahmen erkennen.
• Änderung der gezeigten Experimentaldatenauswahl:
 Elemente können aus der Siht entfernt werden
∗ Im Fokus stehende Elemente werden aus der aktuellen Siht ausgeblendet.
∗ Alle niht im Fokus stehenden Elemente werden ausgeblendet.
 Elemente können der Siht hinzugefügt werden
∗ Zuvor ausgeblendete Elemente können wieder hinzugefügt werden.
∗ Durh Detaillierung, beispielsweise mit Vergröÿerungen von Bildern, werden
der Siht neue Elemente hinzugefügt.
Ausserdem können Fokus und Kontext geändert werden. Die Browsingshritte lassen
sih der in (Shneiderman, 1997) vorgestellten Aufgabentaxonomie in der Informationsvi-
sualisierung (Abshn. 2.1.1) zuordnen. Diese Zuordnung ist in Tabelle 4.1 dargestellt.
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Geänderter Aspekt Änderung Kategorie
Positionierung
Änderung der Ordnung
einer Tabelle
relate
Fokus und Kontext
geänderter Fokus
bei enger Kopplung
relate
Zeitverhalten
überlagerte Animation
von Bildern
relate
Experimentaldatenauswahl
Ausgewählte Elemente
ausblenden
lter
Experimentaldatenauswahl
Niht ausgewählte Elemente
ausblenden
zoom
Experimentaldatenauswahl
Ausgeblendete Elemente
wieder hinzufügen
detail-on-demand
overview
Experimentaldatenauswahl
Durh Detaillierung
neue Elemente hinzufügen
detail-on-demand
Tabelle 4.1: Einordnung der möglihen Sihtänderungen in die Taxonomie von (Shneiderman,
1997).
4.3 Sihten darstellen: Positionierung
Dieser Abshnitt beshreibt, wie
• im BioZoom-Ansatz die Daten einer Siht dargestellt werden (s. 4.3.1).
• die vertikale Ordnung visualisierter Daten Beziehungen zwishen den Typen der in
der Siht dargestellten Entitäten darstellt (s. 4.3.3)
• die horizontale Ordnung visualisierter Daten Eigenshaften von und Beziehungen
zwishen Entitäten veranshauliht. Der Anwender kann Experimentaldaten nah
bestimmten Kriterien umsortieren, um untershiedlihe Anordnungen zu explorieren
(s. 4.3.4).
• Daten mit spatialer Semantik in die Visualisierung integriert werden (s. 4.3.5).
4.3.1 Darstellung
BioZoom stellt Experimentaldaten in vertikal übereinander angeordneten Reihen dar.
Die Reihen bestehen entweder aus jeweils einer InfoZoom -Tabelle mit symbolishen
Daten oder aus den Bildern einer Tabelle. Für jeden Entitätstyp mit symbolishen Daten
existiert eine eigene Tabelle; für jeden Bildentitätstyp existiert eine eigene Bildreihe. Gibt
es für Bilder Datensätze, die diese beshreiben (wie Informationen zur Aufnahme), dann
gibt es für Bilder eine Reihe mit der Tabelle dieser Datensätze und eine Reihe mit den
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dargestellten Bildern. Jede Tabelle mit symbolishen Daten zeigt in jeder Spalte einen
Datensatz, wobei in jeder Zeile dieser Tabelle die Werte eines Attributes dieses Datensatzes
angezeigt werden.
Abbildung 4.2: Die Übersiht der Fallstudie Toponomis mit drei Proben. Bilder und sym-
bolishe Daten werden in einer grashen Nutzungsoberähe dargestellt.
Bild 4.2 zeigt eine Übersiht der Fallstudie Toponomis mit BioZoom. Von oben
nah unten gibt es:
1. eine Reihe mit der Tabelle symbolisher Daten dreier Proben,
2. eine Reihe mit drei morphologishen Zellbildern,
3. eine Reihe mit den symbolishen Daten der drei morphologishen Zellbilder,
4. eine Reihe mit neun Proteinmarkerbildern.,
5. eine Reihe mit den symbolishen Daten der neun Proteinmarkerbilder,
6. eine Reihe mit den symbolishen Daten (Koordinaten und Ausmaÿe) von aht Zell-
segmenten und
7. eine Reihe mit den symbolishen Daten von 26 Meÿwerten.
Frühere Prototypen (Kort, 2004) von BioZoom verwendeten überlappende 2,5D-Dar-
stellungen von Bildern; anekdotishe Erfahrungen mit diesen ebenso wie empirish festge-
stellte Vorteile (Robertson et al., 1998) zweidimensionaler Anordnungen von Dokumenten
(Cokburn und MKenzie, 2002) gegenüber 2,5- und dreidimensionalen Visualisierungsfor-
men sind der Grund für die Bevorzugung einer strikt zweidimensionalen Darstellung.
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Abbildung 4.3: Die Übersiht der Fallstudie Toponomis für 12 Proben. Die Proteinmar-
kerbilder und die in ihnen gemessenen Segmente und Proteinintensitäten sind automatish
ausgeblendet.
4.3.2 Ausgangspunkt der Navigation: Der Überblik
Navigation beginnt gemäÿ dem visual information seeking mantra (Shneiderman,
1996) mit einem Überblik über die gesamten Experimentaldaten. Würde man versuhen,
in diesem Überblik wirklih jeden Datensatz anzuzeigen, wäre - besonders bei bildbasier-
ten Daten - der Nutzen für den Anwender gering, da die Daten realer Experimentalda-
tenbanken zu umfangreih sind, um sie vollständig darstellen zu können. Zwar kann mit
den Tehniken von InfoZoom problemlos Shlüsseldatensätze für hunderttausende Expe-
rimente auf einem Bildshirm dargestellt werden, jedoh ist es aber niht sinnvoll, für jedes
dieser Experimente Bilddaten und sogar Überlagerungen auf diesen Bilddaten darstellen
zu wollen. Deswegen kann BioZoom im Überblik Datensätze bestimmter Entitätstypen
ausblenden, wenn davon zuviele auf dem Bildshirm dargestellt würden.
Dazu geht BioZoom folgendermaÿen vor:
• Wenn im Überblik für die Bilder einer Reihe die Breite eines einzelnen Bildes einen
kongurierbaren Shwellwert untershreitet, wird die gesamte Bildreihe niht darge-
stellt.
• Wenn eine Bildreihe aus diesem Grund ausgeblendet wird, so werden Daten, die in
Bildern dieser Reihe lokalisierbar sind, niht dargestellt.
• Ebenso werden Daten, für die diese ausgeblendeten lokalisierbaren Daten Grundlage
sind, niht dargestellt.
So kann BioZoom mit Hilfe des Experimentaldatenmodells bestimmen, welhe Daten aus
Gründen der Übersihtlihkeit in einem Überblik niht dargestellt werden sollen. Abbil-
dung 4.3 zeigt einen Überblik auf 12 Proben. Die 12 morphologishen Zellbilder sind noh
sinnvoll in einer Reihe darstellbar. Auf den 36 zugeordneten Proteinmarkerbildern wäre
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nur noh wenig zu erkennen, würde mann sie nebeneinander aufgereiht darstellen. Des-
wegen blendet BioZoom diese Bilder automatish aus. Die textuellen Informationen zu
den Bildern werden weiterhin dargestellt - die Visualisierungstehniken von InfoZoom
erlauben, sehr viele textuelle Datensätze in einer Reihe anzuzeigen. Also kann der Nutzer
auh weiterhin nah Attributwerten der Bilddatensätze selektieren, nur für die detaillierte
Inspektion muÿ er auf eine Auswahl fokussieren.
4.3.3 Vertikale Ordnung
BioZoom stellt die Experimentaldaten einer Siht in vertikal angeordneten Reihen dar.
Jede Reihe enthält entweder eine InfoZoom -Tabelle oder eine Zeile mit Bildern. Die
vertikale Reihenfolge dieser Reihen bestimmt BioZoom automatish. In welher Reihen-
folge diese Reihen angeordnet werden, bestimmt eine (eventuell teilweise) Ordnung, die
den folgenden Bedingungen entspriht:
Gegeben sind zwei Reihen RA und RB. Seien A und B die Entitätstypen der jeweiligen
Zeile. Dann wird RA oberhalb von RB angeordnet,
• wenn A eine Grundlage von B ist. Das ist der Fall, wenn
 B in A gemessen wurde: der Intensitätswert B wurde im Proteinmarkerbild A
gemessen.
 B aus A berehnet wurde: das glattgerehnete Proteinmarkerbild B entstand
durh algorithmishe Normierung des erfassten Proteinmarkerbilds A.
 B im Laborprozeÿ aus A entstand: ein Proteinmarkerbild B entsteht durh An-
regung aus dem zugrundeliegenden morphologishem Zellbild A.
• wenn A eine Aggregation von B ist: die Probe A ein oder mehrere morphologishe
Zellbilder enthält.
• wenn A und B gleih sind und die Reihe RA die Bilddaten des Entitättyps, die
Reihe RB dessen symbolishen Daten zeigt: die Proteinmarkerbilder sind oberhalb der
Reihe, in der tabellarish Bildnamen und für die Markierung verwendete Antikörper
angezeigt werden (s. Abb. 4.2).
BioZoom ordnet die Zeilen so an, dass sie dieser Ordnung entsprehen. Ist die Ordnung
niht eindeutig, wählt BioZoom eine möglihe Reihenfolge, die dieser Ordnung entspriht.
Da diese Ordnungsprinzipien bei jedem Experiment und jeder Siht verwendet werden,
hat die Positionierung von Daten auf dem Bildshirm eine invariante semantishe Bedeu-
tung:
• Details und Ergebnisse sind vorwiegend im unteren Teil der Siht zu nden,
• zusammenfassende Informationen, Übersihten und für groÿe Teile der Siht gleih
relevante Daten nden sih im oberen Bereih
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Diese Ordnung unterstützt den Anwender bei Orientierung, Analyse und Interpretation
der Daten. Wenn die ausgewählten Daten in hierarhishen Beziehungen zueinander ste-
hen, wird das durh diese Anordnung auf der Nutzungsoberähe veranshauliht. Das
erleihtert dem Anwender die Einordnung von Daten in diese hierarhishen Beziehungen.
4.3.4 Horizontale Ordnung
Die horizontale Ordnung bestimmt, in welher Reihenfolge Bilder und Einträge in Daten-
tabellen von links nah rehts auf dem Bildshirm dargestellt werden.
Dabei wird untershieden zwishen:
• einer direkt vom Anwender manuell vorgenommenen Sortierung
1. eine InfoZoom-Tabelle sortiert der Anwender durh Auswahl eines Attributs
und einer Sortierreihenfolge. Dies gehört zu den grundlegenden Operationen von
InfoZoom((Spenke et al., 1996)).
2. innerhalb einer Bildreihe kann der Anwender Bilder vershieben, um beispiels-
weise manuell eine Sortierung nah Bildqualität vorzunehmen.
• und aus dieser Tabelle ableitbaren (teilweisen) Ordnungen anderer InfoZoom-
Tabellen und Bildzeilen.
BioZoom ordnet die anderen Reihen der Siht mit Hilfe existierender Grundlagen-
und Aggregations-Beziehungen zwishen der zu ordnenden Reihe und der vom Anwender
geordneten Reihe, im Folgenden als Ausgangsreihe bezeihnet. Um eine andere Reihe ent-
sprehend dieser Ausgangsreihe zu sortieren, untersuht BioZoom die Kardinalität dieser
Beziehung wie folgt:
• Gibt es zur Ausgangsreihe eine 1:1 Grundlagen- oder Aggregations-Beziehung
von den Elementen der zu ordnenden Reihe, so werden die Elemente genau so wie
in der Ausgangsreihe angeordnet. Eine solhe Beziehung besteht in der Fallstudie
Toponomis zwishen einem morphologishem Zellbild und der Probe.
• Existiert eine n:1-Aggregationsbeziehung zu den Elementen der Ausgangsreihe, so
werden die Elemente der zu ordnenden Reihe durh die Elemente der Ausgangsrei-
he blokweise geordnet. Ein Beispiel hierfür ist eine geordnete Probenreihe und die
Proteinmarkerbilder.
• Existiert zu den Elementen der Ausgangsreihe eine n:1-Grundlagenbeziehung, so
sind in der zu ordnenden Reihe mehrere Elemente Grundlage für jeweils ein Element
der Ausgangsreihe. Ein Beispiel dafür: eine vom Nutzer geordnete Reihe von Mittel-
wertbildern und eine zu ordnende Reihe von Bildern, von denen jeweils einige zu den
Mittelwerten zusammengefasst wurden. Dann werden die Elemente der zu ordnenden
Reihe durh die Elemente der Ausgangsreihe blokweise geordnet.
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• Bei einer 1:m-Grundlagenbeziehung gibt es für mehrere Elemente der Ausgangszei-
le nur ein Element in der zu ordnenden Zeile. Exemplarish ist eine Sortierung einer
Ausgangsreihe mit vielen Meÿwerten, die in wenigen zu ordnenden Bildern detektiert
wurden. Die Position jedes Elements in seiner Zeile wird aus den gewihteten Ord-
nungen der zugeordneten Elemente der Ausgangsreihe berehnet. Wenn b1, . . . , bm die
m diese zugeordneten Element sind, und OO (bi) ihre Position in der vom Anwender
geordneten Reihe, dann ist die Position von a durh
O (a) =
1
m
m∑
i
Oo (bi)
bestimmt.
• Analog geht BioZoom bei einer 1:m-Aggregationsbeziehung vor. Dies tritt auf,
wenn jedes Element der zu ordnenden Reihe mehrere Elemente der Ausgangsreihe
zusammenfasst.
• Bei n:m-Beziehungen geht BioZoom wie bei 1:m-Beziehungen vor.
• Existiert keine Beziehung, hängt die Ordnung der Reihe niht von der Ausgangsreihe
ab. BioZoom verändert die Ordnung dann niht aufgrund einer Umordnung.
Durh horizontale und vertikale Anordnung visualisiert BioZoom Beziehungen zwishen
Bildern. Analog zum Mediander (Kang und Shneiderman, 2003) hat die Position von
Bildern auf der Nutzungsoberähe damit eine semantishe Bedeutung. Dabei sind die ho-
rizontalen Ordnungen der einzelnen Reihen zwar wie beshrieben gemeinsam angeordnet;
Bilder untershiedliher Reihen sind aber niht pixelgenau horizontal aneinander ausge-
rihtet. Eine solhe Ausrihtung - also Bilder untershiedliher Reihen, die auf der gleihen
horizontalen Position beginnen bzw. enden  führt zu Artefakten wie zu kleinen Bildern,
wenn beispielsweise vier Proteinmarkerbilder einem einzigen morphologishen Zellbild zu-
geordnet wären. Die vier Bilder der einen Reihe müssten sih dann die Breite des einen
Bildes der anderen Reihe teilen - was entweder zu kleinen Bildern in der einen Reihe oder
einem zu groÿen Bild in der anderen Reihe führen kann.
4.3.5 Überlagerung
Mit dem Metadatum spatiale Ausdehnung beshriebene Entitäten sind in Bildern lokali-
sierbar. Diese Elemente haben visuelle Repräsentationen auf den Bildern, - im folgenden
Glyphen (Calder und Linton, 1990) genannt. Damit werden die spatialen Beziehungen
zwishen lokalisierbaren Elementen und den sie enthaltenden Bildern visualisiert. So wer-
den die in morphologishen Zellbildern detektierten Zellsegmente diesen überlagert; damit
der Biologe visuell den Inhalt dieser Segmente erfassen kann.
Die Überlagerung von Glyphen mit Bildern ist in (North und Shneiderman, 2000) dis-
kutiert; eine wihtige Funktion von GIS (Symanzik et al., 1996) ist die Überlagerung von
Elementen mit spatialer Semantik auf Karten.
Durh die Metadaten
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• Bildgrundlage und
• Detailausshnitt
sind Beziehungen zwishen Bildern beshrieben. Sie werden genutzt, um Glyphen auh Bil-
dern zu überlagern, in denen die Entitäten, die die Glyphen repräsentieren, niht detektiert
worden sind.
Dies ist in vielen Fällen sinnvoll:
1. Der Anwender kann einander zugeordnete Elemente aus untershiedlihen Bildern
gemeinsam in einem Bild betrahten.
2. Der Anwender kann in einem Bild detektierte Elemente auh in anderen Bildern
betrahten. So kann er die im morphologishen Zellbild detektierten Zellsegmente
den einzelnen Proteinmarkerbildern überlagern.
3. Einige Auswertungsprozesse verwenden komplexe Bildverarbeitungsshritte. In Fall-
studie B  der Gelelektrophorese  werden Bilder algorithmish entzerrt, Segmentie-
rungsalgorithmen arbeiten auf den entzerrten Bildern. Diese Bilder haben also alle
das gleihe Koordinatensystem. Damit kann der Anwender die Segmentierungsergeb-
nisse in den einzelnen Bildern validieren. In solhen Qualitätssiherungsshritten wird
sihergestellt, dass der Anwender niht irrtümlih mit Artefakten der Bildverarbei-
tungsalgorithmen arbeitet.
Die Möglihkeit, Glyphen aus untershiedlihen Quellen in einem gemeinsamen Bild dar-
zustellen, kann zu einer weiteren nützlihen Visualisierung genutzt werden: Wenn
• Glyphentitäten untershiedliher Quellen einander zugeordnet sind,
• dies durh Metadaten beshrieben ist und
• diese Glyphen im gleihen Bild dargestellt werden,
kann auh diese Zuordnung visualisiert werden. Dies kann durh einen Linie, die einander
zugeordnete Glyphen verbindet, geshehen. In Kapitel 6 wird eine Fallstudie aus der Pro-
teomforshung vorgestellt, in der in Bildpaaren Entitäten (Proteineken) algorithmish
detektiert und paarweise einander zugeordnet werden. Wenn also Glyphen eines Bildes in
ein anderes Bild projeziert werden, werden auh die Zuordnungen zwishen diesen Glyphen
visualisiert.
Sollten diese Bilder niht das gleihe Koordinatensystem nutzen, müssen die Trans-
formationsabbildungen zwishen den Bildern bekannt sein, damit die Platzierungen der
Glyphen auf Bildern mit anderem Koordinatensystem korrekt sind.
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4.4 Fokus und Kontext
Der Anwender wehselt in zwei Shritten zwishen Sihten mit untershiedlihen Inhalten:
• Im ersten Shritt markiert er Elemente der aktuellen Siht. Dazu
 analysiert und interpretiert er die aktuelle Siht
 ordnet er die aktuelle Siht gegebenenfalls um, wie in Abshnitt 4.3.4 beshrie-
ben.
 wählt er Elemente der Siht aus
• Im zweiten Shritt wehselt der Anwender zu einer neuen Siht, in dem er die An-
wendung veranlasst,
 Elemente aus der Siht zu entfernen oder
 die Siht um Elemente zu ergänzen
Der erste Shritt ist eine Selektion innerhalb der aktuellen Siht, der zweite Shritt eine
Projektion der aktuellen Siht auf die selektierten Elemente. Bis zu diesem Projektions-
shritt existieren in der Siht
• markierte Elemente im Fokus
• niht markierte Elemente im Kontext
Für die Trennung von Fokus und Kontext innerhalb einer Siht nutzt BioZoom Prin-
zipien des visual information seeking (Ahlberg und Shneiderman, 1994):
• mit Auswahl durh Zeigen wählt der Anwender Elemente der Siht (4.4.1) in den
Fokus
• durh Enge Kopplung ergänzt BioZoom automatish den Fokus um Elemente, die
ebenfalls notwendigerweise in den Fokus gehören (4.4.2).
4.4.1 Selektion: Auswahl durh Zeigen
In InfoZoom selektiert der Anwender Datensätze, indem er interaktiv Wertbereihe ih-
rer Attribute markiert. BioZoom ermögliht zusätzlih, Bilder und Glyphen in Bildern
interaktiv mit der Maus zu selektieren. Eine Selektion ändert niht die Auswahl der dar-
gestellten Daten, sie markiert nur einzelne Element der Auswahl. BioZoom stellt diese
selektierte Elemente  Bilder, Glyphen und Datensätze in Tabellen  graphish anders dar
als nihtselektierte Elemente: Bilder und Glyphen werden dik umrahmt, Datensätze wer-
den invertiert dargestellt. Abb. 4.4 zeigt eine solhe Selektion. Damit kann der Anwender
Bildern oder Glyphen auh aufgrund neuer Beobahtungen in den Bilddaten auswählen,
die niht in Attributen der Datensätze erfasst sind. In der Fallstudie Toponomis kann es
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Abbildung 4.4: Interaktive Selektion von Glyphen.
vorkommen, dass die Proteinmarkerbilder in bestimmten Bildbereihen aufgrund von Ver-
shmutzungen fehlerhaft sind. Dann sind auh die in diesen Bereihen gemessenen Protein-
intensitäten fehlerhaft. Mit BioZoom markiert der Anwender im Proteinmarkerbild den
fehlerhaften Bereih. Die Zellsegmente sind als Glyphen dem Proteinmarkerbild überlagert.
Durh die Markierung des fehlerhaften Bereihs hat der Anwender also alle Zellsegmente
selektiert, deren Proteinintensitätsmesswerte zweifelhaft sind. Nah dieser Auswahl blendet
er die ausgewählten Zellsegmente aus. Sie werden dann in der Siht aus der Tabelle und
den Überlagerungen auf die Bilder entfernt. Tabelle und Bilder zeigen nur noh Werte und
Glyphen der Zellsegmente mit verläÿlihen Meÿwerten.
Ebenso kann der Anwender eine Auswahl von Entitäten in Bildern aufgrund spatialer
Anordnungen (wie Nahbarshaftsbeziehungen) treen, die in einer tabellarishen Darstel-
lung von Koordinaten umständliher durhzuführen ist.
4.4.2 Enge Kopplung
Wenn Elemente einer Nutzungsoberähe eng gekoppelt sind, führt die Selektion eines
Elements durh den Anwender zu einer automatishen Selektion des anderen Elements
(brushing (Spene, 2001; Swayne et al., 1998; Beker und Cleveland, 1987)).
Es gibt in BioZoom zwei untershiedlihe Formen der engen Kopplung. Eng gekoppelt
sind
• untershiedlihe visuelle Repräsentationen des gleihen Experimentaldatensatzes:
 ein Bild mit dem Datensatz der Tabelle, der dieses Bild beshreibt und
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 eine einem Bild überlagerte Glyphe mit dem Datensatz der Tabelle, der diese
Glyphe beshreibt.
• durh Metadatenbeziehungen miteinander verbundene untershiedlihe Experimen-
taldaten:
 Paare von Experimentaldaten, von denen eines die Grundlage des anderen ist.
Der Anwender wählt ein Element und kann (bottom-up) verfolgen, wo es gemes-
sen wurde, woraus es berehnet wurde oder zu welhem Experiment es gehört,
und
 Experimentaldaten, die andere Experimentaldaten aggregieren. Mit dieser Top-
Down-Selektierung kann der Anwender shnell feststellen, welhe Elemente zu
einer bestimmten Menge von Experimentaldaten (beispielsweise einer Probe)
gehören.
Da die verwendeten Metadatenbeziehungen Aggregation und Grundlage gerihtet sind,
ist auh die metadatengetriebene Kopplung  anders als in (Ahlberg und Shneiderman,
1994)  gerihtet. BioZoom zeigt also untershiedlihes Verhalten, je nahdem, ob man
beispielsweise das aggregierende Element (die Probe) oder eines der aggregierten Elemente
(ein morphologishes Zellbild) auswählt.
Die metadatengetriebene enge Kopplung hilft dem Anwender bei der Analyse und Inter-
pretation der Sihten. Es gibt aber Situationen, in denen eine metadatengetriebene enge
Kopplung störend ist. Dies ist der Fall, wenn der Anwender nur auf die von ihm ange-
wählten Elemente fokussieren und niht die Struktur der Experimentaldaten in der Siht
untersuhen will. Deswegen sollte diese Form der engen Kopplung optional sein und nur in
einem explizit vom Anwender gewählten Modus verwendet werden.
Enge Kopplung untershiedliher visueller Repräsentation gleiher Daten
Die enge Kopplung von Glyphen und Bildern mit Tabellen bedeutet, dass eine nutzerseitige
Selektion
1. eines Bildes automatish denjenigen Datensatz einer Tabelle selektiert, der auf dieses
Bild verweist.
2. einer überlagerten Glyphe in einem Bild den Datensatz einer Tabelle selektiert, dessen
Projektion die Glyphe ist.
3. eines Datensatzes einer Tabelle, der auf eine Bild verweist, auh dieses Bild selektiert.
4. eines Datensatzes einer Tabelle, der auf eine Glyphe verweist, auh diese selektiert.
Zusätzlih werden bei Selektion einer Glyphe in einem Bild ebenfalls alle Elemente selek-
tiert, für die sowohl das Bild als auh der Datensatz der Glyphe eine Grundlage sind.
Wählt der Anwender beispielsweise die Glyphe eines Zellsegments in einem Proteinmarker-
bild, so wird auh die in dem Zellsegment innerhalb dieses Bildes gemessene Proteininten-
sität selektiert.
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Metadatengetriebene enge Kopplung mit Aggregation
Wählt der Anwender ein Element, das eine Aggregation anderer Elemente ist, so selektiert
BioZoom ebenfalls
• diese aggregierten Elemente und
• alle Elemente, für die diese aggregierten Elemente Grundlage sind
Diese Shritte werden rekursiv für alle automatish neu ausgewählten Elemente wiederholt.
Wenn also ein Anwender in der Fallstudie Toponomis eine Probe auswählt, so ergänzt
BioZoom die Probe um
1. die morphologishen Zellbilder, die in dieser Probe aggregiert wurden,
2. die Proteinmarkerbilder, für welhe die im vorigen Shritt ausgewählten morphologi-
shen Zellbilder die Grundlage sind,
3. die Zellsegmente, für welhe die im vorigen Shritt ausgewählten Proteinmarkerbilder
die Grundlage sind,
4. und die Proteinintensitäten, für welhe die im vorigen Shritt ausgewählten Zellseg-
mente die Grundlage sind.
Diese Kopplung läÿt sih als top-down-Kopplung höherer Hierarhieelemente mit ihnen
zugeordneten Entitäten interpretieren. Abbildung 4.5 zeigt dies exemplarish. In der ober-
sten Reihe wurde eine Probe angewählt, BioZoom ergänzte die übrigen Fokussierungen.
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Abbildung 4.5: Fokussierung mit Aggregations-Metadaten. Auswahl der Probe wählt alle Da-
tensätze der Probe aus.
Metadatengetriebene enge Kopplung mit Grundlage
Wählt der Anwender ein Element, für das ein oder mehrere andere Elemente die Grund-
lage sind, so selektiert BioZoom ebenfalls
• diese Elemente und
• alle Elemente, die wiederum für diese Elemente Grundlage oder Aggregation sind
Diese Shritte werden rekursiv für alle automatish neu ausgewählten Elemente wiederholt.
Wählt also ein Anwender in der Fallstudie Toponomis eine Proteinintensität aus, so
ergänzt BioZoom das Ergebnis um
1. das Zellsegment, welhes Grundlage für die Proteinintensität ist,
2. das Proteinmarkerbild, welhes ebenfalls Grundlage für die Proteinintensität ist,
3. das Morphologishe Zellbild, welhes Grundlage für das Proteinmarkerbild ist,
4. und um die Probe, die das Morphologishe Zellbild aggregiert.
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Abbildung 4.6: Fokussierung mit Grundlage-Metadaten. Auswahl einer Proteinintensität mar-
kiert alle Datensätze, die mit dieser Messung zusammenhängen. Ausser der manuell gewählten
Proteinintensität sind alle markierten Datensätze im Teilfokus (grau).
Diese Selektion wird also von BioZoom bottom-up ergänzt. Insbesondere für eine
spätere Projektion auf die ausgewählten Elemente oder ein Ausblenden von diesen gibt es
aber Untershiede zwishen Elementen, die der Anwender direkt ausgewählt hat und denen,
die automatish ergänzt werden. Wenn der Anwender ein Proteinmarkerbild auswählt und
anshlieÿend ausblendet, ist klar, daÿ er dieses Bild niht in der neuen Siht haben will.
Wählt er aber eine Proteinintensität und ergänzt BioZoom diese Auswahl um das Pro-
teinmarkerbild, in dem diese enthalten ist, so ist seine Intention bei einem anshlieÿenden
Ausblenden niht mehr eindeutig.
Deswegen untersheidet BioZoom bei Entitäten danah, ob sie vollständig oder nur
teilweise im Fokus sind:
• Vom Anwender direkt ausgewählte Entitäten sind immer vollständig im Fokus
• Durh Aggregation (Kap. 4.4.2) ergänzte Entitäten sind ebenfalls vollständig im Fo-
kus
• Entitäten, die wie hier beshrieben durh die Grundlage-Beziehung der Auswahl hin-
zugefügt werden, sind nur dann im Fokus, wenn alle Entitäten der Ausgangssiht,
mit denen sie in einer Aggregationsbeziehung (Kap. 4.4.2) stehen, ebenfalls in der
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Abbildung 4.7: Fokussierung mit Grundlage-Metadaten. Da alle Proteintensitäten eines Zell-
segments ausgewählt wurden, ist auh dieses vollständig im Fokus (shwarz).
Auswahl sind. Ansonsten ist die Entität nur teilweise im Fokus. Auf solhe teilfo-
kussierten Entitäten kann der Anwender fokussieren; blendet der Anwender aber
die Auswahl aus, so bleiben diese Entitäten in der Siht enthalten.
BioZoom hebt Entitäten im Fokus oder Teilfokus visuell untershiedlih hervor, fokus-
sierte Entitäten werden invertiert vor shwarzem Hintergrund angezeigt, teilfokussierte vor
grauem Hintergrund. Damit ist es dem Anwender auh weiterhin möglih, auh Beziehun-
gen zu teilfokussierten Entitäten visuell zu erkennen.
In Abbildung 4.6 wurde in der untersten Reihe eine Proteinintensität angewählt,
BioZoom ergänzte die Auswahl. Damit sieht der Anwender direkt den Kontext dieses
Proteinintensitäts-Werts. Da es in der Siht noh niht ausgewählte Meÿwerte des Zell-
segments gibt, in dem die eine ausgewählte Proteinintenität gemessen wurde, ist das Zell-
segment teilfokussiert. Das gleihe gilt für die Proteinmarkerbilder, die morphologishen
Zellbilder und die Proben. Diese Teilfokussierungen sind visuell dunkelgrau anstelle von
shwarz hervorgeheben.
In Abbildung 4.7 hat der Anwender die drei übrigen Proteinintensitäten des Segments
angewählt. Damit sind alle Entitäten ausgewählt, für die das Zellsegment Grundlage ist,
damit ist das Zellsegment jetzt vollständig im Fokus und wird shwarz hervorgehoben. Das
Proteinmarkerbild bleibt weiterhin im Teilfokus, da es noh niht ausgewählte Zellseg-
mente gibt, die im Proteinmarkerbild detektiert wurden.
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4.5 Zeitverhalten
Abbildung 4.8: Qualitätskontrolle ohne Animation.
Wahlweise kann der Anwender für einzelne Bildzeilen festlegen, dass sie als Animation
dargestellt werden. Dann werden alle Bilder dieser Zeile auf dem Bildshirm niht ne-
beneinander, sondern zeitlih aufeinanderfolgend dargestellt. Dadurh steht einerseits dem
einzelnen Bild mehr Bildshirmplatz zur Verfügung, andererseits können so Untershiede
zwishen den aufeinander folgenden Bildern besser wahrgenommen werden.
Abb. 4.8 zeigt eine Reihemorphologisher Zellbildermit jeweils vergröÿertem Ausshnitt
direkt darunter. Diese morphologishen Zellbilder zeigen die gleihe Probe, allerdings nah
vershiedenen Spülvorgängen
2
. Der Anwender konsultiert diese Siht, um zu prüfen, ob
durh den Spülvorgang die Zellprobe beshädigt wurde, wenn beispielsweise eine Zelle mit
jedem Spülvorgang ein wenig weiter nah unten gespült wurde.
2
Es handelt sih tatsählih um einen physikalishen Spülvorgang, bei dem Markersubstanz von der
Probe entfernt wird.
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Abbildung 4.9: Qualitätskontrolle mit Animation. Vier Shnappshüsse der Animationssiht.
Grash hervorgehoben ist die wandernde Zelle.
Abb. 4.9 zeigt vier Shnappshüsse dieser Siht mit aktivierter Animation. Dadurh
steht für Bild und Vergröÿerung mehr Platz zur Verfügung, und eine wandernde Zelle kann
vom Anwender leihter wahrgenommen werden. In diesem Beispiel sieht man, wie eine Zelle
(farblih hervorgehoben) durh den Spülvorgang verursaht herunterwandert.
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Abbildung 4.10: Selektion und Fokussierung. Von oben nah unten: Die Ausgangssiht, eine
manuelle Selektion, von BioZoom erweiterte Selektion und die Projektion auf diese Selektion.
4.6 Information Zooming: Änderung der Auswahl
Wie in 4.2 beshrieben, kann der Anwender folgendermaÿen die Experimentaldatenauswahl
ändern und auf interessante Daten zoomen:
• Einshränkung auf die Daten der Siht, die aktuell im Fokus stehen (Fokussieren,
Abshnitt 4.6.1)
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• Einshränkung auf die Daten der Siht, die aktuell niht im Fokus stehen (Ausblen-
den)
• Ergänzung durh neue - eventuell abgeleitete - Daten: Detaillierung
Diese Navigationsshritte bestehen aus
• Selektion - der Anwender wählte innerhalb der aktuellen Siht ein oder mehrere
Elemente aus. Diese Elemente benden sih im Fokus.
• Projektion - der Anwender wehselt zu einer neuen Siht, die nur die ausgewählten
Elemente zeigt.
4.6.1 Siht einshränken: Fokussieren
Fokussierung ist ein Navigationsshritt von einer Ausgangssiht in eine andere Siht, die
eine Untermenge der sihtbaren Daten der Ausgangssiht zeigt. In Abshnitt 4.4 wurde
beshrieben, wie der Anwender innerhalb einer Siht Daten dieser Siht in den Fokus holt.
Fokussieren bedeutet dann, alle Daten auszublenden, die niht in diesem Fokus sind. Die
entstehende Siht enthält nur die Daten aus dem Fokus. Das heiÿt
• für jede Reihe von Bildern:
 jedes Bild, das niht ganz- oder teilweise im Fokus war, wird ausgeblendet.
 zeigt die Reihe dann keine Bilder, wird die Reihe ausgeblendet.
• für jede Reihe mit tabellarishen Daten:
 war ein Datensatz niht ganz- oder teilweise im Fokus, wird er ausgeblendet.
 zeigt die Tabelle dann keine Daten mehr, wird sie mitsamt ihrer ganzen Reihe
ausgeblendet.
In Abb. 4.10 selektiert der Anwender mit einem Mausklik ein morphologishes Zellbild.
Aufgrund der metadatengetriebene enge Kopplung mit Aggregation und Grundlage
(Kap. 4.4.2) fügt BioZoom dieser Auswahl noh die Proteinmarkerbilder, Zellsegmente
und Intensitätsmeÿwerte dieses Bildes hinzu. Wenn der Anwender jetzt doppelt auf ein
Element der Auswahl klikt, fokussiert BioZoom auf die Selektion, so daÿ nur noh die
ausgewählten Daten dargestellt werden.
Damit zoomt der Anwender in einen Teilbereih der Hierarhie; wird die Hierahie gra-
phentheoretish als Baum interpretiert, so betrahtet er nur noh einen Unterbaum, dessen
Wurzel in diesem Fall das morphologishe Zellbild ist. Zooming bedeutet aber niht zwin-
gend, dass auf einen Unterbaum fokussiert wird. Abbildung 4.11 zeigt, wie ein Anwender
auf die Daten der beiden morphologishen Zellbilder fokussiert, die anders aussehen als
das im vorigen Beispiel ausgewählte Zellbild. Die resultierende Siht zeigt dann noh zwei
Unterbäume der Hierarhie, nämlih die Proteinmarkerbilder, Zellsegmente und Intensi-
tätsmeÿwerte dieser beiden ausgewählten Zellbilder.
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Abbildung 4.11: Selektion und Fokussierung zweier morphologisher Zellbilder und von ihnen
abhängiger Daten. Von oben nah unten: Die Ausgangssiht, eine manuelle Selektion, von
BioZoom erweiterte Selektion und die Projektion auf diese Selektion.
Der Anwender kann in dieser durh Selektion und Fokussierung entstandenen Siht
weiterhin
• untershiedlihe Hierarhiebenen untersuhen, beispielsweise Zellsegmente im mor-
phologishen Zellbild.
• Daten untershiedliher Proben auf gleiher Hierarhieebene vergleihen, wie mor-
phologishe Zellbilder oder Proteinmarkerbilder.
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Abbildung 4.12: Ausblenden ausgewählter Proteinintensitäten. Von oben nah unten: Die Aus-
gangssiht, eine manuelle Selektion, von BioZoom erweiterte Selektion und die Ausblendung
der Selektion.
4.6.2 Siht einshränken: Ausblenden
Ausblenden ist ebenfalls ein Navigationsshritt von einer Ausgangssiht in eine andere
Siht, die eine Untermenge der sihtbaren Daten der Ausgangssiht zeigt. Hier werden alle
Daten, die im Fokus sind, ausgeblendet. Die entstehende Siht enthält nur die Daten der
Ausgangssiht, die niht im Fokus der Ausgangssiht waren. Analog zur Sihteinshränkung
durh Fokussierung heiÿt das
• für jede Reihe von Bildern:
 jedes Bild, das vollständig  also niht nur teilweise  im Fokus war, wird aus-
geblendet.
 zeigt die Reihe dann keine Bilder, wird die Reihe ausgeblendet.
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• für jede Reihe mit tabellarishen Daten:
 war ein Datensatz vollständig im Fokus, wird er ausgeblendet.
 zeigt die Tabelle dann keine Daten mehr, wird sie mitsamt ihrer ganzen Reihe
ausgeblendet.
Abbildung 4.12 zeigt, wie der Anwender zunähst Proteinintensitätswerte unterhalb eines
Grenzwertes markiert. Diese werden (bottom-up) in der Hierarhie nah oben propagiert,
wobei alle Entitäten auÿer den Proteinintensitätswerten nur teilweise im Fokus landen und
dementsprehend grau visualisiert werden. Jedes Zellsegment hat sowohl selektierte als
auh unselektierte Intensitätswerte, deswegen sind diese nur teilweise fokussiert. Anshlie-
ÿend blendet der Anwender die Selektion aus. Dabei werden nur die vollständig im Fokus
enthaltenen Proteinintensitätswerte ausgeblendet, Entitäten, die teilweise im Fokus waren,
bleiben erhalten.
Die resultierende Siht zeigt (unten in der Abbildung) dann nur noh die gewählten
Proteinintensitätswerte, Zellsegmente und Proteinmarkerbilder, in denen diese gemessen
wurden, sowie die morphologishen Zellbilder. Auh wenn noh alle Zellsegmente tabella-
rish dargestellt werden, so sind diese nur noh den Proteinmarkerbildern überlagert, in
denen auh ein noh in der Siht enthaltener Intensitätswert gemessen wurde. Betrahtet
man beispielsweise das zweite Proteinmarkerbild von links, so zeigt dieses nur noh zwei von
vier Segmentierungen, während die beiden anderen Segmentierungen ausgeblendet wurden.
4.6.3 Siht ergänzen: Detaillierung
Detaillierung  oder nah (Shneiderman, 1996) Details-on-demand  bedeutet, ein oder
mehrere Elemente auszuwählen und Details anzufordern. Dahinter steht die Idee, dass ei-
ne detaillierte Darstellung erst dann erforderlih ist, wenn von groÿen Datenmengen auf
eine kleine Untergruppe interessanter Datensätze fokussiert wird. Dies erleihtert dem An-
wendungsexperten die Erfassung und Interpretation der Details. Detaillierung wird hier
ebenfalls als Navigationsshritt aufgefasst, da sie die Visualisierung verändert.
In Kapitel 2.4.4 (S. 50) wurden die Detaillierungsmöglihkeiten von InfoZoom vor-
gestellt. BioZoom bietet ebenfalls Detaillierungsmöglihkeiten, die dem Anwender neue
Bild- oder symbolishe Daten zur Verfügung stellen. Es werden hier exemplarish für an-
dere möglihe Detaillierungen durh Bilder drei vershiedene Operationen vorgestellt, mit
denen der Anwender eine gegebene Siht mit neuen Bildern detaillieren kann. Diese drei
Operationen werden bezüglih der Kardinalität von Eingangs- und Ausgangsbildern unter-
teilt:
• stellvertretend für 1:1-Operationen wird die Vergröÿerung von Bilddaten mit einer
Lupe vorgestellt. Eine im Ausgangsbild frei vershiebbare Linse zeigt einen vergrö-
ÿerten Bildausshnitt (Abshn. 4.6.3).
• 1:n-Operationen generieren für ein Bild n Detaillierungsbilder. Eine solhe 1:n-
Operation ist die Vergröÿerung um einzelne Glyphen. Dort wird für jede selektierte
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Glyphe ein vergröÿertes Detailbild ihrer Umgebung im Bild (Abshn. 4.6.3) generiert.
• m:1-Operationen generieren ein Bild aus m Eingabebildern. Exemplarish wird hier
die Überlagerung diskutiert. Dabei generiert ein Algorithmus ein neues Bild, in dem
er mehrere Bilder semitransparent übereinander legt (Abshn. 4.6.3).
Diese erstellten Detaillierungen werden in das Experimentaldatenmodell eingefügt und
automatish mit Metadaten attributiert. Aus den Operationen, die diese Detaillierung
erstellen, ist einfah ableitbar, welhe der bestehenden Daten Grundlagen neuer Daten
sind. Sie werden dann in der durh die Detaillierung entstandenen neuen Siht in eigenen
Reihen dargestellt. Die neuen Entitäten und Beziehungen werden bei der Visualisierung
und Interaktion auf gleihe Weise wie die niht dynamish erzeugten Experimentdaten
behandelt.
Wenn andere Arten bildverarbeitender Prozesse bzw. deren Ergebnisse integriert wer-
den sollen, müssen diese einer dieser Klassen (1:1, 1:n oder m:1) zugeordnet werden. Für
die Erweiterung des Experimentaldatenmodells und dessen Nutzung in Sihtshemata ist
es unerheblih, wie diese Bilder erzeugt wurden; relevant sind die Beziehungen der neu
erstellten Bilder zu den Ursprungsbildern.
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Vergröÿerung frei wählbarer Ausshnitte (1:1)
Abbildung 4.13: Detaillierung durh Vergröÿerung innerhalb eines frei wählbaren Ausshnitts.
Diese Operation erstellt ein vergröÿertes Detailbild eines durh den Anwender frei in Po-
sition und Gröÿe änderbaren Bildausshnitts. DemOverview+Detail-Prinzip (Baudish et al.,
2002; Hornbaek et al., 2002) folgend wird im Ausgangsbild der vergröÿerte Ausshnitt
durh einen Rahmen markiert. Damit ist dem Anwender transparent, welher Teil des
Originalbildes in der Vergröÿerung gezeigt wird. Mit Standard-GUI-Operationen kann der
Anwender Ausshnittsgröÿe und -position ändern.
Dazu ergänzt BioZoom das Experimentaldatenmodell um einen neuen Datentyp, den
Ausshnitt des Ausgangsbildes. Zwishen den Ausshnitten und dem Typ des Ausgangs-
bildes legt BioZoom eine Detailausshnitt-Metadatenrelation an.
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Abbildung 4.14: Erweiterung des Experimentalmodells durh Vergröÿerung eines frei wählbaren
Ausshnitts.
Möhte der Anwender also die aktuelle Siht um eine Reihe mit den Vergröÿerungen
der Bilder einer anderen Reihe ergänzen, so
1. generiert BioZoom einen Entitätstyp für den Ausshnitt,
2. fügt BioZoom dem Experimentalmodell für jedes Ausgangsbild eine Entität dieses
Typs zu, und
3. legt BioZoom eine Detailausshnitt-Beziehung zwishen dem Bildausshnitt und
dem Ausgangsbild an.
Damit sind die resultierenden Vergröÿerungen ebenso Elemente des Experimentaldaten-
modells geworden wie die Ausgangsbilder.
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Abbildung 4.15: Automatishe Detaillierung im Umfeld selektierter Objekte in Bildern.
Abb. 4.13 zeigt die Vergröÿerung eines morphologishen Zellbilds in der Fallstudie To-
ponomis. Zwei Bildreihen sind sihtbar, oben das Originalbild und unten die Vergrö-
ÿerung. Man sieht, dass auh die Glyphen in die Vergröÿerung hineinprojeziert wurden.
Abb. 4.14 zeigt das entsprehende von BioZoom erweiterte Experimentaldatenmodell. Der
variable Ausshnitt eines morphologishes Zellbilds wird als Bild, das aus der Operation
Detailausshnitt erzeugt wurde, beshrieben.
Vergröÿerungen um einzelne Glyphen (1:n)
Diese Operation generiert ein eigenes Detailbild für jeden in einem Bild lokalisierbaren Da-
tensatz. Detailbilder zeigen jeweils eine Glyphe mit ihrer lokalen Umgebung. Oft benötigt
der Anwender die Umgebung als Kontext, um die Bilddaten beurteilen zu können. So er-
kennt er ohne Umgebung shwerer, ob die Segmentierung der Elemente im Bild tatsählih
an der Grenze zum Bildhintergrund endet oder fehlgeshlagen ist.
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Abbildung 4.16: Experimentalmodellerweiterung für Vergröÿerung um Glyphen. Das Modell
wurde um den Kontextausshnitt eines morphologishen Zellbilds erweitert.
Dazu wählt er eine Reihe mit Bildern aus, denen Glyphen überlagert sind. Detailliert
er diese dann mit einer Vergröÿerung um einzelne Glyphen,
1. generiert BioZoom einen Entitätstyp für den Ausshnitt,
2. fügt BioZoom dem Experimentalmodell für jeden lokalisierbaren Datensatz eine
Entität dieses Typs zu,
3. legt BioZoom eine Detailausshnitt-Beziehung zwishen den erstellten Bildaus-
shnitt und dem jeweiligen Ausgangsbild an, und
4. legt BioZoom eine Grundlage-Beziehung zwishen dem lokalisierbaren Datensatz
und dem Bildausshnitt an. Der lokalisierbare Datensatz ist somit Grundlage des
Bildausshnittes.
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Abb. 4.15 zeigt, wie eine Gruppe solher Detailbilder generiert wird. Die Abbildung zeigt
eine Siht auf das morphologishe Zellbild, vier Vergröÿerungen dieses Bildes jeweils um
ein Zellsegment und eine Tabelle mit vier Zellsegmenten. Für diese vier selektierten Ob-
jekte wurden vier Vergröÿerungen eingeführt. Man sieht, dass diese Operation eine 1:n
Operation ist : Für ein Bild wurden n neue Bilder ershaen.
Abb. 4.16 zeigt das resultierende Experimentaldatenmodell. Ein Entitätstyp (Kontext-
ausshnitt eines morphologishen Zellbilds) und zwei Beziehungstypen  eine zum der Gly-
phe entsprehenden Zellsegment und eine zum morphologishen Zellbild  sind in das Ex-
perimentalmodell eingefügt. Entitäten dieses Typs sind Bilder.
Kombinationen von Bildern (m:1)
Bei der Kombination von Bildern entsteht aus m Bildern ein neues Bild. Dabei können
diese Bilder aus Bildern gleihen oder untershiedlihen Typs entstehen. BioZoom kennt
exemplarish
• Dierenzbilder aus zwei Bildern untershiedlihen Typs und
• Überlagerungen aus mehreren Bildern gleihen Typs.
Durh Überlagerungen können Durhshnittsbilder erstellt werden, aber auh Visualisie-
rungen pixelweiser Gemeinsamkeiten und Untershiede. Werden Grauwertbilder in unter-
shiedlihen Komplementärfarben semitransparent übereinander gelagert, so erkennt der
Anwender die Pixel mit übereinstimmenden Werten daran, dass sie wegen der Überlage-
rung der Komplementärfarben shwarz gefärbt sind. Sowohl bei Dierenzbildern als auh
bei Überlagerungen
1. generiert BioZoom einen Entitätstyp für das Ergebnisbild
2. fügt BioZoom die Ergebnisbilder dem Experimentaldatenmodell hinzu
3. legt BioZoom die Operation beshreibende Beziehungen (Subtrahend zu Dierenz,
Subtraktor zu Dierenz bzw. Summand zu Summe) zwishen dem Entitätstyp des
jeweiligen Ausgangsbildes und dem des Ergebnisbildes an. Diese Beziehungen werden
als Bildgrundlage-Beziehungen von Ausgangsbild zu Ergebnisbild beshrieben.
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4.7 Zusammenfassung
In diesem Kapitel wurde mit BioZoom ein generisher Ansatz vorgestellt, der eine Erwei-
terung des visual information seeking-Ansatzes InfoZoom auf Bilddaten ist. BioZoom er-
weitert InfoZoom dergestalt, dass Bilddaten ebenso wie in Bilddaten lokalisierbare Daten
dargestellt werden können. Zusätzlih nutzt BioZoom Metadaten, um die hierarhishen
Beziehungen zwishen Experimentaldaten durh die automatishe Anordnung eben dieser
Experimentaldaten auf der Nutzungsoberähe zu veranshaulihen. Damit erkennt der
Anwender mit einem Blik, in welher Beziehung Experimentaldaten zueinander stehen.
Aufbauend auf (Spenke et al., 1996) generiert BioZoom diese Sihten auf Daten bild-
basierter Experimente automatish (Makinlay, 1986). Der Anwender kann mit BioZoom
auf visual information seeking-Weise die Experimentaldaten explorieren und auswerten; da-
bei stellt er sih selbst interaktiv geeignete Sihten zusammen. BioZoom integriert dabei
vershiedene Visualisierungen für Symbol- und Bilddaten.
BioZoom ermögliht eine generishe Navigation in den Experimentaldaten. Der An-
wender stellt sih mit einfahen Operationen  ausblenden, fokussieren, detaillieren  in-
teressante Teilmengen der Experimentaldaten zusammen und untersuht diese detailliert.
BioZoom erlaubt dies für alle Datenmodelle, für die es ein Experimentaldatenmodell (ein
mit Metadaten beshriebenes ER-Modell) gibt.
Direkte Manipulation (Shneiderman, 1997) bezeihnet bestimmte benutzerfreundlihe
Nutzungsshnittstellen interaktiver Systeme. BioZoom erfüllt die in Shneiderman (2002)
auf Seite 275 aufgestellte Denition direkter Manipulation:
• Die Daten werden in einer visuellen Repräsentation der Handlungswelt dargestellt.
• Die Aktionen sind shnell, inkremental und umkehrbar
3
.
• Eintippen wird durh Zeigen und Auswählen ersetzt.
• Die Resultate von Aktionen sind sofort sihtbar.
Damit ist BioZoom ein benutzerfreundliher, generisher Ansatz für die Exploration bild-
basierter Experimentaldaten.
BioZoom zeigt untershiedlihe Sihten auf die Experimentaldaten; Navigation wird
als Wehsel zwishen Sihten interpretiert. Untershiedlihe Sihten entstehen durh Sihtän-
derungen, diese Änderungen wurden in diesem Kapitel nah dem Gegenstand der Änderung
klassiziert:
• die Auswahl in der Siht dargestellter Daten
 Entfernen durh Fokussieren und Ausblenden
 Hinzufügen durh Detaillieren
• die Positionierung innerhalb der Siht
3
sowohl durh explizite Undo-Mehanismen wie durh Ausblenden/Einblenden.
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• das dynamishe Verhalten der dargestellten Daten innerhalb der Siht und
• das Verhältnis von Fokus und Kontext innerhalb der Siht.
MitBioZoom wurden die vorgestellten Sihtänderungen exemplarish diskutiert. Es wurde
gezeigt, welhe Auswirkungen diese Änderungen auf das Experimentaldatenmodell haben
können. So erweitern neue Ergebnisse bildverarbeitender Operationen als Detaillierungen
das jeweilige Experimentalmodell.
In Laborprozessen, insbesondere in Hohdurhsatzverfahren, wird der Anwender diese
Sihten häug wiederverwenden wollen, wenn er eine Siht innerhalb einer Experimentaus-
wertung mehrfah verwendet oder viele Experimente gleihen Typs analysiert.
Deshalb stellt das nähste Kapitel einen Ansatz vor, mit dem geeignete Sihten wie-
derverwendet werden können. Anders als andere Ansätze für kongurierbare Sihten ist
dieser Ansatz in die Experimentalauswertung integriert. Statt einer Entwurfsphase, in der
der Anwender Beziehungen zwishen Datenmodell und Visualisierungsmodell spezizie-
ren muss (North und Shneiderman, 2000), markiert er nur die interessierenden Sihten,
denen er während der Exploration begegnet ist. Eine Wiederverwendung dieser Sihten
bzw. deren strukturellen Eigenshaften erlaubt eine ähnlih shnelle Navigation wie eine
spezialisierte Individualsoftware.
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Kapitel 5
Sihtshemata als Favoriten
Wir haben gesehen, wie BioZoom dem Anwender Information Zooming in komplexen bild-
basierten Daten ermögliht. Kapitel 4 beshrieb die explorative Phase, in der der Anwender
sih nahezu spielerish eine Siht zusammenstellen kann. Jedoh wird jeder intuitive explo-
rative Ansatz monoton, wenn man ihn hunderte Male wiederholen muÿ. Für qualizierte
Bewertungen von Experimentalergebnissen müssen Experimente oft mehrfah wiederholt
werden; das heisst für den Anwender dann auh wiederholte Auswertungen der Experi-
mentaldaten. Hat der Anwender einmal geeignete Zusammenstellungen von Bildern und
Tabellen gefunden, sollte er die Shritte, die ihn dazu geführt haben, niht wiederholen
müssen. Der Anwender muss also die Sihten wiederverwenden können. Für BioZoom
bedeutet dies, dass BioZoom
• sih merkt, welhe Sihten den Anwender interessieren.
• diese Sihten von dem konkreten Einzelexperiment verallgemeinert, so dass sie auh
für andere Experimente wiederverwendet werden können.
• dem Anwender einen shnellen Wehsel zu diesen Sihten ermögliht.
So wie das Ergebnis einer Suhe im Internet zu einem Favoriten im Browser führt, der
sodann direkt angesprungen wird, so muss der Anwender auh zu Sihten wehseln können.
Anders als beim Browsen im Internet interessiert den Anwender dabei aber niht das
konkrete Experiment, sondern die Struktur der von ihm als hilfreih empfundenen Siht.
BioZoom bietet solhe Bookmarks auf Sihtstrukturen an.
Damit kann BioZoom mit den im Allgemeinen kurzen Navigationspfaden von Individu-
alsoftwarelösungen konkurrieren. Individualsoftwarelösungen für Experimentauswertungen
werden von Softwarearhitekten und -entwiklern für spezishe Arten von Experimenten
realisiert. Kapitel 6 stellt exemplarish zwei solhe Softwarelösungen für die Auswertung
von Gelelektrophoreseexperimenten und mikroskopishen Zellaufnahmen vor. Generishe
Auswertungsansätze wie BioZoom sind dagegen für beliebige Bild- und symbolishe Ex-
perimentaldaten verwendbar.
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Dennoh hat Individualsoftware gegenüber generishen Ansätzen klare Vorteile:
• Sihten stehen dem Anwender vordeniert zur Verfügung.
Wenn die relevanten Sihten einmal gemeinsam von Softwareentwiklern und Anwen-
dungsexperten (Holtzblatt und Beyer, 1997) identiziert und vom Softwareentwik-
ler implementiert wurden, muss niemand  weder Softwareentwikler noh Anwen-
dungsexperte  sie erneut zusammenstellen. Beshränkt auf den im vorigen Kapitel
beshriebenen Ansatz müsste hingegen der Anwendungsexperte Bilder und symboli-
she Daten für jedes nahfolgende Experiment erneut auswählen.
• Der Anwender kann shnell zwishen vordenierten Sihten wehseln.
Oft zeigt Individualsoftware vershiedene Sihten auf untershiedlihen Reitern oder
Bildshirmfenstern; der Anwender kann mit einem Mausklik zwishen Sihten weh-
seln. Der im vorigen Kapitel gezeigte generishe Ansatz erfordert hingegen für einen
Sihtwehsel oft zunähst eine Navigation auf eine gemeinsame Übersiht, die die
Daten beider Sihten enthält. Erst von dieser Siht aus fokussiert der Anwender in
einem zweiten Shritt auf die neue Siht.
Dieses Kapitel zeigt, wie auh der generishe Auswertungsansatz diese Vorteile der Indivi-
dualsoftware bieten kann. Dazu wird vorgestellt, wie Anwender Sihten harakterisierende
Sihtshemata für die Navigation verwenden können.
Nah einer Diskussion der Vor- und Nahteile generisher Auswertungsumgebungen im
Vergleih zur Individualsoftware (Kap. 5.1) werden Sihtshemata (Kap. 5.2), ihre auto-
matishe Bestimmung (Kap. 5.3) und ihre Verwendung für die Sihtinstanziierung (Kap.
5.4) und Navigation (Kap. 5.5 und 5.8) vorgestellt. Abshnitt 5.9 fasst den Inhalt dieses
Kapitels zusammen.
5.1 Generisher Ansatz vs. Individualsoftware
Kapitel 4 zeigt, wie ein Anwender manuell zwishen Sihten auf komplexen Experimentda-
ten navigieren kann. Untershiedlihe Interaktionsmöglihkeiten erlauben ihm, Bilder und
symbolishe Daten auszuwählen, auszultern und zu detaillieren. Dieser visual information
seeking-Ansatz (Ahlberg und Shneiderman, 1994) ist generish; untershiedlihste Experi-
mentaldaten können damit untersuht werden, solange sie mit Metadaten beshrieben sind.
Die Platzierung der Daten auf der Nutzungsoberähe bestimmt dabei teilweise ein meta-
datenbasierter Algorithmus; bei der Auswahl der darzustellenden Daten hat der Anwender
jedoh groÿe Freiheiten.
Es erfordert Zeit, Bilder und Daten manuell auszuwählen, geeignete Detaillierungen zu
bestimmen und anzuwenden und wieder in Übersihten zu wehseln, um neue Bilder zu se-
lektieren. Wenn  wie oft in Laborexperimenten, wo Standardaufgaben langsam evolvieren
 die Fragestellungen für vershiedene Proben und Experimente gleih sind, wiederholen
sih auh diese vom Anwender durhzuführenden Operationen. In Hohdurhsatzexperi-
menten kann das bedeuteten, dass der Anwender Wohe für Wohe jeden Tag hundertfah
die gleihen Navigationsshritte durhführen muss. Dabei gilt:
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• der Zeitaufwand für die Durhführung der einzelnen Navigationsshritte ist niht
unterheblih.
• durh die Monotonie der Arbeitsabläufe kann die Aufmerksamkeit des Anwenders
sinken. Damit steigt die Gefahr, dass er wihtige Eigenshaften der Experimentdaten
übersieht.
Individualsoftwarelösungen ersparen dem Anwender die Zusammenstellung von Bildern
und Daten zu geeigneten Sihten. Bei Individualsoftware hat der Softwareentwikler in
Kooperation mit Anwendungsexperten geeignete Sihten identiziert und realisiert. Die
implementierte Software bietet dann dem Anwendungsexperten untershiedlihe Sihten
auf Experimentdaten und kurze Navigationspfade zwishen diesen Sihten.
Nahteile von Individualsoftwarelösungen
Die Herstellung von Individualsoftware ist zeitaufwändig und unexibel:
• Untershiedlihe Experimentarten bedingen untershiedlihe Softwarelösungen. In-
dividualsoftware für Geleelektrophoreseexperimente ist eine andere Anwendung als
Individualsoftware für die Zellbildanalyse. Beide Anwendungen müssen entwikelt
werden; diese Entwiklung verlangt Zeit von Anwendungs- und Softwareexperten.
• Untershiedlihe Experimentstrukturen erfordern untershiedlihe Softwarelösungen.
In Gelelektrophoreseexperimenten beispielsweise vergleihen Biologen zweidimensio-
nale Gele miteinander, in denen Proteine gelöst sind. In einfahen Varianten die-
ser Experimente werden direkt eingesannte Gelbilder miteinander verglihen. Ka-
pitel 6.2 stellt ein komplexeres Szenario vor, in dem zunähst aus mehreren einge-
sannten Gelbildern der gleihen Probe ein repräsentatives Mittelwertbild berehnet
wird. Erst dieses wird dann mit Mittelwertbildern anderer Proben verglihen. Diese
untershiedlihen Vorgehensweisen erfordern untershiedlihe Sihten. In Individual-
software muss der Softwarentwikler diese Sihten einzeln erstellen.
• Die Struktur von Experimenten kann sih ändern. In den Lebenswissenshaften ist
dies ein normaler Vorgang, der auf der Weiterentwiklung biologisher Fragestellun-
gen beruht. Individualsoftware muss an diese Änderungen angepasst werden; der
Softwareentwikler muss bestehende Sihten verändern oder neue Sihten entwerfen
und erstellen. Auh dieser Prozess ist zeitaufwändig.
Ausserdem erfordern sowohl Erst- als auh Weiterentwiklung der Software Fahwissen,
welhes beim Anwender (Biologen) niht vorausgesetzt werden kann.
Andere generishe Ansätze
Kapitel 2 stellte einige Ansätze vor, die ebenfalls generish für die Auswertung von sym-
bolishen Daten geeignet sind, darunter Polaris (Stolte und Hanrahan, 2000; Stolte et al.,
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2002b,a,) und Spotre (Ahlberg, 1996). In Spotre können aufgabenspezishe Sihten
mittels visueller Programmierung vorkonguriert werden. Auh wenn visuelle Program-
mierung i.A. dem Anwender leihter fällt als textbasierte Softwarekodierung, bleibt es Pro-
grammmierung. Sie erfordert eine zweite Abstraktionsebene, auf der  wenn auh durh
GUI-Elemente unterstützt  programmiert werden muss. Diese Entwiklungssiht unter-
sheidet sih von der Anwendungssiht.
In Polaris entstehen Sihten direkt durh Operationen auf der Nutzungsoberähe,
die wiederum als Spezikationen von Visualisierungen interpretiert werden. Auh wenn
(Stolte et al., 2002b) niht darauf eingehen, können diese Spezikationen wiederverwendet
werden. Polaris behandelt allerdings niht, wie man direkt zwishen mehreren Sihtshe-
mata navigieren kann; auh ist Polaris auf relationale (symbolishe) Daten beshränkt.
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5.2 Sihtbeshreibung durh Sihtshemata
Diese Arbeit stellt eine Alternative zu Individualsoftwarelösungen vor, die auh für generi-
she Auswertungsumgebungen vordenierte Sihten und shnelle Navigierbarkeit zwishen
ihnen ermögliht.
Kapitel 3 zeigte, wie Experimentaldaten und ihre Beziehungen auf der Grundlage ei-
nes Entity-Relationship-Modells modelliert werden. Kapitel 4 zeigte möglihe Sihten auf
die Experimentaldaten. Eine Siht zeigt einen Ausshnitt der Entitäten und Beziehungen,
die dieses Experimentaldatenmodell beshreibt. Um Sihten wiederverwenden zu können,
müssen sie beshrieben werden können.
Eine Siht läÿt sih durh eine im folgenden Sihtshema genannte strukturelle Be-
shreibung der in ihr gezeigten Experimentaldaten harakterisieren:
• die Fokusentitätstypen. Dies ist die Menge der Entitätstypen, die in der Siht mit
mindestens einem Exemplar enthalten sind. Dieser Aspekt der Charakterisierung
beshreibt, für welhe Entitätstypen die Siht Entitäten zeigt;
• die Fokuskardinalität. Dies ist die Kardinalität der Fokusentitätstypen. Bei einem
in der Siht vertretenenen Entitätstyp mit Kardinalität 1 tritt in der Siht genau ein
Exemplar dieses Typs auf, bei Kardinalität N mehr als ein Exemplar. Dieser Aspekt
bestimmt, ob es in einer Siht höhstens eine Entität oder mehrere Entitäten für
jeden Entitätstyp gibt. Jeder Fokusentitätstyp hat seine eigene Fokuskardinalität;
• die Kontextentitätstypen. Dies ist die Menge der Entitätstypen, die niht in der
Siht enthalten sind. Dies ist die Komplementärmenge der Fokusentitätstypen - was
niht Fokusentität ist, ist Kontextentität;
• die Kontextkardinalität. Dies ist die Kardinalität der Kontextentitätstypen. Diese
Kontextkardinalität gibt an, mit wie vielen untershiedlihen Exemplaren dieses Typs
Entitäten der Siht in Verbindung stehen.
Zusätzlih enthält ein Sihtshema die Information, welhe Fokusentitätstypen dynamish
mittels Animationen dargestellt werden.
Ein Sihtshema wird formal durh ein ER-Diagramm des Experimentaldatenmodells
beshrieben, das Kardinalitäten und die Aufteilung in Fokus- und Kontextentitätstypen
innerhalb der Siht enthält. Die Kardinalitäten von Enititätstypen sind in Kreisen einge-
shrieben. Kontextentitätstypen werden in dieser Darstellung ausgegraut dargestellt.
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5.2.1 Beispielsiht: Alle Markerbilder eines Zellbildes
Abbildung 5.1: Markersiht: Siht auf die Proteinmarker eines Zellbildes.
Exemplarish sei die in Abb. 5.1 dargestellte Siht aus der Fallstudie Toponomis
diskutiert, die die Proteinmarkerbilder eines morphologishen Zellbildes einer Probe zeigt,
überlagert von den Zellsegmenten und versehen mit den dort gemessenen Proteinintensitä-
ten. Diese Siht zeigt niht die morphologishen Zellbilder oder die Probeninformationen.
Diese Siht hat
• als Fokusentitätstypen nur
 die Proteinmarkerbilder mit einer Fokuskardinalität von N - die Siht stellt
mehrere Proteinmarkerbilder dar.
 die Zellsegmente mit einer Fokuskardinalität von N - die Siht stellt auh meh-
rere Zellsegmente dar.
 die Proteinintensitäten mit einer Fokuskardinalität von N - die Siht zeigt die
gemessenen Proteinintensitäten.
• als niht in der Siht gezeigte Kontextentitätstypen
 morphologishe Zellbilder mit einer Kontextkardinalität von 1 - die Siht zeigt
nur die Proteinmarkerbilder für ein morphologishes Zellbild
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 Probe mit einer Kontextkardinalität von 1 - die Siht zeigt nur die Proteinmar-
kerbilder für eine Probe
Abbildung 5.2 zeigt das Sihtshema der in Abb. 5.1 dargestellten Siht aller Proteinmar-
kerbilder eines morphologishen Zellbildes.
Abbildung 5.2: Sihtshema der Markerbildersiht (Abb. 5.1).
5.2.2 Beispielsiht: Alle Markerbilder aller Zellbilder
Abbildung 5.3: Markersiht: Siht auf die Proteinmarker aller Zellbilder.
Vergleiht man diese Siht mit der alternativem Siht der Fallstudie Toponomis in
Abb. 5.3, die die Proteinmarkerbilder aller morphologishen Zellbilder zeigt, so ist deren
Sihtshema wie folgt beshrieben:
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• als Fokusentitätstypen unverändert Proteinmarkerbilder, Zellsegmente und Pro-
teinintensitäten jeweils mit einer Fokuskardinalität von N
• als Kontextentitätstypen
 morphologishe Zellbilder mit einer Kontextkardinalität von N - die Siht zeigt
jetzt die Proteinmarkerbilder für alle morphologishen Zellbilder
 Probe mit einer Kontextkardinalität von N - die Siht zeigt die Proteinmarker-
bilder für alle Proben
Abbildung 5.4 zeigt das Shema dieser Siht.
Abbildung 5.4: Shema der alle Proteinmarkerbilder zeigenden Siht in Abb. 5.3.
5.2.3 Beispielsiht: Eine Siht der morphologishen Zellaufnahme
Die Siht in Abb. 5.5 zeigt hingegen nur ein morphologishes Zellbild mit den überlagerten
Zellsegmenten, aber weder Proteinmarkerbilder noh in diesen gemessene Proteinintensi-
täten. Das Shema dieser Siht enthält
• als Fokusentitätstypen
 morphologishe Zellbilder mit einer Fokuskardinalität von 1
 Zellsegmente mit einer Fokuskardinalität von 1
• und als Kontextentitätstypen
 Proteinintensitäten mit einer Kontextkardinalität von N
 Proteinmarkerbilder mit einer Kontextkardinalität von N
5.2 Sihtbeshreibung durh Sihtshemata 119
Abbildung 5.5: Zellbildsiht der Fallstudie Toponomis.
 Probemit einer Kontextkardinalität von 1 - die Siht zeigt das Proteinmarkerbild
für eine Probe
Abbildung 5.6 zeigt das Shema dieser Siht.
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Abbildung 5.6: Sihtshema der Zellbildsiht.
5.3 Automatishe Bestimmung von Sihtshemata
Für eine gegebene Siht kann BioZoom diese Sihtshemata automatish ableiten. Gege-
ben sei
• ein Experimentaldatenmodell, das in einer mit Metadaten erweiterten ER-Modellierung
die Struktur aller Experimentaldaten inner- und ausserhalb der Siht beshreibt, und
• die Menge der in einer Siht gezeigten Entitäten.
Das Sihtshema wird aus Siht und Experimentaldatenmodell folgendermaÿen abgeleitet:
1. Die Fokusentitätstypen bestehen aus allen Entitätstypen, die in den in der Siht
gezeigten Entitäten mit mindestens einem Exemplar enthalten sind.
2. Die Fokuskardinalität wird für jeden Entitätstyp bestimmt:
(a) Gibt es genau eine Entität in der Menge der in einer Siht gezeigten Entitäten,
so ist die Fokuskardinalität "1".
(b) Gibt es dort mehrere Entitäten, so ist die Fokuskardinalität "N".
3. Die Kontextentitätstypen sind alle Entitätstypen des Experimentaldatenmodells,
die niht in den Fokusentitätstypen enthalten sind.
4. Die Kontextkardinalität wird für jeden Kontextentitätstyp ermittelt. Dazu wird
geprüft, mit wie vielen untershiedlihen Exemplaren dieses Typs die Entitäten der
Siht insgesamt in Verbindung stehen:
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(a) Gibt es genau eine Entität, die mit den innerhalb der Siht gezeigten Entitäten
verbunden ist, so ist die Kontextkardinalität "1".
(b) Gibt es mehrere, so ist die Kontextkardinalität "`N".
5.4 Erstellung von Sihten aus Sihtshemata
Ein Sihtshema beshreibt, welhe Sihten aus einer Menge von Experimentaldaten er-
stellt werden können. BioZoom verwendet dazu einen einfahen Algorithmus, der aus
einem Sihtshema und einer Menge von Experimentaldaten eine oder mehrere Sihten
erstellt.
Dazu
• erstellt BioZoom einen Join aller Experimentaldaten.
• selektiert BioZoom
 bei einem Shemawehsel
1
alle Zeilen des Joins, deren Projektion auf das Shema
der Ausgangssiht shon in der Ausgangssiht enthalten sind,
 bei gleih bleibendem Shema alle Zeilen des Joins.
• projeziert BioZoom diese Selektion auf das Shema der Zielsiht. Wenn dabei unter-
shiedlihe Projektionen realisiert werden können, entspriht jede dieser Projektionen
einer möglihen Zielsiht.
Als Resultat erhält BioZoom für jede Projektion eine Menge von in der Zielsiht sihtba-
ren Experimentaldaten. Mit den im Experimentaldatenmodell beshriebenen Metadaten
weiÿ BioZoom, wie es diese Siht darstellen soll.
Die Selektion stellt dabei siher, dass
• keine in der Ausgangssiht ausgeblendeten Entitäten eines in der Ausgangssiht siht-
baren Typs wieder in der Zielsiht auftauhen.
• in der Zielsiht nur Entitäten ersheinen, die in Beziehung zu Entitäten der Aus-
gangssiht stehen - der Anwender wehselt ja im Allgemeinen die Siht, um einen
anderen Aspekt einer Beobahtung zu untersuhen.
Zielsihten dürfen prinzipiell auh Daten zeigen, die in der Ausgangssiht niht sihtbar
waren, weil die Ausgangssiht keine Daten dieses Typs angezeigt hat. Deshalb erfolgt die
Selektion immer auf dem Join der Experimentaldaten und niht nur auf den Daten der
Ausgangssiht.
1
untershiedlihes Shema in Ausgangs- und Zielsiht
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Bei der Projektion auf das Shema der Zielsiht ist zu beahten, dass niht nur auf die
in der Zielsiht sihtbaren Fokusentitätstypen mit entsprehender Fokuskardinaliät
projeziert wird, sondern auh die Kontextentitätstypen in der Projektion die korrekte
Kontextkardinalität haben müssen.
Liefert dieser Algorithmus mehrere möglihe Instanzen der Zielsiht mit teilweise un-
tershiedlihen Daten, so kann der Anwender zwishen diesen auf vershiedenen, in Kapitel
5.6 näher beshriebenen Weisen auswählen:
• Einshränkung auf die Zielsihten mit vom Anwender in der Ausgangssiht selektier-
ten Entitäten,
• Auswahl aus einer Liste von Zielsihten mit visueller Kopplung zwishen Listenname
und in der Liste enthaltener Entitäten der Ausgangssiht, und
• Präsentation der instanziierten Zielsihten, die beispielsweise über Reiter auswählbar
sind.
Insbesondere bei gleiher Ausgangs- und Zielsiht blättert der Anwender durh untershied-
lihe Instanzen des gleihen Sihtshemas. In diesem Fall kann er die Menge der möglihen
Sihten dadurh resultieren, das er in der Ausgangssiht bestimmte Einträge markiert, die
so auh in der Zielsiht vorhanden sein sollen - beispielsweise das Experiment, zu dem die
Zielsiht ebenfalls gehören soll.
5.4.1 Laufzeit
Der Join aller Experimentaldaten muÿ nur erstellt oder modiziert werden, wenn sih Ex-
perimentaldaten ändern  diese also geladen oder durh Detaillierung erweitert werden.
Desweiteren kann
2
Selektion und Projektion auf Shlüsselattribute eingeshränkt vorge-
nommen werden.
Dieser Join ist maximal das kartesishe Produkt aller Experimentaldatentabellen. Wenn
jede Tabelle höhstens m Tupel enthält, dauert die Joinerstellung für n Tabellen
O (m1 · m2 · . . . · mn) = O (m
n) .
Die Laufzeit wähst also polynomiell mit der Gröÿe m und exponentiell mit der Anzahl n
der Tabellen. Der Join wird aber nur einmal zu Beginn und niht bei jedem Sihtwehsel
erstellt.
Die Selektion erfordert maximal einen Vergleih aller Zeilen des Joins mit allen Zielen
der Ausgangssiht, also polynomiellen Aufwand. Die Projektion erfordert ebenfalls nur
polynomielle Laufzeit.
2
 und wird in der prototypishen Implementierung
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5.5 Sihtshemata als Favoriten
Angenommen, ein Anwender navigierte auf den in Kapitel 4 beshriebenen Wegen zu einer
Siht, er fokussierte auf interessante Daten, lterte andere Daten aus und detaillierte bei
Bedarf die übrigen. Die dabei entstehenden Sihten lassen sih durh die (automatish
ableitbaren) Sihtshemata beshreiben. Dieses Shema der Struktur einer interessanten
Siht kann der Anwender dann zur Laufzeit sihern und als Favoriten verwenden.
Wie andere Favoriten
3
aus dem World Wide Web (Abrams et al., 1998) oder dem Se-
manti Web (Quan und Karger, 2004; Berners-Lee et al., 2001; Dzbor et al., 2004) kann
der Anwender später auf diese Favoriten zurükgreifen. Während die Web-Favoriten aber
auf bestimmte, durh ihre URL eindeutig identizierte Daten (Internetseiten) zeigt, be-
shreiben Sihtshemata nur Typen, Beziehungen und Kardinalitäten von Daten ohne Re-
ferenz auf bestimmte Experimentaldaten. Wählt der Anwender ein Sihtshema, so wählt
BioZoom die Experimentaldaten so aus, dass sie die strukturellen Vorgaben des Sihtshe-
mas erfüllen. BioZoom trit dabei seine Wahl aus der gesamten Datenbasis, die für die
Auswertung zur Verfügung steht
4
. Dadurh wird das Sihtshema in einer Siht instan-
ziiert. Die Daten dieser Siht werden wie in Kap. 4 beshrieben dargestellt; im weiteren
Verlauf untersheidet sih diese Siht niht von einer Siht, die der Anwender in einzelnen
Shritten zusammengestellt hat.
Sihtshemata untersheiden sih von den in (North et al., 2003) vorgestellten Visua-
lisierungsshemata. Ein Visualisierungsshema beshreibt, wie Datensätze dargestellt wer-
den. Ein Sihtshema beshreibt, welhe Datensätze zusammen in einer Siht dargestellt
werden.
Anwender nutzen Sihtshemata folgendermaÿen als Favoriten:
• Der Anwender wählt in einer Ausgangssiht ein Shema aus.
• BioZoom bestimmt die möglihen Sihten, die die Vorgaben des Shemas erfüllen.
Diese sind durh die Ausgangssiht und eventuelle Selektionen des Anwenders in der
Ausgangssiht eingeshränkt.
• Gibt es Alternativen, werden diese dem Anwender präsentiert. Bei einer übershau-
baren Anzahl in Form von fertig instanziierten, über Reiter anwählbare Sihten,
alternativ in Listenform mit visueller Kopplung zu den mit der Ausgangssiht ge-
meinsamen Daten. Wenn eine Wahl getroen werden muÿ, wählt der Anwender die
Zielsiht (Abshn. 5.6).
• BioZoom präsentiert dem Anwender die Zielsiht.
3
engl. bookmarks
4
BioZoom nutzt alle vorhandenen Experimentaldaten  man lädt also niht projektspezishe Expe-
rimentaldaten ein, sondern navigiert innerhalb der gesamten Datenbasis.
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Auh wenn der Einstiegspunkt des ersten Navigationsshritts der Gesamtüberblik  bei-
spielsweise die Tabelle aller Projekte  ist, kann in weiteren Shritten mit direkter Na-
vigation zwishen beliebigen einzelnen Sihten gewehselt werden (Abshn. 5.8). Es sind
keine Rükwege zu Übersihten mehr erforderlih, um ausgeblendete Datentypen für eine
andere Siht wieder einzublenden. BioZoom fügt zusätzlihe Datentypen hinzu, wenn sie
im entsprehenden Zielshema verlangt sind.
Sihtshemata können auh mit anderen Daten angewandt werden als mit denjenigen,
bei der Exploration sie erstellt wurden. Sihtshemata beziehen sih niht auf die Experi-
mentaldaten, aus denen BioZoom sie ableitete, sondern auf das Experimentaldatenmodell.
BioZoom erstellt Sihten für Sihtshemata immer aus der aktuell vorhandenen Datenba-
sis.
Wendet der Anwender Sihtshemata auf andere Daten an als auf die, bei deren Un-
tersuhung die Sihtshemata als Favoriten markiert wurden, so wird die das Sihtshema
instanziierende Siht aus dieser alternativen Datenbasis generiert. Bezogen auf Individual-
software entspriht dies einer Nutzungsoberähe, mit der in vershiedenen Arbeitssitzun-
gen untershiedlihe, aber gleih strukturierte Daten betrahtet werden. Damit sind auh
für einen generishen visual information seeking-Ansatz wie BioZoom die vordenierten
Sihten der Individualsoftware möglih.
BioZoom beginnt immer mit dem in Kapitel 4.3.2 beshriebenen generishem Gesamt-
überblik auf alle vorhandenen Experimentaldaten. Es ist immer möglih, von jeder Siht
aus zu diesem Gesamtüberblik zurükzukehren und damit den Ausgangszustand wieder
herzustellen. Dazu bietet BioZoom einen Menueintrag an.
5.6 Alternative Sihten für ein Sihtshema
Gibt es für eine gegebene Datenbasis nur eine möglihe Siht für ein Sihtshema, so ist
der Navigationsshritt eindeutig. BioZoom wehselt sofort zu dieser Siht. Das ist aber
niht immer der Fall.
Für ein gegebenes Sihtshema kann es mehrere untershiedlihe Sihten geben. Bei-
spielsweise kann der Anwender ausgehend von der Übersiht  ohne in dieser einen Pro-
teinmarker selektiert zu haben  das Sihtshema für die Proteinmarkersiht aufrufen, für
welhes untershiedlihe Instanzen existieren.
Gibt es für ein Shema genau zwei Sihten, und ist eine dieser Sihten die Ausgangssiht,
so wird der Navigationsshritt auh als eindeutig interpretiert. BioZoom wehselt dann
ebenfalls sofort zu der anderen Siht.
Existieren hingegen mehrere möglihe neue Sihten, so versuht BioZoom zunähst,
die möglihen Zielsihten durh eine eventuell vorhandene Fokussierung (also Selektion von
einer oder mehreren Objekten) der Ausgangssiht einzushränken. Wenn die ursprünglihe
Selektion des Joins auf alle niht ausgeblendeten Daten der Ausgangssiht (Abshnitt 5.4)
zu alternativen Zielsihten führt, shränkt BioZoom die Selektion auf alle fokussierten
Daten der Ausgangssiht ein. Wenn der Anwender also in der Übersiht ein Proteinmar-
kerbild ausgewählt hat, wird ihmBioZoom als Proteinmarkersiht auh nur die mit diesem
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Proteinmarkerbild anbieten.
Läÿt sih auh mit Hilfe der Fokussierung aus den Daten der Ausgangssiht und dem
gewählten Sihtshema keine eindeutige Zielsiht ableiten, muss eine erneute Selektion
durh den Anwender erfolgen. Dazu trit der Anwender eine Auswahl aus der Menge der
präsentierten Sihten. Auh hier gibt es untershiedlihe Lösungsansätze, abhängig davon,
wann der Anwender die Auswahl trit:
• vor der Instanziierung der Sihten in der Nutzungsoberähe, bevor diese vollständig
dargestellt werden
• nah der Instanziierung der Sihten in der Nutzungsoberähe
5.6.1 Auswahl nah der Instanziierung
Nah der Instanziierung der Sihten bedeutet, dass dem Anwender alle alternativen Sihten
präsentiert werden - entweder jede in einem eigenen Fenster oder in dem gleihen Fenster,
über Reiter umshaltbar (s. Abb. 5.7). Eine solhe Präsentation ist nur sinnvoll, wenn
es wenige Alternativen gibt; ansonsten steht der Anwender vor dem Problem, durh alle
möglihen Instanzen navigieren zu müssen.
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Abbildung 5.7: BioZoom kann alternative Sihten mit Reitern anzeigen.
5.6.2 Auswahl vor der Instanziierung
Oft weiÿ der Anwender aber shon bei der Wahl eines Sihtshemas, welhe Daten er damit
visualiseren und untersuhen möhte. Vielleiht ist ihm shon ein bestimmter Datensatz
aufgefallen, den er jetzt detailliert untersuhen will; oder er arbeitet die Datensätze der
Reihe nah ab. Deswegen bietet BioZoom ihm bei mehreren alternativen Instanzen eines
Sihtshemas die Möglihkeit, zwishen diesen zu wehseln. Da diese Wahl vor demWehsel
und niht  wie im vorigen Abshnitt beshrieben  nah der Instanziierung als Auswahl
stattndet, muss BioZoom den Anwender bei der Auswahl unterstützen. Die Selektion
einer Siht ist ein Navigationsshritt, und Navigation erfolgt nah (Jul und Furnas, 1997)
zielgerihtet (purposeful and direted). Um niht orientierungslos zu navigieren, benötigt
der Anwender also Hinweise auf sein Ziel. Dazu markiert BioZoom Datensätze, die in einer
Siht nur einmal auftreten dürfen - dies sind Shlüssel der alternativen Sihtinstanzen.
Abbildung 5.8 zeigt eine Markersiht. In dieser Siht werden die Proteinmarkerbilder für
ein morphologishes angezeigt - es dürfen niht mehrere morphologishe Zellbilder angezeigt
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Abbildung 5.8: Proteinmarkersiht: BioZoom markiert Fremdshlüssel pm_ursprung im Pro-
teinmarkerbild und detetedInImage in der Tabelle Cell segment mit Kontextkardinalität 1.
werden. Mit der formalen Beshreibung aus Kapitel 5.2 hat das morphologishe Zellbild in
dieser Siht also die Kontextkardinalität 1. BioZoom hinterlegt Attribute farbig, die
Shlüssel oder Fremdshlüssel einer Entität mit Kardinalität 1 sind. In Abbildung 5.8 sind
dies die Attribute pm_ursprung im Proteinmarkerbild und detetedInImage in der Tabelle
Cell segment. Diese verweisen beide auf das morphologishe Zellbild.
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Abbildung 5.9: Proteinmarkersiht: BioZoom bietet die alternativen morphologishen Zell-
bilder in einem Kontextmenu an.
Ruft der Anwender mit der Maus ein Kontextmenu auf dieser Tabelle auf (Abb. 5.9),
dann werden ihm die möglihen alternativen (Fremd-)shlüssel präsentiert. Dabei zeigt
BioZoom nur die Fremdshlüssel, die Teil der Siht sind. Wenn der Anwender also zu-
vor aus der Übersiht über den Gesamtdatenbestand auf die Daten ausgewählter Proben
fokussiert hat, so werden hier auh nur die Alternativen aus diesen ausgewählten Proben
präsentiert und niht etwa alle möglihen Shlüssel des Gesamtdatenbestandes. Hat der
Anwender dann eine Alternative ausgewählt, so wehselt BioZoom zu dieser Siht. Die-
se Siht hat das gleihe Sihtshema wie die Ausgangssiht, ist aber mit anderen Daten
gefüllt. Abbildung 5.10 zeigt, wie zwishen untershiedlihen Instanzen der gleihen Siht
navigiert wird.
Hinweise auf Informationen, deren Visualisierungen noh mindestens einen Navigati-
onsshritt von der Ausgangssiht entfernt sind, bezeihnet Pirolli (1997) als Information
sent. Für jede Zielsiht, zu denen der Anwender in einem Shritt wehseln kann, liefert die
Ausgangssiht damit einen derartigen information sent (bzw. information residue (Furnas,
1997)).
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Abbildung 5.10: Wehsel zwishen zwei Proteinmarkersihten: Der Anwender wählt eine Al-
ternative aus dem Kontextmenu, BioZoom wehselt dann zu dieser alternativen Siht.
5.7 Fallbeispiel: Ein Shema für die Detailsiht
Angenommen, der Anwender beginnt mit einem Überblik über die Experimentaldaten aus
Fallstudie Toponomis. In diesem Überblik fokussiert der Anwender das morphologishe
Zellbild. Da in der Ausgangssiht die Zellsegemente und Proteinintensitäten existieren, für
die das morphologishe Zellbild eine Grundlage ist, werden diese auh fokussiert. Der
Anwendungsexperte zoomt jetzt auf die Daten im Fokus. Die resultierende Siht zeigt
nur das morphologishe Zellbild, Zellsegmente und die Proteinintensitäten, niht aber die
Proteinmarkerbilder oder die Probe. Dann fügt der Anwender der Siht noh einen frei
wählbaren Detailausshnitt des morphologishen Zellbilds (Kap. 4.6.3) hinzu. In dieser
Siht kann der Anwender die einzelnen Segmentierungen überprüfen.
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5.7.1 Sihern als Favoriten
Die Überprüfung der Zellsegmentierung wird der Anwender niht nur für diese Daten
durhführen. In Hohdurhsatzprozessen werden groÿe Mengen von Zellbildern erfasst und
segmentiert; jedes dieser Zellbilder muss in einem Qualitätssiherungsshritt auf korrek-
te Segmentierung hin geprüft werden. Für jedes dieser Bilder die oben skizzierte Siht
zusammenzustellen, ist aber eine zeitaufwändige und monotone Aufgabe.
Hat der Anwender diese Siht erstmals zusammengestellt, so markiert er diese Siht als
Favoriten. BioZoom bestimmt (Abshnitt 5.3) das Shema dieser Siht, und der Anwender
benennt dieses eindeutig als "Detailsiht auf morphologishes Zellbild" (s. Abb 5.11).
Abbildung 5.12 zeigt das Sihtshemadiagramm der "Detailsiht auf morphologishes
Zellbild"; man sieht, dass nur Zellsegmente, das Zellbild und der dynamish erzeugte En-
titätstyp Ausshnitt eines morphologishen Zellbilds in dieser Siht dargestellt werden.
Abbildung 5.11: Der Anwender benennt das Sihtshema als "Detailsiht auf morphologishes
Zellbild".
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Abbildung 5.12: Shema der Detailsiht auf das morphologishe Zellbild.
5.7.2 Navigation mit dem Sihtshema
Angenommen, der Anwender betrahtet wieder den Überblik auf alle Experimentaldaten
und sieht eine auallend hohe Proteinintensität in der Tabelle, die er gerne überprüfen
würde. Er möhte sehen, ob das Zellsegment, innerhalb dessen gemessen ist, überhaupt
korrekt bestimmt wurde. Mit dem Sihtshema "Detailsiht auf morphologishes Zellbild"
muss er sih die Detailsiht niht erneut zusammenstellen, sondern kann mit diesem fol-
gendermaÿen direkt zur Detailsiht navigieren:
1. Der Anwender markiert die interessante Proteinintensität. Wegen der metadaten-
getriebenen engen Kopplung wählt BioZoom automatish auh das Zellsegment als
Grundlage der Proteinintensität an, ebenso das Proteinmarkerbild, in dem gemessen
wurde, das Morphologishe Zellbild und die Probe.
2. Der Anwender wählt sodann die "Detailsiht auf morphologishes Zellbild" aus der
Favoritenliste.
3. BioZoom erstellt genau eine Siht, die Detailsiht auf das ausgewählte morphologi-
she Zellbild. Sie enthält das morphologishe Zellbild, dessen Vergröÿerung und das
auf diesen projezierte interessante Zellsegment.
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4. In dieser Siht kann der Anwender prüfen, ob die Segmentierung korrekt oder der
hohe gemessene Wert das Resultat eines Bildverarbeitungsartefakts ist.
5.8 Direkte Navigation
Der vorige Abshnitt illustrierte, wie der Anwender mit Sihtshemata shnell von der
Übersiht zu spezialisierten Sihten wehseln kann. Sihtshemata erlauben aber eine di-
rekte Navigation von jeder Siht zu jeder anderen Siht - ohne von einer Übersiht ausgehen
zu müssen. Abshnitt 5.8.1 erläutert die direkte Navigation zwishen Sihten; Abshnitt
5.8.2 erläutert dies an einem Beispiel.
5.8.1 Direkte Navigation mit Sihtshemata
Abbildung 5.13: Zwei Sihten einer Individualsoftware für die Proteomanalyse. Mit Reitern
kann zwishen diesen Sihten gewehselt werden.
Während einer Arbeitssitzung wird zwishen vershiedenen Sihten auf den gleihen
Datenbestand gewehselt. Individualsoftware ermögliht dies beispielsweise durh vershie-
dene Fenster, mit denen in einer Arbeitssitzung ein Datenbestand analysiert wird. Reiter
oder andere GUI-Elemente ermöglihen den shnellen eektiven Wehsel zwishen Sihten,
wie Furnas (Furnas, 1997) ihn fordert. Abbildung 5.13 zeigt zwei Sihten einer Individu-
alsoftwareanwendung für die Proteomanalyse. Dort kann der Anwender Reiter anwählen,
um zwishen diesen (und anderen) Sihten zu wehseln.
Die Verwendung vershiedener Sihtshemata ermögliht auh für den generishen An-
satz die kurzen Navigationspfade der Individualsoftware, indem der Anwender das erste
Sihtshema wählt, die Experimentaldaten in der resultierenden Siht inspiziert, das näh-
sten Sihtshema wählt und in dessen Siht weiterarbeitet.
Dabei werden Fokussierungen und Filterungen beim Sihtwehsel beibehalten. Da Bio-
Zoom siherstellt, dass bei einem Shemawehsel für in der Ausgangssiht sihtbare En-
titätstypen keine Entitäten hinzugefügt werden, bleiben vom Nutzer zuvor ausgeblendete
Entitäten auh in der neuen Siht ausgeblendet.
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Der direkte Wehsel zwishen untershiedlihen Sihtshemata - ohne Umweg über den
Überblik - verkürzt die Navigationswege. Ohne diesen Wehsel müsste der Anwender von
einer Spezialsiht zur Übersiht zurükgehen, um von dort aus zu einer andere Spezialsiht
zu navigieren. Dabei würde er mit einem Rüksprung zur Übersiht - die denitionsgemäÿ
alle Daten zeigt - eventuelle in voraufgegangenen Arbeitsshritten durhgeführte Ausblen-
dungen verlieren.
BioZoom ermögliht die direkte Navigation von einer Untersiht zur anderen, bei der
• in der Ausgangssiht ausgeblendete Entitäten  wenn deren Entitätstypen dort prin-
zipiell sihtbar sind  ausgeblendet bleiben und
• niht in der Ausgangssiht, aber in der Zielsiht enthaltene Daten automatish er-
gänzt werden.
Dieser Navigationsshritt erweitert Shneiderman's (Shneiderman, 1996) overview rst,
zoom in, details later in overview rst, zoom in, details or related zooms later. Der An-
wender navigiert also zwishen Sihten, die untershiedlihe Ausshnitte der Experimen-
taldaten zeigen, die sih niht einmal notwendigerweise überlappen müssen.
5.8.2 Fallbeispiel Direkte Navigation
Gegeben seien zwei Sihtshemata:
• die Detailsiht auf ein morphologishes Zellbild, Zellsegmente und Vergröÿerung und
• die Markersiht auf die Proteinmarkerbilder, Zellsegmente und Proteinintensitäten
eines morphologishen Zellbildes (Abb. 5.1 auf Seite 116)
Der Anwender startet die Auswertungsumgebung BioZoom. Sie präsentiert ihm zu Beginn
die Übersiht über alle Daten (Abb. 5.14 oben links). Er markiert in der Übersiht eine
von drei Proben und wählt aus der Favoritenliste die "Detailsiht auf morphologishes
Zellbild". BioZoom erstellt nun die möglihen Sihten. Es gibt nur ein Ergebnis, weshalb
BioZoom sofort zu dieser Siht auf das morphologishe Zellbild der gewählten Probe,
dessen Vergröÿerung und die Zellsegmente (Abb. 5.14 rehts) wehselt.
In dieser Siht überprüft der Anwender die Segmentierung. Wurde ein Segment fehler-
haft detektiert, blendet er es aus. Anshliessend möhte er die Proteinmarkerbilder untersu-
hen. Da sie in der aktuellen Siht niht gezeigt sind, ist ein Sihtwehsel erforderlih. Ohne
Sihtshemata als Favoriten müsste der Anwender jetzt zur Übersiht zurükgehen und von
dort auf die Proteinmarkerbilder fokussieren. Mit Sihtshemata wählt er die Markersiht
aus der Favoritenliste. Anshlieÿend bestimmt BioZoom die neue Siht, die nur die Pro-
teinmarkerbilder, Zellsegmente und Proteinintensitäten für dieses morphologishe Zellbild
zeigt. Da Zellsegmente sowohl in der alten Detailsiht als auh in der neuen Markersiht
enthalten sind, wird das zuvor ausgeblendete Zellsegment niht wieder eingeblendet. Auh
von der Markersiht gibt es nur eine Instanz, weshalb BioZoom sofort diese neue Siht
(Abb. 5.14 unten links) zeigt.
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Abbildung 5.14: Navigationsshritte von der Übersiht über die "Detailsiht auf morphologi-
shes Zellbild" zu den "Proteinmarkerbildern".
Somit ist mit einer Interaktion  der Auswahl aus einer Liste  eine ebenso shnelle Na-
vigation zwishen Sihten wie in Individualsoftwarelösungen möglih. Wenn mit BioZoom
die Sihten einer Individualsoftwarelösung erstellt werden können, dann bietet BioZoom
auh die kurzen Navigationswege von Individualsoftwarelösungen an.
Abbildung 5.15 skizziert, welhe Navigationsshritte ohne Sihtshemata erforderlih
wären. Dabei ist zu beahten, dass
• dort mehr Navigationsshritte anfallen,
• die Detaillierungs-, Ausblendungs- und Fokussierungsshritte umfangreiher sind und
Konzentration erfordern, sowie
• eventuelle Fokussierungen bei der zwishenzeitlihen Rükkehr zum Überblik verlo-
ren gehen können.
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Abbildung 5.15: Navigationsshritte von der Übersiht zur Detailsiht, wieder zurük zur
Übersiht und dann zu den Proteinmarkerbildern.
5.9 Zusammenfassung
Dieses Kapitel stellte den Shwerpunkt der vorliegenden Dissertation vor: Sihtshemata
als Favoriten, mit denen in generishen visual information seeking-Ansätzen wie BioZoom
die spezialisierten Sihten und kurzen Navigationspfade von Individualsoftwarelösungen
realisiert werden können.
So wie Favoriten im World Wide Web (Abrams et al., 1998) nahtlos in die Browser
integriert sind, sind auh hier Ablage und Aufruf von Sihtshemata Teil der Auswer-
tungsumgebung. Während der Anwender interaktiv mit den in Kapitel 4 vorgestellten
Interaktionsmöglihkeiten durh Sihten auf Experimentaldaten navigiert, kann er jeder-
zeit Sihtshemata bestimmen lassen und als benannte Favoriten ablegen. Ebenso kann der
Anwender zu jedem Zeitpunkt diese Favoriten nutzen, um zu anderen Sihten zu wehseln.
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Die Identikation geeigneter Sihten und die Auswertung von Experimentaldaten sind
also keine getrennten Arbeitsphasen; der Anwender passt die Auswertungsumgebung durh
Anlage von Favoriten auf Sihtshemata während der Auswertung an (Stiemerling et al.,
1997).
Mit diesem end-user-development-Ansatz (Wulf und Jarke, 2004) stellt er sih eine
Bibliothek von Sihtshemata zusammen, die er mit der generishen Auswertungsumgebung
nutzen kann. Es entfällt der Entwurf und die Realisierung von Sihten durh Softwarear-
hitekten und -entwikler, wie sie bei Individualsoftwareansätzen notwendig sind:
• Ebenso wie aufgabenangemessene Sihten in Individualsoftware spezizieren anwen-
derbestimmte Sihtshemata Sihten auf Experimentdaten.
• Ebenso wie der Wehsel zwishen Sihten in Individualsoftware benötigt die Na-
vigation zu einer oder mehreren Sihten eines Sihtshemas nur eine oder wenige
Nutzeraktionen.
Möhte der Anwender von einer Siht zu einer anderen wehseln, so
• selektiert er gegebenenfalls Entitäten der Siht, die ihn auh in der neuen Siht in-
teressieren,
• wählt er das Sihtshema der neuen Siht, und
• bekommt die neue Siht präsentiert.
• Hat er in der Ausgangssiht Daten ausgeblendet, so tauhen diese in der Zielsiht
niht wieder auf.
• Im Falle mehrerer alternativer Sihten des gleihen Shemas unterstützt ihn visuelles
Feedbak bei der Auswahl seiner Zielsiht, oder er kann durh die Zielsihten blättern.
Dabei beginnt BioZoom mit einer Ausgangssiht, die alle vorhandenen Daten in einer
komprimierten Übersiht (Kap. 4.3.2) darstellt. Zu dieser Ausgangssiht kann der Anwen-
der zu jedem Zeitpunkt wieder zurükkehren.
Der generishe Ansatz ist für untershiedlihe Experimente geeignet. Dieses Kapitel
behandelte mit Fallstudie Toponomis die Proteinlokalisierung in Zellbildern; Kapitel 6
wird zeigen, wie der gleihe Ansatz die Proteomanalyse mit Elektrophoresegelen unter-
stützt.
Dabei wird die generishe Lösung mit BioZoom einzelnen Individualsoftwarelösungen
gegenübergestellt. BioZoom liefert zu den Individualsoftwarelösungen korrespondierende
Sihten und erlaubt ebenfalls die shnelle Navigation zwishen diesen. Damit kann der
generishe BioZoom-Ansatz die Individualsoftwarelösungen ersetzen.
Kapitel 6
Evaluation
Ziel dieser Arbeit ist, dass ein Anwender shnell relevante Sihten auf Experimentdaten
identizieren, zwishen ihnen navigieren und diese wiederverwenden kann. Relevant sind
die Sihten, die den Anwender bei der Analyse und Bewertung des Experiments helfen.
Dabei unterstützen ihn Sihtshemata.
Um das Erreihen dieses Ziels zu bewerten, vergleiht dieses Kapitel BioZoom mit
realisierten Indivualsoftwarelösungen untershiedliher Anwendungsgebiete. Zwei Anwen-
dungsfälle werden diskutiert; die dafür erstellte Software wird dem generishen Ansatz
dieser Arbeit gegenübergestellt.
Diese Anwendungsfälle sind
1. in den Abshnitten 6.1 bis 6.4 die Auswertung von Gel-Elektrophoreseexperimenten
(Baker et al., 2000) und
2. in den Abshnitten 6.5 bis 6.7 die Analyse mikroskopisher Zellaufnahmen, die mit
untershiedlihen Markersubstanzen behandelt wurden (Shubert, 2003).
Für beide Anwendungen existieren Individualsoftwarelösungen, die manuell erstellte Sih-
ten und Navigationsmöglihkeiten zwishen den Sihten anbieten. Die auf das Aufgaben-
spektrum der Nutzer bezogene Identikation der Sihten auf die jeweiligen Experimen-
taldaten und deren Implementierung war eine zeitintensive Aufgabe. Mit diesen Sihten
und den Navigationsmöglihkeiten zwishen ihnen werden die Ergebnisse des vorgestellten
Ansatzes verglihen.
Dazu wird gezeigt,
• bei welhen Aufgaben die Individualsoftware den Anwender unterstützt,
• mit welhen Sihten die Individualsoftware diese Unterstützung realisiert,
• wie der Anwender mit BioZoom Sihten generieren kann, die zu den Sihten der
Individualsoftware korrespondieren,
• wie der Anwender Sihten dieses Typs wiederverwenden kann und
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• wie der Anwender zwishen diesen Sihten navigieren kann.
Um diese Evaluierung durhführen zu können, wurde BioZoom als Prototyp realisiert.
Eingabedaten des generishen Prototyps sind ein Experimentaldatenmodell, die Experi-
mentaldaten und gegebenenfalls zuvor erstellte Sihtshemata.
6.1 Fallstudie B: Proteinanalyse mit Gelen
Biologen untersuhen die Untershiede von Organismen in untershiedlihen Zuständen,
beispielsweise gesunde und kranke Organismen. Diese Untershiede können im Proteom
auftreten. Das Proteom ist die Gesamtheit aller Proteine in einem Lebewesen, einem Ge-
webe, einer Zelle oder einem Zellkompartment. Ein Protein kann in einer Probe eines
gesunden Organismus in niedriger Konzentration vorhanden sein. Eine hohe Konzentrati-
on im kranken Organismus kann dann bedeuten, dass dieses Protein (Mit-)ursahe oder
Symptom der krankhaften Veränderung ist.
Das Proteom einer Probe kann mit 2D-Gelelektrophorese-Experimenten untersuht wer-
den. In derartigen Experimenten werden aus organishen Proben gewonnene Proteine in
zweidimensionale Gele eingebraht. In vershiedenen Laborarbeitsshritten werden diese
Proteine bezüglih ihres Molekulargewihts und ihres pH-Wertes in zwei Dimensionen auf-
gespannt. Das Resultat ist ein Elektrophoresegel, in dem Anhäufungen von Proteinen an
durh Gewiht und pH-Wert bestimmter Stelle mit bloÿem Auge erkennbar sind. Diese An-
häufungen werden im folgenden als Proteineken bezeihnet, da erst eine nahfolgende
massenspektroskopishe Analyse die Identität des Proteins in diesem Flek aufklärt.
Ein solhes 2D-Elektrophorese-Gel ist in Abbildung 6.1 gezeigt. Die dunklen Fleken
in diesem Bild sind die Anhäufungen von Proteinmaterial, dessen Quantität den Biologen
interessiert. Entlang der horizontalen Ahse untersheiden sih die Proteine durh ihren
pH-Gradienten; die vertikale Ahse korrespondiert zum Molekulargewiht der Proteine. Die
Position eines Proteins gibt dem Biologen also einen Hinweis, um welhes Protein es sih
handeln könnte. Man sieht, dass es viele isolierbare Proteineken gibt, aber ebenso wäh-
rend des Laborprozesses entstandene Vershmierungen der Proteinmasse. Um den Einuss
dieser Störungen zu verringern, werden von einer Probe mehrere Replikatgele angefertigt.
Diese Untershiede zwishen vershiedenen Proben festzustellen, ist Aufgabe der Bio-
logen. Im modernen Laborbetrieb werden die Gele eingesannt; Messalgorithmen bestim-
men und quantizieren die Proteineken auf den Gelen. Eine Auswerteumgebung  wie
die am Fraunhofer FIT entwikelte (Baker et al., 2000) oder kommerzielle Lösungen wie
Deniens' ProteomWeaver (Deniens, 2005)  ordnet die Proteineken der Gele unter-
shiedliher Proben einander zu. Der Biologe analysiert diese Zuordnungen. Er bewertet
die Qualität der Meÿergebnisse und Zuordnungen und identiziert potenziell biologish
relevante Veränderungen zwishen Proteinen.
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Abbildung 6.1: Ein 2D-Elektrophoresegel.
Eine für diesen Anwendungsfall am Fraunhofer FIT erstellte Individualsoftware ist PIC.
PIC zeigt die Bilder von Gelen, Zwishenergebnisse der Meÿ- und Zuordnungsalgorithmen
und die identizierten Proteineken und Zuordnungen. Es ermögliht dem Anwender eine
Qualitätskontrolle der Ergebnisse und eine shnelle Identikation quantitativ signikanter
Veränderungen zwishen Proteinkonzentrationen.
6.2 Das GREG-Verfahren für Gelexperimente
Der Biologe will diejenigen Proteine identizieren, deren Quantität in einem Referenz- und
einem Testorganismus sih signikant untersheidet. Diese Quantität wurde algorithmish
in Bildaufnahmen der Elektrophoresegele gemessen.
Es gibt vershiedene Ansätze, mit denen diese Quantitäten algorithmish gemessen
werden können (Deniens, 2005; Baker et al., 2000). Der hier genutzte Ansatz ist der von
Baker, Vogt et al (Baker et al., 2000; Vogt, 2002).
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Dort werden wegen mögliher Variabilität der Gele innerhalb einer Probe für jede Probe
mehrere Replikatgele angefertigt. Von Replikatgelen einer Probe kann erwartet werden,
dass sie im Groÿen und Ganzen die Proteine in gleiher Konzentration an gleiher Stelle
zeigen. Dennoh können zwishen den Gelen leihte Untershiede auftreten. Dies kann
durh den Laborprozess oder biologishe Variabilität verursaht sein. Deshalb werden die
Replikatgele einer Probe zusammengefasst.
Zunähst werden diese Replikatgele digitalisiert. Die dabei erfassten Bilddaten wer-
den im folgenden als Rohbilder bezeihnet. Im nähsten Shritt werden die Gelbilder in
einem pixelbasierten Verfahren aufeinander registriert. Dadurh erhält der Algorithmus
entzerrte Gelbilder mit einem pro Probe gemeinsamen Koordinatensystem. Diese ent-
zerrten Bilder werden übereinander gelegt und pixelweise addiert. Dadurh erhält man ein
Mittelwertgel. Es fasst die Gelbilder einer Probe zusammen.
Auf diesem werden Proteine mit Mitteln der Bildverarbeitung segmentiert; die Segmen-
te werden anshliessend automatish quantiziert. Am Ende dieses  bis jetzt automatish
durhgeführten Prozesses  erhält der Anwender also für jede Probe
• eine Menge von Rohgelbildern,
• für jedes Rohgelbild ein entzerrtes Bild
• ein Mittelwertgel
• eine Liste der detektierten Proteineken mit ihren quantizierten Volumina.
Ein Algorithmus (Vogt, 2002) ordnet anshliessend die Proteineken zweier Proben  Test
und Referenzorganismus  paarweise einander zu.
Aufgabe des Biologen ist nun zum einen, diejenigen einander zugeordneten Protein-
ekenpaare in Test- und Referenzorganismus zu identizieren, deren quantizierte Volu-
mina sih um mehr als einen bestimmten Faktor untersheiden. Bei diesen Proteineken
sheint es einen signikanten Untershied zwishen den Organismen zu geben.
Zum anderen muss der Biologe prüfen, ob diese algorithmish vorgenommenen Segmen-
tierungen, Messungen und Zuordnungen auh vertrauenswürdig sind. Kein Algorithmus
modelliert und erkennt vollständig und fehlerfrei die möglihen Proteinverteilungen in allen
möglihen Elektrophoresegelen. Deswegen muss der Biologe immer die Möglihkeit haben,
zu prüfen, ob die algorithmish bestimmten Ergebnisse auh korrekt sind. In Hohdurh-
satzverfahren muss er pro Tag viele Experimente mit jeweils Tausenden von Proteineken
begutahten. Jeden einzelnen Proteinek manuell zu analysieren würde prohibitiv viel
Zeit kosten. Deshalb wählt der Biologe zunähst die interessanten Proteineken aus und
analysiert anshliessend nur diese.
Abb. 6.2 zeigt das Experimentaldatenmodell derartiger Elektrophoresexperimente. In
den hier betrahteten Anwendungsfällen gibt es immer zwei Proben, im folgenden Test-
und Referenzprobe genannt.
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Abbildung 6.2: Experimentaldatenmodell für replikatbasierte Gelelektrophoresexperimente.
6.2.1 Ziele der softwaregestützten Analyse
Der Biologe untersuht die Experimentaldaten, um folgende Fragen zu beantworten :
1. Ist die Entzerrung von Gelbildern einer Probe korrekt? Wenn die algorithmishen
Entzerrungen fehlerhaft waren, basieren alle weiteren Ergebnisse auf fehlerhaften
Daten.
2. Zeigen beide Proben den selben Ausshnitt, also den gleihen Bereih von pH-Werten
und Molekulargewiht? Wenn Elektrophoresegele fehlerhaft erfasst werden  bei-
spielsweise falshe Ausshnitte eingesannt werden  sind niht nur einzelne Pro-
teineken fehlerhaft einander zugeordnet, sondern fast alle Proteineken.
3. Hat der Algorithmus (Vogt, 2002) die Proteineken der beiden Proben global rihtig
einander zugeordnet? Stimmt die Zuordnung abgesehen von einzelnen Ausreiÿern,
oder traten dabei systematishe Fehler auf ?
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4. Welhe einander zugeordneten Proteineken untersheiden sih signikant bezüglih
ihres quantizierten Volumens ?
5. Wurden diese Proteineken korrekt einander zugeordnet?
6. Wurden diese Proteineken korrekt gemessen und segmentiert?
Individualsoftware wie PIC oder generishe Lösungen wie BioZoom ermöglihen dem An-
wender die Beantwortung dieser Fragen. Dies wird im folgenden durh kognitive Durhgän-
ge (Wharton et al., 1994)
1
demonstriert. Shneiderman (2002) beshreibt einen kognitiven
Durhgang folgendermaÿen:
"`Die Experten simulieren Anwender, die sih beim Durhführen typisher Aufgaben
der Shnittstelle bedienen. Häuge Aufgaben sind ein Ausgangspunkt, [...℄. Eine Form von
Simulation des Anwender-Alltags sollte ebenfalls Teil des Expertenreviews sein. Kognitive
Durhgänge wurden für Interfaes entwikelt, die mittels explorativem Browsing erlernt
werden können, aber sie sind auh nützlih für Interfaes, die grundlegendes Training er-
fordern. Ein Experte könnte den Durhgang für sih alleine erforshen, ..."
Neben kognitiven Durhgängen existieren viele vershiedene Möglihkeiten, Navigati-
onsansätze zu bewerten. Shneiderman (1998) führt
• weitere Überprüfungen durh Experten  beispielsweise aufgrund bestimmter Ent-
wurfsregeln,
• Usability Tests in Usability Laboren (Gould, 1988),
• Umfragen (Chin et al., 1988),
• Akzeptanztests,
• Evaluation während des Betriebs sowie
• kontrollierte psyhologishe Experimente (Barnard, 1991)
auf. Die Aufgaben, die mit den hier vorgestellten Ansatz gelöst werden sollen, sind sehr
spezialisiert und erfordern für eine sinnvolle Bewertung ein tiefes Verständnis der Anwen-
dungsdomäne. Auf Bewertungsmethoden, die auf Nutzer angewiesen sind, wie Usability
Tests, Akzeptanztests und Umfragen wurde deswegen verzihtet. Eine Evaluation wäh-
rend eines realen Betriebs ist mit dem vorliegenden Prototypen niht möglih. Aus diesem
Grunde wurde für die Bewertung der kognitive Durhgang gewählt.
Das konkrete Experiment, anhand dessen die walkthroughs durhgeführt werden, enthält
jeweils drei Replikatgele für Test- und Referenzprobe. Diese wurden entzerrt und zu jeweils
einem Mittelwertgel pro Probe zusammengefasst. In diesen beiden Mittelwertgelen wurden
Proteineken segmentiert, quantiziert und paarweise einander zugeordnet.
1
ognitive walkthrough
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6.3 Kognitiver Durhgang: PIC
PIC bietet dem Biologen untershiedlihe Sihten auf die Daten:
• die Referenzsiht als Siht auf die Bilddaten der Referenzprobe (Abb. 6.3, S. 143),
• eine Testsiht genannte analoge Siht auf die Daten der Testprobe,
• eine Tabellensiht (Abb. 6.4, S. 144) auf die quantitiativen Merkmale der einander
zugeordneten Proteineken und
• eine Zuordnungssiht (Abb. 6.5, S. 145) auf eine Überlagerung und Gegenüberstel-
lung der Gele beider Proben.
SelektierterProteinfleck
in den Rohgelbildern
Selektierter Proteinfleck
im Mittelwertgel
Abbildung 6.3: Referenzsiht in PIC.
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6.3.1 Entzerrung korrekt?
Die Entzerrung der Gele der Referenzprobe überprüft der Biologe in der Referenzsiht
(Abb. 6.3). Diese zeigt in der Mitte ein Bild an. Mit einem Kontextmenü bestimmt der
Biologe, ob dieses Bild das Mittelwertgel oder eines der entzerrten Bilder der Referenzprobe
zeigt. Mit diesem Kontextmenü wehselt er zwishen den entzerrten Bildern und prüft so
visuell, ob diese übereinander liegen. Anshlieÿend wehselt der Biologe zur Testsiht. Sie
zeigt die Bilddaten der Testprobe. Auh hier prüft er die Korrektheit der Entzerrung auf
die gleihe Weise.
6.3.2 Gleiher Ausshnitt in beiden Proben?
Anshlieÿend wählt der Biologe die Tabellensiht (Abb. 6.4) an. PIC zeigt in dieser Siht
eine Überlagerung der Mittelwertgelbilder von Referenz- und Testprobe, eine Tabelle von
Proteinekenpaaren und einen Überblik über die Daten. Auÿerdem können hier Anfra-
gen formuliert werden, um hoh- oder niedrigregulierte Proteineken in der Tabelle zu
selektieren. Die Überlagerung oben links liefert einen Hinweis darauf, wie gut Test- und
Referenzprobe einander zugeordnet wurden. Durh semitransparente Darstellung in Kom-
plementärfarben sind überlappende Proteineken  wie in der Mitte des Gels erkennbar
shwarz dargestellt.
In dieser Siht überzeugt sih der Biologe mit einem ersten Blik auf die Überlagerung
(Abb. 6.4 oben links) der Mittelwertbilder davon, ob der Algorithmus die Proteineken
beider Proben im groÿen und ganzen rihtig aufeinander abgebildet hat.
Auswahlhochregulierter
Proteinflecken
Verhältnis Volumina
Referenz/Test
Überlagerung Mittelwertgel
von Test und Referenz
Abbildung 6.4: Tabellensiht in PIC.
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Zuordnungenvon
Referenz- zu Testprobe
Referenzbilder Testbilder
Abbildung 6.5: Zuordnungssiht in PIC.
6.3.3 Global rihtige Zuordnung von Proteineken
Im nähsten Shritt wehselt der Biologe in die Zuordnungssiht (Abb. 6.5). Sie zeigt die
Zuordnung von Proteineken in Referenz- und Testprobe. In der oberen Hälfte werden
die Flekpositionen in beiden Proben überlagert dargestellt. Einander zugeordnete Protein-
eken werden durh Linien verbunden. Die untere Hälfte stellt links ein Bild des Referenz-
und rehts ein Bild des Testdatensatzes einander gegenüber. Das darzustellende Bild wählt
der Anwender durh ein Kontextmenü.
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TabellensichtReferenzsicht Zuordnungssicht
Testsicht
Entzerrung
korrekt?
GleicherAusschnitt Global richtige Zuordnung?
Signfikant
verändertes
Proteinvolumen?
Zuordnung korrekt?
Segmentierung
korrekt?
Abbildung 6.6: Navigation in PIC.
In dieser Siht erhält der Biologe eine weitere grobe Übersiht über die Zuordnungs-
qualität; diese wird ihm durh die Überlagerung der Proteineken und der Visualisierung
der Zuordnungen gegeben. Bei rihtigen Zuordnungen gibt es keine groÿen Änderungen der
Vektorenrihtungen von Proteineken im Referenz- zu ihrem Pendant im Testgel. Durh
Unstetigkeiten bei der Zuordnung erkennt der Anwender also eventuelle falshe Zuordnun-
gen von Proteineken in Referenz- und Testgel.
6.3.4 Signikant verändertes Proteinvolumen?
Der Biologe wehselt wieder in die Tabellensiht (Abb. 6.4). Hier wählt er über die Shalt-
ähen im rehten oberen Viertel jene Proteineken aus, die um mindestens das vierfahe
hohreguliert sind. Das Ergebnis sind 101 ausgewählte Proteineken. Diese 101 Prote-
ineken wurden also sowohl in der Referenz- als auh in der Testprobe identiziert und
paarweise einander zugeordnet. In der Testprobe haben sie mindestens das vierfahe Volu-
men. Sie werden nun automatish in allen Bildern visuell markiert.
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6.3.5 Überprüfung der einzelnen Zuordnungen
Um die einzelnen Zuordnungen zu bewerten, wehselt der Biologe erneut in die Zuordnungs-
siht (Abb. 6.5). Die untere Hälfte der Siht zeigt Bilder von Referenz- und Probendaten-
satz, in denen die hohregulierten Proteineken visuell hervorgehoben sind. Der Anwender
überprüft diese interessanten Zuordnungen der Reihe nah durh visuellen Vergleih der
einander zugeordneten Proteineken im linken und rehten Bild.
6.3.6 Überprüfung der Segmentierung in Test- und Referenzsiht
Für die ausgewählten Proteineken bewertet der Anwendungsexperte die Segmentierungs-
qualität. Dazu wehselt er zunähst wieder in die Referenzsiht (Abb. 6.3).
Die Punkte auf dem Gel zeigen an, wo die Bildverarbeitungsalgorithmen Proteineken
gefunden haben. Umkreist sind die Proteineken, die vom Anwender in einem Selekti-
onsshritt ausgewählt wurden. Der untere Bereih zeigt wahlweise Ausshnitte der Roh-
bzw. entzerrten Gele um einen Proteinek herum, den der Anwender interaktiv gewählt
hat. In diesem Beispiel sieht der Biologe die drei Rohgelausshnitte um den ausgewählten
Proteinek. Damit erkennt er, dass der Proteinek in allen drei Rohgelen vorhanden ist 
also ist ausreihend Evidenz in den Rohdaten, um diesen Proteinek weiterhin zu auszu-
werten. Findet er in den Rohdaten keine Evidenz, deselektiert er diesen Proteinek über
ein Kontextmenü. Analog existiert eine Testsiht, die die Bilddaten der Testprobe zeigt.
Auh hier überprüft der Anwender die Segmentierungsqualität auf diese Weise.
Abb. 6.6 fasst die vorgestellten Shritte zwishen den einzelnen Sihten zusammen und
zeigt, in welher Reihenfolge welhe Aufgaben in welher Siht durhgeführt werden.
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6.4 Kognitiver Durhgang: BioZoom für Gele
Der folgende Abshnitt zeigt, wie ein Anwender mit BioZoom Sihten zusammenstellen
kann, die den Sihten von PIC entsprehen. Auÿerdem wird vorgestellt, wie er diese Sihten
mit Sihtshemata für Visualisierung und Navigation wiederverwenden kann.
Abbildung 6.7: Überblik auf Gelexperimente mit BioZoom. Experimentkennung, Rohgele,
entzerrte Gele, Mittelwertgele, Proteineken und deren paarweise Zuordnung auf einen Blik.
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6.4.1 Überblik der Experimentaldaten
Gemäÿ dem Mantra der Informationsvisualisierung (Shneiderman, 1996) zeigt BioZoom
dem Anwender zu Beginn einen Überblik über die Daten eines Gelelektrophoreseexperi-
ments (Abbildung 6.7). Dieser zeigt von oben nah unten
• tabellarishe Experimentaldaten,
• die Rohgele - links die drei der Referenzprobe, rehts die drei der Testprobe,
• entzerrte Gele - links die drei der Referenzprobe, rehts die drei der Testprobe,
• die beiden Mittelwertgele - links die Referenzprobe, rehts die Testprobe,
• die Meÿwerte der a. 2000 automatish detektierten Proteineken und
• die Zuordnungen der Proteineken als Tabelle von Flekenpaaren.
Für diese alle Experimentaldaten zeigende Siht wird von BioZoom automatish das
Sihtshema "Überblik" angelegt.
6.4.2 Entzerrung korrekt?
Der Anwender möhte für Referenz- und Testprobe getrennt prüfen, ob die Arbeitsshritte
von der Erfassung der Rohgele über die Entzerrung bis zur Erstellung des Mittelwertgels
korrekt durhgeführt wurden. Dazu fokussiert er zunähst auf die Experimentaldaten der
Referenzprobe, Abb. 6.8 zeigt dann deren Mittelwert-, Roh- und entzerrte Gele. Auh die
im Mittelwertbild der Referenzprobe detektierten Proteineken gehören zu dieser Siht,
niht aber die in der Testprobe bestimmten.
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Abbildung 6.8: Die Entzerrungskontrolle.
Auh die Tabellen für Rohbild, entzerrtes Gelbild und Mittelwertbild enthalten nur
noh die Daten dieser Probe. Zusätzlih fügt der Anwender dieser Siht eine Detaillierung
(Kap. 4.6.3) zu; die entzerrten Gelbilder werden zu einer Animation (Kap. 4.6.3) zusam-
mengefasst. Diese Animation  in Abb. 6.8 die dritte Reihe von oben  zeigt naheinander
die einzelnen entzerrten Gelbilder; damit fallen Abweihungen dem Anwender shnell ins
Auge. Vergleiht man diese generishe BioZoom-Siht mit der Individualsoftware (Abb.
6.3), so fällt das untershiedlihe Layout ins Auge. Die von BioZoom automatish ge-
nerierten Ansihten stellen alle Bilder mit gleiher Höhe dar, auh wenn die Höhe von
Bildreihen in BioZoom pro Reihe manuell justierbar ist. Die Individualsoftware PIC stellt
das Mittelwertgel von vornherein deutlih gröÿer als die anderen Gele dar. PIC zeigt nur
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eine Art Einzelgele an - entweder entzerrte oder Rohgele. Mit beiden Sihten - der von PIC
und der von BioZoom - kann der Anwender die Korrektheit der Entzerrung überprüfen.
Diese so erstellte Siht will der Anwender wiederverwenden, weshalb er sie als Sihtshe-
ma mit dem Namen Entzerrungskontrolle sihert. Die Struktur dieses Sihtshemas ist in
Abb. 6.9 gezeigt. Verglihen mit dem Experimentaldatenmodell (Abb. 6.2) wurden opera-
tionsspezishe Entität- und Beziehungstypen hinzugefügt sowie die Kardinalität der Mit-
telwertgele geändert. Dieses Sihtshema verwendet der Anwender gleih darauf: BioZoom
bestimmt, dass es zwei möglihe Sihten für dieses Shema gibt: die gerade eingenommene
Siht auf die Testprobe sowie eine Siht auf die Referenzprobe. Hat der Anwender beide
Sihten konsultiert, so kann er zurük in den Überblik wehseln.
Abbildung 6.9: Das Sihtshema der Entzerrungskontrolle.
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Abbildung 6.10: Überlagerung der Mittelwertgele mit BioZoom.
6.4.3 Gleiher Ausshnitt in beiden Proben
Durh eine Überlagerung der Mittelwertgele kann der Anwender überprüfen, ob Test- und
Referenzprobe ungefähr den gleihen Ausshnitt für deren pH-Wert und Molekulargewiht
anzeigen. Wie in PIC werden die beiden Mittelwertgele in transparenten Komplementär-
farben übereinander gezeihnet; wo beide Proteineken vorweisen können, ist der Bereih
dadurh shwarz eingefärbt. Ausgehend vom Überblik fokussiert der Anwender dafür auf
die Mittelwertgele. Diese beiden detailliert er  wie in Kap. 4.6.3 beshrieben  durh eine
Überlagerung. Diese Siht ist in Abb. 6.10 gezeigt; anhand der transparente Überlagerung
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(unten) der beiden Mittelwertgele (oben) prüft der Anwender, ob diese den gleihen Aus-
shnitt zeigen. Die Überlagerung der Mittelwertgele ist in der Individualsoftware PIC ein
Bestandteil der in Abb. 6.4 dargestellten Tabellensiht.
Diese Siht sihert er als Sihtshema unter dem Namen Mittelwertgelüberlagerung.
Dessen Sihtshema ist in Abb. 6.11 gezeigt; Sihten mit diesem Shema enthalten nur
Mittelwertbilder sowie eine Überlagerung dieser Mittelwertbilder.
Abbildung 6.11: Sihtshema der Mittelwertgelüberlagerung.
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6.4.4 Globale Zuordnung von Proteineken
Abbildung 6.12: Globale Zuordnungsiht.
In PIC konnte der Anwender in Siht 6.5 die Zuordnungen zwishen einzelnen Pro-
teineken der beiden Proben visuell untersuhen. Dabei überprüft er, ob Proteineken
korrekt einander zugeordnet wurden. Er führt dies in zwei Arbeitsshritten durh:
• eine erste Überprüfung der Proteinekzuordnungen erfolgt visuell anhand der Ho-
mogenität der Zuordnungen. Werden Glyphen vershiedener Proben auf das gleihe
Bild projeziert und deren Zuordnungen durh Linien visualisiert, gibt der Verlauf
dieses Vektorfeldes Hinweise auf die Korrektheit der Zuordnung. Weisen benahbarte
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Linien stark untershiedlihe Längen bzw. Rihtungen auf, ist ein Zuordnungsfehler
wahrsheinlih;
• eine detaillierte Überprüfung anhand der Proteineken in Mittel- und Rohgelen
erfolgt später (Abshn. 6.4.6) für ausgewählte Zuordnungen.
Für die erste Überprüfung aktiviert der Anwender in der aktuellen Mittelwertüberlagerung
die Darstellung der Zuordnungen zwishen Proteineken. Abb. 6.12 zeigt diese Siht.
Anhand dieser als Linien visualisierten Zuordnungen gewinnt der Anwender genau wie in
PIC einen ersten Eindruk über das Gesamtbild der Zuordnungen. Diese generishe Siht
von BioZoom bietet die gleihe Funktionalität wie die Zuordnungssiht von PIC (Abb.
6.5).
Auh diese Siht möhte der Anwender später erneut verwenden, weshalb er sie als
Sihtshema globale Zuordnungssihtsihert (s. Abb. 6.13).
Abbildung 6.13: Shema der globalen Zuordnung.
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6.4.5 Signikant verändertes Proteinvolumen ?
Der Biologe interessiert sih nur für Proteineken, deren Quantität sih zwishen Test-
und Referenzprobe signikant untersheidet. Diese Proteineken wählt er aus, indem er
in der Tabelle der Zuordnungen eine Auswahl trit. Sie enthält Datensätze, die jeweils
einen Proteineken der Test- mit einem Proteineken der Referenzprobe verbinden. Zu
den Attributen dieser Datensätze gehört die numerishe Ratio der Quantitäten der beiden
Proteineken. Wenn der Anwender beispielsweise alle Tabelleneinträge ausltert, die ei-
ne Ratio zwishen 0.25 und 4 haben, bleiben nur die Einträge übrig, bei denen sih das
Volumen des Proteinekens mindestens geviertelt oder vervierfaht hat. Wenn der An-
wender auf diese Weise Zuordnungen ausltert, werden die zugeordneten Entitäten  die
Proteineken  ebenfalls ausgeblendet.
Eine solhe Tabelle ndet sih in allen Sihten, die Proteineken vershiedener Proben
zeigen  in der Übersiht, aber auh in der eben vorgestellten Zuordnungssiht. Der Anwen-
der kann also innerhalb der Zuordnungssiht bleiben und dort auf die Einträge der Zuord-
nungstabelle fokussieren, deren Ratio ausreihend groÿ oder klein ist. Diese BioZoom-Siht
bietet die Filter-Funktionalitäten der PIC-Tabellensiht (Abb. 6.4). Wenn man die PIC-
Tabellensiht betrahtet, sieht man allerdings, das dort die Filter-Funktionalitäten weniger
Interaktionen erfordern als in der generishen Lösung. In BioZoom muss der Anwender
noh Datensätze sortieren und markieren, während er in der Speziallösung PIC mit einer
Aktion aus einem Auswahlmenü den gewünshten Hohregulierungsfaktor auswählen kann.
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Abbildung 6.14: Detailzuordnung.
6.4.6 Detaillierte Überprüfung der Zuordnung
Diese Zuordnungen von Proteineken möhte der Anwender detailliert überprüfen. Zu
diesem Zwek
• blendet er die Mittelwertgelüberlagerung aus,
• fokussiert er auf ein Gel,
• ergänzt er diese Siht  die nur ein Mittelwertgel und die Proteineken zeigt, auf die
er zuvor fokussiert hat  um eine Detaillierung durh Ausshnitte um die selektierten
Proteineken. Da nur noh die Glyphen sihtbar waren, deren Proteineken sih
zwishen den Proben signikant untersheiden, gibt es jetzt um jede dieser Glyhpen
eine Vergröÿerung ihrer lokalen Umgebung.
In der in Abb. 6.14 gezeigten Siht kann der Anwender für jede dieser Segmentierungen
überprüfen, ob diese korrekt sind. Dieser Aufwand wäre bei einer Überprüfung aller Seg-
mentierungen deutlih gröÿer. In PIC (Abb. 6.5) nutzt der Anwender für das Überprüfen
der korrekten Segmentierung der ausgewählten Proteinpaare die Zuordnungssiht, die ne-
ben der Zuordnung, dem Referenz- und Testgel auh die lokale Umgebung der Proteine
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Abbildung 6.15: Shema der Detailzuordnung.
eines ausgewählten Proteinpaares anzeigt. Mit BioZoom wehselt der Anwender über Rei-
ter zwishen Referenz und Testgel und überprüft so die Segmentierung. Auh diese Siht
sihert der Anwender als Sihtshema Detailzuordnung (s. Abb. 6.15). Man sieht, dass meh-
rere Ausshnitte eines Mittelwertbilds hinzugefügt wurden, wobei jeder Ausshnitt genau
einem Proteineken zugeordnet ist.
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Abbildung 6.16: Segmentierungskontrolle mit BioZoom.
6.4.7 Segmentierungskontrolle
Im vorigen Shritt prüfte der Anwender, ob die Proteineken im Mittelwertgel korrekt
segmentiert wurden. Um Fehler und Artefakte auszushliessen, wird er diese Proteineken
noh bis in die Rohdaten verfolgen. Eventuell wurden überlappende Fleken niht sauber
getrennt, oder die Abgrenzung zum vershmierten Hintergrund war niht erfolgreih.
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Um dies zu testen, wehselt der Anwender zunähst in den Überblik, indem er dessen
Sihtshema aufruft; die Auswahl der relevanten Proteineken bleibt dabei erhalten. Im
Überblik fokussiert er auf die Bilder der Referenzprobe. Die resultierende Siht zeigt dann
die ausgewählten Proteineken, die Roh- und entzerrten Gele ebenso wie das Mittelwert-
gel. Diese Siht detailliert er mit jeweils einer frei wählbaren Vergröÿerung.
Diese in Abb. 6.16 gezeigte Siht sihert er als Sihtshema mit dem Namen Segmen-
tierungskontrolle. Nahdem er die Daten der Referenzprobe untersuht hat, ruft er dieses
Sihtshema erneut auf. Wieder gibt es zwei möglihe Instanzen  für Referenz- und Test-
probe  , und der Anwender wählt die Testprobe. Am Ende dieser Navigationsshritte
sind nur noh die vom Anwender hoh- oder niedrigregulierten ausgewählten, auf die Kor-
rektheit ihrer Segmentation geprüften und rihtig einander zugeordneten Paare von Pro-
teineken in der Auswahl. Diese Proteineken weisen jetzt auf interessante Untershiede
im Proteom von Referenz- und Testorganismus hin. Weitergehende Shritte im Labor wie
massenspektroskopishe Untersuhungen klären auf, um welhes Protein es sih handelt.
Mit diesem Wissen kann der Biologe interpretieren, weshalb diese Veränderung auf-
tritt, was sie bedeutet und wie sih dieses Wissen für Forshung und Entwiklung in den
Lebenswissenshaften nutzen läÿt.
6.4.8 Zusammenfassung Fallstudie Proteinanalyse mit Gelen
Mit den geshilderten Shritten stellte der Anwender folgende Sihten zusammen und si-
herte sie als Sihtshemata:
• den Überblik (Abshn. 6.4.1), der alle Experimentaldaten zeigt,
• jeweils eine Entzerrungskontrolle (Abshn. 6.4.2) für die Test- und Referenzprobe,
• die Mittelwertgelüberlagerung in Abshnitt 6.4.3,
• die globale Zuordnungssiht, in der der Anwender einen ersten Eindruk der Zuord-
nungen gewinnt (Abshn. 6.4.4) und anshliessend die signikant veränderten Prote-
ine identiziert (Abshn. 6.4.5),
• die Detailzuordnung (Absh. 6.4.6), in der der Anwender diese interessierenden Zu-
ordungen inspiziert und
• die Segmentierungskontrolle (Abshn. 6.4.7) jeweils für Test- und Referenzprobe, in
welher der Anwender die Proteineke dieser Zuordnungen in den Rohgelen validiert.
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Abbildung 6.17: Individualsoftware PIC (oben) und generishes BioZoom (unten).
Es ist also möglih, mit dem generishen Werkzeug BioZoom die Funktionalität der
Individualsoftware PIC nahzubilden und  mit Sihtshemata  auh Sihten wiederzu-
verwenden. Abb. 6.17 stellt zusammenfassend die Sihten der Individualsoftware PIC der
generishen BioZoom-Lösung gegenüber:
• Entzerrungs- und Segmentierungskontrolle der PIC-Referenz- und PIC-Testsiht er-
laubt BioZoom im Überblik, der Überlagerungssiht, der Segmentierungskontroll-
und der Entzerrungskontrollsiht.
• Volumenvergleih und Überprüfung auf gleihen Ausshnittsbereih zugeordneter
Proteineken analog zur PIC-Tabellensiht bietet BioZoom mit der Detailzuord-
nung.
• Die Überprüfung globaler und einzelner Zuordnungen der PIC-Zuordnungssiht er-
mögliht BioZoom in der Segmentierungskontrolle und der globalen Zuordnungs-
siht.
In PIC kann der Anwender shnell  mit einem Mausklik  zwishen vershiedenen Sihten
wehseln. Wie shnell zwishen den Sihten in BioZoom gewehselt werden kann, wird im
folgenden diskutiert.
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Abbildung 6.18: Navigation mit Sihtshemata für die Auswertung von Gelelektrophoreseex-
perimenten.
Abb. 6.18 zeigt die Navigationsshritte zwishen Sihten in BioZoom. Bei der Auswer-
tung des ersten Experiments führt der Anwender die einzelnen Shritte noh mit einzelnen
Fokussierungs-, Filterungs- und Detaillierungsoperationen durh. Sobald er aber Favori-
ten für die einzelnen Sihten angelegt hat, kann er diese für shnelle Navigation nutzen.
Er wählt einen Favoriten anhand eines Bezeihners aus einer Liste aus. Danah bestimmt
BioZoom die möglihen Sihten, die aus den Experimentaldaten zusammengestellt werden
können und den Vorgaben des Sihtshemas entsprehen.
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Für Überblik, Mittelwertüberlagerung und die Zuordnungssihten  also alle Sihten,
die beide Proben zeigen  sind die möglihen Instanzen immer eindeutig; es gibt nur je-
weils eine Siht mit dem gewählten Shema. Damit wehselt BioZoom sofort nah der
Favoritenauswahl in diese Siht. Für Entzerrungs-, detaillierte Überprüfung und Segmen-
tierungskontrolle existieren Alternativen als Siht auf die Daten der Referenz- sowie der
Testprobe. Zwishen diesen Sihten kann der Anwender durh Auswahl des entsprehenden
Reiters wehseln.
Mit Sihtshemata kann der Anwender also
1. für die Experimentauswertung geeignete Sihten identifzieren und wiederverwenden
und
2. zwishen diesen mit wenigen Interaktionen navigieren.
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6.5 Fallstudie C: Mikroskopieaufnahmen von Zellen
Fallstudie C behandelt die Qualitätskontrolle für Mikroskopieaufnahmen von Zellen. Ähn-
lih wie in Fallstudie Toponomis werden in diesem Experiment vershiedene Mikrosko-
pieaufnahmen einer Zellprobe erstellt und mit Bildverarbeitungsalgorithmen analysiert:
1. Zunähst wird ein morphologishes Zellbild der Probe bei normalem Liht aufgenom-
men.
2. Anshliessend wird eine Markersubstanz auf die Probe getragen und optish ange-
regt. Wie in Fallstudie Toponomis markiert diese Substanz spezshe Bestandteile
der Probe wie den Zellkern oder bestimmte Proteine. Diese markierten Bereihe uo-
reszieren. Von dieser angeregten Probe wird ein Proteinmarkerbild aufgenommen.
3. Dieses Proteinmarkerbild wird von einem Bildverarbeitungsalgorithmus prozessiert;
das Resultat ist ein glattgerehnetes Proteinmarkerbild.
4. Die Probe wird von der Markersubstanz gereinigt und das gereinigte morphologishe
Zellbild wird photographiert.
5. Diese Shritte werden für jede Markersubstanz wiederholt, der resultierende Lauf
besteht aus je einem morphologishen Zellbild, einem Proteinmarkerbild, einem gerei-
nigten morphologishen Zellbild und einem glattgerehneten Proteinmarkerbild. Diese
Wiederholung wird als Markierungsshritt bezeihnet.
Abb. 6.19 (S. 165) modelliert dieses Experiment in einem Entity-Relationship-Diagramm.
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Abbildung 6.19: ER-Diagramm der Fallstudie C.
Diese Experimentaldaten werden in automatisierten Laborprozessen erfasst. Später wer-
den sie in komplexen statistishen Auswertungsverfahren (Shubert, 2003) verwendet. Doh
zuvor führt ein menshliher Experte eine Qualitätssiherung durh.
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Dazu gehört, zu prüfen, ob
• alle Bilder erfasst und berehnet wurden. Die Bilder eines Laufes werden in einem
komplexen, auf mehrere Laborroboter und Rehner verteilten Prozess gewonnen. Es
ist niht auszushliessen, dass dabei gelegentlih ein Bild niht korrekt erfaÿt bzw.
abgelegt wird.
• die erfaÿten und berehneten Bilder korrekt sind. Selbst wenn die Bilder vollständig
sind, kann ein Fehler bei der Aufnahme oder bei der Berehnung aufgetreten sein.
• während des Markierung oder Reinigung die Probe verändert wurde. Der Reinigungs-
vorgang ist ein physikalisher Prozess, bei dem sih unter Umständen Probematerial
von der Probe lösen kann.
6.6 Kognitiver Durhgang: MELKSape
Für die informationstehnishe Unterstützung des Anwenders wurde mit MELKSape
eine Individualsoftwarelösung entwikelt. MELKSape bietet dem Anwender geeignete
Sihten und über Reiter shnelle Navigationsmöglihkeiten zwishen des Sihten. Der fol-
gende kognitive Walkthrough durhMELKSape zeigt, wieMELKSape den Anwender
unterstützt.
6.6.1 Vollständigkeit der Experimentaldaten
Zunähst überprüft der Anwender, ob alle Bilder erfaÿt und berehnet wurden. Die Erfas-
sung und Berehnung erfolgen in einer automatisierten Umgebung. In diesem Arbeitsshritt
prüft erstmals ein Anwender, ob diese Prozesse vollständig durhgeführt wurden. In Abb.
6.20 sieht man den Überblik über alle Bilddaten eines Experiments. Jede Spalte dieser
Matrix zeigt Bilddaten eines Typs. Jede Zeile zeigt die Bilder eines Arbeitsshrittes, von
links nah rehts das morphologishe Zellbild, ein Proteinmarkerbild, das morphologishe
Zellbild nah der Reinigung sowie zwei aus dem Proteinmarkerbild berehnete Bilder.
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Abbildung 6.20: Vollständigkeit: Die Überblikssiht von MELKSape.
6.6.2 Korrektheit der Experimentaldaten
Der Anwender überprüft für jeden Markierungsshritt visuell, ob das morphologishe Zell-
bild, das gereinigte morphologishe Zellbild und das Proteinmarkerbild rihtig erfasst wur-
den. Ebenso vergleiht er das Proteinmarkerbild mit dem glattgerehneten Proteinmarker-
bild.
Dafür bietet MELKSape dem Anwender die Markierungsshrittsiht (Abb. 6.21).
Diese Siht zeigt die vershiedenen Bilder eines Markierungsshrittes. Mit Vergröÿerungs-
möglihkeiten, die die gleihen Ausshnitte vershiedener Bilder zeigen, vergleiht er die
Bilder detailliert.
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Abbildung 6.21: Korrektheit: MELKSape-Markierungsshrittsiht.
6.6.3 Veränderungen der Probe
Während der Reinigung oder Markierung kann die Probe verändert werden. So können
sih z.B. Zellen lösen und mit jedem Reinigungsvorgang ein weiteres Stük über die Probe
geshoben werden. Mit der in Abb. 6.22 gezeigten Animationssiht kann der Anwender
diese Veränderungen untersuhen. Diese Siht zeigt im Überblik und Detail animiert die
einzelnen morphologishen Zellbilder. Änderungen fallen dadurh sofort auf.
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Abbildung 6.22: Veränderungen der Probe: MELKSape-Animationssiht
Eine weiterere Möglihkeit, Proben auf Veränderungen zu untersuhen bietet die in
Abb. 6.23 gezeigte Maskensiht von MELKSape. Sie zeigt sequentiell alle morphologi-
shen Zellbilder vor und nah dem jeweiligen Reinigungsshritt. In dieser Siht kann der
Anwender für die Bilder Dierenzbilder anfordern. In den Dierenzbildern treten Unter-
shiede späterer Aufnahmen zum ersten morphologishen Zellbild deutlih auf; wodurh
der Anwender die Untershiede durh visuelle Inspektion erkennt.
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Abbildung 6.23: Veränderungen der Probe: MELKSape-Maskensiht
Zusätzlih kann der Anwender hier Bereihe des Bildes manuell markieren und ausmas-
kieren, die in späteren Untersuhungen niht mehr verwendet werden sollen. Damit werden
beispielsweise verunreinigte Bereihe aus nahfolgenden Auswertungsshritten entfernt.
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6.7 Kognitiver Durhgang: BioZoom für Zellbilder
BioZoom bietet ebenfalls Sihten für die vorgestellten Aufgaben. Dazu wird das ER-
Modell aus Abb. 6.19 mit Metadaten zu einem Experimentaldatenmodell (Abb. 6.24) er-
weitert. Dieses Experimentaldatenmodell beshreibt, dass unter anderem
• ein glattgerehnetes Proteinmarkerbild aus einem Proteinmarkerbild berehnet wird,
• ein morphologishes Zellbild Grundlage ist für das durh Markierung und Fluoeres-
zenzanregung aus ihm gewonnene Proteinmarkerbild,
• ein morphologishes Zellbild  als "Ausgangsobjekt"  Grundlage für das Bild ist, das
nah der Reinigung von der gleihen Probe angefertigt wurde und
• dieses gereinigte morphologishe Zellbild wiederum Grundlage für das durh Fluoe-
reszenzanregung aus ihm gewonnene gereinigte Proteinmarkerbild ist.
Abbildung 6.24: Experimentaldatenmodell für Mikroskopiedaten.
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Die erste Siht, die BioZoom dem Anwender zeigt, ist der in Abb. 6.25 gezeigte Über-
blik auf alle Experimentaldaten. Die dort gezeigten 80 Bilder aus 5 vollständige Markie-
rungsshritten sind durh die komprimierte Darstellung auf dem begrenzten Bildshirm-
platz niht detailliert untersuhbar. Dennoh kann der Anwender shon dieser Siht einige
Informationen über die Experimentaldaten entnehmen:
• es gibt fünf untershiedlihe Bildtypen  da jeder Bildentitätstyp in einer eigenen
Zeile dargestellt wird und die Siht fünf Zeilen zeigt.
• der Datensatz ist vollständig, weil keine Bilddaten fehlen.
• einige Bilder  die morphologishen Zellbilder (erste Bildreihe von oben), das ge-
reinigte morphologishe Zellbild (zweite Zeile von unten) und das gereinigte Prote-
inmarkerbild (unterste Zeile)  sheinen zeilenweise homogen zu sein, während die
übrigen Zeilen untershiedlihe Bilder zeigen. Dies ist ein gutes Zeihen, denn die-
se homogenen Bilder zeigen bei fehlerlos abgelaufenem Experiment auh die gleihe
Probe in gleihwertigen Zuständen. Die morphologishen Zellbilder ebenso wie die
Fluoreszenzaufnahme der gereinigten Probe zeigen das gleihe unveränderte Objekt.
Diese Siht bietet die Funktionalität der in Abb. 6.20 gezeigten Übersiht der generishen
MELKSape-Software.
Abbildung 6.25: Überblik auf die Mikroskopiedaten mit BioZoom.
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6.7.1 Korrektheit der Experimentaldaten
Zunähst will der Anwender die Markierungsshritte überprüfen und siherstellen, dass in
einem Markierungsshritt die Probe korrekt erfaÿt und niht beshädigt wurde. Dazu fo-
kussiert der Anwender auf einen Markierungsshritt, indem er in der Übersiht die Bilder
des Shritts auswählt. Dem Anwender wird die resultierende Siht in Abb. 6.26 präsen-
tiert. Sie zeigt von oben nah unten für einen Antikörper das morphologishe Zellbild, das
Proteinmarkerbild (original und glattgerehnet), das gereinigte Zell- und das gereinigte Pro-
teinmarkerbild. Diese Siht entspriht der MELKSape-Markierungsshrittsiht in Abb.
6.21, die ebenfalls die Bilder eines Markierungsshrittes zeigt. Sie bietet allerdings niht
die Spezialfunktionalität dieser MELKSape -Siht, den Grauwertbereih der Bilder von
Hand zu skalieren.
Abbildung 6.26: Siht auf einen Markierungsshritt mit BioZoom.
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Abbildung 6.27: Shema der Markierungsshrittsiht (Abb. 6.26).
Der Anwender legt mit BioZoom ein Sihtshema "Markierungsshrittsiht" für diese
Siht an. Dessen Sihtshema zeigt Abb. 6.27.
Dieses Sihtshema kann der Anwender auf zwei alternative Arten nutzen, um alle
Markierungsshritte des Laufs detailliert zu untersuhen:
• Einerseits kann er in der Übersiht dieses Sihtshema aufrufen, wobei es mehrere
möglihe Markierungsshritte und damit instanziierbare Sihten für dieses Shema
in der Übersiht gibt. Wie in Kap. 5.6 beshrieben löst der Anwender durh die
Selektion eines Bildes aus einem Markierungsshritt die Mehrdeutigkeit auf. Wenn
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ein Bild ausgewählt ist, sind alle alternativen Markierungsshritte, die dieses niht
enthalten, ausgeshlossen.
• Andererseits kann er ausgehend von der "Markierungsshrittsiht" über Reiter zu
einer anderen Instanz dieser Siht wehseln. So kann er durh die Markierungsshritt-
sihten blättern, ohne zur Übersiht zu wehseln.
6.7.2 Mit Animationen Veränderungen nden
In der "Markierungsshrittsiht" überprüft der Anwender die Qualität der Bilder jedes
einzelnen Markierungsshrittes. Er überzeugt sih, dass aufgenommene und berehnete
Bilder plausibel aussehen. Anshliessend prüft er, ob die Probe während der Aufnahmen
verändert wurde.
Abbildung 6.28: Siht auf animierte morphologishe Zellbilder.
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Dazu wehselt er in den Überblik, markiert dort alle morphologishen Zellbilder und
fokussiert auf diese. Die resultierende Siht zeigt alle morphologishen Zellbilder. Der An-
wender fügt Vergröÿerungen für diemorphologishen Zellbilder ein und wählt eine animierte
Darstellung. Abb. 6.28 zeigt eine Momentaufnahme dieser Siht. Wie in derMELKSape-
Animationssiht in Abb. 6.22 sieht der Anwender eine Animation der morphologishen
Zellbilder und eines frei wählbaren vergröÿerten Ausshnitts in den Zellbildern.
Für diese Siht legt er ein Sihtshema "Animation" an. Beim nähsten zu untersuhen-
den Experiment kann er direkt von der Übersiht oder "Markierungsshrittsiht" diesen
Favoriten auswählen; BioZoom wehselt dann zu dieser Animationssiht. Das Shema
dieser Siht zeigt Abb. 6.29.
Abbildung 6.29: Shema der Siht auf animierte morphologishe Zellbilder.
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Abbildung 6.30: Veränderungen der Probe: Dierenzsiht mit BioZoom
6.7.3 Veränderungen mit der Dierenzsiht entdeken
Ein alternativer Untersuhungsansatz ist der Vergleih zwishen dem morphologishen Zell-
bild vor der Markierung mit der Proteinmarkersubstanz und dem von ihr gereinigtem mor-
phologishem Zellbild.
Ein Dierenzbild beider Bilder visualisiert die Untershiede zwishen ihnen. Um diese
Siht zusammenzustellen, wehselt der Anwender zunähst in die Übersiht. Dort fokussiert
er auf ein morphologishes Zellbild und das zugehörige gereinigtes morphologishes Zellbild.
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Abbildung 6.31: Shema der Dierenzsiht.
Diese werden durh ein Dierenzbild ergänzt, das den Untershied zwishen morpholo-
gishem und gereinigtem morphologishen Zellbild visualisiert. Die resultierende Siht zeigt
drei Zeilen, das morphologishe Zellbild, die gereinigte Version und deren Dierenzbild.
Diese Siht ist in Abb. 6.30, die unterste Reihe zeigt das Dierenzbild. Diese Siht bietet
Funktionalität, wie sie MELKSape in der Maskensiht (Abb. 6.23) anbietet. Die Indivi-
dualsoftware MELKSape bietet allerdings in dieser Siht noh mehr Funktionalität, die
die generishe Software niht nahbildet. So können in dieser MELKSape-Siht Masken
auf Bilder gezeihnet werden, die dann wiederum persistiert und von nahfolgenden Bild-
verarbeitungsalgorithmen verwendet werden können. Damit können Anwender fehlerhaft
erfasste Regionen aus späteren Auswertungen ausblenden. BioZoom bietet keine solhe
Funktionalität.
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Abbildung 6.32: Gegenüberstellung der Sihten von MELKSape-Individualsoftware (oben)
und generisher BioZoom-Lösung (unten)
6.7.4 Zusammenfassung: Qualitätskontrolle mit BioZoom
Nahdem der Anwender einmalig die Sihten wie geshildert manuell zusammengestellt
hat, kann er auf eine Liste von Sihtshemata zurükgreifen:
• Übersiht
• Markierungsshrittsiht
• Animation
• Dierenzsiht
Abgesehen von einzelnen Bildverarbeitungsoperationen, dieMELKSape anbietet, gibt es
für jede Siht von MELKSape eine korrespondierende Siht in BioZoom. Diese Sihten
sind in Abb. 6.32 einander gegenübergestellt.
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Zwishen den BioZoom-Sihten kann der Anwender mit einem einfahen Aufruf des
Sihtshemas wehseln. Die Übersiht und die Animation zeigen Bilder von allen Mar-
kierungsshritten eines Laufes. Wehselt er zu diesen Sihten, gibt es jeweils nur eine In-
stanz der jeweiligen Zielsiht. Für die Navigation muss der Anwender nur den Namen des
Sihtshemas auswählen, und shon zeigt ihm BioZoom die Siht. Abb. 6.33 zeigt die
Navigationsshritte zwishen einzelnen Sihten.
Von der Markierungsshrittsiht und Dierenzsiht existieren es aber mehrere Instanzen
pro Lauf, nämlih für jeden Markierungsshritt eine. Navigiert der Anwender zu diesen, sind
die untershiedlihen Instanzen über Reiter anwählbar.
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Abbildung 6.33: Fallstudie C: Navigation mit BioZoom.
6.8 Zusammenfassung
In diesem Kapitel wurde gezeigt, dass mit Sihtshemata eine Umsetzung der Funktiona-
lität ehter Auswertungsumgebungen aus realen Laborprozessen möglih ist. Anstelle der
aufwändigen Entwiklung zweier untershiedliher Individualsoftwareanwendungen kann
mit BioZoom ein generishes Werkzeug verwendet werden, das  nah einer einmalig
durhzuführenden Metadatenbeshreibung des Experimentaldatenshemas  dem Anwen-
der ermögliht, selbst diese relevanten Sihten zusammenzustellen und wiederzuverwenden.
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Kapitel 7
Zusammenfassung und Ausblik
Die vorliegende Dissertation stellte den Ansatz BioZoom für die Exploration und Aus-
wertung von Daten bildbasierter wissenshaftliher Experimente vor. Kapitel 6 zeigte an
vershiedenen Fallstudien, wie Anwender diese Sihten auf Experimentaldaten zusammen-
stellen und zwishen ihnen navigieren können. Neben der explorativen Navigation zwishen
Sihten durh Fokussierung, Filterung und Detaillierung wurde mit den Sihtshemata
als Favoriten eine Methode vorgestellt, um Sihten wiederzuverwenden und die kurzen
Navigationswege maÿgeshneiderter Individualsoftware nahzubauen.
Die Wiederverwendung von Sihten in BioZoom erfolgt in einem beispielbasierten
1
(Lieberman, 2001) End-User-Development-Ansatz, bei dem für eine interaktiv aus Bildern
und tabellarishen Daten zusammengestellte Siht Eigenshaften dieser Siht abstrahiert
werden. Zu diesen Eigenshaften gehören Art und Häugkeit der dargestellten Daten, aber
auh die Beziehungen dieser Daten zu den niht dargestellten Experimentaldaten. Ein
Sihtshema beshreibt diese strukturellen Eigenshaften der Siht.
Diese Sihtshemata werden als Favoriten abgelegt. Ruft der Anwender einen solhen
Favorit auf, werden aus gegebenen Experimentaldaten die Anforderungen des Favoriten
erfüllende Sihten algorithmish instanziiert.
Durh Wiederverwendung dieser Sihten können Anwender sih eine Bibliothek für ihre
Aufgaben relevanter Sihten zusammenstellen. Diese Anpassbarkeit an spezielle und wan-
delnde Anforderungen der Anwender ermögliht die Nutzung des generishen Werkzeugs
BioZoom in end-user-development-Vorgehensmodellen.
Mit Sihtshemata ist es möglih, ohne Programmierkenntnisse
• bildbasierte strukturierte Daten zu explorieren,
• aufgabenspezishe Sihten zu erstellen,
• diese sogar mit neuen abgeleiteteten Daten wie beispielsweise Dierenzbilder zu er-
gänzen,
• mit Animationen zu veranshaulihen,
1
Programming-By-Example
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• diese so erstellten Sihten einfah wiederzuverwenden
• und mit kurzen Navigationspfaden zu Auswertungsumgebungen für komplexe wis-
senshaftlihe Experimente zu kombinieren.
Ohne Informatiker hinzuziehen zu müssen, können Anwendungsexperten  in den hier vor-
gestellten Fällen Biologen  eigene, exibel an Änderungen anpassbare Auswertungsumge-
bungen erstellen. BioZoom erweitert dafür den InfoZoom -Ansatz für shnelle visuelle
Informationssuhe auf Bilddaten; es trägt es den Besonderheiten strukturierter Experi-
mente, beispielsweise der Anordnung von Bildern in untershiedlihen Verarbeitungsstufen,
Rehnung. Die hier im vorigen Kapitel BioZoom gegenübergestellten Individualsoftware-
lösungen haben in einigen Aspekten noh Vorteile gegenüber BioZoom. Doh sind diese
Vorteile wie interaktive Bildmanipulation (Binarisierung inMELKSape) oder vorbereite-
te Abfragemöglihkeiten (Hohregulierung in PIC) prinzipiell auh auf generishe Ansätze
übertragbar. Diese Arbeit hat gezeigt, wie ein generisher Ansatz für das Information Zoo-
ming in bildbasierten Daten verwendet werden kann. Wenn dieser Ansatz weiterentwikelt
und ergänzt wird, können noh mehr Funktionalitäten von Individualsoftware genutzt wer-
den. Funktionalitäten, die für ein Anwendungsfeld entwikelt und übernommen wurden,
können auh in anderen Anwendungsfeldern verwendet werden.
Der BioZoom-Ansatz kann in mehrere Rihtungen weiterentwikelt werden:
• er kann für neue Anwendungsgebiete über die Lebenswissenshaften hinaus verwendet
werden.
• Favoriten können auh auf Datenwerten basieren. Zu den strukturellen und Darstel-
lungseigenshaften einer Siht kommen Kriterien für Attributwerte.
• BioZoom kann mit generishen Ansätzen für Bildverarbeitung kombiniert werden.
• alternative Layout-Verfahren können den verfügbaren Bildshirmplatz besser nutzen
7.1 Neue Anwendungsfelder
BioZoom wurde in der vorliegenden Arbeit in Experimenten der Lebenswissenshaften
eingesetzt  Mikroskopiebilder von Zellen und Gelelektrophoreseexperimente. In diesen
Experimenten gibt es zum einen komplexe Beziehungen zwishen Bild- und symbolishen
Daten, zum anderen können diese Beziehungen aus denierten Prozessen abgeleitet werden.
BioZoom bietet sih für Anwendungsgebiete an, in denen Bilddaten mit numerishen oder
symbolishen Daten verknüpft sind und exploriert werden müssen.
Dies ist auh in anderen Anwendungsgebieten der Fall. Ein solhes Anwendungsgebiet
sind geographishe Informationssysteme, die von Satelliten oder Flugzeugen erfasste Luft-
bilder integrieren (Agouris und Stefanidis, 1999). Auh hier gibt es komplexe Beziehungen
zwishen Bildern. Diese Luftaufnahmen können spatiale oder temporäre Bezüge zueinander
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haben. Sie können auh den gleihen geographishen Bereih mit vershiedenen Aufnah-
mekanälen erfassen, beispielsweise mit einer optishen Kamera für fotograshe Bilddaten
und Radarmessungen für Höhenbilder (Jaynes et al., 2003).
Ein weiteres Anwendungsgebiet wäre das von PhotoSpread (Kandel et al., 2008)
demonstrierte, in dem Bilder von Tieren in ihren natürlihen Lebensräumen mit Daten
über diese Tiere ebenso wie über den zeitlihen und örtlihen Kontext der Aufnahmen
verknüpft sind.
7.2 Favoriten und Attributwerte
In der vorliegenden Arbeit generalisiert BioZoom die strukturellen Aspekte von Sihten
anhand
• der in ihnen gezeigten Bildtypen  beispielsweise nur Proteinmarkerbilder, oder nur
morphologishe Zellbilder mit ihrer Vergröÿerung,
• der Häugkeit dieser Bildtypen in der Siht  zeigt die Siht ein oder mehrere solhe
Bilder,
• der Häugkeit anderer niht gezeigter Typen, die mit den gezeigten Entitäten in
Relationen stehen  zeigt die zu generalisierende Siht die Proteinmarkerbilder einer
oder mehrerer Proben ?
BioZoom untersuht niht die Attribute von Entitäten, die in den Tabellen dargestellt
werden. Diese Attribute können aber eine Siht noh näher spezizieren. Betrahtet man
den Shritt bei den Gelexperimenten (Kap. 6.2), in dem der Anwender die Proteine mit
signikant veränderter Quantität auswählt (Kap. 6.4.5). Dafür blendet er in der Tabelle
der Proteinzuordnungen die Einträge mit einer Ratio zwishen 0.25 und 4 aus. InfoZoom
kann diese Filterkriterien persistent sihern. Es könnte also mit dem Sihtshema auh die
Kriterien auf den Attributen darzustellender Entitäten abgelegt werden.
Beim nähsten Experiment könnte der Anwender entweder
• gleih diese Siht aufrufen, die nur die signikanten Daten zeigt, oder
• aus einer Liste von Filterkriterien auswählen - analog zu der Auswahl der hohregu-
lierten Proteine in der Individualsoftware PIC.
Dabei wäre zu beahten, dass beim Lernen der Kriterien Fehler auftreten können, wenn
diese Kriterien niht explizit vom Anwender formuliert werden. So könnte es in einer Siht
keine Ratio zwishen 4 und 20 geben, und BioZoom würde dann fehlerhaft das viel zu hohe
Kriterium von 20 mit der Siht ablegen. Ein solher Ansatz müsste also auh Möglihkeiten
bieten, diese Kriterien in einem überwahten Lernverfahren (Mithell, 1997) zu verfeinern
und zu korrigieren.
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7.3 Kombination mit generishen Bildverarbeitungsan-
sätzen
BioZoom integriert vershiedene bildverarbeitende Operationen:
• Vergröÿerungen
• Dierenzbilder und
• Überlagerungen
Im vorliegenden Ansatz sind diese Operationen exemplarish integriert. Es wurde aber
auh gezeigt, dass die zum Vergleih herangezogene Individualsoftware noh einige Bild-
verarbeitungsoperationen anbietet, die BioZoom noh niht beherrsht. Beispielhaft sei
die Grauwertskalierung in MELKSape genannt. Wenn BioZoom ein modulares Bauka-
stensystem untershiedliher, auh komplexerer und erweiterbarer Bildverarbeitungsope-
rationen verwendet würde, ist es eine interessante Fragestellung, wie diese in die Experi-
mentaldatenmodellierung integriert werden können. Dabei ist sowohl der Aspekt
• der Formulierung und (eventuell automatishen) Generierung von Experimentalda-
tenmodellen als auh
• der dynamishen Erweiterung von Experimentaldatenmodellen durh explorative De-
taillierung
von Interesse.
7.4 Alternative Layoutalgorithmen
BioZoom verwendet horizontale und vertikale Anordnung von Bildern und Tabellen auf
der Nutzungsoberähe, um dem Anwender Informationen über die Daten und ihre Bezie-
hungen untereinander mitzuteilen. Dabei wird der zur Verfügung stehende Bildshirmplatz
niht optimal genutzt, und nur die relative Positionierung von Bildern und Tabellen trägt
Bedeutung. Es sind beispielsweise niht die Bilder exakt über den jeweiligen Tabelleneinträ-
gen positioniert, die sie beshreiben  was im Allgemeinen auh eine nihttriviale Aufgabe
ist, wenn beispielsweise mehrere Tabellen einer Siht sih auf ein Bild beziehen. Bestehen-
de Ansätze für das Bilderlayout wie beispielsweise PhotoMesa Bederson (2001) optimieren
zwar die Ausnutzung des Bildshirmplatzes (mit quantum treemaps) unter Beibehaltung
von strukturellen Zusammenhängen (durh bubble maps), sind aber für Untersuhungen
entlang und in hierarhish strukturierten Bilddaten ungeeignet. Auh hier zeigt es sih,
das der Umgang mit personal-media-Bilddaten und mit Bilddaten strukturierter wissen-
shaftliher Experimente zu anderen Forshungsfragen und -antworten führt.
Eine weiter Forshungsfrage ist, ob und welhe untershiedlihen Layoutstrategien es für
untershiedlihe Anwendungsbereihe gibt. Die hier verwendete und in BioZoom fest reali-
sierte Layoutstrategie basiert auf bildbasierten Experimenten in den Lebenswissenshaften.
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Andere Anwendungsfelder von Astronomie über Kartographie zur Zoologie können andere,
für ihre Zweke besser geeignete Layoutstrategien vorziehen. Wie lassen sih diese Layout-
strategien formalisieren, damit das generishe Information-Zooming-Werkzeug BioZoom
dann für untershiedlihe Anwendungsfelder mit untershiedlihen Layoutstrategien kon-
guriert werden kann?
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