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Abstrat
We study random interlaed ongurations on N× R onsidering the eigenvalues of the
main minors of Hermitian random matries of the lassial omplex Lie algebras. We show
that these random ongurations are determinantal and give their orrelation kernels.
1 Introdution
This note announes the results of (4). Baryshnikov (1) has studied the law of the eigenvalues
of the main minors of a random matrix from the GUE, developing the onnexions with uniform
measure on Gelfand Cetlin patterns. In this paper we establish suh onnexions in a more
general ontext, using a version of Hekman's theorem (6). From this theorem and from lassial
branhing rules, we dedue the joint law of the eigenvalues of the main minors of random
Hermitian matries of lassial omplex Lie algebras, with invariant law under some unitary
transformations. This alows us to show that the assoiated point proesses are determinantal.
For the GUE minors proess, this has been proved by Johansson and Noordenstam (7) and
Okounkov and Reshetikhin (8) (see also, very reently, Forrester and Nagao (5)). Thus, we
generalise some of their results to all the lassial omplex Lie algebras.
2 Approximation of orbit measures
Let G be a onneted ompat Lie group with Lie algebra g and omplexied Lie algebra gC. We
hoose a maximal torus T of G and we denote by t its Lie algebra. We equip g with an Ad(G)-
invariant inner produt 〈., .〉 whih indues a linear isomorphism between g and its dual g∗ and
intertwines the adjoint and the oadjoint ation of G. We onsider the roots system R, i.e. all
α ∈ t∗ suh that there is a non zeroX ∈ gC suh that for all H ∈ t, [H,X ] = iα(H)X . We hoose
the set Σ of simple roots of R, C(G) = {λ ∈ t∗ : 〈λ, α〉 > 0 for all α ∈ Σ} the orresponding
Weyl hamber and P+(G) = {λ ∈ t∗ : 2 〈λ,α〉〈α,α〉 ∈ N, for all α ∈ ΣG} the orresponding set of
integral dominant weights.
We onsider a onneted ompat subgroup H of G with Lie algebra H. We an hoose a
maximal torus S of H ontained in T and a orresponding set of integral dominant weights
denoted by P+(H). For x ∈ g∗, let πH(x) be the orthogonal projetion of x on H∗.
For λ ∈ P+(G), we denote by Vλ the irreduible g-module with highest weight λ and dimG(λ)
the dimension of Vλ. For β ∈ P
+(H) we denote by mλH(β) the multipliity of the H-module
with highest weight β in the deomposition into irreduible omponents of Vλ onsidered as an
H-module. Rules giving the value of the multipliities mλH are alled branhing rules.
The intersetion between the orbit of an element x ∈ g∗ under the oadjoint ation of G and
the losure C¯(G) ontains a single point that we all the radial part of x and denote by rG(x).
The same holds for H and, for x ∈ g∗, we write rH(x) instead of rH(πH(x)).
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The following proposition is a version of Hekman's theorem (6) on asymptoti behaviour of
multipliities. As usal δx is the Dira measure at x.
Proposition 1. Let x ∈ C¯(G). Let (λn)n≥0 be a sequene of elements in P+(G) and (ǫn)n≥0 a
sequene of positive real numbers suh that ǫn onverges to zero and ǫnλn onverges to x, as n
tends to +∞. Then the sequene (µn)n≥0 of probability measures on C¯(H) dened by
µn =
∑
β∈P+(H)
dimH(β)
dimG(λn)
mλnH (β)δǫnβ.
onverges to the law of rH(Ad(g)x), with g distributed aording to the normalised Haar measure
on G.
We dedue from this proposition and from lassial branhing rules the desriptions of on-
volutions or projetions of Ad(G)-invariant measures on lassial Lie algebras. Let us give a rst
appliation when G is the sympleti unitary group Sp(n).
Example 1. . This example onerns random variables whih play the same role for Sp(n) as
the Laguerre ensemble for U(n). Let (Xi)i≥1, (Yi)i≥1 be two independent sequenes of random
variables in Cn with independent standard omplex Gaussian omponents. We onsider Mk =∑k
i=1 S(Xi, Yi)R(Xi, Yi)
∗
, k ≥ 1, where, for x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ C
n
,
S(x, y) =


s(x1, y1)
.
.
.
s(xn, yn)

 , R(x, y) =


r(x1, y1)
.
.
.
r(xn, yn)

 , s(a, b) =
(
a −b
b¯ a¯
)
, r(a, b) =
(
a b
b¯ −a¯
)
, a, b ∈ C.
Let Λ(k) be the positive eigenvalues of Mk. The proess (Λ
(k))k≥1 is an inhomogeneous Marko-
vian proess. Its transition kernel is dedued from Proposition 1 onsidering tensor produt by
irreduible representations with highest weight proportional to the highest weight of the standard
representation (see (4)).
3 Eigenvalues of the main minors of lassial Hermitian ma-
tries
3.1 Classial Hermitian matries
We study a lass of measures on generalised Gelfand Cetlin ones (see, e.g., Berenstein et Zelevin-
sky (2)). We denote by Mn(C) (resp. Mn(R)) the set of n×n omplex (resp. real) matries and
In the unit matrix ofMn(C). We onsider the lassial ompat groups. Ga is the unitary group
U(n) = {M ∈ Mn(C) : M
∗M = In}, Gb = SO(2n + 1), Gc is the unitary sympleti group
written in a somewhat unusual way as Sp(n) = {M ∈ U(2n) : M tJM = J} where all entries
of J = (Ji,j)1≤i,j≤2n are zero exept J2i,2i−1 = −J2i−1,2i = 1, i = 1, ..., n, and Gd = SO(2n),
where SO(k) is the orthogonal group {M ∈ Mk(R) : M
∗M = Ik, det(M) = 1}. These ompat
groups orrespond to the roots system of type A,B,C,D. We write gν their Lie algebras and
Hν = igν , ν = a, b, c, d, the sets of assoiated Hermitian matries.
The radial part of M ∈ Hν an be identied with the ordered eigenvalues of M when ν = a,
resp. ordered positive eigenvalues of M when ν = b, c. When ν = d, the Weyl hamber is
C = {D(x) : x ∈ Rn, x1 > ... > xn−1 > |xn|} where D(x) is the matrix in M2n(C) all the
entries of whih are zero exept D(x)2k,2k−1 = −D(x)2k−1,2k = ixk, when k = 1, ..., n. For
M ∈ Hd there exists an unique x ∈ R
n
suh that {kMk∗, k ∈ Gd} ∩ C¯ = {D(x)}. We all it the
radial part of M . These denitions of the radial part are the same as in Setion 2, up to some
identiations.
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3.2 Gelfand Cetlin ones
For x, y ∈ Rr we write x  y if x and y are interlaed, i.e.
x1 ≥ y1 ≥ x2 ≥ ... ≥ xr ≥ yr.
When x ∈ Rr+1 we add the relation yr ≥ xr+1. Let us onsider the following Gelfand Cetlin
ones:
GCa = {x = (x
(1), ..., x(n)) : x(i) ∈ Ri, x(i)  x(i−1), i ≤ n};
GCc = {x = (x
(1), ..., x(2n)) : x(2i), x(2i−1) ∈ Ri+, x
(k)  x(k−1), i ≤ n, k ≤ 2n};
GCb = {x = (x
(1), ..., x(2n)) : x(2i) ∈ Ri+, x
(2i−1) ∈ Ri−1+ × R, |x| ∈ GCc};
CGd = {x = (x
(1), ..., x(2n−1)) : there exists x(2n) ∈ Rn+ suh that (x, x
(2n)) ∈ CGb}.
where, in the denition of GCb, |x| has the same omponents as x exept x
(2i−1)
i whih is re-
plaed by |x
(2i−1)
i |. The rst line of the one GCν is x
(n)
when ν = a, x(2n) when ν = b, c and
x(2n−1) when ν = d. For eah λ in Rn we let GCν(λ) be the one with rst line λ.
For M ∈ Mn(C) the main minor of order m ≤ n of M is the submatrix (Mij)1≤i,j≤m. When
ν = a, b, d the main minor of a matrix in gν is also in one of the lassial Lie algebra (of the
same type exept when ν = b or d and in that ase it is of type B when m is odd and of type D
when m is even). This also true for when m is even when ν = c. Thus we an dene the radial
part of a main minor of M ∈ Hν as above.
Denition 1. For ν = a, b, c, d let M ∈ Hν . We write
λa(M) = (λ
(1)
a (M), ..., λ
(n)
a (M)), λb(M) = (λ
(2)
b (M), λ
(3)
b (M), ..., λ
(2n+1)
b (M))
λc(M) = (λ
(2)
c (M), λ
(4)
c (M), ..., λ
(2n)
c (M)), λd(M) = (λ
(2)
d (M), λ
(3)
d (M), ..., λ
(2n)
d (M))
where λ
(i)
ν (M) is the radial part of the main minor of order i of M .
Using the proposition 1 we get the following Theorem.
Theorem 1. For ν = a, b, c, d, let Mν ∈ Hν be a random matrix with a law invariant under
the adjoint ation of Gν . Then λν(Mν), onditioned by the fat that the radial part of Mν
is λ ∈ Rn, is uniformly distributed on GCν(λ) for ν = a, b, d and is distributed aording to
the image of the uniform measure on GCc(λ) by the map (x
(1), ..., x(2n−1), x(2n)) ∈ GCc 7→
(x(2), x(4), ..., x(2n−2), x(2n)) ∈ Rn(n+1)/2, for ν = c.
4 Interlaed determinantal point proesses
Considering the eigenvalues of the main minors of some random Hermitian matries from the
lassial omplex Lie algebras, we onstrut random ongurations on N×R whih verify inter-
laing onditions. We laim that they are determinantal and give their orrelation kernels.
Theorem 2. For ν = a, b, c or d, let M ∈ Hν be a random matrix with a invariant law invariant
under the adjoint ation of Gν . Let ψi, i = 1, ..., n, be measurable funtions on R, null on R−
for ν = b, c, d, suh that for all k ∈ N, xkψi(x) is integrable on R. We suppose that the stritly
positive eigenvalues (resp. the eigenvalues) of M , ν = b, c, d (resp. ν = a) have a density
with respet to the Lebesgue measure proportional to ∆ν(x) det(ψj(xi))1≤i,j≤n, where ∆a(x) =∏
1≤i<j≤n(xi−xj), ∆b(x) = ∆c(x) =
∏n
i=1 xi
∏
1≤i<j≤n(x
2
i −x
2
j ), ∆d(x) =
∏
1≤i<j≤n(x
2
i −x
2
j),
x ∈ Rn.
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Let us onsider the point proesses
ξa =
n∑
i=1
i∑
j=1
δ
i,Λ
(i)
a,j
, ξb =
2n∑
i=1
[(i+1)/2]∑
j=1
δ
i,|Λ(i+1)b,j |
, ξc =
n∑
i=1
i∑
j=1
δ
i,Λ
(i)
c,j
, ξd =
2n−1∑
i=1
[(i+1)/2]∑
j=1
δ
i,|Λ(i+1)d,j |
,
where Λ
(i)
ν,j is the j
th
omponent of λ
(i)
ν (Mν). Then,
(i) The point proess ξν is determinantal,
(ii) Its orrelation kernel is
R((r, y), (s, z)) = − 1s>r(z−y∧z)
ϕν(r)−ϕν (s)−1
(ϕν(r)−ϕr(s)−1)!
+αν
∑n
k=1[ψk]
−ϕν(r)(y)
∫
∂ϕν (s)∆ν
∂x
ϕν(s)
k
(x1, ..., xk−1, z, xk+1, ..., xn)
∏
i6=k ψi(xi)dxi
where [ψk]
−i(y) =
∫ +∞
y
1
(i−1)! (x−y)
i−1ψk(x) dx if i > 0, [ψk]0 = ψk, α−1ν =
∫
∆ν(x)
∏n
i=1 ψi(xi)dxi,
and ϕa(r) =
1
2ϕc(r) = n− r, ϕb(r) = ϕd(r) + 1 = 2n− r,
(iii) Moreover, when we an write ∆ν(x) = det(χi(xj))1≤i,j≤n where (χi)i≥1 is a sequene
of funtions on R suh that χiψj is integrable on R and
∫
R
χi(x)ψj(x)dx = δij , i, j = 1, ..., n,
then
Rν((r, y), (s, z)) = −
1s>r(z − y ∧ z)
ϕν(r)−ϕν(s)−1
(ϕν(r)− ϕν(s)− 1)!
+
n∑
k=1
[ψk]
−ϕν(r)(y)
dϕν(s)χk
dxϕν(s)
(z).
Let us desribe some appliations of this theorem:
The Gaussian ase For ν = a, b, c, d, let Mν ∈ Hν be a random Gaussian matrix distributed
aording to a probability measure proportional to e−tνTr(H
2)µν(dH) where µν is the Lebesgue
measure on Hν , tν =
1
2 for ν = b, c, d and ta = 1. The matries Mν , ν = a, d, b, c, satisfy the
hypothesis of the Theorem by taking respetively ν = a and ψi(x) = x
i−1e−x
2
,, ν = d and
ψi(x) = x
2i−2e−x
2
1x>0, and ν = b, c and ψ
ν
i (x) = x
2i−1e−x
2
1x>0,. Besides, the hypothesis of
the point (iii) are satised if we hose χi = hi−1 for ν = a, χi = h2i−1, for ν = b, c, and
χi = h2i−2, for ν = d, where (hi)i≥0 is the sequene of Hermite normalised polynomials suh
that hi has degree i.
GUE and LUE EnsemblesThe Gaussian, Laguerre and Jaobi unitary ensembles are obtained
by taking ν = a, ψi(x) = x
i−1e−αx
2
, ψi(x) = x
i−1xαe−βx1x>0, and ψi(x) = xi−1xα(1 −
x)β10<x<1.
If the radial part of M is deterministi and equal to λ ∈ Rn, the theorem remains true up
to slight modiations, replaing ψi(x)dx by δ|λi|(dx) in the kernel R. As we have seen in the
example above, (iii) of the Theorem 2 generalises Theorem 1.3 of (7). Let us give a similar
result for the orthogonal ase.
orollary 1. LetM be distributed aording to a probability measure proportional to e−
1
2Tr(H
2)dH,
where dH is the Lebesgue measure on the anti-symmetri Hermitian matries. Consider the ran-
dom vetors Λ(i) ∈ R[(i+1)/2] of stritly positive eigenvalues of its main minor of order i + 1,
i ∈ N∗. Then the point proess
∑+∞
i=1
∑[(i+1)/2]
j=1 δi,Λ(i)j
is determinantal on N∗ × R+ with orre-
lation kernel
R((r, y), (s, z)) = − 1r<s(s−r−1)! (z − y)
s−r−11y<z
+
∑[ r+12 ]∧[ s+12 ]
i=0
(2r(r−2i+1)!)1/2
(2s(s−2i+1)!)1/2 hs−2i+1(z)hr−2i+1(y)e
−y2
+
∑[ s+12 ]
i=[ r+12 ]+1
hs−2i+1(z)
(2s−2i+1(s−2i+1)!√π)1/2
∫ +∞
y
(x−y)2i−r−2
(2i−r−2)! e
−x2dx
For types A and C, the proof of Theorem 2 rests on the riterion of lemma 3.4 in (3), adapted
for a ontinuous framework. For the orthogonal ases B and D, the riterion needs to be slightly
modied. For instane, for the odd orthogonal ase, we show that:
4
Proposition 2. Let φ2r−1 : R+ × R+ → R+, φ2r−2 : R+ × R+ → R+, and ψr : R+ → R+,
r = 1, ..., n, be measurable funtions. Let X(2i−1) ∈ Ri+ and X
(2i) ∈ Ri+, i = 1, ..., n, be
2n random variables. Suppose that (X(1), ..., X(2n)) has a density with respet to the Lebesgue
measure proportional to
∏n
r=1[det(φ2r−2(x
(2r−2)
i , x
(2r−1)
j ))i,j≤r det(φ2r−1(x
(2r−1)
i , x
(2r)
j ))i,j≤r ] det(ψj(x
(2n)
i ))1≤i,j≤n,
where x2r−2r ∈ R, r = 1, ..., n are arbitrary xed real numbers. Let us write
φr ∗ φs(x, y) =
∫∞
0
φr(x, z)φs(z, y)dz , φ
(r,s) =
{
φr ∗ φr+1 ∗ ... ∗ φs−1 if r < s
0 otherwise.
φr−1 ∗φ(r,s) =
{
φr−1 ∗ φ(r,s) if r < s
φr−1 if r = s
, ψrr−k(x) =
{ ∫∞
0 φ
(r,2n)(x, y)ψk(y)dy if r < 2n.
ψk(x) if r = 2n
Let M = (Mij)1≤i,j≤n dened by Mij =
∫∞
0 φ2i−2 ∗ φ
(2i−1,2n)(x2i−2i , x)ψj(x)dx. Suppose that
all these integrals are nite. Then M is invertible and the point proess
∑2n
i=1
∑[(i+1)/2]
j=1 δi,X(i)j
is determinantal on {1, ..., 2n} × R+ with orrelation kernel
K((r, x), (s, y)) = −φ(r,s)(x, y) +
∑n
k=1 ψ
r
r−k(x)
∑[(s+1)/2]
l=1 (M
−1)klφ2l−2 ∗ φ(2l−1,s)(x2l−2l , y).
Remark 1. The point proess ξb dened at the Theorem 2 is obtained by taking x
2r−2
r = 0,
r = 1, ..., n, and φr(x, y) = 1y≥x, for x, y ∈ R+, r = 1, ..., 2n.
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