A new smoothing quasi-Newton method for nonlinear complementarity problems is presented. The method is a generalization of Thomas' method for smooth nonlinear systems and has similar properties as Broyden's method. Local convergence is analyzed for a strictly complementary solution as well as for a degenerate solution. Presented numerical results demonstrate quite similar behavior of Thomas' and Broyden's methods.
Introduction
Nonlinear complementarity problems arise in many mathematical models from economy and technology. One comprehensive review of the main models is presented in [4] . Various methods for solving NCP are developed in recent years. Many of them are based on generalized derivatives and Newton's method for nonlinear systems of equations.
The reformulation of NCP leads to a system of nonlinear equations. The corresponding mapping is nonsmooth, more precisely semismooth and thus it is possible to develop generalized Newton's methods based on some generalized Jacobian. Different approaches are presented in the literature. As in the classical smooth case each iteration consists of resolution of a system of linear equations.
Jacobian smoothing methods for NCP introduced in Chen et al. [2] successfully overcome the difficulties due to semismoothness of the mapping. The main idea of these methods is to consider a sequence of problems defined by a reformulation of NCP and a smooth approximation of the generalized Jacobian. Smooth approximations with Jacobian consistency property are introduced and the smoothing procedure is governed by a sequence of smoothing parameters that converge to zero. Each iteration requires a solution of linear system determined by uniquely defined and smooth Jacobian. The name-Jacobian smoothing comes from [10] .
Smoothing procedure allows one to use successful quasi-Newton approaches as in the smooth case. The smoothing Broyden method is considered in [3] . It is shown that the smoothing Newton-Broyden is locally superlinearly convergent. One globalization procedure for Broyden's smoothing algorithm is presented in [8] . As in the smooth case Broyden's method is based on rank-one update of the smooth Jacobian approximation.
Thomas' quasi-Newton method belongs to the same class of rank one updates as Broyden's method. It was introduced in [15] . Although it was not widely used and maybe not well understood, [12] some numerical studies show its good properties, [13] . The method applies geometrical sequential estimation techniques in calculation of the quasi-Newton matrix B k as an estimate for the Jacobian matrix. It is based on a nonlinear model of the mapping whose zeros are sought. The resulting estimates are rank one or rank two updates. A side result of this technique is an update for matrix P k that gives a descriptive measure of the error B k − J (x k ). In fact the update matrix B k depends explicitly on an error bound P k . That dependence is causing additional computer effort but provide certain optimality property in the sense that B k minimizes the size of ellipsoidal error set for the Jacobian estimation at each iteration. This optimality property has theoretical value although it is not clear if it has significant influence on actual numerical performance of the method for general problems. The method appears to be related to Kalman filter estimation for sample function and its covariance. In fact the update formula for B k in Thomas' method closely resembles the estimate for covariance obtained in Kalman filter-there is a difference in one term 1 + s k that appears in Thomas' rank-one formula. However, possible consequences of this similarity, are not yet investigated up to our best knowledge.
Both methods (rank one and rank two symmetric) are locally superlinearly convergent under the standard assumptions for quasi-Newton methods. In the case of uniform linear independence of steps the result similar to the one proved for Broyden's method in [6] also holds. The globalization procedure based on dog-leg step direction for symmetric update is developed in [15] .
In this paper we are only interested in rank one updates. Its numerical behavior in the smooth case, quite competitive with the behavior of Broyden's method, motivated us to develop the algorithm for the semismooth problems. We will show that similar theory to the one presented in [3] for Broyden's method is valid for Thomas' method. Furthermore, we will present some numerical experiments which compare the behavior of both Broyden's and Thomas' methods. The results we obtained show that in the semismooth case as well as in the smooth case both methods behave rather similarly. The main motivation for this paper was to establish the relationship between smooth and semismooth case for Thomas' method similar to the one existing for Broyden's method in theoretical and numerical properties. This paper is organized as follows. Section 2 contains basic definitions and statements about smoothing procedures and Jacobian consistency property. The smoothing Thomas method is defined in Section 3. Convergence of the method for strictly complementary solution is proved. In Section 4 we develop the Newton-Thomas smoothing method and prove its' superlinear convergence. Some numerical experiments are presented in Section 5. Throughout this paper we will use the Euclidean norm denoted by · .
Preliminaries
The nonlinear complementarity problem consists of finding a vector x ∈ R n such that
where
The equivalent nonlinear system, Fischer [5] is
The corresponding smoothing problem was introduced in Kanzow, [9] and is defined for a parameter ε > 0 as
Obviously ε (a, b) is a smooth mapping in R 2 and therefore ε : R n → R n is smooth for ε > 0. The properties of such smoothing are analyzed in [10, 16] and in detail. We will cite some of the results here.
Let us denote by j (x) the generalized Jacobian in the sense of Clark, [1] ,
where D F is the set where F is differentiable. If is semismooth at x then is directionally differentiable at x. Also is semismooth at x if and only if each component i is semismooth at x [16] . Let D i be the set where i is differentiable. The generalized Jacobian of i at x is
Let us denote
Call j C (x) the C-subdifferential of at x. As it is well known,
) are diagonal matrices with elements
when (x i , F i (x)) = (0, 0) and
with ε = j ε /jx. The properties of (1) are analyzed in [10] . It is shown that the function ε has the Jacobian consistency property, i.e.,
and therefore 0 (x) ∈ j C (x). The Jacobian consistency property is closely related with directional differentiability. Lemmas 2.2 and 2.3 of [3] together with the Jacobian consistency property of ε imply the following result that will be used in the next section.
Lemma 1. Let x be an arbitrary but fixed point. Then
Nonsingularity of the smoothing approximation is considered in the next Lemma.
Lemma 2 (Chen [3]). If all elements V x ∈ j C (x) are nonsingular, then there are an open ball S(x, r) and a positive constant M such that for any y ∈ S(x, r), 0 (y) is nonsingular and
Furthermore, there are M 1 M and ε 1 > 0 such that for any y ∈ S(x, r) and ε ∈ (0, ε 1 ), ε (y) is nonsingular and
The smoothing procedure is governed by a sequence of smoothing parameters {ε k }. The following Lemma is given in [10] with the precise definition of threshold value for the smoothing parameters. The existence of a sufficiently good smoothing parameter will be enough for our analysis and therefore we state Proposition 3.4 from [10] in the following way.
Lemma 3. Let x be arbitrary but fixed. Assume that x is not a solution of NCP. Then there exists
for all ε such that 0 < ε < ε(x, ).
A solution of NCP is strictly complementary solution if
In this case we have that j C (x) = { (x * )} i.e., the mapping is differentiable at x * . The following lemma from [8] gives some properties of smoothing function and strictly complementary solution.
Lemma 4. For any
If F is P 0 function then ε is nonsingular for every ε > 0 and any x ∈ R n .
Thomas' method
Throughout the rest of paper we will need the following notation:
Thomas' method for NCP is given by the following algorithm.
Algorithm T. Given a positive definite and symmetric matrix P 0 and initial approximations x 0 , B 0 , for k = 0, 1, . . ., perform steps S1-S3.
(S1) Solve
and set
(S3) Choose ε k+1 and set k = k + 1.
For ε k = 0 the method is given in [15] for smooth problems. Matrix B k serves as an estimate for the Jacobian while P k measures the error of that approximation in a special norm as will be explained in Lemma 5. We will examine the convergence for semismooth problem (x) = 0 with a suitable choice of {ε k } and a sequence of estimator matrices {P k }.
We adopted the following standard set of assumptions in some neighborhood N(x * ) of the solution x * .
A1.
For any ε > ε > 0 and every x ∈ N(x * ) there exists 1 > 0 such that
A2.
For all x, y ∈ N(x * ) and ε > 0 there exists 2 such that
A3. For any x ∈ N(x * ) and ε > 0 there exists 1 and 2 such that
Since ε is a smooth function for any ε > 0 there exists ε such that
for any x, y ∈ R n . Clearly, if x * is a strictly complementary solution of NCP then there exists a neighborhood N(x * ) such that A1-A3 are valid with 1 and 2 given in Lemma 4.
Since P 0 is positive definite then
exists for any ε 0 > 0. The following technical lemma will play important part in our convergence analysis. 
for any z ∈ R n with > 0.
Proof. We will show the statement by induction. Let C > 1 be an arbitrary constant and ε 1 < ε 0 be such that ε 0 − ε 1 C s 0 . Inequality (3) implies
and
with
The first term in the last inequality can be bounded using
by assumption A2 and therefore
For the second term in (4) we use assumptions A1 and A2,
so with = max{ 1 , 2 C} we have
Putting together (5) and (6) and using (3) we get
If we define √ = max{ √ 0 , 2 }, and use inequalities
there follows
Using the definition of v, we have
The last inequality implies
which completes the inductive step. The step from k to k + 1 is the same taking ε k+1 such that ε k − ε k+1 C s k .
The following lemma will allow us to select the sequence {ε k } which leads to convergence of Algorithm T. Proof. Let > 0 be small enough such that A1-A3 are satisfied with > 0 and = max{ 1 , 2 } > 0 and Lipschitz constants in (2) obey ε for all ε ε and x ∈ N(x * , ). For r ∈ (0, 1) choose ε, , > 0 small enough such that
Lemma 6. Let
Choose x 0 ∈ N(x * , ), 0 < < ε and set P 0 = 2 I . Let ε 0 < min( ε, e 0 ) and B 0 be such that B 0 − 0 (x * ) . Inequality (7) (1 + r). Then
Since ε 0 e 0 we have
(1 + r)( + + 2 )e 0 re 0 and e 1 < . By Lemma 5 we can choose ε 1 such that ε 0 − ε 1 r −1 s 0 and ε 1 e 1 . Assume that P k 4ε 2 and x k+1 − x * r x k − x * . By definition of P k+1 and positive definiteness of P k we have
The inductive hypothesis yields
Summing both sides of the last inequality for k = 0, 1, . . . , m − 1 we have
Therefore,
for ε m−1 − ε m r −1 s m and ε m e m . As e m inequalities (10) and r < 1 together with Banach lemma imply that
Thus, the technique of (9) leads to x m+1 − x * r x m − x * . It also follows from (10) and e m that { B k } is uniformly bounded and the proof is complete.
Remark. The smoothing Broyden method for general semismooth problem (not necessarily NCP) is considered in [3] . The assumptions for local linear convergence are nonsingularity of 0 (x * ) and (x) − (x * ) − 0 (x * )(x − x * ) for some small enough. Then the smoothing Broyden method converges with ε k = ε small enough. The assumption of strictly complementary solution is not required in [3] . Therefore, the result for local linear convergence of Broyden's method appears stronger than the one presented in Theorem 1 for the smoothing Thomas' method. But one should notice that Lemma 1 allows the same choice of ε k = ε with ε small enough in the smooth Thomas method. In that case the proof of local convergence for the Algorithm T reduces to the proof of classical smooth case in a similar way as in the case of Broyden's method i.e., taking into account properties of ε (x * ). For details see [15, 3] . Since superlinear convergence is possible only in the case of strictly complementary solution for both method, Broyden's and Thomas', we stated and proved Theorem 1 assuming differentiability at the solution even for linear convergence.
As in the smooth case, Dennis-Moré condition is necessary and sufficient for superlinear convergence of quasiNewton methods, as shown in [3, Theorem 3.3] . Therefore, we prove the following statement.
Theorem 2. Assume that the conditions of Theorem 1 are satisfied. Then
Proof. Lemma 1 implies that there exists > 0 such that
and, therefore, we should prove
From the definition of P k we have
and convergence of k s k implies that the sequence {trace(P k )} converges. Furthermore,
Taking limits we obtain
On the other hand
Remark. The superlinear convergence of Broyden's method proved in [3] is proved assuming that the Lipschitz number L for smoothing operator defined by is actually independent of . This implies that F is differentiable at x * . Therefore, both methods are superlinearly convergent for strictly complementary solution.
Smoothing Thomas-Newton method
The statements from the previous section establish the (superlinear) convergence of smoothing Thomas' method for semismooth problems assuming that the function is differentiable at the solution. To deal with NCP that admits degenerate solutions i.e., where x * i = F i (x * ) = 0 is allowed we will need the combination of Newton's and Thomas' method. The algorithm is essentially the same as the one suggested in [3] for Broyden's method.
Let N denote the set where is not differentiable and N ⊂ W . For > 0 we define
The algorithm will consider line segment [x k x k+1 ] and its intersection with W for some > . If the intersection is nonempty then smoothing Newton's step will be taken i.e., B k = k (x k ) for suitable ε k . Otherwise, B k is updated by Thomas' rule. The basic assumption is Lipschitz continuity of ε (x) for ε > 0 given by the following.
A4.
There exists a positive number such that
Algorithm TN. Given x 0 and > take B 0 nonsingular. Proof. We distinguish three cases: x * ∈ int W , x * ∈ jW and x * ∈ R n \W . In the last case we have that x * is strictly complementary solution, therefore, superlinear convergence follows from the previous section. In the first case Algorithm TN reduces to the smoothing Newton method and superlinear convergence can be established for a suitable choice of ε k as in [3, 2] . So we are left with the case x * ∈ jW and the proof reduces to a simple combination of arguments from the two previous cases.
Numerical results
In this section we present numerical results obtained by Broyden's method, Thomas' method and Jacobian smoothing Newton's method. For the sake of completeness we include the results for smooth nonlinear systems also. The following set of 19 standard test functions is used.
• Function f 1-function 13 [14] .
• Function f 2-problem 4.7 [11] .
• Function f 3-problem 4.6 [11] .
• Function f 4-function 2 [14] .
• Function f 5-function 12 [14] .
• Function f 6-problem 4.8 [11] .
• Function f 7-function 6 [14] .
• Function f 8-function 4 [14] .
• Function f 9-problem 4.1 [11] .
• Function f 10-function 27 [14] .
• Function f 11-problem 4.9 [11] .
• Function f 12-problem 4.17 [11] .
• Function f 13-function 25 [14] .
• Function f 14-problem 4.14 [11] .
• Function f 15-problem 4.16 [11] .
• Function f 16-function 5 [14] .
• Function f 17-function 8 [14] .
• Function f 18-function 18 [14] .
• Function f 19-function 26 [14] . Tables 1 and 2 , for two different choices of the initial Jacobian approximation, B 0 = F (x 0 ) and B 0 = I . The exit criteria was
for convergence and
for divergence-denoted by d in the tables. Further indices are used to collect the data which are compared: the index of robustness, the efficiency index and the combined robustness and efficiency index. The robustness index is defined by
the efficiency index is
r ib r ij /t j , Table 1 f n = 10 n = 100 n = 1000 Th Br N Th Br N Th Br N Table 3 f n = 10 n = 100 n = 1000 where r ij is the number of iterations required to solve the problem i by the method j, r ib = min j r ij , t j is the number of successes by method j and n j is the number of problems attempted by method j. As expected, and already reported in [13] the results show similar behavior of both quasi-Newton methods. Test functions for nonlinear complementarity problems are generated in the way proposed in [7] . Let f (x) be a differentiable nonlinear mapping from R n to R n and let x * = (1, 0, 1, 0, . . . ) ∈ R n . For i = 1, 2, . . . , n set
where r 0 is an integer. For F defined in this way, vector x * is a solution of NCP, but not necessarily its unique solution. If r < n, x * is a degenerate solution of NCP, while for r = n it is a nondegenerate solution. Table 3 contains results of numerical tests for nondegenerative case i.e., when r = n. The initial approximation of the smooth Jacobian is the initial generalized Jacobian given in Section 2. The sequence of smoothing parameters is governed by the rule k+1 = min{0.25 k , k (x k ) }, and exit criteria for convergence and divergence was the same as in the smooth case. Again both tested quasi-Newton methods give similar results. The main difference compared to the smooth case is the behavior of Newton's method which happens to be less robust on this particular collection of test problems. Finally Table 4 shows the results for degenerate solution where the Thomas-Newton method was applied. Although the algorithm proposed in Section 4 calls for combination of Newton's method and Thomas' update depending on the existence of intersection between line segment and neighborhood of the solution we tested the Thomas' method with periodical restart with Newton's method. The restart was done each 10 iterations.
