The goal of this paper is to obtain sufficient and (different) necessary conditions for a series a n , which is absolutely summable of order k by a triangular matrix method A, 1 < k ≤ s < ∞, to be such that a n λ n is absolutely summable of order s by a triangular matrix method B. As corollaries, we obtain two inclusion theorems.
In the recent papers [1, 2] , the author obtained necessary and sufficient conditions for a series a n which is absolutely summable of order k by a weighted mean method, 1 < k ≤ s < ∞, to be such that a n λ n is absolutely summable of order s by a triangular matrix method. In this paper, we obtain sufficient and (different) necessary conditions for a series a n which is absolutely summable |A| k to imply the series a n λ n which is absolutely summable |B| s .
Let T be a lower triangular matrix, {s n } a sequence. Then
A series a n is said to be summable |T| k , k ≥ 1 if 
With s n := n i=0 a i λ i ,
We will call T as a triangle if T is lower triangular and t nn = 0 for each n. The notation Δ ν a nν means a nν − a n,ν+1 . The notation λ ∈ (|A| k ,|B| s ) will be used to represent the statement that if a n is summable |A| k , then a n λ n is summable |B| s .
Proof. If y n denotes the nth term of the B-transform of a sequence {s n }, then
where s n = n i=0 λ i a i . Let x n denote the nth term of the A-transform of a series a n , then as in (6),
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Substituting (8) into (6) yields
Using the fact that
and substituting (10) into (9), we have the following: 
Using (i),
Since a n is summable
, and Hölder's inequality,
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Using (iii), (vi), (vii), (ii), and Hölder's inequality,
From (viii),
We now state sufficient conditions, when k = s.
Corollary 1. Let {λ n } be a sequence of constants, A and B triangles satisfying
(i) |b nn |/|a nn | = O(1/|λ n |), (ii) |a nn − a n+1,n | = O(|a nn a n+1,n+1 |), (iii) n−1 ν=0 |Δ ν ( b nν λ ν )| = O(|b nn λ n |), (iv) ∞ n=ν+1 (n|b nn λ n |) k−1 |Δ ν ( b nν λ ν )| = O(ν k−1 |b νν λ ν | k ), (v) n−1 ν=0 |b νν λ ν+1 || b n,ν+1 λ ν+1 | = O(|b nn λ n+1 |), (vi) ∞ n=ν+1 (n|b nn λ n+1 |) k−1 | b n,ν+1 λ n+1 | = O((ν|b νν λ ν+1 |) k−1 ), (vii) ∞ n=1 n k−1 | n ν=2 b nν λ ν ν−2 i=0 a νi X i | k = O(1), then λ ∈ (|A| k ,|B| k ).
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A weighted mean matrix is a lower triangular matrix with entries p k /P n , 0 ≤ k ≤ n, where
Let {λ n } be a sequence of constants, let B be a triangle such that B, and let {p n } satisfy
Proof. Conditions (i), (ii), (iii)-(vii) of Theorem 1 reduce to conditions (i)-(vi), respectively, of Corollary 1.
With
and condition (ii) of Theorem 1 is automatically satisfied. A matrix A is said to be factorable if a nk = b n c k for each n and k. Since A is a weighted mean matrix, A is a factorable triangle and it is easy to show that its inverse is bidiagonal. Therefore condition (viii) of Theorem 1 is trivially satisfied.
We now turn our attention to obtaining necessary conditions. Theorem 2. Let 1 < k ≤ s < ∞, and let A and B be two lower triangular matrices with A satisfying
Then necessary conditions for
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With Y n and X n as defined by (6) and (7), the spaces A * and B * are BK-spaces, with norms given by 
Let e n denote the nth coordinate vector. From (6) and (7), with {a n } defined by a n = e n − e n+1 , n = ν, a n = 0 otherwise, we have 
