Four experiments were conducted to investigate the effects of study time, study repetition, semantic and orthographic similarity, and category length on item recognition memory receiver operating characteristics (ROCs). Analyses of ROC shape rejected A. P. Yonelinas's (1994) dual-process model. The normal unequal variance signal-detection model provided a better account of the data, except for a small but consistent excess of high-confidence errors. It was found that z-transformed ROC slope was increased by similarity, category length, and study item repetition, rejecting R. Ratcliff, G. McKoon, and M. Tindall's (1994) "constancy-of-slopes" generalization for these variables, but slope was relatively unaffected by massed study time.
In recent years, receiver operating characteristic (ROC) analysis of recognition memory data has played an increasingly important role in empirical research (e.g., Glanzer, Kim, Hilford, & Adams, 1999a , 1999b Gronlund & Elam, 1994; Hilford, Glanzer, Kim, & DeCarlo, 2002; Kelley & Wixted, 2001; Qin, Raye, Johnson, & Mitchell, 2001; Ratcliff et al., 1994; Ratcliff, Sheu, & Gronlund, 1992; Ratcliff, Van Zandt, & McKoon, 1995; Rotello, Macmillan, & Van Tassel, 2000; Yonelinas, 1997 Yonelinas, , 1999a Yonelinas, , 1999b Yonelinas, Dobbins, Szymanski, Dhaliwal, & King, 1996; Yonelinas, Kroll, Dobbins, & Soltani, 1999) and modeling (e.g., Dennis & Humphreys, 2001; Glanzer, Adams, Iverson, & Kim, 1993; McClelland & Chappell, 1998; Murdock, 1998; Shiffrin & Steyvers, 1997; Yonelinas, 1994) . ROC analysis is useful because it allows a direct assessment of the distribution of the latent random variable, usually called familiarity, that is often assumed to subserve recognition decisions.
The ROC is a plot of hit probabilities (H) for old (studied) words against false-alarm probabilities (FA) for new (unstudied) words. Points on the ROC are obtained for a set of differing decision criteria, most commonly by asking participants to rate their decision confidence for binary (new vs. old) recognition memory judgments. ROC data are usually analyzed with a version of signal-detection theory (Green & Swets, 1966 ) that assumes normally distributed familiarity and allows unequal variance for new ( n 2 ) and old ( o 2 ) distributions. The normal unequal-variance signal-detection (NUS) model predicts that a transformed version of the ROC plot, the z-ROC, is linear. The z-ROC plots the inverse cumulative normal probability (z) transformation of H and FA. Almost all existing quantitative theories of recognition memory also produce exactly or approximately linear z-ROC plots for at least for some of their parameter values. Hence, estimates of the z-ROC slope and intercept provide a succinct summary of the data that can, in many cases, be directly mapped to the parameters of a quantitative theory.
Under the NUS model, the slope of a z-ROC equals the ratio of new to old familiarity standard deviations, S ϭ n / o , and the intercept, I ϭ ( o -n )/ o , where o is the mean familiarity for old items, and n is the mean familiarity for new items. Accuracy is usually defined as the standardized distance between the means of the new and old familiarity distributions. The intercept of the z-ROC function is, therefore, a measure of accuracy in old standard deviation units. The intercept divided by the slope gives accuracy in new standard deviation units, DЈ ϭ I/S ϭ ( o -n )/ n .
For the large class of quantitative theories in which familiarity is the sum of N random variables (e.g., Humphreys, Pike, Bain, & Tehan's, 1989 , "global" memory models) or a linear transformation of that sum (e.g., attention-likelihood theory; Glanzer, Adams, & Iverson, 1991) , the central limit theorem dictates that the NUS model is exactly correct in the limit of large N. The limit usually holds either by design (e.g., sufficiently long study lists for the global memory models) or by assumption (e.g., a sufficiently large numbers of features and probability of feature marking in attention-likelihood theory). In these cases, S and I can be directly mapped to parameters of the theories. z-ROC analysis has become an important tool for testing the detailed predictions of these theories, particularly predictions about z-ROC slope (e.g., Glanzer et al., 1993; Ratcliff et al., 1992 Ratcliff et al., , 1994 Ratcliff et al., , 1995 .
More recent quantitative theories of recognition memory do not predict exactly linear z-ROC functions, but the empirical pattern of data found with ROC analysis has remained important for testing these theories. Dennis and Humphreys (2001) fit their model directly to z-ROC data. McClelland and Chappell (1998) and Shiffrin and Steyvers (1997) demonstrated that their models could produce approximately linear z-ROC functions with slopes less than one, at least for some parameter values. However, the familiarity distributions produced by these theories can deviate substantially from normality, and so the S and I estimates provided by z-ROC analysis cannot be directly mapped to model parameters.
Analysis of z-ROC shape has been particularly important for another recent model, Yonelinas's (1994) dual-process signal-detection (DPS) theory. DPS postulates that two statistically independent processes underlie recognition memory decisions, a recollection process, which either succeeds or fails with some probability, and a continuous process that is used only if recollection fails. The continuous process follows a normal equal-variance signal-detection model, which produces a linear z-ROC with a slope of one. As the probability of recollection increases, the z-ROC predicted by DPS becomes increasingly nonlinear. DPS contrasts with the theories of McClelland and Chappell (1998) and Shiffrin and Steyvers (1997) in that it cannot produce linear z-ROC functions when the slope is substantially less than one. Advocates of DPS theory (e.g., Yonelinas, 1997 Yonelinas, , 1999a Yonelinas, , 1999b Yonelinas et al., 1996 Yonelinas et al., , 1999 have sought support from experimental demonstrations of the predicted systematic deviations from z-ROC linearity.
Despite intensive research, the interpretation of recognition memory ROCs remains controversial. The following sections review two areas of controversy, about which experimental variables affect z-ROC slope, and about the shape of empirical z-ROC functions, and, hence, the applicability of the NUS model. In order to test the issues raised, the experiments reported here were designed to examine the effects of prototypical "strength" (study time and study item repetition) and "interference" (similarity and category length) manipulations on z-ROC slope and shape.
z-ROC Slope Ratcliff et al. (1992) , reporting new experiments and surveying existing data, found that item recognition z-ROC slopes were significantly less than one. Assuming the NUS model, these results indicate that the familiarity of studied items is more variable than the familiarity of unstudied items. Although slope decreased with study time at low levels of accuracy, it tended to remain constant with increased study time when accuracy, as indexed by the z-ROC intercept, was greater than 0.5. Ratcliff et al. (1992) noted that these findings are problematic for global memory models, because they predict either that slope has a constant value of one-for example, the continuous memory version of the theory of distributed associative memory (TODAM; Murdock & Kahana, 1993) -or that it decreases with increasing study time-for example, the search of associative memory model of recognition (SAM; Gillund & Shiffrin, 1984) and MINERVA2 (Hintzman, 1986) . Attention-likelihood theory (Glanzer et al., 1991) also predicts a decrease in slope with study time. Ratcliff et al. (1994) extended these findings by manipulating accuracy using list length and similarity; once again, they concluded that slope was unaffected for intercepts greater than 0.5, although word frequency was found to affect slope. They summarized their findings with the "constancy-of-slopes" generalization: z-ROC slope is unaffected by accuracy above a threshold value, except when accuracy is changed by materials manipulations, such as word frequency. However, because the constancy-of-slopes generalization requires affirming a null hypothesis, it is difficult to discount objections based on a lack of power.
Recently, Glanzer et al. (1999b) criticized Ratcliff et al.'s (1994) constancy-of-slopes generalization on the basis of new experiments examining word frequency, depth of encoding, study time, and study item repetition, along with new analyses of experiments by Glanzer and Adams (1990) and 33 other experiments. They found that slope generally decreased as accuracy increased, except where accuracy was manipulated by repetition of study items. Confusingly, the largest and closest to significant effect of study on z-ROC slope reported by Ratcliff et al. (1992) was produced by repetition of study items.
Although Glanzer et al.'s (1999b) results appear at odds with the constancy-of-slopes generalization, a strong conclusion is difficult to make because accuracy was low in most of the experiments they examined. As noted by Ratcliff et al. (1992) , z-ROC slope approaches one as the intercept approaches zero both empirically (when study time is short) and according to most recognition memory theories. Given that slope is less than one when accuracy is high, a change in slope is expected when low-and high-accuracy conditions are compared. Glanzer et al. reported that, in their new experiments, they still found significant decreases in slope as accuracy increased when participants with intercepts less than 0.45 were removed. However, the limit of the constancy-of-slopes generalization to intercepts greater than 0.5 is approximate, and only a minor modification in the threshold would bring Glanzer et al.'s conclusion into doubt. Even for participants retained in the censored analysis, discrimination was still fairly weak, with average intercepts less than one for all but one condition in their third experiment. Hirshman and Hostetter (2000) reported a significant decrease in slope between conditions with intercepts of 0.72 and 1.24 and stated, "all subjects show discriminability that is substantially above chance" (p. 164). They suggested that their results agree with Glanzer et al.'s (1999b) but differ from Ratcliff et al.'s (1994) because Ratcliff et al. (1994) used more study-test lists in their experimental designs. In particular, they suggested that increased interlist proactive interference in Ratcliff et al.'s (1994) design might have swamped any effects of study on slope. An alternative explanation is that accuracy in Hirshman and Hostetter's experiment was quite low, so that the lower accuracy condition had a higher slope because it contained low-accuracy participants with small intercepts. Glanzer et al. (1999b) also criticized Ratcliff et al.'s (1994) limitation of the constancy-of-slopes generalization to other than materials manipulations on the grounds that it is unprincipled: "No reason is given why 'type of materials' and 'strength manipulations,' both of which affect accuracy, should have differed in their effect on slopes" (p. 509). Ratcliff et al. (1994) did not find a significant effect on slope of similarity between new and old words (although close, p ϭ .059), but similarity might be argued to be a materials manipulation. Once again, power is a problem, not only in terms of the marginally significant result, but also because semantic similarity was manipulated. Semantic similarity often has a much weaker effect than orthographic similarity on recognition memory (e.g., Gillund & Shiffrin, 1984) . Further, Ratcliff et al. (1994) used a category length (number of similar items in the study list) of only one. Item noise theories (see Dennis & Humphreys, 2001) , which include the global memory models, as well as the McClelland and Chappell (1998) and Shiffrin and Steyvers (1997) theories, predict stronger similarity effects with increasing category length. Hence, Ratcliff et al.'s (1994) demonstration of a null effect on slope would have been more convincing if they had used longer categories. Shiffrin, Huber, and Marinelli (1995) investigated the effects both of semantic and orthographic similarity and of category length and strength on recognition memory. Results were generally in accord with the differentiation version of the SAM theory , which predicts that similarity and category length affect z-ROC slope, but that category strength does not. However, the evidence for an increase in the hit rate with category length (predicted by SAM) was weak and inconsistent, despite a clear increase in the false-alarm rate. A ceiling effect on hit rates was unlikely, as accuracy was low, so Shiffrin et al. (1995) suggested a dual-process explanation (e.g., Atkinson & Juola, 1974; Mandler, 1980) . They speculated that hits could sometimes result from recollection but that recollection becomes less effective as category length increases. As familiarity-based increases in hit rate with category length trade off with decreased hit rates due to recollection, the effect of a category length on overall hit rate is weakened.
Several features of Shiffrin et al.'s (1995) design were not conducive to finding strong effects of category length. Categories were embedded in very long lists in order to avoid participants becoming aware of the category length manipulation and adjusting their decision criteria. For the SAM model, category length as a proportion of list length determines the magnitude of the category length effect. Hence, it is not surprising that Shiffrin et al. found only weak effects of category length on accuracy, although the effects were significant. Another problem is that Shiffrin et al.'s design did not yield a sufficient number of observations for analyses of individual-participant z-ROCs. Fits of the SAM model to averaged z-ROCs were swamped by variance due to betweensubjects differences and variance due to long lists. As a result, the fits were unable to capture even their weak effects of category length on accuracy, because extremely high estimates of old familiarity variance were necessary to accommodate the average z-ROC slope.
In summary, the effect on z-ROC slope of manipulations that affect accuracy are controversial, and experimental evidence is inconsistent. Ratcliff and colleagues (Ratcliff et al. 1992; Ratcliff et al., 1994) have found that slope is unaffected by study time, although repetition produced a marginal effect. colleagues (1999a, 1999b) found clear effects of massed study time, but not spaced study repetitions. Where there is agreement that slope and accuracy change together (e.g., materials manipulations such as word frequency), no explanation is evident as to why these cases differ. Ratcliff et al. (1994) found that similarity, which appears to be a materials manipulation, produced at best a marginal effect on slope, contradicting the predictions of SAM. In contrast, Shiffrin et al. (1995) supported SAM's general account of similarity and category length effects. However, they could not obtain satisfactory fits of the SAM model and needed to invoke a qualitatively specified dual-process mechanism. The next section examines a quantitative dual-process theory, which Yonelinas (1994) proposed as an explanation of results about both z-ROC slope and z-ROC shape.
z-ROC Shape Yonelinas (1994) proposed DPS theory as a unifying account of experimental results on z-ROC slope. DPS theory predicts linear z-ROCs with unit slope when recollection is absent. As the probability of recollection increases, z-ROC functions become progressively more concave upward (i.e., U-shaped), and the slope of a straight-line fit to the z-ROC function becomes progressively less than one. Consequently, the shape of z-ROC data can be used to adjudicate between DPS theory and the NUS model, particularly when slope estimates are less than one. Because DPS theory and the NUS model both have two free parameters, and hence similar flexibility, they can also be compared by goodness of fit to z-ROC data. Yonelinas (1994) used DPS theory to provide a principled explanation of Ratcliff et al.'s (1994) constancy-of-slopes generalization. A simulation demonstrated that simultaneous increases in recollection and familiarity resulted in an increase in z-ROC intercept with no change in slope, whereas a change in recollection alone increased the intercept and decreased the slope. Yonelinas hypothesized that manipulations affecting interference, in which he included lag and delay manipulations (Donaldson & Murdock, 1968; Gehring, Toglia, & Kimble, 1976) as well as materials manipulations, change only the probability of recollection, whereas strength manipulations, such as study time, cause simultaneous changes in both the signal detection and recollection components. Hence, DPS provides a potential explanation of the constancy-of-slopes generalization.
The only evidence for concave upward z-ROCs in item recognition comes from Yonelinas et al. (1996) in conditions that may have promoted recollection, such as requiring source recall. Glanzer et al. (1999b) found virtually no evidence for concave upward functions in their extensive review of z-ROC results for item recognition. They concluded that: " [upward] concavity is not a general characteristic . . . [and] does not present a general explanation of [z]ROC slopes" (p. 512). Ratcliff et al. (1995) also found no support for concave upward deviation in the data of Ratcliff et al. (1994) and that estimates of recollection probability obtained by fitting Yonelinas's (1994) model changed in an unreasonable way for these data. Yonelinas (1994) found similar unreasonable changes in recollection estimates but attributed them to floor and ceiling effects. Ratcliff et al. (1995) noted that floor and ceiling effects cannot provide a similar explanation for their findings.
Yonelinas (1999b) countered Glanzer et al.'s (1999b) criticism of DPS theory by showing that it provided good fits (see his Figure  3 ) to 10 of Glanzer et al.'s averaged data sets. However, this defense is open to criticism because a good fit does not, by itself, provide strong evidence for a model (Roberts & Pashler, 2000) . This is particularly true of ROC data, as both observed ROC curves and ROC curves predicted by any reasonable theory are constrained to always be nondecreasing. The DPS theory and the NUS model are also exactly equivalent when z-ROC slope equals one, with differences only emerging as slope decreases. Hence, the fit of these models would be expected to be similar.
To check Yonelinas's (1999b) findings, the DataThief (Huyser & van der Laan, 1994) software was used to measure the 10 data sets from his Figure 3 and fits of both DPS theory and the NUS model obtained as described by Yonelinas (1999b) (i.e., least squares on probabilities). Figure 1 displays the data from Glanzer et al.'s (1999b) Experiment 1 and the DPS fits. As reported by Yonelinas, the average R 2 for the NUS model was superior to that of DPS only in the fourth decimal place. However, the NUS model fit better than DPS for every one of the 10 curves, a significant result by a binomial test. As shown in Figure 1 , where z-ROC slope was shallow, a concave upward bend was evident in the DPS fits, but where slope was near one, DPS fits were close to linear 1 (cf. Ratcliff et al., 1995) . The correlation of the difference in R 2 between the two models and z-ROC slope was also significant (r ϭ .67, p ϭ .03), indicating that the fit of DPS theory became worse as z-ROC slope decreased. Ratcliff et al. (1994) proposed an alternative explanation of nonlinear z-ROCs, where responses based on the NUS model are contaminated with guesses. They found that even a small proportion of guesses that were uniformly distributed across confidence levels produced a concave downward (i.e., inverted U-shaped) z-ROC. Because guessing responses are assumed to be relatively rare, they cause only small changes in response probabilities. However, their effect is still appreciable for rare responses (e.g., high-confidence false alarms and misses in accurate responding), where the proportional change due to guessing is large. The effect of guessing on rare responses is also emphasized in z-ROC plots by the highly nonlinear nature of the z-transformation for probabilities near zero or one.
DPS theory predicts an excess of high-confidence hits, resulting in the strongest deviations from linearity occurring upward and on the left of the z-ROC function. Ratcliff et al.'s (1994) guessing model, in contrast, produces downward deviations on the right side of the z-ROC and rightward deviations on the left side of the z-ROC. It is difficult to compare the two models using goodness of fit because the guessing model has one more parameter than DPS theory. However, the distinct patterns of deviations from linearity mean that z-ROC shape can be used to compare them, by counting the number of cases that display concave upward versus downward shape (cf. Glanzer et al., 1999b) .
In summary, Yonelinas's (1994) DPS theory may, in principle, provide an explanation of exceptions to the constancy-of-slopes generalization. However, direct evidence for DPS theory in item recognition, concave upward z-ROCs, is lacking. As z-ROC slopes less than one are commonly seen in item recognition paradigms, and DPS theory must assume concave upward z-ROC functions to account for slopes less than one, its explanation of the constancyof-slopes generalization is open to question.
Overview of Experiments
The present experiments test both Yonelinas's (1994) DPS theory and Ratcliff et al.'s (1992) constancy-of-slopes generalization in item recognition. All experiments used a prototypical method of manipulating interference: item similarity. Experiments 1 and 2 were designed to investigate semantic and orthographic similarity, respectively, and Experiment 3 was designed to investigate the category length effect for orthographic similarity. Similarity and category length were manipulated as within-subjects variables. DPS theory predicts that similarity and category length will affect z-ROC slope, because they are interference manipulations, whereas the constancy-of-slopes generalization predicts that slope will not be affected by similarity and category length.
In Experiments 1 and 2 study time was also manipulated. Manipulation of accuracy through study time is the prototypical case in which Ratcliff et al.'s (1992) constancy-of-slopes generalization should hold. DPS theory also predicts that z-ROC slope will not change if accuracy is manipulated by study time. Study time was manipulated in two ways between subjects: by repeating study of the same item at spaced intervals (the spaced condition) and by increasing the time of a single study presentation (the massed condition). Comparison of these two manipulations of study time is of interest because previous evidence suggests that they may have different effects on z-ROC slope.
Memory is better for spaced than massed study when the studytest lag is moderate or large compared with the lag between spaced repetitions (Glenberg, 1976) as was the case in the present experiments. In recognition memory, the spaced advantage is usually attributed to deficient study of the massed repetitions. Greene (1989) found that the spacing effect disappeared under incidental learning conditions. He suggested that the spacing effect in cuedmemory tests such as item recognition is due to voluntary rehearsal; participants assume that a massed repetition's greater familiarity indicates that it requires less rehearsal. However, Challis (1993) found that the spacing effect could occur with incidental learning, as long as the orienting task required lexical-semantic processing. He suggested that the spacing effect in recognition is due to an involuntary reduction in the study of massed repetitions due to lexical-semantic priming from earlier presentation. The intentional study conditions used in the present experiments make 1 Note that differences between the models are hard to see in probability plots as in Yonelinas's (1999b) Figure 3 but are clearer in z-transformed plots. When R 2 was calculated on observed and predicted z values rather than probabilities, the average difference in fit between the models was also larger, occurring in the third decimal place. Yonelinas's (1999a , 1998b . H ϭ hit probability; FA ϭ false-alarm probability. Plotting symbols correspond to the four experimental conditions. Open circles represent short study and high word frequency; plus signs represent long study and high word frequency; cross marks represent short study and low word frequency; open triangles represent long study and low word frequency. it likely that participants will engage in lexical-semantic processing and hence produce a spaced advantage.
Several aims constrained the design of the experiments. Most important, z-ROCs had to be estimable for each individual participant and condition. Averaged z-ROCs confound between-subjects variance and intrinsic variance in familiarity. It is the intrinsic variance of familiarity that is the subject of recognition memory theories. Most of the analyses of Glanzer et al. (1999b) and Ratcliff et al. (1992 Ratcliff et al. ( , 1994 used averages over participants. For these analyses, changes in slope may have been produced by changes in individual differences rather than changes in familiarity variance. Conversely, a failure to detect a change in slope may have been caused by an interaction of individual differences and familiarity variance effects.
A second design constraint was that good accuracy was necessary in all conditions, so that finding an effect on z-ROC slope could not be attributed to the inclusion of a low-accuracy condition. This aim was facilitated by the use of short study lists. Short lists are also desirable because, as demonstrated by Gronlund and Elam (1994) , long lists yield z-ROC slopes close to one. Within the global memory model framework, this occurs because differences between new and old familiarity variance are swamped in long lists by variance due to small matches from the large number of study list items. The shallow slopes that occur with short lists provide a powerful test of Yonelinas's (1994) DPS theory, because it cannot predict such slopes without easily detectable nonlinearity in z-ROCs (Ratcliff et al., 1995) .
Experimental effects and sample sizes had to be large so that a failure to find z-ROC slope differences could not be attributed to a lack of power. In pilot testing, large effects were achieved by doubling study time and using one versus two repetitions. A large effect of similarity was found when one third of the study list consisted of similar words, the level adopted in Experiments 1 and 2. Large effects of category length were achieved in Experiment 3 by using between one sixth and one half similar words in study lists.
Strong effects of similarity also required careful selection of words. Similar words were drawn from pools of 24 words with high mutual similarity (see Appendixes A and B). Semantically similar lists consisted of the 24 most frequently produced words in response to category labels for a sample of 620 Australian participants (Casey, 1988) . Inspection of these lists reveals that they are largely similar to standard lists but also contain some unique local usages. These usages were appropriate for the participants in the present experiments, as Casey's sample was drawn from the same population (university students from New South Wales in Australia). Orthographically similar lists, with an average of more than 50% identical letters in corresponding positions, were produced by a computer-aided search of the Medical Research Council (MRC2) database (Coltheart, 1981) .
Analysis Techniques
Estimates of the NUS model for each individual participant were obtained using a maximum-likelihood procedure that estimates parameters for any number of within-subject conditions simultaneously (Kijewski, Swensson, & Judy, 1989) , rather than being limited to pairs of conditions (cf. Dorfman & Alf, 1969; Grey & Morgan, 1972; Ogilve & Creelman, 1968) . Simultaneous estimation provides parameter values relative to a reference condition, which by assumption has a familiarity distribution with a mean of zero and standard deviation of one. The simultaneous estimation method also assumes that the same decision criteria are used for all conditions. Given that these assumptions are true, the simultaneous estimation procedure is more efficient than procedures based on pairwise estimation (Kijewski et al., 1989) .
The large numbers of similar words in study lists may have made the similarity manipulation obvious to some participants. Hence, they may have used different decision criteria for similar and dissimilar words and for lists having different category lengths. As a means of avoiding violation of assumptions, simultaneous maximum-likelihood estimation was carried out separately for similar and dissimilar words and for different category lengths. Within these conditions, parameters for new weak and strong conditions, which must have the same decision criteria, were estimated simultaneously, using the new condition as a reference.
The primary method of presenting the goodness-of-fit results for the NUS model is graphical: plots of z scores for each condition on the ordinate against the z scores for the reference distribution. However, simply plotting average observed z scores and z scores obtained by averaging parameters from individual model fits can be quite misleading when missing values are present. Some participants had missing values because the z transformation is undefined for probabilities of zero or one, a common occurrence for the incorrect high-confidence rating categories when, as in the present experiments, accuracy was high.
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The solution adopted here was to plot the data as average deviations from the z values predicted by the average model (i.e., the model with parameters that were the average of each participant's parameter estimates). This provides an accurate reflection of average deviations from the NUS model. Plots include 95% normal confidence intervals (i.e., Ϯ 1.96 SD(d i )/ ͱn, where n is the number of participants and d i is the i th participant's deviation) for both z(H) (vertical bars) and z(FA) (horizontal bars). When inspecting plots, comparison of the NUS model predictions (solid points) and the confidence intervals are useful for determining the reliability of deviations in z(H), z(FA), or both. It is important to note that the NUS model may accurately fit z(H) but fail for z(FA), or vice versa, for any given point. For example, most of the large deviations observed in the following experiments were for (rare) high-confidence errors, whereas very little deviation was seen for the corresponding (common) high-confidence correct responses.
Goodness of fit was also quantified using a chi-square test. Simulation studies have shown that this test results in rejection of the null hypothesis too often (Metz, 1988 , as cited in Kijewski et al., 1989) unless the expected number of observations is greater than five in all rating categories. This was often not the case for high-confidence errors, so a tight rejection criterion of p Ͻ .01 was selected. The results for the chi-square tests were also used to select cases for further analysis of the pattern of deviation, using the quadratic regression method of Glanzer et al. (1999b) . Any z-ROC with significant deviation according to a liberal criterion of p Ͻ .10 was subject to quadratic regression analyses. The signs of quadratic regression coefficients were used to assess whether individual z-ROCs were concave upward, as predicted by DPS theory, or concave downward, as predicted by Ratcliff et al.'s (1994) guessing model. Unless otherwise specified, significance of inferential tests was assessed at the .05 level.
Accuracy was analyzed using both the intercept (I) and intercept divided by slope (DЈ) estimates. Analyses of I have been reported in most previous ROC studies and so are provided for comparison. Analyses of DЈ are reported as slope, and hence the relative values of I and DЈ may vary across conditions. Measures combining estimates of old and new variance, such as
fall between I and DЈ estimates, regardless of slope, so analysis of both I and DЈ provide a broad characterization of effects on accuracy.
Experiment 1 Experiment 1 was designed to examine the effect of semantic similarity and study time, weak (3 s/pair) versus strong (6 s/pair), as within-subject variables. Study words were presented in pairs and participants instructed to create associations between pair members in order to focus study on the currently presented pair. Spaced versus massed presentation of strong items was a betweensubjects variable. Participants simultaneously indicated whether a test word was new or old and their confidence on a 6-point scale.
Method
Participants. The 64 participants were students at the University of Newcastle, Australia, who volunteered to participate in a 1-hr session. Half of the participants were randomly allocated to the massed study condition and half to the spaced study condition.
Apparatus and stimuli. An IBM-PC clone with a color monitor presented stimuli and recorded responses. Confidence ratings were obtained using the z, x, c, ., ., and / keys, indicating Sure New, Probably New, Possibly New, Possibly Old, Probably Old, and Sure Old, respectively. During testing, the words Sure, Probably, Possibly, Possibly, Probably, and Sure were arrayed across the bottom of the screen with the words New and Old above Probably on the left and right, respectively. Timing and the synchronization of stimulus presentation with screen refresh were achieved using Heathcote's (1988) programs.
Similar stimuli were drawn from sets of 24 words from 18 categories (see Appendix A). The set of dissimilar stimuli consisted of 776 words selected so that they did not come from any of the categories used for similar words. Forty of the dissimilar words were used for practice and the remaining 736 for testing. The 736 dissimilar words were approximately matched to the similar words on their average natural log Kučera-Francis and Thorndike-Lorge counts (taken from the MRC2 database; Coltheart, 1981) . Nonzero Kučera-Francis counts were available for all dissimilar words and all but 36 similar words. Nonzero Thorndike-Lorge counts were available for all but 16 dissimilar words and 31 similar words. Only 7 similar words had zero Kučera-Francis and Thorndike-Lorge counts. The average natural log frequency was 3.89 for dissimilar words and 3.54 for similar words.
Procedure. Participants studied and were tested on one practice list and 18 experimental lists of 20 words. Each study list took 36 s to present. Study words were presented as pairs in white text in the middle of a black screen. Participants were instructed to form associations between pairs of words and to rehearse only the pair of words that was on the screen during study-list presentation. Pair members were always both from the similar word set or both from the dissimilar word set.
The first and last pair in each study list was presented for 3 s. One of these four "buffer" words was randomly selected for testing, but the response to it was not recorded. On average, half of the pairs presented in the middle 30 s of the study list were similar and half were dissimilar. For half of the massed-study lists, four "strong" pairs were presented for 6 s each, followed by two "weak" pairs presented for 3 s each. For the other half of the massed lists, four weak pairs were presented for 3 s each, followed by three strong pairs presented for 6 s each. For spaced study, each pair was presented for 3 s and no two identical pairs followed each other. Each study list had two, three, or four strong pairs, which were presented twice, and six, four, or two weak pairs, respectively, which were presented once. The first presentation of the strong pairs always occurred in the first four pairs after the first buffer pair. Apart from these constraints, the presentation order was random.
Following study, the screen was blank for 1 s, and then a new screen appeared asking participants to initiate testing by pressing a space bar. Test words were presented in random order and consisted of the 19 new words not seen during study, a buffer word, and 13 words selected at random from the set of nonbuffer words presented during study. For each participant and study-test cycle, old and new words were randomly selected without replacement from a list of similar words and from the pool of dissimilar words.
A test screen displayed the test word at the center of the screen and a visual-analogue representation of the confidence rating scale at the bottom of the screen. When a participant responded, the corresponding word on the rating scale flashed for half a second. New responses were made with the left hand and old responses with the right hand. The next test screen was presented 1 s after the previous response. At the end of a study-test cycle, the screen went blank for 2 s. A new screen then appeared asking the participant to press any key to begin the next study-test list. Participants were encouraged to take a break at this point if they desired.
At the start of the session, all participants studied, and were tested on, a practice list constructed from the same set of 40 dissimilar words. The response procedure was described to participants, and they were encouraged to make use of all confidence ratings and to respond as rapidly as was compatible with maintaining high accuracy. Participants were not informed about the manipulation of word similarity. The procedure for the practice list was identical to that for the experimental lists, except that, following the practice test, participants were given feedback about the number of their responses in each confidence category. The experimenter discussed this feedback with the participant and emphasized the need to use all confidence categories. Participants were instructed to achieve this aim by adjusting their definitions for each confidence category (e.g., by reserving sure responses for occasions on which they were "absolutely and completely sure" if they tended to neglect low-confidence responses). They were discouraged from randomly responding or choosing rarely used confidence categories without reference to their actual feeling of confidence. At the conclusion of the session, participants were thanked for their participation and any questions about the experiment answered.
Results and Discussion
NUS fit. Figure 2 illustrates the fit of the NUS model to the confidence data. Only 2 of 64 fits in the spaced condition and 4 of 64 fits in the massed condition were rejected by the chi-square test at the .01 level. The most pronounced deviations occurred for the most infrequent types of responses: high-confidence errors (i.e., hits on the upper right of the figure and false alarms on the lower left of the figure). Participants produced more high-confidence errors, to both new and old words, than predicted by the NUS model. As previously discussed, a small excess of high-confidence errors is consistent with an underlying NUS process contaminated by a small proportion of guesses.
Two factors mitigate the deviations from the NUS model's prediction of z-ROC linearity. First, missing values were common for the deviant ratings because many participants did not make high-confidence errors. Second, the deviations are exaggerated in the plots because the z transform amplifies small probability differences near zero or one. At most, these deviations represent a difference between expected and observed probabilities of .009 and a corresponding frequency difference of only 0.54 responses (for strong similar hits in the massed condition; see Figure 2B ). In short, the deviations for high-confidence errors are at least partially due to floor and ceiling effects that would be expected given the good overall discrimination between old and new words.
One aspect of the observed misfit not attributable to guessing and/or floor and ceiling effects was evident at the boundary between new and old responses in the strong massed similar condition. The difference between expected and observed probabilities was .023 with a corresponding frequency difference of 1.34 responses. This pattern of misfit was not evident in any other condition of any experiment reported here, so its origin is unclear.
Where deviation occurred at the individual level, it followed a consistent concave downward pattern. For cases with significant misfit according to the chi-square test at the .1 level (the liberal criterion used to select individual z-ROCs for polynomial regression analysis), negative quadratic coefficients indicative of concave downward deviation were found for 24 of the 28 polynomial regressions of z(H) against z(FA). Hence, the observed minor Figure 2 . Experiment 1 (semantic similarity): Average z-transformed receiver operating characteristic functions for the unequal-variance normal model (solid lines) fit separately to dissimilar and similar words, and 95% confidence intervals on the average deviations of the observed z scores from the z scores predicted by the model, with means joined by dotted lines. DЈ is intercept divided by slope, and all estimates are the average of the individual participant's estimates. H ϭ hit probability; FA ϭ false-alarm probability.
deviations from a linear z-ROC function are consistent with a small percentage of guessing responses for some participants.
In summary, there was no support for the pattern of deviations predicted by Yonelinas's (1994) DPS theory, despite the fact that the slopes were much less than one, so deviations should have been large enough to detect. In particular, the critical high-confidence hit results were extremely well predicted by the NUS model, and virtually no concave upward deviation was found in individual z-ROCs.
z-ROC parameters. Figure 2 displays the intercept, slope, and DЈ (intercept divided by slope) estimates calculated by averaging the estimates from individual fits. Similar slope was greater than dissimilar slope, F(1, 62) ϭ 9.68, MSE ϭ 0.084. The interaction between similarity and study distribution just achieved significance, F(1, 62) ϭ 4.02, p ϭ .049, as the difference between dissimilar and similar slope was greater for weak than strong items. These results cast doubt on Ratcliff et al.'s (1994) constancy-of-slopes generalization for the effect of similarity.
The effect of study time on slope was weaker than the effect of similarity on slope. On average, strong slope was less than weak slope for massed study, but the order was inconsistent for similar and dissimilar words (see Figure 2B vs. Figure 2A) . For spaced study, in contrast, strong slope was greater than weak slope for both similar and dissimilar words (see Figure 2D vs. Figure 2C ). The different effects of massed and spaced study on slope were reflected in a significant interaction between study distribution and study time, F(1, 62) ϭ 6.21, MSE ϭ 0.024.
Separate analyses of the massed and spaced conditions revealed a significant main effect of study time on slope for the spaced condition, F(1, 31) ϭ 4.86, MSE ϭ 0.05, but not for the massed condition, F(1, 31) ϭ 1.43, MSE ϭ 0.024. No other effects were significant, except the interaction between study time and similarity in the massed condition, F(1, 31) ϭ 4.66, MSE ϭ 0.021, reflecting the greater effect of study time on slope for similar than dissimilar words. A t test of similar word data from the massed condition (see Figure 2B) showed that weak slope was significantly greater than strong slope, t(31) ϭ 2.33, SE ϭ 0.038.
The results for spaced study reject Ratcliff et al.'s (1994) constancy-of-slopes generalization because spaced study caused a significant increase in slope. The global memory models cannot account for these results, as they predict that slope should either decrease (SAM, MINERVA2) or stay constant (TODAM). The results for massed study are more ambiguous. For similar words, massed study decreased slope as predicted by SAM and MINERVA2, but for dissimilar words it had little effect. In all cases slope was clearly less than one, contradicting the predictions of TODAM.
For z-ROC intercepts, the interaction between study distribution and study time was highly significant, F(1, 62) ϭ 34.2, MSE ϭ 0.136, with spaced strong study greater than massed strong study. The same was true for the DЈ measure, F(1, 66) ϭ 15.0, MSE ϭ 0.212. The effect of similarity on the intercept was surprising; the similar intercept was greater than the dissimilar intercept, F(1, 62) ϭ 19.2, MSE ϭ 0.193. For the DЈ measure, in contrast, similar was less than dissimilar, except for strong massed study. Although the main effect of similarity on DЈ was not significant, F(1, 62) ϭ 2.09, MSE ϭ 0.936, the three-way interaction between all factors was just significant, F(1, 62) ϭ 4.09, MSE ϭ 0.212, p ϭ .049, consistent with dissimilar accuracy's being greater than similar accuracy in all but the strong massed condition.
In summary, accuracy increased with study time, with a greater increase for strong spaced than strong massed study. Similarity had opposite effects on the two accuracy measures derived from the z-ROC fits, reflecting the strong effect of similarity on z-ROC slope. z-ROC intercepts generally indicated better accuracy for similar than for dissimilar items, whereas DЈ generally indicated the opposite ordering. Overall, accuracy was high, with the median intercept being 2.01. Hence, the observed changes in z-ROC slope were not due to the inclusion of low-accuracy data.
Experiment 2
Experiment 2 was almost identical to Experiment 1, except that similarity was manipulated orthographically.
Method
Participants. The 68 participants were students at the University of Newcastle, Australia, who volunteered to participate in a 1-hr session. Half of the participants were randomly allocated to the massed conditions and half to the spaced condition.
Apparatus, stimuli, and procedure. The same apparatus was used as in Experiment 1 but with different stimuli. The stimuli consisted of 36 sets of 56 words each, 24 words having high mutual orthographic similarity and 32 words having low mutual similarity, and low similarity to the 24 highly similar words. Words in each set had the same number of letters, with 9 five-letter, 12 six-letter, 9 seven-letter, and 6 eight-letter sets (see Appendix B for a full listing). Orthographic similarity was measured by "overlap": the percentage of identical letters in the same positions. The similarity of each word to all other words in its list was calculated by the overlap measure and averaged for each set of words. Pairs of similar words had an average 58.5% overlap, pairs of dissimilar words 2.9% overlap, and pairs of similar and dissimilar words 0.7% overlap. All words had at least one occurrence in the Kučera-Francis counts (taken from the MRC2 database; Coltheart, 1981) , and similar and dissimilar words were equated on average natural log word frequency (2.076 for similar words and 2.099 for dissimilar words).
The experimental procedure was identical to that of Experiment 1, except for one detail of study-test list construction. The 18 experimental lists for each participant were drawn randomly without replacement from the pool of 36 word sets. Each study-test list was constructed by random selection from the 24 similar and 32 dissimilar words in each set, rather than dissimilar words being drawn from a common pool as in Experiment 1.
Results and Discussion
NUS fit. Figure 3 illustrates the fit of the NUS model. Significant misfit (at the .01 level) occurred for only 2 of the 68 fits in the massed condition, in both cases for dissimilar words, and for 4 of the 68 fits in the spaced condition, twice for dissimilar and twice for similar words. Misfit was mainly evident in the spaced condition, where dissimilar words had an excess of high-confidence false alarms (see Figure 3C ), whereas similar words had an excess of high-confidence misses (see Figure 3D ). The misfit was small, being at most .006 in probability and 0.4 in response frequency. As in Experiment 1, the pattern of deviation was systematically concave downward. For cases with significant chi-square misfit at the .1 level, 22 of the 26 had negative quadratic coefficients consistent with Ratcliff et al.'s (1994) guessing model rather than DPS theory.
As in Experiment 1, no evidence was found to support the DPS theory explanation of z-ROC results, despite the fact that slopes were, in most cases, less than one. The NUS model accurately predicted high-confidence hits, and virtually no concave upward deviation was found in individual z-ROCs. Some concave downward deviation was observed in a few cases, consistent with a small percentage of guessing responses for a minority of participants.
z-ROC parameters. Figure 3 displays DЈ, intercept and slope measures calculated by averaging the estimates from individual fits. Similar slope was greater than dissimilar slope, F(1, 62) ϭ 69.6, MSE ϭ 0.048, with the difference being greater (around 0.2 on average) than in Experiment 1 (around 0.1 on average). These results confirm and extend the conclusion that Ratcliff et al.'s (1994) constancy-of-slopes generalization does not hold for the effects of similarity.
The effect of study time on z-ROC slope followed the same pattern as in Experiment 1. On average, strong slope was less than weak slope for massed study, but the order was inconsistent for similar (see Figure 3B ) and dissimilar (see Figure 3A) words, whereas strong slope was greater than weak slope for spaced study of both similar (see Figure 3D ) and dissimilar (see Figure 3C) words. The interaction of study distribution and study time was significant, F(1, 62) ϭ 6.06, MSE ϭ 0.020. Separate analyses of massed and spaced conditions found no main effect of study on massed slope (F Ͻ 1) but a significant effect for spaced study, F(1, 33) ϭ 6.72, MSE ϭ 0.022. No other effects on slope were significant.
As in Experiment 1, the results for spaced study reject Ratcliff et al.'s (1994) constancy of slopes generalization, because spaced study had a significant effect on slope. They also reject the global memory model predictions, because spaced study increased rather than decreased slope. The results for massed study support the constancy-of-slopes generalization. For similar words, there was a Figure 3 . Experiment 2 (orthographic similarity): Average z-transformed receiver operating characteristic functions for the unequal-variance normal model (solid lines) fit separately to dissimilar and similar words, and 95% confidence intervals on the average deviations of the observed z scores from the z scores predicted by the model, with means joined by dotted lines. DЈ is intercept divided by slope, and all estimates are the average of the individual participant's estimates. H ϭ hit probability; FA ϭ false-alarm probability.
trend for slope to decrease with study, but the difference was not significant according to a t test, t(33) ϭ 1.81, SE ϭ 0.028. For dissimilar words, there was a trend for slope to increase with study, but again the difference was not significant according to a t test, t(33) ϭ 1.13, SE ϭ 0.026.
For z-ROC intercepts, the interaction between study distribution and study time was highly significant, F(1, 66) ϭ 39.6, MSE ϭ 0.068, with spaced strong study being more accurate than massed strong study, as in Experiment 1. The same was true for the DЈ measure, F(1, 66) ϭ 10.4, MSE ϭ 0.092. In contrast to Experiment 1, the effect of similarity on both accuracy measures, intercept and DЈ, was consistent; dissimilar was greater than similar for the intercept, F(1, 66) ϭ 49.6, MSE ϭ 0.112, and, for DЈ, F(1, 66) ϭ 183.9, MSE ϭ 0.304.
Overall, the effect of study on accuracy followed the same pattern as in Experiment 1, with a greater increase for spaced than massed study. However, the effect of orthographic similarity differed from the effect of semantic similarity: Semantic similarity did not have a consistent effect on accuracy, whereas accuracy for orthographically similar words was clearly less than accuracy for dissimilar words on both I and DЈ measures. Overall accuracy was not as high as in Experiment 1, the median intercept for Experiment 2 being 1.35, but it was still sufficient so the observed changes in z-ROC slope were unlikely to be due to the inclusion of low-accuracy data.
The increase in slope with spaced study is problematic for the constancy-of-slopes generalization. Combined analysis of the spaced study slopes from Experiments 1 and 2 revealed a highly significant increase of 0.08 for strong compared with weak study, F(1, 64) ϭ 10.9, adjusted MSE ϭ 0.035. A combined analysis of massed study slopes from Experiments 1 and 2, in contrast, did not show a significant main effect of study, F(1, 64) ϭ 1.79, adjusted MSE ϭ 0.017, but did show a highly significant interaction between similarity and study time, F(1, 64) ϭ 8.59, adjusted MSE ϭ 0.018. The interaction reflects a small increase in slope of 0.03 for dissimilar words, and a larger decrease in slope of 0.07 for similar words. The small effect for dissimilar words is consistent with the constancy-of-slopes generalization, whereas the larger decease for similar words is not.
Experiment 3
As previously discussed, Shiffrin et al. (1995) investigated the effects of category length using semantic and orthographic similarity, but, because of design constraints, z-ROC analysis was only carried out on group data. Experiment 3 was designed to examine the category length effect in a design with sufficient observations per participant and condition to allow analysis of each participant's z-ROC results. Category length was manipulated using orthographic similarity, as it was previously shown to produce larger effects than semantic similarity. Large effects were also likely because the category lengths were manipulated over a wide range, from one sixth to one half of list length.
The original (Gillund & Shiffrin, 1984) and differentiation versions ) of the SAM theory predict similarity and category length effects. Although space does not allow presentation of the details (a copy of the proofs may be obtained from Andrew Heathcote), it can be shown analytically that SAM predicts (a) decreased accuracy (as measured by both I and D), and increased slopes for similar compared with dissimilar items, and (b) that dissimilar items are unaffected by category length, whereas for similar items accuracy decreases, and slope increases toward one, as category length increases. The mechanisms underlying the category length effect are related to the mechanisms causing list length effects in the global memory models, as described by Gronlund and Elam (1994) . Familiarity variance for new and old items increases with both category and list length such that the ratio of new to old variance, and hence slope, increases toward one.
Method
Participants. The 34 participants were volunteers from the University of Newcastle, Australia, who participated in two 1-hr sessions on different and usually successive days.
Apparatus, stimuli, and procedure. The same apparatus and stimuli were used as in Experiment 2. In addition to the 36 mixed similar and dissimilar word sets used in Experiment 2, 12 pure dissimilar word sets were also used, 3 with five-letter words, 4 with six-letter words, 3 with seven-letter words, and 2 with eight-letter words. The pure dissimilar sets consisted of 40 words. Pairs of words from the pure dissimilar sets had an average 4.7% overlap.
Study words were presented in pairs, study lists took 36 s to present, and 33 words were tested, as in Experiment 2. However, the number of buffer pairs was doubled, with two buffer pairs at the beginning of the study list and two at the end. Buffer pairs were always made up of dissimilar words. One of the eight buffer words was randomly selected and tested, but the response to it was not recorded. The central 24 s of the study list consisted of the presentation of eight different pairs of words for 3 s each. All of these 16 old words were tested along with one buffer word and 16 new words. Either none, two, four, or six of the eight central old pairs were made up of similar words, with the remainder being dissimilar word pairs. Pairs were presented in random order. Hence, category length, the number of similar words in a study list, could be 0, 4, 8, or 12.
Twelve study lists were presented at each category length. Each nonzero category length list was created by randomly sampling from the similar and dissimilar words in one of the 36 mixed word sets. Word sets were randomly allocated to category length conditions for each participant. The zero category length lists were created by randomly sampling from the pure dissimilar lists. Lists of different types were presented in random order. Of the 24 lists presented in each experimental session, 18 were mixed lists, 6 from each category length, and 6 were pure dissimilar lists. The allocation of 24 word sets to each of the two sessions was randomized for each participant with the constraint that approximately equal numbers of sets of each letter length were used in each session. The experimental procedure was the same as for Experiments 1 and 2, except that two sessions lasting approximately 1 hr each on different days were used. Practice was performed only on the 1st day.
Results and Discussion
NUS fits. Figure 4 illustrates the fit of the NUS model. Overall, it accurately characterized most of the data. Only 9 of 238 cases had significant misfit, at the .01 level, according to chisquare tests. Misfit was evenly distributed across conditions, with the most misfits in one condition occurring for 3 of the 34 fits for dissimilar words and Category Length 8.
The most visually striking deviation in Figure 4 is for highconfidence false alarms to similar words in Category Length 12 lists (see Figure 4D) . However, the corresponding probability difference was less than .001, or less than 0.1 responses. As in previous experiments, the pattern of deviation, albeit small, was systematically concave downward. For the 19 cases with significant misfit at the .1 level, 12 had negative quadratic coefficients indicative of concave downward deviation. As in earlier experiments, the shape of the deviations, as well as the excellent fit of the NUS model to high-confidence hits, supports Ratcliff et al.'s (1994) guessing model, rather than the recollection effects predicted by DPS theory, as responsible for the slight misfit.
z-ROC parameters. Figure 4 displays the DЈ, intercept and slope measures calculated by averaging the estimates from individual fits. Category length did not affect dissimilar word slope, F(3, 99) ϭ 2.04, MSE ϭ 0.087, but had a marginally significant effect on slope for similar words, F(2, 66) ϭ 2.52, MSE ϭ 0.037, p ϭ .088. The trend for similar words was due to an increase in slope for the longest category length. A post hoc t test comparing the slope for Category Length 12 (see Figure 4D ) with the average slope for the other two category lengths (see Figure 4B and Figure  4C ) was highly significant, t(34) ϭ 2.81, SE ϭ 0.032, even when allowing for the post hoc nature of this test.
The intercept for dissimilar words did not change significantly with category length, F(3, 99) ϭ 2.04, MSE ϭ 0.087, but the effect of category length on DЈ was significant, F(3, 99) ϭ 2.89, MSE ϭ 0.474. For similar words, category length had a significant effect on the intercept, F(2, 66) ϭ 5.92, MSE ϭ 0.044, and on DЈ, F(2, 66) ϭ 7.85, MSE ϭ 0.299. The decrease in intercept with category length was nonmonotonic, with the worst discrimination for Category Length 8 (see Figure 4C ) and the best for Category Length Figure 4 . Experiment 3: Average z-transformed receiver operating characteristic functions for the unequalvariance normal model (solid lines) fit separately to dissimilar and similar words at each category length, and 95% confidence intervals on the average deviations of the observed z scores from the z scores predicted by the model, with means joined by dotted lines. DЈ is intercept divided by slope, and all estimates are the average of the individual participant's estimates. H ϭ hit probability; FA ϭ false-alarm probability.
4 (see Figure 4B ). For DЈ, in contrast, the decrease was monotonic and decelerating with category length.
Performance for dissimilar and similar words was compared using a two-way (Similarity ϫ Category Length) analysis of variance (ANOVA) excluding data from the zero category length condition. The effect of similarity on slope was highly significant, F(1, 33) ϭ 27.3, MSE ϭ 0.044, but the interaction between similarity and category length was not significant, F(2, 66) ϭ 1.23, MSE ϭ 0.037. Similarity also had a highly significant effect on both the intercept, F(1, 33) ϭ 49.5, MSE ϭ 0.107, and DЈ, F(1, 33) ϭ 87.7, MSE ϭ 0.449, with dissimilar accuracy being greater than similar accuracy in both cases. The interaction between similarity and category length was marginally significant for the intercept, F(2, 66) ϭ 2.89, MSE ϭ 0.062, p ϭ .063, and highly significant for DЈ, F(2, 66) ϭ 9.25, MSE ϭ 0.432, reflecting an increase in DЈ with category length for dissimilar words and a decrease with category length for similar words.
In order to facilitate comparison with the results of Shiffrin et al. (1995) , Table 1 Overall, the category length results for similar items in Experiment 3 conform to the predictions made by SAM: decreased accuracy and increased slope with increased category length (although the increase in slope was only evident for the longest category). SAM's predictions for dissimilar slope were confirmed, with dissimilar slope being less than similar slope and unaffected by category length. However, there was some evidence that accuracy for dissimilar items increased with category length, whereas SAM predicts that dissimilar accuracy is unaffected by category length, and hits were not much affected by category length. Shiffrin et al. (1995) explained the lack of increase in hits with category length by suggesting that increased category length may decrease recollection. DPS theory predicts that as recollection decreases, z-ROC functions become more linear and slope approaches one. Although similar slope did increase with category length, no upward concavity was evident for the shorter category lengths. It is possible that even the shortest category in Experiment 3 was long enough to discourage any use of recollection. However, if this were true, DPS theory cannot explain the change in slope with category length, because only changes in recollection can cause changes in slope. Glanzer et al. (1993) showed that attention-likelihood theory predicts lower slopes for conditions that have higher accuracy due to greater attention at study. This prediction was not borne out for the effect of orthographic similarity in the present experiment and Experiment 2. Accuracy was less for similar than dissimilar words, but similar slope was greater than dissimilar slope. Decreased attention to similar words also predicts a mirror effect in hits and false alarms. A mirror effect occurs when a less accurate condition (e.g., similar words) produces more false alarms but fewer hits than a more accurate condition (e.g., dissimilar words). However, as shown in Table 1 , similar words produced more false alarms, but also more hits, than dissimilar words, and the same pattern was found for Experiments 1 and 2 (see also Shiffrin et al., 1995) . These results indicate that attention-likelihood theory cannot explain similarity effects, at least through differential study attention.
Experiment 4
The results of the similarity manipulations in Experiments 1-3 are broadly in agreement with item noise theories (Dennis & Humphreys, 2001) , which postulate that familiarity is based on the combined matches of a test probe to memory images of the study list items. Study list items that are similar to the probe produce larger match values, and so increase the familiarity of both new and old similar probes. However, Dennis and Humphreys suggested that item similarity effects might be caused by criterion shifts or uncontrolled differences between similar and dissimilar words rather than by item noise.
Although the z-ROC analyses of Experiments 1-3 indicate that similarity effects cannot be explained by criterion shifts alone, they may have been produced by uncontrolled differences between similar and dissimilar words, because separate sets of words were used to make up the similar and dissimilar items in each list. Dissimilar words were selected so that they had low similarity with other dissimilar words and with the similar words, and so that similar and dissimilar words were matched on word frequency. However, similar and dissimilar words may have differed on other characteristics.
Experiment 4 was designed to check the effect of uncontrolled differences between the orthographically similar and dissimilar word pools. For each of the four word lengths (5-8 letters), study lists were constructed that contained one word from each of the similar word pools. Participants completed five blocks, with each block consisting of a set of four study-test cycles, so that within each block only one word from each similar pool was presented. The aim of the design was to maximize the spacing between presentations of words from the same similar word pool, so that participants would be unlikely to use different decision criteria for dissimilar and similar word-pool items. As a result, the NUS model could be fit simultaneously to dissimilar and similar word data. Because of constraints on the number of stimuli, list length was reduced to 24 in Experiment 4. Each study pair was presented for 2 s instead of the 3 s used in earlier experiments in order to avoid ceiling effects.
Method
Participants. The 22 participants were students at the University of Newcastle, Australia, who were paid $10 for attending a 1-hr session.
Apparatus, stimuli, and procedure. The dissimilar words used in Experiment 4 were drawn from the 32 dissimilar words in each of the 36 mixed similar and dissimilar word sets used in Experiment 3. Hence, 288 five-letter words, 384 six-letter words, 288 seven-letter words, and 192 eight-letter dissimilar words were used to construct study and test lists. The similar words were drawn from the 24 similar words in each of the 34 mixed similar and dissimilar word sets used in Experiment 3. Two similar word sets used in Experiment 3 were excluded (one five-letter list and one seven-letter set with column headings PRI_E and S_PPER in Appendix B) so that there were even numbers of similar words sets at each word length: 8 five-letter sets, 12 six-letter sets, 8 seven-letter sets, and 6 eight-letter sets. Words in each study-test list had the same number of letters.
Lists were constructed by selecting one similar word randomly without replacement from each of the sets containing words with the same number of letters. Hence, the number of similar words used to construct a list depended on the word length in a list: 8 for five-letter, 12 for six-letter, 8 for seven-letter, and 6 for eight-letter lists. Half of the similar words were randomly selected for study, so there were equal numbers of new and old similar words for each study-test list. The remaining words required to construct a study-test list were drawn randomly from the appropriate word-length pool of dissimilar words. Study lists consisted of 12 pairs of words presented for 2 s each. The first two pairs and last two pairs were drawn from the dissimilar pool. Only one of these "buffer" words was selected randomly for testing, and the results for it were not recorded. The middle eight study-list pairs were constructed from both similar and dissimilar words, with order and pairing determined randomly. All of these 16 old words, and equal numbers of similar and dissimilar new words, were tested.
Study-test lists were arranged in blocks of four, consisting of one list of each word length presented in random order. Hence, within each block only one word from each different similar-word set was used. Each block produced results for 17 old and 17 new similar words, and 47 old and 47 new dissimilar words. Participants first performed a practice study-test cycle, as in earlier experiments, using a list made entirely from dissimilar words. They then completed five blocks, for a total of 20 study-test cycles. Procedures were otherwise the same as in earlier experiments.
Results and Discussion
Because there were only 17 tests of similar words per block, the NUS model could not be fit to the confidence data from each block separately. Instead, data were aggregated over the first two blocks and the last two blocks before fitting. Analysis of the first two blocks allowed the effect of word type (similar or dissimilar) to be determined relatively free from the effect of studying other similar words from the same set. Comparison of the results for the first two and last two blocks allowed assessment of the effect of four to five presentations of similar words from the same set in different blocks. Analyses aggregating data from all blocks, and aggregating data from the first three blocks, produced corresponding results and so are not reported here. Figure 5 illustrates the results for fits that assumed the same confidence criteria for similar and dissimilar word data, but different criteria for the first and last two blocks, with the new dissimilar word conditions used as a reference. Visually, the fits for the first two blocks (see Figure 5A) were not as good as in the previous experiments, but only 2 of the 22 participants had significant misfit at the .01 level according to the chi-square test. Fit was much better for the last two blocks (see Figure 5B) , with no participants having significant misfit at the .01 level. As in earlier experiments, the pattern of deviation was systematically concave downward, consistent with some guessing in the first two blocks that largely disappeared by the last two blocks of the experiment. The only significant difference between similar and dissimilar word intercepts occurred for new probes in the last two blocks, F(1, 21) ϭ 6.58, MSE ϭ 0.021, with similar new words having a higher intercept than dissimilar new words. For both the first and last two blocks, similar slope was greater than dissimilar slope for both new probes-first two blocks, F(1, 21) ϭ 22.8, MSE ϭ 0.02; last two blocks, F(1, 21) ϭ 13.6, MSE ϭ 0.027-and old probesfirst two blocks, F(1, 21) ϭ 8.16, MSE ϭ 0.008; last two blocks, F(1, 21) ϭ 4.95, MSE ϭ 0.011. The difference between similar and dissimilar slopes was greater for new than old probes as confirmed by significant interactions for both the first two blocks, F(1, 21) ϭ 6.35, MSE ϭ 0.014, and last two blocks, F(1, 21) ϭ 5.6, MSE ϭ 0.013.
Overall, Experiment 4 showed some weak but reliable differences between dissimilar and similar word pools, particularly in z-ROC slope. However, these differences were in the opposite direction to the differences observed in earlier experiments. The slopes reported for the similar conditions in Experiments 2 and 3 estimate the standard deviation of old similar relative to new similar, whereas in the present experiment the old similar slope estimates are relative to the new dissimilar condition. In order to compare the old similar slopes from Experiment 4 with the similar slopes in earlier experiments, the old similar slope estimates in Figure 5 must be divided by the corresponding new similar slope estimates. The resulting values are 0.70 for the first two blocks and 0.76 for the last two blocks. Both of these values are less than the corresponding dissimilar old slope estimates for Experiment 4, by an average of 0.07. For Experiments 2 and 3, in contrast, the slopes for similar old words were, on average, greater than the slopes for dissimilar old, by 0.23 and 0.15, respectively. Hence, differences between the similar and dissimilar word pools could only have decreased the similarity effects on slope seen in Experiments 2 and 3.
Experiment 4 also demonstrated that interlist proactive interference effects were relatively weak compared with the strong intra-list interference effects found in earlier experiments. If similarity effects in earlier experiments accrued over lists, an interaction between blocks and the difference between similar and dissimilar conditions would be expected in the present experiment, but none was found. Instead, performance for similar and dissimilar words decreased equally over blocks. The relatively weak interlist proactive interference found in Experiment 4 is also inconsistent with Hirshman and Hostetter's (2000) suggestion that slope effects are swamped by large interlist proactive interference effects in designs using many study lists.
The results of Experiment 4 indicate that similarity effects found in earlier experiments were not caused by uncontrolled differences between the orthographically similar and dissimilar word pools. However, these results do not necessarily reject Dennis and Humphrey's (2001) context noise model, which does not predict item noise effects. First, as suggested by Dennis and Humphreys, when participants are aware of the categorized nature of the lists, similarity effects may be caused by implicit associative responses during study. Second, orthographically similar words tended to share affixes, which may have led participants to encode them by components (e.g., affix ϩ word body). In Dennis and Humphrey's theory, the corresponding item representation would be distributed, and so item noise effects could result.
General Discussion
Theories of recognition memory often rely on changes in the distribution of familiarity to explain important phenomena such as the constancy-of-slopes generalization (Yonelinas, 1994) , the listlength effect (e.g., Gronlund & Elam, 1994) , the null list-strength effect (e.g., Murnane & Shiffrin, 1991; Ratcliff et al., 1994) , similarity and category length effects (e.g., Hintzman, 1986 Hintzman, , 2001 Shiffrin et al., 1995) and the mirror effect (e.g., Glanzer et al., 1991) . Hence, the measurement of the distribution of familiarity by ROC analysis provides an important constraint for theories. The experiments reported here tested two accounts of ROC results, Ratcliff et al.'s (1994) constancy-of-slopes generalization and Yonelinas's (1994) DPS theory.
DPS Theory
A clear result from the present experiments is that the DPS theory of Yonelinas (1994) does not provide a general explanation of ROC results in item recognition. DPS theory can only explain z-ROC slopes less than one by concave upward z ROCs. Slopes much less than one were observed in almost all conditions of the present experiments, but z-ROCs were not concave upward. These results agree with the findings of Glanzer et al. (1999b) and extend them. Glanzer et al. (1999b) allowed that concave upward z-ROCs might be found with short lists and powerful encoding manipulations. The present experiments fulfilled both conditions, and still no evidence of concave upward z-ROCs was found. Similarly, Westerman (2001) suggested that "One recognition situation that seems to call for recollection rather than a general assessment of familiarity occurs when participants are asked to discriminate between targets and lures that are very similar to each other" (p. 723). Although very similar targets and lures were used in the present experiments, there was no evidence for recollection as modeled by DPS.
Yonelinas's (1999b) least squares probability fitting method was applied to the individual participant data from the first three experiments of the present article. Each condition was fit separately using only cases with nonzero hit and false-alarm probabilities for at least three points, as a minimum of three points are required to differentiate the models. Although average R 2 values differed in only the fourth decimal place, the NUS model consistently provided a better fit than DPS theory, winning 75.5% of Figure 5 . Experiment 4: Average z-transformed receiver operating characteristic functions for the unequal-variance normal model (solid lines) fit simultaneously to dissimilar and similar words and separately to the first and last two blocks, and 95% confidence intervals on the average deviations of the observed z scores from the z scores predicted by the model, with means joined by dotted lines for dissimilar words and dash-dot lines for similar words. Parameters for the equations are the average of individual parameters. FA ϭ false-alarm probability.
cases in Experiment 1, 77.8% of cases in Experiment 2, and 78.6% of cases in Experiment 3. Overall, less than 10% of participants had a majority of conditions with superior DPS fits, and no condition in any experiment ever had a majority of participants with superior DPS fits. As was the case for the data from Glanzer et al. (1999b) taken from Yonelinas's (1999b) Figure 3 , binomial tests significantly favor the NUS model in every experiment and experimental condition.
These findings strongly reject Yonelinas's (1994) DPS theory as a model of item recognition ROCs and as an explanation of findings about z-ROC slope in item recognition. They do not, however, rule out some other type of dual-process theory or a role for recollection in item recognition. DPS theory could accommodate linear z-ROCs with slopes less than one if its signal-detection component allowed unequal new and old familiarity variance. With this extension, however, the results from the present experiments indicate that the recollection component of DPS plays little role in item recognition despite conditions that should have promoted recollection (short lists, good encoding, and similar targets and lures). The extended DPS model also lacks a principled explanation of the large changes in z-ROC slope seen in the present experiments.
In common with some other dual process theories (e.g., Jacoby, 1991) , DPS assumes that recollection is an all-or-none process. When memory relies on all-or-none recollection and guessing, ROCs, rather than z-ROCs, will be linear (Hilford et al., 2002) . However, other theories, such as Johnson, Hashtroudi, and Lindsay's (1993) source monitoring framework, assume that recollection can provide continuous information (see, e.g., Dodson, Holland, & Shimamura, 1998 , for experimental evidence). When continuous, normally distributed sources of information are combined linearly, the NUS model will apply and linear z-ROCs will be found. A quantitative example of this approach is Banks's (2000) multivariate signal-detection model of recognition memory. For such models, the linear z-ROCs found in the present experiments could be consistent with a role for recollection in item recognition. DPS theory has also been applied to recognition memory paradigms that might be argued to rely more heavily on recollection than item recognition, such as source and associative recognition. Linear ROCs were found in associative recognition by Yonelinas (1997) and Yonelinas et al. (1999) , in source recognition by Yonelinas (1999a) , and in item recognition where a source judgment was also required by Yonelinas et al. (1996) . However, Qin et al. (2001) and Hilford et al. (2002) found curvilinear ROCs and close to linear z-ROCs in source recognition. Qin et al. suggested that source ROCs are usually curvilinear, with linear ROCs only occurring when source information is very impoverished. Hilford et al. suggested that source information is continuous but that participants sometimes fail to encode source information. In associative recognition, Kelley and Wixted (2001) found that ROCs changed from close to linear in weak study conditions to curvilinear (and close to z-ROC linear) for stronger study conditions. On the basis of their results, Kelley and Wixted suggested that associative information is "some-or-none," meaning that associative information is sometimes not available, but when it is available, it is continuous. Both Hilford et al. and Kelley and Wixted proposed mixture models (see also DeCarlo, 2002) able to provide good accounts of the deviations from z-ROC linearity on the basis of variations in the probability of source encoding and the availability of associative information, respectively.
Further consideration of source and associative recognition is beyond the scope of the present article. However, it can be concluded that these paradigms provide stronger evidence for a contribution from recollection (e.g., recall to reject; Rotello et al., 2000) and stronger evidence of deviations from z-ROC linearity than item recognition paradigms. Although DPS does allow a role for recollection, its account of ROC shape for these paradigms is incomplete. Alternative approaches, which assume that recollection provides continuous information, perhaps augmented with a mixture mechanism to account for failures to encode or retrieve details, appear more likely to provide a general model of recognition memory.
The NUS Model
In contrast to DPS theory, the NUS model provided an excellent description of the item recognition ROCs in the present experiments. Although the present results validate the general application of the theory of signal detection (Green & Swets, 1966) , and the NUS model in particular, to item recognition memory performance, evidence was found for a small but consistent excess of high-confidence errors. The resulting small concave downward deviation found in z-ROCs is consistent with Ratcliff et al.'s (1994) guessing model but does not uniquely support it. It is important to note, however, that these deviations were very small; the largest deviations in each experiment were, on average, around .005 in terms of probability or an excess of one high-confidence error for one third of the participants.
Van Zandt (2000) provided a fundamental challenge to the NUS model of recognition memory confidence by testing its prediction that z-ROC parameters are invariant under changes in bias. For bias manipulations using both prior odds and payoffs, she found that z-ROC slope increased with increasing old bias. These findings cast doubt on the assumption that confidence judgments are scaled directly from familiarity, or from posterior odds values derived from familiarity (e.g., Glanzer et al., 1991; Shiffrin & Steyvers, 1997) . In the present experiments, participants may have developed a bias to respond new for similar words in order to counteract high false-alarm rates. Van Zandt's results suggest that a bias to respond new causes a reduction of z-ROC slope. However, z-ROC slope for similar words was significantly greater than z-ROC slope for dissimilar words. Hence, changes in slope due to changes in bias cannot explain the larger slopes for similar than dissimilar words, although such changes may have reduced the magnitude of the difference.
Van Zandt (2000) also developed a Poisson race model, based on the balance-of-evidence hypothesis of Vickers (1979) , which was able to account for changes in z-ROC slope with bias and for response time in making confidence decisions. An account of response times is important in order to rule out possible speed-accuracy trade-off. Although the present experiments were not explicitly designed to investigate response time, some indicative analyses 4 can be performed on results from Experiments 1 to 3. ANOVAs examining the mean time for correct responses, and using confidence and new versus old response factors, as well as stimulus factors such as similar versus dissimilar words, weak versus strong study, and category length, produced a consistent pattern of results for all experiments: Response factors dominated response time effects. On average across Experiments 1 to 3, the main effect of response confidence accounted for 84% of the systematic variance, and new versus old responses accounted for 10% of the systematic variance. New responses were slower than old responses, and response time decreased markedly with confidence ( p Ͻ .001 in all cases). In contrast, stimulus factors rarely produced significant effects. 5 These results indicate that the response methodology used here, simultaneously providing both response confidence and the new versus old decision, decoupled response confidence probabilities from response times, at least to a first approximation. They also indicate that the z-ROC analyses of stimulus factors reported above were not confounded by speed-accuracy trade-off. That is, given that two stimuli from different conditions were given the same confidence rating, they did not differ in response time. The final section considers the theoretical implications of stimulus factor effects on z-ROC parameter estimates found in the present experiments.
z-ROC Parameters
The parameter estimates for the NUS model in the present experiments did not support the constancy-of-slopes generalization of Ratcliff et al. (1994) , with the exception of massed study effects. Although proving a null hypothesis is difficult, it is important to note that null hypotheses can, and should, be confirmed where a "good effort" (Frick, 1995) has been made to find an effect. In the present experiments massed study had a weak and inconsistent effect on slope. These results support the findings of Ratcliff et al. (1992 Ratcliff et al. ( , 1994 that massed study provides a case in which a null effect on z-ROC slope can reasonably be accepted. As previously argued, the apparently contradictory findings of Glanzer et al. (1999b) that massed study affected slope were likely due to the inclusion of low-accuracy conditions.
The strongest violations of the constancy-of-slopes generalization were due to orthographic similarity and, to a lesser degree, semantic similarity. These results are consistent with Ratcliff et al.'s (1994) marginally significant similarity effects on z-ROC slope and indicate that their failure to find a significant effect may have been due to a lack of power and weak effects due to the use of short categories. Constancy of slopes was also violated by the results for category length, but only for the longest category (one half of the study list) compared with the two shorter categories (one sixth and one third of the study list). In agreement with previous findings (e.g., Gillund & Shiffrin, 1984) , the effect of orthographic similarity on accuracy was much more powerful than the effect of semantic similarity. Semantic similarity did not produce a consistent accuracy deficit in the present experiments, despite the strength of the semantic manipulation. However, semantic similarity did have significant effects on z-ROC slope.
Z-ROC parameter estimates produced two surprising findings from the viewpoint of the global memory models. First, accuracy increased with category length for dissimilar words. The global memory models predict constant accuracy, because the match between a dissimilar probe and the study list is unaffected by category length. A possible explanation is that participants were able to exclude similar word memory traces from the matching process, perhaps by using an appropriate context cue, so that the effective list length for dissimilar words decreased with increasing category length. However, for SAM and MINERVA2, this mechanism predicts that dissimilar z-ROC slope should decrease with category length, but a decrease was not observed.
The second surprising finding was an increase in z-ROC slope caused by spaced study. The effect of spaced study on slope was not as great as the effect of similarity, but it was consistent in Experiments 1 and 2 for both dissimilar and similar words. This result implies that changes in familiarity variance with study can be nonmonotonic, with variance increasing because of the first study episode and then decreasing with further spaced study episodes. Although the increase in slope is surprising for the global memory models, which predict that slope either decreases or remains constant, it may help to explain the apparently contradictory results of Glanzer et al. (1999b) and Ratcliff et al. (1994) for spaced study. Depending on which pairs of points on the nonmonotonic relationship between accuracy and slope are compared, z-ROC slope may decrease, remain constant, or increase.
Decreased familiarity variance with spaced study may partially explain the accuracy advantage of spaced over massed study in item recognition. However, variance differences cannot explain all of the advantage of spaced over massed study. Fortuitously, the new dissimilar distributions for massed and spaced conditions 4 Response time was measured to millisecond accuracy, but responses were made through the computer keyboard, which is a buffered device that introduces uniform noise of approximately Ϯ 20 ms. Participants always used their left hand for new responses and their right hand for old responses, so comparisons of new and old response times are confounded by the effects of handedness. ANOVAs using response factors such as new versus old responses and confidence violate the fixed effects and independence assumptions of ANOVA. To partially compensate for these violations, a conservative significance criterion of .01 was adopted, and Greenhouse-Geisser corrections were applied to degrees of freedom. ANOVAs involving response confidence were restricted to correct responses because of missing values for incorrect responses. Even for correct responses, some participants still had missing values and had to be excluded. For the massed and spaced conditions of Experiment 1, 2 and 3 participants, and for Experiment 2, 1 and 2 participants, respectively, were excluded. For Experiment 3, 7 participants were excluded. Experiment 4 was not examined because its lower number of observations resulted in too many missing values to make analysis viable.
5 Out of the 44 tests involving stimulus factors, the only exceptions were in the massed condition of Experiment 1, in which similarity and new versus old responses interacted, F(1, 29) ϭ 11.7, MSE ϭ 132,154; the spaced condition of Experiment 1, in which similarity, new versus old response, and confidence interacted, F(2, 56) ϭ 5.32, MSE ϭ 87,413; and Experiment 3, in which similarity and confidence interacted, F(1.9, 48.6) ϭ 7.07, MSE ϭ 83,608.
were almost identical 6 in Experiments 1 and 2. Equality of the new distributions allows the massed and spaced dissimilar DЈs to be compared directly as measures of changes in mean familiarity. As shown in Figures 2 and 3 , DЈ was larger for strong spaced than strong massed study in both Experiments 1 and 2, indicating spaced study causes a greater increase in mean familiarity than massed study. Hence, the spaced study advantage appears to be subserved by changes in both the mean and variance of familiarity.
An extension of Greene's (1989) and Challis' (1993) deficient processing theories may be able to explain the z-ROC results for massed and spaced study. Both theories suggest that the effectiveness of study decreases as items receive more study. Mean familiarity is greater for spaced study than massed study because the effects of prior study decrease, and hence the effectiveness of study increases, as the space between repetitions increases. The same mechanism can also account for effects on familiarity variance. If an item receives unusually effective study on the first presentation, study will be less effective on the second presentation. Conversely, if study is unusually ineffective on the first presentation, study for the second presentation will tend to be more effective. The net result is a negative correlation between the familiarity generated by the first and second study episodes. If the negative correlation is sufficiently strong, studying two spaced presentations may result in a reduction in familiarity variance relative to studying one presentation.
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