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Abstract
Background: Machine learning models (classifiers) for classifying genes to biological processes each have their
own unique characteristics in what genes can be classified and to what biological processes. No single learning
model is qualitatively superior to any other model and overall precision for each model tends to be low. The
classification results for each classifier can be complementary and synergistic suggesting the benefit of a
combination of algorithms, but often the prediction probability outputs of various learning models are neither
comparable nor compatible for combining. A means to compare outputs regardless of the model and data used
and combine the results into an improved comprehensive model is needed.
Results: Gene expression patterns from NCI’s panel of 60 cell lines were used to train a Random Forest, a Support
Vector Machine and a Neural Network model, plus two over-sampled models for classifying genes to biological
processes. Each model produced unique characteristics in the classification results. We introduce the Precision
Index measure (PIN) from the maximum posterior probability that allows assessing, comparing and combining
multiple classifiers. The class specific precision measure (PIC) is introduced and used to select a subset of
predictions across all classes and all classifiers with high precision. We developed a single classifier that combines
the PINs from these five models in prediction and found that the PIN Combined Classifier (PINCom) significantly
increased the number of correctly predicted genes over any single classifier. The PINCom applied to test genes
that were not used in training also showed substantial improvement over any single model.
Conclusions: This paper introduces novel and effective ways of assessing predictions by their precision and recall
plus a method that combines several machine learning models and capitalizes on synergy and complementation
in class selection, resulting in higher precision and recall. Different machine learning models yielded incongruent
results each of which were successfully combined into one superior model using the PIN measure we developed.
Validation of the boosted predictions for gene functions showed the genes to be accurately predicted.

Background
The understanding of basic biological processes, diseases
and drug actions depends on the discovery of the biological roles for genes. However, most human genes
(~80%) are still not confidently annotated using Gene
Ontology for biological process [http://www.ebi.ac.uk/
GOA/]. Understanding gene function has recently been
advanced by the use of machine learning models [1-10].
Models for classifying genes to biological processes,
pathways or functional classes have been based on a
variety of data from sequences and structures to gene
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expression under a variety of biological conditions
[1,3-9]. Each model has yielded substantially different
results from each other as a result of the different learning models used and the type of data. No one model
can correctly classify genes for all biological processes,
with each model having its own characteristics as to
what biological processes classified well. Each learning
method can identify patterns within the data that the
others cannot, relevant to particular biological processes.
The models show a complementarity as to what genes
are classified and to what biological processes genes are
classified, which points to the need to combine the best
from all models [10].
Individually, the published classifiers have performed
poorly overall with misclassification error rates of
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greater than 70%. Ko, Xu, and Windle [9] solved the
high misclassification problem by controlling the error
rate using a class-by-class filtering procedure to increase
precision, however, this approach sustained a reduction
in the number of genes classifiable. Combinations of
learning models and data have been shown to greatly
improve the confidence in gene classification and
increase the number of genes classifiable at high confidence [10,11]. However, the combining of models or
model ensembles have thus far relied on using similar
learning models that yield similar outputs [11-13]. Combination of models from substantially different learning
algorithms suffers from the problem that the model outputs (estimated posterior probabilities) are too dissimilar, providing no unified measure for assessing the
models for comparison or the framework for combining
models in an equitable manner.
In this paper, we have investigated the diversity in
performance and output on a class-by-class basis for a
collection of different machine learning models using a
set of gene expression data. Each resultant classifier
exhibited a different performance with unique outputs
for each biological process class. We developed a unifying measure, Precision index (PIN), a transformation of
the maximum posterior probability as a measure of prediction accuracy that allowed us to not only rank the
prediction precision from each model but also provide
prediction error at any precision point. The PIN measure was used in combining the different models into a
modeling process that capitalized on the synergy and
complementation within models. This PIN Combined
Classifier (PINCom) resulted in higher number of correct predictions than any single model or method while
maintaining high prediction accuracy. The class specific
precision measure PIC was used in filtering predictions
across all models to produce a large set of predicted
genes with a desired precision. The results are a substantial improvement in both precision and recall for
classifying genes to functions.

Methods
Combining classifiers

The task of a classifier is to “learn” from the examples
in which we know to which classes the observations
belong and predict the class for future observations.
One can show that under some assumptions, the classification rule “Classify x into the class with highest posterior probability p(c|x)” minimizes the total risk in a
sense [14]. Therefore, performance of a classifier will be
dependent upon whether the classifier provides a good
estimate of the posterior probabilities of this class membership (p(c|x)). Most classifiers provide some sort of
estimate of such probabilities but they may not represent probabilities in a strictly stochastic sense. In this

Page 2 of 13

paper, we follow the notation used in standard machine
learning textbooks [14-16] and use the terminology
“posterior probabilities of class membership (p(c|x))”
somewhat loosely.
Define maximum posterior probability MaxP(x) of x,
as maxj p(j|x), the maximum value of the class membership probability. The MaxP(x) is an index that may be
used as an indication of prediction accuracy. For example, if we were to choose a subset of highly confident
predictions, we could select predictions whose MaxP is
large. In general, if the classifier is good, we expect that
the higher the MaxP, the more reliable the prediction.
Therefore, along with the predicted class, the corresponding maximum posterior probability MaxP could
be used to rank the prediction precision.
Though MaxP could be used as a measure of prediction accuracy, it is not a probability measure in any
sense and therefore a MaxP from one classifier cannot
be compared to the MaxP of another classifier unless
they belong to the same family of classifiers. Consequently, one cannot say the prediction from one classifier is better than the prediction from other classifier
based on the order of the corresponding MaxP.
In this section, we develop a unifying measure, Precision index (PIN), as a ‘probabilistic’ measure of prediction accuracy, which allowed us not only to rank the
prediction precisions within each classifier but also to
rank the prediction precisions among different classifiers
and develop a ‘PIN Combined Classifier’, which combines
and makes a decision rule based on PIN measures.
Following the information retrieval theory, we define
the precision of a set A of predictions as the proportion
of correctly predicted elements in A while recall is
defined as the proportion of the correctly predicted element in A in the whole data space. Consider {(fyi, yi , xi,
MaxP(xi)), i = 1,..., n} to be the set of predictions from a
classifier where f y i is the predicted class for the input
data vector x i , y i is the true class, and MaxP(x i ) is as
defined above. We define Pindex(a) as the Precision of
the set A = {x | MaxP(x) ≥ a}, for 0 ≤ a ≤ 1. The Pindex
(a) is estimated by the number of correctly predicted elements in the subset {(fyi, yi , xi)| MaxP(xi) ≥ a} divided by
the number of elements in the set A.
The function Pindex( ) for a classifier is discrete function and could be assumed to be monotonically nondecreasing. This assumption is based on our belief that
the higher the MaxP, the better confidence we have in
the predictions. For some classifiers, the Pindex values
of each predicted data point could be non-monotonic
on some area of MaxP, in which case we are not able to
use MaxP as a discriminant value of goodness of the
prediction and Pindex estimated under the monotonicity
assumption would be constant on the area of such
MaxP.
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The observed Pindex(xi) of the data point xi is defined
as Pindex(MaxP(xi)). We estimate a refined monotonically non-decreasing Precision index function by fitting
an isotonic regression of the data {(MaxP(x i ), Pindex
(x i )), i = 1,..., n}. In this paper, we used an isotonic
regression [17] and linear interpolation for the estimation. We will use the notation PIN() (Precision Index) as
the refined monotone non-decreasing Precision index
function and the notation PIN(xi) for PIN(MaxP(xi)) for
convenience.
Unlike the MaxP, PIN is a comparable quantity among
the different classifiers and can be compared to PIN values
from other classifiers. Let M1, ..., and ML be a set of classifiers and PinM1(x), PinM2 (x), ..., and PinML(x) be the corresponding Precision indices (PINs) of a point x, and yM1(x),
..., y ML (x) be the corresponding predicted classes. We
define a new classification rule “Classify x into the class
with the highest PIN value” and call it the PIN Combined
Classifier (PINCom) or the Combined Classifier. The PINCom has the predicted class yc(x), and the measure maxMi
Pin Mi (x) is named as MaxPIN. The measure MaxPIN
plays the role of MaxP for the PINCom.

Recall-Precision curve
Precision P(a) of a subset {x | PIN(x) ≥ a} is estimated as
the number of correct predictions divided by the size of
the subset and recall R(a) is estimated by the number of
correct predictions in the subset divided by the size of
the whole set of predictions. The set of points {(P(a), R
(a))| 0≤ a ≤ 1} is called the Recall-Precision curve and
used in assessing classifiers. The P(0) and R(0) are the
overall precision and recall of the whole sample space
and therefore they are of equal value. The primary goal
of a classifier is to have a high P(0) value and the comparison of classifiers is often made by comparing P(0)’s
(or R(0)’s) of the classifiers. In this paper, we are more
concerned about selecting a set of predictions with high
precision and want to find the classifier that generates
the largest of such set. Ideally, it would be a classifier
that dominates the whole Recall-Precision curve instead
of the overall precision and recall alone.
The recall R(a) measures the fraction of elements in
the subset {x | PIN(x) ≥ a} that are predicted correctly
in the whole prediction space and measures the productivity of the selected predictions of the classifier. The
precision P(a) measures the fraction of correct predictions in the given set {x | PIN(x) ≥ a}. For a fixed precision P(a), we can find a classifier that maximizes the
recall R(a) among the classifiers and for a fixed recall,
we can find a classifier that maximizes the corresponding precision. The task of obtaining the largest set of
predictions with fixed precision or the set of highest
precision with a fixed recall can be accomplished by
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selecting the ‘optimal’ classifier and filtering predictions
via its PIN values.
Recall-Precision curves for a set of classifiers are used
to assess the classifiers’ performance. For a fixed precision value, say P0, each R value that intersects with the
vertical line P = P0 measures how many predictions are
correctly predicted from the corresponding classifier.
Similarly for a fixed R value, say R0 , each P value that
intersects with the horizontal line R = R0 measures the
precisions of the corresponding subset of predictions
that yields the fixed R0 amount of correct predictions.
When a classifier is not efficient in distinguishing the
good predictions from the bad predictions, R(a) and P(a)
becomes constants for all ‘a’ and the generated RecallPrecision curve would become a single point.
The precision curve P(a) is used in finding threshold
value a 0 and the corresponding subset of predictions
that reach the given prediction P0 by solving the equation P(a0) = P0 or (a0 = P-1 (P0) where P-1 is the inverse
function of P). Such subset has the recall R(a0). For the
classifiers M1, ..., and ML , let PM1 ,..., RML and RM1 ,...,
R ML be the corresponding precisions and recalls. The
threshold of PIN values for the subset that maintains
precision P0 for classifier Mi is aMi = PMi-1 (P0) and the
corresponding R value for the classifier Mi is RMi(aMi).
Similarly a subset of predictions whose recall is R0 can
be obtained by the threshold value aMi = RMi-1 (R0). The
corresponding precision of the subset is P(aMi).
For a fixed precision P0= PMi(aMi ), the corresponding
Mi
R (aMi) can be compared and the best classifier is chosen as the one that maximizes R Mi (aMi ). Equivalently,
when an R value is fixed, the desired % of correct predictions out of the whole prediction set is fixed so the
PMi(aMi) values of the corresponding sets are the precisions of the selected sets from classifiers and the best
classifier is the one that maximizes PMi(aMj). A comprehensive assessment of the classifiers could be made by
comparing the whole Recall-Precision curves.
For the PIN Combined Classifier, we use MaxPIN in
constructing the Recall-Precision curve, i.e., P C (a) is
the precision of the subset {x | MaxPIN(x) ≥ a} of predictions and R C (a) is the recall of the subset. The P C
and R C functions are estimated by the counting the
number of correct predictions in the set of predictions.
For notational simplicity, we use PIN C for MaxPIN.
For previously stated reasons, we assume that the precision curve P C () is a non-decreasing function and
recall curve RC() is a non-increasing function. As previously stated, they are estimated by fitting a monotone increasing ("isotonic”) function (an isotonic
regression [17]) and linear interpolation for P C and
monotone decreasing ("antitonic”) function and linear
interpolation for RC.
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Class-specific Recall-Precision curve
Though the overall Recall-Precision curve is used in
selecting the ‘best’ subset with a fixed precision, the
maximum precision of a classifier may not reach the
desired precision level. This is often the case when the
classifier and the corresponding precision index used in
thresholding are ineffective in distinguishing good predictions from bad ones. When the training data itself is
noisy, it is hard to build an effective classifier and hence
the maximum precision would only reach a moderately
large value. Though a classifier may not effectively classify elements in all classes, it may classify elements in
some classes very well. In such a case, one could select
the predictions in the effectively classified classes [9].
In the following, we introduce the class specific RecallPrecision curve that estimates precision and recall in the
set of predictions whose predicted classes are fixed. For
some classes, the precision curve could be worse than the
overall precision curve (reaching smaller values) but for
some classes, the precision curve could reach much
higher precision. We use this class specific Recall-Precision curve to find a subset with a desired higher precision. Precision PMi k(a) of a given class k for the classifier
Mi is defined as the precision of the set {x | PIN(x) ≥ a
and yMi(x) = k} where yMi(x) is the predicted class of x by
the classifier Mi. It is estimated by the number of correct
predictions within the predicted class k divided by the
number of predictions whose predicted class is k. The
recall RMi k(a) is estimated by the number of correct predictions in the subset divided by the size of the set of all
predictions whose true class is k. For the data point x
and the classifier Mi whose predicted class is k, we define
PIC(x), the Class Specific Precision Index (or Precision
index in Class), as P Mi k (PIN(x)). The PIC values often
spread more and reach higher values than overall PIN
values and enables us to select a set of predictions with a
high precision. We can use PIC in construction of RecallPrecision curve as we use PIN. The resulting curves will
enable us to compare the class specific productivity of
different classifiers.
Construction of Combined Classifier for test data
When several classifiers, say M1, ..., and ML are applied
to a test data, the classifier PINCom is constructed as
follows.
Step A1: Estimation of PIN in training data

1. Partition randomly the training data into 10
subsets.
2. Train the classifiers using 90% data and apply
them to the 10% for each partitioned data.
3. Repeating the procedure 10 times generates crossvalidated predictions of size of training data.
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4. Repeat 1 - 3 for K random partitions where K is
around 20-50.
5. The generated predictions are of size K times of
the training data size for each model. The predicted
points are not independent because they are generated by the same training data.
6. Estimate the PIN function for each model based
on the predictions, predicted classes, and the true
classes.
7. PINCom’s predicted class of a point is the predicted class of the classifier with maximum PIN
value.

Step A2: Estimation of PIN in test data

1. Train the classifiers on the training data and apply
them to the test data.
2. Each prediction from the model Mi consists of (xj,
yMi (x j), MaxP(xj )) for j = 1, ..., nT where nT is the
size of the test data set.
3. Apply the estimated PIN function from step A1 to
the test data predictions and get PIN values for the
test data prediction, i.e., PIN(xj) = PIN(MaxP(xj)).
4. The prediction of the PINCom is the predicted
class of the classifier that has the largest PIN value.
When more than one classifier’s PINs are of maximum PIN value, select one classifier randomly. We
use MaxPIN as the PIN C , the PIN value of the
PINCom.

Evaluation of classifiers
We evaluate the effectiveness of classifiers on test data by
Recall-Precision curve plots. When the true classes of the
test data are known, we estimate the Recall-Precision
curves based on PIN and PINC values estimated in step
A2. They are based on estimated PIN functions in step A1
that are based on the cross-validated prediction on training data. The Recall-Precision functions are based on the
predicted outcome class, PIN values and true class in step
A2. The class specific Recall-Precision curves PIC can be
used in evaluating class-by-class predictions. PIC based
subset selection and Recall-Precision curves are used in
comparing classifiers’ class specific recalls with preset precision level. The true classes of test data are usually
unknown. In this case, we evaluate the classifiers on training set by double cross-validated predictions as follows.
Step B1

1. Partition the Training Data into 10 subsets.
2. Allocate each partitioned data (10%) as test set
and use remaining 90% set as a new training set as
in Step A1.

Ko and Windle BMC Bioinformatics 2011, 12:189
http://www.biomedcentral.com/1471-2105/12/189

3. Partition the new training set into another 10 subsets and generate 10-fold cross-validated predictions
for each model. In each cross-validated prediction,
81% of the original training data is used in training
classifiers and 9% in generating cross-validated predictions. In the end, a set of cross-validated predictions of the size of the new training data is obtained.
4. Repeat the above procedure for K random partitions (in our study we use K = 20) to generate more
cross-validated predictions. We will have a crossvalidated prediction set of size 20 times of 90% of
the original training data.
5. Estimate the PIN function for each classifier using
the cross-validated prediction set in 4.
6. Generate Combined Classifier predictions based
on PIN and MaxPIN.
7. The generation of PIN, MaxPIN, and therefore
predictions of the PINCom are based on the predicted values and the true class levels of the new
training set (90% of data) in 2.

Step B2

1. Train the classifier on training set (90% data) in
step B1.1 and apply it to the test set and generate
predictions of 10% of the data.
2. Apply the PIN functions generated by the data in
step B1.3-B1.7 to the test data predictions.
3. Generate the Combined Classifier predictions
based on the estimated PINs and MaxPIN in B2.2.
4. Repeat 1-3 for all 10 partitioned test sets and have
cross-validated predictions of the size of the original
data.
5. Repeat 1-4 for KK random partitions. We use KK
= 10 in this paper.
6. We have generated double cross-validated predictions for the all the classifiers including the classifier
PINCom.
7. Each prediction consists of the values PIN for
each classifier, MaxPIN (or PINC) for the PINCom
Classifier, predicted class for each classifier, predicted class for the classifier PINCom, and the true
class.
8. Generate Recall-Precision curves and PIC values
based on the set of double cross-validated predictions generated from B2.1-B2.7.
Note that the PIN, PINC and the PINCom are based
on the training data only and hence the performance of
the classifiers based on the double cross-validated predictions provide valid evaluation for the PINCom as
well as the other classifiers used in combining. The
need of double cross-validation is discussed in detail in
[18] for example.
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We applied the classifiers to the test data set whose
true classes are unknown as follows.
1. Build classifiers based on all the training data and
apply them to the test data set.
2. Estimate PIN, PIN C , and the PINCom classifier
predictions using double cross-validated predictions
described in steps B1 and B2.
3. For each classifier including the PINCom, estimate
the functional relationship between PIN and PIC, the
class specific precision from the double cross-validated training data as in step B2.8 and apply it to
the test data.
4. The subset {x| PIN(x) ≥ a } of the test data has
the estimated precision P(a) of the subset {x| PIN(x)
≥ a } from the training data. To avoid the confusion,
we use the notation Pxv(a) for the precision from the
double cross-validated predictions from the training
data.
5. The estimated number of correctly predicted
genes in a set of predictions in test data is the size
of the subset multiplied by Pxv (a) and hence the P
(a) and R(a) of the test data can be estimated by
dividing the estimated number of correctly predicted
genes by the subset size and the test data size,
respectively.
6. Appling the same arguments, the class specific
precision Pk(a) from the double cross-validated training predictions can be used in estimating the number of correct predictions. For classifier Mi, the
number of correctly predicted predictions in predicted class k is estimated by the number of elements in {x| PIC(x) ≥ a and yMi(x) = k} multiplied
by PK(a), the class specific precision.
7. The number of correct predictions of the set {x|
PIC(x) ≥ a } is estimated by adding all the estimated
class-specific correct predictions.
8. The precision P(a) of a subset {x| PIC(x) ≥ a } of
the predictions of test data is estimated by dividing
the estimated correct number of predictions by the
subset size.
9. The overall recall R(a) is estimated by summing
the numbers of correctly predicted elements in each
predicted class divided the total predicted elements.

Classifiers and software
The neural network (NN) classifier was developed using
nnet library in R [14,16], and the training data described
in the Results section. NN classifiers are based on a random number generator and may contain local maxima.
We averaged 10 NN runs (each with a different random
number generator seed) and averaged the posterior
probability vectors to produce a stable prediction as
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recommended in [14,16]. The optimal NN parameters
were chosen to minimize the 10 fold cross-validated
prediction errors. The random forest (RF) model [12]
was developed using the randomForest function in randomForest library in R [13]. The multi-class support
vector machine (SVM) model [19,20] with the radial
kernel function was developed using the svm function
in the library e1071 [21-23] in R. The radial kernel function was used and optimal parameters were chosen to
minimize 10-fold cross-validated prediction error.
In addition to the original data, we built the oversampled training data by duplicating small size classes
to the largest class size. When a classifier is applied to
the oversampled training data, we call it the oversampled version of the classifier. The over-sampled versions of RF and SVM were used because some classes
used in training have fewer genes than others and without equal weight, might not classify well. Therefore,
over-sampling was used to increase the weight of smaller classes, resulting in better classification for those
smaller classes as well the bigger classes. Classification
to the bigger classes is advantageous because the number of predictions from the contaminating incorrect
genes from the smaller classes goes down. In our crossvalidated study, over-sampling indeed produced better
results on the accuracy in some classes. When the oversampled versions of classifiers are added in combining
classifiers the improvement of precision and recall was
noticeable. R-scripts are available from the authors to
implement all methods described.
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The first step of stacking is to collect the output of
each model (level-0 classifier) into a new set of data
(level-1 data). For each instance in the original training
set (level-0 data), this data set represents every model’s
prediction of that instance’s class, along with its true
class. This is achieved by ordinary cross-validation. The
new data is treated as the data for another learning problem, and in the second step, a learning algorithm
(level-1 classifier or meta-classifier) is employed to solve
this problem.
The Stack 1 method uses the output class probabilities
generated by level-0 classifiers to form level-1 data. Then,
as the level-1 classifier we use a version of least squares
linear regression adapted for classification tasks, called
the multi-response linear regression (MLR), which adapts
each class outcome as 0-1 outcome variable in regression.
Since the coefficients of the regression would be expected
to be higher values for the better classifier’s output class
probabilities, the resulting procedure would have an
improved predictive accuracy compared to the level-0
classifiers. The second stacking method, Stack 2, uses the
output class predictions as well as class probabilities generated by level-0 classifiers to form level-1 data. Then, a
Random Forest is used as the level-1 classifier. Both
stacking methods are evaluated at the test data set for
their prediction ability and when no test set is available, a
double cross-validation is used in evaluating as we do in
evaluation of the PINCom.

Results
Data set and classifiers

Other methods of combining classifiers

The vote-combining method (Vote) uses the most frequently voted class among the classifiers. Ties were broken by random selection. This method has been shown
to greatly improve the confidence of the predictions but
thus far mainly relied on vote-combining of similar
learning models that yield similar outputs [11-13]. This
method could be adversely affected by low performing
classifiers when substantially different classifiers are
combined.
Stacking or Stacked generalization [24-26] is another
method for combining classifiers that overcomes these
problems by taking weighted average of output. In
Stacking, the weights are determined by a higher-level
learning classifier and are expected to be proportional to
the capability of the classifiers used. In spirit, Stacking is
similar to our PIN Combined Classifier. Both use the
outcome of the lower level classifiers and use double
cross-validation to assess the accuracy of the prediction.
We studied two stacking methods in addition to the
vote combining method and compared them with the
PINCom. The two stacking methods we used were as
follows.

We explored ways to best classify genes to biological
processes using gene expression data. We used the gene
expression data used in the neural network model study
by Ko et al. [9]. The data are originally from the study
by Ross et al. [4]. Sixty human cancer cell lines from 9
different cell types exhibit varying levels of gene expression that are heavily based on biological processes in
each particular cell line. The varying levels of gene
expression in the 60 cell lines represent a multiplex of
activities for pathways and other biological processes,
which have been proved very useful in classifying genes
to biological processes. The 21 gene functional classes
chosen from the KEGG database were assigned to 367
genes chosen from 6165 genes profiled for gene expression in the 60 cell lines. The class size for biological
processes ranged from 8 to 50.
Various modeling algorithms can each identify different patterns within data that can be useful in classification of different gene functions. Therefore, we
investigated multiple classifiers for the ability to classify
genes to functions with a focus on each biological process class. We selected 3 classifiers plus a variation of
two of these classifiers that performed well individually
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Figure 1 Overall Classification of Genes to Biological Processes.
Five classifiers classifying genes to all biological process classes are
compared using a Recall-Precision curve. rf - random forest; rfo random forest oversampled; svm - support vector machines; svmo support vector machines oversampled; nn - neural network.
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Another example is shown for the Proteasome class in
Figure 3. In this class, SVMO is dominating at the lower
precision values and RF is superior for the precision
from 65% to 95% while NN is dominating on very high
precision area (95% and up). Our analysis shows that it
is difficult to identify a single classifier that dominates
in recall value for all precisions and all classes.
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We addressed the classifier comparison problem by
developing a measure of performance and prediction
confidence, referred to as Precision Index (PIN) that
allows us to directly compare results between classes
and between classifiers (see Methods). We transformed
MaxPs for each classifier to PINs based on precisions
within each classifier, which allowed us to compare the
precisions of all classifiers. We filtered the predictions
based on PIN values, calculating a precision for the set
of selected predictions that has greater than each PIN
threshold. We evaluated recall, the fraction of genes
attributed to a particular biological process that are correctly predicted, for each class and each model for the
set of selected predictions that has greater than each
PIN threshold. For various thresholds, we are selecting
predictions that have PIN values of at least the threshold and evaluating the recall of the set of selected predictions and its precision, which provides a measure of
how good the classifier is in selecting predictions with a
given precision (see Methods). A Recall-Precision curve
of the set with each PIN threshold is shown in Figure 1
allowing us to see what classifiers perform the best for
biological process classifications overall.
Figure 1 shows the RFO classifier has superior recall to
the other models for sets of lower precision, while the
SVM classifier has superior recall for sets of higher precision. However, analysis of each class for biological process
revealed dramatic differences between classifiers dependent on the class.
A Recall-Precision curve plot is shown in Figure 2 for
the Ribosome class as an example. The NN model, the
worst classifier in Figure 1 showed the best recall over a

30

0

Comparison of classifiers for classifying genes to
biological processes

nn
rf
svm
rfo
svmo

20

Recall (%)

for classifying genes to biological processes; these are
random forest (RF)[12,13], multi-class support vector
machine (SVM)[19,20], and neural network (NN)[14,16],
plus over-sampled versions of RF and SVM (RFO and
SVMO). These classifiers were selected based on their
ability to classify well, as well as being able to generate
output results in the form of estimated posterior probabilities for all classes of biological process. We investigated the performance for each classifier on a class-byclass basis for the 21 biological processes.
In comparing the performances for each classifier, a
problem exists in which the distributions of maximum
posterior probabilities (MaxPs) are vastly different from
class to class [9] and classifier to classifier, particularly
when the learning model algorithms are vastly different.
The MaxP of an element from one classifier cannot be
directly compared to the MaxP of the same element
from another classifier and one cannot discriminate one
classifier from another by the MaxPs.
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Figure 2 Ribosome Process Classification. A comparison of five
classifiers for the Ribosome protein genes.
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Figure 3 Proteasome Process Classification. A comparison of five
model classifiers for the Proteasome genes.
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Figure 4 Overall Gene Classification by the PIN Combined
Classifier. Five classifiers classifying genes to all biological process
classes are compared to the PIN Combined Classifier. com - PIN
Combined Classifier (PINCom).

Combining classifiers based on PIN

60

could reach only up to 70%, the class specific precision
could reach up to 100%.
We analyzed the class specific precision index PIC
(Methods) based on PIN values in each class and found
we could reach higher precisions. Figure 7 shows the
Recall-Precision curves based on PIC thresholds. It can
also be generated by a weighted average of class-specific
Recall-Precision curves with weights proportional to the
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Considering all classifiers for which there is no single
dominant classifier under any one condition, we use a
new classifier PINCom (Methods). This method is different from the classifier ensemble methods. In the classifiers ensemble methods, one combines many classifiers
with similar characters (classification trees or support
vector machines) and uses weighted voting based on
predictions and estimated posterior probability [10,12].
In PINCom, we combined classifiers whose characteristics could be quite different from one another in which
their estimated posterior probabilities were not comparable. The development of PIN allows us to compare and
combine the five different classifiers we developed. The
maximum PIN defines the assigned classification of the
Combined Classifier and it was compared to the five
other classifiers using a Recall-Precision plot (Figure 4).
These results show a clear advantage in classification
recall for the PINCom over all other models for precision areas up to 70% closely following the performance
of the best model but dominating it at precision values
greater than 65%. However, the PINCom’s precision
reaches only up to 70%, meaning if we wanted to select
a set of predictions with precision of say 95%, we would
be unable to use it.
Figures 5 and 6 show the Recall-Precision curves for
the PINCom for the Ribosome and Proteasome classes
already described in Figures 2 and 3. The Combined
Classifier was superior to all individual classifiers in Proteasome class and in Ribosome class to all others but
the neural network classifier. It is important to note that
even if the overall precision of the Combined Classifier
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Figure 5 Ribosome Process Classification by the PIN Combined
Classifier. Five modeling methods classifying genes to the
Ribosome class are compared to the PIN Combined Classifier
(PINCom).
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Figure 6 Proteasome Process Classification by the PIN
Combined Classifier. Five modeling methods classifying genes to
the Proteasome class are compared to the PIN Combined Classifier.

sizes of the predicted classes. The recalls of the PINCom
are dominating particularly at the high precision levels
and at most of the precision levels. The precision limit
is thus extended to a much higher value (100%).
Application of the PINCom to the test data with unknown
true classes

30

30

We applied the PINCom to the test data set of 5798
genes that were not used in model training. In building
the PINCom for the model, we used the PIN functions,

the relationship between MaxP and Precision Index PIN,
estimated by predictions from 10-fold cross-validated
predictions from our training data with 367 genes. We
used 10 random partitions and generated cross-validated
predictions of size 3670 in estimating PIN function and
applied it to the test data. The PIN values of the five
models in the cross-validated prediction are used in
building the PINCom. The functional relationship
between MaxP and PIN is applied to the MaxP of the
test data resulting in PINs for the five models and consequently the PINCom for the test data.
Figures 8 shows a Recall-Precision plot for the test
data. Since we do not know the exact class to which
these elements should belong, the number of correct
predictions is estimated using the precision estimate
from the double cross-validated training data (Methods).
The precision and recall are estimated by the precision
from the training data, hence the PR curves in Figure 8
assume that the training data represents the test data.
We observed that the PINCom was vastly superior to all
other models at most of the precision levels up to 70%.
We would like to select the predictions with much
higher precision than 70%. We estimated the functional
relationship between PIN and PIC in each class for each
classifier from the double cross-validated predictions
from the training data and applied it to test data to estimate the PIN and PIC values as well as the corresponding precision and recall (Methods). Because we used PIC
in selecting predictions with high precision, we compared
the Recall-Precision curves only on the higher PIC value
regions shown in Figure 9. PINCom dominates all the
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Figure 7 Recall-Precision curve based on PIC. Recall-Precision
curves based on the class-specific Precision index (PIC) of 5
classifiers are compared to the PIN Combined Classifier (PINCom).
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Figure 8 Combined Classifier Performance on Test Data. The
five classifiers and the PIN Combined Classifier (PINCom) are applied
to the test data for overall gene classification evaluated by a RecallPrecision curve.
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Figure 9 PIN Combined Classifier Performance based on PIC on
Test Data. Application of the five classifiers and the PIN Combined
Classifier (PINCom) using test data for overall gene classification
evaluated by Recall-Precision curves based on the class-specific
Precision index (PIC).

An interesting application of our Combined Classifier
is to look at gene predictions that appear contrary to
what is believed to be true or that provide new information. We analyzed genes predicted for Cell Adhesion
from PINCom for associations with gene annotations
using the DAVID Functional Annotation Tool. We
found a statistically significant association with the GO
biological process of Cell substrate adhesion with a pvalue of 2.4 × 10-6 and an FDR of = 3.7 × 10-3. This was
consistent with the function of Cell Adhesion. We also
observed a significant association with 5 genes from
UniProt Metal Binding (p-value of 2.7 × 10-6, FDR of =
3.5 × 10 -3 ). This category represents metallothionein
genes. These results reveal a pattern of expression for
these metallothionein genes that is similar to Cell Adhesion genes, and thus accounting for the classification.
However, published studies only show a role for metallothioneins in metal transport and storage, and as well
as response to oxidative stress [2]. No role in Cell Adhesion or related functions has yet been established experimentally for metallothioneins.
Contribution of individual models in the Combined
Classifier

individual classifiers at the most of high precision levels
in Figure 9. The SVMO performs slightly better than
PINCom at the precision levels from 80% to 90% region
but much worse than PINCom in the 90% and up
regions.
Test validation of Combined Classifier predictions

When the PINCom was applied to the 5798 test genes,
we expected that genes predicted for a biological process
would include genes that have known associations with
that process based on data from other studies as determined by other gene annotations, such as Gene Ontology (GO). Our test-validation results showed that the
Cell Cycle pathway showed a substantial improvement
for predictions by the PINCom over individual models.
At a PIC of 1.0, there were 54 genes predicted for Cell
Cycle by the PINCom yet zero genes predicted by any
individual model, which is a performance comparable to
what we observed in the cross-validation. We analyzed
the 54 genes for associations with genes within gene
annotation databases using the DAVID Functional
Annotation Tool [27]. Within the 54 predicted genes,
there were 14 genes intersecting with the UniProt biological process for Cell Cycle with a p-value = 4.9 × 10-11,
and an FDR of 5.8 × 10-8 . This verifies that our PINCom is correctly predicting genes for Cell Cycle even
under conditions in which the individual models yielded
no genes, thus the additional genes classified by the
PINCom at high confidence represent a legitimate
improvement in predictions.

We evaluated the contribution of each classifier to the
Combined Classifier by determining the difference in
recall (%) between the Combined Classifier based on 5
models for each precision and the Combined Classifier
based on 4 models, withholding the classifier of interest.
A minus difference means that the Combined Classifier
without 1 classifier performs better that the 5 classifiers
combination. The results summarized in Table 1 shows
the NN classifier was most positively influential for most
of the precision values and the SVM model was most
positively influential at the higher precision values. Each
classifier contributed positively at most of precision
values, though, the RF model had the smallest contribution overall. One reason for this could be that the contribution of RF is compensated by a similar model, RFO.

Comparison of PINCom to other combining
methods
We used two other methods for combining classifiers,
voting and stacking as described in Methods, for
Table 1 Contribution of individual models in the
Combined Classifier (%)
Precision (%)

nn

rf

svm

rfo

svmo

30

8.58

2.17

4.24

0.40

3.21

40

7.37

3.64

4.64

3.76

2.78

50

4.87

2.88

3.27

4.62

2.62

60

5.87

2.23

3.20

4.92

3.14

70

1.39

-0.07

6.29

0.64

0.32

Ko and Windle BMC Bioinformatics 2011, 12:189
http://www.biomedcentral.com/1471-2105/12/189

Page 11 of 13

comparison to PINCom. The voting method, Vote, uses
the votes for classification from the individual classifiers.
Stacking uses the output from individual classifiers to
train a higher level classifier [25-27]. We used two versions of stacking, Stack 1 and Stack 2 (Methods).
Table 2 shows the recalls of Vote and Stack 1 and
Stack 2 classifiers in comparison to the PINCom classifier at the various precision levels using the gene expression data. In this data, the overall precision of Vote is
29.7% beating all the other classifiers except the PINCom. The Vote suffers a great deal at the precision
levels of 40%, 50% and 60% with recalls lower than
other methods. Though the overall precision is comparable to the best classifiers, its use in selecting high precision predictions is not recommended.
The overall precision of Stack 1 is 22.1%, lower than
Vote and even lower than level-0 classifiers. The recalls
for Stack 1 at the given precision levels are also very
low. The reason of this performance of Stack 1 could be
due to large number of classes and relatively small size
of data. There are 21 classes and hence level-one data
have 100 independent input variables. With about 300
data from the cross-validated training, the level-1 classifier MLR might have over-fitted the training data.
The overall precision of Stack 2 is 26.7% lower than
some of the level-0 classifiers. The recalls at the given
precision levels were better than some of level-0 classifiers and Vote. The PINCom has the overall precision
29.8, with recalls higher than the other combining methods, thus demonstrates its superiority to existing combining methods.
Application to the ‘Vowel Recognition’ Data

We used a well-known ‘Vowel Recognition’ data set to
verify that the proposed classifier PINCom performed
better than other classifiers used in the combining and
other combining methods described above. The ‘Vowel
Recognition Data’ were collected by Deterding [15], who
recorded examples of the eleven steady state vowels of
English spoken by fifteen speakers for a speaker normalization study. There are 528 training observations and
462 test observations consisting of 11 classes and 10
predictor variables. The data have been analyzed in various methods and are reported in a popular textbook

Table 2 Recall Percentage of the Combined Classifiers at
different precision levels for 60 Cancer Cell Line Data
Precision

Overall (%)

40%

50%

60%

70%

Vote

29.7

21.5

14.3

0

0

Stack 1

22.1

14.7

12.5

10.9

0

Stack 2

26.7

19.1

15.5

12.8

8.4

PINCom

29.8

24.7

19.4

14.3

6.1

[15, page 396] and can be downloaded from the website
http://www-stat-class.stanford.edu/~tibs/ElemStatLearn/.
We used 5 different classifiers, random forest (rf),
neural network with one hidden layer of 10 units (nn),
support vector machine with radial kernel (svm), k nearest neighbor [15] for k = 6 (knn), and multivariate adaptive regression spline [15](mars) with 15 maximum
number of terms and the PINCom (com) of 5 classifiers.
The outcome variable (vowels) in Vowel training data is
balanced (each class has 48 training data points) and
oversampled versions of rf and svm we used previously
did not provide additional benefits to the original rf and
svm. Therefore, we replaced the oversampled models
with two additional classifiers, knn and mars.
The optimal parameters were selected in cross-validated
training set except the knn. The optimal k for knn was 1,
which resulted in constant maximum prediction probability of 1. Therefore, the Precision-Recall curve became a
single point and hence could not be used in distinguishing
good predictions from the bad predictions. To introduce
some variability of prediction probability we chose ‘optimal’ k among the values greater than 5 with the optimal
k = 6.
We applied the trained classifiers from the whole training data set to the test data and estimated PIN function
from the cross-validated predictions and MaxP. The
trained classifiers on the training data were applied to
generate predictions for the test data. The functional
relationship between MaxP and PIN obtained from the
cross-validated prediction set was applied to the test data
MaxP and PIN was estimated. The PINCom’s predictions
were subsequently estimated by the estimated PIN and
MaxPIN (Methods). Since the test data consists of the
elements whose true classes are known, we didn’t use
double cross-validated prediction data for an assessment.
The Recall-Precision curves are presented in Figure 10.
The overall precisions of the test set predictions are 53%,
59%, 49%, 59%, and 58% for nn, rf, mars, svm, and knn
respectively. A similar range of precisions was reported
in [15]. The PINCom (com) has the overall precision of
66%, which is 7% higher than the best classifier (rf or
svm) and 17% higher than the worst classifier (mars).
The best previously reported precision for this data is
61% [15]. The PINCom dominates not only on the overall recall but also on recalls of all the predictions at the
precision levels up to 90% precision. A way to extend the
range of precision value of the Combined Classifier to
100% is to use class specific precision index PIC similar
to our previous example.
Recalls of the subsets with precision 70%, 80%, and 90%
for all classifiers (Methods) are presented in Table 3. The
overall precision of the vote-combining classifier Vote is
surprisingly high, 63%, beating all the other classifiers
except the PINCom. However, the recalls for the vote-
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Figure 10 PIN Combined Classifier Performance on Vowel
Recognition Data. Five classifiers classifying vowels are compared
the PIN Combined Classifier. com - PIN Combined Classifier
(PINCom); rf - random forest; mars - Multivariate Adaptive
Regression Splines; svm - support vector machines; knn - K Nearest
Neighbor; nn - neural network.

combining method at the high precision levels of 70%,
80% and 90% are even lower than some of the individual
classifiers.
Stack 1 has the overall precision of 57%, slightly lower
than the best individual classifier. The recalls at the precision levels of 70%, 80% and 90% are also lower than
some of the individual classifiers. Stack 2 uses all the
prediction probabilities and class predictions from 5
classifiers as level-1 data and a random forest as the
level-1 classifier. The overall precision is 62%, higher
than the best individual method and similar to Vote’s
but lower than PINCom’s 66%. The recalls at the precision levels of 70%, 80% and 90% are comparable to the
individual classifiers but are dominated by the PINCom.
Table 3 Recall Percentage of the individual classifiers and
Combined Classifiers at different precision levels for
Vowel Recognition Data
Precision

Overall (%)

70%

80%

90%

rf
svm

59
59

42.7
40.0

26.2
15.6

18.0
12.1

nn

53

4.1

2.0

0.0

mars

49

29.4

23.8

12.5

knn

58

29.2

16.4

0.0

Vote

63

39.0

17.3

0.0

Stack 1

57

36.3

27.0

3.6

Stack 2

62

43.0

22.0

6.0

PINCom

66

49.3

32.9

18.2

Discussion
We studied 5 classifiers for classifying genes to biological processes. Each classifier had significant advantages
for certain biological classes under certain conditions,
but no single model was optimal for all classifications. A
way to combine the probability outcomes from all 5
classifiers into a superior model was developed by use of
a performance measure (PIN) that normalized outcomes
across the classifiers. We developed a Combined Classifier based on PIN measures for the 5 models yielding
substantial improvements in performance overall and
for individual classes of biological processes. The use of
PIN in the Combined Classifier provided us the ability
to select any desired precision across classes and models
to yield the most genes classified. In Cell Cycle classification for example, the PIN Combined Classifier yielded
a substantial number of genes classified with high confidence while all individual models yielded few or zero
genes classified.
The individual classifiers are not built to classify data
to multiple classes. For the genes with multiple functions, one could still use the classifiers by creating new
classes for those genes and training the classifiers. However, the number of combinations of all multiple classes
would be huge and the number of genes in each class
might be too small to be useful in training. As the
knowledge expands and enough information is gathered
on those genes with multiple functions, we should be
able to properly classify those genes to multiple classes
using PINCom. For the sake of keeping the analysis
straightforward, our study of the Combined Classifier
focused on primary classifications only, leaving the classifications of secondary and tertiary functions for future
research.
The analysis of contribution of each model to the Combined Classifier provided us insight into how each model
contributed under various conditions of confidence.
While a more detailed analysis on a class-by-class basis is
needed, we can still see overall that the NN model, which
showed overall the worst performance, is the best contributor. The results suggest that improvements in the
Combined Classifier are possible in which the contributions of each model are further optimized.
Conclusions
The advantages and implications of the Combined Classifier go well beyond models utilizing gene expression
data and the classifiers used. Any classifier with estimated posterior probabilities can be used. There’s no
limitation to the number of models that can be combined. The use of PIN allows combining of models
based on any type of data, such as classifiers based on
protein sequence or protein-protein interaction data.
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This provides the foundation for integrating highly
diverse and seemingly incongruent information into a
single multi-class model with high performance. The
advantages of the Combined Classifier also go beyond
functional genomics and should also be apparent
in broad fields of basic science, clinical science,
and business, as the modeling of vowel recognition
demonstrated.
Acknowledgements
This work was supported in part by NIH SNRP/NINDS grant 5U54NS060658
and a grant from the Massey Cancer Center. Authors thank two referees for
numerous helpful comments that have led to a substantial improvement in
the article.
Author details
1
Department of Management Science and Statistics, School of Business,
University of Texas at San Antonio, San Antonio, TX, USA. 2UTSA
Neuroscience Institute, University of Texas at San Antonio, San Antonio, TX,
USA. 3Department of Medicinal Chemistry, School of Pharmacy, Virginia
Commonwealth University, Richmond, VA, USA. 4Massey Cancer Center,
Virginia Commonwealth University, Richmond, VA, USA.
Authors’ contributions
BW conceived of the study, developed, refined, tested, and applied the
methods, and drafted the manuscript. DK formulated, developed,
programmed, and refined the methods, and drafted the manuscript. All
authors analyzed the data, read and approved the final manuscript.
Received: 12 May 2010 Accepted: 23 May 2011 Published: 23 May 2011
References
1. Eisen MB, Spellman PT, Brown PO, Botstein D: Cluster analysis and display
of genome-wide expression patterns. Proc Natl Acad Sci USA 1998,
95:14863-14868.
2. Coyle P, Philcoxa JC, Careya LC, Rofea AM: Metallothionein: The
multipurpose protein. Cell Mol Life Sci 2002, 59:627-647.
3. Iyer VR, Eisen MB, Ross DT, Schuler G, Moore T, Lee JC, Trent JM, Staudt LM,
Hudson J Jr, Boguski MS, Lashkari D, Shalon D, Botstein D, Brown PO: The
transcriptional program in the response of human fibroblasts to serum.
Science 1999, 283:83-87.
4. Ross DT, Scherf U, Eisen MB, Perou CM, Rees C, Spellman P, Iyer V,
Jeffrey SS, Van de Rijn M, Waltham M, Pergamenschikov A, Lee J,
Lashkari D, Shalon D, Myers TG, Weinstein JN, Botstein D, Brown PO:
Systematic variation in gene expression patterns in human cancer cell
lines. Nat Genet 2000, 24:227-235.
5. Brown MP, Grundy WN, Lin D, Cristianini N, Sugnet CW, Furey TS, Ares M Jr,
Haussler D: Knowledge-based analysis of microarray gene expression
data by using support vector machines. Proc Natl Acad Sci USA 2000,
97:262-267.
6. Mateos A, Dopazo J, Jansen R, Tu Y, Gerstein M, Stolovitzky G: Systematic
learning of gene functional classes from DNA array expression data by
using multilayer perceptrons. Genome Res 2002, 12:1703-1715.
7. Lagreid A, Hvidsten TR, Midelfart H, Komorowski J, Sandvik AK: Predicting
gene ontology biological process from temporal gene expression
patterns. Genome Res 2003, 13:965-979.
8. Zhang W, Morris Q, Chang R, Shai O, Bakowski MA, Mitsakakis N,
Mohammad N, Robinson M, Zirnglibl R, Somogyi E, Laurin N,
Eftekharpour E, Sat E, Grigull J, Pan Q, Peng WT, Krogan NJ, Greenblatt JF,
Fehlings M, van der Kooy D, Aubin J, Bruneau BG, Rossant J, Blencowe BJ,
Frey BJ, Hughes TR: The functional landscape of mouse gene expression.
Journal of Biology 2004, 3:21.1-21.22.
9. Ko D, Xu W, Windle B: Gene function classification using NCI-60 cell line
gene expression profiles. Comput Biol Chem 2005, 29:412-419.
10. Guan Y, Myers CL, Hess DC, Barutcuoglu Z, Caudy AA, Troyanskaya OG:
Predicting gene function in a hierarchical context with an ensemble of
classifiers. Genome Biol 2008, 9(Suppl 1):S3.

Page 13 of 13

11. Kuncheva L: Combining Pattern Classifiers John Wiley & Sons, NJ; 2004.
12. Breiman L: Random Forests. Machine Learning 2001, 45:5-32.
13. Breiman L: ’’Manual On Setting Up, Using, And Understanding Random
Forests V3.1. 2002 [http://oz.berkeley.edu/users/breiman/
Using_random_forests_V3.1.pdf].
14. Ripley BD: Pattern Recognition and Neural Networks Cambridge: University
Press; 1996.
15. Hastie T, Tibshirani R, Friedman J: Elements of Statistical Learning SpringerVerlag, New York; 2001.
16. Venables WN, Ripley BD: Modern Applied Statistics with S. 4 edition. Springer;
2002.
17. Robertson T, Wright FT, Dykstra RL: Order restricted statistical inference John
Wiley and Sons; 1988.
18. Lan H, Carson R, Provart NJ, Bonner AJ: Combining classifiers to predict
gene function in Arabidopsis thaliana using large-scale gene expression
measurements. BMC Bioinformatics 2007, 8:358-374.
19. Vapnik V: Statistical learning theory Wiley; 1998.
20. Cortes C, Vapnik V: Support-vector networks. Machine Learning 1995,
20(3):273-297.
21. Chang CC, Lin CJ: Training ν-support vector classifiers: Theory and
algorithms. Neural Computation 2001, 13(9):2119-2147.
22. Chang CC, Lin CJ: LIBSVM: a library for support vector machines. 2009
[http://www.csie.ntu.edu.tw/~cjlin/libsvm/].
23. Hsu CW, Lin CJ: A comparison of methods for multi-class support vector
machines. IEEE Transactions on Neural Networks 2002, 13(2):415-425.
24. Wolpert D: Stacked generalization. Neural Networks 1992, 5:241-260.
25. Ting K, Witten I: Issues in stacked generalization. Journal of Artificial
Intelligence Research 1999, 10:271-289.
26. Dzeroski S, Zenko B: Is Combining Classifiers with Stacking Better than
Selecting the Best One? Machine Learning 2004, 54(3):255-273.
27. Huang DW, Sherman B, Tan Q, Kir1 J, Liu D, Bryant D, Guo Y, Stephens R,
Baseler MW, Lane HC, Lempicki RA: DAVID Bioinformatics Resources:
expanded annotation database and novel algorithms to better extract
biology from large gene lists. Nucleic Acids Research 2007, 35(suppl_2):
W169-W175.
doi:10.1186/1471-2105-12-189
Cite this article as: Ko and Windle: Enriching for correct prediction of
biological processes using a combination of diverse classifiers. BMC
Bioinformatics 2011 12:189.

Submit your next manuscript to BioMed Central
and take full advantage of:
• Convenient online submission
• Thorough peer review
• No space constraints or color figure charges
• Immediate publication on acceptance
• Inclusion in PubMed, CAS, Scopus and Google Scholar
• Research which is freely available for redistribution
Submit your manuscript at
www.biomedcentral.com/submit

