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Abstract-This paper gives a simple algorithm for finding the explicit inverse of a general Jacobi 
tridiagonal matrix. A few illustrations are also provided to demonstrate the applicability of our 
algorithm. 
1. INTRODUCTION 
Tridiagonal matrices arise naturally in most branches of applied mathematics, modern physics, 
and engineering [l]. Recently, tridiagonal matrices have appeared in the error analysis of numeri- 
cal solutions of two-point boundary value problems associated with ordinary differential equations 
employing finite difference methods [2]. Band matrices in general also crop up naturally in spline 
analysis and in partial differential equations. Lewis [3] has found that a certain tridiagonal matrix 
has applications in the study of the limiting distribution of genes in a subdivided population. 
In this paper, we shall consider the Jacobi tridiagonal matrix A, of order n [4]: 
bl ~1 
a2 b2 ~2 
as bs Q 
A, = *. . . *. (1.1) 
an-l b-1 G-I 
an bn _ 
The determinant 0, of the matrix A, is easily computed by a three-term recurrence relation 
0, = b,O,_1 -a,c,_l&_2, n 2 3, 
01 = bl, 02 = blb2 -a;!cl. 
(l-2) 
The preceding recurrence relation is derived by expanding 0, along the last row by Laplace’s 
method. It is also easy to see that the system (1.2) is equivalent to the following system: 
en = b, e,_1 - a, c,-~ en_2, 12 1, 
e_1 = 0, e. = 1. (1.3) 
We note that the total number of multiplications and additions necessary for the numerical 
computation of the sequence {&}E1, employing the recurrence relation (1.2) or (1.3), are about 
3n - 4 and n - 1, respectively [5]. We naturally assume that 
h CI 0 
I I 
a2 bz ~2 , etc. 
0 as bs 
el=bl, e2= h cl I I a2 b2 ’ e3 = 
59 
60 R. A. USMANI 
LEMMA 1. A sufficient (but not necessary) condition for A, to be singular is that two successive 
O’s be zero. 
The proof of the lemma follows easily from the recurrence relation (1.3). 
We assume that the matrix A, given by (1.1) is nonsingular. We next proceed to determine 
explicit expressions for the elements of A;l = [cuij] in terms of 8i and &. The sequence {&}r=r 
is defined as follows: 
#i = bi &+I - &+I Ci A+23 i=n,la-l)..., 2,1, 
4 - 1, &I+2 = 0. 
(1.4) 
T&+1  
We next state and prove a lemma which establishes a relationship between the two sequences 
{&} and {&}. 
LEMMA 2. 
ek 4k+l - ak+l ck dk-14k+2 = en, k = n, n - 1, . . . ,3, 2, 1. (1.5) 
PROOF. For k = n, the left-hand side of (1.5) gives 
L.H.S. = 8, 4n+l - a,+l cn en_1 g&+2 = en. i - a,+l C, e,_1 . 0 
= en = R.H.S. 
Thus, formula (1.5) holds for k = n. 
We next assume that formula (1.5) holds for k = n, n - 1, . . . , i + 1, i. Thus, 
ei 4i+l - G+l ci ei-l 4i+2 = 8,. (1.6) 
We now wish to prove that formula (1.5) holds for k = i - 1. That is, our goal is to establish 
ei-l 4i - ai ci_l ei_2 ei+l = 8,. (1.7) 
Consider the left-hand side of (1.7), 
ei_l 4i - ai Q-~ ei-2 4i+l = ei_l 4i - (bi &-I - &) 4i+l, by (1.3) 
= &-rcbi - bi ei-14i+l+ ei 4i+l 
= ei-14i - bi h 4i+1 + {ai+ Ci kl &+2 + en), 
= h-1 4i - h-1 {h h+1 - ai+l Ci 4i+2} -I- &, 
=ei-14i-ei-14i+en, by (1.4) 
= 8, = R.H.S. of (1.7). 
by (1.6) 
Thus (1.5) holds for k = i - 1 also. The proof of the Lemma 2 now follows by induction. 
2. INVERSION OF A SYMMETRIC JACOBI MATRIX 
We sssume that the Jacobi matrix given by (1.1) is symmetric. Thus, we have 
ai = cj-1, i = 2,3,.. .,n. (2.1) 
We next state and prove a lemma which gives the nth row of Ail. 
LEMMA 3. Let A, given by (1.1) be a symmetric n x n matrix and let A;l = [oij]. Then 
cYnj = 
{ 
t-11 n+j aj+l aj+2 . . . a, p, j=1,2 ,..., n-l, 
Bn_1 
e ’ j = n. 7, 
(2.2) 
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PROOF. Since Ai1 A, = I,, we have, on multiplying the last row of A;’ 
[%l %2 ... c&&j . . . %nl 1 
by the columns of A,, the following difference equations: 
cp-1 WV--~ + bp anp + up+1 ~,a,~+1 = 
0, p=1,2 )...) n-l; c&0=0, 
1, p=n; - 0. 
(2.3iJi) 
%,n+1 - 
It is easily shown that the solution of (2.3i) is 
a 
9% 
k = (-1)“-‘&c-l %a1 
’ 
k=2,3 ,..., n, 
a2 as.. . ak 
ai#O. (2.4 
The preceding result can be either obtained from (2.3i) in a recursive fashion [6], or by mathe- 
matical induction. 
We finally use the difference equation (2.3ii) for p = n, to obtain 
cn-1 c+a-l+ bn c+zn = 1, 
(-l)n-2~,-1 b-2 + (-W1 bn &-I 1 ~ n 1 = 1 7 a2as...an_i a2 as . . . a, by (2.4), 
(-‘)“-’ [b, B,_1 - 
a2a3...an 
a, c,-~ e,-,I h1 = 1, 
(-v-l 8, an1 _ 
- 
1, 
a2 as.. . a, by (1.3) 
or 
Qlnl = (-I)“-l a2 a3 . . . an 
en ’ 
We substitute o,i into (2.4) to obtain 
8, z 0. 
(-ly+k a*+1 a,b+z...an Ok-1 
6% 
, k=l,2,3 ,..., n-l, 
%k 
Bn_1 
&I ’ 
k = n. 
(2.5) 
(2.6) 
This establishes Lemma 3. 
We next state the main theorem of the paper. 
THEOREM 1. Let A,, given by (1.1), be an n x n symmetric matrix, and let A;l = [cQ~]. Then, 
forai#Oandi>j, 
{ 
(_l)i+j $-l&-l aj+laj+a. ..ai en, , j=1,2 ,..., i-1, 
CXij = 
e,-l +.+l 
&I ’ j = i, 
(2.7) 
fori=n, n-l, n-2 ,..., 3, 2, 1. 
PROOF. We shall supply the proof of formula (2.7) by induction on i. Formula (2.7) obviously 
holds for i = n (see Lemma 3). We assume that it is also valid for i = k + 1. The consequence 
of this assumption is that 
(-i)k+j+l Uj+l Uj+2.. . 0,.-l &'k+Z ak+l’B , j=1,2 ,..., k, 
ak+l,j = 
n 
ok 4k+2 (2.8) 
e, ’ 
j=k+l. 
From this assumption, we wish to show that (2.7) also holds for i = k. On multiplying the kth 
row of A;’ 
[akl ak2 . . . (Ykk . . . akn ] 
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with the columns of A,, we get 
‘P-1 ak,p-l + bp akp + ap+lQk,p+l = 
0, p=I,2 ,..., k-1, o/&=0, 
1, p=k. 
(2.9iJi) 
The solution of (2.9i) is 
‘ykj = (-l>j-l@j-l akl 
’ 
j = 2,3, . . . , k. 
a2 as.. . aj 
(2.10) 
The method of proof of (2.10) is analogous to the one used in establishing (2.4) in Lemma 3. 
Now, using (2.9ii), we obtain 
ck-1 ak,k-1 + bk akk + ak+l ak,k+l = 1, 
(-l)k-2 ck-1 ok-2 + (-I)“-1 bk f!&1 
a2a3...ak_l a2 a3.. . ak 1 ale1 + ak+l Qk,k+l = 1, by WO), 
(-l)k-l [bk ok-1 - 
@as...ak 
ak Ck-1 ok-21 (Ykl + Uk+l CXk,k+l = 1, (2.11) 
(-i)k-’ ek 
akl = 1 - ak+l ak+l,kr since A,’ is symmetric, 
a2 as , . . ak 
= 1 + ak+lak+l 
( 
flk-l4k+2 
e , by CW, 
71 > 
= 
> 
, since A, is symmetric, and Uk+i = ck, 
= 6% + ak+l Ck ok-1 4k+2 
en 
8k4k+l 
=8,’ 
by Lemma 2. 
It follows that 
4k+l 
(Ykl = (-l)k-l a2 a3.. . ak -. 
8, 
hsertiOn Of oki into (2.10) gives 
t-11 k+j aJ+laj+2...ak %i-1 &+I k=1,2 ,..., j-l, 
akj = 
on , 
ok-1 bk+l 
+%I ’ k = j. 
This shows that (2.7) holds now for i = k. 
The proof of the theorem now follows by induction. 
3. NUMERICAL EXAMPLES 
As our first example, we consider the inversion of the symmetric matrix 
5 1 0 0 0 
1 4 2 0 0 
0 0 4 2 3 
0 0 0 3 1 
It is easy to verify that 
(6, e2, e3, e4, 0,) = (5, 19, 37, 230, -563), and 
(6, 42, 43, 44, 45) = (-56% -12% -37, -7, 1). 
(2.12) 
(2.13) 
(2.14) 
(3.1) 
Jacobi’s Tridiagonai Matrix 
The last row of A-' is easily computed by Lemma 3 using (2.2). Thus 
C&j = 
(-1)5-j aj+1 aj+2 . . . u5 *, j = 1,2,3,4, 
C?4 
05 ’ j = 5, 
63 
(3.2) 
and 
00 1.2.4.3.1 24 
cx51 = a2aga4a5 - = 
05 -563 = -563’ 
4 2.4.3.5 120 
CY52 = -a3a4a5 - = - 
05 -563 = 563’ 
92 4.3.19 228 (y5s=0405-CP=-- 
95 -563 563 ’ 
93 3 * 37 111 
a54=-a585=--563=5639 
e4 230 
a55=&=-563. 
The fifth column of A-' is now known as well. In an analogous manner, using Theorem 1 
(formula (2.7)), we compute the remaining rows of A-l. Finally 
1 
120 -37 14 8 -24 - 
-37 185 
A-'=& 14 
-70 -40 120 
-70 133 76 -228 . (3.3) 
8 -40 76 -37 111 
-24 120 -228 111 230 _ 
As our second example, we consider the inversion of the n x n symmetric tridiagonal matrix [3,7]: 
M(r) = 
We can express 
M(r) = r B, 
where 
1 P 
-1 
-1 /L -1 1 
1+2r -r 
-r 1+2r -r 
-r 1+2r -r 
*. . . . . 
-r 1+2r -r 
-r 1 + 2r 
7 r > 0. (3.4) 
B= I 
-1 p -1 
. . . . . . . . . 
-1 p -1 
-1 P I 
> p = 2 + r-l > 2. 
We also note that, on assuming IBI = en, 
ei = 4n+l-ir h = en+,+, i= 1,2 ,..., n. 
Let M-‘(r) = [mij]. Then by Theorem 1, on noting ai = ci = -1, 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
{ 
es_, e,-i 
re, ’ i I j, 
?7lij = 
B+~ en-i 
re, 7 i 1 j. 
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We can also show easily that 
i+l i+1 
ei = sl - s2 , 
Sl -s2 
Sl # s2, (3.9) 
where si, s2 are the roots of the quadratic equation 
rs2-(1+2r)s+r=0. (3.10) 
It is easily seen that 
si, sp = 1+ 
1+/E& 
2r . 
(3.11) 
Alternative expressions for Bi are given by Fischer and Usmani [2] and Usmani [8]. If T = --a, 
{ 
(_l)H49, i 5 j, 
Uij = 
(_l)i-j 49, i 2 j. 
(3.12) 
(3.13) 
The tridiagonal matrix introduced in (3.12) is a well-known matrix whose inverse is given by 
Usmani [8]. 
4. INVERSION OF A NONSYMMETRIC JACOBI MATRIX 
We shall prove the following lemma. 
LEMMA 4. 
CYlj = (4-I) 
PROOF. From A;’ A, = I, on multiplying the first row of Ai1 with the columns of A,, we get 
the difference equation 
cp-1 qp--l + bp ~1,~ + ap+l qp+l = 
1, p=l; w,o = 0, 
0, P = 2,3,. . . ,n; al,n+l = 0. 
(4.2) 
From (4.2), following the techniques of Section 2, we deduce 
“lj = (-l)j+i Cl c2. . . 
tij+l 
Cj_l- 
6, ' 
j # 1. 
Similarly, on multiplying the rows of A, with the first column of A;‘, we get 
1, 
ap ap-l,~ + bpapl 
P= 1, 001 = 0, 
+ cp ap+l,l = 
0, p=2,3 ,..., n; CY,+~,~=O. 
From (4.4), we deduce 
(4.4) 
&+I 
ajl =(-l)j+lU2U~...Uj 7, j # 1. (4.5) 
n 
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From (4.3) and (4.5), we derive 
alj 
-= 
Cl C2. a a Cj-1 
j-l 
Qjl a2aa...aj 
from which the required equation (4.1) follows. 
LEMMA 5. Let A;’ = [aij]. Then, for T < s, 
S-l 
CY 78 = ( ) n -%- CY,,. Xcr ax+1 
(4.6) 
(4.7) 
PROOF. On multiplying the rows of A, with the sth column of Ail, we get, 
aPc+i,S + b,cr,, +c,cr,+i,, = 0, p = 1,2,. . . ,s - 1; cres = 0. 
The solution of (4.8) is easily obtained in the form 
(4.8) 
(Y 
(-l)+’ e+i (YiS 
T.9 = 
cic2...c,-1 ’ 
r=1,2 )...) s-l. (4.9) 
Similarly, on multiplying the sth row of Ai1 with the columns of A,, we get, 
cp-l as,p--l + bp asp + ap+l Q,,~+I = 0, p=1,2 ,...( s-l. 
The solution of (4.10) is given by 
(4.10) 
ff,l. = 
(-l)r-’ e,_i crsi 
I. 
T = 1,2 ,...,s-1. 
a2as...a, ’ 
From (4.9) and (4.11), we get 
o’rs a2 as.. . a, oiS -= - 
osr Cl c2 . . . G-1 cr.91 
azas...a, c1c2...cs-_1 
= 
Cl c2 . . . c,_l azas...a, ’ 
= c,G+1*..Cs-1 
a,+1 ar+2. . . as ’ 
by Lemma 4, 
or 
S-l 
( -) l-I CA a rs = %n Xcr ax+1 T < s. 
(4.11) 
(4.12) 
This completes the proof of Lemma 5. 
THEOREM 2. Let A,, given by @.I), b e an n x n nonsymmetric matrix, and let Akl = [aaj]. 
Then, for ai # 0, and i 2 j, 
i 
C-1) i+j aj+l aj+2.. . ai ej-1h+1 *, , j = 1,2,. . . ,i - 1, 
f$j = 
ei-1 +i+l 
en 7 j = i. 
(4.13) 
PROOF. The proof of Theorem 2 is analogous to the proof of Theorem 1. We only need the value 
of ok,&+1 in equation (2.11). But 
ak,k+l = by Lemma 5, 
ck 
ak,k+l = - ak+l,k* 
ak+l 
(4.14) 
The proof of our present theorem is now completed on using (4.14) and Lemma 2. A slightly mod- 
ified proof of Theorem 2 was presented by the author at the 3 rd Conference of the International 
Linear Algebra Society [9]. 
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5. A SIMPLE NUMERICAL EXAMPLE 
We shall invert 
by the application of Lemma 5 and Theorem 2. Let A-l = [crij]. Then 
!90=1, &=2, &=9, es=--11, 
43 =5, 42 =2, 43 = 2, 44 = 1, qs5 = 0. 
We now compute the 3’d row of A-', namely [cysl a32 ~331, by Theorem 2: 
60 $4 1.4.1 4 
a31 = (-1)4 a2 a3 - = - 
03 -11 = -11’ 
0144 
(Y32 = (-1)5 U3 - = 
4.2.1 8 
We next compute the remaining elements of A-' by Lemma 5: 
Q13 = 
a23 = 
Again, by Theorem 2, 
e. +3 Q21 = (-1)%2 - = -1.1.5 5 
e3 -11 =z 
Now from Lemma 5, 
e1 43 2.5 lo 
(y22 = - = - = --* 
e3 -11 11 
Finally, using Theorem 2, 
We finally have 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
(5.1) 
(5.2) 
A-'=;[; f)O ;I. (5.3) 
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