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Abstract
Locality Sensitive Hashing (LSH) based algorithms have already shown
their promise in finding approximate nearest neighbors in high dimen-
sional data space. However, there are certain scenarios, as in sequential
data, where the proximity of a pair of points cannot be captured without
considering their surroundings or context. In videos, as for example, a
particular frame is meaningful only when it is seen in the context of its
preceding and following frames. LSH has no mechanism to handle the con-
texts of the data points. In this article, a novel scheme of Context based
Locality Sensitive Hashing (conLSH) has been introduced, in which points
are hashed together not only based on their closeness, but also because of
similar context. The video retrieval algorithm using conLSH works with
O(nρ+1) space requirement, where n is the number of videos in the corpus
and ρ is a constant. The indexing time and querying time are bounded
by O(n
ρ+1
·lnn
ln 1
P2
) and O(nρ) respectively, where P2 > 0, is a probability
value. The contribution made in this article is three fold. First, conLSH
is integrated with a recently proposed fast optimal sequence alignment
algorithm (FOGSAA) using a layered approach. The resultant method
is applied to video retrieval for extracting similar sequences. The pro-
posed algorithm yields more than 80% accuracy on an average in different
datasets. It has been found to save 36.3% of the total time, consumed by
the exhaustive search. conLSH reduces the search space to approximately
42% of the entire dataset, when compared with an exhaustive search by
the aforementioned FOGSAA, Bag of Words method and the standard
LSH implementations. Secondly, the effectiveness of conLSH is demon-
strated in action recognition of the video clips, which yields an average
gain of 12.83% in terms of classification accuracy over the state of the
art methods using STIP descriptors. The last but of great significance
is that this article provides a way of automatically annotating long and
composite real life videos. The source code of conLSH is made available
at http://www.isical.ac.in/~bioinfo_miu/conLSH/conLSH.html
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1 Introduction
retrieval is one of the most challenging tasks in computer vision. The non-
uniform rate of appearance of video scenes, spatial and temporal variance, and
background diversity of video sequences make the task extremely challenging.
Interpreting video data is important for motion analysis, object detection, iden-
tification of human activity, intrusion detection and other related tasks. A video
is often represented as a sequence of interest points termed as Space Time In-
terest Points (STIP) Laptev (2005). STIP features are identified by capturing
the highest variance in the image in both spatial and temporal domains. The
successive appearance of video scenes is reflected in the extracted sequence of
STIP features. Understandably, to estimate the similarity of two video scenes
accurately, it is important to study each frame along with their contexts in the
sequence.
Video retrieval is inherently complicated due to its uncertainty in motion and
shape. The trick to make the search faster is to reduce the search domain in
a way such that the algorithm compares the query only with some potent can-
didates. Therefore, it is necessary to group similar items together so that the
search process can be made fast as well as accurate.
Locality Sensitive Hashing (LSH) algorithms are often used to find approximate
nearest neighbors from high dimensional datasets in sublinear time. However,
in cases of sequential data such as videos, traditional LSH methods are unable
to perform well. The reason is that here two points can be treated as dissimilar,
even though they are close enough in the feature space, if they are in totally
different contexts.
In this article, a novel algorithm based on Context based Locality Sensitive
Hashing (conLSH) has been proposed to find approximate nearest video clips
from a query video. Context based Locality Sensitive Hashing can solve this
problem by taking care of the contextual similarity while minimizing the feature
vector distance. In conLSH, a video frame is hashed in accordance with its left
and right context frames. Here, the hash value of the ith frame in the video
sequence is computed based on the values of the (i− 1), i and (i+ 1)th frames.
Therefore, conLSH can efficiently separate frames that have dissimilar contexts.
For example, in Figure 1, conLSH can distinguish “Snowy Mountain” and “Ice
Balls” by investigating their surrounding frames. However, it is not possible by
the standard LSH methods, as they simply ignore the contexts. As a result, in
case of standard LSH, all the frames of ice, irrespective of whether it is from
hill or glass, have been grouped together in one slot. This scenario has been
demonstrated in Figure 1.
The rest of the article is structured as follows: Section 2 briefly summarizes
the state-of-the-art algorithms related to video analysis and locality sensitive
hashing. In Section 3 and 4, we propose the concept of Context based Local-
ity Sensitive Hashing (conLSH) for video retrieval with some technical insights.
Section 5 describes the algorithm along with a complexity analysis. The ex-
perimental results on different datasets in both qualitative and quantitative
measures are demonstrated in Section 6. Finally, Section 7 concludes the article
2
with a few probable directions for future research.
2 Related Work
Locality Sensitive Hashing based algorithms are widely used for finding ap-
proximate nearest neighbors with constant error probability. The principle
of locality sensitive hashing Indyk and Motwani (1998) originated from the
idea to hash similar objects into the same or localized slots of the hash ta-
ble. That is, the probability of collision of a pair of objects is, ideally, pro-
portional to their similarity. The only things that need to be taken care of
are the proper selection of hash functions and parameter values. Several hash
functions have already been developed, like those for d-dimensional Euclidean
space Andoni and Indyk (2008), p-stable distribution Datar et al. (2004), chi2
distance Gorisse et al. (2012), angular similarity Ji et al. (2014), etc. Moreover,
LSH has gone through a continuous process of modification to boost up its per-
formance and reduce the error probability Gionis et al. (1999), Dasgupta et al.
(2011), Motwani et al. (2007) and Kulis and Grauman (2012). In Kulis et al.
(2009), a fast similarity search technique using LSH has been proposed for
learned metrics by capturing the underlying relationship using Mahalanobis dis-
tance. A useful variant of LSH is ErrorWeighted Hashing (EWH) Esmaeili et al.
(2012), which was proposed for fast approximate nearest neighbor search in
Hamming space. Optimal parameter selection is another important issue which
has been addressed in Slaney et al. (2012). Specialized versions of hashing
schemes have been applied efficiently in image search Ke et al. (2004); Xia et al.
(2012); Kulis and Grauman (2009); Gordo et al. (2014), multimedia analysis
Ryynanen and Klapuri (2008); Matei et al. (2006), near duplicate video identi-
fication Song et al. (2011); Ye et al. (2013), noun clustering Ravichandran et al.
(2005), large scale gene sequence comparison Buhler (2001a), web clustering
Chakraborty and Bandyopadhyay (2014); Hachenberg and Gottron (2013), and
active learning Vijayanarasimhan et al. (2013), etc. LSH based methods are not
new to sequential data. They have a profound application domain in biologi-
cal sequences for large scale genomic comparisons Buhler (2001b); Berlin et al.
(2015).
Video is considered as one of the most complicated structures to analyze.
Representations of video sequences have undergone a series of changes over
the past decades. Initially, it started with optical flow analyzers Barron et al.
(1994), which are unable to detect any abrupt change in the video scenes. Then,
in 1994, feature tracking methods Niyogi and Adelson (1994) were proposed
with the assumption that the image shots have a constant rate of appearance in
the video. However, the points corresponding to non-constant motion, have
been found to contain high information regarding the video. These points
are often termed as “Interest Points”. In Laptev (2005), the author has de-
veloped a method which can automatically select some interest points having
maximum spatial and temporal variance. These points are termed as “Space
3
Time Interest Points” or STIPs. A video is a temporally ordered set of STIPs
extracted from different time frames. Each STIP point is a 162 dimensional
vectorLaptev (2005). It consists of two different features: Histogram of Ori-
ented Gradients (HOG), a 72 dimensional vector that captures the shape of
the objects and Histogram of Optical Flow (HOF), a 90 dimensional vector
used to estimate the optical motion Laptev (2005). The main advantage of
using STIP features is that they are scale invariant in nature. To determine
the closeness of two videos, an alignment of the pair is usually done with a
proper scoring scheme Adjeroh et al. (1999). Sequence alignment has been used
for several other video processing tasks like video matching, copy detection
and shot extraction Rao et al. (2003); Chasanis et al. (2009); Yeh and Cheng
(2009). However, these use the dynamic programming based alignment tech-
niques Needleman and Wunsch (1970); Smith and Waterman (1981), which are
time expensive as they take O(m×n) time on an average, wherem and n are the
lengths of the two sequences being aligned. Recently a fast alignment algorithm
called FOGSAAChakraborty and Bandyopadhyay (2013) has been developed,
which outputs the optimal alignment much faster than the dynamic program-
ming based approach.
3 The Proposed Approach
Hashing is a popular approach for indexing objects for fast retrieval. Locality
Sensitive Hashing Indyk and Motwani (1998) is a mechanism where the proba-
bility of objects getting placed in the same cell in the hash table is proportional
to their similarity. When the query comes, it is also hashed using the same
hash function and the reduced search space constitutes all the points in the cell
where the query has been placed. However, the problem occurs in measuring
similarity of objects in a sequential data such as video. Point to point distance
measure is not sufficient in this case, as the points have a strong coupling with
their predecessors and successors in the sequence. For example, in a video se-
quence a particular shot becomes meaningful only when put in its context. To
address this issue, a novel concept of Context based Locality Sensitive Hashing
(conLSH) has been introduced in this article. It groups together similar ob-
jects that also have contextual similarity. Moreover, sequence length diversity
of video data has been taken care of by implementing layered hashing. Layered
hashing was introduced in Chakraborty and Bandyopadhyay (2014) to resolve
dimensional variability in web clustering. In layered locality sensitive hashing,
different layers are chosen to handle sequences with different lengths in a spe-
cialized manner by suitably selecting the parameter values. This concept of
layering is incorporated in conLSH to handle variability in video length. Empir-
ical results show that conLSH has a time gain of 36.3% over the exact algorithm
by FOGSAA. Not only that, it outperforms the standard LSH methods with a
time gain of 12.4% on an average, while keeping the MARR value, defined in
Section6.1.1, as high as 0.8. The process of video sequence retrieval based on
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conLSH is summarized in the following discussion.
Video String Representation and Indexing:
• The first step is to find the 162 dimensional HOG/HOF descriptors for
each interest point(STIP) present in the videos of the datasetLaptev (2005).
A video is then represented as a temporally ordered sequence of STIP fea-
tures.
• A randomly selected set of STIPs are clustered into similar events with
identical shape and motion. These clusters serve as the “Event Class”.
• STIP signatures of all the video clips are replaced by the corresponding
class identification number, where each STIP descriptor is mapped to its
closest Event Class Laptev (2005).
• Each video of the dataset is hashed using a suitably chosen context based
Locality Sensitive Hash function hconLSH : S → V , where S is the set
of video sequences in the database and V is the set of hash values which
serve as indexes to the hash table. Therefore, the videos having similar
context are placed in the same slot of the hash table using the conLSH
function.
Video Retrieval:
• The STIP features are extracted from the query video Q, labeled by the
corresponding event class number.
• The query video, Q, is hashed using the same context based locality sen-
sitive hash function. Let, hconLSH(Q) = q.
• As conLSH groups similar videos together, the videos which are present in
the same slot as that of the query have a higher chance of being similar.
Therefore, all the videos that are hashed to the qth cell of the hash table
are retrieved.
• These video sequences are then aligned with the query using the fast global
alignment algorithm FOGSAA Chakraborty and Bandyopadhyay (2013)
and a sequence is reported as similar if the alignment score is high.
• Stop the search if L′ number (L′ defined in Section 4) of similar videos
have been reported.
The workflow of video indexing and retrieval using conLSH is depicted in
the Figures 6 and 7 of Supplementary Material.
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4 Context based Locality Sensitive Hashing (conLSH)
Nearest neighbor search is a classical problem of pattern analysis, where the
task is to find the point nearest to a query from a collection of d-dimensional
data points. A less stringent version of exact nearest neighbor search is to find
the R-nearest neighbors, in which the algorithm finds all the neighbors within
a certain distance R of the query. It can be formally defined as follows:
Definition 1. R-Nearest Neighbor Search: Andoni and Indyk (2008)
Given a set of n points X= {x1, x2, . . . , xn} in d-dimensional space Rd and a
query point y, it reports all the points from the set X which are at most R
distance away from y, where R > 0.
Due to the “Curse of Dimensionality” the performance of most of the par-
titioning based algorithms, like kd-trees, degrades for higher dimensional data.
However, there are few exceptions like Muja and Lowe (2014) where the authors
have shown good results with priority search k-means tree based algorithm. To
overcome the problem of “Curse of Dimensionality” in nearest neighbor search,
approximate search algorithms have been introduced in the past. These ap-
proximate algorithms return, with some probability, all points from the dataset
which are at most c times R distance away from the query object. The standard
definition of c-approximate nearest neighbor search is:
Definition 2. c-approximateR-near Neighbor Search: Andoni and Indyk (2008)
Given a set of n points X= {x1, x2, . . . , xn} in d-dimensional space R
d and a
query point y, it reports all the points x from the set X where d(y, x) ≤ cR
with probability (1 − δ), δ > 0, provided that there exists an R-near neighbor
of y in X , where R > 0 and c > 1.
The advantage of using approximate algorithms is that they work very fast
and the reported approximate neighbors are almost as good as the exact ones
Andoni and Indyk (2008). Locality Sensitive Hashing based approximate search
algorithms are very popular for high dimensional data. LSH works on the princi-
ple that the probability of collision of two objects is proportional to their similar-
ity. Therefore, after hashing all the points in the dataset, similar points will be
clustered in the same or localized slots of the hash tables. In Indyk and Motwani
(1998), LSH is defined as:
Definition 3. Locality Sensitive Hashing:
A family of hash functions H : Rd → U is called (R, cR, P1, P2)-sensitive if
∀x, y ∈ Rd
• if ‖ x− y ‖≤ R, then PrH[h(x) = h(y)] ≥ P1
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• if ‖ x− y ‖≥ cR, then PrH[h(x) = h(y)] ≤ P2, where, P1 > P2.
We have proposed the following definitions and theories to develop the frame-
work of Context based Locality Sensitive Hashing(conLSH).
Definition 4. Context based Locality Sensitive Hashing (conLSH):
A family of hash functions H∗ is defined as H∗ : Rd+1 → U where the additional
dimension denotes the context factor, which in case of video may be a temporal
feature. H∗ is called (R, cR, λ, P ∗1 , P
∗
2 )-sensitive if ∀x, y ∈ R
d
• if ‖ xλ − yλ ‖≤ R, then PrH∗ [h∗(x, λ) = h∗(y, λ)] ≥ P ∗1
• if ‖ xλ−yλ ‖≥ cR, then PrH∗ [h∗(x, λ) = h∗(y, λ)] ≤ P ∗2 , where, P
∗
1 > P
∗
2 .
Here h∗(x, λ) is the context based locality sensitive hash function and xλ is
the point x associated with a context of size (2λ + 1), where λ is the context
factor. Let x1, x2, . . . , xn and y1, y2, . . . , ym are two sequences on which conLSH
is being applied. Then, h∗(xi, λ) is actually a composition of (2λ+ 1) standard
LSH functions as defined below:
Definition 5. h∗(xi, λ):
h∗(xi, λ) = h(x(i−λ))◦h(x(i−(λ−1))◦ · · ·◦h(xi)◦h(x(i+1))◦ · · ·◦h(x(i+λ)), where
1 ≤ i ≤ n.
Theorem 1. The family of conLSH functions H∗ is Locality Sensitive.
Proof. For H∗ to be locality sensitive, there must exists P ∗1 and P
∗
2 (where
P ∗1 > P
∗
2 ), such that PrH∗ [h
∗(xi, λ) = h
∗(yj , λ)] ≥ P
∗
1 , when ‖ x
λ
i − y
λ
j ‖≤ R
and PrH∗ [h
∗(xi, λ) = h
∗(yj , λ)] ≤ P ∗2 , when ‖ x
λ
i − y
λ
j ‖≥ cR.
Here h∗(xi, λ) is any arbitrary conLSH function belongs to H∗ and ‖ xλi − y
λ
j ‖
defines the distance between two contexts having middle point at xi and yj
respectively.
According to Definition 5:
h∗(xi, λ) = h(x(i−λ))◦h(x(i−(λ−1))◦ · · ·◦h(xi)◦h(x(i+1))◦ · · ·◦h(x(i+λ)), where
1 ≤ i ≤ n.
and
h∗(yj , λ) = h(y(j−λ))◦h(y(j−(λ−1))◦ · · · ◦h(yj)◦h(y(j+1))◦ · · · ◦h(y(j+λ)), where
1 ≤ j ≤ m.
So,
PrH∗ [h
∗(xi, λ) = h
∗(yj, λ)]
= PrH[h(x(i−λ)) = h(y(j−λ))]× · · · ×
PrH[h(xi) = h(yj)]× · · · × PrH[h(x(i+λ)) = h(y(j+λ))
(As they are mutually independent) If ‖ xλi − y
λ
j ‖≤ R then,
PrH∗ [h
∗(xi, λ) = h
∗(yj, λ)]
≥ P1 × P1 × P1 × . . .
= P
(2λ+1)
1 = P
∗
1 ,
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If ‖ xλi − y
λ
j ‖≥ cR then,
PrH∗ [h
∗(xi, λ) = h
∗(yj, λ)]
≤ P2 × P2 × P2 × . . .
= P
(2λ+1)
2 = P
∗
2 .
As h(x) is a locality sensitive hash function, P1 > P2. Therefore,
P
(2λ+1)
1 > P
(2λ+1)
2 , where 0 ≤ P1, P2 ≤ 1 and λ ≥ 0.
Hence, P ∗1 > P
∗
2 .
Therefore we can conclude that, h∗(x, λ) ∈ H∗ is a valid context based
locality sensitive hash function and the family of conLSHH∗ is locality sensitive.
From now onwards, the context based LSH function h∗(xi, λ) is shortened
as hλi . In the next subsection, we introduce the K and L parameter values in
connection with the concatenation of hash functions to amplify the gap between
P1 and P2.
4.1 Gap Amplification
As the gap between the probability values P1 and P2 is very small, several lo-
cality sensitive hash functions are usually concatenated to obtain the desired
probability of collision. This process of concatenation of hash functions to in-
crease the gap is termed as “gap amplification”. Let there be L hash func-
tions, g1, g2, . . . , gL, such that gj is the concatenation of K randomly chosen
hash functions like, gj = (h
λ
1,j , h
λ
2,j , . . . , h
λ
K,j) for 1 ≤ j ≤ L. Therefore, the
probability that gj(x) = gj(y) is at least P
(2λ+1)K
1 . Each point, x, from the
database is placed into the proper slots of the L hash tables using the values
g1(x), g2(x), . . . , gL(x) respectively. Later when the query, y comes, we search
though the buckets g1(y), g2(y), . . . , gL(y).
Note that larger values ofK lead to larger gap between the LSH probabilities.
As a consequence, the hash functions become more conservative in estimating
the similarity between points. In that case, L should be large enough to ensure
that similar points collide with the query at least once. The context factor λ
should also be chosen carefully because if it is too large it will overestimate
the context, thereby making hash functions more stringent. Evidently, proper
choice of the parameters K,L, and λ is crucial for the good performance of the
algorithm. This is discussed next.
4.1.1 Selection of the Parameter Values
The parameters are to be chosen in such a way that we can put a bound on
the error probability of the retrieved results. Let x ∈ D(y,R), then Pr[gi(x) =
gi(y)] ≥ P
(2λ+1)K
1 .
Therefore, Pr[x and y are hashed to different locations] ≤ (1 − P
(2λ+1)K
1 ).
So, Pr[x and y collide at least once in one of the L hash tables ] ≥ 1 − (1 −
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P
(2λ+1)K
1 )
L.
∴ Probability of Error
= Pr[x and y do not collide at all by any on the functions]
=(1− P
(2λ+1)K
1 )
L
To ensure the error probability at most δ, we choose L = ( 1
P1
)(2λ+1)K ln 1
δ
.
Then we have,
(1− P
(2λ+1)K
1 )
L =(1− P
(2λ+1)K
1 )
( 1
P1
)(2λ+1)K ln 1
δ
=((1 + x)
1
x )− ln
1
δ , let x = −P
(2λ+1)K
1
≈ e− ln
1
δ , as limx→0(1 + x)
1
x = e
=δ.
Again, P
(2λ+1)K
2 × n ≈ 1
∴ n = ( 1
P2
)(2λ+1)K
or,loge n = (2λ+ 1)K loge(
1
P2
)
or,K = ( 12λ+1 )
lnn
ln 1
P2
.
Putting the value of K we get,
L = ( 1
P1
)(2λ+1)K × ln 1
δ
= ( 1
P1
)
(2λ+1)( 12λ+1 )(
lnn
ln 1
P2
)
· ln 1
δ
= 1
P1
lnn
ln 1
P2 × ln 1
δ
= n
ln 1
P1
ln 1
P2 × ln 1
δ
= nρ · ln 1
δ
[Assuming ρ =
ln 1
P1
ln 1
P2
].
Theorem 2. The probability of finding an Approximate Nearest Neighbor if
there exists a Nearest Neighbor is at least (1− e− ln
1
δ ).
Proof. Consider a point x ∈ D(y,R) and gi is a Context based Locality Sensi-
tive Hash function, where gi ∈ G = g1, g2, . . . , gL.
Pr[gi(x) = gi(y)] ≥ P
(2λ+1)K
1
= P
(2λ+1)·( 12λ+1 )
lnn
ln 1
P2
1 [Putting K = (
1
2λ+1 )
lnn
ln 1
P2
]
= P
lnn
ln 1
P2
1 = n
lnP1
ln 1
P2 = n
−
ln 1
P1
ln 1
P2 = n−ρ.
Again, Pr[gi hashes x and y to different locations] ≤ 1− n
−ρ.
Therefore, Pr[x and y collide at least once among L tables]≥ 1− (1− n−ρ)L =
1− (1− n−ρ)n
ρ·ln 1
δ ≈ (1 − e− ln
1
δ ).
Theorem 3. The probability of collision if there is no nearest neighbor is at
most 1
n
.
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Proof. Consider a point x 6∈ D(y, cR) and a hash gi ∈ G.
Pr[gi(x) = gi(y)] ≤ P
(2λ+1)K
2 = P
(2λ+1)·( 12λ+1 )
lnn
ln 1
P2
2
= P
lnn
ln 1
P2
2 = P
lnn
− lnP2
2 = P
ln 1
n
lnP2
2
= P
logP2
1
n
2 =
1
n
∴ Pr[gi(x) = gi(y)] ≤
1
n
.
4.2 Layered Context based Locality Sensitive Hashing
The proposed conLSH originated from the idea of placing similar videos into
localized slots of the hash table, so that the neighbors in the hash table will
have some traits in common. Video structure is inherently complicated due to
its unpredictable motion, diverse background, different lighting conditions and
camera movements. The variety in the lengths of the video sequences add extra
complexity to them. To tackle this dimension variability, a concept of layering
has been introduced. Videos of different ranges of length are channeled to dif-
ferent layers. Each layer is specially designed to operate on videos of a range of
certain size along with suitable values of the parameters, K, L and λ. Let all
the videos in the corpus be split into N layers. Layer i contains the clips having
length between li−1 to li. Let layer i, where 1 ≤ i ≤ N , have Li hash tables
with hash functions gi1, g
i
2, . . . , g
i
Li
respectively. The hash function gij is defined
as the concatenation of Ki randomly chosen hash functions, 1 ≤ j ≤ Li.
Definition 6. gij :
If the layered conLSH system has N layers, then the jth hash function of ith
layer, denoted by gij, is defined as:
gij = (h
λi
1,j , h
λi
2,j, . . . , h
λi
Ki,j
) for 1 ≤ j ≤ Li and 1 ≤ i ≤ N . Here, Ki, Li and λi
are the K, L and λ parameter values for the ith layer.
A scenario of layered hashing is shown in Figure.2.
5 Algorithm and Analysis
Videos are considered to be one of the most complex structures to analyze.
The temporal ordering of STIPs present in the video sequences are the key
information for similarity extraction and action recognition. In this article the
result is reported in three phases. First the performance of conLSH in retrieving
videos similar to a query is discussed. The conLSH features are then used for
Human Action Classification of video sequences. Finally, the entire method is
combined for automatic annotation of long and composite real life videos.
10
5.1 Video Retrieval using conLSH
The algorithm requires the video sequences to be in STIP format where each
video is represented as a sequence of Space Time Interest Points. A STIP point
is a 162 dimensional vector, among which 72 dimensions represent the Histogram
of Oriented Gradient (HOG) and the remaining 90 features are for Histogram
of Oriented Flow (HOF) Laptev (2005). At the pre-processing stage of the al-
gorithm, a randomly selected set of STIP points (HOG and HOF combined)
are clustered using k-means algorithm. These clusters are used as the Event
Classes to build the signatures of the video clips. Each video clip is represented
by sequences of the class numbers of the corresponding STIP points. Then a
suitably designed Context based locality sensitive hash (conLSH) function is
used to hash all the videos in the database. When the query comes, it is also
hashed using the same conLSH function. Finally, all the videos which are hashed
in same bucket with the query are compared and the similar ones are reported.
The detailed steps of the video retrieval algorithm are outlined in Algorithm 1.
Implementation of conLSH:
In our experiment on video sequences, conLSH is implemented using Barrel
Shift function coupled with bitwise operations. We define s as a Barrel Shifter
that rotates the bits one position to the left circularly, e.g. s(1001)=0011. In
extension to that, sp is defined as a rotation of p positions to the left circularly,
e.g. s3(1001) = 1100.
Let, gij be the jth conLSH function of ith layer, defined as: g
i
j = (h
λi
1,j , h
λi
2,j, . . . , h
λi
Ki,j
),
where hλ
i
k,j , for 1 ≤ k ≤ K, are randomly chosen from the conLSH family H
∗,
the set of all Barrel Shifters. hλ
i
k,j = s
p−1(0001), where p is the event class
number present in the context λi centering the position selected by the random
hash function hk,j . The concatenated conLSH function g
i
j is obtained by bit-
wise ORing the component hash values, gij = (h
λi
1,j + h
λi
2,j + · · · + h
λi
Ki,j
). The
intuition behind choosing such hash functions using barrel shifter and bitwise
OR operation is that the final hash value will have a ‘1’ in the positions of
the class numbers that are present in the current context. Let us consider an
example of a context of size 3 (λ = 1) having STIP class numbers present 1,2,2
respectively. Therefore, gij = s
0(0001) + s1(0001) = 0011, which has two ‘1’s
in the positions 1 and 2 signifying that the points from 1 and 2 class labels are
present. The hamming distance between two such hash values can be computed
easily by bitwise XOR operation. The main advantage of using bitwise oper-
ations is that they are much faster than arithmetic computations. Moreover,
bitwise operations can be calculated recursively.
FOGSAA: The Aligner
The purpose of locality sensitive hash functions is to reduce the search space
by retrieving only those candidates that are likely to be similar. However, be-
fore reporting them as similar, they need to be compared with the query video.
FOGSAA which is a fast global sequence alignment algorithm, does this compar-
ison by aligning them with the query. It outputs the optimal global alignment
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Input: A database of video sequences (V1, V2, . . . , Vn) in STIP format and a
query video Q.
Output: A set of videos similar to the query Q.
1: Video Representation and STIP points:
Let Vi be a video sequence represented as p1, p2, . . . , pli , where li is the
length of the ith video, for 1 ≤ i ≤ n.
The point pj , 1 ≤ j ≤ li, is a 169 dimensional STIP vector
2: Event Class:
A randomly selected set of STIP points are chosen and clustered using k-
means algorithm to group into K event classes, C1, C2, . . . , CK.
3: Replace the STIP points from the video sequences with their corresponding
class identification number. Therefore, a video Vi becomes (x1, x2, . . . , xli)
where xj is the class ID of the STIP point pj , and xj ∈ {C1, C2, . . . , CK},
1 ≤ j ≤ li.
4: Layering: Let there be N layers depending on the length distribution of
the videos in the dataset.
5: Video Indexing:
6: m← 1
7: while m ≤ n do
8: Let i be the layer number the video Vm depending on the length group,
1 ≤ i ≤ N . There are Li no. of hash tables in ith layer.
9: j ← 1
10: while j ≤ Li do
11: § = 1
12: Place Vm in the g
i
j(Vm)th slot of the jth hash table. where, g
i
j(Vm) =
(hλ
i
1,j + h
λi
2,j + · · ·+ h
λi
Ki,j
) and ‘+’ defines bitwise OR operation
hλ
i
ki,j
= sp−1(§), 1 ≤ k ≤ K
p is the Event Class label present in the context λi and s is Barrel
Shifter
13: j ← j + 1
14: end while
15: m← m+ 1
16: end while
17: Retrieval of Similar Videos for a Query Q:
18: Let i be the layer number the video Q depending on the length group,
1 ≤ i ≤ N . There are Li no. of hash tables in ith layer.
19: j ← 1
20: while j ≤ Li do
21: Retrieve all the videos from the gij(Q)th slot of the jth hash table. where,
gij(Q) = (h
λi
1,j , h
λi
2,j , . . . , h
λi
Ki,j
), defined in Step 12.
22: For each of the retrieved videos, compute the similarity from Q using
FOGSAA alignment score.
23: Report it as similar, if the alignment score is above some threshold value.
24: Stop when the number of reported points is more than L′. (Strategy 1),
Or,
Continue for all the retrieved videos irrespective of number of reported
points. (Strategy 2)
25: j ← j + 1
26: end while
Algorithm 1: Video Retrieval using conLSH
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score of a pair of sequences, exactly the same as that of Needleman-Wunsch’s
Needleman and Wunsch (1970) method, but in much less time. FOGSAA is
basically a branch and bound method, which aligns the sequences by picking
up the nodes greedily based on a ‘Fitness Score’ . Each node in this branch
and bound tree can be a match, mismatch or gap of the corresponding charac-
ters from the sequence pair. Starting from the root node, FOGSAA expands
branches by selecting the most promising nodes. One complete path gives one
possible alignment of the sequences. The target is to find the path correspond-
ing to the optimal alignment. The branch expansion and pruning of FOGSAA
tree is done based on ‘Fitness Score’, which has two components, Present Score
and Future Score. The Present Score is the sum of all match/ mismatch/ gap
scores that have been observed from the root node to the current node, while
the Future Score is an estimation for the remaining part of the sequences. These
scores are defined below:
Definition 7. Present Score Chakraborty and Bandyopadhyay (2013)
Let the given pair of sessions be
S1: ( Pj11Pj
1
2 . . . P j
1
m) and S2: (Pj
2
1Pj
2
2 . . . P j
2
n),
where |S1| = m and |S2| = n. If the current node is at position (p1, p2) i.e.,
p1 symbols from S1 and p2 symbols of S2 have been checked, then the Present
Score, denoted by PrS, is defined as:
PrS =
∑
1≤i≤p1,1≤j≤p2
SCij (1)
The addition of scores for each node, from root to the current node of the
current branch, gives the present score. Here,SCij is the match, mismatch or
the gap penalty of the corresponding position.
Definition 8. Future Score Chakraborty and Bandyopadhyay (2013) If the two
sequences to be aligned are Pj11 . . . P j
1
m and Pj
2
1 . . . P j
2
n and the present node is
at position (p1, p2), then the two components Fmin and Fmax of Future Score,
for the subsequences Pj1p1+1 . . . P j
1
m and Pj
2
p2+1 . . . P j
2
n, are defined as:
Fmin =
{
−x2 ∗Ms+G ∗ (x1 − x2), x2 < x1
−x1 ∗Ms+G ∗ (x2 − x1), otherwise
(2)
Fmax =
{
x2 ∗M +G ∗ (x1 − x2), x2 < x1
x1 ∗M +G ∗ (x2 − x1), otherwise
(3)
where, x1 = (n− p2) and x2 = (m− p1).
Definition 9. Fitness Score Chakraborty and Bandyopadhyay (2013) The Fit-
ness score of a node, based on which the potential of a branch is evaluated, is
the sum of the Present score (PrS) and the Future score. Fitness Score, having
two components denoted by Tmin and Tmax, is defined as follows:
Tmin = PrS + Fmin (4)
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Tmax = PrS + Fmax (5)
The calculation of ‘Fitness Score’ and the expansion of FOGSAA tree is
elaborately described in Section 1 of Supplementary Material.
5.1.1 Space Complexity
The space consumed by the algorithm is dominated by the hash tables and the
data stored in it. Let there be a total of L hash tables, i.e., L =
∑N
i=1 L
i, where
Li is the number of hash tables of ith layer.
Assume that ni number of videos have been channeled to the ith layer, where
n =
∑N
i=1 n
i. In a particular layer i, each of the ni videos are placed in all the
Li hash tables. Therefore, the space requirement is bounded by (L1×n1+L2×
n2 + · · ·+ LN × nN )=
∑N
i=1(L
i × ni)
=O(L× n)
=O(nρ · ln 1
δ
· n), See Subsection. 4.1.1.
=O(ln 1
δ
· nρ+1)=O(nρ+1)
5.1.2 Time Complexity
Video Indexing Time:
For each video sequence, L different hash values are computed for L hash tables.
Each hash function is composed of (2λ+1)×K unit hash functions. Therefore,
the time required to place a single video in suitable positions of L different hash
tables is O((2λ+ 1) ·K · L)
Therefore, the total time requirement for n videos is O((2λ + 1) ·K · L · n)
=O((2λ+ 1) · ( 12λ+1 )
lnn
ln 1
P2
· L · n), See Section. 4.1.1.
=O( lnn
ln 1
P2
· nρ · ln 1
δ
· n)=O(n
ρ+1·lnn
ln 1
P2
)
Query Time:
In Strategy 1, the search is stopped after reporting L′ videos. It is shown in
Indyk and Motwani (1998) that the Strategy 1 with L′ = 3L yields reasonably
good result with constant error probability. Therefore, in Strategy 1 the query
time is bounded by O(3L) = O(nρ · ln 1
δ
)=O(nρ).
In Strategy 2, the query time can be as high as θ(n) in the worst case.
However, for many real data sets, the algorithm results in sublinear query time
with proper selection of the parameter values Andoni and Indyk (2008).
5.2 Video Action Recognition
Classifying videos to the relevant action classes is another important task in
the video processing pipeline. It is often termed as Human Action Recognition.
Immense effort has already been put by the researchers to make video action
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recognition fast and accurate. The standard and well adopted procedures for
classifying video actions often compute a histogram vector of event classes using
a procedure known as BoW quantization. This histogram vectors accompanied
by the class labels of the videos are used to train a suitably selected classifier.
The trained classifier is then applied to the test videos for human action clas-
sification. However, it has been seen that the histogram vector of event classes
cannot properly capture the actions or themes of the videos. This is due to fact
that the event classes are the groupings of the STIPs having similar motion or
shape. They do not directly reflect the human actions. For example, there can
be different event classes for leg movement, hand movement, movement of lips
etc. A higher frequency of ‘leg movement’ event class in the histogram vector
of a video, cannot say whether it should be classified as ‘jumping’ or ‘walking’.
Input: 1. A training set of n videos associated with their respective class labels,
denoted by: {〈U1, Cl1〉 , 〈U2, Cl2〉 , . . . , 〈Un, Cln〉}
2. A test set of m videos {V1, V2, . . . , Vm}
Output: The class labels of the test set videos along with an accuracy value
after validating with the ground truth.
1: while i ≤ n, for each video Ui do
2: Compute the conLSH values (using the barrel shifter and bitwise OR
operation as specified in Algorithm 1) for the video Ui
3: Let hi1, h
i
2, . . . , h
i
L be the L conLSH values corresponding to L hash tables
for the video Ui. The frequency of these hash values are stored in the
histogram vector.
4: Let Di be the histogram vector of conLSH values, where Di[x] represents
the frequency of hash value x as obtained from Ui.
5: i← i+ 1
6: end while
7: {Di, Cli}, ∀i ≤ n is used to train the Histogram Intersection Kernel of Multi-
class SVM.
8: while i ≤ m, for each video Vi from the test set do
9: Compute the histogram vectors of the test videos as mentioned in Step
4.
10: i← i+ 1
11: end while
12: Use the trained Histogram Intersection Kernel of Step 7 to classify the test
videos {V1, V2, . . . , Vm}
13: Measure and report the overall and average accuracy validating with the
ground truth.
Algorithm 2: Video Action Recognition
To get rid of this situation, we have proposed an action classification method
on the basis of histogram of conLSH values. A conLSH value is capable of
capturing the theme or action of a context, as it reflects all the event classes
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present in that context in a composite form. The length of the context can be
specified by the context factor(λ). In the proposed method, which is summarized
in Algorithm 2, the videos are represented by a histogram vector of conLSH
values. The length of this vector is proportional to the number of possible hash
values. It is, in our case, equal to 2K, where K is the number of event classes. We
have used Histogram Intersection Kernel (HIK) Multi-class SVM classifier for
action classification Maji et al. (2013, 2008), which has been found to perform
well in Soomro et al. (2012). The decision function of HIK is sign(HIK(x)),
where:
HIK(x) =
#SV∑
j=1
(αj
#dim∑
i=1
min(xi, x
j
i )) + b (6)
An efficient implementation of histogram intersection kernel costs log(#SupportV ectors)×
(#Dimension).
5.3 Automatic Video Annotation
Our third and final contribution in this article is the design of automatic hu-
man action recognizer for long and composite real life videos. In this phase,
the long videos are sheared into n random fragments of suitable length. These
smaller strips are then processed by Algorithm 1 to obtain the contextual hash
values. A histogram vector is formed by these hash values and classified using
the Histogram Intersection Kernel of SVM, defined in Algorithm 2. Finally, the
representatives of these classes are aligned with the long video to tag the ac-
tion labels to proper positions. The entire procedure is described in Algorithm 3.
6 Result
The performance of conLSH is extensively evaluated in three successive phases,
viz., retrieval performance, classification accuracy and video annotation. The
experimental results show that with the efficient selection of search space by
conLSH, the querying time reduces by 36.3% as compared to the brute force al-
gorithm by FOGSAA. Though conLSH searches a small portion of the database,
the quality of the results remains almost the same as that of the exact methods.
In the next step, we have used the conLSH values to determine the Action Class.
Our proposed method produces an average gain of 12.83% on overall accuracy of
action classification for video sequences represented by STIP features. Finally,
we have integrated the three phases to design an automated tool to annotate long
and composite real life videos. The source code and sample results of conLSH are
freely available for academic use at http://www.isical.ac.in/~bioinfo_miu/conLSH/conLSH.html.
In our experiment, we have used seven standard video action recognition and
retrieval datasets namely KTH Schu¨ldt et al. (2004), Weizmann Blank et al.
(2005); Gorelick et al. (2007), UCF Sports Rodriguez et al. (2008), HOHAMarszalek et al.
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Input: A long, composite and unlabeled video, V .
Output: Identify the human action classes present in the video and annotate
them.
1: The long video V is randomly sheared into into n fragments, (s1, s2, . . . , sn).
2: while i ≤ n, for each fragment si do
3: Obtain the conLSH value using Algorithm 1
4: Compute the histogram vector of conLSH values as mentioned in Algo-
rithm 2
5: Classify using Histogram Intersection Kernel of SVM. Let ci be the class
label of fragment si
6: i← i+ 1
7: end while
8: For each distinct class, ck, 1 ≤ k ≤ n,
9: Align the class representative with the long video using FOGSAA. If the
presence of the class is found significant, report the class label and the
corresponding position.
Algorithm 3: Identification and Annotation of Human Action Units from Long
and Composite Videos
(2009), HMDB51 Kuehne et al. (2011), UQ VIDEOSong et al. (2011) and UCF101
Soomro et al. (2012). The number of action classes and video clips present in
these datasets are summarized in Table 1. A detailed description of the datasets
is given in the Section 3 of Supplementary Material.
Table 1: Summary of Major Action Recognition Datasets
Dataset #Actions #Clips #Frames
KTH 6 600 207K
Weizmann 9 84 3895
UCF Sports 9 182 120K
HOHA 12 2517 820K
HMDB51 51 6766 668K
UCF101 101 6475 26M
UQ VIDEO – 169952 3305525
The experiments are conducted on an Intel Core i5-6200UCPU @ 2.30GHz×
4(cores), 64-bit machine with 8GB RAM. Performance of conLSH is compared
with those of an exhaustive search using FOGSAA, Bag Of Words (BOW)
method Salton and McGill (1983), standard LSH Andoni and Indyk (2008) and
Multiple Feature Hashing(MFH)Song et al. (2011). The detailed framework and
working parameters of these algorithms are discussed in Subsection 6.1.
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As already mentioned, the experimental results of conLSH are organized into
three categories:
1. Retrieval performance,
2. Human action recognition performance, and
3. Identification and annotation of Human Action Units from long and com-
posite videos.
6.1 Retrieval Performance of conLSH
The proposed conLSH algorithm makes the video retrieval faster without sac-
rificing the quality of the result. In this article, we have assessed the retrieval
results based on two metrics, the quality of the output, measured in terms of
MARR and SC defined in Section 6.1.1, and the query time. The objective
of our method is to report the approximate nearest neighbors which are almost
as good as the exact ones, in much less time. To demonstrate the strength of
conLSH in retrieving video sequences, we have compared our proposed method
with three other methods discussed below:
1)Exhaustive search using FOGSAA:
FOGSAA, as discussed in Section 5.1, is a global alignment tool which takes a
pair of sequence as input and outputs the optimal alignment score. To find the
videos similar to a query q, all the videos in the dataset are aligned to it ex-
haustively. Then, the top k videos having highest alignment score are reported
as output. We have found that a match score=+3, mismatch score=-1 and a
gap penalty=-3 works well in capturing the similarities of videos.
2)Bag Of Words (BOW) method:
Most of the state of the art computer vision algorithms as described in Schu¨ldt et al.
(2004); Soomro et al. (2012), use a Bag-of-Words (BOW) approach. Here, the
videos are represented as a histogram vector of its words, i.e., the event classes.
Similar videos are retrieved by computing the distance in the vector space, such
as cosine similarity.
3)Standard LSH for stringsAndoni and Indyk (2008):
LSH has become a popular trend in approximate nearest neighbor search. Though,
there are several LSH frameworks available in the literature, most of them treat
feature space as a vector without ordering. In our experiment, we have adopted
the LSH function described in Buhler (2001b) for sequential data.
4)Multiple Feature Hashing (MFH)Song et al. (2011):
MFH uses multiple features (local and global descriptors) extracted from the
video sequences to learn hash codes for near duplicate video retrieval.
Experimental Setup:
We have used the tool designed by Laptev (2005) to extract the 162 dimensional
(comprising 72 HOG and 90 HOF features) STIP features from the video data.
A random set of STIPs is selected from the entire dataset and clustered into
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different event classes. The exact details of event class numbers and training
sample size for different datasets are summarized below:
KTH: It contains 600 video clips of 6 different action classes. 20% of the total
STIPs are used for training of 15 event classes.
Weizmann: A 20:80 split is used to cluster the 10690 STIPs into 15 event classes
using k-means clustering.
UCF Sports: It has 182 video categorized into 9 action classes. The training set
for this dataset contains 100K STIPs approximately.
HOHA: A training data of 100K STIPs are used to form 100 event classes in
this dataset.
HMDB51: A sample of 300K STIPs is chosen from 7000 video clips of 51 dif-
ferent action classes. They are grouped into 100 event classes to form the code
words.
UCF101: 100,000 STIPs points are selected randomly from 101 different action
classes, each having 25 groups. The clips in one group share common back-
ground and actors. Therefore, it was made sure that the STIPs from a group
are not divided between training and testing.
UQ VIDEO: In this dataset, the videos are represented by HSV (global) and
LBP (local) descriptors rather than STIP features. A set of 110K samples are
taken to build 20 event classes.
For all the datasets except UQ VIDEO, a set of 5 videos has been selected
from each action class to form the query set. The rest of the videos lie in the
database for similarity search. UQ VIDEO dataset has a predefined set of 24
queries.
6.1.1 Quality of the Retrieved Results
An exhaustive experiment has been conducted on different standard video hu-
man action datasets. A snapshot of top three retrieved results for six queries
(one from each of the six data sets) as obtained by the four different methods,
including conLSH, is shown in Fig. 3. The first column shows the result of an
exhaustive search by aligning with FOGSAA Chakraborty and Bandyopadhyay
(2013). The second column is the output of standard Bag of Words method
using cosine similarity measure. It is an exact method, as its output doesn’t
change in different runs. The third and the fourth ones are approximate al-
gorithms viz., LSH and conLSH. Both are based on locality sensitive hashing
algorithms using FOGSAA similarity score. Both the methods try to reduce
the search space by hashing the videos into different hash tables, so that they
can confine the search only within the slots where the query is also hashed.
However, the standard LSH methods fail to capture the contextual similarity
which is very important for the video sequences. The difference is reflected in
the quality of the outputs.
It can be observed from Fig. 3 that in most of the queries conLSH produces
almost the same output as reported by FOGSAA after searching the entire
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database. In contrast, conLSH uses only 42% of the entire database on an aver-
age. The Bag of Words (BOW) method has been found to perform well except
in some cases like the one of Weizmann dataset (Action: Jack, where the third
retrieval is incorrect) and UCF101 dataset (Action: Pull up where the second
retrieval is incorrect) of Figure 3.
To assess the quality of the video retrieval results, we have proposed two
measures in our article: comparative score (SC) and Mean Average Ranked
Recall (MARR), which are defined below:
Definition 10. SC:Chakraborty and Bandyopadhyay (2014)
Let both the methods, the exact algorithm by FOGSAA and the approxi-
mate one of conLSH, report the top k nearest matches from the entire dataset.
The comparative score (SC) is used to measure what percentage of the total
FOGSAA score (SFOGSAA) could be achieved by conLSH. Mathematically,
SC =
∑k
i=1 SconLSH∑k
i=1 SFOGSAA
× 100%, SconLSH: score by conLSH (7)
Definition 11. MARR@k:Chakraborty and Bandyopadhyay (2014)
MARR@k stands for Mean Average Ranked Recall at top k prediction results.
It is defined as
MARR@k =
∑ ARR(q)@k
|QC|
(8)
where ARR(q)@k denotes the Average Ranked Recall at top k matched
videos for query q, q ∈ QC, and |QC| indicates the cardinality of the set of
test queries QC. ARR(q)@k can be computed by 1
k
k∑
i=1
i
R(i)
where, R(i) is
the rank of the retrieved video in the ranked relevant list of all the videos as
obtained by aligning using FOGSAA.
Note: In this article for video retrieval, the relevant list is ranked by the
FOGSAA score.
The SC and MARR@k values of the retrieved results by conLSH and stan-
dard LSH are compared in Table 2. As can be seen from the table, the conLSH
comprehensively outperforms LSH for all the data sets. Moreover, in most of
the cases the SC achieved is almost 90% by conLSH. Exception occurs in certain
cases of HOHA and UCF Sports datasets, where the scores are relatively lower.
This is due to the fact that HOHA is the dataset of Hollywood movie clips with
diverse background and they have several auxiliary motions other than the pri-
mary ones. The STIP points extracted from such auxiliary movements act as
noise, confounding the algorithm. The same is the case for UCF Sports dataset.
As all the Sports activities share some sort of body, hand and leg movements,
it becomes difficult to discriminate between them properly. The last two rows
of Table 2 outlines the performance of conLSH on UQ VIDEO dataset for HSV
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and LBP features separately, as conLSH doesn’t have any mechanism to han-
dle combined features as of now, which can be considered as a future work. A
detailed comparison with MFH and other state of the art methods like Spec-
tral HashingWeiss et al. (2009), Global Feature based method and Self-taught
HashingZhang et al. (2010) on UQ VIDEO dataset is included in Table 1 of
Supplementary Material.
Dataset conLSHSC conLSHMARR LSHSC LSHMARR
KTH 99.42 0.98 89.23 0.9
Weizmann 99.6 0.96 89.50 0.84
UCF Sports 82.02 0.78 80 0.72
HOHA 74.02 0.76 74 0.62
HMDB51 94.02 0.96 86 0.81
UCF101 88.02 0.82 74 0.71
UQ VIDEOHSV 86.43 0.85 78.2 0.81
UQ VIDEOLBP 82.93 0.83 75.8 0.79
Table 2: Accuracy in terms of SC score and MARR value of conLSH and stan-
dard LSH on four different Human Action Recognition Video Dataset
6.1.2 Timing Performance
The main objective of designing conLSH is to make the search fast without
compromising on the quality of the result. Initially, conLSH requires an indexing
time to hash the videos into proper bucket. But, after a few retrievals, the
saving of time overrides the indexing time, as observed in our previous work
Chakraborty and Bandyopadhyay (2014), in a different application. It has been
found in the experiment that conLSH searches only 42% of the dataset, on an
average. Fig. 4 describes the querying times of the 4 selected methods on the
6 datasets. It can be noticed that in all the datasets, conLSH consumes the
smallest time. It has a time gain of 36.3% over the exhaustive search method
by FOGSAA. conLSH outperforms the standard LSH method in most of the
cases as it can select the search space more efficiently preserving the contextual
similarity among the videos. conLSH has a time gain of 12.4% over standard
LSH method. The search space for the BOW method is always the entire
database. Fig. 4 shows that for a particular dataset the run time of BOW
remains almost constant for all the queries. It happens because the running
time of BOW method is only dependent on the dataset size.
6.1.3 Performance variation for different parameters
To tackle videos of varying length, the concept of layering has been introduced
in conLSH. However, selecting the number of layers to get optimum performance
is a crucial issue. Fig. 5 shows the variation of the search space used with the
change in the number of layers for HMDB51 dataset. It is evident that as the
number of layers increases, the search space decreases thereby making the al-
gorithm faster. However, too much splitting might result in loss of retrieval
accuracy, as the algorithm tends to get confined in a selective area. The varia-
tion of retrieval accuracy with the increase of number of layers can be observed
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from the boxplot of Figure 6. Therefore, it can be concluded from Figures 5
and 6 that if the numbers layers is fixed at 3 for HMDB dataset, then we can
ensure good quality results along with reasonably fast performance. A proper
choice of layering should depend on the length distribution of the video strings.
The performance of the Locality Sensitive Hashing based algorithms is de-
pendent on the parameters K and L. The probability of collision of two points
as a function of their distance, is beautifully studied in Andoni and Indyk (2008)
for different values of K and L. The selection of parameters should be based on
the number of points in the dataset and the desired probability values, which
justifies the theories developed in Section 4.1.1. To study the effect of context
factor(λ) in a particular layering scheme of conLSH, we have conducted an ex-
periment using different values of context factor, whose result on HMDB dataset
is summarized in the Table 3. It can be seen that the algorithm performs best
with λ = 3 for HMDB dataset having a particular layering scheme. An elabo-
rated study of performance variation with context factor for different datasets
is presented in Figure 8 of Supplementary Material.
Dataset #of Layers λ MARR
HMDB 3
0 0.81
1 0.9
3 0.96
5 0.92
7 0.88
Table 3: Variation of Performance with Context Factor(λ)
6.2 Human Action Recognition
Recognition of human actions from the video clips is the ultimate goal to analyze
the video sequences. The state of the art methods usually build a feature vector
by Bag of Words (BoW) quantization. Here ”word” refers to the event class
of the STIP features. In this article, we have proposed an Action Recognition
method where the conLSH values are used to form the histogram vector.
Experimental Setup:
A 20:80 train:test split is used to classify the conLSH histogram vectors using
Histogram Intersection Kernel (HIK) of SVM Maji et al. (2013, 2008). We have
used the PmSVMWu (2012) implementation of HIK doing one vs rest multiclass
classification. It has been found to perform best with C = 0.2 and p = −8, for
histogram intersection kernel. The percentage accuracy of Action Classification
using conLSH vector for different benchmarked datasets is listed in Table. 5,
along with the best score that has been obtained so far by the state of the art
methods (reference included) using HOG/HOF descriptor.
If only HOG/HOF features are used, conLSH consistently outperforms the
state of the art methods in action recognition accuracy as can be seen in Ta-
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Dataset % of Accuracy % of Accuracy
by conLSH by Standard Methods
UCF Sports 59.15 58.6 Kuehne et al. (2011)
HMDB51 23.9 20.2 Kuehne et al. (2011)
UCF101 52.45 43.9 Soomro et al. (2012)
Table 4: Average % Accuracy of Action Recognition for different datasets
ble 4. In Kuehne et al. (2011), it has been found that the gist features yield
better accuracy than HOG/HOF descriptors for UCF sports dataset, as back-
ground scene plays an important role here. conLSH produces an accuracy of
72.02% and 70.89% for KTH and Weizmann datasets respectively. This result
is not mentioned in the Table 4 because the corresponding result by the state of
the art methods using only HOG/HOF descriptor has not been in the literature.
Laptev et al. (2008) and Kuehne et al. (2011) used movie subtitles in addition
to STIP descriptors to achieve an accuracy of 91.8% and 90% for KTH and
Weizmann datasets respectively. Therefore, we can conclude that conLSH can
perform even better if applied in accordance with a more descriptive feature,
or on a combination of multiple features. A detailed survey of action recog-
nition accuracy for different context sizes has been included in the Table 2 of
Supplementary Material.
6.3 Identification and Annotation of Long and Composite
Videos
The final objective of this article is to automatically identify and annotate hu-
man actions in long and composite video sequences. To the best of our knowl-
edge, this is the first such attempt, which is a tedious task if done manually.
Experimental Setup:
A dataset of long videos has been prepared by downloading movie sequences and
combining short video clips. The long and unlabeled video is first fragmented
into different short and overlapping video sequences of suitable size. Each of
the smaller video strips is then processed to tag a human action label with it.
The hash values computed from the smaller strips are used to classify them to
the nearest group of human actions. Finally, the representatives of the human
action classes are aligned with the original video to trace the positions of the
corresponding classes.
Table 5 shows a sample annotation of class labels along with their positions for
a long video stream, framed in Figure 7.
The movie clip of Figure 7 has thee action classes: climb stairs, handwaving
and jogging. It can be observed that conLSH based automatic annotation has
successfully extracted two classes handwaving and jogging. However, the class
“climb stairs” has been misclassified, though quite similar, as “walking”.
Three more test cases of automatic identification and annotation class labels
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video input: Million Dollar Arm.code
Total frames: 402
Processed Sequence Length: 1789
Descriptor type: hog & hof
Classes Identified:
Walking: 16-116
Handwaving: 145-245
Jogging: 240-340
Jogging: 290-490
Table 5: A sample output of video annotation
can be found in the Section 7 of Supplementary Material. We can say that a
good feature set accompanied by a properly trained knowledge base, can make
this algorithm revolutionizing.
7 Conclusions and Future Work
Technological advancement has led us to an era of speed. We neither want to
invest much time in searching nor do we want to compromise with the retrieval
quality. We assume that the underlying system is smart enough to solve our
requirements. Retrieval of similar videos from a video query is the first step of
several video analysis tasks. In this article, we have proposed a context based
locality sensitive hashing algorithm (conLSH) for retrieval of similar video se-
quences. Here the similarity does not merely refer to the distance in the feature
space. conLSH can find the video clips which share a similar context. The im-
portance of context based similarity search can be observed in the experimental
results.
The contribution in this article is not confined to video retrieval only. Ad-
ditionally, it has been used to classify videos into proper human action classes.
Finally, we have extended the method to identify and annotate human action
classes present in a long and composite video sequence. To the best of our
knowledge, such an automatic annotation algorithm of unknown videos is novel
and has not been attempted before.
Though locality sensitive hashing algorithms have strong theoretical basis,
their performances can be unsatisfactory without proper selection of the param-
eter values and layering scheme. In this article, we have incorporated a detailed
study on layering structure and context factor based on the length distribution
of the video sequences in the dataset. In future, we have a plan to design an
automated tool to suggest suitable values of the parameters considering the se-
quence length distribution and the data complexity in terms of the number of
classes, motion types etc. The performance result shows that the videos staged
using actors yields better performance in comparison to real life video datasets.
In order to improve results on real life data sets, and to make the algorithms
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more robust, multiple features like, HSV and LBP can be considered in fu-
ture. Finally, we intend to apply the principle of conLSH to extract contextual
similarity on other types of sequential data like web logs in web mining and
DNA/protein sequences in bioinformatics.
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conLSH Hash Table LSH Hash TableVideo Sequence
Tree on Hills
Snowy Mountain
Hill Cottage
Ice ball
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Cottage
Ice
Figure 1: Hash tables as obtained by Context based LSH (conLSH) and standard
LSH for a video sequence data. The green highlights indicate the frames from
the sequence that are rightly grouped by the context based LSH. On the other
hand, the red highlights are the corresponding outputs of the standard LSH
algorithm.
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Figure 2: Layered Context based Locality Sensitive Hashing for Video Sequences
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Figure 3: Retrieval results for six queries, one from each of the six datasets
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Figure 4: The Running Time Performance of Brute Force by FOGSAA alignment,
BOW, LSH and cLSH on 6 different datasets
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Figure 6: Variation of Retrieval Accuracy with Number of Layers in HMDB51
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Figure 7: Frames of Long Video Clip from Movie “Million Dollar Arm”
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