We study the dynamics of states perturbatively expanded about a harmonic system of loop quantum cosmology, exhibiting a bounce. In particular, the evolution equations for the first and second order moments of the system are analyzed. These moments back-react on the trajectories of the expectation values of the state and hence alter the energy density at the bounce. This analysis is performed for isotropic loop quantum cosmology coupled to a scalar field with a small but non-zero constant potential, hence in a regime in which the kinetic energy of matter dominates. Analytic restrictions on the existence of dynamical coherent states and the meaning of semi-classicality within these systems are discussed. A numerical investigation of the trajectories of states that remain semi-classical across the bounce demonstrates that, at least for such states, the bounce persists and that its properties are similar to the standard case, in which the moments of the states are entirely neglected. However the bounce density does change, implying that a quantum bounce may not be guaranteed to happen when the potential is no longer negligible.
I. INTRODUCTION
Loop quantum cosmology [1] imports mathematical constructions and results obtained in the general setting of quantum geometry realized in loop quantum gravity [2] [3] [4] into quantum cosmology. As a result, the quantum representation is unitarily inequivalent to the one used in Wheeler-DeWitt quantizations of cosmological models, a formal difference entailing also dynamical changes in the behavior of models for the very early universe. Loop quantum cosmology thus allows one to explore the physical implications of quantum geometry and its unconventional space-time structures in a tractable setting.
One of the main changes implied by loop quantum gravity is the use of holonomies [5] , objects of the form exp(icurv) replacing the usual curvature expressions "curv" (extrinsic and intrinsic curvature, or space-time curvature components) in the classical equations. The form of the curvature functional "curv" appearing in holonomies depends on the specific quantization of the Hamiltonian constraint used [6] as well as on details of the reduction to a symmetric context within quantum gravity [7] ; however, within isotropic cosmological models it is a function only of the scale factor and its time derivative. Moreover, neither is the full theory of loop quantum gravity uniquely and unambiguously formulated yet, nor is the reduction from general physical states to isotropic ones fully understood at a quantitative level. Despite such ambiguities, several general conclusions can be inferred from mathematical properties of the curvature-holonomy replacement, most importantly related to the boundedness of holonomy expressions in contrast to the curvature components. For instance, the Friedmann equation relates extrinsic curvature aȧ of spatial slices in a dynamical isotropic universe to the energy density of matter. If extrinsic curvature in the equation is replaced by a bounded function of a certain form, boundedness of the energy density automatically follows in spite of its classical divergence at the big bang singularity.
Replacing curvature expressions by bounded functions is not simply done by hand but is motivated by quantum theory. Quantization also means that one is dealing with states rather than classical geometries subject to the usual evolution equations. Fundamentally, the use of holonomies primarily implies that the dynamics of quantum states of universe models is governed not by the differential Wheeler-DeWitt equation [8, 9] , but by a difference equation [10, 11] . These discrete dynamics turn out to be non-singular [12, 13] : wave functions extend uniquely across the classically singular big bang. But while the use of holonomies and the discreteness of the difference equation implied by it are important for this result, detailed properties of the transition depend on various kinds of quantum effects that the use of the wave function introduces. In particular, in addition to quantum geometry effects such as discreteness, there are in general quantum back-reaction effects that characterize deviations of the quantum evolution of expectation values from the classical evolution caused by a changing wave function. Simple intuitive boundedness results on energy densities can be established only if quantum geometry effects can be shown not to be overpowered by potentially adverse quantum back-reaction effects. In loop quantum cosmology, this competition of different quantum effects has not been explored sufficiently in generic regimes. (Examples in Wheeler-DeWitt quantum cosmology have shown the sensitivity of some quantum effects related to singularity avoidance to state properties [14] [15] [16] . ) Typically attention has been focused on harmonic models, in which the quantum back-reaction is entirely absent. This has the advantage of being analytically tractable and has been shown to generically lead to bouncing solutions. The robustness of these results for models that deviate from these special cases has only begun to be explored and in this paper we further develop a systematic perturbation theory approach to this question [17, 18] . Key results reported here include the interplay of reality conditions (physical normalization of states) and uncertainty relations, which in non-harmonic cases turns out to be important for consistent evolution, numerical or otherwise. By numerical studies, we demonstrate the sensitivity of bounce properties such as the density to quantum effects. Also the high sensitivity of evolution through the bounce on initial values, observed for harmonic models based on an analysis of dynamical coherent states [19, 20] , is qualitatively confirmed in our more general setting. Although the leading-order perturbations used here do not allow quantum dynamical corrections large enough to (potentially) remove the bounce induced by the holonomy modification, the sensitivity we find appears sufficiently strong to warrant caution about extrapolations of the kinetic-dominated behavior to models with significant matter potentials.
II. LOOP QUANTUM COSMOLOGY
According to the holonomy replacement scheme, one of the basic objects in loop quantum cosmology is the holonomy exp(icurv) with an expression "curv" linear in curvature components. For an isotropic cosmological model, this means curv = g(a)ȧ in terms of the scale factor a, with an a-priori arbitrary function g(a). Since holonomy operators in loop quantum gravity are related to the discrete quantum geometry, the specific form of g(a) depends on how those structures are realized and how they reduce to the case of isotropic models, which is referred to as lattice refinement [21, 22] . At present, g(a) does not appear to be fixed uniquely by reduction schemes from the full dynamics, and so we will parametrize it as a power law, g(a) = g 0 a 2x with a dimensionless number x and a constant g 0 whose dimensions are such that g(a)ȧ in the holonomy exponential is dimensionless. The dimension of g 0 thus depends on the value of x. (Several types of phenomenological analysis, mainly in the context of early-universe cosmology, have put restrictions on the ranges of parameters [23] [24] [25] [26] [27] ).
A. Canonical variables and a harmonic system
Holonomies are used in loop quantum gravity not at the level of equations of motion but at the level of constraints which determine the dynamics of phase-space points. In the present context (spatially flat isotropic models), we have canonical variablesc = γȧ and its conjugate |p| = a 2 : {c,p} = 8πγG/3V 0 with the Barbero-Immirzi parameter γ [28, 29] , the gravitational constant G and the coordinate size V 0 of a finite region chosen to integrate the full symplectic structure specialized to homogeneous fields. (Geometrically, the momentump actually refers to a densitized triad and thus can take both signs, depending on the orientation of the triad. In this article, we will assumep to be positive without loss of generality.) The parameter V 0 is made implicit by absorbing it into the phase-space variables, c := V 1/3 0c and p := V 2/3 0p , but one still must ensure that final results depend only on ratios of c and p independent of rescaling by V 0 . See Appendix B for an explicit discussion of this so-called fiducial volume.
With these canonical variables, the holonomies we will use are exp(if (p)c), where f (p) = f 0 p x is obtained simply by rearranging the previous parameters in g(a):
g 0 . With this V 0 -dependence of f 0 we ensure that the product f (p)c appearing in holonomies is independent of V 0 , in addition to being dimensionless. It will be useful to apply a canonical transformation such that the combination f (p)c appears as a canonical variable, which must then be conjugate to
Since f (p) scales by a factor of V −1/3 , V ∝ p/f (p) scales by a factor of V 0 if V 0 is changed. The volume of our fiducial cell, vol = a 3 V 0 , is then obtained as:
In addition to f (p)c used in holonomies, another combination independent of V 0 is f (p)
The physical meaning of this quantity is the lattice spacing L in an underlying discrete state that gives rise to the dynamics captured in the isotropic model. In terms of this parameter, we can write holonomies as exp(iγLH) with the Hubble parameter H. The lattice spacing can also be obtained as the ratio vol/V = 8πγG(1 − x)L/3, written as
. This equation shows that L is independent of the scale factor only for x = − 1 2 . Via holonomies, the combination f (p)c appears in dynamical equations, chiefly the Hamiltonian constraint which follows from multiplying the Friedmann equation by a 3 . In canonical variables, this provides
with the matter Hamiltonian H matter typically depending on p as well as on matter degrees of freedom. After the holonomy replacement, this equation reads
picking the sine as a real combination to be specific. (The precise form of this function replacing c 2 , restricted only to be bounded as a linear combination of exp(±if (p)c) and to approach c 2 for small f (p)c in a low-curvature regime, can be motivated from full quantizations of curvature [11, 30, 31] but is not determined uniquely. Further quantization ambiguities arise at this stage in addition to those in the form of f (p).)
When quantized, Eq. (4), provides the difference equation of loop quantum cosmology. For general matter fields the resulting behavior can be hard to analyze, but in some special cases the dynamics becomes exactly solvable. This is the case in particular for a free, massless scalar φ with Hamiltonian H matter = 1 2 p −3/2 p 2 φ in terms of the momentum p φ conjugate to φ. Quantizing the system, subject to a particular factor ordering then results in harmonic dynamics [32, 33] , which leads to an evolution that is not subject to quantum back-reaction; in the sense that while states may spread and deform as they evolve, the changing shape does not affect the motion of expectation values. Hence quantum geometry corrections are dominant, resulting in the quantum bounce and the boundedness results.
Harmonicity is realized thanks to a linear algebra of a complete set of operators including the Hamiltonian in deparameterized form. We thus first use the free scalar as an internal time variable, formulating evolution not with respect to proper time, so far appearing in derivatives denoted by the dot, but with respect to φ. This requires the monotonicity of φ(t), which is globally guaranteed in some special cases including a constant (or vanishing) scalar potential, which are the cases considered below. Evolution for the relational quantities p(φ) and c(φ) is then generated by the Hamiltonian p φ (c, p) obtained as a phase-space function by solving (4) for p φ in H matter . We obtain p φ = ± 16πG/3(1 − x)|ImJ| with
The Hamiltonian is linear in J, and J forms a linear algebra with V by taking Poisson brackets:
Classical equations of motion are linear and easy to solve, but even the quantum dynamics based on the Hamiltonian H := |ImĴ| (dropping the constant 16πG/3(1 − x) for simplicity, i.e. rescaling our "time" φ) and the commutator algebra
simplifies strongly.
2 This feature, shared with the harmonic oscillator in quantum mechanics, implies the absence of quantum back-reaction i.e. expectation values evolve irrespective of other moments of a state.
B. Small potential
Harmonic models are very simple but also extremely special. For robust conclusions, one must at least see how slight deviations from solubility might change the conclusions derived in this simple case. In the present context, the main ingredient for realistic modeling is the inclusion of a non-trivial matter potential. A number of key features change when the scalar potential no longer vanishes. First, φ can at best be taken as a local internal time since it may develop turning points in a varying potential. Secondly, the Hamiltonian is no longer in a linear algebra with basic operators, equations of motion for expectation values no longer form a closed set, and quantum back-reaction ensues. Dynamics can no longer be formulated in terms of expectation values alone; we must include at least a certain number of moments of the evolving state, which, following [17] , we define as
for all positive integers a and b such that a + b ≥ 2, indicating the totally symmetric ordering of operators by the subscript "Weyl". In general, all these moments are coupled dynamically to the expectation values, providing a complicated infinite-dimensional dynamical system. Approximately, it becomes tractable when an initial semiclassical state is involved, whose higher moments are suppressed by powers of 1/2 compared to lower ones. We will make use of this approximation in our analysis.
In the presence of a non-vanishing potentialW (φ), the expression for p φ on the constraint surface satisfying 4πG 3
If we define
and absorb the same factor in p φ as in the free case, we see that the momentum is proportional to
constituting a non-linear and typically "time"-dependent Hamiltonian. The rescaled potential W depends on V 0 (via f 0 ) in such a way that V 3/(1−x) W behaves like V 2 0 . We will assume the potential to be always small compared to the kinetic energy of the scalar, putting us in the kinetic-dominated regime of loop quantum cosmology, close to the harmonic model. Sine the harmonic model has a 1 Changing V 0 is subtle at the quantum level. Classically, the Poisson bracket is not preserved, implying that the transformation is not canonical. The non-canonical classical transformation then is not implemented unitarily. One can mimic the change of the Poisson bracket by a rescaling of , which does not amount to a physical change of its value but rather of the representation. Observables even at the quantum level do not depend on V 0 when these properties are taken into account. 2 With the absolute value inĤ = |ImĴ|, the Hamiltonian is not strictly linear. However, the Hamiltonian is preserved in the case of a φ-independent potential, and so one only has to ensure that an initial state is supported solely on the positive (or negative) part of the spectrum of ImĴ and the absolute value can be dropped for all the evolution. For a state required only to be semiclassical at one time, the spectral condition can easily be arranged. Alternatively, effective-constraint techniques [34] [35] [36] exist which allow one to deal directly with the constraint, avoiding deparameterization and taking square roots.
large class of states that remain semiclassical (or even coherent) for long times even across the bounce, the kineticdominated semiclassical regime of anharmonic models can be expected to allow long evolution as well, an expectation to be confirmed in this article. Larger potentials, for which states and bounce properties can change more drastically, will require significantly more care. For a small potential, we can expand the square root, but terms containing the potential remain non-linear in V and J. Adding the potential to the system thus provides an anharmonicity, and the exact solubility properties of the free model disappear. Not only the classical but also the quantum dynamics become much more complicated and in general can be treated only by using approximations. Even if it is possible to define the quantum dynamics in deparameterized form, such as with a constant W as used below, we have to face the difficulty of defining a complicated square-root operator for p φ .
At this stage, effective equations offer valuable tools to approximate the quantum evolution of general semiclassical states, sidestepping many difficulties. For a semiclassical state, we can expand the quantum Hamiltonian
as a Hamiltonian function on the quantum phase space of states parameterized by the expectation values V := V and J := Ĵ together with the moments G a,b . All the moments, as well as the expectation values, are subject to Poisson bracket relationships that are uniquely defined by { Â , B } = [Â,B] /i ; thus, the quantum Hamiltonian generates Hamiltonian equations of motion dF/dφ(V, J, G a,b ) = {F, H Q } as usual. Also in this expansion the quantum Hamiltonian is clearly non-linear for a non-vanishing potential. Coupling terms between expectation values and moments imply quantum back-reaction. For semiclassical states, high moments are sub-dominant and the infinite sum can be truncated to finitely many terms, starting with quantum corrections due to fluctuations and correlations.
We note that our condition for semiclassical states is rather weak, and so the allowed class is very general, much more general than usually considered in evolutions of specific states. We only require that a moment of order a + b + 1 is suppressed by an additional power of 1/2 compared to moments of order a + b. (For dimensional reasons, the behavior must then be G a,b ∼ (V ) (a+b)/2 in our variables, V and J having the same dimension as .) This behavior is realized for Gaussian states (which fix all moments in terms of just one or two real parameters), but certainly not only in that case. States are allowed to spread out, deform their shape and deviate from Gaussians. As long as the ierarchy of moments is satisfied, the approximate quantum evolution remains reliable. In quantum cosmology, the evolution equations we use can hold true for sufficiently long times to answer long-term questions, and their validity can be tested self-consistently.
In the specific case at hand, the quantum Hamiltonian is
to second order in the moments, combined with an expansion up to linear terms in the potential. Note that the energy of a system of physical volume, vol, is related to H Q as Energy = 1 2
so H Q /vol is proportional to the square-root of the kinetic energy density.
In the following, V and J refer to expectation values of the basic operators in a state. Their products in interaction terms of the Hamiltonian thus are not subject to factor ordering ambiguities as they would if H Q were an operator. Also in the underlying Hamiltonian operator there are no ordering ambiguities since the expansion comes from a Hamiltonian quantizing (10) , which lacks products of non-commuting operators. Although we have not written down an operator quantizing the square root in (10) explicitly, it is clear that the semiclassical expansion is unaffected by ordering choices. This statement holds provided that we chooseĴ as one of our basic operators together withV , as is done for the free harmonic model to make that system's Hamiltonian linear. ChoosingĴ as the basic variable as (opposed to, say, f (p)c) is consistent with our use of moments of V and J.
We note that many quantum effects can be summarized as an effective Friedmann equation [37, 38] 
with the critical energy density ρ crit = 3/8πGγ 2 L 2 and quantum corrections from correlations η as well as fluctuations entering ρ Q (and P is pressure). However, quantum correlations and fluctuations are determined by the moments of a state, and those moments are dynamical. An effective Friedmann equation thus provides a consistent set of differential equations only if it is accompanied by evolution equations for the moments. In this article, we are dealing from the outset with all equations for expectation values and moments to a certain order, bringing all quantum degrees of freedom under control.
C. Non-dynamical conditions
In addition to the dynamics of evolving moments, further conditions arise. First, to realize solubility of the potentialfree system we have chosen to work with a complex variable J, which classically must satisfy |J| 2 = V 2 for the original phase-space variables c and p to be real. Reality conditions must also be imposed at the quantum level so that real phase-space variables are promoted to self-adjoint operators, ensuring that one is using the correct physical inner product to normalize states and compute expectation values and moments. After quantization, the reality condition still holds but is quantum corrected; we have
from taking an expectation value of the quantum reality condition
and expressing this in terms of moments and expectation values. The reality condition thus relates second-order moments to expectation values, but unlike the quantum Hamiltonian it is not truncated: it is an exact relationship for a finite number of our quantum variables. Note that in this expression one can neglect the 2 terms, because we work in the regime V ≫ and the second order moments are order V and hence dominate the right hand side. However for clarity we will keep these terms and take the appropriate limits only at the end of calculations.
In addition to (16) , which relates expectation values in a semiclassical state with second-order moments of order , reality conditions exist for the moments themselves. By taking the expectation values of Eq. (17) , one arrives at Eq. (16), however one can find further independent conditions, implied by taking an expectation value for instance of VĴĴ † =V 3 . These new conditions relate third-order moments
to second-order ones and expectation values. Our truncation considers the evolution equations only up to secondorder moments, disregarding third-order or higher ones, nevertheless, reality conditions obtained at third order restrict allowed choices for second-order moments, and thus will be important irrespective of the precise values of third-order moments. For instance, we obtain
an equation which contains terms of different orders in . Products such as V G V V are of order V 2 in a semiclassical state, while third-order moments behave like (V ) 3/2 and are thus smaller. The leading order in then implies a reality condition
for second-order moments. By analogous calculations, we obtain
from the leading order of an expectation value ofĴ 2Ĵ † =ĴV 2 . Eq. (22) is a complex equation, giving two real conditions
Similarly, low-order moments arise in expectation values of products with even more factors multiplyingĴĴ † −V 2 .
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One could worry that arbitrarily high orders must be considered in order to find all reality conditions at second order. Fortunately, a combinatorial argument shows that this is not the case, and the reality conditions found here for second-order moments are complete. This conclusion can also be supported by a simple counting of degrees of freedom: We expect three independent second-order moments once all reality conditions are implemented: two fluctuations and one correlation parameter. Counting real and imaginary parts separately, we start with six moments of the (V, J)-variables (G V V and G JJ are always real, in contrast to G V J and G JJ ). With three reality conditions for the moments, a real one (21) and one complex one (22) , the correct number results.
In addition to reality conditions, moments of a state must satisfy uncertainty relations. In our case of a noncanonical set of basic operators, there are three independent conditions for the second-order moments, which can be derived by standard means:
Note that for near-saturation these equations are consistent with the behavior G a,b ∼ V of second-order moments with a + b = 2.
D. Evolution of the Moments
Following [40] we obtain equations of motion for all the moments, in addition to quantum-corrected equations for the expectation values, by taking Poisson brackets with the quantum Hamiltonian. These equations, even when truncated to second order in the moments, are long, and for that reason given only in Appendix A, but as a finite-dimensional dynamical system they are amenable to analytical as well as numerical investigations. The most important one of the equations is the evolution of V , since this will determine the conditions under which a bounce occurs; it is given by
In total there are nine evolution equations for the real variables
but not all the variables are independent owing to the non-dynamical conditions: the reality condition (16) combined with restrictions from the uncertainty relations. Moreover, (21) and (22), while not presenting sharp conditions when third-order moments are not specified, provide ranges allowed for the moments of an initial semiclassical state. Imposing the reality condition (16) leaves eight free variables. In addition, we will require that the uncertainty conditions are nearly saturated at least for an initial state. As a sharp condition, this can be used to fix the initial values of, e.g., Re G V J , Im G V J and G JJ , while the reality condition can be used to eliminate (for example) Im J, thus leaving five variables: V , Re J, G V V , Re G JJ and Im G JJ . The relationship for the deparameterized Hamiltonian, H Q ∝ p φ , constitutes another equation which could be used to eliminate one further variable in favor of p φ . (But note that p φ is a constant of motion only in the case of a constant potential; otherwise it is subject to its own, potentially complicated dynamics.) The remaining moments then constitute two fluctuation parameters, G V V and Re G JJ , and one correlation parameter Im G JJ . 4 For numerical evolution, we will choose initial values for these variables and ensure that this is compatible with (21) and (22) .
Of particular interest is the evolution of the correlation parameter Im G JJ because its value plays a role in seeing whether the bounce of the free system generically remains if it is perturbed by the potential. Moreover, it contributes a term to the effective Friedmann equation (15) similar to a positive effective potential [37, 38] . Effective equations are not yet available in complete form for a non-trivial potential W (φ), in whose presence φ would not serve as global internal time. Additional corrections can be expected in that case, but they can be shown to be small for a sufficiently flat potential [40] . In our numerical discussions below (Sec. V), we avoid this issue altogether by working with constant (but non-zero) potentials, sufficiently small to ensure kinetic domination as used in the expansions. Our goals are to provide a more systematic analysis of consequences of potential terms compared to what is available so far. In particular, we will analyze the effects of a non-zero potential on the appearance of bounces and the evolution of the moments.
III. ANALYTIC RESTRICTIONS
Typically one is concerned with a state that is semi-classical initially, which in this language means that the moments are small compared to the expectation value. It is useful then to define the fractional moments,
and analogously for higher-order moments ∆G a,b . Fractional moments in a semiclassical state then behave as ∆G a,b ∼ ( /V ) (a+b)/2 . Note that the second-order moments ∆G V V and ∆G JJ (but only those) must be positive. In the free model, V and |J| ≥ ImJ ∝ p φ take macroscopic values at the bounce for large matter content in the kinetic-dominated regime, all fractional moments should thus be small if an evolving state remains semiclassical well into the bounce regime. The state remains semiclassical at all times in the free model, so that a sufficiently small anharmonicity brought about by the non-vanishing potential can be expected to allow semiclassical evolution into the bounce regime for a reasonably large class of states.
There are additional restrictions on specific combinations of the moments, imposed by uncertainty relations. In terms of the fractional moments, those relations, Eqs. (24)- (26), become,
4 To classify second-order quantum variables as fluctuations or correlations, it is preferable to refer to the self-adjoint operatorsĴ + := (Ĵ −Ĵ † ) rather thanĴ andĴ † . Since this is a linear transformation, the order of moments is preserved. In particular, G J J = G J + J + − G J − J − + 2iG J + J − , whose real part has only products of the same operator, thus constituting a fluctuation, while the imaginary part contains the product of two different operatorsĴ ± .
Using Eq. (16) and Eq. (32) we find an inequality for V ,
where
In addition, from Eq. (30) and Eq. (31), we find,
These two conditions must always be satisfied, and in particular they must be valid at the bounce, which is by definition the minimum value of the volume. Via Eq. (2) we find that the volume at the bounce is restricted. In particular, Eq. (35) implies that,
can only occur for V bounce → ∞. Thus a semi-classical state (at the bounce) is not just one in which the fractional moments are small, since the uncertainty relations for such a state, would force the volume (of any spatial region at the time of the bounce) to be arbitrarily large. Second-order moments thus cannot be self-consistently ignored.
A. Zero potential
In this section we consider, in more detail, the case of a free scalar field, i.e. W = 0, leaving the discussion of the W = 0 case to Section III B. The evolution of V is given by Eq. (27) and in particular the bounce is given by dV dφ = 0 which gives,
Putting this into Eq. (16) we find,
where the second equality comes from Eq. (13). Thus we find the density,
It is important to note that although this resembles an energy density, we have H Q ∝ p φ , and hence the energy density is the square of Eq. (39) (see the comments below Eq. (13)). If we assume that at the bounce, V is large 5 , i.e. that V ≫ , then the density at the bounce is given by the large-V limit, which is just,
where the fact that 1 + ∆G 
is constant in our limit of large V ) and so is the bounce density
Thep-independence of the bounce density for the specific case of x = −1/2 agrees with numerical results [42] , as pointed out in [37] whose more general results are consistent also with the other cases of x. The specific dependence of the bounce density on the moments agrees with results obtained in the context of the effective Friedmann equation (15) , where the energy density ρ Q = ρ + ǫ 0 ρ crit + · · ·, according to [37, 38] , has the leading correction given by
There is a bounce when ρ Q = ρ crit , at which the density is ρ = ρ crit (1 − ǫ 0 ). For small fractional moments, this is exactly (41) .
Notice that even for the x = − 1 2 case, the energy density at the bounce still depends on the moments present at the bounce (even with W = 0, i.e. zero potential). The presence of these moments can increase or decrease the energy density of the bounce compared to the case when they are neglected, however for semi-classical states, we can restrict the energy density to the range,
where ρ crit is the energy density of the bounce that would be calculated neglecting the effects of the moments and we consider a state to be semi-classical only if the factional moments are less than unity (admittedly, a rough estimate). The cases of equality can be removed by noting that Eq. (30) implies ∆G V V > 0 and Eq. (32) gives ∆G JJ > 0. This is a limit on all possible semi-classical states, for which the higher order moments can be neglected. If one wanted to consider a more strict definition of semi-classical states (i.e. states for which the fractional moments are below some specified value, less than one), the range would be further restricted.
B. Non-zero potential
For the more interesting case of W = 0, Eq. (27) and the bounce condition dV /dφ = 0 gives,
Changing to polar coordinates for the complex variable J using,
where θ = arg (J), we can write Eq. (43) as
Now
We will see that this approximation is valid within the accuracy of the expansion. With Eq. (16) we get,
Again, taking the large-V limit, we find
Thus the expansion is valid for small fractional moments: δθ is small if ∆Im G JJ and ∆Re G V J are small. In this approximation, there is always a solution to the bounce condition (43) . It is clear that the bounce cannot disappear as long as this approximation is valid. We are thus not testing the robustness of the bounce itself, but rather some of its properties, such as its energy density.
We can now look at the (square-root of the kinetic) energy at the bounce which from (13) is given by,
Once again, expanding about θ = π/2 + δθ, gives
Here it is important to remember our redefinition of the potential: every W (φ) comes with a V 0 -dependent factor via f 0 in (9) . Using this and the reality condition Eq. (16) one finds that the (square-root of kinetic) energy density at the bounce, again taking the large-V limit, is given by,
Using the reality condition Eq. (16) and Eq. (2) we see that this is,
which is just the (square-root of the) energy density at the bounce that we had for the W = 0 case, Eq. (39). So finally we have that while the bounce is 'close' to the W = 0 case, its (square-root of the kinetic) energy density is given by,
Just as in the W = 0 case this is explicitly independent of the fiducial volume.
For the x = −1/2 case, for instance, this is
and the small parameter that we have expanded in is,
In general, we can say that the (square-root of the kinetic) energy density at the bounce for x = −1/2, for semiclassical states (i.e. states with fractional moments less than unity), is restricted to the range,
with
where we used Eq. (42) and, as before, r(0) is the (square-root of the kinetic) energy density that would have been calculated neglecting the moments entirely. To decide whether the effect of moments raises or lowers bounce densities, it is more convenient to consider the total rather than kinetic energy density. After all, from the effective Friedmann equation (15) we expect the total density to trigger bounces. With (14), we have the energy density at the bounce given by
with the critical density ρ crit expected for the free bounce, and (for x = −1/2)
Also this correction to the bounce density agrees with the term δ 1 from [37] (or ǫ 1 from [38] ) based on the effective Friedmann equation. By Eq. (31) we have
and ∆G V V is positive while ∆Im G V J does not have definite sign. The sign of D can thus take both values, raising or lowering the bounce density on top of the effect due to the potential. 
IV. DYNAMICAL COHERENT STATES
Of particular interest are states which saturate the uncertainty bounds Eqs. (24)- (26) and remain saturating them throughout the evolution of the system. Such states are referred to as dynamical coherent states. We will first construct such states for the W (φ) = 0 case which is analytically tractable and then discuss the consequences for the rather more complicated case of W (φ) = 0.
For a state to initially saturate the uncertainty conditions we require,
These states must also satisfy the reality condition, Eq. (16), which we rewrite here for convenience,
Dynamical coherent states (as with any other state), must also satisfy Eqs. (21)- (22), however these are 'weak' constraints in situations in which third-order moments are not specified, in the sense that they need only be satisfied up to order (V ) 3/2 and hence do not provide sharp constraints on the states. A state that satisfies these four conditions will initially saturate the uncertainty bounds, however to ensure that it remains saturating them we also require that the derivatives of Eqs. (60)-(62) with respect to φ be zero. For the W (φ) = 0 case one can easily show that the derivative of Eq. (60) with respect to φ automatically vanishes, while for Eq. (61) and Eq. (62) we require,
This one constraint is sufficient to ensure that both Eq. (61) and Eq. (62) are independent of φ. This makes the space of dynamical coherent states a hypersurface of co-dimension one in the space of states that instantaneously saturate the uncertainty conditions. Explicit solutions have been found and discussed in [20, 33] . The existence of a large class of coherent states is analogous to the well-known feature of the harmonic oscillator in quantum mechanics, but notice that potentially significant spreading of states is generically possible even for dynamical coherent states [19, 20] . The full parameter space of this system is 9-dimensional, however the five constraints above can be solved to give dynamical coherent states in a 4-dimensional parameter sub-space. A particularly convenient way of solving these constraints is to specify initial data
solve Eqs. (60)- (62) as,
Im
critical density of the harmonic model even in the presence of a cosmological constant. Our statement is not in conflict with this result because we are considering bounce values for expressions of the form Energy / volume . Obviously, the two expressions differ by terms depending on the state via its moments, exactly the kind of terms we compute; what we show is that those moments may pull the bounce density below the critical one of the harmonic model. In this context, one should note that [43] refers to a density operator which cannot exist in full loop quantum gravity where only total Hamiltonians, but not energy densities of matter or the gravitational field can be represented as well-defined operators. Expressions such as Energy / volume used here, on the other hand, have completely well-defined analogs in the full theory. Thus, our results have a higher degree of robustness than those of [43] , even though the mathematical statements of [43] are sharper.
and then simultaneously solve Eq. (63) and Eq. (64) for G V V and Re J. There is an analytic solution to this system, however in practice it is more useful to solve the system for some given initial data i.e. to specify V, Im J, Re G JJ , G JJ and solve the resulting simultaneous equations. This is a useful test of the numerical implementation of the system, which we discuss in the following section.
In order to attempt a construction of dynamical coherent states for the W (φ) = 0 case, one can in principle follow the same procedure. Clearly the initial states will still have to satisfy the constraints given by Eqs. (60)-(63), however in order for these conditions to be independent of φ we now need to additionally satisfy,
2 dG
where the derivatives of G a,b are given in Appendix A. These three equations need not be degenerate and certainly are not automatically zero for general states and general W (φ). They correspond to the single equation Eq. (64) in the W (φ) = 0 case. These equations are significantly more difficult to solve. Naively it would appear that we now have seven constraints on the nine-dimensional parameter space that give dynamical coherent states for W (φ) = 0. In fact it is easy to see that Eqs. (69)- (71) contain at least four independent conditions on the moments. To see this note that all of the derivatives given in Appendix A are of the form,
where F 0 and F 1 have no dependence on W (φ). It is then clear that Eqs. (69)- (71) contain terms that are independent of W (φ) and those that are not. For a general potential, these must independently cancel which gives us four conditions. The W (φ) independent part of Eqs. (69)- (71) gives exactly Eq. (64), while the W (φ) dependent parts give three additional constraints. Thus we are left with (at most) a one dimensional parameter space that can support dynamical coherent states for a general W (φ). Thus far we have been concerned only with the conditions imposed on the moments by the requirement that the uncertainty conditions be saturated and their first derivatives be zero. This alone is not sufficient to fix a dynamical coherent state, since we have to require that all derivatives of the uncertainty conditions vanish. For the W (φ) = 0 case, one can explicitly check that the derivative, with respect to φ, of Eq. (64) vanishes provided the uncertainty conditions are saturated (in particular provided Eq. (61) and Eq. (62) are saturated, since Eq. (60) decouples from the system in this case). Thus by inspection Eq. (64) is the only non-trivial condition that needs to be satisfied.
For the W (φ) = 0 case we have four constraints to investigate. The W (φ)-independent part of Eqs. (69)- (71) is just Eq. (64) and hence the previous argument holds. For the W (φ) dependent parts of Eqs. (69)-(71) the situation is less clear, due to the complexity of the evolution equations given in Appendix A. However if any one of the derivatives of any of W (φ) dependent parts of Eqs. (69)- (71) does not vanish then the parameter space that supports dynamical coherent states reduces to a single point and if any two of the derivatives fail to vanish dynamical coherent states cannot exist.
In addition to the fact that dynamical coherent state may not exist, this reduction in the dimension of the parameter space for such states is also a difficulty for study of the dynamics. Since one can no longer explicitly solve the eight constraints implied by Eqs. (60)- (63) and Eqs. (69)- (71) 7 , small changes in the initial state can lead to radically different trajectories. This is an inherent property of the evolution equations of the states and can thus play a significant role in both analytic and numerical investigations of the dynamics of (nearly) dynamical coherent states (if such states exist). Numerically, difficulties can arise from the large parameter space to be explored when one can no longer stay on the saturation surface. One may reduce the number of initial conditions by starting on the saturation surface, but numerical errors easily lead one into danger of falling onto the wrong side of saturation.
V. NUMERICAL EVOLUTION OF THE SYSTEM
The evolution of the moments and their back-reaction on the trajectories of (J, V ) can be directly implemented numerically. In particular, because Eq. (27) and the equations in Appendix A are flows in configuration space (i.e. depend explicitly only on the variables and not their derivatives) the numerical implementation is rather straightforward. Care is however needed to ensure that our numerics are sufficiently accurate so as not to introduce violations of the uncertainty relations, Eqs. (24)- (26), or reality constraints, Eq. (16), (21) and (22), when exact conservation is expected analytically. In the W = 0 case, as already discussed, exact conservation is not expected since the absence of higher order moments are expected to introduce a fundamental limit to the accuracy of our evolution. Nevertheless, as long as the fractional moments are small, all conditions should be respected.
Another possible point of concern for the general W (φ) = 0 case, is that it is no longer guaranteed that φ will be monotonic. If it is not, then the deparametrization of the system (using φ as an internal time) will no longer be valid. Such a break down would correspond to a non-unitary evolution of the system and is clearly not physical. This issue is easily avoided, by choosing the φ coordinate only in regions where it is monotonic and changing coordinates at turn-around points. In our numerical investigation, we avoid this subtlety entirely by focusing our attention on the W (φ) = const = 0 cases, for which φ is monotonic throughout the evolution. Here, we choose W < 0 so as to get into a bounce regime at larger densities and smaller volume than in the free case.
In practice, fractional moments grow, which can result in the non-conservation of the uncertainty conditions and limiting the length of φ for which the numerical equations can be evolved. However this is sufficient to examine the bounce, for suitable chosen states. To monitor the growth of higher-order moments which are not included in the evolution equations, we will use plots of the higher-order terms in reality conditions:
¿From the general behavior of the moments, we expect R 1 , R 2 and R 3 to be significantly smaller than the fractional second-order moments, e.g.
In addition, it is rather difficult to find initial conditions that simultaneously satisfy all of the uncertainty conditions. Thus it is often more convenient to use the uncertainty conditions to fix some of the initial data, by requiring that the state under saturate Eqs. (24)- (26) by some constant i.e. that the state satisfy, for example,
and similarly for the remaining two uncertainty conditions. In general U 1 , U 2 and U 3 depend on φ, however, from Section IV we see that for the W = 0 case, U 1 should be a constant, while U 2 and U 3 should evolve similarly. For the numerical calculations we used units in which = 1 and V is dimensionless. A typical example for W (φ) = 0 is given in Figure 1 , which had the following initial conditions: 
with x = −1/2. These initial conditions under-saturate the uncertainty conditions, Eq. (24)- (26) and also saturates their derivatives with respect to φ (Eq. (64)). In addition, one can explicitly check that Eqs. (21)- (22) are satisfied, up to the correct order, throughout the evolution of the system. In the numerical evolutions, we have taken = 1, hence one needs to check that Eqs. (21)- (22) are satisfied up to order √ ∆G V V , (or other second order moments), since this is the order of the terms neglected.
For this state the bounce occurs at V (φ Bounce ) = 25.6582, with the square-root of the dimensionless kinetic energy density r (0) = 0.974348. This can be compared to the expected value, given by Eq. (39), of r (0) = 0.974349, showing the excellent agreement of the numerical implementation with the analytic solutions. In the W (φ) = 0 case, the evolution equations given in Appendix A are exact and hence we can analytically calculate the (square-root of the) energy density at the bounce to arbitrary accuracy (for any given value of ∆G V V and ∆G JJ at the bounce). This is not true for W (φ) = 0, since the evolution equations are valid only up to order O W 2 . However even for the W = 0 case numerical approximation of the derivatives introduces an error, this can become significant for states that (almost) exactly saturate the uncertainty bounds, where numerical artifacts may lead to unphysical trajectories.
If the saturation of the uncertainty conditions, Eqs. (60)- (62), and their derivatives (Eq. (64) for the W (φ) = 0 case) were met exactly then the state would saturate the uncertainty conditions and remain saturating them, through 
The system was initialized with a state that both under-saturates the uncertainty conditions, Eq (24)- (26) and ensures that the derivatives with respect to φ are all positive. Plotted are the values of U1, U2, 4.0 × U3 for the W (φ) = 0 and W (φ) = −0.05 cases. Recall that U1, U2 and U3 positive indicates that the uncertainty conditions are under saturated i.e. physically acceptable. Clearly all the uncertainty conditions are satisfied, in particular at the bounce, which occurs at φ ≈ 1.8. Notice that for W = 0, U1 is essentially constant as expected from the discussion above Eq. (64). Note that the initial conditions are deliberately taken so as to ensure that the system is far from the uncertainty conditions throughout the bounce.
out the evolution in φ. For the state here, the initial data was chosen so that the uncertainty conditions, Eq. (76), were initially under-saturated and the the derivatives of these equations with respect to φ are positive for both the W (φ) = 0 and W (φ) = −0.05 cases. This ensures that, at least initially, the system is evolving towards the undersaturated side of the uncertainty condition hypersurface. Figure 2 shows how the uncertainty constraints evolve for both the W = 0 and W = −0.05 cases. For the case of W (φ) = −0.05, the trajectory V (φ) is plotted in Fig. 3 , with the initial conditions again given by Eq. (77). In this case the kinetic energy density is found to be higher than the W (φ) = 0 case, see Table I ( 
and Im ∆G J J (φ). Notice in particular that for W (φ) = 0 we have Im J a constant, which is expected since for this case we have Im J = HQ which is conserved and that several of the variables (Re J (φ), ∆G JJ (φ) etc.) evolve asymmetrically around the bounce point. gives the square-root of the energy densities). Using the values of the moments at the bounce, we can evaluate the expected Hamiltonian density from Eqs. (48)- (49) and compare them to the numerical result, see Table II . Notice that for this case the evolution equations given in Appendix A are only valid up to O W 2 = 2.5 × 10 −3 and an accuracy beyond ∼ 3 significant figures would require the use of higher orders in the expansion. We can see that the approximation made in order to solve Eq. (54) is accurate to, approximately, 0.5%. It is also worth noting that the moments, as seen in Figure 4 , do not evolve symmetrically around the bounce point. In particular Re J, ∆G JJ , ∆Re G V J , Im ∆G V J and Im ∆G JJ all decrease monotonically across the bounce (for this system). This may be significant for deparametrizing the system in order to use one of these variables as an internal time parameter, as suggested in [44] .
For the case of constant W as studied here, the effect of varying the moments is small but observable (for the evolutions considered here). In Figure 5 the trajectories V (φ) for various initial ∆G JJ in the range, ∆G JJ bounce = (0.108, 0.189). For W (φ) = −0.05 the effect of varying the initial moments is even more pronounced than for W = 0. Figure 6 shows the dependencies of the (square-root of the) energy densities at the bounce on the initial value of ∆G JJ , for both the W (φ) = 0 and W (φ) = −0.05 cases. In the cases examined here, ∆G JJ is approximately proportional to ∆G V V at the bounce. Hence, by Eq. (40), we would not expect there to be a significant dependence on ∆G JJ for the W = 0 case, which is what is found. For the W = 0 cases however there is a dependence, due to the terms proportional to W in Eq. (48).
In Section IV we described how to explicitly construct dynamical coherent states for the W (φ) = 0.0 case. Given the initial data,
we can solve Eq. (76), with U 1 = U 2 = U 3 = 0.0 (which is required if the state is to be dynamically coherent) and Eq. (64) to find (for example) 
We have checked carefully that for this case (and others that are expected to be dynamically coherent) the uncertainty relations are indeed conserved up to numerical rounding errors (which can be made negligibly small by employing a suitably accurate discretization scheme). This provides a strong test of the accuracy of our numerical implementation Finally as an example of moments which evolve to break the uncertainty relations (in this particular case Eq. (61)) showing the breakdown of the approximation, in Fig. 7 we plot the evolution of U 1 , U 2 and U 3 for the initial conditions 
This initial state initially undersaturates all the uncertainty conditions (U 1 ≈ 18.1, U 2 ≈ 2623.9 and U 3 ≈ 2103.6 at φ = 1), but dynamically evolves to break the uncertainty bounds. As one can see from Fig. 7 the moments are no longer small for this state (∆G JJ and Im ∆G JJ are larger than 10%), which indicates that the contributions to the dynamics from higher order moments can no longer be neglected. Note that even for this case, there is a bounce at φ ≈ 1.82, with square root of the energy density being ρ bounce ≈ 0.97435 and despite the fact that the evolution of this state has significant contribution from higher order moments, this value is within 0.72% of that predicted by Eq. (39). Thus we see that our estimates for the (square root of the) energy density at the bounce are well approximated using only the first order moment, at least while the dynamics of the state do not breach the uncertainty conditions Eq. (60)-(62). Once again we emphasize that this breaching of the uncertainty conditions is not an artifact of the numerical implementation, rather it is a genuine feature of the dynamics, due to the truncation at second order in the moments. variations of the moments is significantly increased after the bounce, an observation extending the conclusions of [19, 20] .
VI. CONCLUSIONS
Numerical investigations in loop quantum cosmology have so far only considered semi-classical states of Gaussian type, peaked around some particular value [42, 45, 46] . The expectation value of such states has been shown to closely follow the classical trajectories, except at very high densities where quantum gravity effects, but primarily those of quantum geometry, produce a bounce. Implicit in these analyzes is the idea that a general semi-classical state is well characterized by its expectation values and small spreads alone and that the evolution of the spread and other moments does not affect the evolution of the peak. Here we have considered a moment expansion of a state around such exactly solvable Gaussian states as a way of probing the consequences of relaxing this assumption. In principle one should consider all orders of the moment expansion, however in order to make the system tractable, we have truncated the series at second order. Already this expands the configuration space from 4-dimensional ((V, φ) and their momenta) to 18-dimensional (given by the eight independent variables in Eq. (28), φ and their momenta).
The inclusion of moments introduces sets of non-trivial uncertainty relations that must be satisfied by the state at all points along its trajectory. Dynamical coherent states are those for which all the uncertainty relations are exactly saturated, throughout the state's evolution. We have shown that the conditions necessary to ensure a state is dynamical coherent, effectively reduces the dimension of the state's phase space i.e. the conditions form a constraint surface on which the states, and their trajectories, lie. For the zero potential case, there is only one condition that needs to be met to ensure that a state which initially saturates the uncertainty bounds will be a dynamical coherent state (i.e. will continue to saturate the bounds). For a system with a non-zero potential one has four independent constraints (in addition to the uncertainty bounds) which need to be met, just to ensure that the first derivatives of the uncertainty relations vanish. While requiring that the higher derivatives also vanish is likely to introduce even more constraints. This makes it extremely difficult (and probably impossible) to find exact dynamical coherent states for systems with a non-zero scalar field potential. While conceptually this may be a problem, especially for considering evolution from the infinite past (φ → −∞) or cyclic models, in practice we are used to dealing with quantum states that are only approximately dynamically coherent, such as particle wave-packets in standard quantum mechanics. Provided the states are approximately dynamically coherent for a sufficiently long period of time (φ) they can, for all practical purposes, be considered semi-classical.
We have investigated the consequences of the moments on the presence of a bounce, for states that remain semiclassical (in the sense that all their moments are small compared to the expectation values and that the states obey the uncertainty conditions). In all cases the bounce was found to be present and the energy density was changed only marginally from the standard case (i.e. the case in which the moments are neglected). Thus we found that for (which happens to be much smaller in this evolution). For this evolution all the remaining moments and correlations remain small (less than ≈ 2%) and the bounce occurs at φ bounce ≈ 1.82. The increase of R1 toward the end of the evolution indicates that neglecting the third order moments is no longer a good approximation in the region in which the uncertainty conditions (in this case U2) are breached.
the (large number of) cases investigated, the bounce occurs at approximately the same density, a feature not at all unexpected due to the setup of our approximations. The fact that there were small deviations from the standard bound is however significant, especially since we show that it is possible for the bounce density to be sometimes larger than the standard case. We restricted ourselves to considering only states that remained highly semi-classical before, after and during the bounce and still found that the moments noticeably back-react on the trajectories of the expectation values. It may be that there are states which are semi-classical at large scales, but which become dominated by the evolution of their moments at small scales (i.e. become highly non-semi-classical) and for such states the presence of a bounce is not guaranteed by current results in the literature. 
