This paper reviews LES methods, based on the dynamic subgrid-scale model, that greatly improve the efficiency of turbulence control simulations in the context of drag reduction for plane turbulent channel flow. We begin by performing simulations of opposition control at Reynolds numbers in the range Re τ = 100 to 590 which demonstrate a decrease in effectiveness of this control strategy with increased Reynolds number. We then review techniques for optimal control of turbulent flows and discuss our implementation using an instantaneous control framework where the flow sensitivity is computed from the adjoint LES equations. Detailed optimal control results are presented that demonstrate excellent agreement with available DNS at a fraction of the computational expense. Given the added efficiency of LES, a receding horizon control framework is also explored that results in increased drag reduction along with improved control distributions. Results are also presented for a hybrid LES/DNS method where optimization is performed using LES but the flow is advanced using DNS. This approach demonstrates that even coarse grid LES can serve as a viable reduced order model for DNS. In our ongoing efforts to seek greater model reductions for predictive control, we also explore the influence of control on the basis functions obtained from proper orthogonal decomposition.
Introduction
Flow control offers the potential for modifying turbulent flows to achieve a variety of objectives including skin-friction drag reduction, noise suppression, and heat transfer modification. Previously, both passive and active turbulence control schemes have been studied and Moin et al. 25 have reviewed the subject recently. The present article focuses on drag reduction primarily using optimal control, which provides a framework to systematically derive the most efficient means of control to achieve a desired effect. The control distribution that results from optimal control theory can be used to guide the development of heuristic control approaches as well as identify the merits of various actuator/sensor combinations.
However, optimal control theory typically requires a high-fidelity means of predicting the flow field response which makes the method computationally intensive. In the context of turbulence control, optimal control theory has been applied to reduce the drag in a low Reynolds number, turbulent channel flow using Direct Numerical Simulation (DNS) to predict the flow response 4, 22, 26 and recent results indicate that, for certain objective functionals, relaminarization is possible. 5 Unfortunately, the computational expense of DNS makes the method intractable for the high Reynolds number complex-flows typical of engineering applications. The current work partially addresses this limitation by modeling the flow field using Large Eddy Simulation (LES) with a dynamic subgrid-scale model. LES greatly reduces the computational expense, compared to DNS, allowing solutions at higher Reynolds numbers and for more complex flow systems.
In the parlance of control, LES is a reduced order model for the Navier-Stokes equations that can either supplement or entirely replace DNS. For example, in our earlier work 8, 11 we demonstrate that LES accurately predicts both the control and the flow response for both opposition control and optimal control of turbulent channel flow. In this case, LES replaces DNS within a control simulation resulting in efficient simulations of controlled turbulent flows. While the results are self-consistent in that the model and state are the same, since LES is only an approximation to DNS, the reliability of the predicted control 1 American Institute of Aeronautics and Astronautics distributions must be validated. Therefore, we have explored hybrid LES/DNS methods 12 where LES is used to predict the control (using optimal control) but the flow response is obtained from DNS. This demonstrates that even coarse grid LES is a viable reduced order model for DNS in the context of nearwall turbulence control. In the current paper, we review these results and present extensions including opposition control at Re τ = 590 and optimal control at Re τ = 180 representing the highest Reynolds numbers yet reported for turbulence control simulations.
Given the added efficiency of the LES based methods discussed here, we also present results using a receding horizon instantaneous control framework. In this approach, one solves optimization problems over a time horizon T p but only uses a fraction of the predicted control T a , where T a < T p . Previously with DNS based optimization, the idea of throwing away a portion of the control was not practical. With the reduced expense of LES-based optimization this idea can be explored to determine the advantage of considering the longer term impact of control on the state of the flow.
Although LES serves as an effective reduced order model for DNS, it is still relatively expensive so that further model reductions are desirable. One option for additional model reduction is to use a model based on a truncated basis arising from Proper Orthogonal Decomposition (POD) which is a well-known technique for deriving an empirical basis optimal in the energy sense for any given dataset. We explore the viability of using a reduced order model based on a truncated POD basis from a no-control flow to represent controlled flows.
The paper begins in §2 with a brief discussion of LES using the dynamic subgrid scale model. In §3 LES is used to study opposition control while §4 presents results for optimal control for both LES and hybrid LES/DNS. Receding horizon control is explored in §5 and POD based reduced order models are discussed in §6 with conclusions given in §7.
Large Eddy Simulation
Consider incompressible, fully-developed turbulent flow in a planar channel with coordinates of x 1 in the streamwise direction, x 2 in the wall-normal direction, and x 3 in the spanwise direction. The flow in the streamwise and spanwise directions is assumed to be periodic. Large Eddy Simulation is performed on the turbulent flow by removing the small scale turbulent structures through a low-pass filter leading to the filtered, nondimensional, incompressible Navier-
Stokes equations
where a bar denotes the grid filter operator, f i = δ i1 P x is the body force required to enforce the mean pressure gradient for turbulent channel flow, and τ ij is the subgrid-scale (SGS) stress which can be modeled using the Smagorinsky model
where ∆ is the grid-filter width, S ij is the strain rate tensor defined as
1/2 . The dynamic procedure, 14, 23 which has been successfully used to study a variety of complex inhomogeneous flows, 1, 3, 14, 15, 28, 29 is used to calculate the dimensionless model coefficient C,
where
The denotes the average over planes parallel to the walls and the hat denotes the testfiltering operator with the width ∆, which satisfies ∆ > ∆. We use ∆ = 2∆.
The LES equations for turbulent channel flow are solved using a hybrid Fourier-spectral and finite difference method 1, 7, 26 which is designed to run efficiently on workstation class computers and shared memory parallel computers. Fourier transforms are used to compute spatial derivatives in the homogeneous directions and a conservative second-order finite difference scheme is used to compute spatial derivatives in the wall-normal direction. The computational grid is staggered in the wall-normal direction. The flow is advanced in time using an implicit Crank-Nicholson method for wall-normal derivative terms, an explicit third-order Runge-Kutta method for terms involving derivatives in homogeneous directions, and a fractional step algorithm is used for divergence free condition.
For most of the computations reported here, the computational domain is (4πδ, 2δ, 4πδ/3) in the x 1 , x 2 , and x 3 directions respectively, where δ is the channel half-height. We choose δ as the reference length, and u τ = (τ w /ρ) 1/2 as reference velocity, where τ w is the average stress on the walls. Thus the Reynolds number is Re τ = u τ δ/ν and the reference (convective) time scale is δ/u τ . Results are frequently presented in wall units, with t + = tu : LES results with (32×65×32); • : filtered DNS.
14, 18 (a) Mean velocity profile.
Quantitative comparisons of LES and DNS statistics for Re τ = 180 are shown in Figures 1 and 2 . In Figure 1 , LES statistics with different resolutions are compared with the results of a filtered DNS.
14, 18, 27
Our LES results match the DNS results nearly perfectly with a resolution of (48 × 65 × 48) and adequately with only (32 × 65 × 32) grid points compared to (128 × 129 × 128) grid points in the DNS calculations -by a factor of 14 and 32 reduction respectively. In Figure 1 (a), our mean-flow profile in wall units is in excellent agreement, only slightly overpredicting the wall shear stress at the lower resolution of (32 × 65 × 32) . Similarly, rms velocities from the LES are in good agreement with the filtered DNS, as shown in Figure 1 . Figure 2 presents additional statistics for LES at (48 × 65 × 48). Figure 2 (a) shows the spanwise velocity correlations which demonstrate that the turbulence is uncorrelated over the width of the computational domain. The spanwise energy spectra in Figure 2 (b) show that the grid and test filter cutoffs are both in the inertial range for this resolution. The total stress is linear in Figure 2 (d) indicating that second order statistics are well converged. The rms velocity profiles for LES in global coordinates are compared in Figure 2 (c) with unfiltered DNS and good agreement is achieved with the LES slightly lower than the DNS as expected. Similar results are obtained for resolution of (32 × 65 × 32) .
Exploiting the capability of LES to model higher Reynolds number flows than DNS, we also compare 27 Here the computational domain is (2πδ, 2δ, πδ), the same as DNS and the resolution is (72 × 129 × 72), 57 times smaller than the DNS resolution of (384 × 257 × 384). Figure 3 compares the mean velocity and rms velocities of the LES in wall coordinates with the DNS 27 which are seen to be in good agreement. The mean velocity in the log layer is lower than DNS, which indicates that the drag on the wall is slightly overpredicted. Discrepancies between LES and DNS shown in this figure are mainly due to the fairly low resolution of the LES. Figure 1 shows that similar discrepancies occured at Re τ = 180 at the low resolution of (32 × 65 × 32) and that LES agrees much better with DNS at slightly higher resolution. Therefore we believe that at Re τ = 590, better LES results could be achieved with increased resolution. Nevertheless, the LES results presented here are still in the error range of typical LES and therefore judged to be acceptable.
Comparing the results at Re τ = 590 with the results at Re τ = 180, we can see that at Re τ = 590, the log layer extends over a wider range of y + , whereas for Re τ = 180, the log layer is very short. The peaks of the streamwise velocity intensity u rms for both Re τ = 180 and Re τ = 590 are at y + ≈ 14, which is in excellent agreement with previous results. 20, 34, 36 In summary, our no-control LES results are in ex-3 American Institute of Aeronautics and Astronautics 
Opposition Control Simulations
Heuristic control schemes are feedback control laws based on physical arguments. An active cancellation scheme, generally called opposition control, was used by Choi et al. 9 to reduce the drag in a fully-developed turbulent channel flow, and about 20% drag reduction was achieved when the control was chosen to oppose the vertical motion on a sensing plane located at y + s = 10. The idea is simply to choose the control to oppose the vertical motion near the wall therefore lifting the high shear region away from the wall so that drag is reduced. More recent DNS studies 16, 19 demonstrated about 25% drag reduction when the control was set to oppose the vertical motion at y + s = 15. Both studies show that drag actually increases when the control is set to counter motions too far from the wall, say at y + s = 25.
9, 19
All DNS investigations of opposition control are for flow at Re τ = 180. We have previously obtained similar results using LES. 8 As an efficient tool for turbulent flow simulation at higher Reynolds numbers, we use LES to extend opposition control simulation to Re τ = 590, as well as Re τ = 100 and Re τ = 180. The computational conditions are identical to the nocontrol simulation with resolutions of (32 × 49 × 32) The opposition controlled drag histories for these three Reynolds numbers are compared in Figure 4 . The drag reduction values are compared in Table 1 . In these runs, increased Reynolds numbers tend to reduce the effectiveness of opposition control. Here Re τ = 100 is subcritical, and Re τ = 180 and Re τ = 590 are supercritical. As Reynolds numbers increases, the flow becomes more unstable and chaotic, thus it is reasonable that the drag reduction achieved by opposition control decreases for higher Reynolds number.
From Figure 4 we also see that at Re τ = 590, the transient phase of the control history occurs more quickly than at low Reynolds numbers even when presented in viscous units. This suggests that for high Reynolds number flow, actuators need to have faster response times, and that real time active control is more difficult.
The "virtual" wall 8, 16, 19 concept is evident in Fig Reynolds numbers, the locations of the virtual walls in viscous units are almost identical because the sensing plane are located near y + s ≈ 14 in both cases. Far away from the wall, the wall-normal average velocity for Re τ = 590 is larger, which means that the wall-normal momentum transport is larger, the flow is more difficult to control, and larger amplitude control velocities are required. We can see that the wallnormal velocities on the virtual wall are nearly zero, but the value for Re τ = 590 is slightly larger than the value for Re τ = 180, which may partially explain why a smaller drag reduction is achieved for Re τ = 590.
In flow control for drag reduction, we hope to achieve a large ratio of power savings to the power input by the control. The power input by the control is defined as
where φ = −n 2 u 2 is the control on the wall Γ w . The power savings due to drag reduction is given by
is the streamwise pressure gradient for the no-control flow and P x is the streamwise pressure gradient for the controlled flow.
The power saving ratios are also presented in Table 1 for different Reynolds numbers. We see that opposition control at Re τ = 590 achieves a good power savings ratio of around 1.4%. Note that this ratio of power input to savings increases with increasing Reynolds number. This observation confirms that high Reynolds number flows are more difficult to control.
Based on this investigation of opposition control, we conclude that LES is a viable tool for simulating turbulence control based on wall transpiration.
Optimal Control Based On LES

Instantaneous Control
We consider optimal control of fully developed turbulent flow in a planar channel that is subject to wallnormal transpiration u i = Φn i on the walls with the initial condition u i = g i at t = 0, where g i is an instantaneous velocity field from an uncontrolled LES calculation.
One possible formulation of optimal control is to determine the control Φ such that the drag is minimized while also minimizing the magnitude of the control. However, prior numerical experiments using DNS show that this is not the most effective way to reduce the drag. 4 Since the turbulence is responsible for increasing the momentum transport from the center of the channel to the near-wall region and thus increasing the drag, it is reasonable for the cost functional to target the turbulence directly. This appears to be advantageous since the kinetic energy responds to changes in the flow more quickly than does the drag. In other words, turbulent kinetic energy is the cause and drag is the effect. In addition, temporary increases in the turbulent kinetic energy are allowable, as long as a reduction is achieved by the end of the optimization interval.
5 This leads to a cost functional that minimizes the turbulent kinetic energy only at the end of each optimization period,
The first term regularizes the control and is integrated over the wall boundaries, Γ w , and over a fixed time interval [t 0 , t 0 + T ]. The penalty coefficient is used to represent the cost of the control. The second term minimizes the TKE at the end of each time window. Note that for LES, the cost functional only acts on the resolved scales of motion, the implications of which will be discussed below. In optimal control, the objective is to find the control Φ that minimizes (6) . This is achieved using the methods of calculus of variations and leads to adjoint equations in a form similar to the LES equations, though with terms arising from the dynamic model. The first derivation and solution of the adjoint LES equations for the dynamic subgrid-scale model were presented by Collis and Chang. 8, 11 The gradient of the cost functional with respect to the control can be obtained through the solution of the adjoint equations. Then the control is updated using an iterative method based on the Polak-Ribiere conjugate gradient algorithm. The details of the adjoint LES equations, the numerical methods for the adjoint equations, and the implementation of the conjugate gradient algorithm can be found in the authors' previous papers. 7, 8, 11, 12 The selection of a suitable optimization time interval, T , is very important. Previous optimal control simulation based on DNS 5 shows that for the channel flow of Re τ = 100, the turbulent flow can be relaminarized in 2000 to 3000 viscous units. However, over such a long time period, both the state solution and the adjoint solution are sensitive to the numerical errors due to the non-linearity of the state equations and the exponential growth of the adjoint variables. Thus, the optimization becomes more difficult and may even fail to converge for sufficiently large T . Although the optimal control objective is to minimize the cost functional over a time interval [0, T total ], in order to overcome the computational difficulty mentioned above, this large control interval is divided into many smaller time windows with size T . The cost functional is then minimized on each smaller window [(n − 1)T, nT ] in succession, where n = 1, · · · , T total /T . This procedure is referred to as instantaneous control. Although instantaneous control will not lead to the same control as optimizing over [0, T total ], it does greatly reduce the computational overhead and experience from DNS shows that viable control strategies are produced.
5
A generalization of instantaneous control, called receding horizon control, is illustrated in Figure 6 . In this figure, the dashed arrows represent the optimization in each prediction window of length T p . The solid arrows indicate the flow advancement once the "best" control is obtained and it is possible that the flow only advances some portion T a (T a < T p ) of the prediction period T p . After advancement, the optimization process is repeated again in another prediction window. In this section the advance window is the same as the prediction window, T = T a = T p , yielding the basic instantaneous control approach first implemented by Bewley et al. 5 in the context of DNS for optimal control of turbulent channel flow. In §5 we explore the use of receding horizon optimal control, in which T a < T p .
Terminal TKE Control
For the simulation of turbulent channel flow with Re τ = 100, the dimensionless computational domain is (4π, 2, 4π/3) with a baseline mesh resolution of (32 × 49 × 32) and a time step of ∆t = 0.003. This domain size is the same as the DNS by Bewley et al. 5 where they use a resolution of (42 × 65 × 42). The penalty coefficient in the cost functional (6) is set to be = 1 here. Figure 7 shows the evolution of drag and turbulent kinetic energy (TKE) at Re τ = 100 using optimal control with the terminal TKE objective functional described in §4.1. The LES-based optimal control achieves relaminarization with T + ≥ 25 and results are in excellent agreement with previous DNS 5 at all values of T + . For small time windows, such as T + = 1.5 or T + = 10, the drag and TKE saturate after t + ≈ 500. In general, the larger the time window is, the more drag reduction can be achieved. For large time windows (T + ≥ 25), the flow is relaminarized after t + ≈ 2000. TKE and drag decrease more rapidly as the size of the optimization window increases. Similar to DNS results, 5 the drag and TKE decrease quickly in the LES during the early part of the control. But after t + ≈ 500 for T + > 25, the LES does not reduce TKE as quickly as DNS. One possible explanation for this is that for large t + with T + > 25 the TKE eventually decays exponentially as would be expected in a process dominated by viscous dissipation. Since the smallest scales where dissipation would first act are modeled in LES, this could explain the delayed decay in TKE compared to DNS.
At Re τ = 100 the flow is subcritical which means the flow is stable to small disturbances and that turbulent flow at this Reynolds number is relatively easy 6 American Institute of Aeronautics and Astronautics to control since for sufficiently small fluctuations, the flow will converge to laminar state with no control. The next step is to extend the LES-based optimal control simulation to a supercritical Reynolds number, Re τ = 180. At this Reynolds number, DNS requires a very high resolution of (170 × 129 × 170) 5 to resolve the small scales in the turbulent flow and adjoint velocities. Based on results in §2 for flow without control and in §3 for opposition control we present results for LES at (48 × 65 × 48) and (32 × 65 × 32), confident that LES can give good results at such low resolutions.
The optimal terminal TKE control is implemented first using a time window of T + = 36 with time step of ∆t = 0.002 and 3 conjugate gradient iterations for the optimization in each time window. Results are shown in Figure 8 . We can see that even with this relatively large time window, optimal control at Re τ = 180 fails to relaminarize the flow. The drag and TKE saturate after t + ≈ 600. Nevertheless, 40% drag reduction can be achieved, a considerable im- Here for LES, the iteration number is the maximum iteration number for the conjugate gradient method to find the best control. provement over the drag reduction obtained using opposition control (see §3). From the TKE history in Figure 8 , we see that a burst-like phenomena happens at t + ≈ 800, greatly increasing the TKE and leading to a statistically stable state with approximately 40% drag reduction.
In Figure 8 , we also compare our LES results with available DNS results.
5 Unfortunately, DNS is very expensive for optimal control at this Reynolds number, and the available DNS 5 only reaches t + = 480. In terms of both the drag reduction and the TKE reduction, our LES results with 3 gradient iterations are not as good as DNS results. To identify the cause of this difference, a new simulation with the time window of T + = 40 was performed using 6 conjugate gradient iterations that yields results in much better agreement with the DNS. However, the flow still does 7 American Institute of Aeronautics and Astronautics not converge to the laminar state as at Re τ = 100. Nevertheless, about 50% drag reduction is achieved.
Similar to opposition control, the higher the Reynolds number, the more difficult it is to control the flow. At Re τ = 180 with T + = 40 we are unable to relaminarize the flow as was done for T + ≥ 25 at Re τ = 100. Simulations at larger T + are required to determine whether relaminarization is possible at supercritical Re τ .
Hybrid LES/DNS
LES is based on the SGS model which may or may not represent the dynamic behavior of turbulence very well, especially for near wall turbulence control. In wall bounded turbulence control, it is essential that the dynamic behavior of near wall coherent structures is captured. In order to explore the viability of the controls predicted by LES, we have implemented a novel hybrid LES/DNS algorithm in which the optimization is performed based on LES and, once the optimal control is found, the flow is advanced using DNS. Our experience indicates that the most time consuming portion of optimal control simulations is the optimization procedure. Thus, the hybrid method not only validates the viability of the controls predicted by LES, but also utilizes LES as a low cost reduced order model for DNS.
In the hybrid LES/DNS algorithm, the initial condition for every control time window is at DNS resolution. We first interpolate the initial condition to the LES mesh and then perform the optimization using LES. Once the optimal control is found, it is interpolated back to the DNS mesh, and flow is advanced using DNS with this control distribution to the start of next time window. This procedure is repeated for every time window. Figure 9 compares the results for Re τ = 100 with T + = 30 for LES, DNS, and hybrid LES/DNS with LES resolution of (32 × 49 × 32) and DNS resolution of (42 × 65 × 42). In interpreting these results, it is important to distinguish between the different forms of the objective functions used in each simulation.
Although the general form of the objective functional based on terminal observation of TKE is the same for all cases, for the LES and the hybrid LES/DNS, both the velocity field and the controls are on the grid filtered mesh as indicated in the definition of the cost functional (6). In the DNS, however, the full control Φ and velocities u i are used in the objective functional As seen in Figure 9 , all methods converge to the laminar state with T + = 30, although the LES takes more time to relaminarize. The quickest convergence to the laminar state is obtained with DNS, which is not surprising since the DNS possesses the full stage of the turbulence. Interestingly, the hybrid LES/DNS where the resolution used during the optimization is the same as the full LES relaminarizes at nearly the same rate as the full DNS. It appears that accurate state prediction is more critical than having the exact DNS control distribution. To explain this further, results from a filtered DNS run are also included in the figure where the velocity field is filtered to the LES resolution in x and z in the cost functional (6) , and the control is projected to LES resolution. The filtered DNS results in Figure 9 shows that filtering delays the relaminarization, making the filtered DNS nearly identical to the hybrid LES/DNS. This again is strong evidence that the accuracy of the state is The DNS result at T + = 100 comes from Bewley et al. 5 more important than the accuracy of the control. In fact, for the first 500 viscous time units, the drag and TKE evolution for all methods, including full LES, are nearly identical. This suggests that the optimization initially targets the large scale structures in the turbulence and it is only after the large scales (near the wall) are significantly reduced that differences due to the filtered scales and model error become noticeable. Since for LES both the state and control represent the large scale structures in the flow, for t + ≤ 500, the TKE is initially reduced more rapidly for LES than for DNS and hybrid LES/DNS.
We have also performed a hybrid LES/DNS with control time windows of T + = 51 and T + = 102 using very coarse LES resolution (24× 49 × 24). Results are shown in Figure 10 . The flow is still relaminarized and these simulations are three times faster than the full DNS run. We can see that with this coarse resolution for LES optimization, the control error for advancing the flow using DNS becomes larger and the TKE reduction rates are smaller than TKE reduction rates for pure DNS.
In summary, LES with the dynamic subgrid-scale model not only yields optimal control results that are consistent with DNS, but the controls computed based on LES optimization are also valid for DNS as shown by the hybrid LES/DNS method. This indicates that LES can be reliably used as a reduced order model for optimal control of turbulence.
Receding Horizon Optimal Control
Optimal Control is a subset of Model-Based Predictive Control (MBPC), a scheme that finds good control distributions by testing potential controls on a mathematical model of the system before applying them. In industrial applications, errors in the mathematical model of the system cause the accuracy of predicted state and corresponding controls to diminish if frequent measurements of the state are not made. In the channel flow problem, however, the system and the model are typically the same thing -numerical solutions to the state equation. Consequently, past experiments with optimal control have not re-sampled the state; calculated control distributions have been used in their entirety. Although it seems wasteful to accrue the computational expense of calculating a control distribution and then throwing a fraction of it away, the increase in speed provided by our LES formulation allows for some flexibility to experiment with a more traditional type of MBPC. Furthermore, it is evident from plots of control effort, e.g. Figure 12 , that the greatest control magnitude is applied at the beginning of each time window for some cost functionals, suggesting that truncating the end of the window and starting a new one may make controls more dense, more regular, and more effective. In the instantaneous control framework, calculating a control distribution for a longer time window than necessary may be referred to as Receding Horizon (RH) optimal control.
The RH approach is illustrated by Figure 6 . First, the flow is predicted with no control. Then the adjoint is marched backward in time and the extracted gradient information is used to update the control. The, adjoint, control, and state are updated successively until the criteria for an optimal control is met, and then the flow is advanced. The time window for which controls are predicted, T P , may be larger than the window for which the flow is advanced, T A . In the receding horizon framework T P > T A , whereas traditional instantaneous control, hereafter referred to as Full Horizon (FH) control, uses T = T A = T P . Results are presented here for the (4π, 2, 4π/3) turbulent channel with Re τ = 100. The RH framework is applied with two cost functionals: the terminal observation cost functional J t described by equation (6) that targets TKE at the end of the predictive window and the distributed observation cost functional J d that targets the average TKE over the predictive window,
To determine the impact of the relative size of the the advancement and predictive windows, ratios of T A /T P of 1.0, 0.75, 0.50, and 0.25 are considered. For all RH cases, T + P = 25.5. As shown in Table 2 , increasing the optimization window T + A = T + P for FH cases from 6.3 to 12.6 to 18.9 to 25.5 generally improves drag reduction and requires additional control input. Although not shown here, the correlation between optimization window size and TKE reduction is even stronger. For the RH cases that use J d , it can be seen that as T A is reduced from T P , additional increases in drag reduction are achieved. In general, control effort is larger for RH cases than for comparable FH cases. Figure  11 shows drag histories for the first three rows of Table 2; the drag reduction of the RH scheme over the comparable FH schemes is clear.
For FH using J t , Table 2 shows that T + = 25.5 is able to relaminarize the flow, whereas T + = 12.6 is not. Once the flow is relaminarized, control effort is minimal, so the two FH cases show four orders of magnitude spread in control effort required. The success of RH is less sensational with J t : using T + P = 25.5 and T + A = 12.6, the control is still able to relaminarize the flow, but at higher control cost. The average drag appears higher because the RH case requires slightly longer to relaminarize the flow and part of the transient is included in the average.
The distribution of control effort over a few optimization windows is shown in Figure 12 for the FH cases with T For RH, however, the diminishing control effort at the end of the predictive windows is truncated to begin a new time window. Consequently, the control is not required to cycle on and off, and the more uniform control distributions maintain more uniform TKE and drag profiles which in turn require fewer high amplitude spikes of control effort to keep the flow in check. We can summarize these results by drawing on Tom Bewley's chess analogy:
5 Just as in FH, longer time windows are more effective, the chess player who thinks furthest ahead in the game is most successful. Just as in RH, smaller T A /T P ratios are more effective, the chess player who reconsiders his strategy most often is most successful. Finally, the success of RH with J d and the unimpressive performance of RH with J t can be reconciled, as well: just as RH works better with some cost functionals than others, some chess strategies work better together than others. 
Reduced order models and POD
Reduced order models hold the promise of capturing the essential physics of a given problem within a few degrees of freedom thus leading to more effective and less intensive predictive control strategies. The hybrid LES/DNS results presented in §4.3 demonstrate that LES can serve as an effective reduced order model for computationally intensive DNS simulations of turbulent channel flows. The success of this approach is partially due to the dynamic subgrid-scale model which has the ability to adjust the model coefficient according to the resolved scales of motion. This is critical for turbulence control simulations where the physics of the controlled flow may change dramatically over the course of the control, i.e. fully developed turbulence may be relaminarized. An essential aspect of a reduce order model for turbulence control requires that a model accurately represent both the uncontrolled and controlled dynamics.
Although LES is an effective reduced order model, it is still relatively expensive so that further model reductions are desired. One option for further model reductions is to form a model based on a truncated basis arising from Proper Orthogonal Decomposition (POD). POD is a well-known technique for deriving an empirical basis optimal in the energy sense for any given dataset 17 and the success of POD in representing the dynamics of near-wall flows has prompted the development of POD based reduced-order models (see e.g. ref. 2, 10, 30, 32, 37) that could be used in the context of turbulence control.
6, 24
A reduced-order model constructed from a subset of POD basis functions for one particular flow, often taken to be the uncontrolled flow, would certainly not be optimal and may not even successfully represent the dynamics of the controlled flow under some circumstances. 6, 13, 21 This in turn calls for a modification to the POD basis that constitutes a reducedorder model, which if not done could reduce the effectiveness of the model. Hence it becomes imperative to first study the influence of typical controls on the very basis that we might employ to model our system.
In order to ascertain the impact of control on the POD bases for turbulent channel flow, three different flows are examined: a flow with no control, a flow employing opposition control achieving 25% drag reduction and a flow with optimal control achieving up to 40% drag reduction. For the purpose of this paper it suffices to state that POD allows a decomposition of the three different flow-fields
where u denotes the flow-field, the superscripts no, opp and opt stand for no-control, opposition-control and optimal-control respectively. Here, x is the vector of spatial coordinates, t n is the nth time instant, k is the kth POD eigenmode, a k (t) is the temporal eigenfunction, and φ(x) is the spatial eigenfunction. Since the streamwise and spanwise directions are homogeneous, the POD eigenfunctions are periodic along these directions and have the general form κ(n x , n z ; y, y ) · ψ(n x , n z ; y)dy = λψ(n x , n z ; y) (13) where λ is the eigenvalue that is equal to twice the kinetic energy in the particular POD mode. The cospectrum tensor κ has components
whereû i is the i th component of the fluctuating velocity in Fourier space in x and z and stands for the ensemble average. In this expression, the complex conjugate is denoted by †. The kernel κ is Hermitian, non-negative and square integrable such that there exists a complete set of vector eigenfunctions ψ(n x , n z ) requiring an eigenfunction calculation for each Fourier mode pair (n x , n z ). In the discrete case, each eigenfunction calculation gives rise to set of 3N y POD eigenmodes. Thus, a given POD eigenmode k comprises the triplet (n x , q, n z ) where q has been introduced to track the number of the eigenmode within each mode pair (n x , n z ). The eigenmodes are arranged in the order of their decreasing contribution to the energetics. Usually for low Reynolds number flows, the first few POD modes tend to capture a substantial portion of the total energy, which makes POD an optimal basis in the energy sense compared to any other decomposition such as Fourier, Chebyshev or the like. For turbulent channel flow, the most energetic modes are the ones which are streamwise independent i.e. modes with k = (0, q, n z ). These are called the roll modes. 33 On the other hand, modes with streamwise dependence are called propagating modes since they resemble oblique waves propagating along the streamwise direction. Figure 13 shows a comparison of a typical roll mode with k = (0, 1, 3) for all the three cases.
The eigenfunctions are complex in general, but for the roll modes the streamwise and wall-normal components are purely real and the spanwise component is purely imaginary. From Figure 13 one may note that control introduces a shear layer in the streamwise component (ψ x ), a virtual wall in the wall-normal component (ψ y ) and there are only slight changes in the near-wall features of the spanwise component (ψ z ). For opposition-control, the virtual wall forms with slip along the spanwise and streamwise directions. In contrast, optimal control forms a virtual wall with slip only along the spanwise direction. The From the spatial eigenstructure φ k (x), the temporal eigenfunctions are computed by projecting the flow-fields in the ensemble onto the spatial basis,
where the symbol (, ) stands for the L 2 inner product computed over the entire spatial domain. The temporal eigenfunctions a k (t) for different POD modes k are uncorrelated and obey the relationship:
where l is a different POD mode. Once the φ k (x) and a k (t) are computed, the statistics of the flow field can be recovered using the following relationship:
or using equation (16) (t) by cross-projecting the flow field (in our case the flow field with optimal-control) onto the basis chosen in step 1. 3) Calculate the ensemble average for each of the temporal modes. According to (16) , this yields the amount of energy extracted by the corresponding POD mode from the flow field. 4) Sum up the individual contributions as in (18) to arrive at the model statistics.
An examination of the Reynolds stresses for the optimal-control flow-field as recovered by models based on the no-control and opposition-control bases highlights some of the important differences. Figure 14 shows the differences as seen by a superposition of 300 POD modes as calculated by the procedure just described. The thick line denotes the true Reynolds stress profile as calculated from the full dataset. The solid line denotes the Reynolds stress profile reconstructed using 300 POD modes from the original optimal control basis. The dashed line shows a similar reconstruction using the opposition-control no-control basis; opposition control basis; POD basis for optimal control; actual value.
basis and the dotted line is the Reynolds stress profile employing the no-control basis. Control introduces an extra shear layer near the wall. This shear layer is bounded from above by a virtual-wall at a distance of roughly 15 wall units. The no-control basis fails to capture these features and substantially underpredicts the magnitude of the Reynolds stresses. As pointed out by Sirovich, 33 the roll modes contribute most to the near wall stress and from Figure 14 it is clear that the no-control basis fails to capture the wall shear layer associated with the controlled roll modes. The opposition-control basis does exhibit a shear layer as well as the virtual wall, yet the amplitude of the shear layer and the location of the virtual wall are mis-predicted. Thus, a naive reduced order model based on a no-control POD basis may be unable to successfully predict the dynamics of a controlled flow. Prabhu et al. 31 discuss the implications of this in a comparative study of POD models and emphasize the need to properly augment a given basis set so as to capture the important features of the controlled flow.
Conclusions
Given the recent successes in turbulence control based on Direct Numerical Simulation (DNS) and recognizing that the drag due to turbulence in a boundary layer is largely caused by the relatively large-scale coherent structures in the near-wall region, we have explored the use of Large Eddy Simulation (LES) as an approximate flow model for implementing and evaluating flow control strategies. After successfully eval-13 American Institute of Aeronautics and Astronautics uating our LES results with available DNS results for uncontrolled channel flow, our findings demonstrate that LES is a viable tool for obtaining quantitatively accurate results for drag reduction based on both opposition control and optimal control in turbulent channel flow using wall transpiration. In particular, our LES results for opposition control at Re τ = 590, which is the highest Reynolds number yet reported for opposition control, indicates that opposition control losses effectiveness as Reynolds number is increased.
We successfully implemented optimal control of turbulent flow at Re τ = 100 and Re τ = 180 within an instantaneous control framework. Comparisons of LES results at Re τ = 100 with DNS results shows that agreement is good and that flow relaminarization can be achieved. These results also demonstrate that LES can be implemented much more efficiently than DNS. Our LES results for optimal control at Re τ = 180 show that relaminarization is more difficult to achieve at this supercritical Reynolds number. The drag and TKE saturate above the laminar value, thus yielding about 40% to 50% drag reduction. Additional increases in the optimization interval T , and/or improved optimization algorithms may be required to achieve relaminarization for this flow.
Because LES is a reduced order model that does not represent the exact dynamic behavior of the real flow system, the reliability of the optimal control as obtained by LES is evaluated through a novel hybrid LES/DNS approach. With this method, the controls computed based on LES optimization are also found to be valid for DNS. We conclude that LES can be used as a reduced order model for optimal control of turbulence and this conclusions is shown to hold for even low resolution LES.
As a generalization of the instantaneous control framework, receding horizon optimal control strategy was studied for different ratios of T A /T P , varying the time intervals for flow advancement T A for a fixed prediction time interval T + P = 25.5. Our study reveals that the receding horizon approach yields better drag reduction compared to corresponding instantaneous control scheme for regularized TKE control while also providing a more uniform distribution of control effort. However, for terminal control of TKE, the effectiveness of is not as impressive even though the method does achieve results similar to standard instantaneous control although with slightly more control effort in this case.
In order to further simplify the complexity of turbulence control simulations, good reduced order models are required. Proper orthogonal decomposition (POD) is a powerful tool for dimension reduction and hence for reduced order modeling. We examine the assumptions of generality of the POD basis functions in the context of modeling turbulence control. It is found that merely employing a POD basis from a no control simulation in modeling controlled flows may not yield proper model behavior; there is a need to augment such POD bases to better represent the dynamics of the controlled flows.
