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Quantized conductance in an AlAs 2D electron system quantum point contact
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(Dated: September 12, 2018)
We report experimental results on a quantum point contact (QPC) device formed in a wide
AlAs quantum well where the two-dimensional electrons occupy two in-plane valleys with elliptical
Fermi contours. To probe the closely-spaced, one-dimensional electric subbands, we fabricated a
point contact device defined by shallow-etching and a top gate that covers the entire device. The
conductance versus top gate bias trace shows a series of weak plateaus at integer multiples of 2e2/h,
indicating a broken valley degeneracy in the QPC and implying the potential use of QPC as a simple
”valley filter” device. A model is presented to describe the quantized energy levels and the role of
the in-plane valleys in the transport. We also observe a well-developed conductance plateau near
0.7×2e2/h which may reflect the strong electron-electron interaction in the system.
PACS numbers: 73.23.-b, 73.23.Ad, 73.61.Ey
I. INTRODUCTION
The quantum point contact (QPC) is a prime ex-
ample of a mesoscopic structure that demonstrates a
striking quantum mechanical ballistic transport phe-
nomenon. It exhibits a quantization of conductance in
units of G0=2e
2/h where the factor of 2 accounts for spin
degeneracy.1,2 This effect has been observed in many two-
dimensional electron systems (2DESs) with mean-free-
path longer than the QPC channel length. It arises as
a consequence of the quantization of transverse momen-
tum and full transmission of the one-dimensional modes
in the constriction, reminiscent of quantum Hall effect
where the absence of backscattering leads to quantized
plateaus in the Hall resistance. Quantized conductance in
QPCs has been observed and studied in many 2D carrier
systems including electrons in GaAs,1,2 SiGe,3,4 GaN,5
InSb,6 and holes in GaAs.7,8
FIG. 1: (a) Conductance vs gate voltage. The arrow indi-
cates the ”0.7 structure”. (b) The transconductance dG/dVG.
The minima, nearly periodic in 2e2/h (except for the ”0.7
structure”), indicate developing plateaus in the conductance
trace.
Here we report transport measurements of a QPC
device realized in a 2DES confined to an 11 nm-wide,
modulation-doped AlAs quantum well grown on a GaAs
(001) substrate. The novelty of this system is that the 2D
electrons occupy conduction band valleys located at the
X points of the Brillouin zone. There are two anisotropic,
elliptical Fermi contours, each characterized by a heavy
longitudinal mass ml=1.1m0 and a light transverse mass
mt=0.2m0, where m0 is the electron mass in vacuum.
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Our QPC device is fabricated via shallow-etching and de-
positing a top gate that covers the entire sample and con-
trols the density in both the 2D reservoir and the QPC
channel. As outlined in the abstract, the conductance
vs gate bias trace of this device exhibits several inter-
esting features, some of which are puzzling. In the next
section, we summarize these observations and briefly de-
scribe their origin; the rest of the paper is devoted to the
details of the device and a quantitative explanation of
conductance vs gate bias data.
II. QUANTIZED CONDUCTANCE
Figure 1 presents our main finding. It shows the con-
ductance (G) trace of the QPC device measured at T=0.3
K as a function of the applied gate voltage (VG) and the
corresponding transconductance trace (dG/dVG) that ac-
centuates the features in G. Three features of the data
are noteworthy. First, we observe developing quantized
conductance steps near integer multiples (N) of 2e2/h up
to N = 5; these steps are exhibited more clearly in the
transconductance plot of Fig. 1(b).10 Second, the 2e2/h
conductance plateaus seem to get stronger monotonically
at higher N . Third, we observe a particularly strong
plateau near 0.7×2e2/h.
Perhaps the most puzzling feature of Fig. 1 data is
that, even though the system is expected to have a two-
fold valley degeneracy, we do not observe quantized steps
at integer multiples of 4e2/h but instead at multiples of
2e2/h. As we discuss in detail in the remainder of the
paper, this happens because the mass anisotropy breaks
2the valley degeneracy of the QPC subband energy levels.
The valley with higher mass in the QPC (lateral) confine-
ment direction has lower energy and therefore dominates
the low-lying subband states. Moreover a small but fi-
nite residual valley splitting present in the system further
helps lift the valley degeneracy.
Next, the overall weakness of the observed plateaus in
Fig. 1 imply that the QPC energy subband spacings are
comparable to kBT , where kB is the Boltzmann constant
and T is the system temperature. This is not surprising,
considering the rather large effective mass of electrons
(compared to, e.g., GaAs 2D electrons) which leads to
small subband spacings. The fact that the conductance
plateaus get stronger monotonically at higher conduc-
tance steps [Fig. 1(b)], on the other hand, is somewhat
puzzling. This distinct feature is not observed in conven-
tional surface split-gate QPCs.1,2. We attribute it mainly
to two characteristics of our device. First, since our QPC
constriction is defined using shallow-etching and gating
(in contrast to only gating using split-gate), we expect
the lateral confinement potential to be strong,11,12 re-
sembling a square well potential (Fig. 2). In such a po-
tential, the energy subband spacing ∆EN+1,N increases
at higher N , therefore at a given temperature, the sub-
band spacing will be better resolved. Second, the electron
mean-free-path in our device is comparable to the length
of the channel. As we increase the gate voltage, the den-
sity in the QPC channel increases, resulting in higher
electron mobility and longer electron mean-free-path.13
This results in a better transmission across the QPC and
thus a better plateau formation at higher VG. We note
that, a monotonic increase in strength of 2e2/h plateaus
suggests that the quantized energy levels originate from
a single valley. Any accidental degeneracy between X
and Y valley 1D energy levels in the QPC would lead to
non-monotonic energy level spacings and would cause a
deterioration or missing of conductance plateaus, in con-
trast to the monotonic increase in plateau strength as
observed here.
Finally, the conductance plateau we observe near
0.7×2e2/h is particularly strong compared to the other
plateaus in our QPC device or the ”0.7 structure”
plateaus reported for QPCs fabricated using other 2D
systems. The origin of the ”0.7 structure” is still un-
known although there is a general consensus that, un-
like the integer plateaus, it may be caused by electron-
electron interaction.12,14,15,16,17,18 Our observation is
consistent with such interpretation as we indeed do ex-
pect interaction to be strong in our system because of
the heavy electron effective mass.
III. DEVICE STRUCTURE
We used a modulation-doped AlAs quantum well
(QW) grown by molecular beam epitaxy on a (001) GaAs
substrate. The well is 11 nm wide, resides ≃110 nm be-
low the surface and is flanked by undoped and Si δ-doped
FIG. 2: (a) Device schematic of the shallow-etched QPC.
The k-space orientation of the in-plane valleys labeled as X
and Y is also shown. (b) Confinement potential along the
dashed-line in (a). The Fermi energy varies with the gate
bias voltage. (c) Device cross-section along the dashed line in
(a).
layers of Al0.4Ga0.6As [Fig. 2(c)].
13 The QPC is fabri-
cated on a standard Hall bar device, defined by optical
lithography.
In most QPC devices, the channel is defined by a pair
of surface metal split gates to control the channel’s elec-
trical width using an applied voltage bias to the gates.1,2
In such a device the width of the confinement potential
changes considerably while the Fermi level (EF ) in the
2DES reservoir remains constant. In a system with large
electron effective mass such as in AlAs 2DES, the en-
ergy level spacings are expected to be very small, render-
ing the observation of quantized conductance challeng-
ing. We tried a number of split-gate structures with no
success in observing quantized conductance steps. Ex-
periments on high quality AlAs quantum wires fabri-
cated via the cleaved-edge-overgrowth technique, have
not yielded clear quantized plateaus either.19 We there-
fore took an alternative approach and defined the QPC
constriction by shallow-etching to introduce a strong
QPC confinement,11,12 and then covered the entire de-
vice by a Ti/Au top gate that controls the 2DES density
(and thus EF ) in the reservoir and in the QPC constric-
tion [Fig. 2(a)]. As we demonstrate later in the paper,
this device structure allows us to directly probe the en-
ergy spacing between the QPC quantized energy levels.
One disadvantage is that the background resistance, from
the series resistance of the 2DES reservoir regions flank-
ing the point contact, varies with the gate voltage; how-
ever, this background correction is found to be rather
3negligible as shown in Fig. 1.10
Our QPC constriction was defined by electron beam
lithography to be 300 nm wide and 500 nm long with
the transport direction aligned along [100] as shown in
Fig. 2(a). Due to carrier depletion near the bound-
ary of the constriction, however, the electrical channel
width (w) is expected to be smaller. We performed wet-
etching using H2SO4:H2O2:H20 (1:8:160) solution to a
depth of 65 nm to remove the Si dopant layer, thus
completely depleting the electrons under the etched re-
gion [Fig. 2(c)]. Using illumination and top/back gate
biasing,20 we were able to vary the 2DES density n2D
between 2.4 to 4.5×1015 /m2 with a low temperature
mobility of ∼15 m2/Vs, implying a transport mean-free-
path of ∼1 µm. The measurements were done in a 3He
cryostat system with 0.3 K base temperature and using
standard phase sensitive lock-in technique in a four-wire
configuration.
IV. ANALYSIS AND DISCUSSION
To gain insight into the transport in the QPC and espe-
cially to understand the role of the two in-plane valleys,
we present a simple model to describe the QPC energy
levels by taking into account the QPC geometry and the
electron system parameters. Our goal is to accurately
explain the values of VG at which we observe the con-
ductance plateaus. We start with an infinite square well
model and a constant QPC channel width. However,
as we will show, this description is unsatisfactory for our
system, and thus later on we refine the model by treating
the channel width as a gate voltage-dependent variable.
We also corroborate this analysis with the channel width
deduced from our low-field magnetoresistance data.
A. Quantum point contact model
Figures 3(a) and (b) present a model for the potential
landscape around the QPC. In our device, as we increase
the gate voltage, EF increases and crosses the quantized
energy levels in the QPC, leading to quantized conduc-
tance steps. The Fermi energy can be obtained from the
density (n2D) in the 2D reservoirs on the two sides of the
QPC. This density can be determined from Shubnikov-
de Haas oscillations and Hall resistance measurements as
will be detailed in the next section (Figs. 4 and 5). We
start with the simple assumption that there are two in-
plane valleys X and Y with equal population in the 2D
reservoirs participating in transport; X and Y refer to
valleys with their major axes along [100] and [010] direc-
tions (see Figs. 2 and 3). Given n2D, we can calculate
the Fermi energy EF = n2D/ρ where ρ = 2m
∗/pih¯2 is the
spin- and valley-degenerate 2D density of states; we used
m∗ =
√
mlmt. This EF is plotted as a function of VG in
Fig. 3(c).
FIG. 3: (a) Schematic drawing showing the potential land-
scape surrounding the QPC and the orientations of the two
in-plane valleys X and Y . (b) Potential cross-section along
the transport direction [dotted line in (a)]. (c) Dependence of
the Fermi energy on to the gate voltage. The circles are the
expected level crossings. Right inset: The conductance vs VG
trace together with an idealized conductance step model to
determine the level crossings (see text). Left inset: The QPC
energy levels assuming a fixed channel width of w = 300 nm.
It is apparent that the energy levels do not fit the level cross-
ings.
From the conductance trace in Fig. 1 we can estimate
the gate voltages where EF crosses the 1D subbands in
the QPC. Since the plateaus are not sharply defined in
our experiment we cannot pinpoint exactly where these
crossing points are. However the kinks at every 2e2/h in
the conductance trace are clear. These kinks occur when
EF lies in the middle of an energy gap. Thus the level
crossings occur approximately at gate voltages half-way
in between successive gate voltages where the kinks ap-
pear. Using this approximation we construct an idealized
conductance steps trace shown by dashed lines in the in-
set of Fig. 3(c). The positions where the level crossings
occur are marked as circles (labeled with their subband
indices N = 1 to 5).
Figure 3(b) assumes that the QPC has an elevated
bottom potential, with an offset ∆EC , with respect to
the 2DES reservoir potential. This is to model the fact
that the QPC has a pinch-off voltage VP = 0.3 V (Fig. 1)
even though the density in the 2D reservoir is non-zero
at this voltage. We take ∆EC to be equal to EF at
VG = VP .
In the QPC channel, the X and Y valleys have a differ-
4FIG. 4: Magnetoresistance traces for the QPC device. Inset
shows the contact geometry for these traces. The kink in
the Rxx magnetoresistance trace, (marked by the arrow BK),
signals the field where the cyclotron orbit fits into the width
of the QPC channel. For VG = 0.6 V, a Hall resistance (Rxy)
trace is also shown.
ent set of quantized energy levels as shown in Figure 3(b).
This happens because, thanks to the different valley ori-
entations, the electrons in the X and Y valleys have
different effective masses along the lateral confinement
direction. This mass anisotropy breaks the degeneracy
of the quantized levels in the channel. Since the confine-
ment potential is strong and quantized energies are small
due to heavy electron effective mass, we can estimate the
1D subbands’ energy levels using an infinite square well
model: EN = N
2h¯2pi2/2m∗yw
2 where m∗y is the electron
mass along the QPC confinement direction; m∗y is equal
to ml (mt) for the Y (X) valley. Thus the ground state
energy for valley Y is lower than that of X by a fac-
tor of ml/mt = 5.5. Finally, given the channel width of
w=300 nm, we calculated the first few subband levels for
both X and Y valleys and plot them in Fig. 3(c). It is
apparent that the energy levels do not agree with the ex-
pected level crossings. This points to the inadequacy of
our simple model and demands further refinement, which
we describe in the next section.
B. Determination of QPC channel density and width
Since the constriction is defined by etching, the re-
moval of the dopant layer, together with the Fermi level
pinning effect at the exposed surface, induces depletion
regions that narrow the QPC channel. Simple theoreti-
cal estimates, confirmed by experimental results, indicate
that the depletion width decreases with increasing 2DES
density.21,22 In addition, as seen in Fig. 2(c), the top gate
covering the shallow-etched region comes to close proxim-
ity of the QPC channel (somewhat similar to a split-gate
device) so that changing the gate bias may also influence
FIG. 5: (a) Fourier transform (FT) spectrum of Rxx repre-
senting density components in the 2D reservoir and the QPC.
(b) Fourier transform spectrum of dRxy/dB representing den-
sity components in the 2D reservoir alone. (c) Summary of
the Fourier spectra peaks vs VG.
the channel width electrostatically. Therefore, we expect
that the channel width w would increase at higher VG
where the density is higher.
It is possible to estimate the channel width from the
QPC magnetoresistance (MR).23 Figure 4 shows the lon-
gitudinal MR (Rxx) traces across the QPC and the trans-
verse MR (Rxy) measured in one of the reservoir regions
(see Fig. 4 inset). The Rxx traces exhibit strong negative
MR at low field. This negative MR arises from the sup-
pression of the constriction resistance by the magnetic
field in the ballistic regime. As the magnetic field is in-
creased, the electron backscattering rate is reduced and a
larger fraction of the edge states are transmitted through
the channel, resulting in a smaller resistance.23 This be-
havior persists up to a magnetic field BK at which the
classical cyclotron diameter equals the channel width. At
BK there is a marked change in the MR slope, appear-
ing as a ”kink” in the trace (Fig. 4) that can be used to
estimate the width of the QPC:
w = 2h¯kF /eBK (1)
where kF is the Fermi wavevector perpendicular to the
width of the QPC.23
In our QPC there are two possible in-plane valleys,
each with an elliptical cyclotron orbit, that could par-
ticipate in the transport. For the X and Y valleys, the
Fermi wavevectors along the transport direction (perpen-
dicular to the channel width) can be written as:24
k2F,X = 2pinQPC,X
√
ml/mt (2)
k2F,Y = 2pinQPC,Y
√
mt/ml (3)
where nQPC,X and nQPC,Y are the 2D valley densities in
the QPC for the X and Y valleys, respectively. These
electron densities in the QPC channel can be determined
5FIG. 6: QPC channel electrical width (w), deduced from the
kink in the magnetoresistance, for two possible cases where
either valley X or Y is occupied; these cases are schematically
illustrated on the right. Gray area denotes the error band for
w from the MR kink data. The open squares and solid line
indicate w determined from the QPC model (see text).
from the Fourier spectra of the Shubnikov-de Haas (SdH)
oscillations as follows.
Since Rxx is measured across the QPC (Fig. 4), it
contains SdH oscillation contributions from both the 2D
reservoirs and the QPC region.25 Ideally, we could ob-
tain density information in the 2D reservoirs from MR
measurements in a plain 2D region adjacent to the QPC.
Unfortunately, there are no contacts available to measure
such a region in our device. Thus, to obtain the density
in the 2D reservoirs alone, we deduce the SdH oscillations
from dRxy/dB that represents the ”longitudinal MR” fol-
lowing the empirical resistance rule.26 It has been shown
that the Hall resistance is unaffected by the presence of
the QPC constriction.23
The Fourier spectra of Rxx and dRxy/dB are shown in
Figs. 5(a) and (b). We observe three common frequency
components labeled as A, B and D in Fig. 5(a) [A’, B’,
and D’ in Fig. 5(b)] in the Fourier spectra of Rxx and
dRxy/dB traces. These frequency components are asso-
ciated with total density (A) and half total density (B) in
the 2D reservoir region27 (We will shortly return to peak
D in the next section). We assign the frequency com-
ponent C, which appears only in Rxx Fourier spectrum
[Fig. 5(b)], to the total density in the QPC channel. Our
justification for this assignment is two-fold. First, the
frequency component C does not appear in the SdH spec-
trum of dRxy/dB that represents SdH oscillations from
the 2D reservoir alone. Second, this frequency compo-
nent extrapolates to zero at VG = 0.3 V [Fig. 5(c)] mark-
ing the pinch-off voltage VP for the QPC, consistent with
the onset of the conductance trace (Fig. 1). Therefore,
from the peak C positions, we can determine the electron
densities in the QPC channel using: nQPC = fC×e/h.
Assuming that only one valley is present in the chan-
nel, there are two possible cyclotron orbit orientations
and the width w can be calculated for each case based on
Eqs. 1-3 as shown in Fig. 6. Using a scanning electron mi-
croscope, we confirmed that the QPC geometrical width
is indeed 300 nm, consistent with the width intended in
our electron-beam lithography process. This implies that
the width deduced for X valley is not realistic since it ex-
ceeds 300 nm at high gate voltage. We conclude that it
is the Y valley that is occupied in the QPC and therefore
dominates the transport across the QPC channel. This
gives channel widths ranging from 50 to 130 nm (Fig. 6),
implying depletion widths of 85 to 125 nm on each side
of the channel wall. These are reasonable values for de-
pletion widths in this type of structure.21
C. Quantum point contact model - revisited
Having established that the QPC width increases with
increasing gate voltage, we can now refine our QPC
model (Fig. 7). As mentioned in Section II, the mono-
tonic increase in plateau strength of the conductance
trace with increasing VG suggests that the transport in
the QPC arises from a single valley. This situation re-
quires a residual valley splitting that further lifts the val-
ley degeneracy and depopulates one of the valleys. In-
deed from the Fourier spectrum of dRxy/dB in Fig. 5(b),
where the spectrum represents SdH oscillation compo-
nents arising from the 2D reservoir only, the half val-
ley density peak D (at ∼2.5 T) and half total density
peak B (at ∼7 T) indicate a valley population imbal-
ance. This imbalance corresponds to a valley splitting of
∆EV ≃ 0.5 meV. In the presence of such a residual valley
splitting, the Fermi energy of the majority valley is given
as EF = n2D/ρ+∆EV /2, as plotted in Fig. 7(c).
The presence of a residual valley splitting in our sample
is not unusual. It normally arises from a built-in residual
strain introduced during sample cooldown. Furthermore,
this valley splitting could be enhanced in the QPC chan-
nel. First, it is possible that additional anisotropic strain
may be introduced during the fabrication process steps
such as etching and gate evaporation. Second, the ad-
ditional confinement and lower electron density in the
QPC region could lead to stronger exchange interaction
and make the system more easily valley polarized.28 Thus
it is not unlikely that the transport in the QPC channel
is valley polarized.
Therefore, in the refined model, we assume that there
is only one valley that dominates the transport in the
QPC, in this case the Y valley as suggested from the
previous section and Fig. 6. Using an infinite square well
model with channel width w as an adjustable parame-
ter, we can calculate the 1D energy subbands to fit the
expected level crossings as shown in Fig. 7(c). We as-
sume the width w is a monotonic and smooth function
of the gate voltage. As we increase EF , the QPC chan-
nel gets wider and the quantized energy levels drop. We
6FIG. 7: (a) Potential landscape surrounding the QPC. (b)
Potential cross-section along the transport direction. A finite
residual valley splitting (∆EV ) in the 2D reservoir is shown.
In the QPC this valley splitting is enough to completely de-
populate the X valley. (c) A revised QPC energy level model
with variable channel width. The model fits the QPC energy
levels to all observed level crossings.
obtain the gate voltage-dependent width w(VG) as the
fitting parameter and plot w as a solid curve in Fig. 6
for comparison. We find that the widths deduced from
the QPC model fall fairly close, within the error band,
to the widths deduced from the negative MR kink. This
self consistency indicates that indeed it is the Y valley
that dominates the transport in the QPC, while the X
valley in the QPC is depopulated due to a residual valley
splitting.
The resulting energy level spacings between successive
quantized energy levels are ∼0.1 meV, very small com-
pared to typical subband spacing of most GaAs QPC
devices (∼5 to 20 meV), yet still somewhat larger than
the thermal energy ∼26 µeV at T = 0.3 K. This is con-
sistent with the fact that we observe only rather weak
developing, quantized conductance plateaus.
We would like to point out that we can interpret the
data of Fig. 7 with the X valley instead of Y as the source
of the quantized energy levels, and mt as the relevant
effective mass along the confinement potential. In order
to yield the same energy levels, such an interpretation
requires a larger channel width, whose values fall near
(slightly above) curve X in Fig. 6. This happens because
the quantized energy levels EN scale as 1/m
∗w2 and, to
obtain the same energy levels, the channel width has to
be larger by
√
ml/mt. However, as mentioned in section
FIG. 8: (a) Differential conductance G = dI/dVSD traces
measured at T=0.3 K. Each trace corresponds to incremen-
tal step of 2 mV in VG starting from 0.3 V at the bottom.
(b) The transconductance (dG/dVG) spectrum. The bluish
(dark) regions correspond to developing plateaus. The num-
bers represent the plateaus indices.
IV.B, the widths deduced for the case of X valley are not
realistic as they exceed the physical channel width of 300
nm at high VG.
V. SOURCE DRAIN BIAS SPECTROSCOPY
Having provided a basic understanding of the QPC
conductance data vs VG in our system, we proceed to
focus on the ”0.7 structure”. A relevant measurement is
the finite source-drain bias spectroscopy.5,12,15 We mea-
sured the differential conductance G = dI/dVSD by ap-
plying a small AC excitation signal superposed on a DC
source-drain bias (VSD). Figure 8(a) shows that the mea-
sured source-drain bias conductance traces exhibit non-
linear transport behavior through the QPC. We observe
a bunching of the traces along the VSD = 0 line that in-
dicate the formation of plateaus at integer multiples of
2e2/h.
These features in the conductance traces can be
seen more clearly in the transconductance spectrum
dG/dVG obtained numerically. This spectrum is dis-
played in Fig. 8(b) where the blue color indicates minima
in dG/dVG that correspond to developing conductance
plateaus at integer multiples of 2e2/h. If the plateaus are
well developed one can extract the energy subband spac-
ings in the QPC.12,29 Unfortunately, since the plateaus
7FIG. 9: Full-width at half-maximum (FWHM) of the ZBA
peak as a function of gate voltage. The color data points (plus
signs) are associated with the conductance trace of the same
color in the inset. For reference the conductance trace G vs
VG is replotted. Inset: Differential conductanceG = dI/dVSD
at low conductance where the ZBA occurs.
are weak in our device, we cannot deduce the energy sub-
band level spacings from this data.
However, one particularly interesting feature of the
non-linear conductance measurements, relevant to the
”0.7 structure”, is the conductance peak around zero
VSD, known as the zero bias anomaly (ZBA).
15 This fea-
ture can be observed more clearly in the expanded plot
of the VSD bias spectrum as shown in the inset of Fig. 9.
The ZBA below the first 2e2/h plateau has been observed
previously in other systems such as in GaAs15 and GaN5
QPCs and has been associated with a Kondo-like corre-
lated state. The width of the ZBA was found to show
a dip near the ”0.7 structure” and increase monotoni-
cally with increasing gate voltage.5,15 Here, we observe
qualitatively similar behavior (Fig. 9). It was argued in
Ref. 15 that the widths of the ZBA peaks, after the dip,
are close to 2kBTK/e where TK is the Kondo tempera-
ture of the system. However, we remark on a difference
here. It appears in our data that, for our device, the
ZBA persists above the first quantized plateau (2e2/h)
and its width keeps increasing, while in the GaAs system
the ZBA width diverges as the conductance traces col-
lapse to the first plateau.15 This could simply be related
to the fact that our QPC does not show a strong plateau
at 2e2/h.
VI. SUMMARY AND CONCLUSIONS
We have studied transport in a QPC device fabricated
in a two-dimensional electron system confined to an 11
nm-wide AlAs QW. The QPC is defined by shallow-
etched regions and entirely covered by a top gate that
controls the density in both the 2D reservoirs and the
QPC channel. The conductance trace obtained shows de-
veloping quantized conductance plateaus at integer steps
of 2e2/h. From the density measurement in the 2D reser-
voirs and in the QPC channel we construct a simple
model with a gate-voltage dependent channel width to
describe the crossings of the Fermi energy and the QPC
quantized energy levels. The QPC model and the chan-
nel width determination using the negative magnetoresis-
tance kink corroboratively indicate that the transport in
the QPC channel is dominated by the Y valley, the val-
ley with higher mass along the QPC lateral confinement
direction. This is a plausible outcome since the lowest
QPC subband energy levels should be dominated by the
carriers with higher effective mass along the confinement
direction. Our results highlight the intricacies of under-
standing quantized conductance in a system with multi-
ple and anisotropic valleys such as ours. Additionally, we
observe a well-developed ”0.7 structure” that may reflect
strong electron-electron interaction in this system thanks
to its heavier electron mass.
We close by making a few remarks. There has been
considerable interest recently in utilizing the spin degree
of freedom to make functional devices (spintronics),30 or
to serve as a qubit for quantum computation.31 The val-
ley degree of freedom may provide an alternative for such
applications.28 The QPC can then be utilized as a simple
valley filter, a potentially important device component,
where the QPC confinement breaks the valley degener-
acy, favoring the carriers in one valley and thus leading
to valley polarized transport. In contrast, a spin filter
is much more difficult to implement.32 Furthermore, by
simply orienting the QPC transport directions along ei-
ther [100] or [010], one can choose which valley species to
filter. Alternatively, one could preserve the valley degen-
eracy in the QPC by orienting the QPC with its trans-
port direction along [110]. Finally, it is possible to control
the valley populations by applying tunable strain using
a piezo-actuator to which the sample is glued.33
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