The phase diagram and thermodynamic properties of the (2+1)-dimensional Gross-Neveu model are studied in the presence of a constant magnetic field. The optimized perturbation theory (OPT) is used to obtain results going beyond the large-N approximation. The free energy and the complete phase diagram of the model, in terms of temperature, chemical potential and magnetic field are obtained and studied in details. We find that some of the main qualitative changes induced by the OPT finite N corrections concern the region of intermediate to high chemical potentials where this approximation adds a term proportional to λ ψ + ψ 2 /N to the free energy. Then, depending on the sign of λ (relative to the critical coupling), and magnitude of the magnetic field, we observe a weakening (when λ < 0) or enhancement (when λ > 0) of the chiral broken region in the magnetized fermionic system. By comparing the results from the OPT and the large-N approximation, we conclude that finite N effects favor the phenomenon of inverse magnetic catalysis when the coupling constant is negative. We show that with the OPT the value of the coexistence chemical potential at vanishing temperature tends to decrease for large values of the magnetic field. This is opposite to what is seen in the large-N approximation, where for large magnetic fields the coexistence chemical potential starts again to increase. Likewise, at finite temperature, the value of the chemical potential at the tricritical point also decreases with the magnetic field in the OPT case. Consequently, the shape of the phase diagrams predicted by the OPT and by the large-N approximation look very different in the presence of high magnetic fields. Finally, for small values of magnetic field and temperature, we identify the presence of possible intermediate nonchiral phase transitions when varying the chemical potential. We show that these phenomena are not an artifact of the large-N approximation and that they also occur within the OPT framework. These intermediate transitions are interpreted to be a consequence of the de Haas-van Alphen oscillations. We also explain why this type of phenomenon can happen in general for negative couplings but not for positive couplings.
I. INTRODUCTION
Four-fermion theories [1] find applications in several areas of physics, from condensed matter systems (for example in models for polymers, high temperature superconductors, etc) to high energy physics, most notably as effective models for QCD, like the Nambu-Jona-Lasinio (NJL) model [2] and its variants, including the Gross-Neveu (GN) model [3] . These theories are typically employed in the study of chiral transition, either for the discrete form of the symmetry, ψ → γ 5 ψ, or in the continuous form, ψ → exp(iαγ 5 )ψ. The general interest is to understand how the chiral transition pattern is affected by external control parameters such as the temperature (T ) and the chemical potential (µ). It is also well known that, apart from these control parameters, the presence of an external magnetic field may impact significantly on the phase transition patterns.
So far we have a reasonable understanding of how chiral symmetry is affected by T , µ as well as by the presence of a magnetic field B. Mostly, this understanding is acquired at the mean-field level [4] for both the GN and the NJL models. Recently, the understanding of how an external B field affects the symmetry aspects of these four-fermion theories turned out to be a question of general interest for the following reasons. First, the interaction of fermions with an external B field is expected to be associated with phenomena such as the metal-to-insulating phase transition in semiconductors [5] , quantum Hall effects [6] and the transport properties in superconductors [7] , just to mention a few phenomena in the context of condensed matter physics, while in the high energy physics domain the effects of a magnetic background is important to the physics of compact stellar objects [8] , heavy-ion collisions at the Relativistic Heavy Ion Collider and at the LHC [9] and in the physics of the early universe [10] , which are situations where high intensity fields, B ∼ 10 17 − 10 20 G, are expected to be present or produced (for a recent review, see e.g. Ref. [11] and references therein).
Of topical interest is to understand how a magnetic field will affect phase transitions, since they can induce dynamical symmetry breaking, or magnetic catalysis [12, 13] . Within fermionic systems 1 , magnetic catalysis refers to the generation of a mass gap for the fermions at any finite interaction strength, leading explicitly to chiral symmetry breaking 2 . In this work, we apply the optimized perturbation theory (OPT) [15] (see Ref. [16] for early works on this subject) to the GN model in 2+1 dimensions and investigate how dynamical chiral symmetry breaking (CSB) is affected by the presence of a magnetic field, comparing our results with those obtained in the large-N (LN) approximation, which is equivalent to the well known mean field approximation (MFA). The OPT has already established itself as a powerful method in dealing with critical theories. For example, in the Bose-Einstein condensation case this method and its different variations have provided some of the most precise analytical results for the shift in the critical temperature for weakly interacting homogeneous Bose gases [17] . Other applications to condensed matter situations include a precise evaluation of the critical density for polyacetylene [18] . Also, when extended by hard-thermal loops, the method was successful in predicting QCD thermodynamical properties at the three-loop level [19] . Improved by the renormalization group, and inspired by similar properties [20] in the Gross-Neveu model, a variation of the OPT has been recently used in the evaluation of Λ QCD MS [21] and α S [22] , where the stability and convergence at higher orders of this renormalization group OPT form was demonstrated. For the present application it is worth mentioning that the OPT was instrumental in the determination of the phase diagram of the massless GN model in 2+1 dimensions at finite T and µ in the absence of magnetic fields [23] . In this case, the LN approximation predicts that the whole T − µ plane is dominated by a second-order phase transition, except at T = 0, where a first-order phase transition is predicted to occur. But, Monte-Carlo numerical simulations [24, 25] have indicated that a first-order transition line should appear at the low-T and high-µ region, terminating in a tricritical point at intermediate values of T and µ. However, no precise location for this tricritical point was possible to be given. This situation has been changed when the complete phase diagram for the model was studied in the context of the OPT method and the precise location of the tricritical point determined for any value of N [26] . The two-flavor NJL model in 3 + 1 dimensions with physical quark masses has also been treated with the OPT at finite T and µ in the absence of magnetic fields [27] . The main outcome was that the 1/N corrections brought in by this approximation generate the effects of a repulsive vector channel (absent in the original Lagrangian), which weakens the first-order transition line and locates the critical end point at temperature values that are smaller than the ones predicted by the LN approximation. A detailed discussion about the physical nature of the OPT 1/N corrections in the simplified Abelian NJL model context was recently carried out in Ref. [28] .
In the massless GN model, the LN approximation predicts that the critical temperature, which signals that chiral symmetry has been restored through a second-order phase transition, increases with B at vanishing fermionic densities. However, although the functional renormalization group technique [29] has been recently applied to analyze magnetic catalysis at zero temperatures and densities, we are not aware of evaluations that go beyond mean field at finite T , µ and B in the context of the GN model in 2 + 1 dimensions. In the present work we show that at µ = 0 the results obtained with the LN method and the OPT agree from the qualitative point of view. Namely, magnetic catalysis still takes place and the critical temperature rises with B. However, at the other extreme of the phase diagram, when T = 0 and µ = 0, we find that the OPT and the LN predict different qualitative and quantitative behaviors as far as the coexistence chemical potential µ c is concerned. The differences are more pronounced for negative couplings (λ < 0), where the OPT reproduces the phenomenon of inverse magnetic catalysis (IMC) [30] , which predicts the decrease of µ c with increasing B, even at large magnitude of magnetic fields. Other qualitative differences happen in the region spanned by intermediate to high chemical potentials, where the OPT adds terms of the form λ ψ + ψ 2 /N to the free energy, while only scalar condensates ( ψ ψ ) are considered within the LN approximation. Then, depending on the sign of the four-fermion coupling λ and for sufficiently large values of the magnetic field, we observe the weakening (λ < 0) or the enhancement (λ > 0) of the entire CSB region in the magnetized fermionic system. The OPT also predicts that the value of µ c (at T = 0) can be smaller than the tricritical point value (µ tric ), producing an important change in the shape of the phase diagram as compared to the one generated by taking N → ∞. Finally, we also discuss the possibility that the order parameter value suffers more than one discontinuity as µ increases when T = 0 and B is small. Being observed by both approximations when λ < 0, this feature is not an artifact of the LN approximation and can be easily explained by a close examination of the filling of the Landau levels. This paper is organized as follows. In the next section we briefly review the planar GN four-fermion model within the OPT formalism. In Sec. III we obtain the effective potential (or free energy density), at first nontrivial order, which is adequate to treat a hot, dense and magnetized planar four-fermion system. Next, in Sec. IV we discuss how finite N effects affect thermodynamical quantities such as the order parameter, the critical quantities and the overall shape of the phase diagram when a magnetic field is present. The results obtained from the OPT are contrasted with those produced by the LN approximation in all the cases we have analyzed. Finally, in Sec. V, we give our concluding remarks. Two appendices are also included to show and clarify some technical aspects.
II. GN MODEL IN AN EXTERNAL CONSTANT MAGNETIC FIELD IN THE OPT FORMALISM
In the presence of an external electromagnetic potential A µ , the GN model with fermions with N flavors, ψ k (k = 1, . . . , N ), is described by the Lagrangian density [3] 
Note that a summation over fermionic species is implicit in the above equation with, e.g.,ψ k ψ k = N k=1ψ k ψ k . When m f = 0, which is the case considered by us here, the theory is invariant under the discrete chiral symmetry (CS) transformation
with the gamma matrices being 4 × 4 matrices and we follow the representation given, e.g., in Ref. [1] for fermions in 2+1 dimensions 3 . A constant magnetic field B along the z direction, perpendicular to the plane of the system defined by Eq. (2.1), can be considered by choosing a gauge where the external electromagnetic potential is given, for example, by A µ = (0, 0, Bx, 0).
The LN limit (or MFA) of the model Eq. (2.1) is defined by considering the four-fermion interaction as g 2 = λ/N and taking N → ∞, while keeping λ fixed (see, e.g., Ref. [32] ). In the following we will study the model of Eq. (2.1) beyond the simplest MFA/LN approximation by employing the OPT method.
Within the OPT framework one makes use of a linear interpolation on the original model in terms of a fictitious parameter, δ (used only for bookkeeping purposes), which allows for further expansions [15] . Then, following e.g. Refs. [23, 33] , the interpolated GN four-fermion theory can be expressed as
Note that at δ = 0 we have a theory of free fermions, while at δ = 1 we recover the original theory. We can now rewrite the four-fermion interaction in Eq. (2.3) by introducing an auxiliary scalar field σ in the usual way [32] , such that Eq. (2.3) becomes:
where σ and the chiral operator are related, from the saddle-point solution for σ, by σ = −(λ/N )ψ k ψ k . Renormalization issues do not arise at the level of the approximation considered in the present application, but the interested reader can find a comprehensive discussion in the context of the OPT method in Ref. [23] , for example. Any quantity computed from the above interpolated Lagrangian density (2.4), at some finite order in δ, is dependent on the arbitrary mass parameter η, which also serves as an infrared regulator. Then, after the formal mathematical manipulations associated with the evaluation of the relevant Green functions, one must fix the arbitrary η in a judicious way. Here, as in most of the previous works on the OPT method (see, e.g., Refs. [23, 33, 34] ), η is fixed by using the principle of minimal sensitivity (PMS). Within the PMS procedure one requires that a physical quantity Φ (k) , that is calculated perturbatively to some k-th order in δ, be evaluated at the point where it is less sensitive to this mass parameter. This criterion then translates into the variational relation [35] 
The optimum valueη that satisfies Eq. (2.5) must be a function of the original parameters, including the couplings, thus generating in that sense nonperturbative dependences in the coupling and other parameters of the model.
III. EFFECTIVE POTENTIAL FOR THE INTERPOLATED THEORY
Following, e.g., Ref. [23] , the effective potential (or free-energy density) for a constant background scalar field, σ c , at first order in the OPT approximation is given by
where ∆V eff,δ 1 /N brings the first 1/N corrections to the effective potential. This contribution is explicitly given by
where Σ δ 1 (η) is the O(δ) contribution to the fermion self-energy,
3)
The traces in Eqs. (3.1) and (3.2) are taken over Dirac's matrices only (a factor of −1, corresponding to a closed fermionic loop, has already been taken into account [36] in the above expressions). After taking the traces over the Dirac's matrices and rearranging the terms, Eq. (3.1) can be written as
(3.4)
In the above expressions we are using the notation for the momentum integrations in (2 + 1) dimensions, at finite temperature and chemical potential and in the presence of a constant magnetic field. Expressed in terms of sums over discrete Matsubara's frequencies and Landau levels (LLs) the integral measure is given by
where ω ν = (2ν + 1)πT , with ν = 0, ±1, ±2, . . ., are the Matsubara frequencies for fermions, with T the temperature. The sum over j are over the Landau levels (LL), with a density of states eB/(2π). The time and space components of the momentum are p 0 → i(ω ν − iµ), where µ is the chemical potential, while p 2 → 2jeB gives the (square of the) Landau energy levels, with the factor (2 − δ j,0 ) accounting for the degeneracy of the j ≥ 1 Landau levels [12, 13] .
Then, using Eq.(3.5) and performing the sums over the Matsubara frequencies, the explicit expression for the effective potential (3.4) can be obtained. It can be written in the form
where I i (η, B, T, µ), i = 1, 2, 3, are given by (see also Appendix A)
, (3.8)
where E j = 2jeB + η 2 , α j = 2 − δ j, 0 and ζ(s, a) is the Hurwitz zeta function [37] ,
It can be easily shown from Eq. (3.6) that in the large-N limit we reobtain the standard expression for the effective potential for this model, as found, e.g., in the seminal papers [12, 13] .
It is also useful to realize that Eqs. (3.8) and (3.9) can be both expressed in terms of Eq. (3.7):
11)
Finally, let us analyze the physical meaning of the OPT 1/N corrections displayed by Eq. (3.6). By recalling that at one-loop order one can write the fermion number density as 13) and the scalar condensate as
then, it is easy to see that Eq. (3.2) becomes
where we have used λ/N ≡ g 2 . Therefore, contrary to the LN approximation, the OPT brings in a 1/N suppressed term that only contributes at finite densities. Thus, one may expect some important differences to arise as this term becomes more important at increasing µ values [28] .
As an aside, concerning the values of the coupling λ leading to chiral symmetry breaking, note that we can define a renormalization condition for the coupling as 1
In terms of a cutoff regularization, in 2 < D < 4 dimensions λ c defines (for vanishing magnetic field) a critical value for which chiral symmetry breaking can happen [13] , such that for λ > λ c (i.e., corresponding to λ R < 0) the model can be in the broken phase of the discrete chiral symmetry, while for 0 ≤ λ ≤ λ c (i.e., corresponding to λ R ≥ 0), there is no chiral symmetry breaking. Some authors prefer to work directly in terms of the bare coupling λ (like in Ref. [13] ), while others prefer to work in terms of the redefined coupling λ R (like, for example, in Refs. [12, 38] ). The latter is necessarily the case when working directly in terms of dimensional regularization, as we consider here, since then the above integral vanishes by definition, and λ = λ R . Note also that within dimensional regularization there are no additional divergences in the OPT case (see, e.g., Ref. [23] for more details).
IV. OPTIMIZATION AND NUMERICAL RESULTS BEYOND LARGE N
The optimization of the effective potential, Eq. (3.6), is easily implemented by applying the PMS condition, Eq. (2.5), to V eff . Let us initially apply the PMS to the most general order-δ effective potential, which is given by Eq. (3.4) . This exercise will help the reader to visualize the way the OPT-PMS resums the perturbative series. Setting δ = 1 and applying the PMS to Eq. (3.4), we obtain that
From the result given by Eq. (3.9), the last term of Eq. (4.1) only survives when µ = 0. In the case µ = 0, Eq. (4.1) factorizes in a nice way, which allows us to understand the way the OPT-PMS procedure resums the series producing nonperturbative results. Then, when µ = 0, and using Eq. (3.3), the OPT-PMS Eq. (4.1) factorizes to
leading to the self-consistent relation
which is valid for any temperature and number of space-time dimensions provided that µ = 0. In this way the OPT fermionic loops get contributions containing σ c as well as a rainbow (exchange) type of self-energy terms, given by Eq. (3.3). Note that when N → ∞,η = σ c and the large-N result is exactly reproduced [33] . When µ = 0, we can consider Eq. (4.1) in order to get the general result in terms of the I i (i = 1, 2, 3) terms defined in the previous section. Alternatively, using Eqs. (3.11) and (3.12) we obtain thatη is given by the solution of
Again, we see from Eq. (4.4) that as N → ∞, the large-N resultη = σ c is recovered. The PMS equation (4.4) is to be solved together with the one defining the vacuum expectation value for the background field σ c ,
We now have all the necessary tools to investigate all the possible cases when considering a finite constant magnetic field applied to the system. As a ballpark estimate we shall consider magnetic fields ranging from eB = 0 to eB = 20 Λ 2 , since the gap energy is about Λ within this model. This choice is reasonable since, keeping in mind possible applications to condensed matter systems for example, typically, the gap energy lies within the range 10 − 100 meV and if, for example, one considers the lower gap value Λ ∼ 10 meV then eB = 20Λ 2 ∼ 3 Teslas, which is a realistic value within current planar condensed matter systems 5 . Finally, we set N = 2, since this is the relevant value as far as planar condensed matter systems (like high-temperature superconductor films or graphene) are concerned.
A. T = 0 and µ = 0 case Let us preliminarily examine the case of zero temperature and zero chemical potential, T = µ = 0. An important effect here is that of magnetic catalysis [12, 13] , which we next investigate in order to analyze how this phenomenon is affected by the nonperturbative inclusion of finite N corrections through the OPT. From Eq. (3.6) for the effective potential and upon using the results (A14), (A15), and (A16) obtained in the appendix, we have that
Then, from Eq. (4.4), we obtain the self-consistent relation to be evaluated forη: By extremizing the effective potential (4.6) with respect to σ c , setting δ = 1 and using the optimalη, one finds that the order parameter satisfiesσ
Then, comparing the above equation with Eq. (4.7), one is lead to the relation
where
By using Eq. (4.9) in Eq. (4.8), we obtain
Chiral symmetry breaking can now be investigated by looking at the case λ > 0, in which CSB does not occur when B = 0, and also the case λ < 0, where dynamical CSB occurs even at B = 0. All quantities will be expressed in terms of the scale Λ = π/|λ|, which is the value of the chiral condensateσ in the LN case. Our numerical results are compared to the ones given by the LN approximation in Fig. 1 for N = 2. We note that when either λ > 0 or λ < 0, the magnetic catalysis is enhanced by the finite N contributions that the OPT-PMS method brings, as Fig 1 shows. B. T = 0 and µ = 0 case As in the previous subsection, we start with Eq. (3.6) for the free energy density and use the results (A11), (A12) and (A13) to write
The expression for the order parameterσ, equivalent to Eq. (4.11) in the case of T = 0, now reads
where E j (σ) = 2jeB +σ 2 F 2 (N ) and we have used Eq. (4.9), which still holds at T = 0 and µ = 0. The thermal behavior for the order parameter,σ(T ), is shown in Fig. 2 for eB = 0 and for eB = 20 Λ 2 . In both cases the transition is of the second kind and, as expected, in the later case the symmetry restoration happens at a higher T c . Figure 3 shows how the critical temperature increases with B, which is expected sinceσ increases with B and T c ∼σ. In this model even a strong magnetic field (e.g., eB ∼ 30Λ
2 ) is not able to change the character of the phase transition. It is interesting to note that for λ > 0 the OPT predicts that the order parameter assumes higher values than the ones predicted by the LN approximation as B increases as the left panel of Fig. 1 suggests. However, despite the fact that chiral symmetry seems to be more severely broken within the OPT framework, the left panel of Fig. 3 shows that this symmetry will be restored at smaller critical temperatures than those predicted by the LN approximation. The next case we analyze is when T = 0 and µ = 0, which is relevant, for example, when analyzing charge asymmetries [39] . The OPT first-order result for the effective potential in this case becomes 14) where
Then, using Eq. (4.5) one can write the order parameter as 15) while the PMS equation for µ = 0 now takes the more general form of Eq. (4.4), which after some algebra can be expressed for T = 0 asη 
which is independent of B 6 . Note, however, that the second term in (4.16) being suppressed by (4πN ) −1 gives a reasonably small correction, moreover only nonvanishing for µ > η due to the step function in I 3 Eq. (A10). A legitimate approximation can thus be to use the simpler relation Eq. (4.9) within this correction, instead of the implicit exact η relation in (4.16), since the difference is of higher λ order, neglected anyway at the first OPT δ-order here considered. It is worth remarking that this OPT correction term, when nonvanishing, may be positive or negative depending on the sign of λ and depending on the sign of I 2 (η, B, T = 0, µ) (while I 3 (η, B, T = 0, µ) > 0 for any B values). Thus, it may enhance η with respect to the LN result η = σ c (partly compensating the reduction from F(N ) < 1). Using the T = 0 analytical expression of I 2 and I 3 in Eqs. (A9) and (A10) and some properties of the Riemann-Hurwitz Zeta functions, it is not difficult to recover the B → 0 limit of (4.16), having relatively simple expressions:η 18) which is consistent with the direct B = 0 calculation [23] .
Here, as we shall see, chiral symmetry is restored through a first-order phase transition as in the case of the absence of the external magnetic field [23] . Therefore, we must determine the coexistence chemical potential value, µ c , at which the discontinuous chiral symmetry transition occurs. In this case, µ c is obtained by solving (see also discussion in the next subsection)
Results for µ c as a function of the magnetic field, for both cases of λ < 0 and λ > 0, in the LN and OPT cases, are shown in Fig. 4 . For eB ≤ Λ 2 and λ < 0, one observes the typical de Haas-van Alphen oscillations (see Appendix B) due to the filling of the Landau levels. In Fig. 5 we show the critical chemical potential µ c (B) for λ < 0 for the region of low magnetic fields. This figure shows more clearly the typical oscillations at low magnetic fields, which are reminiscent of the de Haas-van Alphen magnetic oscillations of the magnetization. These oscillations stop after eB reaches a value such that only the lowest Landau level (LLL) has to be considered (here this happens at eB Λ 2 ). After this point one sees a remarkable difference between the OPT and the LN approximation results. The latter predicts that µ c decreases with eB toward a minimum and then observes a sharp increase for eB 2 Λ 2 . This LN result is in complete agreement with a MFA application to the three-flavor NJL model performed in Ref. [40] (see Ref. [41] for a detailed discussion on the first-order coexistence region). In contrast the decrease of µ c with B in the OPT case is a manifestation of the inverse magnetic catalysis (IMC) effect, which was explained e.g. in Ref. [30] (the IMC effect was first observed in the NJL model in Ref. [42] at T = 0 and in Ref. [43] for the full T − µ− B case). Then, Fig. 4 shows that the OPT results is more in line with this phenomenon, since only a smooth very moderate rise of µ c is observed to occur between eB ≃ 5 Λ 2 and eB ≃ 15 Λ 2 , before it drops again at higher fields. This quantitative difference can be traced to the OPT λ ψ † ψ /N type of corrections, which are non-negligible in this region of high charge asymmetry. In fact the behavior can be essentially understood from a simple analytical approximation. First note that both terms of Eq. (4.19) considerably simplify. Because of σ c = 0 the right-hand side can be written as
Also, calculating V eff from Eq. (4.14) at its minimum, using the relation Eq. (4.5) betweenσ c and η (which is valid at the minimum of the potential for any values of the other parameters), the left-hand-side of Eq. (4.19) also simplifies to
Moreover, the last term in Eq. (4.21) vanishes wheneverη > µ, which is the case in most of the parameter space considered, i.e. µ c satisfying Eq. (4.19) will be such that µ c <η. The LN case can be easily recovered from the above expressions by simply neglecting the OPT correction λI 
while the corresponding expression in the LN case reads
The exact eB dependence in Eqs. (4.22) and (4.23) is rather involved, since σ c depends nontrivially on eB, Eq. (4.15). However, for a qualitative but essentially rather accurate understanding of the behavior in Fig. 4 , it is sufficient to know that σ c (eB) is a moderately increasing function of eB. Then the last term in Eq. (4.23) involving the ζ-functions is monotonically increasing with eB (first rapidly for moderate eB and then for large eB with a decreasing slope), so that together with the first terms it implies that µ LN c (eB) gets a minimum at a moderate eB value, and then has a steeper rise. Now, if there would only be the moderate difference σ c → σ c F(N ) from the LN to the OPT case, the OPT results would be qualitatively similar to the LN ones. In contrast, due to the last correction term in Eq. (4.22), the behavior of µ OPT c (eB) is drastically different, since for λ < 0 the last terms goes for large eB as −(eB)/(16N ) (the µ 2 in the last term being rapidly negligible in the relevant range eB ≫ µ 2 ), which thus prevents µ OPT c to increase fast, producing almost a plateau, before this term starts to drive µ c to decrease for even larger values of eB. Clearly the opposite behavior happens for λ > 0, as seen in Fig. 4 (left panel) . Of course, for extremely large eB values the OPT correction term will become an unreasonably large perturbative correction and not very trustable, since higher λ-order corrections are not considered at the OPT first order.
Intermediate transitions at low magnetic field
At low magnetic fields (eB Λ 2 ) and when λ < 0, a structure of intermediate phase transitions, where the vacuum expectation value of the chiral condensate can jump discontinuously from a valueσ 1 = 0 to another valueσ 2 = 0, withσ 1 >σ 2 is possible, as shown in Fig. 6 , where we show the normalized effective potential for both the LN and OPT cases,V N , whereV
Note that the multiple transitions can happen in the LN case and also in the OPT case. Therefore, this is not an artifact of the MFA. The final transition is the actual chiral phase transition, where the system jumps fromσ 2 = 0 tō σ = 0. In the LN case, there is an intermediate (nonchiral) transition at a value of critical chemical potential given by µ ≃ 0.878Λ when eB = 0.5Λ 2 , while in the OPT case (for N = 2), this first transition happens at µ ≃ 1.02Λ. The actual chiral phase transition happens at a larger value of chemical potential, given by µ ≃ 1.063Λ in the LN case and by µ ≃ 1.09Λ in the OPT case. In Fig. 7 we show how the chiral order parameter changes with the chemical potential, also evidencing the intermediate transitions.
An analogous structure of multiple phase transitions was first identified in Ref. [44] , for which besides including the perpendicular magnetic field component, it was also considered the inclusion of a parallel component for the magnetic field, which produces an enhancement of the Zeeman energy term and an effective spin polarization of the system. We see here that, even in the absence of a parallel component of the magnetic field, we can also find a similar structure. It is quite surprising that no such structure has been reported before in the earlier literature of the GN model in a magnetic field. Finally, it is interesting to note that within the OPT the range of µ values for which the global minimum happens atσ 2 is about one-third of the interval predicted by the LN approximation. In order to better understand these transitions we offer Fig. 8 , which shows the many discontinuities associated with the de Haas-van Alphen oscillations, which are produced when more Landau levels are filled as µ increases. The 2 at T = 0 at large N for λ < 0. The figure illustrates the many discontinuities associated with the de Haas-van Alphen oscillations. The numbers indicate which is the highest filled Landau level for eachσ. After the transition toσ = 0, the levels higher than j = 2 can be filled by increasing µ. numbers represent the highest Landau level which for large N , at T = 0, is given by 25) or the nearest integer. The first transition occurs from J max = 0 to J max = 0 and is produced when µ >σ, turning on all the Heaviside step functions that appear in the free energy at T = 0. The subsequent transitions occur when a different J max is reached. For eB ≥ 0 the only transition is from J max = 0 to J max = 0, since this magnetic field (which happened to be of the order of the gap value) is high enough so that only the LLL is always occupied. For Λ 2 > eB 0.4Λ 2 there is a transition from J max = 0 to J max = 0 associated with θ(µ −σ) = 1 and then a second associated with J max = 0 → 1. Exactly this type of behavior is observed in Fig. 7 for the case of eB = 0.5 Λ 2 , which can now be better understood. Then, for 0.4 Λ 2 > eB ≥ 0.2Λ 2 we observe the type of behavior shown in Fig. 8 with the transition that restores chiral symmetry happening at J max = 2. For 0 < eB ≤ 0.2Λ 2 there are even more transitions since more levels can be filled. For example, at eB = 0.1Λ 2 chiral symmetry is completely restored (σ = 0) when J max = 5. Thus, in summary, for all eB values a first transition occurs due to a nonvanishing value of θ(µ −σ). If eB ≥ Λ 2 this is the only transition and only the LLL is always filled, producing a smooth behavior forσ and µ c . In the range 0 < eB < Λ 2 there is also a first discontinuity in the value ofσ due to a nonvanishing value of θ(µ −σ), but then, since eB is small, there can be subsequent discontinuities inσ due to the jumps among the integer values of J max , which accounts for the oscillations and discontinuities we have observed at λ < 0 for small eB. When λ > 0 and eB, the small chiral symmetry is restored only due to θ(µ −σ) = 1 and the filling of higher Landau levels only occurs afterσ = 0 by increasing µ. Appendix B shows how these oscillations can be further understood by means of Poisson's summation formula.
D. T = 0 and µ = 0 case
Finally, in the case of finite temperature and chemical potential, we have the effective potential as given by Eq. (3.6). In this case, we search for points in the phase diagram in the plane (T, µ), corresponding to either a first-order or a second-order phase transition. Recall that in a first-order transition the effective potential develops different minima, σ (1) =σ (2) , where one of them is a local minimum associated with metastability, while the other is a global minimum. These minima can get degenerate for some values of the parameters. For a given value of the magnetic field the first-order transition points in the (T, µ) plane can be determined from the condition of degeneracy of the minima of the effective potential,
One of the minima is, in general, the trivial solution,σ = 0, which then facilitates the determination of the first-order transition points. However, as noticed in the previous subsection, at low magnetic fields eB Λ 2 , other minima can emerge and, thus, at low magnetic fields the determination of the transition points must be done with care.
In a first-order phase transition we then have that the minimaσ change discontinuously at the transition point. On the other hand, the second-order phase transition critical points are found when the nontrivial minimumσ changes continuously and vanishes at the transition point. The point where the second-order transition line meets the firstorder one, defines a tricritical point. The second-order and tricritical points are mostly easily found by using a Landau expansion for the effective potential, which is valid for small values of the order parameter. This is the case close to a second-order or tricritical point. The Landau's expansion (for small σ c ) for V eff can be expressed in the general form 27) where V 0 is a constant (independent of the order parameter) energy term. Note that only even powers of σ c are allowed due to the original chiral symmetry of the model. The coefficients a, b, and c appearing in Eq. (4.27) can be obtained, respectively, by a second, fourth, and sixth derivative of the effective potential expansion around σ c = 0. Higher-order terms in the expansion (4.27) can be verified to be much smaller than the first-order terms and can then be consistently neglected. In particular, note that a tricritical point can emerge whenever we have three phases coexisting simultaneously. From Eq. (4.27), a second-order phase transition follows when the coefficient of the quadratic term vanishes (a = 0) and b > 0, c > 0. A first-order transition happens for the case of b < 0, c > 0. The tricritical point is found when both the quadratic and quartic coefficients in Eq. (4.27) vanish, a = b = 0 (with c > 0). Thus, Eq. (4.27) offers a simple and immediate way for analyzing the phase structure of our model. For instance, to obtain T c at µ = 0 one only needs to consider Eq. (4.27) to order σ 4 c with b > 0 to assure that the potential is bounded from below. Then, the solution of a(B, 0, T c ) = 0 sets the critical temperature. However, in order to use Landau's expansion we must have V eff in terms of σ c , µ and T only (apart from N and the scale Λ, of course). In principle, this can be done by using the PMS relation, Eq. (4.1). Even though at finite N ,η depends on σ c in a highly nonlinear way, Eq. (4.1) can be easily solved numerically by iteration in a very efficient way (see, e.g., Ref. [26] ). For example, at the first iteration, the use of the approximate PMS solution obtained by using the large-N solution η = σ c within higher-order O(λ/N ) terms,η
is already able to produce results for the tricritical points within a less than 1% difference with respect to a full numerical calculation. Furthermore, if the second term inside the square brackets in Eq. (4.28) involving the variation of the I 1 term with respect to the chemical potential is much smaller than the first term, it can be neglected and this can make the PMS calculation procedure much simpler. In all cases we have checked the applicability of the use of this simplified form compared with the complete expression (4.28) and used it whenever possible to simplify the numerical calculations. Following this procedure, we obtain the tricritical point as a function of the magnetic field.
In Fig. 9 we give the results for the chemical potential as a function of the magnetic field at the tricritical point, for the cases of negative and positive couplings, for both the LN and OPT (at N = 2) cases. Interestingly enough, the LN results for λ < 0 (right panel) display exactly the same qualitative behavior found in Ref. [40] , where the MFA was applied to the three-flavor NJL model in 3+1 dimensions. Note again from this figure the effect of the IMC, similar to the one seen in Fig. 4 . The figure shows that µ tric in the OPT case only decreases with B. Again, as in the T = 0 case discussed in Sec. IV C, this result could be a sign of the importance brought in by the OPT λ ψ † ψ 2 /N type of corrections, which start to play an important role in this region of intermediate to large charge asymmetries. For λ > 0 the right panel of Fig. 9 shows that both the OPT and the LN approximation predict that µ tric always increase with B and that the OPT predicted values are always higher than the LN ones.
In Fig. 10 we give the results for the temperature at the tricritical point as a function of the magnetic field, for the cases of negative (right panel) and positive couplings (left panel), for both the LN and OPT (at N = 2) cases. Let us start by discussing the case of negative coupling at vanishing magnetic field, where the figure shows that the LN predicts T tric = 0, while the OPT predicts T tric ≃ 0.28 Λ. As we have already discussed (see also Refs. [23, 26] ) this LN result for B = 0 can be shown to be wrong due to universality arguments, while the OPT predicted values for finite N are within the range estimated (but not pinpointed) by Monte-Carlo simulations [24] . Despite these important quantitative differences, both approximations show that T tric increases with the magnetic field. Next, in Fig. 11 , we show the complete phase diagram for the LN and OPT cases for representative values of the magnetic field. Note that in the LN case for B = 0 and negative coupling, there is only a second-order transition line in the (µ, T ) phase diagram, with the exception of the pair T = 0 and µ = Λ, which correspond to a first-order transition point. As shown in Ref. [23] , it is only by including beyond mean-field effects that a first-order transition line (along with the tricritical point) emerges, in agreement with the expectations based on the results for the GN model in 1+1 dimensions and also for the NJL model in 3+1 dimensions. Note, however, that for nonvanishing magnetic fields, a tricritical point is produced even in the LN case. For positive couplings, recall that a chiral phase transition is only possible for nonvanishing magnetic fields [12] . Figure 11 shows that for both a negative or a positive coupling the presence of a magnetic field always increases the size of the first-order transitions. In the OPT case this increase is even more pronounced since the term λ ψ + ψ 2 /N enhances this type of transitions when λ < 0 and the 1/N correction acts as an attractive vector term [45] . In both the OPT and LN cases and for any sign for the coupling, the CSB region tends to get larger as B grows.
Note that there is magnetic catalysis in T c and inverse catalysis in µ c for λ < 0, but only catalysis for λ > 0 in the OPT case. For the LN case and λ < 0, the inverse magnetic catalysis only happens untill some value of B and then there is only catalysis beyond that value of magnetic field. So for eB 5Λ 2 or so, the CSB region in the LN case will become always larger than in the OPT when λ < 0, while it is the opposite when λ > 0, where λ ψ + ψ 2 /N acts as a repulsive vector term, which competes with the effect of the magnetic field by enhancing more the CSB region in the OPT case than in the LN case.
V. CONCLUSIONS
In this work we have analyzed the effects of a nonvanishing constant magnetic field (applied perpendicularly to the plane of the system) on the phase structure of the massless discrete (2+1)-dimensional GN model, including contributions which go beyond the LN (or mean field) approximation. Here we have used the OPT method, which has already been successfully used before to study the properties of this model in the absence of a magnetic field. Both the cases of positive and negative four-fermion coupling have been studied.
We have produced some novel results concerning the phase structure of the model in the presence of a magnetic field. For negative couplings, we have shown that at low magnetic fields (eB Λ 2 ) a rich structure of phases can emerge. In this case, it is possible to have intermediate transitions to nonvanishing values of the chiral vacuum expectation value. These transitions happen in the LN case, something that has not been previously noted in the literature 7 and remains also when including corrections beyond the LN approximation, as we have shown by using the OPT method. Therefore, these intermediate transitions are not an artifact of the LN approximation. We have also traced the origin of these intermediate transitions as being a consequence of the magnetic de Haas-van Alphen oscillations that arise at low values of the magnetic field, eB Λ 2 and for negative values of the coupling constant.
As for the effect of the magnetic field on the phase structure of the model, we have shown two distinct effects depending on the sign of the coupling constant. For either positive or negative couplings, we still have an enhancement of the chiral-broken-symmetry region, as expected in general from the magnetic catalysis effect. However, when the coupling is negative, beyond some value of the magnetic field the chiral broken region is always smaller in the OPT case than in the LN, while for positive coupling the reverse is observed, with the OPT always producing a larger broken symmetry region. The tricritical points tend to be also enhanced in general by the presence of the magnetic field, with the results obtained in the OPT larger than in the LN case. The exception is the value of the chemical potential at the tricritical point, µ tricrit when the coupling is negative. When λ < 0, in the LN case µ tricrit tends to be strongly suppressed by the magnetic field initially, until for eB 2Λ
2 it turns again to be enhanced by the magnetic field. This decrease of the critical chemical potential with the magnetic field, the inverse magnetic catalysis effect, has some similarity with the phenomenon seen in the NJL model and discussed in details recently in Ref. [30] . But in our case it originates from the OPT λ ψ † ψ /N corrections beyond LN, as explained in Sec. IV C. In the OPT case µ tricrit continues to decrease for very large magnetic fields. Thus, the inverse magnetic catalysis remains unsuppressed even for large values of the magnetic field in the OPT context, which is opposite to what is seen in the LN case. Note also that inverse magnetic catalysis is seen to operate only on the critical chemical potential values, while the critical temperature still shows only the standard magnetic catalysis, always increasing with B. This same trend also applies to the coexistence chemical potential when T = 0, where, for λ < 0, the OPT shows an inverse magnetic catalysis effect even for large magnetic fields, while in the LN case, the chemical potential only decreases for relatively small values of the magnetic field and grows for eB 2Λ 2 . At µ = 0, the critical temperature is seen only to increase with the magnetic field in both the OPT and LN cases, independently of the sign of the coupling constant. The stability of the order-δ results for the same model, at B = 0, has been addressed in Ref. [23] and the outcome of that investigation allows us to believe that our present results, at B = 0, should also be stable against the inclusion higher-order corrections.
It is tempting to compare our results with recent lattice results for the QCD chiral crossover temperature as function of B. The first lattice studies [47] considered two quark flavors, with high values of pion masses (m π = 200−400 MeV), and have shown that the critical temperature should increase with B. However, an improved lattice simulation [48] , which considered 2+1 quark flavors at physical pion mass values (m π = 140 MeV), together with an extrapolation to the continuum, predicted that the critical temperature should decrease with B. Since then, most models have tried to reproduce these lattice results, showing, however, that the critical temperature only increases with the magnetic field. Since most model results were obtained within the LN/MFA, one may wonder if the discrepancy could not be resolved by going beyond this approximation. Our results indicate that this may not be sufficient and that other effects besides going beyond the LN approximation are required.
We hope that our findings will give further insights in applications that employ four-fermion models in the description of planar condensed matter systems, which we intend to further explore in the future.
Appendix A: Summing Matsubara frequencies, Landau levels and related formulas Let us derive here the momentum integrals appearing in the expression for the effective potential (3.4) and then give the I i , i = 1, 2, 3, integrals Eqs. (3.7), (3.8) and (3.9) . Using the replacements (3.5), p 0 → i(ω ν − iµ) and p 2 → 2jeB, with ω ν = (2ν + 1)πT , ν = 0, ±1, ±2, . . ., are the Matsubara frequencies for fermions and j labels the LLs. The integral I 1 is defined as
where E j = 2jeB + η 2 and α j = 2 − δ j,0 . Performing the Matsubara sum one gets 
In the same way, we have that
while the last momentum integral remaining that we need is 
There is a very convenient trick to perform the sum over Landau levels for the T, µ independent terms which can be expressed in a closed form by means of Riemann-Hurwitz zeta functions [37] . For example, consider the T µ independent term on the right-hand side of Eq. (A2). By adding and subtracting a lowest Landau energy level term, E 0 , to it one can write
The infinite sum can be related to the Riemann-Hurwitz zeta function Eq. 
while for T = 0 and µ = 0, we obtain I 1 (η, B, T, µ)
I 2 (η, B, T, µ)
T,µ→0 
where E(y) = 2eBy + η 2 and in the last line in the above equation we have made use of the Poisson's summation formula [49] , 
where the functions P 2 (x) and Q 2 (x) are defined as
and C 2 (x) and S 2 (x) are the Fresnel integrals [50] ,
In Eq. (B3) the oscillatory character of the effective potential at low-B becomes explicit, as the origin of the de Haas-van Alphen oscillations in magnetized systems. For λ < 0 in the symmetry broken phase, as far µ > η and since η is determined from the PMS solution (4.16),η ≈σ ≈ Λ, we have that for eB Λ 2 all quantities depending on I 1 will exhibit an oscillatory behavior, with the different basic functions in Eq. (B3) of periods ∝ (eB) −1 characteristic of de Haas-van Alphen oscillations. This determines the low-B behavior seen in Figs. 4 and 5, as well the multiple minima structure exhibited by the effective potential for values of magnetic field eB Λ 2 and shown in the example given by Fig. 6 . When λ > 0, we know that in the absence of a magnetic field there is no chiral symmetry breaking. However, when B = 0, magnetic catalysis induces chiral symmetry breaking and, as first shown in Ref. [12] , in the LN case, the vacuum expectation value for σ isσ ∼ eB/Λ, but we have thatη ∼σ and then, for µ > η ∼σ, the magnetic oscillations become highly suppressed when λ > 0. This is why we do not see (or hardly can see any) oscillations in this case.
