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The subject of this paper is theoretical analysis and numerical veriﬁcation of delta shock
wave existence for pressureless gas dynamic system. The existence of overcompressive
delta shock wave solution in the framework of Colombeau generalized functions is proved.
This result is veriﬁed numerically by specially designed procedure that is based on wave
propagation method implemented in CLAWPACK. The method is coupled with dynamic
reﬁnement mesh. We also consider a strictly hyperbolic system obtained from the original
one by perturbation and change of variables. The same numerical procedure is applied to
the perturbed problem. The obtained numerical results in both cases conﬁrm theoretical
expectations.
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1. Introduction
Consider the Riemann problem for a pressureless gas dynamic model given by the system
ut + (uv)x = 0,
(uv)t +
(
uv2
)
x = 0, (1)
and the initial data
u(x,0) =
{
ul, x < 0,
ur, x > 0,
v(x,0) =
{
vl, x < 0,
vr, x > 0,
(2)
where u and v denote density and velocity, respectively.
The two eigenvalues of this system are equal, λ1 = λ2 = v and the system is weakly hyperbolic. It has two types of
solution depending on the initial conditions vl and vr . If vl  vr , then the system has a bounded weak entropy solution
that is a combination of contact discontinuities and vacuum states (u ≡ 0). In the second case, when vl > vr a delta shock
wave solution exists, see [1,16].
The subject of the present paper is theoretical analysis and numerical veriﬁcation of delta shock wave existence for (1).
Therefore we will consider only the case vl > vr . In this case the solution does not contain the vacuum state and we can
transform the system into the evolutionary form
ut + wx = 0,
wt +
(
w2/u
)
x = 0, (3)
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u(x,0) =
{
ul, x < 0,
ur, x > 0,
w(x,0) =
{
wl = ulvl, x < 0,
wr = ur vr, x > 0.
There are two possible approaches to theoretical analysis of the considered problem. The measure theoretic solution to
(1)–(2) constructed in a number of papers, for example [5] or [16], has a distributional limit given by
U (x, t) ≈ (vl − vr)√ulurtδ(x− ct) +
{ul, x < ct,
ur, x > ct,
V (x, t) ≈
{ vl, x < ct,
vr, x > ct.
The second possibility, which will be presented here, is to give a solution using a generalized function space obtained
from nets of smooth functions representing the so-called generalized functions. Spaces of that type are already successfully
used in numerics for PDEs. One can see [2] for some other examples. The particular version of Colombeau generalized func-
tions, Gg(R2+), used in the present paper is deﬁned in [12]. Therefore we will solve the Riemann problem for system (3) in
the case wl/ul > wr/ur using the above mentioned space of generalized functions. The obtained solution can be interpreted
as a net of smooth functions possessing the distributional limit which contains the delta function. Furthermore the solution
satisﬁes the admissibility condition for delta shock waves given by
λ2(ul, vl) λ1(ul, vl) c  λ2(ur, vr) λ1(ur, vr).
The waves which satisfy the above condition are said to be overcompressive.
We will also present one numerical procedure that generates a solution in a large time interval and therefore gives
a reasonable veriﬁcation of the theoretical results. The numerical solutions will be obtained for the system (1) and its
perturbation
ut + wx = 0,
wt +
(
w2/u + μuγ )x = 0, (4)
where 1 < γ < 3, wl/ul > wr/ur . Such perturbation is introduced in order to get a strictly hyperbolic system. The perturbed
system (4) is called isentropic gas dynamics model. We take γ to be constant or coupled with μ in such a way that γ =
γ (μ) → 1 as μ → 0. Contrary to a viscosity approximation when the perturbed system is parabolic or mixed hyperbolic–
parabolic, system (4) is hyperbolic so its Riemann problem can be solved by a combination of the usual elementary wave
solutions.
In all three cases, the original problem and two different perturbations, the obtained results are mutually consistent and
also consistent with the generalized solution. Another interpretation of this result is that the numerical procedure used in
this paper is robust enough to be applied to weakly hyperbolic problems.
There is a large class of numerical methods dealing with conservation laws. Roughly speaking, one can consider methods
on ﬁxed or moving meshes. As discontinuities propagate in time, the solution at a spatial point can change very rapidly
and therefore a ﬁxed spatial mesh requires extremely small time steps. On the other hand there is no justiﬁcation for small
time steps in smooth regions. That is why a nonuniform mesh with reasonably large spatial step in smooth regions and
small step in discontinuity regions should be more eﬃcient for this type of problems. As shocks travel in time, the mesh
should also be able to adjust in time so that the nodes remain concentrated near discontinuities, thus maintaining a balance
between computational costs and accuracy. Time adaptation can be done by static re-griding technique, or it can be based
on dynamic reﬁnement in which the mesh equation is explicitly derived. Based on the equidistribution principle, which
attempts to distribute some measure of solution error over the spatial domain, dynamic reﬁnement naturally generates
concentration of mesh points in the regions of discontinuity. This technique leads to the coupled problem consisting of
a mesh equation based on the monitor function and the physical PDE, see [4] or [14].
High resolution ﬁnite volume methods are employed to solve the physical PDE. One of them is the wave propagation
method introduced by LeVeque in [8] and implemented in the software package CLAWPACK [7]. The method is based on
Godunov’s scheme and Roe’s solvers with addition of high resolution terms. One of the implementations of this method,
coupled with dynamic reﬁnement of mesh with ﬁxed number of spatial points is presented in [14]. That algorithm, with
the necessary adjustment to the speciﬁc problem we consider here, will serve as a base for our experiments.
Delta shock waves can be obtained using the following procedure. The ﬁrst step is the smoothing of initial data (2) over
some ﬁnite interval where a small parameter ε > 0 denotes the smoothing width. The second step is to ﬁnd a smooth
approximate solution depending on the given perturbation term to the Riemann problem. Interpretation of the solution
can be given in the framework of Colombeau generalized functions algebras, like in [10] as already explained, i.e. solutions
are considered as nets of smooth functions depending on a parameter ε with equality substituted by the distributional
convergence as ε tends to zero.
Due to the speciﬁc nature of the delta shock waves (they contain δ-functions) it is not possible to follow the solution
to (1) numerically in a large time interval. Therefore we will follow the solution only until a time point T where the delta
shock is clearly formed.
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is a combination of two shock waves in the case wl/ul > wr/ur , and we can follow the numerical solution for quite a long
time.
The basic numerical algorithm will be the one presented in [14], with some adaptation to the speciﬁc problem we
consider. First of all we apply the smoothing technique to initial data in order to avoid non-physical oscillations. The original
problem (1) is modiﬁed by introducing the perturbation term shown in [4]. The monitor function used to distribute the
mesh points is based on the arc-length function with a parameter that prevents too many points in the shock regions but
allows enough points in these regions. Furthermore the mesh is moving in spatial domain with time in order to follow
the waves. These parameters (smoothing, perturbation, mesh parameter and spatial movement of the mesh) have a great
inﬂuence on performance of the method and therefore need careful adjustment. Several properties of delta shock waves are
exploited in order to check the relevance of obtained numerical solution.
This paper is organized as follows. Section 2 deals with theoretical analysis and establishes the existence of an over-
compressive delta shock wave solution in the framework of Colombeau generalized functions. The numerical algorithm is
presented in Section 3. Section 4 explains the criteria for evaluation of numerical results and two different perturbations
used to get a hyperbolic system. Numerical results are presented in Section 5.
2. Generalized solution
We shall brieﬂy repeat some deﬁnitions of Colombeau algebra given in [12] and [10]. Denote R2+ := R × (0,∞), R2+ :=
R×[0,∞) and let C∞b (Ω) be the algebra of smooth functions on Ω bounded together with all their derivatives. Let C∞b (R2+)
be a set of all functions u ∈ C∞(R2+) satisfying u|R×(0,T ) ∈ C∞b (R× (0, T )) for every T > 0. Let us remark that every element
of C∞b (R
2+) has a smooth extension up to the line {t = 0}, i.e. C∞b (R2+) = C∞b (R2+). This is also true for C∞b (R2+).
Deﬁnition 1. EM,g(R2+) is the set of all mappings G : (0,1) × R2+ → R, (ε, x, t) 	→ Gε(x, t), where for every ε ∈ (0,1),
Gε ∈ C∞b (R2+) satisﬁes: For every (α,β) ∈N20 and T > 0, there exists N ∈N such that
sup
(x,t)∈R×(0,T )
∣∣∂αx ∂βt Gε(x, t)∣∣=O(ε−N) as ε → 0.
EM,g(R2+) is multiplicative differential algebra, i.e. a ring of functions with the usual operations of addition and multipli-
cation, and differentiation which satisﬁes Leibnitz rule.
Ng(R2+) is the set of all G ∈ EM,g(R2+), satisfying: For every (α,β) ∈N20, a ∈R and T > 0
sup
(x,t)∈R×(0,T )
∣∣∂αx ∂βt Gε(x, t)∣∣=O(εa) as ε → 0.
Clearly, Ng(R2+) is an ideal of the multiplicative differential algebra EM,g(R2+), i.e. if Gε ∈Ng(R2+) and Hε ∈ EM,g(R2+),
then GεHε ∈Ng(R2+).
Deﬁnition 2. The multiplicative differential algebra Gg(R2+) of generalized functions is deﬁned by Gg(R2+) =
EM,g(R2+)/g(R2+). All operations in Gg(R2+) are deﬁned by the corresponding ones in EM,g(R2+).
If C∞b (R) is used instead of C
∞
b (R
2+) (i.e. t = const = 0), then one obtains EM,g(R), Ng(R), and consequently, the space
of generalized functions on a real line Gg(R).
In the sequel, G denotes an element (equivalence class) in Gg(Ω) deﬁned by its representative Gε ∈ EM,g(Ω).
Since C∞
b
(R2+) = C∞b (R2+), one can deﬁne the restriction of a generalized function to the line {t = 0} in the following
way.
For a given G ∈ Gg(R2+), its restriction G|t=0 ∈ Gg(R) is the class determined by the function Gε(x,0) ∈ EM,g(R). In the
same way as above, G(x− ct) ∈ Gg(R) is deﬁned by Gε(x− ct) ∈ EM,g(R).
If G ∈ Gg and f ∈ C∞(R) is polynomially bounded together with all its derivatives, then one can easily show that the
composition f (G), deﬁned by a representative f (Gε), G ∈ Gg makes sense. It means that f (Gε) ∈ EM,g if Gε ∈ EM,g , and
f (Gε) − f (Hε) ∈Ng if Gε − Hε ∈Ng .
The equality in the space of the generalized functions Gg is too strong for our purpose (see [11] for some illustrative
examples), so we need to deﬁne a weaker relation, the so-called association.
Deﬁnition 3. A generalized function G ∈ Gg(Ω) is said to be associated with u ∈D′(Ω), G ≈ u, if for some (and hence every)
representative Gε of G , Gε → u in D′(Ω) as ε → 0. Two generalized functions G and H are said to be associated, G ≈ H , if
G − H ≈ 0. The rate of convergence in D′ with respect to ε is called the order of association.
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sup
(x,t)∈R×(0,T )
∣∣Gε(x, t)∣∣=O(1) as ε → 0,
for every T > 0.
G ∈ Gg is a positive generalized function if there exists its representative Gε and a real a > 0 such that Gε(x, t) a, for
every (x, t) ∈ R2+ . This condition on a representative also means that G  a.
Let u ∈ D′L∞ (R). Let A0 be the set of all functions φ ∈ C∞0 (R) satisfying φ(x)  0, x ∈ R,
∫
φ(x)dx = 1 and suppφ ⊂
[−1,1], i.e.
A0 =
{
φ ∈ C∞0 : (∀x ∈ R) φ(x) 0,
∫
φ(x)dx = 1, suppφ ⊂ [−1,1]
}
.
Let φε(x) = ε−1φ(x/ε), x ∈R. Then
ιφ : u 	→ u ∗ φε/Ng ,
where u ∗ φε/Ng denotes the equivalence class with respect to the ideal Ng , deﬁnes a mapping of D′L∞ (R) into Gg(R),
where ∗ denotes the usual convolution in D′ . It is clear that ιφ commutes with the derivation, i.e.
∂xιφ(u) = ιφ(∂xu).
Deﬁnition 4.
(a) G ∈ Gg(R) is said to be a generalized step function with value (y0, y1) if it is of bounded type and
Gε(y) =
{ y0, y < −ε,
y1, y > ε.
Denote [G] := y1 − y0.
(b) D ∈ Gg(R) is said to be generalized delta function (δ-function, for short) if its representatives are nonnegative functions
supported in [−1,1] such that ∫ Dε(y)dy = 1.
Suppose that the initial data are given by
u|t=T =
{
u0, x < X,
u1, x > X,
v|t=T =
{
v0, x < X,
v1, x > X .
Deﬁnition 5. A delta shock wave is a solution to (3) in the sense of association of the form
u(x, t) = G(x− ct) + s1(t)D(x− ct),
w(x, t) = H(x− ct) + s2(t)D(x− ct), (5)
where
(i) c ∈ R is the speed of the wave,
(ii) si(t) for i = 1,2 are smooth functions for t  0 with si(0) = 0,
(iii) G and H are generalized step functions with values (u0,u1) and (v0, v1) respectively, and D is a generalized delta
function.
Remark 1. The standard choice for a generalized delta function is Dε = φε , φ ∈ A0, i.e. D = ιφ(δ), where δ is the delta
distribution. Also, the standard choice for a representative of a step function is G = ιφ(g) = g ∗ φε/Ng , where
g =
{
y0, x < 0
y1, x > 0
∈ L∞.
The above deﬁnition does not provide a unique way to interpret the product of generalized step and delta function (as
in [10], where the representatives are chosen in a special way), but this fact has no importance in the case of system (3) as
will be shown later.
We shall use the following three lemmas.
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generalized delta function. Then
A(x, t)
B(x, t) + s(t)D(x− ct) ≈
A(x, t)
B(x, t)
, (6)
for any smooth function s :R+ →R+ .
Proof. Take a representatives Bε  τ and Dε  0, supp Dε ⊂ [−ε, ε] of B and D , respectively. Then
I =
∣∣∣∣∫ ∫
R
2+
(
Aε(x, t)
Bε(x, t) + s(t)Dε(x− ct) −
Aε(x, t)
Bε(x, t)
)
φ(x, t)dxdt
∣∣∣∣ ∫ ∫
suppφ∩{(x,t): |x−ct|<ε}
∣∣∣∣ Aε(x, t)Bε(x, t)
∣∣∣∣∣∣φ(x, t)∣∣dxdt.
Since |Aε(x, t)| C1 < ∞, the integrand of the last integral is bounded. The fact that mes(suppφ ∩ {(x, t): |x − ct| < ε})
const · ε proves that I → 0 as ε → 0. Here mes denotes the Lebesgue measure. 
Lemma 2. Let A, B and D be as above. Let s1, s2 :R+ →R+ , i = 1,2, be smooth functions. Then
A(x, t)s1(t)D(x− ct)
B(x, t) + s2(t)D(x− ct) ≈ 0. (7)
Proof. It is easy to see that∥∥∥∥ Aε(x, t)s1(t)Dε(x− ct)Bε(x, t) + s2(t)Dε(x− ct)
∥∥∥∥
L∞(K )
= C < ∞,
on compacts subsets K of R2+ and
mes
(
supp
(
Aε(x, t)s1(t)Dε(x− ct)
Bε(x, t) + s2(t)Dε(x− ct)
)
∩ suppφ
)
=O(ε), ε → 0,
for every φ ∈ C∞0 (R∞+ ). Thus∫ ∫
R
2+
(
Aε(x, t)s1(t)Dε(x− ct)
Bε(x, t) + s2(t)Dε(x− ct)
)
φ(x, t)dxdt → 0, ε → 0. 
Remark 2. Let us notice that if the generalized delta functions from above have different representatives, the relation (7)
might be false. For example, if they have representatives with disjoint supports, then the right-hand side of (7) will be(
A(x, t)/B(x, t)
)
s1(t)δ(x− ct)
instead of zero.
Lemma 3. Let A, D and si be as above. Suppose that B is of bounded type. Then
A(x, t)s1(t)D2(x− ct)
B(x, t) + s2(t)D(x− ct) ≈ A(x, t)
s1(t)
s2(t)
D(x− ct),
provided that s1(t)/s2(t) can be continuously prolonged to the point t = 0.
Proof. Using the fact that Gg(R2+) is a multiplicative algebra one gets
A(x, t)s1(t)D2(x− ct)
B(x, t) + s2(t)D(x− ct) =
A(x, t)s1(t)D2(x− ct) + A(x, t) s1(t)s2(t) B(x, t)D(x− ct)
B(x, t) + s2(t)D(x− ct) −
A(x, t) s1(t)s2(t) B(x, t)D(x− ct)
B(x, t) + s2(t)D(x− ct)
= A(x, t)
s1(t)
s2(t)
D(x− ct)(s2(t)D(x− ct) + B(x, t))
B(x, t) + s2(t)D(x− ct) −
A(x, t) s1(t)s2(t) B(x, t)D(x− ct)
B(x, t) + s2(t)D(x− ct)
≈ A(x, t) s1(t)
s2(t)
D(x− ct).
In the last association process we have used relation (7). 
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Theorem 1. There exists an overcompressive delta shock wave solution to (3), (2) if ul,ur > 0, wl/ul > wr/ur .
Proof. Let
u(x, t) = G(x− ct) + s1(t)D(x− ct), w(x, t) = H(x− ct) + s2(t)D(x− ct) (8)
where G and H are generalized step functions with values (ul,ur) and (wl,wr), respectively, si : R+ → R+ , si(0) = 0,
i = 1,2, are smooth functions, and D is a generalized delta function. In the sequel we shall omit the argument x − ct. We
have
w2
u
= (H + s2(t)D)
2
G + s1(t)D =
H2 + 2Hs2(t)D + s22(t)D2
G + s1(t)D =
H2
G + s1(t)D +
2Hs2(t)D
G + s1(t)D +
s22(t)D
2
G + s1(t)D
≈ H
2
G
+ 0+ s
2
2(t)
s1(t)
D, (9)
by Lemmas 1–3.
Substituting (8) into the ﬁrst equation of (3) one gets
ut + wx ≈ −c[G]δ + s′1(t)δ − cs1(t)δ′ + s2(t)δ′ + [H]δ =
(
s′1(t) − c[G] + [H]
)
δ + (s2(t) − cs1(t))δ′ ≈ 0.
Thus, s1(t) = σ t , s2(t) = cσ t and
σ = c[G] − [H]. (10)
Substitution of (8) into the second equation of (3) and use of (9) yields
wt +
(
w2
u
)
x
≈ −c[H]δ + s′2(t)δ − cs2(t)δ′ +
[
H2
G
]
δ + s
2
2(t)
s1(t)
δ′ =
(
cσ − c[H] +
[
H2
G
])
δ + (c2σ − c2σ )tδ′
=
(
cσ − c[H] +
[
H2
G
])
δ = 0,
i.e.
c
(
σ − [H])+ [ H2
G
]
= 0. (11)
Solving (10) and (11) gives
c = wr − wl ± |wr/ur − wl/ul|
√
ulur
ur − ul .
Adding the overcompressiveness condition
wl/ul  c  wr/ur,
one gets the following ﬁnal result for the speed of the delta shock wave
c = wr − wl + (wl/ul − wr/ur)
√
ulur
ur − ul ,
if [G] = 0, and otherwise
c = wl + wr
2ur
.
In the both cases
σ = (wl/ul − wr/ur)√ulur . (12)
This proves the theorem. 
Remark 3. (a) Let us notice that the solution obtained in the previous theorem is associated to the distributions
U (x, t) ≈
(
wl
ul
− wr
ur
)√
ulurtδ(x− ct) +
{ul, x < ct,
ur, x > ct,
W (x, t) ≈
(
wl − wr
)√
ulurctδ(x− ct) +
{ cwl, x < ct,
w , x > ct,
(13)
ul ur r
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c = [GH] − [H]
√
ulur
[G] or c =
wl + wr
2ur
if [G] = 0.
(b) The same limit is obtained in [10] for (1) if one takes w = uv with using singular shock wave solution. But in contrast
to the results of that paper, our solution does not have non-zero correction factors.
(c) Since the value of v on the line x = ct is determined to be c in [1], [5] or [16] the measure-theoretic product uv
gives the same solution (13).
3. The numerical algorithm
The algorithm we use here is a modiﬁcation of the algorithm introduced in [14]. Therefore, we will explain it brieﬂy
with a detailed explanation of the changes we made in order to get more eﬃciency and better resolution of the particular
problem we are interested in.
For a problem of the following form
ut + f (u)x = 0
the procedure is based on two independent parts: a mesh redistribution algorithm and a solution algorithm. We shall ﬁrst
explain the solution algorithm.
Let {tn} denote the sequence of time steps with Δtn = tn+1− tn. Assume that a spatially ﬁxed mesh on the computational
domain [a,b] is given by
x = x(ξ), ξ j = j/( J + 1), 0 j  J + 1,
where ξ ∈ [0,1], J ∈ N is the number of mesh points and
x(0) = a and x(1) = b.
The Godunov scheme (see [8]) assumes that the solution is piecewise constant on each subinterval [x j, x j+1] and the discrete
solution is taken as an average value of the actual solution along the lower cell boundary,
Unj =
1
Δxnj
x j+1/2∫
x j−1/2
u(x, t)dx,
where Δxnj = xnj+1/2 − xnj−1/2 presents the local spatial step. The method requires the solution of Riemann problems at every
cell boundary in each time step. Doing so in practice can be very expensive, especially for nonlinear problems, as is the case
with problem (1). Therefore, it is advisable to introduce an approximate Riemann solver. One possibility is the well-known
Roe solver, see [13].
The Roe solver is based on the linearized system
ut + Â · ux = 0, (14)
where Â is an m ×m matrix with the following properties
Â(ul,ur)(ur − ul) = f (ur) − f (ul), (15)
Â(ul,ur) is diagonizable with real eigenvalues, (16)
Â(ul,ur) → f ′(u) when ul,ur → u. (17)
The Roe linearization will be discussed in details later on. Right now let us assume that the appropriate linearization is
available and proceed with the solution procedure for the linear problem (14). Notice that (16) implies that Â is diagonizable
with real eigenvalues, so we can decompose it into
Â = RΛR−1,
where Λ = diag(λ1, λ2, . . . , λm) is a diagonal matrix of eigenvalues and R = [r1 | r2 | . . . | rm] is the matrix of the appropriate
eigenvectors. Let us introduce the following notation
λ+p = max(λp,0), Λ+ = diag
(
λ+1 , . . . , λ
+
m
)
,
λ−p = min(λp,0), Λ− = diag
(
λ−1 , . . . , λ
−
m
)
,
Â+ = RΛ+R−1, Â− = RΛ−R−1.
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Un+1j = Unj −
Δtn
Δx j
[
Â−
(
Unj+1 − Unj
)+ Â+(Unj − Unj−1)]. (18)
Besides that, the scheme requires the time step to satisfy the Courant–Friedrichs–Levy stability condition [9],
ν = max
j,p
∣∣∣∣ΔtnΔx j λp(Unj )
∣∣∣∣ 1. (19)
Although in practice a more restrictive condition ν  0.9 is used. It is also important to mention that the Godunov scheme
is implemented in the software package CLAWPACK [7] and we used this implementation.
Let us ﬁnally discuss the Roe linearization procedure determined by (15)–(17). The condition (15) is reﬂecting Rankine–
Hugoniot jump condition in the solution. From (16) we get that the system is hyperbolic and solvable and (17) imply
consistency with the original nonlinear system. In order to get an appropriate
ut + Âux = 0,
we start with condition (15) and get the equation[
α β
γ δ
]
·
[
ur − ur
wr − wl
]
=
[ wr − wl
w2r
ur
− w2lul
]
.
Starting from this equation and using condition (17) we get the matrix Â,
Â =
[
0 1
− wrwlulur
wr
ur
+ wlul
]
.
Clearly, conditions (15) and (17) are satisﬁed. The eigenvalues of Â are
λ1,2 = 1
2
(
wr
ur
+ wl
ul
±
∣∣∣∣wrur − wlul
∣∣∣∣)
and the corresponding eigenvectors
r1 =
[
1
λ1
]
and r2 =
[
1
λ2
]
.
The system (3) we considered in our paper is weakly hyperbolic, i.e. the two eigenvalues λ1 and λ2 are the same. One
typical approach to ﬁx the lack of hyperbolicity is to add a perturbation term to the system (see Section 4.2), in order to get
a hyperbolic system. Therefore we will consider two cases: λ1 = λ2 for the system with perturbation and λ1 = λ2 for the
weakly hyperbolic case—the system without perturbation. Since the solution to a Riemann problem of a linear hyperbolic
system of PDEs consists of jumps of the form
[U ] =
∑
p
αprp,
see [8], we have[
ur − ul
wr − wl
]
= α1r1 + α2r2 = α1
[
1
λ1
]
+ α2
[
1
λ2
]
. (20)
If λ1 = λ2 relation (20) yields
ur − ul = α1 + α2,
wr − wl = α1λ1 + α2λ2,
so we have
(α1,α2) =
(
wr − wl + λ2(ul − ur)
λ1 − λ2 ,
wl − wr + λ1(ur − ul)
λ1 − λ2
)
.
Let us now explain how to handle weakly hyperbolic system (3) without perturbation. Since we have λ1 = λ2, there
holds r1 = r2, and (20) gives
ur − ul = α1 + α2,
wr − wl = (α1 + α2)λ1.
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(α1,α2) = (0,ur − ul)
and therefore the weakly hyperbolic system is also solvable. Thus we have shown that the Roe linearization exists in both
cases.
Let us now explain the mesh redistribution algorithm.
The equidistribution principle (a detailed explanation can be found in [6]) is formulated as Mxξ = const or equivalently
(Mxξ )ξ = 0 (21)
for a monitor function M(x, y) > 0. Generally speaking, the monitor function is an appropriately chosen measure of numer-
ical solution of the physical PDE. In order to solve the mesh redistribution equation (21), in [15] it is suggested to take an
artiﬁcial time τ and solve
xτ = (Mxξ )ξ , 0 < ξ < 1, (22)
with boundary conditions x(0, τ ) = a and x(1, τ ) = b. Making discretization of (22) we get
x˜ j = x j + Δτ
Δξ2
[
M j(x j+1 − x j) − M j−1(x j − x j−1)
]
, (23)
where Δξ = 1/( J + 1). Solving (23) with boundary conditions x0 = a and x J+1 = b leads to a new grid.
In [14] it is also suggested to use the following Gauss–Seidel type iteration to solve the mesh moving Eq. (21):
Mnj
(
xnj+1 − xn+1j
)− Mnj−1(xn+1j − xn+1j−1)= 0. (24)
In the above mentioned paper it is demonstrated that the new mesh {xn+1} generated by (24) keeps the monotonic order
of {xn}.
In this paper, we will introduce an alternative approach. We will use a Newton-type iteration to solve (21):
M j
(
xn+1j+1 − xn+1j
)− M j−1(xn+1j − xn+1j−1)= 0. (25)
Let us demonstrate that the new mesh {xn+1} generated by (24) keeps the monotonic order of mesh points {xn}.
Lemma 4. Assume xnj > x
n
j−1, for 1  j  J . If the new mesh {xn+1} is obtained by using Newton’s iterative scheme for (23), then
xn+1j > x
n+1
j−1, for 1 j  J .
Proof. From (23) we have
M jx
n+1
j+1 − (M j + M j−1)xn+1j + M j−1xn+1j−1 = 0,
which gives
−α j xn+1j+1 + xn+1j − β j xn+1j−1 = 0, (26)
after dividing by −(M j + M j−1). Here
α j = M j
M j + M j−1 and β j =
M j−1
M j + M j−1 .
Obviously, α j, β j > 0. Since α j + β j = 1, Eq. (26) yields
(β j − 1)xn+1j+1 + xn+1j ± β j xn+1j − β j xn+1j−1 = 0,
which implies(
xn+1j − xn+1j+1
)− β j(xn+1j−1 − xn+1j )= β j(xn+1j − xn+1j+1),
i.e. (
xn+1j − xn+1j+1
)− β j(xn+1j−1 − xn+1j )= (1− α j)β j(xn+1j − xn+1j+1),
which gives(
xn+1j − xn+1j+1
)− (1− α j)(xn+1j − xn+1j+1)= β j(xn+1j−1 − xn+1j ),
i.e.
α j
(
xn+1 − xn+1)= β j(xn+1 − xn+1). (27)j j+1 j−1 j
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xn+1j−1 > x
n+1
j , i.e. x
n+1
j−1 − xn+1j > 0 (28)
for some j, 1 < j < J . Relations (27), (28) and positivity of α j and β j yields
xn+1j − xn+1j+1 > 0, i.e. xn+1j > xn+1j+1 .
Continuing in such a way we get
a = xn+10 > · · · > xn+1j−1 > xn+1j > xn+1j+1 > · · · > xn+1J = b,
which is impossible. Therefore, xn+1j < x
n+1
j+1 for all j, 1 j  J . 
A few remarks about the monitor function M are due here. If M is the arc-length function, i.e.
M =
√
1+ |ux|2,
then the corresponding centered ﬁnite difference approximation is given by
M j =
√
1+
∣∣∣∣U j+1 + U jx j+1 − x j
∣∣∣∣,
where
U j = (U j+1Δx j + U jΔx j+1)/(Δx j+1 + Δx j).
As M is largest where the solution changes most rapidly, the spatial points concentrate in regions with large gradient
changes. In order to avoid local oscillation due to the large gradient changes, it is useful to replace the mesh function with
a regularized version M˜i . The regularized function we use in this paper is suggested in [14] and is given by
M˜ j ≈ 14 (M j+1 + 2M j + M j−1). (29)
Using (25) and (29) we get
M˜n,mj x
n,m+1
j+1 −
(
M˜n,mj + M˜n,mj−1
)
xn,m+1j + M˜n,mj−1xn,m+1j−1 = 0. (30)
To balance the number of points inside a steep internal layer, we use a regularizing factor α in the following manner:
M =
√
1+ 1
α
|ux|2,
where α > 1. The factor α allows us to reduce the magnitude of the monitor function in situations where |ux| is very
large, thereby avoiding over-resolution of steep layers, while also ensuring that M still retains a signiﬁcant peak near these
discontinuities. Different approaches in scaling α, based on the maximum solution value, maximum derivative value or
the average value of the derivative over the spatial domain, suggested in [4,8] and [14] respectively, have been successful
with linearized mesh equations, but do not behave well in the nonlinear case. Therefore, in [15] the regularizing factor is
suggested to be freely chosen. However, in the region where the monitor function has high magnitude, there is a signiﬁcant
number of points, so Δx j goes to zero. Thus, in some time step, while moving the mesh from {xn,mj } to {xn,m+1j } the CFL
number (19) can go out of the feasible range (i.e. ν > 0.9). So one has to interrupt the moving mesh procedure by taking
the previous mesh {xn,mj }, although ‖xn,mj − xn,m−1j ‖ > ε. In order to avoid such interruption of the numerical procedure if
ν > 0.9, we suggest increasing the regularizing factor with some ﬁxed amount and performing the current time step again.
Since the shock travels within the spatial domain with time it is necessary to generate a mesh that is also moving within
the spatial domain. Otherwise we would not be able to follow the solution for longer time intervals. This mesh adjustment
is done using the following procedure. The current spatial domain is divided into two parts according to the position of the
maximum of the numerical solution. If the interval on the left side of the maximum is longer than the right one, the ﬁrst
point from the left interval is removed and a new point is added to the end of the other interval. The procedure is to be
repeated until the two intervals are of equal length.
Using the algorithm proposed in [14] with the modiﬁcations explained above we get the following numerical procedure.
Algorithm.
Step 1. Given an initial solution U0 at time t = t0, equidistribute the mesh exactly using a discretization of the exact
equidistribution principle (Mx)ξ = 0. Given an initial value α∗ , set α = α∗.
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from {xn+1,mj } to {xn+1,m+1j } using (30) and compute {Un+1,m+1j } on the new grid based on the Godunov scheme (18) with
ν  0.9. If ν > 0.9, set α := α + 10 and go to the beginning of Step 2. Repeat the updating procedure until ‖xn+1,m+1 −
xn+1,m‖ ε.
Step 3. Compute {Un+1j } on the new mesh {xn+1j } obtained in the previous step to get the solution approximations at time
level tn+1.
Step 4. Adjust the mesh such that the position of the maximizer (spatial point for which the current approximation has
maximal value) is approximately the middle mesh point.
Step 5. If tn+1  T , go to Step 2.
4. Application to the solutions with singular shock
4.1. Pressureless system
Denote with us and ws the singular parts of the delta shock wave (5), i.e.
us(x, t) = s1(t)D(x− ct),
ws(x, t) = s2(t)D(x− ct),
and set
Q (t) :=
∫
us(x, t)dx and P (t) :=
∫
ws(x, t)dx, t > 0.
Clearly, Q and P represent the surfaces below the non-constant parts of the solution components. The deﬁnition of delta
function implies
∫
D dx ≈ 1, so Q ≈ s1(t). By (12) and (13) one gets
Q ≈ σ t ≈
(
wl
ul
− wr
ur
)√
ulurt, (31)
P ≈ cσ t ≈ c
(
wl
ul
− wr
ur
)√
ulurt. (32)
From (31) and (32) there follows that both P and Q are linearly time dependent, so their ratio is constant, i.e. P/Q = c.
4.2. Perturbation by a hyperbolic system
Consider now the isentropic (p-system) gas dynamics system
ut + (uv)x = 0,
(uv)t +
(
uv2 + μp(u))x = 0,
with the initial data
u(x,0) =
{
ul, x < 0,
ur, x > 0,
v(x,0) =
{
vl, x < 0,
vr, x > 0,
where p(u) = μuγ , γ ∈ (1,3).
One can take μ = (γ − 1)2/(4γ ) and letting μ → 0 we have γ → 1 what is a physical constitutive law, see p. 253 of [3].
In numerical tests we shall consider the following cases:
(1) γ = 53—approach adopted by [15],
(2) γ = γ (μ),
(3) μ = 0.
Obviously γ = 5/3 is more simple than γ = γ (μ) but if γ = 5/3, then the velocity c is zero and thus one gets the wave
without spatial movements. Also μ = 0 implies that there is no change from the original system, while the perturbation (2)
introduced in this paper has physical meaning and leads to reliable results for reasonable time intervals as will be shown
here.
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Since we are doing the case when the vacuum state does not appear, it is possible to look at the system after the change
of variables uv 	→ w ,
ut + (w)x = 0, wt +
(
w2/u + μp(u))x = 0,
with new initial data
u(x,0) =
{
ul, x < 0,
ur, x > 0,
w(x,0) =
{
wl = ulvl, x < 0,
wr = ur vr, x > 0,
where wl/ul > wr/ur .
The isentropic system is strictly hyperbolic with both of the ﬁelds being genuinely nonlinear. The shock curves si, where
i = 1,2 are given by
Si : wr − wl = wlul (ur − ul) + (−1)
i
√
ur
ul
μuγr − μuγl
ur − ul (ur − ul),
(−1)i(ur − ul) < 0, ul,ur > 0.
In [1], the authors proved that for each pair (ul,wl), (ur,wr) such that wl/ul > wr/ur , solution consists of two shock
waves, and the solution tends to a delta shock wave as μ → 0. The obtained delta shock wave in the limit is the same as
the one solving the pressureless system (when μ = 0). With the same arguments as in that article, one can prove that this
stays true for renormalized γ . These facts are veriﬁed numerically here for the pressureless system.
5. Numerical results
Let us now consider the system (3) with the initial data (2). Since the initial conditions are discontinuous, the selection
of an appropriate initial mesh is of particular importance. In order to allow mesh points to concentrate on or near the initial
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P/Q .
discontinuities, the data must be smoothed over some ﬁnite width. We therefore replace (2) with a smoothed function of
the form
U˜ (x) = Ul + 12 (Ur − Ul)
(
1+ tanh
(
x
ε
))
,
where Ul = (ul,wl), Ur = (ur,wr) and ε = 0.005 as the smoothing width.
Let us denote the spatial domain by [x1, x2] and take the initial value of the regularizing factor α∗ = 10. The following
data is used for numerical experiments.
Ul = (1,0.2), Ur = (1.2,0.2), x2 − x1J =
1
20
.
We compare the results obtained without and with perturbation of the isentropic system. In the latter case we take
three values for μ, μ ∈ {0.01,0.001,0.0001}, and consider γ = 2μ + 2√μ + μ2 and γ = 53 . Theorem 1 gives the predicted
speed c = 0.18257 and mass quotient P/Q = 0.18257. Also one can easily check that both of P and Q are linearly time
dependent.
The results are presented in Figs. 1–3.
Figs. 1 and 2 show the difference between approximate solution without and with the perturbation parameter. The
ﬁrst two pictures show functions u and v at ﬁnal T . Obviously the perturbation parameter μ allows computation of an
approximate solution for signiﬁcantly longer time. Therefore the results obtained without perturbation parameter with the
described numerical procedure are good but we are unable to follow the solution after T ≈ 60, Fig. 1. Results in Fig. 2
are obtained with the perturbation parameter μ = 0.0001 and γ = 2μ + 2√μ + μ2. They clearly indicate the ability of
numerical procedure to follow the approximate solution for quite a long time. Since the main idea in numerical method was
to conﬁrm theoretical expectation that perturbation of weakly hyperbolic system into strictly hyperbolic implies existence
of delta shock, larger T is certainly a desirable property. The ﬁnal time in Fig. 2 is T ≈ 500. In both cases (Figs. 1 and 2)
we have clearly formed delta shocks with greater width in Fig. 2 as expected. The corresponding mass quotients are given
in the row of Figs. 1 and 2.
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Finally the mass quotients for both perturbations, γ = 5/3 and γ = γ (μ) are compared in Fig. 3. In the ﬁrst column we
have ploted P/Q versus time for γ = 5/3 and μ ∈ {0.01,0.001,0.0001} decreasing from above while in the second column
we used γ (μ) = 2μ + 2√μ + μ2. In all cases we are approaching the theoretical value but couple of differences favor the
use of γ (μ). For γ = 5/3 there is a slight decrease in P/Q after some time. We think that such decrease is a consequence
of error accumulation. Such effect does not exist when we use γ (μ). Furthermore γ (μ) has physical meaning since small
μ implies that pressure goes to zero and the original problem is pressureless [3]. An additional quality of the numerical
approximation with γ (μ) is that the difference between cl and cr (left-hand side and right-hand side velocities) is smaller
than the difference obtained for γ = 5/3.
As a conclusion we can state that the applied numerical procedure successfully deals with this kind of problems and the
obtained numerical results are in concordance with theoretical expectations.
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