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a b s t r a c t
In a previous paper, we introduced a basic class of symmetric orthogonal functions (BCSOF)
by an extended theorem for Sturm–Liouville problems with symmetric solutions. We
showed that the foresaid class satisfies the differential equation
x2(px2 + q)Φ ′′n (x)+ x(rx2 + s)Φ ′n(x)−
(
λn x2 + (1− (−1)n)γ /2
)
Φn(x) = 0,
where λn = (n + (θ − 1)(1 − (−1)n)/2) (r + (n− 1+ (θ − 1)(1− (−1)n)/2) p);
γ = θ (s + (θ − 1)q) and contains four important sub-classes of symmetric
orthogonal functions. Moreover, for θ = 1, it is reduced to a basic class of
symmetric orthogonal polynomials (BCSOP), which respectively generates the generalized
ultraspherical polynomials, generalized Hermite polynomials and two other sequences
of finite symmetric orthogonal polynomials. In this paper, again by using the extended
theorem, we introduce a further basic class of symmetric orthogonal functions with six
parameters and obtain its standard properties. We show that the new class satisfies the
equation
x2(px2 + q)Φ ′′n (x)+ x(rx2 + s)Φ ′n(x)−
(
an x2 + (−1)nc + d
)
Φn(x) = 0,
in which c, d are two free parameters and −an denotes eigenvalues corresponding to the
defined class. We then introduce four orthogonal sub-classes of the foresaid class and
study their properties in detail. Since the introduced class is a generalization of BCSOF
for −c = d = γ /2, the four mentioned sub-classes naturally generalize the generalized
ultraspherical polynomials, generalized Hermite polynomials and two sequences of finite
classical symmetric orthogonal polynomials, again.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Many important special functions applied inmathematical physics and engineering are solutions of the following Sturm–
Liouville differential equation [1,2]:(
k(x)y′n(x)
)′ + (λn ρ(x)+ q(x))yn(x) = 0; k(x) > 0, ρ(x) > 0, (1)
which is defined on an open interval, say (u, v), with the boundary conditions{
α1yn(u)+ β1y′n(u) = 0,
α2yn(v)+ β2y′n(v) = 0, (1.1)
where α1, α2 and β1, β2 are given constants, λn denote eigenvalues and k(x), k′(x), q(x) and ρ(x) are to be assumed
continuous for x ∈ [u, v].
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For example, the associated Legendre functions [1], Bessel functions [1,2], Fourier trigonometric sequences [2],
ultraspherical functions [3,4] and Hermite functions [3,4] are some distinguished samples of the solutions of a usual
Sturm–Liouville equation. Fortunately, most of these functions are symmetric, i.e. yn(−x) = (−1)nyn(x), and hence they
have found extensive applications in physics and mathematics, see e.g. [1,2], in particular [5].
Moreover, according to the Sturm–Liouville Theorem [1], the solutions (eigenfunctions) of a Sturm–Liouville differential
equation (like (1)) are orthogonal under the given conditions (1.1) with respect to the weight function ρ(x) and satisfy the
orthogonality relation∫ v
u
ρ(x)yn(x)ym(x) dx =
(∫ v
u
ρ(x)y2n(x) dx
)
δn,m where δn,m =
{
0 if n 6= m,
1 if n = m. (2)
Recently in [6] a key theorem has been presented by which one can generalize usual Sturm–Liouville problems with
symmetric solutions [7]. For instance, by using this theorem, a basic class of symmetric orthogonal polynomials (BCSOP)
is introduced in [8]. See also [9] in which a generalization of BCSOP is presented and called BCSOF. Since themain properties
of BCSOP, BCSOF and the extended Sturm–Liouville Theorem for symmetric functions would be however needed in this
article, we here restate them in summary.
1.1. Main theorem
LetΦn(x) = (−1)nΦn(−x) be a sequence of independent symmetric functions that satisfies the differential equation
A(x)Φ ′′n (x)+ B(x)Φ ′n(x)+
(
λn C(x)+ D(x)+ (1− (−1)n)E(x)/2
)
Φn(x) = 0, (3)
where A(x), B(x), C(x),D(x) and E(x) are real functions and {λn} is a sequence of constants. If A(x), (C(x) > 0),D(x) and
E(x) are even functions and B(x) is odd then∫ v
−v
W ∗(x)Φn(x)Φm(x) dx =
(∫ v
−v
W ∗(x)Φ2n (x) dx
)
δn,m, (4)
where
W ∗(x) = C(x) exp
(∫
B(x)− A′(x)
A(x)
dx
)
= C(x)
A(x)
exp
(∫
B(x)
A(x)
dx
)
. (4.1)
Of course, theweight function defined in (4.1)must be positive and even on [−v, v] and x = vmust be a root of the function:
A(x)K(x) = A(x) exp
(∫
B(x)− A′(x)
A(x)
dx
)
= exp
(∫
B(x)
A(x)
dx
)
, (4.2)
i.e. A(v) K(v) = 0. Since K(x) = W ∗(x)/C(x) is an even function, it automatically follows that A(−v) K(−v) = 0.
1.2. Generation of BCSOP using theorem 1.1
Put in the generic equation (3):
A(x) = x2(px2 + q), B(x) = x(rx2 + s), C(x) = x2 > 0, D(x) = 0, E(x) = −s, (5)
and λn = −n (r + (n− 1)p) to reach the differential equation
x2(px2 + q)Φ ′′n (x)+ x(rx2 + s)Φ ′n(x)−
(
n(r + (n− 1)p)x2 + (1− (−1)n)s/2)Φn(x) = 0. (6)
According to [8], one of the basic solutions of this equation is the polynomial class
Φn(x) = Sn
(
r s
p q
∣∣∣∣ x) = [n/2]∑
k=0
([n/2]
k
)([n/2]−(k+1)∏
i=0
(
2i+ (−1)n+1 + 2[n/2]) p+ r(
2i+ (−1)n+1 + 2) q+ s
)
xn−2k, (7)
in which
∏−1
r=0 ar = 1. Moreover, the monic form of polynomials (7) satisfies a recurrence relation as
S¯n+1(x) = x S¯n(x)+ Cn
(
r s
p q
)
S¯n−1(x); S¯0(x) = 1, S¯1(x) = x, n ∈ N, (8)
where
Cn
(
r s
p q
)
= pq n
2 + ((r − 2p)q− (−1)nps) n+ (r − 2p)s(1− (−1)n)/2
(2pn+ r − p)(2pn+ r − 3p) , (8.1)
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and
S¯n(x) = S¯n
(
r s
p q
∣∣∣∣ x) = [n/2]−1∏
i=0
(
2i+ (−1)n+1 + 2) q+ s(
2i+ (−1)n+1 + 2 [n/2]) p+ r Sn
(
r s
p q
∣∣∣∣ x) . (8.2)
On the other hand, since (8) is explicitly known, to determine the norm square value of polynomials (7) one can use
Favard’s theorem [10] by noting that there is orthogonality with respect to a weight function. Therefore, the generic form
of the orthogonality relation of BCSOP can be designed as∫ v
−v
W
(
r s
p q
∣∣∣∣ x) S¯n (r sp q
∣∣∣∣ x) S¯m (r sp q
∣∣∣∣ x) dx =
(
(−1)n
n∏
i=1
Ci
(
r s
p q
)∫ v
−v
W
(
r s
p q
∣∣∣∣ x) dx
)
δn,m, (9)
where the weight function, by referring to relations (4.1) and (5), is defined as
W
(
r s
p q
∣∣∣∣ x) = x2 exp(∫ (r − 4p)x2 + (s− 2q)x(px2 + q) dx
)
= exp
(∫
(r − 2p)x2 + s
x(px2 + q) dx
)
, (10)
and v takes the standard values 1,∞. In this sense, the function (px2 + q)W (x; p, q, r, s)must also vanish at x = v in order
to be valid the orthogonality property (9). A straightforward result from (7) and (8.2) is that
S¯2n+1
(
r s
p q
∣∣∣∣ x) = x S¯2n (r + 2p s+ 2qp q
∣∣∣∣ x) . (11)
In other words, the symmetric sequenceΦn(x) defined as
Φ2n(x) = S¯2n
(
r s
p q
∣∣∣∣ x) , Φ2n+1(x) = x S¯2n (r + 2p s+ 2qp q
∣∣∣∣ x) , (12)
is a basis solution for the generalized Sturm–Liouville equation (6).
1.3. Generation of BCSOF using theorem 1.1
In this turn, suppose the following options are substituted in (3)
A(x) = x2(px2 + q), B(x) = x(rx2 + s), C(x) = x2 > 0, D(x) = 0,
E(x) = −θ (s+ (θ − 1)q), λn = −(n+ (θ − 1)σn) (r + (n− 1+ (θ − 1)σn) p), (13)
where p, q, r, s and θ are free parameters and σn = 1−(−1)n2 =
{
0 if n is even,
1 if n is odd (only for convenience, we will use this symbol
throughout this paper from now). Therefore, the differential equation
x2(px2 + q)Φ ′′n (x)+ x(rx2 + s)Φ ′n(x)
− ((n+ (θ − 1)σn)(r + (n− 1+ (θ − 1)σn) p)x2 + θ (s+ (θ − 1)q)σn)Φn(x) = 0, (14)
is derived. According to [9], one of the basic solutions of this equation is a class of symmetric orthogonal functions in the
form
S(θ)n
(
r s
p q
∣∣∣∣ x) = xθ σn S¯2 [n/2] (r + 2 θ pσn, s+ 2 θ qσnp, q
∣∣∣∣ x) = [n/2]−1∏
j=0
(2j+ 1+ 2θ σn) q+ s
(2j− 1+ n+ (2θ − 1)σn) p+ r
× x(θ−1)σn
[n/2]∑
k=0
([n/2]
k
) ([n/2]−(k+1)∏
j=0
(2j− 1+ n+ (2θ − 1)σn) p+ r
(2j+ 1+ 2θ σn) q+ s
)
xn−2k. (15)
It is clear that the above sequence is a generalization of (8.2) for θ = 1. Also, by comparing (15) and (8.2) the following
identity would be derived
S(θ)n
(
r s
p q
∣∣∣∣ x) = x(θ−1)σn S¯n (r + 2(θ − 1)p σn, s+ 2(θ − 1)q σnp, q
∣∣∣∣ x) . (16)
This identity is a suitable tool to obtain a three-term recurrence relation for BCSOF as
S(θ)n+1
(
r s
p q
∣∣∣∣ x) = (x1+(−1)n(θ−1)) S(θ)n (r sp q
∣∣∣∣ x)+ C (θ)n (r sp q
)
S(θ)n−1
(
r s
p q
∣∣∣∣ x) , (17)
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where (see [9])
C (θ)n
(
r s
p q
)
=
(
1+ (−1)n(θ − 1)) pq n2 + ((θ − 3+ 3(−1)n(1− θ))pq+ (1+ (−1)n(θ − 1))qr − (−1)nθ ps) n
+ ((1− θ)(p− r)q+ ((θ − 3)p+ r)s) (1− (−1)n)/2
(((−1)n(θ − 1)+ 2n+ θ − 2)p+ r) (((−1)n(1− θ)+ 2n+ θ − 4)p+ r) . (17.1)
For example, replacing n = 2, 3, 4, 5 in (17), by noting that S(θ)0 (x) = 1 and S(θ)1 (x) = xθ , yields
S(θ)2
(
r s
p q
∣∣∣∣ x) = x2 + q+ sp+ r , (18)
S(θ)3
(
r s
p q
∣∣∣∣ x) = xθ (x2 + (2θ + 1)q+ s(2θ + 1)p+ r
)
,
S(θ)4
(
r s
p q
∣∣∣∣ x) = x4 + 2 3q+ s5p+ r x2 + (3q+ s)(q+ s)(5p+ r)(3p+ r) ,
S(θ)5
(
r s
p q
∣∣∣∣ x) = xθ (x4 + 2 (2θ + 3)q+ s(2θ + 5)p+ r x2 + ((2θ + 3)q+ s)((2θ + 1)q+ s)((2θ + 5)p+ r)((2θ + 3)p+ r)
)
.
As items (18) show, S(θ)2n (x; p, q, r, s) are independent of θ . Therefore, the essential condition (−1)θ = −1 must be
satisfied only for odd degrees.
Moreover, since the weight function corresponding to BCSOF is the same W (x; p, q, r, s) as defined in (10)
(i.e. independent of θ ) we have∫ v
−v
W
(
r s
p q
∣∣∣∣ x) S(θ)n (r sp q
∣∣∣∣ x) S(θ)m (r sp q
∣∣∣∣ x) dx
=
2[n/2]∏
i=1
Ci
(
r + 2θ p σn, s+ 2θ q σn
p, q
) ∫ v
−v
W
(
r + 2θ p σn, s+ 2θ q σn
p, q
∣∣∣∣ x) dx δn,m, (19)
where (px2 + q)W (x; p, q, r, s) vanishes at x = v again (see [9]).
2. A symmetric generalization of BCSOF using theorem 1.1
As it is seen in relations (5) and (13), the function D(x) is considered zero in both cases. Hence, one may ask here: what
happen if D(x) 6= 0 in (5) or (13)? In this paper, by recalling previous themes, we respond to this question in detail and show
that the solution of new equation is a further basic class of symmetric orthogonal functions, which generalizes BCSOF.
For this purpose, as relation (13) shows, the symmetric sequence
Φ2n(x) = S¯2n
(
r s
p q
∣∣∣∣ x) , Φ2n+1(x) = xθ S¯2n (r + 2θ p, s+ 2θ qp, q
∣∣∣∣ x) , (20)
is a basis solution for the generalized Sturm–Liouville equation (14). Now, without loss of generality, let us consider the
following symmetric sequence
Φ2n(x) = xα S¯2n
(
r1 s1
p1 q1
∣∣∣∣ x) , Φ2n+1(x) = xβ S¯2n (r2 s2p2 q2
∣∣∣∣ x) , (21)
where (−1)α = 1 and (−1)β = −1. It is clear that this definition can be a generalization of (20) for α = 0. Hence, we
should first obtain the differential equation corresponding to the defined sequence (21). According to Eq. (6) and its generic
solution, if n = 2m then
x(p1x2 + q1)y′′2m(x)+ (r1x2 + s1)y′2m(x)− 2m (r1 + (2m− 1)p1)x y2m(x) = 0, (22)
has the general solution
y2m(x) = S2m
(
r1 s1
p1 q1
∣∣∣∣ x) = m∑
k=0
(
m
k
) (m−(k+1)∏
j=0
(2j− 1+ 2m)p1 + r1
(2j+ 1)q1 + s1
)
x2m−2k. (23)
Therefore, the first equality of (21) must obey the equation
x(p1x2 + q1) d
2
dx2
(x−αΦ2m(x))+ (r1x2 + s1) ddx (x
−αΦ2m(x))− 2m (r1 + (2m− 1)p1)x1−αΦ2m(x) = 0. (24)
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After some calculations, (24) is simplified as
x2(p1x2 + q1)Φ ′′2m(x)+ x((r1 − 2α p1)x2 + s1 − 2α q1)Φ ′2m(x)
+ ((−2m(r1 + (2m− 1)p1)− α (r1 − (α + 1)p1))x2 + α ((α + 1)q1 − s1))Φ2m(x) = 0. (25)
Similarly for the second equality of (21) we have
x(p2x2 + q2) d
2
dx2
(x−βΦ2m+1(x))+ (r2x2 + s2) ddx (x
−βΦ2m+1(x))− 2m (r2 + (2m− 1)p2)x1−βΦ2m+1(x) = 0, (26)
which is eventually simplified as
x2(p2x2 + q2)Φ ′′2m+1(x)+ x((r2 − 2β p2)x2 + s2 − 2β q2)Φ ′2m+1(x)
+ ((−2m(r2 + (2m− 1)p2)− β (r2 − (β + 1)p2))x2 + β ((β + 1)q2 − s2))Φ2m+1(x) = 0. (27)
By comparing and then equating two latter differential equations, i.e. (25) and (27), it can be concluded that
p2 = p1, q2 = q1, r2 = r1 + 2p1(β − α) and s2 = s1 + 2q1(β − α). (28)
If these results are substituted in (21) then the following corollary will be obtained:
Corollary. The symmetric sequence
S(α,β)n
(
r s
p q
∣∣∣∣ x) = xα+(β−α)σn S¯2 [ n2 ]
(
r + 2p(α + (β − α)σn), s+ 2q(α + (β − α)σn)
p, q
∣∣∣∣ x) , (29)
which is equivalent to the explicit definition
S(α,β)n
(
r s
p q
∣∣∣∣ x) = [n/2]−1∏
j=0
(2j+ 1+ 2α + 2 (β − α)σn) q+ s
(2j− 1+ n+ 2α + (2β − 2α − 1)σn) p+ r x
α+(β−α−1)σn
×
[n/2]∑
k=0
([n/2]
k
) ([n/2]−(k+1)∏
j=0
(2j− 1+ n+ 2α + (2β − 2α − 1)σn) p+ r
(2j+ 1+ 2α + 2 (β − α)σn) q+ s
)
xn−2k, (29.1)
satisfies the differential equation
x2(px2 + q)Φ ′′n (x)+ x(rx2 + s)Φ ′n(x)−
(
an x2 + (−1)nc + d
)
Φn(x) = 0, (30)
where {an = (n+ α + (β − α − 1)σn)(r + (n− 1+ α + (β − α − 1)σn)p),
2c = (α − β)s+ (α(α − 1)− β(β − 1))q,
2d = (α + β)s+ (α(α − 1)+ β(β − 1))q.
(30.1)
Clearly the Eq. (30) is a special case of the main equation (3) forA(x) = x
2(px2 + q), B(x) = x(rx2 + s), C(x) = x2 > 0,
D(x) = −(c + d) = −α (s+ (α − 1)q) even,
E(x) = 2c = (α − β)s+ (α(α − 1)− β(β − 1))q even.
(30.2)
The explicit representation (29.1) helps us obtain a key identity in terms of monic polynomials (8.2) as
S(α,β)n
(
r s
p q
∣∣∣∣ x) = xα+(β−α−1)σn S¯n (r + 2p(α + (β − α − 1)σn), s+ 2 q (α + (β − α − 1)σn)p, q
∣∣∣∣ x) , (31)
which can be proved directly by (11). As before, this identity can be used to compute the recurrence relation of the defined
functions S(α,β)n (x; p, q, r, s). To reach this goal, let us take S¯n
(
r + 2p(α + (β − α − 1)σn), s+ 2 q (α + (β − α − 1)σn)
p, q
∣∣∣ x) = R¯n(x).
Since R¯n(x) is a monic symmetric polynomial, by applying the Maple software and some further computations in hand, we
finally obtain a three-term recurrence relation for R¯n(x) as
R¯n+1(x) = x R¯n(x)+ C (α,β)n
(
r s
p q
)
R¯n−1(x); R¯0(x) = xα, R¯1(x) = xβ , (32)
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where
C (α,β)n
(
r s
p q
)
=
(
1+ (β − α − 1)(−1)n) pq n2 + ((1− β + α)((1− 2α)p− r)q
+ ((α + β − 3)p+ r)(s+ 2α q))σn + ((α + β − 3+ (−1)n(α + 3− 3β))pq
+ (1+ (−1)n(β − α − 1))qr + (−1)n(α − β)ps) n
(((−1)n(β − α − 1)+ 2n+ β + α − 2)p+ r) (((−1)n(1− β + α)+ 2n+ β + α − 4)p+ r) .
(32.1)
Now, it is sufficient to substitute R¯n(x) = x−α−(β−α−1)σn S(α,β)n (x; p, q, r, s) into (32) to get
S(α,β)n+1
(
r s
p q
∣∣∣∣ x) = (x1+(−1)n(β−α−1)) S(α,β)n (r sp q
∣∣∣∣ x)+ C (α,β)n (r sp q
)
S(α,β)n−1
(
r s
p q
∣∣∣∣ x) . (33)
This is the final form of the recurrence relation of functions (29.1).
For instance, if n = 0, 1, . . . , 5 in (33) and subsequently (32.1) then we have
S(α,β)0
(
r s
p q
∣∣∣∣ x) = xα,
S(α,β)1
(
r s
p q
∣∣∣∣ x) = xβ ,
S(α,β)2
(
r s
p q
∣∣∣∣ x) = xα (x2 + (2α + 1)q+ s(2α + 1)p+ r
)
,
S(α,β)3
(
r s
p q
∣∣∣∣ x) = xβ (x2 + (2β + 1)q+ s(2β + 1)p+ r
)
,
S(α,β)4
(
r s
p q
∣∣∣∣ x) = xα (x4 + 2 (2α + 3)q+ s(2α + 5)p+ r x2 + ((2α + 3)q+ s)((2α + 1)q+ s)((2α + 5)p+ r)((2α + 3)p+ r)
)
,
S(α,β)5
(
r s
p q
∣∣∣∣ x) = xβ (x4 + 2 (2β + 3)q+ s(2β + 5)p+ r x2 + ((2β + 3)q+ s)((2β + 1)q+ s)((2β + 5)p+ r)((2β + 3)p+ r)
)
.
(34)
It is clear that putting α = 0 and β = θ in these samples gives (18).
Note that the two conditions (−1)α = 1 and (−1)β = −1 are however necessary because we must have
S(α,β)n (−x; p, q, r, s) = (−1)n S(α,β)n (x; p, q, r, s). An interesting case for the symmetric functions (29.1) is when β − α = 1
and (−1)α = 1. Because in this case (33) is reduced to a recurrence relation of polynomial type as
S(α,α+1)n+1
(
r s
p q
∣∣∣∣ x) = x S(α,α+1)n (r sp q
∣∣∣∣ x)+ C (α,α+1)n (r sp q
)
S(α,α+1)n−1
(
r s
p q
∣∣∣∣ x) , (35)
though the corresponding initial values are S(α,α+1)0 (x) = xα and S(α,α+1)1 (x) = xα+1 if and only if (−1)α = 1. On the other
hand, by referring to the key identity (31),
S(α,α+1)n
(
r s
p q
∣∣∣∣ x) = xα S¯n (r + 2pα, s+ 2 qαp, q
∣∣∣∣ x) . (36)
Therefore, it should be deduced that the polynomials S¯n(x; p, q, r + 2pα, s + 2qα) are orthogonal with respect to the
weight function x2αW (x; p, q, r, s).
We can now design a generic orthogonality relation for S(α,β)n (x; p, q, r, s). As Eq. (30) and relation (4.1) of theorem 1.1
show, the weight function corresponding to symmetric functions (29.1) is again the sameW (x; p, q, r, s) as defined in (10)
(i.e. independent of α, β). Hence, we should have∫ v
−v
W
(
r s
p q
∣∣∣∣ x) S(α,β)n (r sp q
∣∣∣∣ x) S(α,β)m (r sp q
∣∣∣∣ x) dx = Nn δn,m, (37)
where
Nn =
∫ v
−v
W
(
r s
p q
∣∣∣∣ x)(S(α,β)n (r sp q
∣∣∣∣ x))2 dx, (37.1)
and (px2+q)W (x; p, q, r, s) vanishes at x = v again. To compute the norm square valuewe can directly use the orthogonality
relation (9). In other words, if n = 2m in (37.1) then
N2m =
∫ v
−v
W
(
r s
p q
∣∣∣∣ x)(S(α,β)2m (r sp q
∣∣∣∣ x))2 dx
=
∫ v
−v
W
(
r s
p q
∣∣∣∣ x) x2α (S¯2m (r + 2α p, s+ 2α qp, q
∣∣∣∣ x))2 dx. (38)
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On the other hand, since we have
x2αW
(
r s
p q
∣∣∣∣ x) = exp(∫ 2αx dx
)
exp
(∫
(r − 2p)x2 + s
x(px2 + q) dx
)
= exp
(∫
(r + 2α p− 2p)x2 + s+ 2α q
x(px2 + q) dx
)
= W
(
r + 2α p, s+ 2α q
p, q
∣∣∣∣ x) , (38.1)
so N2m, by noting (9), is simplified as
N2m =
∫ v
−v
W
(
r + 2α p, s+ 2α q
p, q
∣∣∣∣ x)(S¯2m (r + 2α p, s+ 2α qp, q
∣∣∣∣ x))2 dx
=
(
2m∏
i=1
Ci
(
r + 2α p, s+ 2α q
p, q
)) ∫ v
−v
W
(
r + 2α p, s+ 2α q
p, q
∣∣∣∣ x) dx, (39)
in which Ci(p, q, r, s) = C (0,1)i (p, q, r, s). Similarly for n = 2m+ 1 the norm square becomes
N2m+1 =
∫ v
−v
W
(
r + 2β p, s+ 2β q
p, q
∣∣∣∣ x)(S¯2m (r + 2β p, s+ 2β qp, q
∣∣∣∣ x))2 dx
=
(
2m∏
i=1
Ci
(
r + 2β p, s+ 2β q
p, q
)) ∫ v
−v
W
(
r + 2β p, s+ 2β q
p, q
∣∣∣∣ x) dx. (40)
By combining two latter relations (39) and (40) we eventually get
Nn =
2[n/2]∏
i=1
Ci
(
r + 2p(α + (β − α − 1)σn), s+ 2 q (α + (β − α − 1)σn)
p, q
)
×
∫ v
−v
W
(
r + 2p(α + (β − α − 1)σn), s+ 2 q (α + (β − α − 1)σn)
p, q
∣∣∣∣ x) dx. (41)
The other standard properties of orthogonal functions S(α,β)n (x; p, q, r, s) such as generating function, integral
representation, hypergeometric representation and so on can be directly obtained by using (31) and referring to [8]. For
instance, we proved in [8] that
S(0,1)n
(
r s
p q
∣∣∣∣ x) = S¯n (r sp q
∣∣∣∣ x) = xn2F1 (−[n/2], (q− s)/2q− [(n+ 1)/2]−(r + (2n− 3)p)/2p
∣∣∣∣ − qpx2
)
, (42)
where 2F1
(
α β
γ
∣∣∣ x) =∑∞k=0 (α)k(β)k(γ )k xkk! ; (α)k =∏k−1i=0 α + i denotes a hypergeometric function of order (2, 1) [3,2]. Now if
one refers to (31), one eventually gets
S(α,β)n
(
r s
p q
∣∣∣∣ x) = xn+α+(β−α−1)σn2F1
−
[n
2
]
,
q− s
2q
− (α + (β − α − 1)σn)−
[
n+ 1
2
]
− r
2p
− (α + (β − α − 1)σn)− n+ 3/2
∣∣∣∣∣∣∣ −
q
px2
 . (43)
Because of the above-mentioned reasons, here we release other standard properties of generalized BCSOF and in turn
study four special cases of it.
3. Four main sub-classes of S (α,β)n (x;p, q, r, s)
It should be first noted that the positive function (10), as an analogue of Pearson distributions family, satisfies a first order
differential equation in the form
x
d
dx
((px2 + q)W (x)) = (rx2 + s)W (x), (44)
which is equivalent to
d
dx
(x2(px2 + q)W (x)) = x (r1x2 + s1)W (x) for r1 = r + 2p and s1 = s+ 2q. (44.1)
Consequently,W (x; p, q, r, s) as the solution of above equationmust be an analytic integrable function and its probability
density function (pdf) must be available too.
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In general, there are four main sub-classes of distributions family (10) (as sub-solutions of Eq. (44)) whose explicit pdfs
are respectively as follows
K1W
(−2a− 2b− 2, 2a
−1, 1
∣∣∣∣ x) = Γ (a+ b+ 3/2)Γ (a+ 1/2)Γ (b+ 1) x2a(1− x2)b − 1 ≤ x ≤ 1; a+ 1/2 > 0; b+ 1 > 0. (45)
K2W
(−2, 2a
0, 1
∣∣∣∣ x) = 1Γ (a+ 1/2) x2a exp(−x2) −∞ < x <∞; a+ 1/2 > 0. (46)
K3W
(−2a− 2b+ 2, −2a
1, 1
∣∣∣∣ x) = Γ (b)Γ (b+ a− 1/2)Γ (−a+ 1/2) x−2a(1+ x2)b −∞ < x <∞;
b > 0; a < 1/2; b+ a > 1/2. (47)
K4W
(−2a+ 2, 2
1, 0
∣∣∣∣ x) = 1Γ (a− 1/2) x−2a exp
(
− 1
x2
)
−∞ < x <∞; a > 1/2. (48)
The {Ki}4i=1 in these distributions are the normalizing constants and Γ (a) =
∫∞
0 x
a−1e−xdx indicates the well-known
gamma function [1,2]. Moreover, the projection of the distribution is zero at x = 0 if s 6= 0, i.e.W (0; p, q, r, s) = 0 for s 6= 0.
The pdfs (45)–(48) play the important role of a weight function for four symmetric orthogonal sequences introduced in the
Sections 3.1–3.4.
3.1. First sub-class, a generalization of generalized ultraspherical polynomials
The generalized ultraspherical polynomials orthogonal with respect to the weight x2a(1 − x2)b on [−1, 1] were first
investigated in [10] who obtained standard properties of these polynomials via a direct relation with Jacobi orthogonal
polynomials. See also [11] for a further generalization of ultraspherical polynomials.
According to (45), the characteristic vector corresponding to generalized ultraspherical polynomials is (p, q, r, s) =
(−1, 1,−2a − 2b − 2, 2a). Hence, if this initial vector is replaced in the differential equation (6), then the generalized
Sturm–Liouville equation
x2(1− x2)Φ ′′n (x)− 2x((a+ b+ 1)x2 − a)Φ ′n(x)+
(
n(n+ 2a+ 2b+ 1)x2 + ((−1)n − 1)a)Φn(x) = 0, (49)
has the polynomial solution
Φn(x) = S(0,1)n
(−2a− 2b− 2, 2a
−1, 1
∣∣∣∣ x) , (50)
which satisfies∫ 1
−1
W
(−2a− 2b− 2, 2a
−1, 1
∣∣∣∣ x) S(0,1)n (−2a− 2b− 2, 2a−1, 1
∣∣∣∣ x) S(0,1)m (−2a− 2b− 2, 2a−1, 1
∣∣∣∣ x) dx
=
(
(−1)n
n∏
i=1
Ci
(−2a− 2b− 2, 2a
−1, 1
) ∫ 1
−1
W
(−2a− 2b− 2, 2a
−1, 1
∣∣∣∣ x) dx
)
δn,m, (51)
where∫ 1
−1
W
(−2a− 2b− 2, 2a
−1, 1
∣∣∣∣ x) dx = ∫ 1−1 x2a(1− x2)bdx = B
(
a+ 1
2
, b+ 1
)
= Γ (a+ 1/2)Γ (b+ 1)
Γ (a+ b+ 3/2) , (51.1)
and
Cn
(−2a− 2b− 2, 2a
−1, 1
)
= −(n+ 2aσn)(n+ 2aσn + 2b)
(2n+ 2a+ 2b− 1)(2n+ 2a+ 2b+ 1) . (51.2)
Now, to generalize the generalized ultraspherical polynomials with the same weight function as (51.1), it is enough to
substitute the given characteristic vector into the main equation (30) to get
x2(1− x2)Φ ′′n (x)− 2x((a+ b+ 1)x2 − a)Φ ′n(x)+
{
(n+ α + (β − α − 1)σn)
× (n+ 2a+ 2b+ 1+ α + (β − α − 1)σn)x2 + β(β − 1+ 2a)− α(α − 1+ 2a)2 (−1)
n
− β(β − 1+ 2a)+ α(α − 1+ 2a)
2
}
Φn(x) = 0. (52)
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Clearly one of the basis solutions of this equation is
Φn(x) = S(α,β)n
(−2a− 2b− 2, 2a
−1, 1
∣∣∣∣ x) , (52.1)
which according to (41), (51.1) and (51.2) satisfies the orthogonality relation∫ 1
−1
x2a(1− x2)b S(α,β)n
(−2a− 2b− 2, 2a
−1, 1
∣∣∣∣ x) S(α,β)m (−2a− 2b− 2, 2a−1, 1
∣∣∣∣ x) dx
=
2[n/2]∏
i=1
(i+ 2σi(a+ α + (β − α)σn)) (i+ 2σi(a+ α + (β − α)σn)+ 2b)
(2i+ 2(a+ α + (β − α)σn)+ 2b− 1) (2i+ 2(a+ α + (β − α)σn)+ 2b+ 1)
× B
(
a+ α + (β − α)σn + 12 ; b+ 1
)
δn,m. (53)
As (53) shows, the constraint on the parameters a, b and α, β must be as a+ α + 1/2 > 0, a+ β + 1/2 > 0, b+ 1 > 0,
(−1)2a = 1, (−1)α = 1 and finally (−1)β = −1.
An important note: Let a = 0 and b = −1/2 in Eq. (52). Then by applying the change of variable x = cos t one gets
Φ ′′n (t)+
(
(n+ α + (β − α − 1)σn)2 + (α(α − 1)− β(β − 1))σn − α(α − 1)cos2 t
)
Φn(t) = 0
⇔ α + 1/2 > 0; β + 1/2 > 0; (−1)α = 1 and (−1)β = −1, (54)
which is a classical generalization of differential equation of Fourier trigonometric sequences for α = 0, β = 1 [12] and has
the basis solution
Φn(t) = S(α,β)n
(−1, 0
−1, 1
∣∣∣∣ cos t) . (54.1)
3.2. Second sub-class, a generalization of the generalized Hermite polynomials
The generalized Hermite polynomials orthogonal with respect to the weight x2a exp(−x2) on (−∞,∞) were first
introduced by Szegö who presented a second order differential equation for them [4, Problem 25] almost as the same
form as indicated in [8]. These polynomials can be characterized by a direct relationship between them and Laguerre
orthogonal polynomials [10,2]. By noting the distribution (46), one can find out that the characteristic vector corresponding
to generalized Hermite polynomials is (p, q, r, s) = (0, 1,−2, 2a). So, if this vector is replaced in (6) then the generalized
Sturm–Liouville equation
x2Φ ′′n (x)− 2x(x2 − a)Φ ′n(x)+
(
2n x2 + ((−1)n − 1)a)Φn(x) = 0, (55)
has the polynomial solution
Φn(x) = S(0,1)n
(−2, 2a
0, 1
∣∣∣∣ x) , (55.1)
which satisfies∫ ∞
−∞
x2a exp(−x2)S(0,1)n
(−2 2a
0 1
∣∣∣∣ x) S(0,1)m (−2 2a0 1
∣∣∣∣ x) dx =
(
1
2n
n∏
i=1
i+ 2aσi
)
Γ
(
a+ 1
2
)
δn,m. (55.2)
Note that (55.2) is valid only for a + 1/2 > 0 and (−1)2a = 1. Now, similar to previous section, to generalize the
generalized Hermite polynomials with the same as weight function, one should substitute the given characteristic vector
into (30) to arrive at the
x2Φ ′′n (x)− 2x(x2 − a)Φ ′n(x)+
{
2(n+ α + (β − α − 1)σn)x2
+β(β − 1+ 2a)− α(α − 1+ 2a)
2
(−1)n − β(β − 1+ 2a)+ α(α − 1+ 2a)
2
}
Φn(x) = 0. (56)
According to described comments, one of the basic solutions of this equation is
Φn(x) = S(α,β)n
(−2, 2a
0, 1
∣∣∣∣ x) , (56.1)
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that satisfies the orthogonality∫ ∞
−∞
x2a exp(−x2)S(α,β)n
(−2 2a
0 1
∣∣∣∣ x) S(α,β)m (−2 2a0 1
∣∣∣∣ x) dx
=
(
1
2n−σn
2[n/2]∏
i=1
i+ 2 σi(a+ α + (β − α)σn)
)
Γ
(
a+ α + (β − α)σn + 12
)
δn,m, (57)
provided that a+ α + 1/2 > 0, a+ β + 1/2 > 0, (−1)2a = 1, (−1)α = 1 and (−1)β = −1.
3.3. Third sub-class, a finite class of symmetric orthogonal functions with weight function x−2a(1+ x2)−b on (−∞,∞)
We first recall that by applying Favard’s theorem for finite cases one can obtain finite classes of orthogonal polynomials
as we introduced two symmetric samples of them in [8]. See also [13] in this regard. In this section, we intend to introduce
two classical sequences of finite symmetric orthogonal functions. Thus, by referring to the distribution function (47), we
find out that the characteristic vector corresponding to first finite sequence is
(p, q, r, s) = (1, 1,−2a− 2b+ 2,−2a). (58)
If this vector is substituted in (9) for v = ∞ then∫ ∞
−∞
x−2a
(1+ x2)b S
(0,1)
n
(−2a− 2b+ 2, −2a
1, 1
∣∣∣∣ x) S(0,1)m (−2a− 2b+ 2, −2a1, 1
∣∣∣∣ x) dx
=
(
(−1)n
n∏
i=1
Ci
(−2a− 2b+ 2, −2a
1, 1
))
Γ (b+ a− 1/2)Γ (−a+ 1/2)
Γ (b)
δn,m, (59)
if and only if−Cn+1(1, 1,−2a− 2b+ 2,−2a) > 0 where
Cn
(−2a− 2b+ 2, −2a
1, 1
)
= (n− 2 aσn)(n− 2 aσn − 2b)
(2n− 2a− 2b+ 1)(2n− 2a− 2b− 1) . (59.1)
The above-mentioned condition is in fact a consequence of Favard’s theorem for finite cases, which eventually yields [8]{−2a− 2b+ n+m+ 1 ≤ 0,
a < 1/2; b > 0; b+ a− 1/2 > 0. (60)
The relation (60)means that the polynomial set {S(0,1)n (x; 1, 1,−2a−2b+2,−2a)}Nn=0 is finitely orthogonal with respect
to the symmetric weight function x−2a(1 + x2)−b on (−∞,∞) if and only if a < 1/2; b + a − 1/2 > 0; b > 0 and
N ≤ b+ a− 1/2.
Now, without loss of generality, let us consider the generalized sequence
Φn(x) = S(α,β)n
(−2a− 2b+ 2, −2a
1, 1
∣∣∣∣ x) , (61)
satisfying the differential equation
x2(x2 + 1)Φ ′′n (x)− 2x((a+ b− 1)x2 + a)Φ ′n(x)−
{
(n+ α + (β − α − 1)σn)
× (n− 2a− 2b+ 1+ α + (β − α − 1)σn)x2 + α(α − 1− 2a)− β(β − 1− 2a)2 (−1)
n
+ α(α − 1− 2a)+ β(β − 1− 2a)
2
}
Φn(x) = 0. (62)
According to (37) and (41), this sequence must satisfy the relation∫ ∞
−∞
x−2a
(1+ x2)b S
(α,β)
n
(−2a− 2b+ 2, −2a
1, 1
∣∣∣∣ x) S(α,β)m (−2a− 2b+ 2, −2a1, 1
∣∣∣∣ x) dx
=
2[n/2]∏
i=1
Ci
(−2a− 2b+ 2+ 2(α + (β − α − 1)σn), −2a+ 2(α + (β − α − 1)σn)
1, 1
)
× Γ (b+ a− (α + (β − α − 1)σn)− 1/2)Γ (−a+ α + (β − α − 1)σn + 1/2)
Γ (b)
δn,m. (63)
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However, an important question is here how to determine the constraint of parameters in (63) whereas they are finitely
orthogonal. To solve this problem, let us write Eq. (62) in a self-adjoint form. Then be referring to theorem 1.1, the following
term must vanish:
[x−2a(1+ x2)−b+1(Φ ′n(x)Φm(x)− Φ ′m(x)Φn(x))]∞−∞ = 0. (64)
On the other hand, sinceΦn(x) defined in (61) is a symmetric sequence of degree at most n+α+ (β−α−1)σn we have
max deg(Φ ′n(x)Φm(x)− Φ ′m(x)Φn(x)) = n+m− 1+ 2α + (β − α − 1)(σn + σm). (65)
So, from (64) and (65) we can deduce that
− 2a+ 2(−b+ 1)+ n+m− 1+ 2α + (β − α − 1)(σn + σm) ≤ 0. (66)
Furthermore, the right hand side of (63) shows that
b+ a− α − 1/2 > 0; b+ a− β − 1/2 > 0;
−a+ α + 1/2 > 0; −a+ β + 1/2 > 0 and b > 0. (67)
In general, four cases may occur for n andm in inequality (66). They are respectively
(i)
{
n = 2i
m = 2j+ 1 ; (ii)
{
n = 2i+ 1
m = 2j ; (iii)
{
n = 2i
m = 2j ; (iv)
{
n = 2i+ 1
m = 2j+ 1. (68)
If each above cases is replaced in (66) then by taking N = max{m, n}we obtain{N ≤ b+ a− (α + β)/2 for the first and second cases of (68),
N ≤ b+ a− α − 1/2 for the third case of (68),
N ≤ b+ a− β + 1/2 for the fourth case of (68).
(69)
Hence, by assuming min {b+ a− (α + β)/2; b+ a− α − 1/2; b+ a− β + 1/2} = M(b+a)α,β one eventually gets:
The finite set of symmetric functions {S(α,β)n (x; 1, 1,−2a − 2b + 2,−2a)}Nn=0 is orthogonal with respect to the weight
function x−2a(1+x2)−b on (−∞,∞) if and only if N ≤ M(b+a)α,β ; b+a−α−1/2 > 0; b+a−β−1/2 > 0;−a+α+1/2 >
0;−a+ β + 1/2 > 0; b > 0; (−1)2a = 1; (−1)α = 1 and finally (−1)β = −1.
3.4. Fourth sub-class, a finite class of symmetric orthogonal functions with weight function x−2a exp(−1/x2) on (−∞,∞)
As a similar case, if the characteristic vector (corresponding to distribution (48))
(p, q, r, s) = (1, 0,−2a+ 2, 2), (70)
is replaced in (9) for v = ∞ then∫ ∞
−∞
x−2a exp
(
− 1
x2
)
S(0,1)n
(−2a+ 2 2
1 0
∣∣∣∣ x) S(0,1)m (−2a+ 2 21 0
∣∣∣∣ x) dx
= (−1)n
n∏
i=1
Ci
(−2a+ 2 2
1 0
)
Γ
(
a− 1
2
)
δn,m, (71)
provided that[
x2−2a exp
(
− 1
x2
)
(Φ ′n(x)Φm(x)− Φ ′m(x)Φn(x))
]∞
−∞
= 0, (72)
which is equivalent to
2− 2a+ n+m− 1 ≤ 0⇔ N = max{m, n} ≤ a− 1
2
. (73)
This means that the polynomial set {S(0,1)n (x; 1, 0,−2a + 2, 2)}Nn=0 is finitely orthogonal with respect to the weight
function x−2a exp(−1/x2) on (−∞,∞) if and only if N ≤ a − 1/2 and (−1)2a = 1. To extend this corollary, we consider
the generalized functions
Φn(x) = S(α,β)n
(−2a+ 2 2
1 0
∣∣∣∣ x) , (74)
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Table 1
Four special sub-cases of S(α,β)n (x; p, q, r, s).
Definition Weight function Interval and kind
1. S(α,β)n
(−2a− 2b− 2, 2a
−1, 1
∣∣∣∣ x) x2a(1− x2)b [−1, 1], Infinite
2. S(α,β)n
(−2, 2a
0, 1
∣∣∣∣ x) x2a exp(−x2) (−∞,∞), Infinite
3. S(α,β)n
(−2a− 2b+ 2, −2a
1, 1
∣∣∣∣ x) x−2a(1+x2)b (−∞,∞), Finite
4. S(α,β)n
(−2a+ 2, 2
1, 0
∣∣∣∣ x) x−2a exp(−1/x2) (−∞,∞), Finite
which satisfy the generalized Sturm–Liouville differential equation
x4Φ ′′n (x)+ 2x((1− a)x2 + 1)Φ ′n(x)
− ((n+ α + (β − α − 1)σn)(n+ 1− 2a+ α + (β − α − 1)σn)x2 + (α − β)(−1)n + α + β)Φn(x) = 0. (75)
According to (37), (41) and (8.1), the sequence (74) has the property∫ ∞
−∞
x−2a exp
(
− 1
x2
)
S(α,β)n
(−2a+ 2, 2
1, 0
∣∣∣∣ x) S(α,β)m (−2a+ 2, 21, 0
∣∣∣∣ x) dx
=
2[n/2]∏
i=1
Ci
(−2a+ 2+ 2(α + (β − α)σn), 2
1, 0
)
Γ
(
a− 1
2
− (α + (β − α)σn)
)
δn,m. (76)
To determine the parameters constraint in orthogonality (76) one should again apply the described technique. For this
purpose, noting (72) and then (65) yields
− 2a+ n+m+ 1+ 2α + (β − α − 1)(σn + σm) ≤ 0, (77)
which is exactly the same condition as (66) for b = 0. Therefore, by referring to (68) and (69), if one defines M(a)α,β =
min {a− (α + β)/2; a− α − 1/2; a− β + 1/2} the following corollary is finally derived:
The finite set of symmetric functions {S(α,β)n (x; 1, 0,−2a + 2, 2)}Nn=0 is orthogonal with respect to the weight function
x−2a exp(−1/x2) on (−∞,∞) if and only if N ≤ M(a)α,β; a − α − 1/2 > 0; a − β − 1/2 > 0; (−1)2a = 1; (−1)α = 1 and
(−1)β = −1.
In summary, Table 1 shows primary properties of four introduced sub-classes of generalized BCSOF.
4. A unified approach for the classification of S (α,β)n (x;p, q, r, s)
As we observed in previous sections, each four introduced sub-classes were directly determined by S(α,β)n (x; p, q, r, s)
and it was only sufficient to obtain the corresponding characteristic vector. On the other hand, we should note since
all orthogonality intervals of the mentioned sub-classes, other than first one, were infinite, applying a linear change in
orthogonality integrals will not change the interval (−∞,∞). Hence, one can have access to a larger class of symmetric
orthogonal functions. This means that only by having an initial vector, we can determine the kind of the foresaid sub-class
and have access to its other standard properties, which finally leads to a unified approach for other desired cases. As a result,
if one can obtain the parameters (p, q, r, s) and (α, β) by referring to the initial data, such as a given three-term recurrence
relation or a given weight function and so on, then all other properties of functions will be found straightforwardly. Here,
we consider two special cases of this approach.
4.1. How to find the parameters p, q, r, s and α, β if a special case of the main three-term recurrence equation (33) is given
In general, there are two ways to obtain the solution of a given recurrence equation of type (33). First way is to directly
compare the given recurrence equation with (33). This method leads to a system of polynomial equations in terms of six
parameters p, q, r, s and α, β . Second way is to equate the first six terms of two recurrence equations together, which leads
to a polynomial system with 6 equations and 6 unknowns p, q, r, s and α, β respectively. The following example clarifies
this approach better.
Example 1. Suppose the recurrence equation
Φn+1(x) = x1− 145 (−1)nΦn(x)− (70 (−1)
n − 25)n2 + (1802 (−1)n + 690)n+ 542 σn
(50 n− 70 (−1)n − 665)(50n+ 70 (−1)n − 715) Φn−1(x)
with initial data Φ0(x) = x2 and Φ1(x) = x1/5 are given. Find its explicit solution, the differential equation of solution, the
related weight function and finally the orthogonality property of solution.
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Solution: If the above recurrence equation is directly comparedwith themain equation (33) and subsequently (32.1) then the
values (p, q, r, s, α, β) = (1, 1,−134/5,−4/5, 2, 1/5) are eventually obtained. Thus, the explicit solution of thementioned
equation is the symmetric functionsΦn(x) = S(2,1/5)n (1, 1,−134/5,−4/5; x), which satisfy the differential equation
x2(x2 + 1)Φ ′′n (x)− (4/5)x(36 x2 + 1)Φ ′n(x)
− ((n+ 2− 14 σn/5)(n− 129/5− 14 σn/5)x2 + (9(−1)n + 1)/25)Φn(x) = 0.
Moreover, by replacing the obtained characteristic vector in the generic weight function (10) as
W
(−134/5 −4/5
1 1
∣∣∣∣ x) = exp(∫ −144x2 − 45x(1+ x2) dx
)
= 15√x4(1+ x2)14 ,
we can find out that the solution of equation is a particular case of the third kind introduced sub-class for a = 2/5 and
b = 14. So, these results should lead to the orthogonality property∫ ∞
−∞
1
5√x4 (1+ x2)14 S
(2, 15 )
n
(−134/5 −4/5
1 1
∣∣∣∣ x) S(2, 15 )m (−134/5 −4/51 1
∣∣∣∣ x) dx
=
2[n/2]∏
i=1
Ci
(−(114+ 28 σn)/5, (16− 28 σn)/5
1, 1
)
Γ ((119+ 28 σn)/10)Γ ((21− 28 σn)/10)
14! δn,m,
which is valid only for m, n ≤ 11, because in this example we have −1/10 < α, β < 139/10; M(72/5)2,1/5 = min {133/10;
119/10; 147/10} and therefore N = 11.
4.2. How to find the parameters p, q, r, s if a special case of the main weight function (10) is given
First of all, let us repeat that the weight functionW (x; p, q, r, s) is independent of α, β . By noting this comment, it can
be verified that the best way for deriving p, q, r, s is to compute the logarithmic derivativeW ′(x)/W (x) and then equate the
pattern with logarithmic derivative of general weight function (10). The following example clarifies this matter.
Example 2. The weight function
W (x) = (4x2 − 4x+ 1) exp(4x(1− x)) −∞ < x <∞,
is given. Find its other standard properties.
To solve the problem, it is only sufficient to find the initial vector corresponding to the given weight function. So, by
applying the linear change 2x− 1 = t , we compute the logarithmic derivative of the weight function as
W (x) = e (2x− 1)2 exp(−(2x− 1)2)⇒ 1
e
W
(
t + 1
2
)
= W1(t) = t2 exp(−t2),
dW1(t)
W1(t)
= −2t
2 + 2
t
= (r − 2p)t
2 + s
t (pt2 + q) ⇒ (p, q, r, s) = (0, 1,−2, 2).
Hence, the related orthogonal functions are a special case of the second kind introduced sub-class for a = 1 (together
with the free parameters α, β) and the solution is also an infinite orthogonal set as {S(α,β)n (0, 1,−2, 2; 2x − 1)}∞n=0, which
satisfies the orthogonality∫ ∞
−∞
(4x2 − 4x+ 1) exp(4x(1− x)) S(α,β)n
(−2 2
0 1
∣∣∣∣ 2x− 1) S(α,β)m (−2 20 1
∣∣∣∣ 2x− 1) dx
=
(
e
2n+1−σn
2[n/2]∏
i=1
i+ 2 σi(1+ α + (β − α)σn)
)
Γ
(
α + (β − α)σn + 32
)
δn,m,
provided that α + 3/2 > 0, β + 3/2 > 0, (−1)α = 1 and (−1)β = −1.
5. An important remark
In [9] we pointed out that the differential equation (14) could be extended to a generic operator equation of the form
x2(px2 + q)L2Φn(x)+ x(rx2 + s)LΦn(x)
− ((n+ (θ − 1)σn)(r + (n− 1+ (θ − 1)σn) p)x2 + θ (s+ (θ − 1)q)σn)Φn(x) = 0, (78)
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where the linear operator L, known as Hahn’s operator [10, p. 159], is defined by
L (f (x)) = f (v x+ w)− f (x)
(v − 1)x+ w ; v,w ∈ R. (79)
Now, we would like here to add that the operator equation (74) is extendable as
x2(px2 + q)L2Φn(x)+ x(rx2 + s)LΦn(x)−
(
an x2 + (−1)nc + d
)
Φn(x) = 0, (80)
with {an = (n+ α + (β − α − 1)σn)(r + (n− 1+ α + (β − α − 1)σn)p),
2c = (α − β)s+ (α(α − 1)− β(β − 1))q,
2d = (α + β)s+ (α(α − 1)+ β(β − 1))q,
in which the ordinary derivative operator, i.e. when w = 0 and v → 1, corresponds to Eq. (30). Consequently, two further
cases, i.e. the difference operator ∆ for v = w = 1 (or equivalently ∇ for v = −w = 1) and the v-difference operator Dv
forw = 0 remain for general equation (80) to be separately studied and investigated.
Finally we mention that, since the extension of Sturm–Liouville problems for discrete variables is also possible, there
is a basic class of discrete orthogonal functions that satisfies a generic difference equation and has four special orthogonal
sub-classes [in preparation].
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