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Abstract 
Research on dispatching rules has mainly focused upon deterministic job shop 
situations or small assembly environments and ignored operational factors. Recent 
work has examined the relative performance of dispatching rules in companies that 
produce several families of complex products with stochastic processing times. 
Previous work has used the same control policies for all resources. 
 
In practice, it is common for there to be a wide variation in the utilisation of 
machines. The Optimised Production Technology philosophy suggests that particular 
attention should be paid to bottleneck resources. This paper investigates the effect of 
applying different manufacturing control approaches for resources with high and low 
utilisation. The work uses data obtained from an engineer-to-order capital goods 
company that produces complex products in low volume. Processing times are 
assumed to be normally distributed. A range of scenarios are considered in which an 
increasing proportion of resources are considered to be ‘bottlenecks’. The results 
show that the mean tardiness of products decreases significantly when the highly 
utilised machines are carefully controlled. However, there is only marginal benefit in 
carefully controlling the key machines. 
 
Key words: manufacturing control; dispatching rules; Optimised Production 
Technology; capital goods. 
 
1 Introduction 
Research on dispatching rules has mainly focused upon deterministic job shop 
situations or small assembly environments and ignored operational factors. Recent  
work by Hicks and Pongcharoen(2006) has examined the relative performance of 
dispatching rules in capital goods companies that produce several families of complex 
products with stochastic processing times. Their work applied the same control 
policies all resources. This paper extends this work by applying different control 
strategies on resources according to their utilisation.  
 
Planning and controlling the production of engineer-to-order (ETO) capital goods is 
difficult because: i) there are large fluctuations in demand; ii) the bespoke nature of 
production leads to large uncertainties in estimated processing and assembly times; 
iii) it is common for different product families, such as main products, spare parts and 
subcontract manufacturing to use the same manufacturing resources; iv) the products 
have deep and complex product structures giving rise to many levels of assembly; and 
v) the process routings are often long, requiring many different types of operation on 
many machines. These factors lead to high levels of work in progress, which makes it 
important to have good manufacturing control with appropriate dispatching rules. 
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The objectives of this paper are to: 
1) briefly review the literature relating to dispatching rules and Optimised 
Production Technology; 
2) describe the manufacturing characteristics of ETO capital goods companies that 
produce complex products in low volume; 
3) present a case study using data obtained from an ETO company that is used to 
explore the effect of applying different manufacturing control approaches for 
resources that have high and low utilisation. 
 
The following section presents a brief review of the literature relating to dispatching 
rules and Optimised Production Technology. This is followed by a description of 
capital goods companies, a case study, results and conclusions.  
 
2 Literature Review 
A distinction is often made between sequencing, scheduling and production planning 
(Stoop and Wiers 1996). Sequencing determines the order of tasks based upon 
operation and assembly precedence. It does not involve timing. Scheduling was 
defined by Baker (1974) as the “the allocation of resources over time to perform a 
collection of tasks”. A schedule specifies sequence and timing, normally expressed in 
terms of a set of start and due times. Blackstone et al. (1982) made a distinction 
between job sequencing, which orders all items in the queue and job dispatching 
which just selects the next item from the queue depending upon some attributes of the 
job and/or the shop. Scheduling and sequencing are planning activities, whereas 
dispatching rules are used when a plan is executed. 
 
A dispatching rule is used to select the next job to be processed from a set of jobs 
awaiting service. The difficulty of the dispatching problem arises because there are n! 
ways of sequencing a queue of n jobs (Blackstone, Phillips and Hogg 1982). The 
problems are NP hard, which means that the computation required increases 
exponentially with problem size. Exact enumeration techniques are only suitable for 
relatively small problems, which has made dispatching rules popular because they are 
easy to implement and require relatively little computation (Jain and Meeran 1999). 
 
There is a comprehensive literature on dispatching rules dating back fifty years.  
Panwalkar and Iskander (1977) presented a comprehensive survey of over 100 
dispatching rules. In their work they summarised the types of problem considered and 
the performance measures used. Blackstone et al. (1982) reviewed dispatching rule 
research and classified previous work in terms of the methods used: analytical 
methods; single server models; and job shop simulation studies. The discussion 
included a detailed description of evaluation criteria and potential bias arising from 
simulation studies. The authors noted that no single rule performs best in all 
circumstances, but there are several rules that exhibit generally good performance. 
These include the shortest immanent (SI) operation, the earliest due date first and the 
least slack first rules. Blackstone et al., (1982, p. 28) also noted that most research had 
measured manufacturing performance in terms of flowtime, lateness and tardiness. 
These terms were defined as: 
 
Flowtime (Fi )- The amount of time job i spends in the system; 
Lateness (Li) - The amount of time by which the completion time of job i exceeds its 
due date. Lateness may be negative indicating an early completion; 
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Tardiness (Ti) The positive lateness of a job (Ti = max(0,Li)). 
 
Blackstone et al., (Blackstone, Phillips and Hogg 1982) commented that the 
minimisation of flow time does not minimise mean tardiness and that mean tardiness 
was a better measure of performance than mean lateness because manufacturers are 
rarely interested in finishing jobs far in advance of the due time. 
 
A general limitation of previous work is that other significant factors such as 
minimum setup, machining and transfer times have been neglected (King and Spackis 
1980, Pongcharoen 2001). Processing times were normally distributed. It was found 
that the ‘best’ dispatching rule was different at assembly and component levels and 
varied by product family. Several different distributions were used to model 
uncertainties in processing times and it was found that the ‘best’ dispatching rule was 
insensitive to the particular distribution used.  
 
Hicks and Pongcharoen (2006) considered the relative performance of dispatching 
rules (in terms of mean tardiness) as well as other operational parameters including 
minimum setup, machining and transfer times and the data update period (explained 
in section 4.1) using a case study that utilized data from an engineer-to-order 
company. They assumed processing times to be normally distributed with a standard 
deviation of 0.1 times the mean. This work investigated the production of complex 
capital goods with many levels of assembly that were produced alongside spares and 
other products using common resources. A regression analysis showed that 
dispatching rules were the most significant operational parameter for both 
components and products. For products the best rules were: shortest operation first 
(SOF) for subcontract products; least slack first (LSF) for main products; and most 
remaining operations first (MRF) for spares products. For components the best rules 
were: longest operation time first (LOF) for subcontract components; earliest due date 
first (EDF) for the main products; and SOF for spare components. Thus, the ‘best’ 
dispatching rule was different at the component and product levels and varied by 
product family. Further work has found that the relative performance of dispatching 
rules is quite insensitive to the particular distributions used.  
 
The dispatching rule literature has generally utilised the same rule for all resources. 
The following section explores Optimised Production Technology philosophy and 
software, which treats bottleneck and non-bottleneck resources differently. 
 
2.1. Optimised Production Technology 
Godfrey and Struthers (1985) described the Optimised Production Technology 
philosophy and rules. The basic concept is that manufacturing resources can be 
classified as bottlenecks that have insufficient capacity to meet demand, or non-
bottlenecks that have excess capacity.  The nine rules are: 
1) “Balance flow, not capacity; 
2) The level of utilisation of a non-bottleneck is not determined by its own 
potential, but by some other constraint in the system; 
3) Utilisation and activation of a resource are not synonymous; 
4) An hour lost at a bottleneck is an hour lost for the total system; 
5) An hour saved at a non-bottleneck is just a mirage; 
6) Bottlenecks govern both throughput and inventory 
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7) The transfer batch size may not, and many times should not be equal to the 
process batch size; 
8) The process batch size should be variable, not fixed; 
9) Schedules should be established by looking at all the constraints 
simultaneously. Lead times are a result of the schedule and cannot be 
predetermined” (Goldratt and Fox 1986, p. 179). 
 
By 1987, OPT had evolved into the Theory of Constraints (TOC) which Goldratt 
viewed as an overall theory for running an organisation (Rahman 1998). All systems 
have at least one constraint, which is ‘anything that limits a system from achieving 
higher performance versus its goal’ (Goldratt 1988, p. 453). The OPT software used 
forward scheduling for bottlenecks and backwards scheduling for non-bottlenecks. 
Inventory buffers were placed before bottleneck resources and were minimised in 
other locations. The number of set-ups on bottlenecks was minimised by increasing 
the process batch size. The objective of these approaches was to ensure that the 
bottlenecks were fully utilised and that the non-bottlenecks were synchronised with 
the bottlenecks. Users were encouraged to focus upon supplying accurate data relating 
to the queues before bottlenecks and the inventory that the bottleneck had already 
processed (Goldratt 1988). 
 
3 Capital goods companies 
The main business activities of ETO capital goods companies are the design, 
manufacture and construction of large products such as turbine generators, cranes and 
boilers. These companies also produce spare parts that are similar to parts of the main 
product. During periods of low demand the companies perform subcontract 
machining, which involves the production items that are not related to the primary 
business activities. The main products, spares and subcontract items are all produced 
in low volume using common manufacturing facilities. It is common for there to be a 
small number of orders, each of which requires a large proportion of available 
capacity. The main products have deep and complex product structures, typically with 
ten levels of assembly. In contrast, the spares and subcontract businesses produce 
items with shallow product structure, typically with 1-3 levels of assembly. The 
process routings are often long and require many operations on multiple machines 
(Hicks 1998).  
 
A typical product structure for a main assembly manufactured by a collaborating 
company is shown in Figure 1. Each node represents a product (top level), assemblies 
or subassemblies (intermediate levels) and components (bottom level). The lines 
between the nodes represent the assembly precedence relationships within the 
product. 
 
 
Figure 1 A typical product structure from a collaborating company (Hicks 1998) 
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The early delivery of products would, in many cases cause the customer considerable 
inconvenience, thus mean lateness is a poor measure of performance. Mean tardiness 
is a particularly important measure of manufacturing performance for capital goods 
companies because there are often severe penalties for late deliveries (Hicks 1998).  
 
Previous research undertaken in the low volume capital goods sector has focused on 
operational issues including: production control (Bertrand and Muntslag 1993); 
information systems (Wortmann 1995); the co-ordination of marketing and 
manufacturing (Konijnendijk 1994); supply chains (Hicks, et al. 2000, McGovern, et 
al. 1999); manufacturing layout (Hicks 2004); scheduling (Pongcharoen, et al. 2003; 
2004, Pongcharoen, et al. 2002, Pongcharoen, et al. 2001, Song, et al. 2001; 2002) 
company structure (Hicks, et al. 2000, Hicks, et al. 2001); and dispatching rules with 
deterministic processing times (Hicks 1998) and with normally distributed processing 
times (Hicks and Pongcharoen 2006). 
 
The following section describes the data obtained from a collaborating company and 
explains the experimental programme which was designed to explore various 
manufacturing control strategies ranging from laissez faire through to having close 
control of all resources. 
 
4 A case study using data obtained from a capital goods company 
An 18 month plan was obtained from a collaborating capital goods company (see 
Table 1. The factory produced: main products (which were complex with a deep 
product structure), spares and subcontract items. There was a mix of jobbing, batch, 
flow and assembly processes with final construction and commissioning of the main 
products taking place at customers’ sites. The Master Production Schedule, Bill of 
Materials and processing planning information were obtained from the Company’s 
computer aided production management (CAPM) system.  
 
Product family 
Number 
of orders 
Total work 
(hours) 
Number of 
components 
Maximum depth of 
product structure 
Main products 8 59,198 441 8 levels 
Spares 9 59,417 2,753 2 levels 
Subcontract 
engineering 
39 25,454 166 2 levels 
Total 56 144,069 3180  
Table 1  Master Production Schedule summary (Hicks 1998) 
 
Modelling the whole Company was too ambitious due to the large volumes of data 
and the complexity of the manufacturing environment. An area was selected that 
represented the key characteristics of make-to-order/engineer-to-order capital goods 
manufacturing. The heavy machine shop was chosen as it produced the highest value, 
longest lead-time items. The data volumes were manageable and the data was likely to 
be more accurate than in the other manufacturing areas due to the relatively large 
operation times and the slow movement of material.  
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  Load implied by schedule (hours) 
Resource 
code 
Similar machine 
group 
Subcontract 
products 
Main 
Products 
Spares 
products 
Total % Total 
1325 D 155.1 279.1 21197.3 21631.5 15.0 
1326 D 155.1 279.1 21197.3 21631.5 15.0 
1317  30.3 18021.2 8.4 18059.8 12.5 
1211  2423.7 5605.5 73.1 8102.3 5.6 
1125  1521.1 3055.7 2633.2 7210.0 5.0 
1228  4068.8 2443.6 0.0 6512.4 4.5 
1324  2006.5 1792.8 2708.3 6507.6 4.5 
1212  4060.6 2434.7 0.0 6495.3 4.5 
1327  363.5 3220.3 618.0 4201.8 2.9 
1115  2019.5 1084.9 927.8 4032.1 2.8 
1222  692.6 1904.6 745.0 3342.1 2.3 
1121  881.6 792.2 1477.5 3151.3 2.2 
1314  0.0 3125.4 0.0 3125.4 2.2 
1113 A 1038.1 697.6 936.2 2671.9 1.9 
1311 A 1038.1 697.6 936.2 2671.9 1.9 
1226  1071.6 702.7 421.6 2195.9 1.5 
1323  1929.2 46.6 0.0 1975.7 1.4 
1127 B 895.6 1009.9 0.0 1905.4 1.3 
1223 B 895.6 1009.9 0.0 1905.4 1.3 
1511  415.2 622.4 853.1 1890.6 1.3 
1313  320.6 870.9 393.7 1585.2 1.1 
1322  297.6 845.1 394.3 1537.1 1.1 
1316  0.0 1312.0 0.0 1312.0 0.9 
1315  240.2 527.3 458.5 1226.1 0.9 
1224  203.3 1002.3 0.0 1205.5 0.8 
1411  0.0 1089.5 0.0 1089.5 0.8 
1116  109.9 346.1 375.1 831.1 0.6 
1312 C 0.0 824.4 0.0 824.4 0.6 
1321 C 0.0 824.4 0.0 824.4 0.6 
1229  288.0 440.0 0.0 728.0 0.5 
1124  702.0 0.0 0.0 702.0 0.5 
1221  0.0 703.8 0.0 703.8 0.5 
1112  329.4 303.1 0.0 632.5 0.4 
1128  0.0 524.0 0.0 524.0 0.4 
1129  71.5 369.3 0.0 440.8 0.3 
1114  221.4 123.2 7.6 352.2 0.2 
1523  0.0 268.4 0.0 268.4 0.2 
1225  63.2 0.0 0.0 63.2 0.0 
1111  0.0 0.0 0.0 0.0 0.0 
1122  0.0 0.0 0.0 0.0 0.0 
1123  0.0 0.0 0.0 0.0 0.0 
1126  0.0 0.0 0.0 0.0 0.0 
112A   0.0 0.0 0.0 0.0 0.0 
1227  0.0 0.0 0.0 0.0 0.0 
1318  0.0 0.0 0.0 0.0 0.0 
1521 E 0.0 0.0 0.0 0.0 0.0 
1522 E 0.0 0.0 0.0 0.0 0.0 
Total  28508.8 59198.8 56362.1 144069.7 100.0 
Table 2 An analysis of resource loading (Hicks 1998) 
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The main product and spares businesses were most significant in terms of work 
content. The main product components were components of complex assemblies with 
up to eight levels of product structure. The spares and subcontract machining 
businesses had relatively simple shallow product structures (typically with two or 
three levels of product structure). 
 
Table 2 lists the load on each machine arising from the schedule ranked in terms of 
total load. The first column indicates the resource code; the second identifies similar 
machines which have the same capability. This is followed by a breakdown of the 
load by product family and the percentage of total load carried by the machine. The 
top five machines carried 53.1% of the total load, the top ten 72.3% and the top fifteen 
machines 82.8%. The loading on machines was therefore very uneven, with the most 
highly loaded resources acting as bottlenecks. It is surprising that to see that 9 of the 
47 machines were not required at all during the 18 months’ period modelled. 
 
4.1. Experimental design 
A series of experiments were conducted that aimed to identify the relationship 
between the number of resources under close control and manufacturing performance 
with a range of assumed conditions. A full factorial experimental design was used. 
 
Factorial designs are more efficient than ‘one factor at a time’ experiments. They are 
necessary when interactions may be present to avoid misleading conclusions. They 
also allow the effects of a factor to be estimated at several levels of the other factors, 
yielding conclusions that are valid over a range of experimental conditions 
(Montgomery 1997, p234).  
 
Factor Levels 
Dispatching rule on 
controlled resources 
EDF,LSF,MRF,SOF,FEF 
Number of resources under 
close control 
All,15,10,5,0 
Table 3 Experimental programme 
 
The structure of the first experiment is shown in Table 3. The duration of machining 
and assembly processes were assumed to be normally distributed with a standard 
deviation of 0.1 times the mean and each simulation run was replicated fifty times. 
These were the same assumptions used by Hicks and Pongcharoen (2006) which 
makes the results easy to compare.  
 
Five commonly used dispatching rules were considered for resources under close 
control: earliest due date first (EDF); least slack first (LSF); most remaining 
operations first (MRF); shortest operation time first (SOF) and first event first (FEF). 
These rules were chosen on the basis of the results of Hicks and Pongcharoen (2006). 
SOF minimized mean tardiness for subcontract products, MRF produced the best 
results for spares, whilst LSF closely followed by EDF produced the best results for 
the main products. The first event first (FEF) rule was also included as this sequences 
work directly in accordance with the plan.  In the first set of runs all the resources 
were under close control. The minimum setup, processing and transfer times and the 
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data update period were also set to zero for these resources. For the remaining 
experiments, resources not under close control used a random dispatching approach, 
coupled with a high level of data update period, set-up, processing and transfer times 
(see Table 4). The resources placed under close control were selected by progressively 
descending the ranked list shown in Table 2. 
 
 
Factor Levels 
Dispatching rule Random 
Minimum set-up time 30 minutes 
Minimum processing time 60 minutes 
Minimum transfer time 2 days 
Data update period 1 shift (8 hours) 
Table 4 Configuration of poorly controlled resources 
 
The data update period represented the procedure used for data collection. Foremen 
often entered data into the system at the end of the shift (offline updating). Figure 2 
illustrates a data update period of 480 minutes (8 hours). Each day is divided into 8 
hour shifts. Events during each shift are not logged until the end of the shift. This 
prevents the CAPM system from moving components to their next operation, which 
introduces delay. A data update period of zero represents the real time recording of 
activities, where completed activities are immediately logged into the CAPM system. 
 
 
 
 
 
 
 
 
 
x represents the event occur during the working shift. 
Figure 2 Offline data collection 
 
5 Results 
The mean results shown in Table 5 were calculated from the fifty replicates of each 
experiment. The sample standard deviations are also shown to give an indication of 
the range of the results. The best results are single underlined, whereas the worst 
results are double underlined. The SOF rule performed best for the subcontract 
products irrespective of the number of resources under close control. For main 
products, the LSF rule was generally best. The MRF rule was best for spares products.  
Figure 3 shows the best results that were obtained as the number of resources under 
close control was increased. It can be seen that there is significant reduction in mean 
tardiness for the spares products and main products when the number of resources 
under close control from zero to five, but the results are then relatively insensitive to 
the number of resources under close control.   
 
Start of the 
first shift 
3 shifts per day 
x 
x x 
8 hours 8 hours 
End the previous and 
start of next shift 
8 hours 
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For subcontract components mean tardiness was minimised with the FEF rule when 
ten or less resources were under control. The SOF rule was best when more than ten 
resources were under close control. For main product components EDF was generally 
the better rule, whereas for spares components the SOF rule was best in all cases. The 
mean tardiness results were relatively insensitive to the number of resources under 
close control. 
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5.1. Second stage experiment 
The previous experiment showed a significant reduction in mean tardiness when the 
number of resources under close control was increased from zero to five, after which 
the results appeared to be quite insensitive to the number of resources under close 
control. A second stage experiment was conducted to consider the application of close 
control to 2, 3 and 4 resources. The case with a single machine was not considered, 
because there were two identical machines (1325 and 1326) that shared the largest 
load. The results are shown in Table 6, Figure 5 and Figure 6. It can be seen that there 
was a significant reduction in the minimum mean product tardiness when the number 
of resources under close control is increased to two and there is further improvement 
when the number of resources is increased to three. 
 
Further increases in the number of resources under close control only had a limited 
impact. At component level, the minimum mean tardiness was relatively insensitive to 
the number of resources under close control for all of the product families. With only 
two resources under close control it was found that the most remaining operations first 
algorithm was the best algorithm for all the product families at both product and 
component level. With four or more resources under close control the best rules at 
product level were generally SOF for subcontract products, MRF for main products 
and MRF for spares products. The corresponding rules that performed best at 
component level were generally SOF, EDF and SOF. 
Minimum mean tardiness (days) for products vs. number of resources 
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Figure 3 Mean tardiness (days) for products vs. number of resources under close control 
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Figure 5 Minimum mean product tardiness vs. number of resources under close control. 
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Figure 6 Minimum mean component tardiness vs. number of resources under close control 
 
Conclusions 
Research on dispatching rules has mainly focused upon deterministic job shop 
situations or small assembly environments and ignored operational factors. There is 
only a limited amount of research that has been focused upon ETO companies. Recent 
work has examined the relative performance of dispatching rules in companies that 
produce several families of complex products with stochastic processing times, but 
used the same control policies for all resources. 
 
This work has found that significant improvements in performance are possible 
through just carefully controlling the most highly utilised resources. Management 
should minimise setup machining and transfer times on these resources, promptly 
update the computer aided production management system and use the dispatching 
rule, which minimises the mean tardiness of the most important product family. These 
results are in agreement with the principles of Optimised Production Technology.  
 
The research has utilised production plans that included estimates of the duration of 
all activities. This was necessary to establish the work load associated with each 
resource and to coordinate the production of components with assembly requirements. 
 
Previous work has found that the relative performance of the dispatching rules is 
insensitive to the particular distribution used (e.g. normal, beta) or the level of 
uncertainty assumed. This paper has shown that the relative performance of the 
dispatching rules was also quite insensitive to the number of resources placed under 
close control. 
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