lation to condition properly to uncertain (soft) data, and hence provides a computationally attractive approach for integration of information about a reservoir model. 10 42 2005). Using Monte Carlo sampling the posterior of any posterior proba-43
Geostatistical simulation methods have been used to quantify spatial variability of reservoir models since the 80s. In the last two decades, state of the art simulation methods have changed from being based on covariance-based 2-point statistics to multiple-point statistics (MPS) , that allow simulation of more realistic Earth-structures. In addition, increasing amounts of geoinformation (geophysical, geological, etc.) from multiple sources are being collected. This pose the problem of integration of these different sources of information, such that decisions related to reservoir models can be taken on an as informed base as possible. In principle, though difficult in practice, this can be achieved using computationally expensive Monte Carlo methods. Here we investigate the use of sequential simulation based MPS simulation methods conditional to uncertain (soft) data, as a computational efficient alternative. First, it is demonstrated that current implementations of sequential simulation based on MPS (e.g. SNESIM, ENESIM and Direct Sampling) do not account properly for uncertain conditional information, due to a combination of using only co-located information, and a random simulation path. Then, we suggest two approaches that better account for the available uncertain information. The first make use of a preferential simulation path, where more informed model parameters are visited preferentially to less informed ones. The second approach involves using non co-located uncertain information. For different types of available data, these approaches are demonstrated to produce simulation results similar to those obtained by the general Monte Carlo based approach. These methods allow MPS simu-with information from data (in form of a likelihood function) (Tarantola, 2. Data integration using conditional geostatistical simulation - 80 Theory 81 Consider that a model of the subsurface is parameterized into M model parameters m = [m 1 , m 2 , m 3 , ..., m M ]. Say information is available about the model parameters m from N independent sources I = [I 1 1, I 2 , ..., I N ] through the probability densities f I 1 (m), f I2 (m), ..., f I N (m). Each probability distribution then represents a specific state of information. Tarantola and Valette (1982) and Tarantola (2005) demonstrate how these states of information can be combined through the conjunction of the states of information through
where ν represents a normalizing constant, µ(m) represents the homogeneous 82 probability distribution or the 'state of total ignorance' (Jaynes, 1968) , and 83 ∧ is the operator for 'conjunction'. Conjunction of information, as expressed 84 through (1), is derived from axioms similar to the axioms of formal logic on 85 conjunction of propositions, and the Radon-Nikodym theorem from measure 86 theory (Tarantola and Valette, 1982) . 87 If a Cartesian coordinate system is used to parameterize m, then the 88 homogeneous probability density function becomes a constant µ(m) = k 89 (Mosegaard and Tarantola, 2002) , which is the case we will consider here.
90
Then the problem of integrating information from independent sources into 91 to one probability density f I (m) is given by
out any associated uncertainty.
115
I sof t Soft data. Direct observation of one or more model parameters, with 116 an associated uncertainty.
117
In case the information has been obtained independently, such a geostatistical 118 problem is equivalent to the problem of inferring information about f I (m) 119 given by
Høyer et al. (2017) present one example of combining these three types of 121 information into one stochastic model.
122
In principle there is no need to distinguish between hard and soft data, as 123 both are simply data that provide information about the model parameters.
124
So, a general geostatistical data integration problem can be formulated as
Spatially independent 'data'. For many geostatistical data integration prob-126 lems, the information about each model parameter is assumed spatially in-127 dependent, such that
From hereon, the term 'soft information' about the model parameters is de-129 fined through equation (5). The general data integration problem of equation
130
(4) is then reduced to
Equation (6) (4) and (6) can be found in e.g. Hansen 147 et al. (2008, 2013, 2016a) .
Sequential simulation (Alabert et al., 1989) , also known as the conditional 150 distribution method (Devroye, 1986) , is commonly used in geostatistics to
as in equation (6). In brief, sequential simulation consists of sequentially 
In case the available data are spatially independent, as in equation (6), the conditional distribution in equation (7) becomes
Numerous methods based on sequential simulation has been developed 158 in the geostatistical community that allow sampling from a wide variety of in how the realization m * i of the conditional distribution in equation (7) 163 is generated. Most of these methods allow, to some degree, to take into 164 account direct information about the model parameters, hard and soft. In The dense data set, I d1 , mimic an exhaustive set of information, as ob- Well known MPS algorithms such as ENESIM and SNESIM allow conditioning to uncertain data (Strebelle, 2000; Remy et al., 2008) . In practice, most all MPS based sequential simulation algorithms use only co-located soft data (i.e. soft data located at the same position in space as the model parameter m i being simulated) when evaluating equation (8). The rest of the soft data are being ignored (see e.g. Strebelle (2000) ; Liu (2006); Remy et al. (2008) ). In this case the marginal conditional probability being sampled during sequential simulation is reduced from equation (8) to
This assumption is similar to the Markov property assumed for sequential fore the approximation in equation (9) is referred to as using a Markov prop-213 erty to handle the soft data. Equation ( (9)) assumes that the source of can in itself be a challenging task, and is not considered further here.
220
The complexity related to implementing an algorithm that samples from 221 equation (9) depends on the choice of MPS algorithm. Below we briefly 222 describe these differences for a number of widely used methods. We refer to 223 Mariethoz and Caers (2014) for a general description of MPS algorithms. (9) is straightforward to implement. (9) This means the DS algorithm cannot take co-located soft data into account 256 simply by evaluating equation (9). may not be a viable approach using either a sequential or random simulation 300 path. Below we propose two alternative approaches to better account for the 301 available uncertain/soft data. 302 6. Suggestion 1: preferential simulation path 303 It has long been known that the choice of simulation path affects the realizations generated using sequential simulation (Strebelle, 2000; Liu and Journel, 2004; Daly, 2005; Mariethoz and Renard, 2010; Daly, 2005) . One problem of using either the unilateral or random path with the Markov property as considered above, is that information from highly informed model parameters located very close to a model parameter, for which the conditional distribution is computed, is disregarded. Consider two direct observations f (m i = 1) = 0.999 and f (m j = 1) = 1 (which implies f (m i = 0) = 0.001 and f (m j = 0) = 0, as the training image only allows k=2 possible outcomes).
The entropy
is a measure of uncertainty of the information provided by f (m) (Reza, 304 1961). With k=2 possible outcomes, the maximum entropy is given by 305 E max (f (m)) = 1. A base of 2 is used for the logarithm in equation (10), 306 which is a natural choice with k=2 possible outcomes. A base of k, would 
This leads to C(f (m i )) = 0.99 and C(f (m j )) = 1. Thus, these two types 311 of information provide almost the same information. However, in a typical 312 implementation of an MPS algorithm (as discussed above) f (m j = 1) = 1 313 is treated as hard data, and the value of m j is fixed at m * j = 1 prior to 314 simulation. This means that m * j = 1 will be used as conditional data in any 315 subsequent step of the sequential simulation algorithm.
316
The information provided by f (m i = 1) = 0.99 will however be treated as To remedy some of these problems the use of a preferential random path 330 is suggested, where model parameters with soft data with high information 331 content is visited preferentially to soft data with lower information content.
332
In practice the preferential path can be computed prior to running the 333 sequential simulation algorithm. First, the entropy E(f data (m i )) is computed for all soft data. Then, a pseudo random path is given by ordering all the 335 model parameters in ascending order by order i given by
where r i is a random number between 0 and 1. I f ac is a factor that controls locations with soft data are visited in order of decreasing information content.
341
In the following I f ac = 4 is used. Using ENESIM with a preferential path conditional to I d1 , it is clear that 358 not as much information is extracted from the uncertain data, Figure 6a , as 359 is the case using full Monte Carlo sampling, Figure 3a . This difference is due 360 the fact that the Markov property is not used as part of the Monte Carlo 361 sampling, which will lead to better resolved channel structures. However, 362 significantly more information is extracted than when using an unilateral 363 or random simulation path, see Figures 4a and 4d . Table 1 also shows a 364 significant drop in the relative L2-norm using the preferential path (0.43 vs 365 0.69 using a random path).
366
In the case of sparse data (I d2 and I d3 ) the use of a preferential path with a corresponding small L2 norm, Table 1 .
370
[ Figure 6 about here.] 371 6.1.2. DS
372
The results obtained using DS, Figure 7 , are similar to the results ob-373 tained using the ENESIM algorithm, Figure 6 , and quantified in Table 2 , 374 illustrating that the use of the rejection sampler with DS works as intended. time using the preferential path compared to using the random path is small.
394
The preferential path emulates what has been done in practice since the 395 first simulation algorithms were developed. If 'hard' information is available, i.e. certain information about the model parameters, then these model pa-397 rameters will be visited before other model parameters using the preferential 398 path. This is equivalent to simply assigning the hard data to the correspond- 
• Continue loop (until m * i is accepted).
422
N s refers to the closest N s soft/uncertain data. In case N s = ∞, the above 423 will sample from full probability density given in equation (6) while providing simulation results similar to using a full neighborhood, using 429 much less computational power.
Conditional simulation to soft data, without the preferential path. When con-431 ditioning to non-colocated soft data, the use of the preferential path should, 432 in principle, no longer be needed in order to condition to soft/uncertain data.
433 Figure 9 shows the probability of locating a channel in case using a random 434 path, and the 3 closest soft/uncertain data using DS type simulation using 435 the rejection sampling approach described above.
436
In general the resolution is better than using a unilateral or random 437 with the Markov property, but worse than using a preferential path and 438 the Markov property (see e.g. Table 2 ) 439 This is due to conditioning to soft data becoming more difficult if a lot 440 of model parameters are visited, and hence simulated, prior to visiting the 441 location of the soft data. In this case the 'hard' simulated data will take 442 precedence over the soft data, unless a non-perfect match to the hard data 443 is allowed. This is one reason why the use of the preferential path may be 444 useful even when conditioning to non-colocated soft data.
445
Conditional simulation to soft data, with the preferential path.. Another rea-446 son to use the preferential path in this case is that it can lead to a com-447 putationally more efficient simulation algorithm. Using a random path, one 448 will have to evaluate the rejection sampler described above, at all iterations 449 until all model parameters with soft data have been simulated. If using a 450 preferential random path, one need only evaluate the rejection sampling step 451 above, until all soft data has been evaluated. Thus, only for the first 3 and 452 11 iterations considering I d3 and I d2 .
453 Figure 10 shows results obtained running the DS algorithm to generate 454 600 independent realizations, using N s = 1 (top), N s = 3 (middle), and 455 N s = 11 without the Markov property, with a preferential path. Table 2   456 shows the corresponding relative L2-norm and simulation time.
457
For the most sparse data set, I d3 , a subtle difference can be identified It is also clear that when conditioning to the exhaustive soft data set, 464 I d1 , the amount of information extracted from the soft data (as quantified in 465 Table 2 ), increases as the number of conditioning soft data increases, Figure   466 10a,d,g. For this conditional data set, the best result (i.e. that best resemble 467 the reference solution) is obtained using 11 conditional data, Figure 10g .
[ Table 1 : The relative L2 norm, L 2 (P mcmc (channel) − P (channel)/L 2 (P mcmc (channel)), using the GENESIM algorithm and different choices of simulation paths. The left column indicates the conditional data set considered. Note that the first row for each set of conditional data, refer to unconditional simulation (N sof t = 0), for reference. 'Markov' is marked if the Markov property is assumed such that only co-located data are considered. N sof t indicate the number of closest soft/uncertain data taken into account. The numbers in parentheses is the simulation time in seconds. Table 3 : The relative L2 norm, L 2 (P mcmc (channel) − P (channel)/L 2 (P mcmc (channel)), using the SNESIM algorithm and different choices of simulation paths. See Table 1 for description.
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