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Soient K un corps local complet de corps résiduel un corps ﬁni
de caractéristique p et l un nombre premier distinct de p. Étant
donnée une Q¯l-représentation irréductible cuspidale entière π ,
nous décrivons pour tout s 1, les sous-quotients irréductibles de
la réduction modulo l de la représentation de Steinberg généralisée
Sts(π). Par récurrence et à l’aide de l’induction parabolique,
nous construisons ensuite des réseaux stables de Sts(π) et nous
décrivons une ﬁltration de leur réduction modulo l laquelle
intervient, cf. Boyer (en préparation) [4], dans la description de
la l-torsion des p+-extensions intermédiaires des systèmes locaux
d’Harris–Taylor.
© 2011 Elsevier Inc. Tous droits réservés.
a b s t r a c t
Let K be a complete local ﬁeld which residual ﬁeld is ﬁnite of
characteristic p and let l be a prime number not equal to p. Given
a Q¯l-irreducible cuspidal integral representation π , we describe,
for all s 1, the irreducible sub-quotients of the reduction modulo
l of the generalized Steinberg representation Sts(π). By induction
and with the use of the parabolic induction, we construct then
stable lattices of Sts(π) and describe a ﬁltration of their reduction
modulo l which appears, cf. Boyer (in preparation) [4], in the
description of the l-torsion of the p+-intermediate extensions of
the local systems of Harris–Taylor.
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Introduction
Soient l = p des nombres premiers distincts et K un corps local complet dont le corps résiduel est
ﬁni de caractéristique p et de cardinal q. Étant donnée une F¯l-représentation irréductible cuspidale ,
on note () le cardinal de l’ensemble des classes d’équivalence des {i} :=  ⊗ q−i val◦det pour i ∈ Z
et on pose m() = () si () > 1 et sinon m() = l. Avec les notations de 1.2.1, l’induite parabolique
 × · · · × {m() − 1}
admet un unique sous-quotient irréductible cuspidal que l’on note selon [10], Stm()() ou encore 0.
Avec la déﬁnition précédente on remarque alors que m(0) = l et on construit ainsi, partant de
−1 = , une suite (i)i∈N de représentations cuspidales où pour tout i  0, i = Stl(i−1) notée
encore dans [10], Stm()li (). Partant des représentations irréductibles supercuspidales, ce processus
construit toutes les représentations irréductibles cuspidales. Ainsi le support cuspidal d’un sous-
quotient irréductible ρ de  × · · · × {s − 1}, est déterminée par une suite (m−1,m0, . . .) à support
ﬁni d’entiers positifs ou nuls telle que m−1 + m()∑k0mklk = s, où mk est la multiplicité de
k dans le support cuspidal de ρ . Une telle représentation ρ est dite -unipotente de -niveau
m = (m−1,m0, . . .) ; elle est dite -superunipotente si m = (m−1,0, . . .), i.e. si son -niveau est mini-
mal pour la relation d’ordre lexicographique.
Pour g un entier strictement positif et π une Q¯l-représentation irréductible cuspidale entière de
GLg(K ), on sait d’après [10] que la réduction modulo l,  = rl(π), de π est irréductible cuspidale.
Nous étudions dans un premier temps, pour tout s 1, les sous-quotients irréductibles de la réduction
modulo l de la représentation de Steinberg généralisée Sts(π) déﬁnie comme l’unique sous-quotient
non dégénéré de l’induite parabolique π × π{1} × · · · × π{s − 1}. On montre, proposition 2.1.1, que
rl(Sts(π)) admet un unique sous-quotient irréductible -superunipotent que l’on note Sts− () dont
on décrit le paramètre de Zelevinski. On déﬁnit alors
I(s) :=
{






30 B. Pascal / Journal of Algebra 336 (2011) 28–52de sorte que l’application qui à i ∈ I(s) associe la représentation irréductible -unipotente
Sti() := Sti−−1(−1) × Sti−0 (0) × · · · × Sti−u (u)
où u est tel que ik = 0 pour tout k > u, induit, théorème 2.2.2, une bijection sur les sous-quotients
irréductibles de rl(Sts(π)).
En utilisant la surjection Sts−1(π) × π{s − 1} Sts(π), on construit ensuite par récurrence, pro-
position 3.2.2, un réseau stable
−→
R I Z¯l (π, s) de Sts(π). On note
−→
R I F¯l (π, s) sa réduction modulo l et on
montre que celle-ci possède, pour tout 1 k I(s), un sous-espace de longueur k dont les consti-
tuants irréductibles sont ceux de -niveau maximaux. Cette ﬁltration de
−→
R I F¯l (π, s) intervient dans
la description de la l-torsion des p+-extensions intermédiaires des système locaux d’Harris–Taylor,
cf. [4].
Étant donné un segment de Zelevinski (π,a), on lui associe une représentation irréductible
Speha(π) dite représentation de Speh généralisée, dont la réduction modulo l est irréductible. Classi-
quement elle ne possède alors, à isomorphisme près, qu’un seul réseau stable ce qui permet de déﬁnir,
paragraphe 3.3, à partir des réseaux
−→
R I Z¯l (π, s−t) et
←−
R I Z¯l (π, s−t), des réseaux des représentations de
Lubin–Tate lesquelles sont déﬁnies par exemple comme l’unique sous-espace irréductible de l’induite
Sts−t(π) × Speht(π{s − t}). D’après [3], ces représentations elliptiques apparaissent dans la cohomo-
logie des modèles locaux déﬁnis par Carayol dans [5], généralisant ceux introduits par Lubin et Tate.
Dans [4], nous montrons que les réseaux introduits dans ce papier sont ceux de la Z¯l-cohomologie de
ces espaces.
1. Rappels sur les représentations de GLn(K )
Dans la suite K désigne un corps local non archimédien dont le corps résiduel est de cardinal q
une puissance de p. Dans cet article nous étudierons des représentations admissibles π de GLn(K )
à coeﬃcients dans un corps R qui sera Q¯l ou F¯l avec l un nombre premier distinct de p. On ﬁxe
une racine carrée q
1
2 de q dans Q¯l ce qui par réduction modulo l en fournit une sur F¯l . Suivant [3],
pour k ∈ 12Z, nous noterons π{k} la représentation tordue de π de sorte que l’action d’un élément
g ∈ GLn(K ) est donnée par π(g)ν(g)k avec ν : g ∈ GLn(K ) 	→ q−val(det g) ∈ R .
1.1. Partitions d’un entier : notations
Les partitions λ de n seront systématiquement décroissantes




les λi sont appelés les blocs de λ et on notera |λ| = r le nombre de blocs. On rappelle que la partition
duale de λ est la partition μ = (μ1 μ2  · · ·μs > 0) déﬁnie par
μk = {1 i  r: λi  k};
en utilisant les tableaux de Young, ceux associés à μ et λ s’obtiennent l’un à partir de l’autre en
échangeant les lignes et les colonnes. La somme de deux partitions λ de n et λ′ de n′ est la partition
de n + n′ dont l’ensemble des blocs est la réunion de ceux de λ et λ′ .
1.1.1. Déﬁnition. Étant donnée une partition λ, on lui associe une suite décroissante λ := (λi)i∈N en
posant pour tout i > |λ|, λi = 0. L’ordre de Bruhat sur les partitions de n est l’ordre partiel déﬁni par
λ = (λ1  λ2  · · ·)B λ′ =
(
λ′1  λ′2  · · ·
) ⇔ λ1  λ′1, λ1 + λ2  λ′1 + λ′2, . . . .
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σ .λ = (λσ(1), . . . , λσ (|λ|)).
1.1.2. Déﬁnition. Soit λ une partition de n, on déﬁnit l’ensemble suivant
E(λ) =
{
(μ1, . . . ,μk): k 1 tel que ∃σ ∈ S|λ| et 0= r0 < r1 < r2 < · · · < rk = |λ|






1.1.3. Déﬁnition. On munit l’ensemble des partitions λ = (λ1  · · ·  λ|λ| > 0) de n de la relation
d’ordre totale donnée par l’ordre lexicographique sur (λ1  · · · λ|λ| > 0).
1.2. Inductions paraboliques et foncteurs de Jacquet
1.2.1. Déﬁnitions. Pour une suite (r1, r2, . . . , rk) telle que
∑k
i=1 ri = n, on note Pr1,r2,...,rk le sous-
groupe parabolique standard de GLn associé au sous-groupe de Levi GLr1 ×GLr2 ×· · ·×GLrk et on note
Nr1,...,rk son radical unipotent. Si λ = (λ1  λ2  · · · λ|λ|) est une partition de n, alors pour σ ∈ S|λ|
(resp. μ ∈ E(λ)), Pσ .λ (resp. Pμ) désignera le parabolique standard associé à σ .λ (resp. à μ) dont on
notera Mσ .λ (resp. Mμ) le sous-groupe de Levi et Nσ .λ (resp. Nμ) le sous-groupe unipotent maximal.
Remarque. On mettra en exposant op pour désigner les paraboliques opposés aux standards ci-avant.
1.2.2. Déﬁnitions.




– Pour (π1, V1) et (π2, V2) des R-représentations de respectivement GLn1 (K ) et GLn2 (K ), et P un
parabolique de GLn1+n2 de Levi M = GLn1 ×GLn2 et de radical unipotent N ,
π1 ×P π2
désigne l’induite parabolique normalisée de P (K ) à GLn1+n2 (K ) de π1 ⊗ π2 c’est à dire l’espace
des fonctions f : GLn1+n2 (K ) → V1 ⊗ V2 telles que




, ∀n ∈ N, ∀m ∈ M, ∀g ∈ GLn1+n2(K ).
Remarque. En particulier si P est standard alors π1 ×P π2 est l’induite « classique » de π1{n2/2} ⊗
π2{−n1/2}.
– Foncteurs de Jacquet : pour π une R-représentation admissible de GLn(K ), l’espace des vecteurs
N(K )-coinvariants est stable sous l’action de M(K )  P (K )/N(K ). On notera J P (π) cette repré-
sentation tordue par δ−1/2P .
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simplement × (resp. ×op) au lieu de ×P (resp. ×Pop ).
1.2.4. Proposition. Avec les notations précédentes, pour π1 et π2 des représentations admissibles de respec-
tivement GLn1 (K ) et GLn2 (K ), il existe un opérateur d’entrelacement
π1 × π2  π2 ×op π1.
Formules d’adjonction : J P est un foncteur exact adjoint à gauche (resp. à droite) de ×P (resp. de
×Pop ⊗ δ−1P ), c’est la réciprocité de Frobenius (resp. la deuxième formule d’adjonction, cf. [7] dans le cas
où R = F¯l) :
Hom
(
J P (π),π1 ⊗ π2
) Hom(π,π1 ×P π2),(
resp. Hom(π1 ×Pop π2,π)  Hom
(
π1 ⊗ π2, δPop J P (π)
))
.
1.3. Représentations elliptiques sur Q¯l
On rappelle dans ce paragraphe, quelques notations sur les Q¯l-représentations admissibles de
GLd(K ).
1.3.1. Déﬁnition. Soient g un diviseur de d = sg et π une représentation cuspidale irréductible de
GLg(K ). L’induite parabolique π × π{1} × · · · × π{s − 1} possède
– un unique quotient irréductible noté Sts(π) ; c’est une représentation de Steinberg généralisée.
– une unique sous-représentation irréductible notée Spehs(π) ; c’est une représentation de Speh
généralisée.
















)= Speht(π{s − t})⊗ Spehs−t(π).




admet une unique sous-représentation irréductible que l’on note LTπ (s, t) qui s’avère être aussi




π{s − t})×op Sts−t(π), et Sts−t−1(π) ×op Speht+1(π{s − t − 1}).
Remarque. Les représentations de la forme LTπ (s, t) sont dites elliptiques de Lubin–Tate car
d’après [3] ce sont exactement celles qui apparaissent dans la cohomologie des tours de Lubin–Tate.
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tient irréductible des induites paraboliques :
Sts−t−1(π) × Speht+1
(
π{s − t − 1}), Speht(π{s − t})× Sts−t(π),
Speht+1
(
π{s − t − 1})×op Sts−t−1(π), Sts−t(π) ×op Speht(π{s − t}).
Remarque. D’après [13], §2, toutes les induites précédentes sont de longueur 2.
1.4. Modèles de Whittaker
Ce qui suit est un résumé de [12], V.5. Soit ψ : OK → R× un caractère, pour λ = (λ1  · · · λr > 0)






sur le radical unipotent U du Borel standard de GLn(K ) où la somme porte sur les indices 1 i < n
tels que i = λ1, λ1 + λ2, . . . .
1.4.1. Déﬁnition. Pour une R-représentation π de longueur ﬁnie de GLn(K ), on note λπ une des
partitions λ de n maximales pour l’ordre de Bruhat telles que le nombre ﬁni
m(π,λ) := dimR HomRU (π|U ,ψλ)
est non nul.
1.4.2. Proposition. (Voir [10], III.1.8.) Si π est irréductible alors λπ est unique et on l’appelle le niveau de
Whittaker de π .
1.4.3. Déﬁnition. Une représentation irréductible π telle que λπ = (n), est dite non dégénérée.
Remarque. Pour π irréductible et non dégénérée, on a m(π, (n)) = 1 ; c’est l’unicité du modèle de
Whittaker.
Remarque. Pour π irréductible cuspidale, on aurait aussi pu déﬁnir Sts(π) comme l’unique sous-
quotient irréductible non dégénéré de l’induite π × · · · × π{s − 1}.
1.4.4. Déﬁnition. (Cf. [2], §4.3.) Soit π une représentation de longueur ﬁnie. Pour k  1, la dérivée
d’ordre k, π(k) de π est la restriction parabolique de GLn(K ) à GLn−k(K )×GLk(K ) suivie par l’applica-
tion sur les GLn−k(K )-représentations, donnée par le nombre de modèles de Whittaker non dégénérés
de sa GLk(K )-partie.
Propriétés. Pour λ = (λ1  · · · λr > 0) une partition de n,
– la composée des dérivées d’ordre λi est égal à m(π,λ), en tant que représentation de longueur
ﬁnie de {1} ;
– le foncteur dérivé d’ordre k est exact ;
– une représentation irréductible a une dérivée d’ordre strictement positif non nulle ;
– on a m(π,λ) =∑ρ∈ J H(π)m(ρ,λ), où J H(π) désigne l’ensemble des sous-quotients irréductibles
de π ;
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Si k1 = n alors λπ = (n) sinon soit k2  1 tel que la dérivée d’ordre k2 de π(k1) soit non nulle ;
on a nécessairement k2  inf(n − k1,k1). Si k1 + k2 = n alors λπ = (k1,k2) sinon on recommence
jusqu’à obtenir k1 + · · · + kr = n.
1.4.5. Déﬁnition. Étant donné un multi-ensemble s = {πn11 , . . . ,πnrr } de représentations cuspidales,
on note d’après [12], V.7, St(s) l’unique représentation non dégénérée de l’induite
π(s) :=
n1︷ ︸︸ ︷
π1 × · · · × π1 ×· · · ×
nr︷ ︸︸ ︷
πr × · · · × πr .
Remarque. D’après [12], V.7, toutes les représentations non dégénérées sont de cette forme.
1.4.6. Notation. Pour ρ une représentation irréductible cuspidale et s  1, on note s(ρ) le multi-
segment {ρ,ρ{1}, . . . , ρ{s − 1}} et comme dans [12], V.4, Sts(ρ) := St(s(ρ)).
1.5. Classiﬁcation à la Zelevinski sur F¯l
On rappelle que l et p désignent des nombres premiers distincts et que q est une puissance de p.
On note el(q) l’ordre de l’image de q dans F
×
l . On dit que l est banal pour GLn(K ) si el(q) > n.
Désormais sauf mention expresse, les représentations concernées seront à coeﬃcients dans F¯l .
1.5.1. Déﬁnition. Une représentation  de GLn(K ) est dite cuspidale si pour tout sous-groupe pa-
rabolique propre P de GLn(K ), J P (π) est nul. Elle sera dite supercuspidale si elle n’est pas un
sous-quotient d’une induite parabolique propre. La droite associée à  est par déﬁnition l’ensemble
des classes d’équivalence {{i} / i ∈ Z} de cardinal ﬁni () un diviseur de el(q), cf. [12], p. 51. On
pose comme dans [12]
m() =
{
(), si () > 1,
l, sinon.
1.5.2. Proposition. (Cf. [12], V.4.) Soit  une représentation irréductible cuspidale. La représentation non dé-
générée Sts() est cuspidale si et seulement s = 1 ou m()lk pour k 0.
1.5.3. Notation. Soit  une représentation irréductible cuspidale de GLg(K ) ; on note alors −1 = 
et pour tout i  0, i = Stm()li ().
Remarque. D’après [10], III-3.15 et 5.14, toute représentation irréductible cuspidale est de la forme
Sts() pour  irréductible supercuspidale et s = 1 ou de la forme m()lk avec k 0.
1.5.4. Déﬁnitions. Soit  une F¯l-représentation irréductible cuspidale de GLg(K ) :
– Un segment de Zelevinski associé à  et de longueur r  1 est la suite de représentations cuspi-
dales
(, r) = {,{1}, . . . , {r − 1}}.
– Un paramètre de Zelevinski est un multi-ensemble a = (i, ri)1it de segments de Zelevinski ; le
support s de a est le multi-ensemble réunion des (i, ri) pour 1 i  t .
– Un paramètre de Zelevinski de la forme (i, r)1it où {1, . . . , t} est un segment de la forme
(,m()lu) pour u  0, est appelé un cycle.
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– Un paramètre de Zelevinski dont le support cuspidal est supercuspidal, est dit supercuspidal.
Remarque. On associe, cf. [12], V.6, à tout paramètre de Zelevinski a, un paramètre supercuspidal asc
en remplaçant systématiquement tout segment de la forme (Stm()lk (), r) par (ν
i, r)1im()lk−1.
Inversement on associe à tout paramètre de Zelevinski a un paramètre restreint arst en remplaçant
l’ensemble de segments (ν i, r)0im−1 par
{
(−1, r)m−1 , (0, r)m0 , . . . , (u, r)mu
}
où :
– on a posé −1 =  et pour tout k 0, k = Stm()lk () ;
– on écrit de manière unique m =m−1 +m()∑uk=0mklk , avec 0m−1 <m() et 0mk < l pour
tout k = 0, . . . ,u.
1.5.5. Proposition. (Cf. [12], V.9.) Étant donné un paramètre de Zelevinski a, on déﬁnit une représentation
irréductible 〈a〉 telle que :
– si a = (, r) est un segment de Zelevinski, alors 〈(, r)〉 est déﬁni comme suit, en utilisant les propriétés
de [10] rappelées à la proposition 1.7.3 ci-dessous. On relève  en une Q¯l -représentation irréductible
cuspidale π , i.e. rl(π)   et on note 〈(, r)〉 la réduction modulo l de Spehr(π) qui d’après [10] est
irréductible ;
– si a = (i, ri)1it alors 〈a〉 est l’unique sous-quotient irréductible de
π(a) := 〈(1, r1)〉× · · · × 〈(t, rt)〉
dont le niveau de Whittaker est le même que celui de π(a).
Remarque. Il n’est pas transparent que la déﬁnition de 〈(, r)〉 donnée dans le premier tiret de la
proposition précédente, soit indépendant du relèvement π choisi. Ce fait se prouve en utilisant la
théorie des types, cf. le §IV.6.3 de [12], via un foncteur noté FGLrg ,σ reliant le bloc associé à  et le
bloc unipotent de GLr . Ainsi on aurait pu déﬁnir 〈(, r)〉 comme étant la représentation associée à la
représentation triviale de GLr(K ). On notera aussi que la dérivée maximale de 〈(, r)〉 est 〈(, r)〉(g) =
〈(, r − 1)〉.
Remarque. On a 〈a〉 = 〈asc〉 = 〈arst〉 et le support supercuspidal (resp. cuspidal) de 〈a〉 est le support
de asc (resp. de arst ). On notera aussi que les niveaux de Whittaker des constituants irréductibles de
π(a) distincts de 〈a〉 sont strictement inférieurs à celui de 〈a〉.
1.5.6. Théorème. (Cf. [12], V.11–12.) L’application a 	→ 〈a〉 induit une bijection entre les paramètres de Zele-
vinski restreints (resp. supercuspidaux) et les représentations irréductibles de GL(K ).
1.5.7. Déﬁnition. Un paramètre de Zelevinski a de GLs(K ) est dit unipotent (resp. superunipotent) si
son support supercuspidal (resp. cuspidal) est contenu dans la droite de Zelevinski de la représenta-
tion triviale.
Remarque. Pour la représentation triviale 1 de GLg(K ), (1) est égal à l’ordre el(q) de q dans F
×
l .
1.5.8. Déﬁnition. Soit  une représentation irréductible cuspidale de GLg(K ) et soit K l’extension
non ramiﬁée de degré el(q)() de K . Étant donné un paramètre de Zelevinski a de GLs(K) de la forme
a = (νni , ri)1ik , a  désignera le paramètre de Zelevinski, ({ni}, ri)1ik de GLsg(K ).
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1.6. Niveau cuspidal
1.6.1. Déﬁnition. Le support cuspidal d’une représentation irréductible ρ de GLn(K ) déﬁnit une parti-
tion λρ de n que l’on appellera niveau cuspidal que l’on muni de la relation d’ordre de 1.1.3. On déﬁnit
le niveau cuspidal d’un produit tensoriel ρ1 ⊗ · · ·⊗ρr comme la somme λρ1 + · · ·+λρr des partitions
λρi des ρi .
1.6.2. Lemme. Soit ρ une représentation irréductible de GLn(K ) de niveau cuspidal λ = (λ1  · · · λ|λ|). Si
P est un parabolique semi-standard tel que J P (ρ) = (0) alors le Levi de P est de la forme Mμ pour μ ∈ E(λ).
Réciproquement pour tout μ ∈ E(λ) et P de Levi Mμ , on a J P (ρ) = (0).
Démonstration. La première aﬃrmation découle directement de la notion de support cuspidal et de
la transitivité des foncteurs de Jacquet. En ce qui concerne la réciproque, par transitivité des foncteurs
de Jacquet, il suﬃt de traiter le cas de μ = σ .λ pour σ ∈ S|λ| et du parabolique standard Pμ . Comme
les transpositions engendrent le groupe symétrique, il suﬃt alors de voir que pour tout σ ∈ S|λ| et
pour tout 1 i < |λ| tel que λσ(i) = λσ(i+1) ,
J Pσ .λ (ρ) = (0) ⇒ J Pσ◦(i i+1).λ (ρ) = (0).
Soit π1 ⊗ · · · ⊗π|λ| un quotient irréductible de J Pσ .λ (ρ), la réciprocité de frobenius fournit une ﬂèche
non nulle ρ → π1 × · · · × π|λ| où pour tout 1  i  |λ| les πi sont cuspidaux. Comme par hypo-
thèse, πi et πi+1 sont des représentations irréductibles cuspidales pour respectivement GLλσ(i) (K ) et
GLλσ(i+1) (K ) avec λσ(i) = λσ(i+1) , on en déduit que πi × πi+1  πi+1 × πi ce qui par application de la
réciprocité de frobenius fournit une ﬂèche non nulle
J Pσ◦(i i+1).λ (ρ) → π1 ⊗ πi−1 ⊗ πi+1 ⊗ πi ⊗ πi+2 ⊗ · · · ⊗ π|λ|,
d’où le résultat. 
1.6.3. Lemme. Soit ρ une représentation deGLn(K ) de niveau cuspidal λρ etμ ∈ E(λρ). Pour tout constituant
irréductible ρ1 ⊗ · · · ⊗ ρr de J P (ρ), son niveau cuspidal est supérieur ou égal à λρ . Réciproquement étant
données des représentations irréductibles ρi pour i = 1, . . . , r de niveaux cuspidaux respectifs λi , le niveau
cuspidal de tout constituant irréductible de ρ1 × · · · × ρr est supérieur ou égal λ1 + · · · + λr .
Démonstration. La première aﬃrmation découle de la transitivité des foncteurs de Jacquet. En ce qui
concerne la deuxième aﬃrmation, d’après le théorème du bas de la page 170 de [13], pour tout para-
bolique P , J P (ρ1 × · · · × ρr) s’exprime en fonction des foncteurs de Jacquet des ρi ; en outre l’image
dans le groupe de Grothendieck de J P (ρ1 × · · · × ρr) est égale à la somme des J P des constituants
irréductibles de ρ1 × · · · × ρr . Le résultat découle alors de la relation d’ordre choisie. 
Remarque. Comme une F¯l-représentation irréductible cuspidale peut être un sous-quotient d’une in-
duite, l’inégalité peut être stricte dans le lemme précédent. Par exemple pour l = 3 et q = 5, St2 est
une représentation cuspidale sous-quotient de l’induite 1× ν .
1.6.4. Déﬁnition. Soit  une représentation irréductible cuspidale de GLg(K ) ; une représentation ρ
de GLn(K ) est dite -unipotente si ρ est un sous-quotient irréductible de {i1} × · · · × {ir} où les ik
sont des éléments de Z quelconques. Une représentation ρ1 ⊗ · · · ⊗ρr de GLn1 (K )× · · · ×GLnr (K ) est
dite -unipotente si pour i = 1, . . . , r, ρi est -unipotente.
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tout i = 1, . . . , |λ|,
λi =
{
m()lki g avec ki  0,
g.
1.6.5. Déﬁnitions. Soit  une F¯l-représentation irréductible cuspidale de GLg(K ).
– Le -niveau d’une représentation irréductible -unipotente de GLn1 (K )×· · ·×GLnr (K ) est la suite
(m−1,m0,m1, . . .) telle que son niveau cuspidal λ = (λ1  · · ·) vériﬁe que pour tout i  0, mi
(resp. m−1) désigne le nombre d’indices j tel que λ j = gm()li (resp. λ j = g).
– Une représentation -unipotente de -niveau (m−1,0, . . .) sera dite -superunipotente.
– la relation d’ordre de 1.1.3 induit la relation d’ordre suivante :
(m−1,m0, . . . ,mu,0, . . .) < (n−1, . . . ,nu,0, . . .) ⇔ ∃v −1: nk =mk, ∀k > v etmv < nv .
Remarque. Avec les notations de la déﬁnition 1.5.8, toute représentation irréductible -superuni-
potente de GLsg(K ) est de la forme 〈a〉  où a est un paramètre 1-superunipotent de GLs(K).
Remarque. Quand dans la suite on ne précisera pas  c’est qu’il s’agira de la représentation triviale
de K× ; par exemple une représentation superunipotente est une représentation 1-superunipotente.
1.6.6. Déﬁnitions. Soit s 1 un entier et  une représentation irréductible cuspidale de GLg(K ) :
– I(s) désigne l’ensemble des suites (m−1,m0, . . .) à valeurs dans N telles que s = m−1 +
m()
∑+∞
k=0mklk ; on note lg(s) le cardinal de I(s) ;
– pour tout k−1, on note δk = (δk,i)i−1 la suite dont tous les termes sont nuls sauf δk,k qui est
égal à 1 ; en particulier on pourra considérer δk comme un élément de I(m()lk) ;
– pour tout s 1, s− est l’élément (mi)i−1 de I(s) tel que m−1 = s et mi = 0 pour tout i  0 ;
– pour tout s  1, s+ désigne l’unique suite (m−1,m0, . . .) ∈ I(s) telle que m−1 < m() et pour
tout k 0, mk < l ;
– on note u(s) = −1 si m() ne divise pas s et sinon on pose u(s) le plus grand entier positif k
tel que m()lk divise s ;
– pour tout s divisible par m() et pour tout 0 k u(s) on pose s(k) = (0, . . . ,0,alu(s)−k,0, . . .)
où s = am()lu(s) ;
– pour i = (i−1, . . .) ∈ I(s), on note
μ(i) =
(




– Soit (m−1,m0, . . .) ∈ I(s) et u tel que pour tout i > u, mi = 0. Étant données des représentations
θi irréductibles superunipotentes de GLsi (Ki ),
(θ−1  −1) × · · · × (θu  u)
est une représentation irréductible -unipotente de GLsg(K ), cf. [12], §V.3, de -niveau
(m−1,m0, . . .).
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Stm−1(−1) × Stm0(0) × · · · × Stmu (u) (1.6.7)
est irréductible isomorphe à Sts() au sens de la notation 1.4.6 ; son -niveau est alors égal à s+ .
1.7. Réduction modulo l d’une représentation entière
1.7.1. Déﬁnition. Une Q¯l-représentation lisse de longueur ﬁnie π de GLn(K ) est dite entière s’il existe
une extension ﬁnie E/Ql d’anneau des entiers OE et une OE -représentation L de GLn(K ) qui est un
OE -module libre tel que Q¯l ⊗OE L  π et tel que L est un OE GLn(K )-module de type ﬁni. Soit κE
le corps résiduel de OE , on dit que κE ⊗OE L est la réduction de L et que F¯l ⊗OE L est la réduction
modulo l de L.
Rappelons quelques faits tirés de [10] :
– Une Q¯l-représentation irréductible supercuspidale de GLn(K ) est entière si et seulement si son
caractère central est entier. De manière générale une représentation irréductible de GLn(K ) est
entière si et seulement si les constituants irréductibles de son support supercuspidal sc(π) sont
entiers.
– Principe de Brauer-Nesbitt : la semi-simpliﬁée de F¯l ⊗OE L est une F¯l-représentation de GLn(K ) de
longueur ﬁnie qui ne dépend pas du choix de L. Son image dans le groupe de Grothendieck sera
notée rl(π) et dite la réduction modulo l de π .
– La réduction modulo l, commute avec l’induction parabolique et les foncteurs de Jacquet. Elle ne
respecte pas le caractère supercuspidal ; on a cependant le résultat suivant.
1.7.2. Proposition. (Cf. [10], III.5.10.) Soit π une Q¯l-représentation irréductible cuspidale entière de GLg(K ) ;
sa réduction modulo l est alors une F¯l-représentation irréductible cuspidale de GLg(K ). Réciproquement si 
est une F¯l-représentation irréductible cuspidale de GLg(K ), il existe alors une Q¯l-représentation irréductible
cuspidale entière π telle que rl(π)  .
1.7.3. Proposition. (Cf. [12], V.9.2 ou [8], §2.2.3.) Pour tout 1  i  t, soient ρi des F¯l -représentations irré-
ductibles cuspidales et πi des Q¯l-représentations irréductibles cuspidales telles que rl(πi) = ρi .
(i) Pour tout r1  1, la réduction modulo l de Spehr1 (π1) dont le paramètre de Zelevinski est (π1, r1), est
irréductible égale à 〈(ρ1, r1)〉.
(ii) 〈(ρi, ri)1it〉 est l’unique sous-quotient irréductible de la réductionmodulo l de 〈(πi, ri)1it〉 demême
niveau de Whittaker ; les autres sous-quotients irréductibles sont de niveau strictement inférieur pour
l’ordre de Bruhat de 1.4.1.
1.7.4. Corollaire. Une représentation irréductible dégénérée ρ de GLn(K ) est déterminée par les semi-
simpliﬁées de ses foncteurs de Jacquet propres.
Remarque. Autrement dit si ρ1 et ρ2 sont des représentations irréductibles dégénérées telles que
pour tout parabolique propre P , J P (ρ1) et J P (ρ2) ont même semi-simpliﬁées alors ρ1  ρ2. L’hypo-
thèse dégénérée est nécessaire comme le montre le cas cuspidal ou l’exemple suivant. Considérons
 = 1 avec l = 3 et q = 5 de sorte que m() = 2 ; on remarque alors que St2() et Speh2() ont les
mêmes foncteurs de Jacquet et ne sont pas isomorphes puisque St2() est non dégénérée alors que
Speh2() qui est ici la représentation triviale, ne l’est pas.
Démonstration. Il s’agit donc pour une représentation irréductible ρ dégénérée de déterminer son
paramètre de Zelevinski supercuspidal asc (ou restreint arst ) à partir de la seule connaissance des
B. Pascal / Journal of Algebra 336 (2011) 28–52 39semi-simpliﬁées de ses foncteurs de Jacquet propres. En séparant les supports cuspidaux, on se ra-
mène au cas où le support cuspidal de ρ est contenu dans une droite de Zelevinski. On écrit alors le
paramètre de Zelevinski de ρ sous la forme a()   où a() est un paramètre superunipotent de
GLs(K) et  est une représentation irréductible cuspidale de GLg(K ). Ainsi il existe 1 t , des entiers










avec donc s = r1 + · · · + rt . Nous allons dans un premier temps identiﬁer les ri et ensuite nous expli-
citerons les ni .
Comme la déﬁnition de 〈a〉 est donnée par réduction modulo l à partir d’un relèvement il est
naturel de procéder par réduction modulo l. On choisit donc un relèvement π de  et des entiers
mi ≡ ni mod el(q)() ; on impose en outre que sur Q¯l , les segments de Zelevinski (νmi , s) pour i = 1, . . . , t
sont disjoints de sorte qu’il en sera de même pour les segments (νmi , ri).
D’après 1.7.3, 〈a()  〉 est l’unique sous-quotient irréductible de la réduction modulo l de Π :=
〈(π{m1}, r1)〉 × · · · × 〈(π{mt}, rt)〉 de niveau de Whittaker maximal λ. Or λ = (λ1  · · · λ|λ|) où
λi = {1 k t: rk  i},
autrement dit λ est la partition duale de (r1  · · · rt). Ainsi comme par hypothèse ρ est dégénérée,
les foncteurs de Jacquet propres déterminent la partition (r1  · · · rt).
En ce qui concerne les entiers ni , ils sont déterminés par les supports cuspidaux des dérivées
successives. Plus précisément, en utilisant que 〈(π, s)〉(k) = (0) si et seulement si k = g , on obtient
que J Pλ (Π) admet un unique sous-quotient irréductible non dégénérée π1 ⊗ · · · ⊗ πr1 avec⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
π1  π{m1} × · · · × π{mλ1},
π2  π{m1 + 1} × · · · × π{mλ2 + 1},
...
πr1−1  π{m1 + r1 − 2} × · · · × π{mλr1−1 + r1 − 2},
πr1  π{m1 + r1 − 1} × · · · × π{mλr1 + r1 − 1}.
D’après la proposition 1.7.3, rl( J Pλ (Π)) admet au moins un sous-quotient irréductible ρ1 ⊗ · · · ⊗ ρr1
non dégénéré qui est aussi un sous-quotient de J Pλ (ρ). D’après le point (ii) de la proposition précé-
dente, tous les sous-quotients irréductibles non dégénérés de J Pλ (ρ) s’obtiennent ainsi ; ils possèdent
donc tous le même support cuspidal. Ainsi l’examen du support cuspidal de ρr1 permet d’identiﬁer
les ni pour i = 1, . . . , λr1 où on rappelle que r1 = · · · = rλr1 > rλr1+1. Dans le support supercuspidal de
ρr1−1 on élimine les {ni + r1 −2} pour i = 1, . . . , λr1 déjà calculés ce qui permet alors d’identiﬁer les
ni pour λr1 < i  λr1−1. On procède ainsi de proche en proche pour identiﬁer tous les ni . 
1.8. Constructions de réseaux
1.8.1. Déﬁnition. Étant donnée une représentation Π munie d’un réseau stable ΓΠ , pour toute sous-
représentation f : π ↪→ Π (resp. quotient f : Π  π ), le réseau Γπ(Π) induit par ΓΠ sur π est par
déﬁnition le réseau ΓΠ ∩ f (π) (resp. f (ΓΠ)).
Exemple. Si (π,Γ ) est une Z¯l-représentation de GLn(K ) et si P = MU est un parabolique de Lévi M =
GLn1 ×GLn2 , alors, comme J P est exact d’après [10], II.2.1 propriété (v), J P (Γ ) est libre isomorphe à
l’image de Γ  Γ/ΓU où ΓU est l’espace des coinvariants sous le sous-groupe unipotent U , cf. [10]
la remarque de la page 96.
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Γ1 ⊗ Γ2 où Γi serait un réseau stable sous l’action de GLni (K ).
1.8.2. Lemme. Avec les notations de la déﬁnition précédente, la réduction f¯ modulo l de f induit une injection
(resp. une surjection) :
Γπ(Π)/lΓπ(Π) ↪→ ΓΠ/lΓΠ
(
resp. ΓΠ/lΓΠ  Γπ(Π)/lΓπ(Π)
)
.
Remarque. Si π est un facteur direct de Π , on dispose alors de deux réseaux de π induits par ΓΠ ,
en considérant π soit comme un sous-espace, soit comme un quotient : en général ces réseaux ne
sont pas isomorphes.
2. Etude de la réduction modulo l de Sts(π)
Désormais on ﬁxe jusqu’à la ﬁn une Q¯l-représentation irréductible cuspidale entière π de Glg(K )
dont on note  la réduction modulo l. On renvoie le lecteur à 1.5.1 pour les déﬁnitions de () et
m() et à 1.5.3 pour les notations de i pour tout i −1.
2.1. Constituant -superunipotent
Comme Sts(π) est un sous-quotient irréductible de l’induite π × π{1} × · · · × π{s − 1}, il résulte
de 1.6.3 que tout sous-quotient irréductible de sa réduction modulo l est -unipotent et possède
donc un -niveau élément de I(s). Dans ce paragraphe on étudie les sous-quotients irréductibles de
-niveau minimal, i.e. -superunipotents.
2.1.1. Proposition. Pour tout s  1, la réduction modulo l de Sts(π) contient un unique sous-quotient irré-
ductible qui est -superunipotent que l’on note Sts− (). On a alors les propriétés suivantes :
– pour tout μ ∈ E(λs), où λs est la partition (g  g · · · g) de sg, J Pμ(Sts− ()) est l’unique sous-quotient
irréductible -superunipotent de la réduction modulo l de J Pμ(Sts(π)) ;
– avec les notations de 1.5.8, le paramètre de Zelevinski a() de Sts− () est tel que a() est le paramètre
de Zelevinski de Sts− (1) en tant que GLs(K)-représentation donné par
a() =
{(
νs−1,k + 1), (νs−2,k + 1), . . . , (νs−δ,k + 1), (νs−δ−1,k), . . . , (νs+1−m(),k)},
où s = k(m() − 1) + δ avec 0 δ <m() − 1, est la division euclidienne de s par m() − 1.
Remarque. Dans [11], l’auteur déﬁnit une involution Z dite de Zelevinski-Vignéras sur les repré-
sentations -superunipotentes. Il est clair que l’image par Z de la représentation 〈(, s)〉 est un






Par ailleurs il découle de la description du paramètre de Zelevinski que Z(〈(, s)〉) coïncide avec la





) π ⊗ π{1} ⊗ · · · ⊗ π{s − 1},
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quotient irréductible -superunipotent que l’on note donc Sts− ().
D’après 1.6.2, pour P semi-standard, J P (Sts(π)) est non nul si et seulement si P a un Levi
de la forme Mμ pour μ ∈ E(λs) et comme d’après 1.6.3 le niveau cuspidal augmente par fonc-
teur de Jacquet, on en déduit que pour tout μ ∈ E(λs), J Pμ(Sts− ()), contient l’unique constituant
-superunipotent de rl( J Pμ(Sts(π))). Par ailleurs s’il admettait d’autres constituants irréductibles,
J Pμ(Sts− ()) aurait soit une sous-représentation soit un quotient irréductible -unipotent qui ne
serait pas -superunipotent de sorte que par adjonction et d’après 1.6.3, Sts− () ne serait pas -
superunipotent ce qui n’est pas.
D’après le corollaire 1.7.4, les foncteurs de Jacquet propres de Sts− () étant connus par récurrence,
nous pouvons en donner son paramètre de Zelevinski restreint. Celui-ci est de la forme a()   où










où t  1 est un entier, n1, . . . ,nt ∈ Z et la partition (r1  · · · rt > 0) de s est duale de celle λ donnée
par le niveau de Whittaker de Sts− ().




)= Stt−() ⊗ St(s−t)−()
et, d’après 1.4.5, Stt− () est non dégénérée si et seulement s’il est isomorphe à Stt() lequel est
d’après (1.6.7) de -niveau t+ qui doit donc être égal à t− , et donc si et seulement si 1 t <m().
Ainsi on obtient λ = (m() − 1  m() − 1  · · ·  m() − 1  δ) où δ est le reste de la division
euclidienne de s par m() − 1 ce qui donne r1 = · · · = rδ = k + 1 et rδ+1 = · · · = rm()−1 = k où
s = k(m() − 1) + δ. La détermination des ni se déduit comme dans la preuve de 1.7.4 de l’examen
des supports cuspidaux des dérivées successives. 
2.2. Constituants -unipotents
On se propose dans ce paragraphe d’étudier tous les sous-quotients irréductibles de rl(Sts(π)) ;
d’après 1.6.5 ces sous-quotients irréductibles ont un -niveau i ∈ I(s). Dans 2.1.1, nous avons étudié
le niveau minimal, pour étudier les autres niveaux on introduit les représentations suivantes.
2.2.1. Déﬁnition. Pour i = (i−1, i0, . . .) ∈ I(s), on déﬁnit
Sti() := Sti−−1(−1) × Sti−0 (0) × · · · × Sti−u (u)
où ik = 0 pour tout k > u et où les i sont déﬁnis en 1.5.3.
Remarque. Avec ces notations, d’après [12], V.7 (resp. d’après 2.1.1) Sts+ () (resp. Sts− ()) est l’unique
sous-quotient irréductible non dégénéré (resp. -superunipotent) de rl(Sts(π)).







Par ailleurs pour tout i ∈ I(s) et pour tout μ ∈ E((g  · · ·  g)), J Pμ(Sti()) est égal à la somme des
constituants irréductibles de -niveau i de rl( J Pμ(Sts(π))).
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rl(Sts(π)) est irréductible isomorphe à Sts− (). On suppose donc le résultat acquis jusqu’au rang s−1
et cela pour toutes les représentations irréductibles cuspidales π ′ , en particulier pour des relèvements
πi des i pour tout i −1. Traitons alors le cas de s.
Montrons tout d’abord l’unicité du constituant irréductible de -niveau i, i.e. qu’il existe au plus
un constituant irréductible de -niveau i. Si i correspond à une représentation cuspidale alors i =
s+ et le résultat découle de [12], V.7. Supposons donc que i = (i−1, . . .) ne correspond pas à une
représentation cuspidale et soit k minimal tel que ik > 0. Pour k  0 (resp. k = −1), on considère
μ = (m()lk g, (s −m()lk)g) ∈ E((g  · · · g)) (resp. μ = (g, (s − 1)g)), de sorte que rl( J Pμ(Sts(π)))
contient, d’après l’hypothèse de récurrence, un unique constituant irréductible de -niveau i, à savoir
k ⊗ Sti−δk (). Le résultat découle alors du lemme 1.6.2.
Montrons alors l’existence du constituant irréductible de -niveau i. Notons tout d’abord que le
résultat est vériﬁé pour i de la forme δk d’après la remarque précédent l’énoncé. On suppose donc
que i n’est pas de la forme δk et on raisonne par récurrence sur le -niveau ; précisément l’hypothèse
de récurrence au niveau i est la suivante :
(a) il existe un constituant irréductible de -niveau i de rl(Sts(π)), que l’on note Ssi() ;
(b) pour tout μ ∈ E((g  · · · g)), J Pμ(Ssi) est égale à la somme des constituants de -niveau i de
rl( J Pμ(Sts(π))) ;
(c) Ssi()  Sti().
L’initialisation de cette récurrence correspond à la proposition 2.1.1 du paragraphe précédent. Suppo-
sons donc (a)–(b)–(c) vériﬁées pour tout -niveau i′ ∈ I(s) strictement plus petit que i et montrons
que ces propriétés sont vériﬁées pour i ∈ I(s).
Supposons tout d’abord que i n’est pas de la forme s(k) pour 0 k u(s).
(a) Soit μ(i) la partition de la déﬁnition 1.6.6. D’après l’hypothèse de récurrence sur s,
Sti−−1
(−1) ⊗ Sti−0 (0) ⊗ · · · ⊗ Sti−u (u) est un constituant irréductible de rl( J Pμ(i) (Sts(π))). Comme
par hypothèse de récurrence sur i, celui-ci n’est pas un sous-quotient irréductible de J Pμ(i) (Ssi′ ())
pour tout i > i′ ∈ I(s), on en déduit, d’après le lemme 1.6.3, qu’il existe un constituant de -niveau
i que l’on note Ssi().
(b′) D’après l’unicité du constituant irréductible de niveau i, J Pμ(Ssi()) contient, d’après 1.6.2, la
somme des constituants de -niveau i de rl( J Pμ(Sts(π))). La propriété (b), i.e. le fait que J Pμ(Ssi())
ne contient aucun constituant irréductible de -niveau strictement plus grand que i, découlera par
hypothèse de récurrence sur s, de (c) et du calcul des foncteurs de Jacquet d’une induite, cf. [13],
p. 170.
(c) Le paramètre de Zelevinski de Ssi() est de la forme {a−1,a0, . . . ,au} où pour tout i =
−1, . . . ,u ai est un paramètre de Zelevinski restreint de support cuspidal contenu dans la droite
de Zelevinski associée à i et d’après [12], V.3
Ssi()  〈a−1〉 × 〈a0〉 × · · · × 〈au〉,
de sorte que pour tout j = −1,0, . . . ,u, les représentations 〈a j〉 et Sti−j () sont de même taille i.e.
des représentations de GLgm()l j i j (K ) pour j  0 et de GLgi−1 (K ) pour j = −1. D’après (b′), ou par
construction, Sti−−1
(−1) ⊗ Sti−0 (0) ⊗ · · · ⊗ Sti−u (u) est un constituant irréductible de J Pμ(i) (Ssi(s)),
de sorte que d’après le lemme 1.6.3 et la règle de calcul du foncteur de Jacquet d’une induite, Sti−−1
()
doit être un sous-quotient d’un foncteur de Jacquet de 〈a−1〉 et comme ils ont la même taille, ils
doivent être isomorphes. De la même façon, comme les foncteurs de Jacquet de 〈a−1〉 ne contribuent
plus, Sti−0
() doit être alors un sous-quotient d’un foncteur de Jacquet de 〈a0〉 et comme ils ont
même taille, ils doivent être isomorphes et ainsi de suite de proche en proche on obtient que pour
tout j = −1, . . . ,u, 〈a j〉  Sti−j ().
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(a)–(b′) On raisonne comme dans le cas précédent en considérant la partition non triviale
(am()lu(s) m()(alu(s)−lk)), d’où l’existence de Ss
s(k)
() dont les foncteurs de Jacquet contiennent
tous les constituants irréductibles de -niveau s(k) de la réduction modulo l des foncteurs de Jacquet
de Sts(π).
(b) Remarquons en outre que rl( J P (Sts(π))) contient un constituant non nul de -niveau s
(k)
 si et
seulement si le Levi de P est de la forme Mμ pour μ ∈ E((gm()lk  · · ·  gm()lk)) et alors, tout
comme dans le cas -superunipotent, rl( J Pμ(Sts(π))) admet un unique sous-quotient irréductible de
-niveau s(k) . Tout comme dans le cas -superunipotent, si J Pμ(Sss(k)
() admettait un constituant ir-
réductible de -niveau > s(k) , alors il admettrait une sous-représentation, ou un quotient, irréductible
de -niveau > s(k) et par adjonction Sss(k)
() ne serait pas, d’après le lemme 1.6.3, de -niveau s(k) .
(c) Il nous reste alors à identiﬁer Ss
s(k)
() ; le cas où s = m()lka avec a < l a déjà été traité, il
correspond au cas non dégénéré et donc à Sts() avec les notations de [12]. Supposons donc a  l
de sorte que le constituant cherché est dégénéré et, d’après le corollaire 1.7.4, caractérisé par ses
foncteurs de Jacquet propres lesquels ont déjà été calculés et correspondent, d’après l’hypothèse de
récurrence sur s, à ceux de St
s(k)
() qui est aussi l’unique sous-quotient irréductible k-superunipotent
de la réduction modulo l de Sta(πk) où πk est une Q¯l-représentation irréductible cuspidale qui re-
lève k . 
2.3. Réduction modulo l des LTt(π, s) : exemples
En général il n’y a pas unicité du constituant irréductible -superunipotent.
Exemple 1. Soit l tel que el(q) = 3 et π la représentation trivial de K× . Considérons alors la Q¯l-
représentation entière St2(π) × π{2} dont l’image dans le groupe de Grothendieck est St3(π) +
LTπ (3,1). D’après 2.1.1, la réduction modulo l de St3 contient une unique représentation irréduc-
tible superunipotente notée St3− . Comme el(q) = 3, dans le groupe de Grothendieck, rl(Π) est aussi
égale à la réduction modulo l de St2 ×1{−1} = St3{−1} +Π où Π est irréductible. Ainsi St3−{−1} qui
est une représentation irréductible superunipotente non isomorphe à St3− , car n’ayant pas les mêmes
image par J P1,2 , est un constituant irréductible de rl(LT (3,1). En regardant J P1,2 on remarque alors
que rl(LT (3,1)) admet encore un autre constituant irréductible superunipotent.
Exemple 2. Considérons le cas où q ≡ 1 mod l avec l = 3 et  la représentation triviale. Pour GL3(K ),










On a déjà vu que pour ces deux représentations, leurs foncteurs de Jacquet sont irréductibles et
superunipotents. Or J P2,1 (LT1(1,3)) contient deux représentations irréductibles superunipotentes de
sorte que la réduction modulo l de LT1(1,3) doit nécessairement contenir les deux représentations
superunipotentes ci-avant.
Exemple 3. Dans le cas l = 2, l’unique constituant superunipotent de la réduction modulo l de St2
est la représentation triviale, qui est bien entendu aussi l’unique constituant superunipotent de la
réduction modulo l de la représentation triviale.
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Comme précédemment π désigne une représentation irréductible entière cuspidale de GLg(K )
ﬁxée dont on note  la réduction modulo l.
Pour s  1, on se propose dans ce paragraphe de construire certains réseaux stables de Sts(π).
On rappelle, cf. le lemme 6.11 de [6], étant donnée une Q¯l-représentation entière irréductible Π de
GLn(K ), il existe un réseau Γ tel que Γ ⊗Z¯l F¯l est semi-simple. A l’opposé, la réduction modulo l des
réseaux construits ici, à l’aide de l’induction parabolique, ne sera pas semi-simple et nous décrirons
certaines de leurs ﬁltrations.
3.1. Déﬁnitions
La réduction modulo l de π étant irréductible, à isomorphismes près, π possède un unique réseau
stable, cf. par exemple [1] proposition 3.3.2 et la remarque qui suit.
3.1.1. Déﬁnition. On considère le réseau stable
−→
R I Z¯l (π, t) de Stt(π), que l’on construit par récurrence
à l’aide de la surjection
Stt−1(π) × π{t − 1} Stt(π).
On note alors
−→
R I F¯l (π, t) :=
−→
R I Z¯l (π, t) ⊗Z¯l F¯l .














 −→R I F¯l (π, t1 + t2).
Démonstration. On raisonne par récurrence sur t2 ; les cas t2 = 0,1 étant trivialement vériﬁés, on
suppose le résultat acquis jusqu’au rang t2 − 1. Le diagramme commutatif suivant
Stt1+t2−1(π) × π{t1 + t2 − 1}
Stt1(π) × Stt2−1(π{t1}) × π{t1 + t2 − 1} Stt1+t2(π)
Stt1(π) × Stt2(π)
donne au niveau des réseaux
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R I Z¯l (π, t1 + t2 − 1) × π{t1 + t2 − 1}
−→
R I Z¯l (π, t1) ×
−→
R I Z¯l (π{t1}, t2 − 1) × π{t1 + t2 − 1}
−→
R I Z¯l (π, t1 + t2)
−→
R I Z¯l (π, t1) ×
−→
R I Z¯l (π{t1}, t2)
et donc le résultat. 
Remarque.
−→
R I F¯l (π, t) peut aussi se construire par récurrence à l’aide d’un des procédés suivant :
(i) Stt−1(π) × π{t − 1} Stt(π); (ii) π × Stt−1(π{1}) Stt(π);
(iii) π{t − 1} ×op Stt−1(π) Stt(π); (iv) Stt−1(π{1}) ×op π  Stt(π);
En effet (i) et (ii) ont été étudiés ci-avant et (iii) et (iv) s’en déduisent en utilisant les opérateurs
d’entrelacements de 1.2.4. Dualement, on peut déﬁnir les réseaux suivant.
3.1.3. Déﬁnition. Les réseaux stables de Stt(π), que l’on construit par récurrence à l’aide de l’un des
procédés suivant :
(v) Stt(π) ↪→ Stt−1
(
π{1})× π ; (vi) Stt(π) ↪→ π{t − 1} × Stt−1(π);
(vii) Stt(π) ↪→ π ×op Stt−1
(
π{1}); (viii) Stt(π) ↪→ Stt−1(π) ×op π{t − 1}.
sont tous isomorphes ; on les note
←−
R I Z¯l (π, t).
Remarque. On appellera
−→
R I Z¯l (π, t) et
←−
R I Z¯l (π, t) des réseaux d’induction. La motivation principale pour
l’étude de ces réseaux d’induction est qu’ils apparaissent dans la cohomologie des tours dites de
Lubin–Tate, cf. [3] et [4].
3.1.4. Proposition. Pour tout 1  t  s, l’image de −→R I Z¯l (π, s) par le foncteur de Jacquet J Ptg,(s−t)g est iso-
morphe à
−→
R I Z¯l (π{s − t}, t) ⊗
−→
R I Z¯l (π, s − t).
Remarque. On renvoie le lecteur à l’exemple qui suit la déﬁnition 1.8.1, pour la construction de
J Ptg,(s−t)g (
−→
R I Z¯l (π, s)).
Démonstration. D’après [2] théorème 5.2, il existe une ﬁltration
V ⊂ W ⊂ J Ptg,(s−t)g
(
Sts−1(π) × π{s − 1}
)
telle que :
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– W /V  Stt−1(π{s − t}) × π{s − 1} ⊗ Sts−t(π) s’obtient comme suit : on applique J P(t−1)g,(s−t)g à
Sts−1(π) ce qui donne Stt−1(π{s − t}) ⊗ Sts−t(π) ; on permute ensuite les deuxième et troisième
facteur de Stt−1(π{s − t}) ⊗ Sts−t(π) ⊗ π{s − 1} ; on induit enﬁn les deux premiers facteurs de
Stt−1(π{s − t}) ⊗ π{s − 1} ⊗ Sts−t(π).
La preuve de [2] donnée pour le corps C est valable pour Z¯l car les caractères ψ et θ des sous-
groupes unipotents sont triviaux dans notre situation et en outre, d’après [10] II.2.1 propriété (v), les
foncteurs de Jacquet sont exacts. Ainsi au niveau des réseaux, en raisonnant par récurrence sur s, le
cas s = 1 étant trivial, on en déduit que Γ := J Ptg,(s−t)g (−→R I Z¯l (π, s− 1)×π{s− 1}) admet une ﬁltration
Γ1 ⊂ Γ dont le quotient Γ/Γ1 est isomorphe à −→R I Z¯l (π{s − t}, t − 1) × π{s − 1} ⊗
−→
R I Z¯l (π, s − t).
Le foncteur de Jacquet J Ptg,(s−t)g étant exact à droite, on a une surjection
J Ptg,(s−t)g
(






qui, en examinant les supports cuspidaux, induit une surjection de W /V sur J Ptg,(s−t)g (Sts(π)). Au




π{s − t}, t − 1)× π{s − 1} ⊗ −→R I Z¯l (π, s − t) J Ptg,(s−t)g (−→R I Z¯l (π, s))
ce qui donne le résultat. 
Remarque. On aurait aussi pu utiliser la proposition 3.1.2 avec la surjection
−→




π{s − t}, t) −→R I Z¯l (π, s),
de sorte que, en examinant les supports cuspidaux, l’unique quotient de la ﬁltration du J Ptg,(s−t)g
du membre de gauche ayant une image non nulle dans J Ptg,(s−t)g (Sts(π)) est
−→
R I Z¯l (π{s − t}, t) ⊗−→
R I Z¯l (π, s − t).
3.1.5. Corollaire. Soit π une représentation irréductible cuspidale entière de GLg(K ) et soient deux réseaux
stable RZ¯l (π, t) et RZ¯l (π,a) tels que l’on ait une surjection
RZ¯l (π, t) × RZ¯l
(
π{t},a) −→R I Z¯l (π, t + a),
alors les deux réseaux en question sont isomorphes respectivement à
−→
R I Z¯l (π, t) et
−→
R I Z¯l (π{t},a).
Démonstration. On raisonne comme dans la preuve de la proposition précédente ; J Pag,tg (Stt(π) ×
Sta(π{t}) admet une ﬁltration dont un des sous-quotients est isomorphe à Sta(π{t}) ⊗ Stt(π) ; au
niveau des réseaux on obtient par construction RZ¯l (π{t},a) ⊗ RZ¯l (π, t).
En examinant les supports cuspidaux, la surjection J Pag,tg (Stt(π) × Sta(π{t}) J Pag,tg (Stt+a(π) in-
duit une surjection du sous-quotient ci-dessus ; au niveau des réseaux on obtient alors une surjection
RZ¯l
(
π{t},a)⊗ RZ¯l (π, t) −→R I Z¯l(π{t},a)⊗ −→R I Z¯l (π, t)
d’où le résultat. 
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3.2.1. Notation. On numérote les éléments de I(s) par ordre de -niveau décroissant relativement à
la relation d’ordre de 1.6.5, et on note ik(s) le k-ième.
Remarque. On rappelle que lg(s) désigne le cardinal de I(s) et donc la longueur de rl(Sts(π)).
3.2.2. Proposition. Pour tout 0  k  lg(s), il existe une sous-représentation V(s;k) de longueur k de−→
R I F¯l (π, s) :
(0) = V(s;0)  V(s;1)  · · ·  V
(
s; lg(s)
)= −→R I F¯l (π, s),







Remarque. Autrement dit un sous-quotient irréductible de V(s;k) est de -niveau strictement supé-
rieur à celui d’un sous-quotient irréductible quelconque de W(s;k) := V(s; lg(s))/V(s;k).
Démonstration. On raisonne par récurrence sur s ; pour 1 s <m() on rappelle que rl(Sts(π)) est
irréductible, de sorte qu’à isomorphisme près il n’y a qu’un seul réseau stable. Supposons donc le
résultat acquis jusqu’au rang s − 1 et traitons le cas de s. On raisonne alors par récurrence sur k de
lg(s) à 1 ; le cas k = lg(s) étant trivial supposons donc que pour tout k < k′  lg(s), il existe une
sous-représentation de longueur k′ de −→R I F¯l (π, s) vériﬁant la propriété demandée et traitons le cas
de k.
Soit alors i  ik(s) dans I(s) ; on écrit
i = i1 + · · · + ir
où pour tout 1 v  r, iv est de la forme muv δuv avec soit
– uv  0 et muv < l ; on note alors sv =muvm()luv ;
– soit uv = −1 et m−1 <m() ; on note alors sv =m−1.
On note V (i) l’image de l’application composée




π{s1 + · · · + sr−1}, sr
)
 −→R I F¯l (π, s).
3.2.3. Lemme. Le sous-espace V (i) admet Sts+ () comme sous-quotient.
Démonstration. On a
−→




π{s1 + · · · + sr−1}, sr
)= rl(Sts1(π) × · · · × Stsr (π{s1 + · · · + sr−1})).l l
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sorte que d’après 1.5.5,
−→
R I F¯l (π, s1) × · · · ×
−→
R I F¯l (π{s1 + · · · + sr−1}, sr) admet un unique sous-quotient
non dégénéré qui est forcément isomorphe à Sts+ () par examen du support supercuspidal.
Pour i  −1, on ﬁxe un relèvement πi de i de sorte que V(s1;1) × · · · × V(sr;1) est la ré-
duction modulo l de Sts1 (πu1 ) × · · · × Stsr (πur {s1 + · · · + sr−1}). Comme cette dernière admet un
unique sous-quotient non dégénéré il résulte de 1.5.5 que V(s1;1)×· · ·× V(sr,1) admet un unique
sous-quotient non dégénéré qui ne peut être qu’isomorphe à Sts+ () après examen du support su-
percuspidal. Comme par ailleurs Sts+ () est aussi un sous-quotient irréductible de
−→
R I F¯l (π, s), l’image
V (i) admet donc Sts+ () comme sous-quotient. 
3.2.4. Lemme. Le sous-espace V (i) admet pour quotient une irréductible de -niveau i.
Démonstration. Si ρ est un tel quotient irréductible alors par réciprocité de Frobenius, on en déduit
une application non nulle V(s1;1)⊗· · ·⊗V(sr,1) → J P (ρ) où le membre de gauche est irréductible
de -niveau i alors que tous les sous-quotients irréductibles du membre de droite ont le même -
niveau égal à celui de ρ et donc ρ est isomorphe à Sti(). 
3.2.5. Lemme. Les sous-quotients irréductibles de V (i) sont tous de -niveau supérieur ou égal à i.
Démonstration. Cela découle directement du lemme 1.6.3. 
On déﬁnit alors V(s;k − 1) comme la somme de ces images V (i) où i décrit les éléments de
I(s) dont le -niveau est strictement supérieur à ik(s). 
3.2.6. Proposition. La représentation irréductible -superunipotente, Sts− () (resp. non dégénérée Sts+ ())
est l’unique quotient (resp. sous-espace) irréductible de
−→
R I F¯l (π, s).
Démonstration. Soit i tel que Sti() soit un quotient irréductible
−→
R I F¯l (π, s). Comme Sti() n’est pas
cuspidal soit P un parabolique propre tel que J P (Sti()) = (0) ; on peut supposer que le sous-groupe
de Levi de P est de la forme GLtg ×GL(s−t)g . Par réciprocité de Frobenius, on en déduit une applica-
tion non nulle
−→
R I F¯l (π, t) ⊗
−→
R I F¯l (π, s − t) → J P (Sti()). Les sous-quotients irréductibles de J P (Sti())
sont tous de -niveau i et d’après l’hypothèse de récurrence, tout quotient irréductible de l’image de
cette application est de -niveau s− = t− + (s − t)− de sorte que i = s− .
En ce qui concerne les sous-espaces irréductibles, on raisonne par l’absurde en considérant i < s+
tel que Sti() est un sous-espace irréductible de
−→
R I F¯l (π, s) ; on note Vi le sous-espace correspondant.
Soit
i = i1 + · · · + ir
une écriture comme dans la preuve de la proposition 3.2.2, i.e. où pour tout 1  v  r, iv est de la
forme muv δuv avec muv < l si uv  0 et m−1 <m() pour uv = −1. On note encore V (i) l’image de
V(s1;1) × · · · × V(sr,1) ↪→ −→R I F¯l (π, s1) × · · · ×
−→
R I F¯l (π, sr)
−→
R I F¯l (π, s).
D’après 3.2.3, V (i) admet Sts+ () comme sous-quotient, il n’est donc pas réduit à (0). Par ailleurs
d’après 3.2.4, Sti() est l’unique quotient irréductible de V (i) et comme la multiplicité de Sti() dans−→
R I F¯l (π, s) est égale à 1, Vi ∩ V (i) est un sous-espace non trivial de V (i) de sorte que V (i) aurait un
quotient non nul de -niveau distinct de i ce qui contredirait 3.2.4. 
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R I F¯l (π, s) qui ne sont pas induites par la ﬁltration
V(s; •) ; donnons deux exemples pour illustrer les différentes situations.
Exemple 1. Soit  tel que m() = l = 3. Pour s = 9, on a
I(9) =
{




R I F¯3 (π,9) admet une unique ﬁltration maximale, i.e. telle que les gradués sont irréductibles. En
effet soit V1 ⊂ V2 ⊂ · · · V5 = −→R I F¯l (π,9) ; d’après la proposition précédente on a V4 = V(9;4) et
V1 = V(9;1). Soit alors
V(3;1) × V(6;1) ↪→ V(3;1) × V(6;2) ↪→ V(3;1) × V(6;3) → V(9;4) = V4.
D’après le lemme 3.2.3, les applications composées sont non nulles. Si ρ = (3,2,0, . . .) (resp.
ρ = (0,3,0, . . .)) était un quotient de V(9;4) alors d’après le lemme 3.2.4, l’application composée
V(3;1) × V(6;3) → V(9;4) ρ serait nulle et d’après [10] l’image de V(3;1) × V(6;2) (resp.
V(3;1) × V(6;1)) dans V(9;4) aussi ce qui n’est pas. Ainsi V(9;4) admet un unique quotient
irréductible de sorte que V3 = V(9;3). Par unicité de V1, on en déduit aussi l’unicité de V2 d’où
l’aﬃrmation.
Exemple 2. Pour m() = l = 3 et s = 12, on a
I(12) =
{
(12,0, . . .) < (9,1,0, . . .) < (6,2,0, . . .) < (3,3,0, . . .) < (0,4,0, . . .)
< (3,0,1,0, . . .) < (0,1,1,0, . . .)
}
.
Le lecteur vériﬁera qu’alors l’image de V(9;2) × V(4;1) (resp. V(3;2) × V(9;1)) est contenue
dans V(12;3) et le quotient correspondant est St(3,0,1,0,...)() (resp. St(0,4,0,...)()).
Remarque. Dualement, en ce qui concerne les réseaux
←−
R I F¯l (π, s), on a la proposition suivante qui se
prouve selon le même procédé.
3.2.7. Proposition. Pour tout 1  k  lg(s), il existe une sous-représentation V ′(s;k) de longueur k de←−
R I Z¯l (π, s),
(0) = V ′(s;0)  V ′(s;1)  · · ·  V ′
(
s; lg(s)
)= ←−R I F¯l (π, s),







3.2.8. Corollaire. Pour tout i ∈ I(s), il existe un réseau RZ¯l,i(π, s) stable de Sts(π) dont la réduction modulo
l admet Sti() comme unique sous-représentation irréductible.
Démonstration. Nous allons construire explicitement un tel réseau. Si i est le plus grand élément de
I(s), il suﬃt de prendre le réseau −→R I Z¯l (π, s) ; c’est en particulier le cas pour Sti() cuspidale. Dans
les autres cas, on raisonne par récurrence sur s : l’initialisation s = 1 étant évidente puisqu’il n’y a
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le cas de s. Comme i n’est pas le plus grand élément de I(s), et donc pas de la forme δu , on peut
écrire
i = a + b
avec pour tout k−1, ak et bk positifs ou nuls et a et b non nuls. On pose alors









avec 0 < t < s et on considère les réseaux RZ¯l,a(π, t) et RZ¯l,b(π, s − t) construits par récurrence car
0 < t < s. Soit alors RZ¯l,i(π, s) le réseau induit par l’injection
Sts(π) ↪→ RZ¯l,a
(
π{s − t}, t)× RZ¯l,b(π, s − t).
Soit alors k ∈ I(s) tel que Stk() soit une sous-représentation irréductible de rl(R IZ¯l,i(π, s)) ; par




)→ rl(RZ¯l,a(π{s − t}, t))⊗ rl(RZ¯l,b(π, s − t)). (3.2.9)
Comme tous les constituants irréductibles de J Ptg,(s−t)g (Stk()) sont de -niveau k, et comme l’unique
constituant irréductible du membre de droite de (3.2.9) est de -niveau i, on en déduit que k = i,
d’où le résultat. 
3.3. Réseaux d’induction des LTπ (s, t)
Comme rappelé à la déﬁnition 1.3.2, il y a huit façons d’obtenir LTπ (s, t) en utilisant l’induction
parabolique à partir des représentations de Steinberg et de Speh
Sts−t−1(π) × Speht+1
(
π{s − t − 1}) LTπ (s, t) ↪→ Sts−t(π) × Speht(π{s − t}),
Speht+1
(
π{s − t − 1})×op Sts−t−1(π) LTπ (s, t) ↪→ Speht(π{s − t})×op Sts−t(π),
Speht
(
π{s − t})× Sts−t(π) LTπ (s, t) ↪→ Speht+1(π{s − t − 1})× Sts−t−1(π),
Sts−t(π) ×op Speht
(
π{s − t}) LTπ (s, t) ↪→ Sts−t−1(π) ×op Speht+1(π{s − t − 1}).
Remarque. D’après 1.2.4, on a des isomorphismes
Sts−t−1(π) × Speht+1
(
π{s − t − 1}) Speht+1(π{s − t − 1})×op Sts−t−1(π),
Sts−t(π) × Speht
(
π{s − t}) Speht(π{s − t})×op Sts−t(π),
Speht
(
π{s − t})× Sts−t(π)  Sts−t(π) ×op Speht(π{s − t}),
Speht+1
(
π{s − t − 1})× Sts−t−1(π)  Sts−t−1(π) ×op Speht+1(π{s − t − 1}).




R I , on obtient
alors huit réseaux stables de LTπ (s, t).
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−→
R I Z¯l (π, s − t − 1) × Speht+1
(
π{s − t − 1}) LTπ (s, t) ↪→ −→R I Z¯l (π, s − t) × Speht(π{s − t}).
Ceux-ci proviennent d’un même réseau (
−→
R I Z¯l (π, s− t − 1)×π{s− t − 1})× Speht(π{s− t}) via les
ﬂèches suivantes
−→
R I Z¯l (π, s − t − 1) × Speht+1
(
π{s − t − 1})
↪→ (−→R I Z¯l (π, s − t − 1) × π{s − t − 1})× Speht(π{s − t})
 −→R I Z¯l (π, s − t) × Speht
(
π{t}).
On identiﬁe ainsi LTπ (s, t) à un sous-quotient de (
−→
R I Z¯l (π, s− t − 1)×π{s− t − 1})× Speht(π{s− t})
de deux manières différentes de sorte qu’à priori, cf. le lemme 1.8.2, les réseaux obtenus ne sont pas
isomorphes.
3.3.1. Déﬁnition. On notera
←−
R I Z¯l (π, s, t) le réseau obtenu par l’injection
LTπ (s, t) ↪→ ←−R I Z¯l (π, s − t) × Speht
(
π{s − t}).
Remarque. Ce choix est dicté par l’étude de la cohomologie des espaces de Lubin–Tate comme men-
tionné précédemment.
3.3.2. Proposition. Si ρ est un quotient irréductible de la réduction modulo l de
←−
R I Z¯l (π, s, t) alors ρ est
-superunipotent.
Démonstration. Par réciprocité de Frobenius, l’injection
ρ ↪→ ←−R I Z¯l (π, s, t) ↪→
←−
R I Z¯l (π, s − t) × Speht
(
π{s − t})
fournit une application non nulle
J P(s−t)g,tg (ρ) →
←−
R I Z¯l (π, s − t) ⊗ Speht
(
π{s − t})
dont l’image contient, d’après la proposition 3.2.7, un constituant -superunipotent de sorte que
J P(s−t)g,tg (ρ) admet un constituant -superunipotent et donc, d’après 1.6.3, ρ est -superuni-
potent. 
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