Abstract. In this paper, a notion of affine walled Brauer-Clifford superalgebras BC aff r,t is introduced over an arbitrary integral domain R containing 2 −1 . These superalgebras can be considered as affinization of walled Brauer superalgebras in [9] . By constructing infinite many homomorphisms from BC aff r,t to a class of level two walled Brauer-Clifford superagebras over C, we prove that BC aff r,t is free over R with infinite rank. We explain that any finite dimensional irreducible BC aff r,t -module over an algebraically closed field F of characteristic not 2 factors through a cyclotomic quotient of BC aff r,t , called a cyclotomic (or level k) walled Brauer-Clifford superalgebra BC k,r,t . Using a previous method on cyclotomic walled Brauer algebras in [15], we prove that BC k,r,t is free over R with super rank (k r+t 2 r+t−1 (r + t)!, k r+t 2 r+t−1 (r + t)!) if and only if it is admissible in the sense of Definition 6.4. Finally, we prove that the degenerate affine (resp., cyclotomic) walled Brauer-Clifford superalgebras defined by are isomorphic to our affine (resp., cyclotomic) walled Brauer-Clifford superalgebras. 7. Isomorphisms between affine (resp., cyclotomic) Brauer-Clifford algebras and ComesKujawa's affine (resp., cyclotomic) algebras 30
Introduction
In his pioneer's work, Schur considered V ⊗r , the r-th tensor product of the natural module V of the general linear group GL n (C). This is a left GL n (C)-module such that GL n (C) acts on V ⊗r diagonally. There is a right action of the symmetric group Σ r on V ⊗r , and two such actions commute with each other. This enabled Schur to establish a duality between the polynomial representations of GL n (C) and the representations of symmetric groups over C. Later on, such a result was generalized by Brauer [1] , Sergeev [17] and Lehrer-Zhang [12] and so on. In these cases, the r-th tensor product V ⊗r are considered where V is the natural module of a symplectic group or an orthogonal group or a queer Lie superalgebra q(n) or an orthosymplectic supergroup and so on. The Brauer algebras and the Hecke-Clifford superalgebras etc naturally appear as endomorphism algebras of V ⊗r .
Koike [11] considered the mixed tensor modules V ⊗r ⊗(V * ) ⊗t of the r-th power of the natural module V and the t-th power of the dual natural module V * of the general linear group GL n (C) for various r, t ∈ Z ≥0 . This led him to introduce the notion of walled Brauer algebras in [11] (see also [19] Shader and Moon [18] set up super Schur-Weyl dualities between walled Brauer algebras and general linear Lie superalgebras, by studying mixed tensor modules of general linear Lie superalgebras gl m|n .
Brundan and Stroppel [4] established super Schur-Weyl dualities between level two Hecke algebras H p,q r and gl m|n , by studying tensor modules K λ ⊗V ⊗r of Kac modules K λ with the r-th power V ⊗r of the natural module V of gl m|n . This led them to obtain various results including the celebrated one on Morita equivalences between blocks of categories of finite dimensional gl m|n -modules and categories of finite dimensional left modules over some generalized Khovanov's diagram algebras [5] . By studying tensor modules M r,t := V ⊗r ⊗K λ ⊗(V * ) ⊗t of Kac modules K λ with the r-th power of the natural module V and the t-th power of the dual natural module V * of gl m|n , two of authors [14, 15] introduced a new class of associative algebras, referred to affine walled Brauer algebras, over a commutative ring containing 1.
1 They established super Schur-Weyl dualities between level two walled Brauer algebras B 2,r,t and general linear Lie superalgebras, which enables them to classify highest weight vectors of gl m|n -modules M r,t , and to determine decomposition numbers of B 2,r,t arising from super Schur-Weyl duality. In order to further study representation theory of queer Lie superalgebras and to establish higher level mixed Schur-Weyl duality between queer Lie superalgebras and some associative algebras, a natural question is, what kind of algebras may come into the play if one replaces general linear Lie superalgebras gl m|n by queer Lie superalgebras q(n). This is one of the motivations of the present paper to introduce the notion of affine walled Brauer-Clifford superalgebras. Another motivation comes from two of authors' work on the Jucys-Murphy elements of walled Brauer algebras in [14] .
affine and cyclotomic walled Brauer-Clifford superalgebras over an arbitrary (algebraically closed) field with characteristic not 2.
We notice that degenerate affine walled Brauer-Clifford algebras and their cyclotomic quotients are also introduced by Comes and Kujawa via affine oriented Brauer-Clifford supercategory [6] in the early of July, 2017 (at that time we had obtained our affine and cyclotomic walled Brauer-Clifford algebras), and they prove that their degenerate affine walled Brauer-Clifford superalgebras are free over R with infinite rank. We introduce affine walled Brauer-Clifford algebras or their cyclotomic quotients in terms of generators and defining relations in order to study relationship between finite dimensional modules of affine walled Brauer-Clifford algebras or their cyclotomic quotients and those of queer Lie superalgebras. Motivated by [2] , we prove that a degenerate affine walled Brauer-Clifford superalgebra in [6] is isomorphic to one of our affine walled Brauer-Clifford superalgebras. We also prove that their cyclotomic walled Brauer-Clifford superalgebra is isomorphic to one of ours if both of these two superalgebras are admissible in the sense of Definition 6.4. This also gives a proof of the freeness of Comes-Kujawa's cyclotomic walled Brauer-Clifford superalgebra. Such a result is not available in [6] .
We organize our paper as follows. In section 2, we recall the notion of walled Brauer-Clifford superalgebras BC r,t in [9] . Several properties on the Jucys-Murphy elements of BC r,t are given.
This leads us to introduce the notion of affine walled Brauer-Clifford superalgebras in section 3. We give infinite many homomorphisms between BC aff r,t and walled Brauer-Clifford superalgebras. We also define cyclotomic walled Brauer-Clifford superalgebras. In section 4, we use higher level mixed Schur-Weyl-Sergeev dualities to prove that a class of level two walled Brauer-Clifford algebras with non-zero parameter ω 1 have required super-dimensions over C. In section 5, we construct infinite many homomorphisms between BC aff r,t and level two walled Brauer-Clifford superalgebras which appear in the higher level mixed Schur-Weyl-Sergeev dualities in section 4. This in turn enables us to mimic arguments in [14] to prove the freeness of BC aff r,t over R. In particular, BC aff r,t is of infinite superrank. In section 6, we prove that a cyclotomic walled Brauer-Clifford superalgebra is free over R with required super rank if and only if it is admissible. Finally, in section 7, we prove that the degenerate affine (resp., cyclotomic) walled Brauer-Clifford superalgebra in [6] is isomorphic to ours. In the later case, we need to assume that both superalgebras are admissible.
Walled Brauer-Clifford superalgebras
Throughout, we assume that R is an integral domain containing 2 −1 . Let Σ r be the symmetric group in r letters. Then Σ r is generated by s 1 , . . . , s r−1 , subject to the relations (for all admissible i and j): s Each s i can be identified with the simple reflection (i, i + 1), where (i, j) ∈ Σ r , which switches i, j and fixes others. In this paper, we always assume that Σ r acts on the right of the set {1, 2, . . . , r}.
The Hecke-Clifford algebra HC r was introduced by Sergeev [17] in order to study the r-th tensor product of the natural module for the queer Lie superalgebras q(n). It is the associative R-superalgebra generated by even elements s 1 , . . . , s r−1 and odd elements c 1 , . . . , c r subject to (2.1) together with the following defining relations (for all admissible i, j): In this paper, we denote Z i = {0, 1, . . . , i − 1}. We always use α j to denote the j-th coordinate of α ∈ Z r i for 1 ≤ j ≤ r. Let |α| = r j=1 α j . The Hecke-Clifford algebra HC r is free over R with basis {c α w | w ∈ Σ r , α ∈ Z r 2 }, where c α = c α1 1 · · · c αr r (see [10] ). Since s 1 , . . . , s r−1 (resp., c 1 , . . . , c r ) are even (resp., odd), the even (resp., odd) subspace of HC r is spanned by {c α w | w ∈ Σ r , α ∈ Z r 2 , |α| ∈ 2Z} (resp., {c α w | w ∈ Σ r , α ∈ Z r 2 , |α| ∈ 2Z}). In particular, the super rank of HC r is (2 r−1 r!, 2 r−1 r!).
We need HC r as follows. As the R-superalgebra, it is generated by the even elements s 1 , . . . , s r−1 and odd elements c 1 , . . . , c r subject to the relations (for all admissible i and j): In this case, we identify s i with s i . If √ −1 ∈ R then HC r is the HC r by setting c i = √ −1c i and
where
j=1 (j, i). These elements, which are known as Jucys-Murphy elements of HC r , satisfy the following relations for all admissible i, j, k: 
. In this case, we identify i with i for all 1 ≤ i ≤ r. So, Σ r can be identified with the symmetric group on the set {1, . . . , r}, and (2.5)
Considering −L i (resp., −L i ) as abstract generators x i (resp., x i ) yields the notion of the affine Hecke-Clifford algebra HC aff r (resp., HC aff r ) defined as follows. The affine Hecke-Clifford algebra HC aff r is the associative R-superalgebra generated by even elements s 1 , . . . , s r−1 , x 1 and odd elements c 1 , . . . , c r subject to (2.1)-(2.2), together with the following defining relations (for all admissible i and j):
Later on, we need HC aff r as follows. As the R-superalgebra, it is generated by even elements s 1 , . . . , s r−1 , x 1 and odd elements c 1 , . . . , c r subject to (2.3) together with the following defining relations (for all admissible i and j):
Then we have the following relations for all admissible i and j:
It is proved in [10] that HC aff r has basis {x α c β w | w ∈ S r , α ∈ N r , β ∈ Z r 2 }. The even (resp., odd ) subspace of HC aff r is spanned by all x α c β w such that |β| ∈ 2Z (resp., |β| ∈ 2Z). Similar results hold for HC aff r . We are going to recall the definition of the walled Brauer-Clifford superalgebra BC r,t . This superalgebra was introduced by Jung and Kang in [9] so as to study the mixed tensor product of the natural module and its linear dual for the queer Lie superalgebra q(n). The original BC r,t is defined via (r, t)-superdiagrams in [9] . In this paper, we use its equivalent definition. 
(2.11) Definition 2.3. Define e 0 = 1 and e f = e 1 e 2 · · · e f if 0 < f ≤ min{r, t}, where e i = e i,i and e i,j = (1, j)(1, i)e 1 (1, i)(1, j) for all admissible i, j.
Theorem 2.4. [9, Theorem 5.1] The walled Brauer-Clifford superalgebra BC r,t has R-basis
In particular, the super rank of BC r,t is (2 r+t−1 (r + t)!, 2 r+t−1 (r + t)!).
Proof. The basis of BC r,t given in (2.12) is a refinement of X given in the proof of [9, Theorem 5.1]. We remark that each d
−1
1 e f wd 2 corresponds to a unique walled Brauer diagram in [14] .
Corollary 2.5. For any positive integer k, the subalgebra of BC k+r,k+t generated by even elements e k+1 , s k+1 , . . ., s k+r−1 , s k+1 , . . . , s k+t−1 and odd elements c k+1 , c k+1 is isomorphic to BC r,t .
Proof. Easy exercise using Theorem 2.4 and Definition 2.1.
Lemma 2.6. Let BC k−1,k−1 be the subalgebra of BC k,k generated by e 1 , s 1 , . . . , s k−2 , s 1 , . . . , s k−2 and c 1 , c 1 . Then e k BC k,k is a left BC k−1,k−1 -module spanned by all e k c σ k s k,j s k,l such that σ ∈ Z 2 and 1 ≤ j, l ≤ k.
Proof. It is enough to prove that the left
where ε = 1 (resp., −1) if σ = 0 (resp., 1). Similarly,
We have e k BC k,k e k = e k BC k−1,k−1 for all k ≥ 2 and e 1 BC 1,1 e 1 = 0.
Proof. We have e k BC k,k e k ⊆ e k BC k−1,k−1 by Lemma 2.6 and (2.13). When k ≥ 2, the inverse inclusion follows from the equation e k = e k s k−1 e k and e k x = xe k for any x ∈ BC k−1,k−1 .
where e i,j = c i e i,j c i . Then y i = y i + c i y i c i and y j = y j − c j y j c j , where y i (resp., y j ) is y i (resp., y j ) in [14, (3.5) ] in the case δ 1 = 0. So,
(e i,j − (j, i)), and
(2.14)
Lemma 2.9. With the notations above, the following results hold in BC r,t (for all admissible i, j),
e i y k i c i e i = 0, ∀k ∈ N, (12) e i y 2n i e i = 0, e i y 2n i e i = 0, ∀n ∈ N, (13) e i y i e i = e i y i e i = 0,
Proof. We assume √ −1 ∈ R. Then BC r,t ∼ = BC t,r . It is reasonable since we can embed R into a larger integral domain containing √ −1. The required isomorphism sends (a):
in BC r,t to c i (resp., c j ) in BC t,r ; (b): e 1 to e 1 ; (c): s i (resp., s j ) in BC r,t to s i (resp., s j ) in BC t,r . So, it suffices to verify one of equations in (1)- (6), (8)- (13) except (11) .
(1) If j = i, i − 1, then s j c i = c i s j and s j y i = y i s j by (2.2) and [14, Lemma 3.3(6) ]. So,
. By Definition 2.1(2), j=1 (e i,j − (j, i)) (see (2.14)), we have y i c i+1 = c i+1 y i . By [14, Lemma 3.3(9) ], y i y i+1 = y i+1 y i . Thus,
Applying the anti-involution τ on the above equation yields y i y i+1 = y i+1 y i . (7) We have
Applying the anti-involution τ on the above equation and using (e i + y i )y i = y i (e i + y i ) (see [14, Lemma 3.3(4)]) yields (7) . 
(13) If j < i, then e i c i e i,j c i e i = e i c i e i,j c i e i = e i e i,j e i = e i and e i c i (j, i)c i e i = e i c i (j, i)c i e i = e i . So,
Corollary 2.10. There is a unique element ω a,k ∈ BC k−1,k−1 such that e k y a k e k = ω a,k e k . Similarly, there is a unique element ω a,k ∈ BC k−1,k−1 such that e k y k a e k = ω a,k e k . Moreover, ω 2n,k = ω 2n,k = 0.
Proof. The existence of an ω a,k follows from Proposition 2.7 and the uniqueness of such an element follows from Theorem 2.4. Finally, we have ω 2n,k = ω 2n,k = 0 by Lemma 2.9(12).
for some a
Proof. When n = 0, we have e i (y i + y i ) = 0 by Lemma 2.9(8). So, a 
Proof.
We have e i y We can assume k ≥ 2 (resp., n ≥ 2) in the Lemma 2.13 since y 1 = y 1 = 0 (resp.,
by Lemma 2.9(13)).
. Furthermore, both ω 2n−1,k and
Proof. By Lemma 2.11 and inductive assumption on k, we have the first statement. To prove the second, note that any h ∈ {e 1 , s 1 , . . . , s k−2 , c 1 } commutes with e k , y k . So, e k (hω 2n−1,k ) = e k (ω 2n−1,k h). By Theorem 2.4, hω 2n−1,k = ω 2n−1,k h. Finally, we need to check that e k (hω 2n−1,k ) = e k (ω 2n−1,k h)
for any h ∈ {s 1 , . . . , s k−2 , c 1 }. In this case, we use Lemma 2.11. More explicitly, we can use y k instead of y k in e k y 2n−1 k e k . Thus hω 2n−1,k = ω 2n−1,k h, as required.
In the following, we define
Lemma 2.14. For k, a ∈ Z ≥1 , we have
where h k is given in (2.17).
Proof. It is easy to verify the result by induction on a.
Lemma 2.15.
Proof. Easy exercise.
Note that ω 0,k = 0 and ω 1,k = ω 1,k = 0 (see Lemma 2.9(13)), and e k h = 0 for h ∈ BC k−1,k−1 if and only if h = 0. We will use these facts frequently in the proof of the following lemma, where we use the terminology that a monomial in z j,k+1 's and z j,k+1 's is a leading term in an expression if it has the highest degree by defining deg z i,j = deg z i,j = 1. Lemma 2.16. For any positive integer n, ω 2n+1,k+1 can be written as an R-linear combination of monomials in z j,k+1 's and z j,k+1 's for 1 ≤ j ≤ k such that the leading terms of ω 2n+1,k+1 are
Proof. By Corollary 2.10 and Lemma 2.9(8), we have
(2.18)
Note that (j, k + 1) = s j,k s k s k,j and s j,k , s k,j commute with y k+1 , e k+1 , c k+1 (see Lemma 2.9(1) and (2.2)). Considering the right-hand side of (2.18) and expressing L k+1 by (2.4), we see that a term of
By inductive assumption, the right-hand side of the above equation can be written as an R-linear combination of monomials with the required form such that the leading term is −2z 2n j,k+1 . Finally, we consider terms in (2.18) concerning L k+1 , namely we need to deal with
Applying τ on e k+1 y 2n k+1 and using Lemma 2.12 and inductive assumption on n, we can use y 2n k+1 e k+1 to replace y 2n k+1 e k+1 in e k+1 (j, k+1)y 2n k+1 e k+1 (by forgetting lower terms). This enables us to consider e k+1 (j, k+1)y 2n k+1 e k+1 instead. As above, this term can be written as the required form with leading term 2z 2n j,k+1 . The proof is completed.
, both ω a,k+1 and ω a,k+1 commute with
for all admissible a, k, we can assume a, k ∈ Z ≥2 and 2 ∤ a. In order to verify that ω a,k+1 and ω a,k+1 commute with y k+1 , by Lemmas 2.13, 2.15-2.16, it suffices to prove that y k+1 commutes with both z j,k+1 and z j,k+1 for
which is z j,k+1 in [14, Lemma 3.9] . Obviously, c k+1 z j,k+1 = z j,k+1 c k+1 . By Lemma 2.9(4), we have
Recall that τ is the R-linear anti-involution in Lemma 2.2. By Definition 2.8 and Lemma 2.15, τ fixes both z j,k+1 and y k+1 . So, y k+1 z j,k+1 = τ (z j,k+1 y k+1 ). Since y k+1 z j,k+1 = z j,k+1 y k+1 (see [14, Lemma 3 .11]), we have z j,k+1 y k+1 = y k+1 z j,k+1 by (2.19). One can check z j,k+1 y k+1 = y k+1 z j,k+1
similarly via Definition 2.8 and the equation z j,k+1 = z j,k+1 − c j z j,k+1 c j . This proves that y k+1 commutes with ω a,k+1 and ω a,k+1 . We remark that one can check both ω a,k+1 and ω a,k+1 commute with y k+1 , similarly. By Lemma 2.15, one can easily check that z j,k+1 and z j,k+1 commute with c l and c l for all l ≥ k + 1.
Affine walled Brauer-Clifford superalgebras
In this section, we assume that R is an integral domain containing ω 1 and 2 −1 . Motivated by Definition 2.1 and Lemma 2.9, we introduce the notion of affine walled Brauer-Clifford superalgebra over R as follows.
Definition 3.1. The affine walled Brauer-Clifford superalgebra BC aff r,t is the associative Rsuperalgebra generated by odd elements c 1 , . . . , c r , c 1 , . . . , c t and even elements e 1 , x 1 , x 1 , s 1 , . . . , s r−1 , s 1 , . . . , s t−1 , and two families of even central elements
(2.8) and Definition 2.1 (1)- (10) together with the following defining relations for all admissible i:
For the simplification of presentation, we set ω 2k = 0, ∀k ∈ N. The following result follows from Definition 3.1, immediately. for some a 2n+1,j ∈ BC aff r,t such that 
Similarly, by Lemma 3.4 and Definition 3.1(6), ω 2n = n j=0 a 2n,j ω 2j = 0. Assumption 3.6. From here onwards, we always assume that ω 2n = 0 and ω 2n+1 's are given in Corollary 3.5. Otherwise, we would have e 1 = 0 provided that R is a field, in which case, BC aff r,t turns out to be HC aff r ⊠ HC t aff , the outer tensor product of two affine Hecke-Clifford superalgebras! We remark that the tensor product is that for superalgebra in the sense that
for any homogenous elements x, x 1 ∈ HC aff r and y, y 1 ∈ HC aff t , where [x], called the parity of x, is 1 (resp., 0) if x is odd (resp., even). (1), (3), (4), (10) . Further, Φ k satisfies Definition 3.1 (1)- (4) by Lemma 2.9(7)- (9) . In this case, we need (y k+1 + y k+1 )e k+1 = 0, which can be obtained by applying the anti-involution τ on Lemma 2.9(8). Φ k satisfies Definition 3.1(5)- (7) by Corollary 2.10 and Lemma 2.9(11)- (13) . Finally, Φ k satisfies Definition 3.1 (8)- (11) by Lemma 2.9(2), (5).
In [14] , of walled Brauer-Clifford superalgebras later on. This is one of the points which is different from the work in [14] .
In BC aff r,t , we define x i , x ′ i , x j and x ′ j as in (2.9) for all admissible i and j.
Lemma 3.8. We have the following results for admissible i and j:
Proof. (1) and (2) follow from (2.2), (2.3), (2.7) and (2.8). (3) follows from Definition 3.1 (8)- (11).
Lemma 3.9. We have the following results for all admissible i, j:
Proof. Multiplying (1, i)(1, j) on both sides of Definition 3.1(3) yields (1) . By Definition 3.1(1),(3), we know that x 1 (x 1 + e 1 + e 1 ) = (x 1 + e 1 + e 1 )x 1 . So (2) can be proved similarly. Multiplying (1, i)(1, j) on both side of Definition 3.1(1) yields (3) and (4). We have c i x (2.5) and Lemma 3.8(1) (resp., Definition 3.1(8)- (11)). Also, (1) is the counterpart of Lemma 2.9(7). So, (5) and (6) can be verified by arguments similar to those in the proof of Lemma 2.9(11). We leave the details to the reader. Lemma 3.10. We have the following results for all admissible i, j, k, l:
Proof. We have (1). (2) can be verified similarly. (3) and (4) follow from Definition 3.1(5)- (7).
We consider BC aff r,t as a filtrated superalgebra by setting degs i = degs j = dege 1 = degc n = degc m = degω a = degω a = 0 and degx k = degx ℓ = 1, for all admissible a, i, j, k, ℓ, m, n. Let (BC aff r,t ) (k) be the super R-submodule spanned by monomials with degrees less than or equal to k for k ∈ Z ≥0 . Then we have the following filtration
. Then gr(BC aff r,t ) is a Zgraded superalgebra associated to BC aff r,t . We use the same symbols to denote elements in gr(BC aff r,t ). In particular,
Definition 3.11. We say that m is a regular monomial of BC
Proposition 3.12.
As an R-module, BC aff r,t is spanned by all regular monomials in Definition 3.11.
Proof. Let M be the R-submodule of BC aff r,t spanned by all regular monomials m in Definition 3.11. We want to prove
If so, we have M = BC aff r,t since 1 ∈ M . We prove (3.2) by induction on |α|. If |α| = 0, i.e., α i = 0 for all possible i's, then (3.2) follows from Theorem 2.4 unless h = x 1 . In the later case, by (2.7),(2.8) and Lemma 3.8, we need to compute
x k e f when 1 ≤ k ≤ t and f > 0. If k ∈ {1, 2, . . . , f }, by Lemma 3.9(4), we use −x k instead of x k since we work on the graded superalgebra gr(BC aff r,t ). So, hm ∈ M . Otherwise, k > f . By Lemma 3.10(2), we can use e f x k instead of x k e f . So, (3.2) follows from Lemma 3.8 and Theorem 2.4.
Suppose |α| > 0. By (2.7),(2.8), Lemma 3.8 and Theorem 2.4, we see that (3.2) holds unless h ∈ {x 1 , e 1 }. Suppose h = x 1 . By Lemma 3.9(1) and (2), x 1 x i = x i x 1 in gr(BC aff r,t ). So, we need to deal with x k e f when 1 ≤ k ≤ t. They are the cases that we have dealt with. So,
Finally, we assume h = e 1 . If α i = 0 for some i with 2 ≤ i ≤ r, then e 1 x i = x i e 1 in gr(BC aff r,t ) (see Lemma 3.10(1)). By inductive assumption on |α|, we have (3.2). In order to finish the proof, it remains to consider the case that
1 = e i,j for some i, j. By (2.7) and inductive assumption on |α|, we can use d
By Lemma 3.9(3) and inductive assumption, it is enough to verify
If j ≥ f + 1, then (3.5) follows from Lemma 3.10(2) and Theorem 2.4. Otherwise, j ≤ f . If i = j, by inductive assumption, we use ( 
Definition 3.14. Let I be the two-sided ideal of BC r,t generated by f (x 1 ) and g(x 1 ), where
for some non-zero u 1 , . . . , u m , u 1 , . . . , u m1 ∈ R such that ℓ = k + 2m = k 1 + 2m 1 and
The level ℓ or cyclotomic walled Brauer-Clifford superalgebra BC ℓ,r,t is the quotient algebra BC r,t /I.
In section 6, we will explain the reason why f (x 1 ) and g(x 1 ) have to satisfy (3.6) and (3.7).
Definition 3.15. We say that m is a regular monomial of BC r,t (resp., BC ℓ,r,t ) if it is of form x α dx β , for some d ∈ S, and (α,
, where S is given in (2.12).
Corollary 3.16. As R-modules, both BC r,t and BC ℓ,r,t are spanned by their regular monomials.
Proof. By Proposition 3.12, BC r,t is spanned by all its regular monomials. Let φ ℓ : BC r,t ։ BC ℓ,r,t be the canonical epimorphism. It is enough to verify the image of a regular monomial m of BC r,t
can be expressed as a linear combination of regular monomials of BC ℓ,r,t . If both α ∈ Z r ℓ and β ∈ Z t ℓ , then the images of m is a regular monomial of BC ℓ,r,t . Otherwise, either α i ≥ ℓ or β j ≥ ℓ for some possible i or j. Since BC r,t inherits the graded structure of BC aff r,t , it results in a graded structure on BC ℓ,r,t . So, either x αi i or x βj j can be expressed as a linear combination of elements in BC ℓ,r,t with lower degrees. Using these elements to replace either x αi i or x βj j in the image of m and considering the inverse images of such elements in BC r,t , we see that the image of m can be expressed as a linear combination of regular monomials of BC ℓ,r,t , as required.
A basis of BC 2,r,t with special parameters
Let g = q(n) be the queer Lie superalgebra of rank n over C, which has a basis e ij = E i,j + E −i,−j (even element), f i,j = E i,−j +E −i,j (odd element) for i, j ∈ I + = {1, 2, ..., n}, where E i,j is the 2n×2n matrix with entry 1 at (i, j) position and zero otherwise for i, j ∈ I = I + ∪ I − , and 
Let h = h 0 ⊕ h 1 be a Cartan subalgebra of g with even part h 0 = span{e i,i | i ∈ I + } and odd part
be the dual space of h 0 with {ε i | i ∈ I + } being the dual basis of
Then an element λ ∈ h * (called a weight) can be written as
⊗t . For convenience we denote the ordered set
and 0
(hereafter all tensor products will be taken according to the order in J), which is a left U (g) ⊗(r+t+1) -module (where U (g) is the universal enveloping algebra of g), with the action given by
For the purpose of proving a basis of level 2 walled-Brauer Clifford superalgebra, we take n = 2m
to be even integer. We denote I 
Then End g (L λ ) is one dimensional. Denote by v λ a fixed highest weight vector of L λ with even parity, and (L λ ) λ the highest weight space of L λ , which is 2 m -dimensional with a basis 6) where the products are taken in any fixed order (changing the order only changes the vectors by a factor ±1). For i ∈ I + 2 , we have
Let C be the PBW monomial basis of U (g − ⊕ h). We say a basis element a ∈ C has length ℓ(a) := k if a contains k factors; for instance, ℓ(b
Proof. Assume c :=
for some a σ ∈ C with at least one a σ = 0.
Take aσ ∈ Z m 2 such that aσ = 0. Assumeσ ℓ = 0 for some ℓ ∈ I + 1 . Applying f ℓ,ℓ• ∈ g + to c, by moving f ℓ,ℓ• to the right until it meets v λ , using the commutation relation 
Then we have the following basis of L λ ,
We say the basis element wv λ has length ℓ(wv λ ) := ℓ(w). Then from our choice ofĈ i , we immediately have the following.
Lemma 4.2. Let α ∈ C be a monomial basis element of length j. Then αv λ is a combination of basis elements in B e with length ≤ j.
Take the following basis of M r,t ,
Introduce the following elements,
where x and y are in the a-th and b-th tensors respectively. Similarly we have π a :
which sends x to the a-th tensor.
Definition 4.3. We can use (4.12) to define the following elements of the endomorphism algebra
where c : V → V (resp., c : V * → V * ) is the automorphism such that c(v ±i ) = ±v ∓i (resp.,
Observe that c (b) The minimal polynomial of x 1 with respect to M r,t is g(
(c) We have e 1 x 1 e 1 = −n(2p − n + 1)e 1 with respect to M r,t .
Proof. (a) We may assume r = 1, t = 0. Note that the only possible highest weight in the finite dimensional g-module L λ ⊗ V is µ = λ + ε 1 , which is a typical dominant weight. Thus L λ ⊗ V must be complete reducible, and thus a direct sum of finite copies of L µ . Observe that the set {u θ ⊗ v ±1 | u θ ∈ B 0 }, with 2 m+1 elements, is a maximal set of C-linear independent highest weight vectors of weight µ. Since L µ occupies 2 m C-linear independent highest weight vectors, we see that
µ , which as a g-module is generated by v (b) We can assume r = 0, t = 1. Similar to the arguments in (a), we have
with highest weight ν = λ − ε n (which is again a typical dominant weight) and two highest weight vectors v
(c) We can assume r = t = 1. Then for a, b ∈ I, we have
Since L λ ⊗ V ⊗ V * is generated by v λ ⊗ v a ⊗ v b for a, b ∈ I, and e 1 , x 1 commute with the g-action, we obtain (c).
Lemma 4.5. For k ∈ I + , we have
Proof. The result follows from the definitions of x 1 and x 1 .
For any a ∈ I, we set a + = |a| ∈ I + . Then (4.14) gives
Now we assume BC 2,r,t is the level two walled-Brauer Clifford superalgebra such that x 1 , x 1 satisfy the degree 2 polynomials in Lemma 4.4, and parameters satisfy 16) where p ∈ C\Z, or p ∈ Z with p > 2m or p < 0, and m ∈ Z >0 satisfies m ≥ 2(r + t). By Lemma 4.4
and Definition 3.1(1)(3), we have e 1 f (x 1 ) = e 1 g(x 1 ). We take n = 2m. Take the weight λ as in (4.5), then we can define the space M r,t as in (4.4). 
Assuming that i = 1 and j = 1 in (d), we have
By (a)-(c), we get Ω 0,1
, respectively. So, the right hand side of (4.17) is equal to
Now, Definition 3.1(3) is satisfied by (4.17)-(4.18). Consider the following g-homomorphism:
Similarly, e 1 x a 1 e 1 = ω a e 1 for some ω a ∈ C. So, Definition 3.1 (5), (7) By Proposition 4.6, M r,t is a right BC 2,r,t -module. For any α, β ∈ Z r 2 , α, β ∈ Z t 2 , we define the following elements of BC 2,r,t : 19) where the product in x ′β is written in the order x (i) |β| + |β| is maximal; (ii)f is minimal among all monomials satisfying (i).
We take the basis element v = v λ ⊗ ⊗ i∈J1 v ki ⊗ ⊗ i∈J2 v ki ∈ B M (cf. (4.10)) such that (note that here is the place where we require condition that 2(r + t) ≤ m) 
where γ i = α (i)d1d
, and where the last equation is understood as "equal up to a sign" (cf. (4.14)), which follows by noting that elements in Σ r × Σ t have natural right actions on J 1 ∪J 2 by permutations and c acts on I by (4.14). Write z 1 as a C-combination of basis B M . Ifṽ appears as a term with a nonzero coefficient in the combination, then we say that z 1 producesṽ.
Note thatũ has length |β| + |β|. By Definition 4.3 and from our choice of B e in (4.9), we see that factors ofũ can be only contributed by the actions of x Thus when x ′ i = −π 0i (Ω 1 ) for 1 ≤ i ≤ r is applied to the element inside the bracket, it can only change its i-th label, say ℓ, to ±ℓ, ±(ℓ − m).
1 only permutes labels and c γi+αi only changes labels up to a sign, in order for a term in (4.24) to contribute to χ z1 v , we need at least f pairs (i, j) ∈ J 1 × J 2 such that the i-th label k i and j-th label k j satisfy the condition k
choice of the vector v, we must have f ≤f . Thus we can supposef = f by the fact that f ≥f .
Set
, then by definition (2.11), we havẽ
Sayj ∈ J 1 (the proof is similar ifj ∈ J 2 ), then f <j ≤ r. Condition (1) shows that k
conditions (2) and (3) show that there is no ℓ ∈ J 2 with k
Since all factors ofũ have the form (4.26), we see that z 1 cannot produce the basis elementṽ. Thus we can supposẽ
and after applying x ′β to the element inside the bracket in (4.24),
we obtain an element which satisfies the condition that either its i-th label is not i (in this case after we apply e f we obtain the zero element) or else its zero-th factor cannot contain the factor r i=1 fβ i i•,i . In any case we cannot obtain the elementṽ. Thus we can assume α i =α i for 1 ≤ i ≤ f . Similarly, we can assume α i =α i for f < i ≤ r, i.e., α =α.
By conditions (1) and (2), we see that if β i =β i for some i with 1 ≤ i ≤ f , or β i = 1 >β i for some i ∈ J 1 , then again z 1 cannot produce the basis elementṽ. Thus we suppose: β i =β i if 1 ≤ i ≤ f , and β i ≤β i for i ∈ J 1 . Ifβ i = 1 but β i = 0 for some i ∈ J 1 , then by (4.26), z 1 can only produce some basis elements which have at least a tensor factor, say v ℓ , with ℓ ∈ I − , and thusṽ cannot be produced.
Hence we can suppose β =β. Dually, we can suppose β =β. Rewrite wd 2d Proof. We have the result immediately from Corollary 3.16 and Theorem 4.7.
Homomorphisms between BC r,t and BC 2,r+k,t+k
In this section, we generalize Theorem 3.7 so as to establish infinite many homomorphisms from BC aff r,t to BC 2,r+k,t+k for all positive integers k, where BC 2,r+k,t+k are level two walled BrauerClifford superalgebras which appear in the higher level mixed Schur-Weyl-Sergeev duality in section 4.
As an application, we prove that BC 
Proof. Easy exercises.
Lemma 5.2. Recall y i and y j in Definition 2.8. The following results hold in BC aff r,t for all admissible i, j:
Proof. By symmetry, it is enough to prove (1), (3), (5), (6) . 
One can check (3) via Definition 2.8 similarly.
(5) By Lemmas 3.9(1), 3.10 (1)- (2)
(6) By (2.7), (2.10) and Lemma 3.10(1), we have
Applying (1, j) on both sides of the above equation yields (6) .
For the simplification of notation, we define
for all admissible i and j.
Lemma 5.3. The following results hold in BC aff r,t for all admissible i, j:
2n e i = 0 ∀n ∈ N,
Proof. (1)- (5) follows from Lemma 2.9(1)- (5), Lemma 5.1 and (2.7) and (2.8). (6) follows from Lemmas 2.9(7), 3.9(1), 5.2(1)- (2) . (7) follows from Lemmas 2.9(8), 3.9(3)- (4) . (8) follows from Lemmas 2.9(9), 3.10(1). Multiplying (2, i + 1)(1, i) on both sides of x 1 x 2 = x 2 x 1 (see (2.7)) yields
Now, (9) follows from (5.2), Lemmas 2.9(10), 5.2(3)-(4). We leave (10) to the reader since it can be verified, similarly. (11) follows from Lemmas 2.9(13), 3.10(3). Via (6), one can prove (12) by arguments similar to those for Lemma 2.9(11). Finally, one can verify (13) by arguments similar to those for Lemma 2.9 (12) .
From here to the end of Theorem 5.13, we assume the ground ring R is C. Also, BC 2,r,t is one of those which appear in the higher level mixed Schur-Weyl-Sergeev duality in section 4. Proof. This result, which is a counterpart of Lemma 2.6, can be proved similarly.
Proposition 5.5.
(
(2) Recall z k and z k in (5.1). There is a unique ξ a,k (resp.,
Moreover, ξ 2n,k = ξ 2n,k = 0, and ξ 1,k = ω 1 .
Proof. for some a
Lemma 5.7. For any positive integer n, e i z
We can assume k ≥ 2 (resp., n ≥ 1) in the Lemma 5.8 since z k = x ′ k + y k and z k = x ′ k + y k (resp., ξ 1,k = ω 1 and ξ 1,k = −ω 1 by Lemma 5.3(11)).
and n ∈ Z ≥1 . Furthermore, both ξ 2n+1,k and ξ 2n+1,k are central in BC 2,k−1,k−1 .
Proof. The first statement follows from Lemma 5.6. We have s j z k = z k s j and c j z k = z k c j for all
(e k,i +e k,i ). By (2.7) and Lemma 3.10(1) and (2), x 1 z k = z k x 1 for k ≥ 2. Obviously, e 1 commutes with x ′ k and e k,i , e k,i , c k , (k, i) whenever i = 1 and k ≥ 2. Since e 1 e k,1 = e 1 (k, 1), we have e 1 z k = z k e 1 .
We have proved that h commutes with e k , z k for any h ∈ {e 1 , s i , c j , (ξ a,k h) . By Corollary 4.8 and Proposition 5.5, hξ 2n+1,k = ξ 2n+1,k h. Finally, we need to check e k (hξ a,k ) = e k (ξ a,k h) for any h ∈ {s i , c j ,
In this case, we use Lemma 5.6 so as to use z k instead of z k in e k z 2n+1 k e k . Therefore, hξ 2n+1,k = ξ 2n+1,k h, as required.
Lemma 5.9. For k, a ∈ Z ≥1 , we have
Proof. The result can be easily checked by induction on a.
Recall z i , z j in (5.1) for all admissible i and j. For all 1 ≤ j ≤ k − 1, define
Note that ξ 0,k = 0, and e k h = 0 for h ∈ BC 2,k−1,k−1 if and only if h = 0. We will use this fact freely in the proof of the following lemma, where we use the terminology that a monomial in p j,k+1 's p j,k+1 's, and x ′ j , x ′ j is a leading term in an expression if it has the highest degree by defining deg
Lemma 5.10. For any positive integer n, ξ 2n+1,k+1 can be written as an R-linear combination of monomials in p j,k+1 , p j,k+1 , x ′ j and x ′ j for 1 ≤ j ≤ k such that the leading terms of ξ 2n+1,k+1 are −2
Proof. We have x = e k+1 z 2n+1 k+1 e k+1 = e k+1 y k+1 z (5.3) . Considering the right-hand side of (5.5) and expressing L k+1 by (2.8), using (j, k + 1) = s j,k s k s k,j and the fact that s j,k , s k,j commute with
Note that e k+1 c k+1 = e k+1 c k+1 , and c k+1 commutes with s k , x ′ k+1 and y k+1 . So Lemma 5.3(12) ). By induction assumption, the leading terms of ξ b,k+1 are of degree b − 1. So, the leading term of s j,k e k+1 s k z 2n k+1 e k+1 s k,j is p 2n j,k+1 and hence −e k+1 L k+1 z 2n k+1 e k+1 contributes to the leading terms −2
Thus, it is enough to compute the leading terms of s j,k e k+1 s k x ′ k+1 z 2n−1 k+1 e k+1 s k,j . Since x ′ k commutes with z k+1 and e k+1 , and e k+1 s k x
, both ξ a,k+1 and ξ a,k+1 commute with x ′ k+1 +y k+1 and x ′ k+1 +y k+1 .
Proof. By Proposition 5.5, we can assume that a = 2n + 1 and n ≥ 1. By Lemma 5.10, ξ 2n+1,k can be written as a linear combinations of monomials in p j,k+1 , p j,k+1 , x ′ j , and
where z j,k+1 , z j,k+1 are defined in Lemma 2.15. So, it is enough to prove that z j,k+1 , z j,k+1 , x Lemma 5.12. For a ∈ Z ≥0 , k ∈ Z ≥1 , both ξ 2a+1,k+1 and ξ 2a+1,k+1 commute with c j and c j if j ≥ k+1.
Proof. We have proved that both z j,k+1 and z j,k+1 commute with c j and c j if j ≥ k + 1 in the proof of Lemma 2.17. If j ≤ k, then x ′ j and x j commute with c l and c l for l ≥ k + 1, by Lemma 5.1 and (2.7) and (2.8). Now, the result follows from (5.8) and Lemma 5.10, immediately.
In the following result, we assume the ground field is C since we use level two walled Brauer-Clifford superalgebras in section 4. After we have proved the freeness of cyclotomic walled Brauer-Clifford sueralgebras in section 6, we know that the following result is available over an integral domain R.
Theorem 5.13. For any k ∈ Z >0 , there is a superalgebra homomorphism φ k : BC aff r,t → BC 2,r+k,t+k sending ω 2n+1 , ω 2n+1 , e 1 , s i , s j , c l , c m , x 1 , x 1 to ξ 2n+1,k+1 , ξ 2n+1,k+1 , e k+1 , s k+i , s k+j , c k+l , c k+m , z k+1 , z k+1 respectively, for all admissible i, j, l, m, n.
Proof. It is enough to verify the images of generators of BC aff r,t satisfy the defining relations for BC aff r,t in Definition 3.1. If so, φ k is an algebra homomorphism. Since φ k sends even (resp., odd) generators to even (resp., odd) elements in BC 2,r+k,t+k , φ k is a superalgebra homomorphism. By Corollary 2.5, φ k satisfies (2.1)-(2.3) and Definition 2.1(1)- (10) . By Lemma 5.3(1),(3),(9),(10), φ k satisfies (2.7) and (2.8). Applying anti-involution σ on Lemma 2.9(7), we see that φ k satisfies the Definition 3.1 (1) . By Lemma 5.3(8), (6) (resp., (11)- (13)), φ k satisfies Definition 3.1(2)-(4) (resp., (5)- (7)). Finally, φ k satisfies Definition 3.1(8)- (11) by Lemma 5.3(2), (5).
The following result is a counterpart of [14, Theorem 4.14].
Theorem 5.14. Suppose R is a domain which contains 2 −1 and ω 1 . Then BC aff r,t is free over R spanned by all regular monomials in Definition 3.11. In particular, BC aff r,t is of infinite rank.
Proof. By Proposition 3.12, it is enough to prove that M , the set of all regular monomials of BC aff r,t , is linear independent over Z[ω 1 , 2 −1 ], where ω 1 is an indeterminate. By fundamental theorem on algebras, it suffices to prove it for sufficient many ω 1 's. This can be done by choosing ω 1 as in (4.16). So, it is enough to prove that M is linear independent over C for infinite many ω 1 's in (4.16).
By Lemma 3.8 (1)- (3) and Definition 3.11, we assume that a regular monomial m of BC aff r,t is of form
r,t and w ∈ Σ r−f × Σ t−f and 0 ≤ f ≤ min{r, t}. So, it is equivalent to prove that the above regular monomials are linear independent. If it were false, then there is a finite subset S ⊂ M such that m∈S r m m = 0 and r m = 0 for all m ∈ S. For each S, we set
(5.10)
Ifk ≥k, we define k =k and
Ifk <k, we define k =k and
Let φ k : BC aff r,t → BC 2,r+k,t+k (ω 1 ) be the superalgebra homomorphism in Theorem 5.13. Since
Using Lemma 5.10 to express ξ 2n+1,k+1 for n ∈ Z ≥1 , we see that some terms of φ k (m) are of forms (we will see in the next paragraph that other terms of φ k (m) will not contribute to our computations)
where c 2n+1 , which comes from ξ 2n+1,k+1 , ranges over products of a 2n+1 disjoint cycles in Σ k (or Σ k ) such that each cycle is of length 2n + 1.
By Theorem 4.7, BC r,t is a subalgebra of BC 2,r,t and so is the walled Brauer algebra, say B r,t (0)
which is isomorphic to the subalgebra generated by e 1 , s 1 , . . . , s r−1 and s 1 , . . . , s t−1 . Similarly, we have the subalgebra B r+k,t+k (0) of BC 2,r+k,t+k . It is known that B r,t (0) can be defined by so called (r, t)-walled Brauer diagrams. Each of them is a diagram with (r+t) vertices on the top and bottom rows, and vertices on both rows are labeled from left to right by r, . . . , 2, 1, 1, 2, . . . , t. Every vertex i ∈ {1, 2, . . . , r} (resp., i ∈ {1, 2, . . . , t}) on each row must be connected to a unique vertex j (resp., j) on the same row or a unique vertex j (resp., j) on the other row. (1)- (5) as follows: In the following, we assume thatk <k (the casek ≥k can be dealt with in a similar way). A φ k (m) contributes admissible monomials of BC 2,k+r,k+t only when m ∈ S is given in (5.9) such that k = |γ| + n (2n + 1)a 2n+1 , f = f 0 and k 1 = |β|. More explicitly, the leading terms exactly appear in φ k (m) which are admissible monomials of BC 2,k+r,k+t . We claim that other terms in φ k ( m∈S r m m) are obtained from (5.14) by (1) using the terms e k+i,ij , e k+i,ij of φ k (x i ) to replace some (k + i, i j ), (2) using the terms e i,j , e i,j 1 ≤ i, j ≤ k (resp., e ji,k+j , e ji,k+j of φ k (x j )) to replace (i, j) in c 2n+1 (resp., (k + j, j i )) if (1) does not occur, (3) using the term x ′ k+i of φ k (x i ) to replace (k + i, i j ) or using the term x ′ k+i of φ k (x i ) to replace (k + i, i j ), or using either x ′ j or x ′ j to replace some (i, j) in c 2n+1 , provided that neither (1) nor (2) occurs, (4) using some (k + j, s) or c s (k + j, s)c s , s > k to replace (k + j, j i ); or using (i, j), c j (i, j)c j to replace (i, j) in c 2n+1 ; or using (k + i, s), c s (k + i, s)c s , s > k 1 , to replace (k + i, i j ), provided that (1)-(3) do not occur, (5) using c ji (k + j, j i )c ji to replace (k + j, j i ), or using c j (i, j)c j to replace (i, j) in c 2n+1 or using c ij (k + i, i j )c ij to replace (k + i, i j ), provided that (1)- (4) do not occur.
In the case (1), we use defining relations for BC 2,r+k,t+k to rewrite the corresponding monomial as a linear combinations of normal monomials. Each of these normal monomials corresponds to a unique walled Brauer diagram, say D, in which there is a horizontal edge [i, j] at the top row of D such that 1 ≤ j ≤ k. Such a monomial does not satisfy (b) (5) . Similarly, in case (2) (resp., (resp., (3), (4), (5)), the corresponding monomials of BC 2,k+r,k+t can be written as a linear combinations of normal monomials which do not satisfy (b) (1) or (b)(3) (resp., (c) or (b)(3), (b)(3), (a) ). This verifies our claim.
We assume that m 1 , m 2 , . . . , m p are all monomials in S which contribute leading terms. Write
. ( wherer mi is the ar m and a is a power of ±2, which comes from the coefficients of leading terms of ξ 2n+1,k+1 . In the following, we explain that (5.16) does not hold. If so, then S is linear independent and the result will follow.
is a permutation of some elements in 1, 2, . . . , k 1 . So,
is one of such factors and hence 
we use g j instead of g i to obtain γ(m 1 ) = γ(m j ), 2 ≤ j ≤ p. Note that c 2n+1 is the product of a 2n+1 disjoint cycles with length 2n+1. So, different n ω The following result follows from Theorem 5.14, immediately.
Theorem 5.15. Suppose R is a domain containing 2 −1 and ω 2n+1 , for all n ∈ N. Then BC r,t is free over R spanned by all of its regular monomials. In particular, BC r,t is of infinite rank.
A basis of the cyclotomic Brauer-Clifford superalgebra
In this section, we assume that R is a domain containing 2 −1 and parameters {ω 2n+1 ∈ R | n ∈ N}.
The affine walled Brauer-Clifford superalgebra BC r,t with respect to the defining parameters ω 2n+1 's can be also defined in a simpler way as follows. As a free R-superspace, 
3)
where ω 2k+1 determined by ω 1 , . . . , ω 2k+1 as in Corollary 3.5. Further, ω 2n = ω 2n = 0.
We hope to classify finite dimensional simple BC r,t -modules over an algebraically closed field F with CharF = 2. This leads us to introduce cyclotomic Brauer-Clifford superalgebras as follows. Let f (x) be the minimal polynomial of x 1 with respect to a finite dimensional BC r,t -module M . Then
where u 1 , . . . , u n are nonzero in F . Let f (x 1 ) be the two-sided ideal of BC r,t generated by f (x 1 ). Since M is simple, f (x 1 ) = BC r,t .
Lemma 6.1. We have c 1 f (x 1 ) = εf (x 1 )c 1 , where ε ∈ {−1, 1} and f (x) is given in (6.5).
Proof. We prove the result by induction on deg
, the greatest common divisor of h(x) and f (x). Then d(x 1 ) = f (x 1 ) and hence the irreducible module M is killed by d(x 1 ). This is a contradiction since f (x 1 ) is the minimal polynomial of x 1 with respect to M .
Recall that f (x 1 ) in (6.5). Since c 1 f (x 1 )c 1 = −εf (x 1 ), and (6.6) where 0 = u i ∈ F , 1 ≤ i ≤ m. Moreover, by Lemmas 3.3-3.4, there is a monic polynomial g(x 1 ) with degree l = k + 2m such that
Lemma 6.2. Let g(x 1 ) be given such that (6.7) is satisfied. Then c 1 g(x 1 ) = εg(x 1 )c 1 .
Proof. Since l = k + 2m, we have
By Theorem 5.15, c 1 g(x 1 ) = εg(x 1 )c 1 .
In the remaining part of this paper, we assume that 8) such that k 1 +2m 1 = k +2m and 0 = u j ∈ F , 1 ≤ j ≤ m 1 . This is reasonable by Lemma 6.2. Since the finite dimensional simple BC r,t -module M is killed by f (x 1 ), by (6.7), it is killed by e 1 g(x 1 ). We want to consider simple BC r,t -modules M such that e 1 acts on M nontrivially, it is necessary to assume that M is killed by g(x 1 ). That is why we introduce cyclotomic walled Brauer-Clifford superalgebras as in the Definition 3.14.
From here to the end of this section, we assume both BC r,t and BC l,r,t are defined over a domain R containing 2 −1 and parameters ω 2n+1 for all n ∈ N.
, where f (x 1 ) is given in (6.6). Then e 1 is an R-torsion element of BC k+2m,r,t unless
e 1 in BC r,t and b ℓ e 1 = 0 in BC k+2m,r,t . Thus, e 1 is an R-torsion element if b ℓ = 0 for some ℓ ≥ k + 2m.
Definition 6.4. The superalgebras BC r,t and BC k+2m,r,t are called admissible (with respect to f (x 1 )) if (6.9) holds.
, where f (x 1 ) and g(x 1 ) satisfy (6.6)-(6.8). Then the following equations hold for all admissible i, j:
(1) c j f i = εf i c j ,
Proof. These equations can be easily verified by using Lemmas 6.1-6.2 and Definition 3.1.
Note that the affine Hecke-Clifford superalgebra HC aff r (resp., HC aff t ) is isomorphic to the subsuperalgebra of BC r,t generated by x 1 , s 1 , . . . , s r−1 and c 1 (resp., x 1 , s 1 , . . . , s t−1 and c 1 ). Lemma 6.6. For any a ∈ Z >0 , we have
Proof. We have x 1 x 2 = x 2 x 1 , where
(6.10)
yields the result when a = 1 and ℓ = 1. If ℓ > 1, then
. So, the result follows from inductive assumption on ℓ − 1. This is (1) when a = 1. The general case follows from arguments on induction on a. Finally, (2) can be verified, similarly.
f i BC r,t . Let I be the two-sided ideal of BC r,t generated by f (x 1 ) and g(x 1 ). We have
Proof. (1)-(2) It is easy to see that J R is stable under the left action of HC r ⊗HC t . By Lemma 6.6(1), it is stable under the left action of HC aff r . One can check (2) via Lemma 6.6(2), similarly.
In fact, by (1), it is enough to verify (6.11) when h ∈ {x 1 , e 1 }. If we have e 1 J R ⊂ J L + J R , then
Since (x 1 + e 1 − e 1 )f (x 1 ) = f (x 1 )(x 1 + e 1 − e 1 ) ∈ J R , we have x 1 f (x 1 ) ∈ J L + J R . Multiplying (1, i) on both sides of x 1 f (x 1 ) yields x 1 f i ∈ J L +J R . So, we need to verify e 1 J R ⊂ J L +J R .
where the " ≡ " is modulo J L + J R . Finally, if j ℓ = 1 for some ℓ, without loss of any generality, we assume j 1 = 1. If i 1 = 1, we have e 1 f (x 1 )c α x β 1 e 1 = 0 no matter whether α 1 = 1 or 0. In the first case, this result follows from the equation e 1 x k 1 c 1 e 1 = 0 for all k ∈ N. In the second case, this result follows from the fact that BC r,t is admissible. It remains to deal with the cases when i l = 1 for all l. This completes the proof of (6.12) and hence hJ R ⊂ J L +J R . One can similarly check J L h ⊂ J L +J R .
For (α, β) ∈ N r × N t , let f (x ′ ) α = f Recall that l = k + 2m.
Lemma 6.8. The affine walled Brauer-Clifford superalgebra BC r,t is a free R-module with N as its R-basis, where Lemma 6.9. Let I be the two-sided ideal of BC r,t generated by f (x 1 ) and g(x 1 ) satisfying (6.6)-(6.8).
If BC r,t is admissible, then S is an R-basis of I, where
1 e f wd 2 x δ cδg(x ′ ) β ∈ N | α i + β j = 0 for some i, j}. (6.14)
Proof. Let M be the R-module spanned by S. Obviously, M ⊆ I. If J L ⊆ M , and J R ⊆ M , by Lemma 6.7(3), M = I, proving the result. By symmetry, we verify J R ⊆ M . By Lemma 6.8, we need to verify f (x ′ i )m ∈ M for any basis element m in (6.13). In fact, we have
f (x ′ j ) BC r,t , by Lemma 6.6.
Using induction on degrees, we have f (x ′ i )m ∈ M . Finally, one can check J L ⊂ M , similarly.
Theorem 6.10. The cyclotomic walled Brauer-Clifford superalgebra BC k+2m,r,t is free over R with rank 2 r+t (k + 2m) r+t (r + t)! if and only if BC k+2m,r,t is admissible.
Proof. By Corollary 3.16, BC k+2m,r,t is spanned by all of its regular monomials. If BC k+2m,r,t is not admissible, e 1 is an R-torsion element by Corollary 3.5. Since e 1 ∈ M , either BC k+2m,r,t is not free or the rank of BC k+2m,r,t is strictly less than 2 r+t (k + 2m) r+t (r + t)!, the number of all regular monomials of BC k+2m,r,t . If BC k+2m,r,t is admissible, by Lemmas 6.8-6.9, all regular monomials of BC k+2m,r,t are R-linear independent. So BC k+2m,r,t is free over R with rank 2 r+t (k + 2m) r+t (r + t)!.
7.
Isomorphisms between affine (resp., cyclotomic) Brauer-Clifford algebras and
Comes-Kujawa's affine (resp., cyclotomic) algebras Let A OBC be the degenerate affine oriented Brauer-Clifford supercategory defined in [6, Definition 3.7] . All notations on A OBC we use here are the same as those in [6] . For any positive integers r, t, let BC aff r,t := End A OBC (↑ r ↓ t ). The aim of this section is to establish an isomorphism between certain quotient of BC aff r,t and our BC r,t . First, we recall some of results in [6, Section 3.2] . We use the notations in [6] to denote the morphisms in A OBC .
Given a nonnegative integer r and any morphism f , write for all a, b, c ∈ υ, ↓ and g, h ∈ , , , , , , such that the diagrams in (7.12) Recall that BC r,t is the affine walled Brauer-Clifford superalgebra in Definition 3.13. Their defining parameters are ω i , ω j ∈ R such that ω 2n = ω 2n = 0 for all n ∈ N. Let J be the two-sided ideal of Theorem 7.2. BC r,t ∼ = BC r,t as R-superalgebras.
Proof. Let ϕ : BC r,t → BC r,t be the R-linear map such that ϕ sends e 1 , s i 's, s j 's (resp., c k 's and c l 's) to the same symbols (resp., √ −1c k 's and √ −1c l 's) in BC r,t . We remark that c 15) where e i,1 = s i,1 e 1 s 1,i . We claim that ϕ is an algebra homomorphism. If so, since ϕ sends even (resp., odd) generators of BC r,t to even (resp., odd) generators of BC r,t , ϕ has to be an even homomorphism.
This shows that ϕ is a superalgebra homomorphism. We verify that the images of generators of BC r,t satisfy the corresponding defining relations in Lemma 7.1. First note that ϕ preserves relations (7.3)-(7.7) and the last two relations in (7.11) since the generators e 1 , s i 's, s j 's, c i 's and c j 's satisfy the relations for BC r,t (cf. [6, Corollary 3.6] ). It follows from the commutative relations in Definition 3.1 that ϕ preserves (7.12) and the last two relations in (7.8) . Since e 1 c 1 x k 1 e 1 = 0 and e 1 x 2k 1 e 1 = 0, ϕ preserves the first and third relations in (7.8) . Since e 1 x k 1 e 1 = w k e 1 and δ k = (−1) k ω k in R, ϕ preserves the second relation in (7.8) . By (7.15), ϕ preserves (7.9)-(7.10). By [6, (3. 24)], 1(4) . Similarly, we have ϕ(y 1 )ϕ(e 1 ) = ϕ(y ′ 1 )ϕ(e 1 ), proving that ϕ preserves the first two relations in (7.11).
