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Abstract
Research was conducted in the area of molecular dynamic simulations, of 
a two-dimensional Lennard-Jones system.
Several goals were pursued in conducting the research. First, a phase 
transition between fluid and crystal for a two-dimensional system was 
investigated using both an NPT and NVT ensemble. Then, the NPT ensemble 
was used to investigated possible crystallization at the walls of the system. With 
the walls of this second system close together, formation of a perfect crystal 
was investigated.
A density range of 0.80 to 1.00 was studied with the NVT ensemble. The 
system consisted of 360 particles. Runs of various steps were needed to simulate 
equilibrium conditions at different densities. The two-dimensional phase 
transition was identified and the hysteresis region was clearly established. 
Pressures for the melting curve superimposed those of the freezing curve 
above the coexistence region.
Results seen in the NVT ensemble were confirmed with the NPT 
ensemble. The existence of a hysteresis region was established. The phase 
transition was also identified. Crystallization at the walls of the system was 
seen at pressures below the crystalline region. Effects of increasing the 
system pressure were seen. Equilibrium wall spacing for the system was also 
determ ined.
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In troduction
Research was conducted in the area of molecular dynamic simulations 
(MD) of a two-dimensional (2D) Lcnnard-Joncs (L-J) system. This report will 
present the results of the research.
First the experimental procedure used in this simulation will be 
discussed with an explanation of its theoretical foundation. Results of the work 
will then be presented. Conclusions will be drawn from the results.
In conducting the current research, several goals were pursued. 
Initially, a phase transition between fluid and crystal for a 2D system was 
investigated using both an NPT and NVT ensemble. Then the NPT ensemble was 
used to investigate possible crystallization at the walls of the system even 
when they were many molecular diameters apart.
The suggestion that wall induced crystallization can occur at points in 
the phase diagram below the coexistence region was considered. With the walls 
of the system close together, formation of a perfect crystal was investigated as 
well.
The modeling of 2D phase transitions has applications in current 
technologies. Fabrication of circuit boards in the electronic industry rely on 
processes 2D in nature. Flows of fluid through membranes can be considered a 
2D phenomena as well. Catalyst interactions often behave as similar systems 
(Udink p. 9).
Laboratory work is able to confirm many of the theories and results 
predicted by computer simulation. ^Hc superfluid films act very differently
than conventional three-dimensional fluid systems (Udink p.9). Colloidal
l
suspensions align themselves in nearly two dimensional layers between rigid 
walls which arc only a few particle diameters apart. Bulk solutions of these 
colloids may show no signs of aggregating for identical concentrations.
Insight into other areas such as heterogeneous nuclcation, surface 
wetting, and prcfrcc/.ing can also be obtained from the computer simulations.
Experimental Procedure
Computer simulations of 2D systems have been performed for many 
years. Two methods arc used more often than any other. Both Monte Carlo (MC) 
and MD systems arc employed. Each has particular characteristics which lend 
that technique to certain applications.
MD simulations were used exclusively in this research. Investigation 
into phase transitions was done with two separate programs. Both used MD 
techniques, but ensembles differed between the two. The first program 
simulated two-dimensional systems without walls and used the NVT ensemble. A 
second system with walls in the two-dimensional lattice needed an NPT 
ensem ble.
Different thermodynamic variables arc specified in the different 
ensembles. The NVT, or canonical, ensemble holds the volume, the 
temperature, and the number of particles in the system constant. The NPT, or 
isothcrmal-isobaric, ensemble has constant pressure instead of volume in the 
system (Allen and Tildcslcy p 39-43).
In cither case, the MD approach seeks to solve Newtonian equations of 
motion by numerical integration for a system of particles acting under a 
potential (Udink p. 35). The algorithm used to solve these equations is a ‘leap-
2
3frog' or Vcrlet algorithm (Allen and Tildcsley p. 79-80). This is an extension of 
the common Vcrlet algorithm which is based on a calculation of positions, 
accelerations and positions from the previous step. The ‘leap-frog* Vcrlet
overcomes the inherent awkward handling of velocities by storing current 
position of the particles, accelerations, and mid-step velocities. Actual
velocities arc calculated from these mid-step values .
Because MD techniques can simulate motion in small particle systems
only (50 -1000 particles), bulk liquid simulations arc limited by surface effects.
Periodic boundary conditions (PBC) overcome this limitation by making all
particles in the system equal to each other. Surfaces are essentially eliminated 
(Anderson p. 2384-2385). Such techniques were employed in these programs.
A ‘cut and shifted* L-J potential serves as the foundation for the particle
interactions. A standard L-J potential has the following form:
Vu = 4e |(°/r ) 12 - (°/r )6 |
where V represents the polemic! for particles of diameter o, interacting over 
distances of r. The depth of the potential well is given by c. A ‘cut and shifted*
L-J potential only considers distances where 0 <r < 2 * ^ o  . Furthermore, the
potential is set to zero at a distance of 2 * ^ o ,  eliminating the potential well
which corresponds with this point (Lupkowski and van Swol p.4).
Parameters for both MD programs use reduced units for temperature, 
pressure, density, and volume. The reduced forms of these variables follow.
T*=kT/t; P*=p<r2/ e; p*=po2; V*=VAj2.
Initial research used the 2D L-J simulation without w'alls. The system
4consisted of 360 particles arranged in a 2 x 12 x 15 hexagonal lattice. Periodic 
boundary conditions were employed along both axes. As a familiarisation t 
the system, runs of only 200 particles and 1000 steps were generated. Densities
between 0.80 and 1.00 incremented by 0.02 were investigated. The final
configuration for each run served as the initial configuration of the
subsequent run. Equilibrium pressures were recorded for these densities. Next, 
the runs were repeated but a reverse order was followed in varying the 
densities. Again, equilibrium pressures were recorded for these runs. A plot of 
P* verses p* was made in an effort to establish the phase diagram. The onset of 
a hysteresis loop was investigated.
Effects of increasing N (number of particles) and number of steps were 
then investigated. Runs of 200 particles were repeated over the same density 
range for both 1000 and 2000 steps. Each time the number of particles used in 
the system changed, the system size was changed as well. For example, the 
system of 100 particles had a lattice of 10 x 10 particles whereas the 360
particle system had the aforementioned 2 x 12 x 15 set-up. The figure below 
depicts the 2 x 12 x 15 lattice. Each unit cell has a total of 2 atoms (one in the 
center and 1/4 at each corner). Along the horizontal z-axis there arc fifteen 
unit cells. The vertical x-axis has twelve unit cells.
1 unit cull
Z-Atite IS entl cette
Once operation of the program was understood and the effects of 
changing input parameters were discovered! work centered on defining the 
phase transition. Now the 360 particle system was considered. Runs of 3000
steps over a density range of 0.80 to 1.00 were attempted. The initial 
configuration was at a density of 0.80 simulated a bulk fluid. Densities were
increased by 0,01 to a final value of 0.95, simulating freezing. Melting was 
simulated as well. Starting with a crystalline system at a density of 0.95, the 
density was lowered by the same 0.01 increment to 0.80. Equilibrium pressures 
for the melting and freezing runs were recorded. A plot of P* vs. p* suggests a 
coexistence region m  the phase diagram. Figure 2 in Appendix A shows thin 
plot.
A more comprehensive identification of the phase diagram was sought. 
A density range of 0.87 to 0.94 was targeted lor further study. Again, both 
freezing and melting were simulated. Now, density increment* of 0.002 were 
taken across the range. Number of steps remained the same at 5000, The 
potential coexistence region was also studied more closely. In addition to the 
runs mentioned here, additional runs were attempted across the 0.8C to 1.00 
range. Increments of density varied. The range between p* * 0.94 and p* * 1.00 
was studied in increments of 0.01. Here the number of steps was increased to 
20,000. The 20,000 step runs were designed to allow the system more time to 
equilibrate in this region. The two curves do not superimpose each other in 
this region. Figure 3 in Appendix A is a plot of these results.
Even after 20,000 steps however, the location of the coexistence region
had not been clearly delineated. The region was thought to exist roughly 
between densities of 0.85 and 0.95. The 360 particle system was run again for 
select densities. This time, only freezing was simulated. A density range of 0.90
to 0.98 was investigated. Density increments of 0.01 were used. In each ease,
the program was run for 1,000,000 steps. Simulation of equilibrium conditions 
was expected after this number of steps.
At this point a substantial amount of data had been generated over the 
expected phase transition. Until now all runs had been done using the NVT 
program.
Now the NPT program was investigated. In this program, a potential is 
exerted on the system by walls in one dimension. Period boundary conditions 
arc used in the dimension parallel to the walls. P* is held constant in this 
program and equilibrium wall separation is monitored. The wall length of the 
system is most likely not an integral multiple of the lattice spacing in the 
system. The wall length is varied in an attempt to simulate a perfect crystal at 
high densities.
The NPT ensemble can also be used to define the phase transition for
this two-dimensional system. Smaller increments of pressure can be studied
with this system than increments of pressure in the previous system. Thus, a 
better definition of the coexistence region should also be available.
P* vs. p* plots were generated with the NVT ensemble and can be seen as 
Figures 1 through 4 in Appendix A. Results using the NPT ensemble are
displayed differently. Given initial velocities and positions for the particles in
the system, the MD program is run and equilibrium positions arc determined.
The wall spacing varies depending on the outcome of the particle interactions. 
Tables of <L>/o (average wall spacing) vs. P* arc comprised based on the
results of each run. Ideally, the equilibrium wall length should become 
smaller for increased pressures as the crystallization occurs in the system. At
conditions where a perfect crystal exists, the wall length should be shortest as
6
7the particles align uniformly across the lattice.
Initial runs with the NPT ensemble sought to identify the phase
transition. The goal was identical to that of the first runs with the NVT
program. The P* vs. p* plots from the first program gave values for P* across
the phase transition. A similar range was investigated with the second 
program. Parameters for the second program were the same as the first. Again
a 360 particle system in a 2 x 12 x 15 lattice were studied. Runs of 5000 steps 
over a pressure range of 7.0 to 18.0 were compiled. Increments of 0.5 were used 
across the range. Only the effects of increasing the pressure across this range 
were studied. As before, an initial configuration was set by the program for
the first pressure. Each successive run began with the output configurations
from the previous run.
Again, results from the first program plots of P* vs. p* were used to
determine the pressures where the coexistence region was likely to occur. The
walled program then sought to confirm these pressures. The pressure was 
varied between 9.32 and 9.42 by increments of 0.02. At each pressure, the
program was run for 500.000 steps. Values of LAy  were recorded after every
25,000 steps for each pressure. The runs were structured to last 50,000 steps at a 
time. The program was run again at each pressure using the output
configurations from the previous 50,000 steps as input for the next 50,000. This
was repeated until 500,000 steps at each pressure had been run. Output
configurations at 500,000 steps served as the input variables for the next 
pressure value investigated.
For each of the pressures examined over 500,000 steps, change in wall 
length between each 50,000 steps was studied. The goal of this study was to try 
to determine where crystallization began by identifying a large change in
8wall separation.
Density profiles for two pressures, 9.30 and 9.38, are plotted as Figures 5 
and 6 in Appendix B. These profiles show the onset of crystallization over the 
pressure range studied.
Lastly, another look was taken at a set of 20,000 step runs across the
pressure range of 9.00 to 9.46. Pressure was incremented by 0.1 between 9.00
and 9.30. Between 9.30 and 9.46, the increment of pressure was taken as 0.02.
Equilibrium positions were graphed for these runs using the MacAtoms^
software program. When printing the configurations, constant parameters
were chosen as far as image size, shade, and angle of viewing. This was done to 
insure uniformity between the various pictures. Comparisons can better be
made with consistent images.
The same pressures and number of steps were run for various initial 
wall length values. At crystallization, the wall length should be such that the 
lattice parameters of the system are visible. The particles should be aligned 
uniformly across the system. Wall length was varied for the same pressure 
range and number of moves to try to establish this length at which the lattice 
parameters are satisfied, the initial program used a wall length of 16.92. 
Variations of 13.4, 14.0 were tried. In addition to these values, the wall length 
was varied between 15.0 and 17.0 by increments of 0.25.
Results and Discussion
Since the research was broken into two sections corresponding to the 
two programs used, discussion of the results of will also be separated into two 
parts. Results from the NVT ensemble program will be presented first. Figures
9and tables referred to in this discussion can be found in Appendix A at the end
of the report. Next, results from the NPT ensemble program will be discussed. 
Relevant figures and tables mentioned in this section can be found in
Appendix B at the end of the report.
As mentioned in the Experimental Procedure section, initial runs with
the NVT program consisted of a 200 particle system. This system was run for
1000 steps for a density range of 0.80 to 1.00. Equilibrium pressures from these 
runs arc listed in Table 1. Both freezing and melting values were generated. 
Pressure were seen to vary between 6 and 19, roughly. The first data point in 
the freezing column seems in error. This is probably due to the initial
configuration given to the program for the 0.80 density.
A plot of the corresponding phase diagram is given in f igure 1. A*ain,
the pressure range has been defined. The two curves show general agreement 
between the melting and freezing values. A hysteresis region appears to occur 
between 0.875 and 0.925 density.
The goals of the initial runs were met. The phase diagram was 
established and the coexistence region was also developed. Notice that at
densities of roughly 0.95 to 1.00, exact agreement is not seen between the two
curves. It is the ease with all the data generated that the freezing curve lies 
above the melting curve at points were the two do not agree in value.
Effects of increasing the number of particles in the system and the 
number of steps were investigated. Different values were obtained for the 
same density values when operating parameters were altered. Increasing the 
number of particles in the system increases the time necessary to reach 
equilibrium. Increasing the number of steps allows better approach to 
equilibrium conditions.
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Tabic 2 in Appendix A shows the results of the 5000 step runs over the
0.88 to 1.00 density range. The pressure range was similar to that defined by 
the 2000 step runs. Pressure varied between 9.5 and 17.8 for the range studied. 
Figure 2 shows the P* vs. p plot for these values. The hysteresis region is better 
defined than that in Figure 1. Again, however, melting pressures arc higher 
than expected for the density range between 0.95 and 1.00.
The hysteresis range as identified in Figure 2 lies between 0.88 and 0.95
for values of density. A better definition of this range was sought. The entire
density range was re-examined. Between 0.87 and 0.94 both melting and 
freezing were simulated for density increments of 0.002. The results of these 
runs and the other runs across the 0.80 to 1.00 density range arc listed in Table
3. A more comprehensive phase diagram was constructed using these values. 
This diagram can be seen in Figure 3. The coexistence region appears to lie 
between 0.88 and 0.92 on the density axis. Values for the melting curve above
this density region do not match those for the melting curve even after 20,000
steps.
The 360 particle system was run again for freezing densities between
0.88 and 0.98. Table 4 shows the results of these runs. Values after 20.000 steps 
arc compared with values for the same parameters after 1,000,000 steps. These
values arc tabulated next to the melting values for the same range run at
20,000 steps. Equilibrium for the freezing curve was reached after 1,000,000
steps. This is evident by the very close agreement between freezing values and
those of melting.
Figure 4 is a composite of all the runs done to identify the phase
diagram. The coexistence region is well defined and the values of both 
freezing and melting agree for densities above the two-phase region. The
pressure for a density of 0.98 is higher than that of the freezing curve at the 
same density. This suggests that the program should be rerun for a greater 
number of moves as the system is probably not at equilibrium.
Attention is now turned to the results of the runs using the NPT 
program. As mentioned above, the NVT program predicted the equilibrium 
pressure values for the various density ranges studied. A similar pressure 
range was investigated with the NPT program. Initial runs with the second 
program were designed to measure the equilibrium wall length of the 360 
particle system over a pressure range of 7.0 to 18.0. Table 5 in Appendix B 
shows the results of these runs. As expected, increasing pressure decreased the 
equilibrium wall separation <L>/oof the system. <L>/o varied roughly between
23.0 and 19.0. Only the effects of increasing pressure were studied, Effects of 
starting the system at high pressures and the incrementally lowering the 
pressure were not investigated.
Figure 4 in Appendix A was used to identify the pressures at which the
coexistence region occurred. The on>et of crystallization was expected to occur
at pressures slightly higher than 9.0 Runs were made for pressure range of
9.32 to 9.42. Increments of 0.02 were used. In order to ensure equilibrium, the
system was run for 500,000 steps at each pressure. Output files were 
constructed so that values of <L>/o would be recorded after every 25,000 steps. 
At crystallization, the wall separation was expected to drop corresponding to 
an orderly arrangement of the particles. Values for each run vary over the 
length of the 500,000 steps. The fact that wall separations both fall and rise 
over this range reflects the dynamic nature of the system as it tries to 
equilibrate. The greatest difference between initial and final <L>/o occurs at a 
pressure of 9.38. The results suggest that this is where the two- phase region
12
begins.
The program was also run for 500,000 steps al a pressure of 9.30. At this 
pressure the system is expected to simulate a bulk liquid. Density profiles were
constructed from the equilibrium data at both 9.30 and 9.38 pressures. Figures 
5 and 6 show the results of these profiles. Recall that a 2 x 12 x 15 lattice is used. 
Values of -15 to 15 correspond to one dimension in the lattice. The y*axis 
represents the local number density. It represents the average number of
atoms in a slice between x and x + 5x divided by the volume of the slice. In
Figure 5 there is an increase in density near the walls as shown by the values
of 3.9 at either end of the x-axis. A non-uniform density profile exists across
the system. At values near 0 on the x-axis, the curve does not reach 0 y values.
Figure 5 is an example of a liquid system with sonic crystalline tendencies near 
the wall.
Figure 6 corresponds to a pressure of 9.38. As in Figure 5, density is 
highest near the walls. Unlike Figure 5, however, the density profile across 
the system is nearly uniform. Across the x-axis, y values for the system arc
near 0. In a truly crystalline system at zero temperature, these y values would 
be zero.
Figures 7 through 14 represent the MacAtoms^ plots of the equilibrium
configurations for the 500,000 step runs mentioned above. Bach plot
represents a pressure increase of 0.02 above the previous plot. The range 
shown is between 9.30 and 9.44. Progression of crystallization can be followed
through the plots. At 9.30, some particles align in a crystalline manner near
the walls. This is an example of wetting by crystal, or wall induced-
crystallization. As the pressure increases, more of the bulk solution begins to 
crystallize until at a pressure of 9.44, nearly a perfect crystal is seen.
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These plots represent the final output configurations of the NET
program after 500,000 steps. The wall length used for these runs was 16.925.
This number was calculated for a system of hard sphere interactions. The
lattice system is a 2 x 12 x 15 system. Each unit cell has one central atom and
shares 25% of four neighboring atoms. Thus, 2 atoms arc in each unit cell.
There are 15 unit cells in the /-direction (along the walls) and 12 in the x
direction. A hard sphere density of 0.907 was assumed when calculating the
wall length. Each unit cell has dimensions of 1 and (3)^~l. Using the density
of 0.907 and remembering that there arc two atoms in each unit cell, the
following formula was used to calculate wall length:
|--------2----- | l / 2 *  |5 _ | f)i;2s
(3 ) I /2 (.‘H)7)
Trial and error values of the wall length were inserted into the 
program. A pressure range of 9.00 to 9.46 was investigated. From 9.00 to 9.30 
increments were 0.10 pressure units. From 9.30 to 9.46. 0.02 was used. At each 
pressure the program was run for 20,000 steps. Different wall lengths included 
13.4, 14.0, and a range of 15.0 to 17.0. This last range was incremented in units
of 0.25 wall lengths. Figures 15 through 26 show the Mac Atoms**
configj rat ions for a wall length of 16.0. The vertical axis represents the /- axis 
and should ideally allow 15 particles to align against the wall at high 
pressures. Figure 26 shows that only 14 particles are at the wall for this 
pressure. This suggests that the wall length chosen was too small.
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The second approach lo calculating the correct wall length involves the 
use of the aforementioned formula. The density at which crystallization occurs 
was taken from the phase transition obtained with the NVT program. A density 
of roughly 0.926024 corresponds to the end of the coexistence region and the 
beginning of the purely crystalline region. This density was inserted into the 
equation and the wall length was calculated to be nearly 16.75.
ligures 27 through 38 show the MacAtoms^ configurations for runs
with a wall length of 16.75 across the pressure range mentioned before, l igure 
3S in particular shows a near-perfect crystal with 15 particles aligned at each 
w all.
Conclusions
Both the NVT and Nf'T ensembles were used to study a 21) l.-J system of
360 particles. A density range of 0.80 to 1.00 was studied with th • NVT
ensemble. Runs of various steps were needed to simulate equilibrium 
conditions at different densities. The 2D phase transition was identified and the 
hysteresis region was clearly established. Pressures for the melting curve 
superimposed those of the freezing curve above the coexistence region.
Results seen in the NVT ensemble were confirmed with the NPT 
ensemble. The existence of a hysteresis region was established. The phase
transition was also identified. Crystallization at the walls of the system is seen 
at pressures below the crystalline region. Effects of increasing the system 
pressure were seen. Equilibrium wall spacing for the system was also
determined.
15
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Table I
rho
Freezing
P* rho
Melting
p*
0.80 9.2189 0.80 6.4107
0.82 6.9162 0.82 6.9228
0.84 7.8806 0.84 7.8221
0.86 8.6625 0.86 8.5786
0.88 9.7081 0.88 9.6321
0.90 10.9710 0.90 10.2390
0.92 11.6010 0.92 11.4730
0.94 12.9690 0.94 12.9010
0.96 14.5950 0.96 14.3730
0.98 16.6640 0.98 16.2940
1.00 18.9200 1.00 18.8650
Figure 1: Pressure vs. Density 
MD NVT 200 Particles 1000 moves
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Table 2
Density Freezing P* Melting P*
0.88 9.5446 9.5794
0.89 10.047 9.1816
0.90 10.098 9.0727
0.91 10.444 9.5742
0.92 10.892 10.0230
0.93 11.508 10.5650
0.94 11.854 11.1500
0.95 12.381 11.8010
0.96 13.162 12.5210
0.97 13.999 13.3280
0.98 14.9170
0.99 15.6230
1.00 17.7860
1 8
14
*  i-> -1 '
CL
10 -
8 -
□
Q
B
B
B
B B .
B B *
0.9
P
Figure 2: Density vs. Pressure 
MD NVT 360 Partilces 5000 Moves
1 .0
21
Tabic 3
Density Freezing P* M e l t i n g
0.800 6.2560
0.810 6.6630
0.820 6.9660
0.830 7.3920 7.3473
0.840 7.8080
0.850 8.2400 8.2030
0.860 8.6680 8.6070
0.870 9.0490 9.0202
0.872 9.2842 9.2340
0.874 9.3174 9.2267
0.876 9.3903 9,4113
0.878 9.3101 9.5776
0.880 9.6215 9.6623
0.882 9.5901 9.6316
0.884 9.6326 9.8115
0.886 9.9751 9.8247
0.888 9.8878 9.6408
0.800 10.1300 9.0803
0.892 9.9274 8.8447
0.894 9.8014 8.8622
0.8% 9.9304 8.9384
0.898 10.4630 8.9826
0,900 10.4600 9.4070
0.902 10.0%0 9.1487
0.904 10.1430 9.2587
0.906 9.8687
0,908 10.0060 9.4505
0.910 10.2310 9.5742
0.912 9.7345 9.6572
0.914 9.8633 9.7339
0.916 9.9326 9.8032
0.918 10.0300
0.920 10.4200 10.0230
0.922 10.7150
0.924 10.7590
0.926 10.8040
0.928 10.9310
0.930 11.0000 10.5650
0.932 11.0070
0.934 11.3110
0.936 11.5260
0.938 11.5490
0.940 11.7800 11.1500
0.950 12.3010 11.8010
0.960 13.0440 12.5210
0.970 13.8680 13.3280
0.980 14.7550 14.9170
0.990 15.7620 15.6230
1.000 16.8920 17.7860
fv|<N
Figure 3: Density vs. Pressure 
\1D NVT 360 Particles 
5000 and 20000 Moves
1
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Table 4
Density Freezing 
2E4 Moves
Freezing 
1E6 Moves
Melting 
2E4 Moves
0.88 9.6125 9.6453 9.6623
0.89 10.1300 10.1590 9.0803
0.90 10.4600 9.9314 9.4070
0.91 10.2310 9.9463 9.5742
0.92 10.4200 10.0310 10.0250
0.93 11.0000 10.5630 10.5650
0.94 11.7800 11.1580 11.1500
0.95 12.3010 11.8120 11.8010
0.96 13.0440 12.5310 12.5210
0.97 13.8680 13.3210 13.3280
0.98 14.7550 14.1900 14.9170
*zci
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Figure 4: D ensity vs. Pressure 
MD NVT 360 Particles 
5E3, 2E4. and 1E6 Moves
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p* LAV
7.0 22.913
7.5 22.848
8.0 22.338
8.5 22.152
9.0 21.196
9.5 21.037
10.0 20.468
10.5 20.119
11.0 20.025
11.5 19.900
12.0 19.762
12.5 19.664
13.0 19.584
13.5 19.475
14.0 19.405
14.5 19.333
15.0 19.275
15.5 19.190
16.0 19.115
16.5 19.067
17.0 19.005
17.5 18.940
18.0 18.896
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1** uv l«  LAV V* LAV
9.32 24.7341 9.36 24.5165 9.40 24.5607
24.6868 24.5648 24.5716
24.6101 24.7133 24.2937
24.6031 24.5186 24.3137
24.9345 24.2815 24.4728
24.9338 24.2309 24.6279
24.4670 24.1836 24.6113
24.4103 24.1606 24.6664
24.0645 24.4958 24.5562
24.0734 24.4141 24.6886
24.0460 24.4989 24.6565
24.0280 24.4233 24.5832
24.0432 24.3436 24.3950
24.0524 24.4412 24.4182
24.9130 24.6905 24.3314
24.9506 24.6699 24.4040
25.5285 24.7902 24.2281
24.6334 24.7812 24.1984
24.6286 24.7073 24.1920
24.7430 24.6568 24.1307
9.34 24.7930 9.38 24.5859 9.42 24.1909
24.6771 24.5861 24.2328
24.6906 24.7507 24.2378
24.7382 24.6635 24.2459
24.7664 24.5977 24.5414
24.7245 24.7106 24.5534
24.7914 24.6150 24.5498
24.7557 24.5936 24.5408
24.8022 24.5704
24.7015 24.4577
24.6388 24.5306 24.3142
24.6268 24.5457 24.1702
24.7608 24.6608 24.2779
24.7140 24.4922 24.2774
24.6405 24.1235 24.5483
24.6114 24.1643 24.6038
24.8229 23.9943 24.7660
24.8003 24.0101 24.6594
24.7966 24.0137 24.7745
24.8566 24.0084 24.7022
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