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This dissertation study tests the hypothesis that the variability of the extratropical atmosphere 
affects Atlantic tropical cyclone (TC) activity and explores the underlying physical processes. 
Guided by physical understanding, the study differs from earlier investigations of the extratropical 
impact by taking a process-based approach and focusing on Rossby wave breaking (RWB), which 
occurs often when extratropical Rossby waves propagate to the low-latitudes. 
Part I of the study shows that RWB modulates the tropical environment and Atlantic TC 
activity. RWB events can drive equatorward intrusions of extratropical air and increase the vertical 
wind shear in the tropics. Those environmental perturbations tend to inhibit TC development. On 
the seasonal scale, the occurrences of RWB and Atlantic TC activity are negatively correlated. The 
correlation is exceptionally strong and suggests that the extratropical control of Atlantic TC 
activity is comparable to the extensively studied tropical control. Especially, the occurrences of 
RWB show the strongest interannual variance over the subtropical northwestern Atlantic, and 
those RWB events also have a stronger impact on Atlantic TC activity.  
Part II of the study investigates the life cycle of the Rossby waves that break over the subtropical 
northwestern Atlantic. Composite analyses show that the breaking waves are associated with wave 
trains that propagate from the North Pacific and amplify near the east coast of North America. 
RWB is facilitated by a rapid amplification of upper-level ridge anomalies, which occurs over a 
warm and moist airstream. A budget analysis of potential vorticity (PV) suggests that the 
horizontal advection of PV by the perturbed flow dictates the movement and the later decay of the 
ridge anomalies. The ridge amplification, opposed by the horizontal advection of PV, is driven by 
the vertical advection and the diabatic production of PV, both of which can be connected to 
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diabatic processes. A trajectory analysis of ridge-related air parcels suggests that diabatic processes 
reduce the static stability near the tropopause and contributes to the ridge-related PV anomalies.  
Part III of the study explores how the RWB events over the subtropical northwestern Atlantic 
are connected to tropical and extratropical variability. On the interannual scale, the RWB events 
are correlated with the sea surface temperature (SST) of the tropical North Atlantic. Idealized 
simulations suggest that the ocean variability affects the RWB events by modulating the tropical 
precipitation and the extratropical flow. On the synoptic scale, the RWB events can affect the SST 
variability by regulating surface heat fluxes. Taken together, the findings suggest an interaction 
between the variations of RWB events and the tropical ocean. The study also explores the 
connection between the RWB events and the extratropical atmosphere variability using the 
weather regime analysis. The RWB events and the atmosphere variability in the North Atlantic 
domain show only modest associations. Instead, the RWB events are more closely related to the 
atmosphere variability in the Pacific-North America domain. The findings help clarify the relation 
between Atlantic TC activity and the North Atlantic Oscillation. Finally, the findings also help 



















“For my part, I know nothing with any certainty,  
but the sight of the stars makes me dream” 
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Chapter 1 Introduction1 
 
Tropical cyclones (TCs) are rapidly rotating storm systems that develop from the aggregation 
of moist atmospheric convection. The intense storms affect >1.5 billion coastal residents 
worldwide (Peduzzi et al. 2012) and are the leading cause of billion-dollar disasters in the US 
(Smith and Katz 2013). The TC-related risks have been repeatedly highlighted by the destructive 
storms in the recent Atlantic hurricane seasons, including those in the record-breaking 2017 
season. Amid the rising sea level and the growing coastal communities, decision-makers 
increasingly demand skillful predictions of TC activity (National Academies of Sciences 2016). 
However, producing accurate and reliable predictions on seasonal-to-century scales remains 
challenging (Vecchi and Villarini 2014; Walsh et al. 2016). Understanding the failures and 
uncertainties of TC predictions is also difficult, as underscored by the puzzling failure in predicting 
the 2013 Atlantic hurricane season (Vecchi and Villarini 2014). Is the high-profile prediction 
failure in 2013 a random misfortune? Or does it suggest a gap in our understanding of TC activity? 
A careful evaluation may afford opportunities to better understand physical controls of TC activity 
and help improve the predictions.  
1.1 Tropical and Extratropical Controls of Atlantic Tropical Cyclone Activity 
TCs generally form over warm tropical oceans (Gray 1968), which can interact with the tropical 
atmosphere (e.g., Bjerknes 1969; Lindzen and Nigam 1987), promote atmospheric convection 
(e.g., Fu et al. 1994), and fuel the TC development (e.g., Rotunno and Emanuel 1987). Those 
physical mechanisms can influence TCs on a wide range of temporal and spatial scales. On 
                                                 
 
1 Adapted from the relevant sections of Zhang et al. (2016), Zhang et al. (2017), and a manuscript 
that has been accepted by Monthly Weather Review for publication. ©American Meteorological 
Society. Used with permission. 
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interannual and basin-wide scales, the air-sea coupling contributes to prominent climate modes, 
such as the El Niño Southern Oscillation (ENSO) (e.g., Bjerknes 1969) and the Atlantic Meridional 
Mode (AMM) (Chiang and Vimont 2004), which modulate the seasonal activity of Atlantic TCs 
(e.g., Gray 1984; Vimont and Kossin 2007). The pioneering studies have inspired numerous 
studies of the tropical controls of TC activity (e.g., Goldenberg and Shapiro 1996; Vecchi and 
Soden 2007; Zhang and Wang 2013; Patricola et al. 2014) and laid the foundation for the existing 
seasonal prediction models (e.g., Gray 1984; Vitart et al. 2007; Klotzbach and Gray 2009; Vecchi 
et al. 2014).  
Meanwhile, extratropical weather systems may intrude equatorward and affect the tropical 
convective activity (e.g., Kiladis and Weickmann 1992; Kiladis 1998; Waugh 2005). During the 
hurricane season, some case analyses suggest that equatorward-intruding upper-level troughs can 
affect TC development (e.g., Hanley et al. 2001) or promote TC geneses via the tropical transition 
mechanism (e.g., Davis and Bosart 2004). In the context of seasonal prediction, there have been 
long-held interests in the possible connection between extratropical circulation anomalies and TC 
activity (e.g., Ballenzweig 1959). The recent studies of the extratropical controls of Atlantic TC 
activity mostly focus on the North Atlantic Oscillation (NAO). The NAO is associated with the 
variability of the midlatitude jet and a meridional seesaw in sea-level pressure (SLP) over the 
extratropical North Atlantic. The NAO is the dominant mode of atmospheric variability over the 
North Atlantic during the boreal winter, but is less well-defined and explains less extratropical 
variability during the boreal summer (Portis et al. 2001; Hurrell et al. 2003; Folland et al. 2009). 
Perhaps due to the NAO seasonality and different choices of the NAO indices (Pokorná and Huth 
2015; Zhang et al. 2016), earlier studies have not always led to consistent conclusions about how 
the NAO affects Atlantic TC activity (Elsner 2003; Kossin et al. 2010; Colbert and Soden 2012; 
3 
 
Murakami et al. 2016). Moreover, the NAO indices are only correlated with TC activity when the 
NAO indices lead or lag the hurricane season; yet a significant in-season correlation has been 
elusive (Sabbatelli and Mann 2007; Villarini et al. 2010; Colbert and Soden 2012). The obscure 
NAO–TC relation exemplifies the difficulty of consolidating weather–climate knowledge and 
underscores a gap in our understanding of the extratropical impact on TC activity. 
A thorough investigation of the extratropical impact may be a key step for improving the 
seasonal prediction. Although the seasonal prediction models based on the tropical ocean 
conditions have achieved impressive success in predicting TC activity, a substantial amount of 
variability in TC activity remains unaccounted for. For example, the ensembles of atmospheric 
general circulation models, even when driven by the same oceanic condition, exhibit a large spread 
in the predicted TC counts (e.g., Zhao et al. 2009; Chen and Lin 2013) and their tracks (e.g., Mei 
et al. 2014). The spread is generally comparable to the interannual variability of observed TC 
activity, suggesting that the unforced variability of the atmosphere may have significant impacts 
on the TC activity. The unforced variability may arise from tropical and extratropical processes. It 
could play a role in the high-profile failure in predicting TC activity in 2013—when the models 
correctly predicted the ocean conditions but were contradicted by observed TC activity. As will be 
illustrated in this study, the surprising failure in 2013 is connected to unexpected perturbations of 
the extratropical flow, which received limited attention in the seasonal prediction of TC activity. 
1.2 Proxy of Extratropical Controls: Rossby Wave Breaking 
Studying the extratropical controls of TC activity had been challenging for at least two reasons: 
1) only some extratropical weather systems affect the tropics, and such disturbances have not been 
well characterized, and 2) the connection between the extratropical weather and the tropical 
climate, which reside on different time scales, has not been well studied for the warm season. 
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Evidently, a key step to study the extratropical control of TC activity is to find the right proxy that 
relays the extratropical impacts to the low-latitudes. 
At the mid-latitudes, Rossby waves play important roles in the variability of weather and 
climate. Those waves often arise from baroclinic instability in the midlatitude troposphere, 
accompany the development of extratropical cyclones, and propagate away from the midlatitude 
via the upper troposphere (Edmon et al. 1980). When Rossby waves attain large amplitudes or 
propagate into regions where the mean flow is comparable to the wave phase speed (Vallis 2017), 
the waves often deform rapidly and irreversibly because of nonlinear dynamical effects (McIntyre 
and Palmer 1983; Randel and Held 1991). The nonlinear deformation of Rossby waves (e.g., 
Haynes and McIntyre 1987), known as Rossby wave breaking (RWB), often coincides with the 
final stage in the life cycle of extratropical baroclinic waves (Thorncroft et al. 1993) and occurs 
frequently during all seasons (Postel and Hitchman 1999; Abatzoglou and Magnusdottir 2006).  
RWB is intrinsically connected to the variability of extratropical atmosphere and the tropical–
extratropical interaction. RWB is not only associated with momentum transport (e.g., Randel and 
Held 1991) and material transport (e.g., Appenzeller and Davies 1992; Waugh and Polvani 2000), 
but also modulates jet streams and some climate modes, including the NAO (e.g., Franzke et al. 
2004; Rivière and Orlanski 2007; Woollings et al. 2008; Strong and Magnusdottir 2008). Besides 
the midlatitude variability, RWB can also modulate tropical convective activity (e.g., Kiladis 1998; 
Funatsu and Waugh 2008). Although most of those studies—with a few exceptions—focus on the 
cold-season phenomenon, the underlying physical mechanisms of the RWB–NAO relation and the 
tropical–extratropical interaction likely also operate during the warm season. Moreover, some case 
studies noted that RWB is associated with the tropical transition, a pathway of TC genesis that 
features the transformation of a cold-core extratropical cyclone into a warm-core TC (e.g., Davis 
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and Bosart 2003, 2004). Overall, the past studies imply that it can be helpful to leverage RWB to 
investigate the extratropical impact on TC activity. 
1.3 Research Questions and Dissertation Outline 
The dissertation research intends to spearhead an exploration of the extratropical control of TC 
activity. By bringing together the insights of both theoretical research and applied research, the 
endeavor aims to better understand TC activity and the associated tropical–extratropical 
interactions. Using the data, tools, and analysis described in Chapter 2, I seek to answer the 
following questions in Chapters 3–6.  
• Chapter 3: What are environmental anomalies that affect the seasonal prediction of the 2013 
hurricane season? How do the anomalies connect to RWB events? 
• Chapter 4: How does RWB affect the local atmospheric conditions during the hurricane 
season? What is the relation between Atlantic TC activity and the extratropical RWB 
events? What are the underlying physical mechanisms of the relation?  
• Chapter 5: What are the characteristics of the life cycle of breaking waves? Does the life 
cycle agree with the life cycle revealed in earlier studies? If not, what contributes to the 
differences?   
• Chapter 6: How are the variations of RWB events related to the variability of tropical and 
extratropical environment? Does the connection provide any insights for the tropical and 
extratropical controls of TC activity? Does the connection offer any clues about the 
prediction failure of the 2013 hurricane season? 
The results described in Chapters 3 and 4 have been published in Journal of Atmospheric 
Sciences and Journal of Climate, respectively. 
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• Zhang, G., Z. Wang, T. J. Dunkerton, M. S. Peng, and G. Magnusdottir, 2016: Extratropical 
Impacts on Atlantic Tropical Cyclone Activity. J. Atmos. Sci., 73, 1401–1418. 
• Zhang, G., Z. Wang, M. S. Peng, and G. Magnusdottir, 2017: Characteristics and Impacts 
of Extratropical Rossby Wave Breaking during the Atlantic Hurricane Season, J. Climate, 
30, 2363–2379. 
The results described in Chapter 5 have been accepted for publication by Monthly Weather 
Review. Chapter 6 discusses the results that are part of a working paper, which will be submitted 
to a peer-review journal. Chapter 7 summarizes the findings from the dissertation research.  
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Chapter 2 Data, Tools, and Analysis1 
 
This chapter offers an overview of the data and the tools used in this dissertation study. The 
study analyzes publicly available data using an extensive set of tools, which include an algorithm 
that detects RWB, composite analyses, a budget analysis of potential vorticity (PV), and a 
trajectory analysis of air parcels. In addition, the study also uses an idealized spectral atmospheric 
model. The description in the chapter serves an outline of the data and the tools, and some complex 
details will be further described in corresponding chapters. 
2.1 Environment Data 
The study uses the 6-hourly data from the ERA-Interim reanalysis (Dee et al. 2011). The data 
is coarsened to a 2.5-degree horizontal grid to facilitate its storage and processing. The data on the 
350-K isentropic surface is used to identify RWB near the tropopause. When examining the RWB-
related weather perturbations, the study primarily uses the data on the isobaric levels. The data is 
also used to examine tropical easterly wave activity, which is characterized by the eddy kinetic 
energy (EKE). The EKE is derived from the wind data that is processed using a 2.5-9-day band-
pass filter. In addition to the 6-hourly data, the study uses the 1-degree monthly mean data to 
analyze variations of the large-scale atmospheric environment.  
To examine climate variations, the study also uses the Hadley Centre Sea Ice and Sea Surface 
Temperature (HadISST) dataset (Rayner et al. 2003), Global Precipitation Climatology Project 
(GPCP) dataset (Adler et al. 2003), and the climate indices archived by NOAA/PSD 
(http://www.esrl.noaa.gov/psd/data/climateindices/list/). The information of Atlantic TCs is 
                                                 
 
1 Adapted from the relevant sections of Zhang et al. (2016), Zhang et al. (2017), and a manuscript 
that has been accepted by Monthly Weather Review for publication. ©American Meteorological 
Society. Used with permission. 
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acquired from the Atlantic hurricane database (HURDAT2) (Landsea and Franklin 2013). Unless 
otherwise specified, the analyses focus on July–October, which accounts for about 90% of 
hurricanes (wind speed ≥ 64 knots) and about 86% of named TCs (wind speed ≥ 34 knots) during 
the period of 1979–2013. 
2.2 Detection of Rossby Wave Breaking  
We use the algorithm described in Strong and Magnusdottir (2008) to identify Rossby wave 
breaking by searching for the overturning of PV contours. More specifically, the algorithm 
examines circum-global PV contours and reports the features that make a specific PV contour 
cross a meridian more than once. Using the PV data that is coarsened to a 2.52.5 resolution 
grid, we search the PV contours that range from 1.5 to 7.0 PV units (PVU; 10-6 K m2 s-1 kg-1) at 
0.5-PVU intervals. The search is conducted on the 350-K isentropic surface, which is close to the 
200-hPa surface and near the level of upper tropospheric jets. Notably, wave breaking occurs most 
often near this level during the warm season (Abatzoglou and Magnusdottir 2006; Hitchman and 
Huesmann 2007). The overturning of PV contours is associated with equatorward intrusions of 
 
Figure 2.1: A schematic of overturning PV contour related to anticyclonic Rossby wave 
breaking. Blue line stands for a PV contour, green lines highlight the high-PV tongue 
associated with wave breaking, and the black dot denotes the centroid of high-PV tongue. 
The high-PV tongue is enclosed by a PV contour (green solid line) and a meridian (green 








high-PV air, namely high-PV tongues (Fig. 2.1). For a breaking wave at a specific location, the 
overturning may be present on several PV contours between 1.5 to 7.0 PVU, and the algorithm 
retains the most extensive high-PV tongue (Strong and Magnusdottir 2008). We locate the centroid 
and calculate the area of the high-PV tongue. The information is recorded for the post-processing.  
To study the impact of RWB on TC activity, we mainly examine the breaking waves on the 
equatorward flank of the midlatitude jet. The settings emphasize anticyclonic wave breaking 
(Thorncroft et al. 1993; Peters and Waugh 1996), which is characterized by the anticyclonic 
rotation of low-PV and high-PV air. During the period of interest (July–October), this type of wave 
breaking accounts for about 75% of wave breaking events over the entire North Atlantic basin and 
nearly all the events on the equatorward flank of the midlatitude jet. We identify the high-PV 
tongues associated with the RWB events and use the centroids of the high-PV tongues to denote 
the locations of the breaking waves.  
2.3 Composite Analysis of Weather Perturbations and Climate Variations 
We examine environmental variations associated with RWB using the composite analysis. The 
composite analysis uses the 6-hourly data and the monthly mean data. The 6-hourly data is used 
to illustrate the RWB-associated weather perturbations. Depending on the context, the coordinate 
systems in which we present the composites can vary.  When studying the RWB events that occur 
in a broad domain, we align the RWB-associated perturbations and present composites in a relative 
latitude–longitude coordinate system. When investigating a subset of RWB events that are 
geographically confined, we find it convenient to avoid complex spatial and temporal translations. 
In addition to the 6-hourly data, the monthly mean data is used to illustrate variations of the large-
scale environment. More specifically, we define indices to characterize the variability of RWB 
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occurrences, and the indices also help build seasonal mean composites and study environmental 
variations associated with RWB events.  
2.4 Potential Vorticity Budget Analysis 
When examining how physical processes contribute to the evolution of RWB, we use the PV 
framework as it intuitively unifies dynamic and thermodynamic perspectives. Ignoring frictional 
processes, the tendency of PV can be linked to diabatic processes using the following 
approximation (Haynes and McIntyre 1987b; Posselt and Martin 2004): 
dq
dt
= −g𝛈a ∙ ∇(
dθ
dt
)  (Eq. 2.1) 
where 𝑞 is the isobaric PV, 𝑡 is the time, 𝑑/𝑑𝑡 is the material derivative, 𝑔 is the gravitational 
acceleration, 𝛈𝐚  is the 3D absolute vorticity, ∇  is the 3D gradient operator in the isobaric 
coordinates, and 𝜃 is the potential temperature. Our analyses use a rearranged form of this equation 
to evaluate the local change rate of PV: 
∂q
∂t
= −𝐕 ∙ ∇q − g𝛈a ∙ ∇(
dθ
dt
) (Eq. 2.2) 
where 𝜕/𝜕𝑡 the local change rate, and 𝐕 is the wind vector. The first term of the right-hand side 
represents the 3D advection of PV, and the second term represents the diabatic production of PV. 
We will expand these two terms to analyze how various processes contribute to the PV anomalies 
during wave breaking, as will be further discussed in Chapter 5.  
2.5 Trajectory Analysis of Air Parcels  
To investigate how diabatic heating contributes to RWB, we carry out trajectory analyses using 
the Lagrangian Analysis Tool (LAGRANTO v2) (Sprenger and Wernli 2015). This publicly 
available tool can locate interested air parcels within a specified time range and output the 
properties of air parcels along with their trajectories. Although the coarse spatial (2.5-degree) and 
temporal (6-hourly) resolution of the reanalysis data may limit the accuracy of the trajectory 
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analysis, the analysis complement the PV budget analysis and is useful to link air parcels, as well 
as related flow features, to the diabatic heating during the wave evolution. The analysis will be 
further described in Chapter 5. 
2.6 Weather Regime Analysis 
We use the weather regime analysis to characterize the variability of extratropical atmosphere. 
The analysis categorizes weather maps according to the patterns of anomalies and has been used 
to study the variability of the extratropical atmosphere (e.g., Cassou et al. 2005). We use K-means 
clustering to analyze the anomalies of 500-hPa geopotential height. To derive the anomalies, we 
remove the seasonal cycle and the seasonal means from the original 6-hourly data.  The clustering 
analysis is applied to the domains of the North Atlantic and the North Pacific + North America. 
The two domains correspond to 20°N–80°N, 90°W–30°E and 20°N–80°N, 150°E–60°W, 
respectively. When determining the cluster numbers (K), we experimented with values ranging 
from 2 to 8. The K value of the North Atlantic domain follows the earlier studies (e.g., Cassou et 
al. 2005) and is set to 4. For the analysis of the North Pacific + North America domain, we set the 
K value to 6 to make the within-cluster sum of squares relatively small and the clusters physically 
interpretable. We acknowledge the K value is not necessarily an optimal value. However, getting 
an optimal clustering is not the purpose of the study, as we mainly use the analysis to demonstrate 
the relation between RWB and the variability of extratropical atmosphere.  
2.7 Idealized Dry Atmospheric Model 
To explore the connection between RWB and the variability of tropical and extratropical 
environment, we carry out idealized experiments using an dry atmospheric model (Gordon and 
Stern 1982). The spectral model solves the primitive equations and has been used to study the 
RWB-NAO relation (e.g., Franzke et al. 2004) and the tropical–extratropical interactions (e.g., 
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Yoo et al. 2012). We run the model at the T42 resolution (64 × 128 grid) with 20 evenly spaced 
sigma levels and a 1200-s time step. As demonstrated in earlier studies, the model can be adapted 
to run the initial-value simulations (e.g., Franzke et al. 2004) and the persistent forcing experiments 
(e.g., Yoo et al. 2012). The model does not directly represent moist diabatic processes, which are 
crucial for RWB in the warm season (see Chapter 5), but the model remains useful for 
demonstrating how RWB events may connect to the variability of the tropics and the extratropics. 
The design of the idealized experiments will be further described in Chapter 6.  
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Chapter 3 Environmental Anomalies and Rossby Wave Breaking: 
Clues from the 2013 Hurricane Season1  
 
3.1 Background 
A popular view of the physical controls of TC activity emphasizes their thermodynamic or 
dynamic nature. The thermodynamic controls, such as sea surface temperature (SST), affect the 
atmospheric stability and the development of convection, while the dynamic controls, such as 
vertical wind shear (VWS), affect TCs by modulating the structure and organization of convection. 
Although the impacts of those factors can compete in other basins (e.g., the Northwestern Pacific) 
(Sharmila and Walsh 2017), they tend to collaborate in modulating TC activity in the North 
Atlantic basin (Sharmila and Walsh 2017; Zhang and Wang 2013). The collaboration of dynamical 
and thermodynamic controls could be responsible for the high predictability of Atlantic TC activity 
(e.g., Zhao et al. 2009; Chen and Lin 2013; Vecchi et al. 2014; Wang et al. 2015). However, such 
collaboration may also break down and contribute to surprising prediction failures. 
A notable seasonal prediction bust occurred in the 2013 hurricane season. The season was 
preceded by warm SST anomalies in the tropical Atlantic and cold SST anomalies in the equatorial 
East Pacific, which persisted through the hurricane season (see Section 3.2). The anomalies were 
expected to contribute to an active hurricane season. Furthermore, African easterly waves (AEWs) 
in August and September were very active over West Africa and the East Atlantic, which typically 
contributes to an active hurricane season (Hopsch et al. 2007). Despite these favorable conditions, 
a hurricane-strength tropical storm failed to develop until September 11; only two short-lived 
hurricanes developed in the season, and none of them became major hurricanes. The lack of intense 
                                                 
 





Figure 3.1 Accumulated Cyclone Energy (ACE; Bell et al. 2000) as a function of 
calendar dates. The daily ACE values are calculated for the entire Atlantic basin using 
the best track dataset. Red curve represents 2013, and blue curves represent the years of 
1979-2012. The figure format is adapted from Brian McNoldy/Washington Post. 
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TCs in August and early September was particularly remarkable because this period typically 
contributes 50% to the seasonal accumulated cyclone energy (ACE) (Bell et al. 2000), a metric 
used by NOAA to represent TC activity. Due to the absence of hurricanes in August and early 
September, the ACE was only ~20% of the climatological value in early September in 2013 (Fig. 
3.1).  
The extremely low hurricane number and low ACE in 2013 were in sharp contrast with the 
seasonal predictions from various institutions. Table 3.1 summarizes the predicted and the 
observed TC activity in the 2013 Atlantic hurricane season along with the long-term mean (from 
http://coaps.fsu.edu/hurricanes/forecast-archive). All the models predicted an above-normal 
season in terms of the named TC count, the hurricane count and ACE. Although the observed TC 
count is close to the long-term mean and not far from the predictions, the hurricane count is much 
lower than the predictions, and the observed ACE was only about 20% of the predicted values 
(Fogarty and Klotzbach 2014). The puzzling quietness of the season was a topic of hot debate 
among the community of forecasters and researchers.  
As will be shown in section 3.2, the suppressed TC activity can be attributed to the hostile 
atmospheric conditions. The forecast bust in 2013 thus indicates a breakdown of the empirical 
relation between the tropical SST and the atmospheric conditions, which modulate TC activity and 
are crucial for the success of many seasonal prediction models. It is interesting to ask what 
contributed to the non-conducive atmospheric conditions and disrupted the empirical relations 
between tropical SST and Atlantic TCs in 2013, and what may be missing in forecast schemes. An 
investigation of these questions, which motivated this study, may lead to a better understanding of 
the variability and predictability of Atlantic TC activity. 
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3.2 Environmental Conditions in August 2013 
3.2.1 Monthly means 
Although the strong suppression of Atlantic TC activity (Fig. 3.1) persisted from August to 
early September in 2013, we focus on August in the following analysis to facilitate data processing. 
The SST anomalies in August 2013 are shown in Fig. 3.2a. Positive SST anomalies prevail over 
the tropical and subtropical Atlantic. Cold anomalies are present in the East Pacific, resembling a 
La Niña pattern (Fig. 3.2a). The SST anomalies suggest a relative SST warming in the Atlantic 
Main Development Region (MDR, Goldenberg 2001), favor TC development by destabilizing the 
atmosphere and reducing VWS (e.g., Vecchi and Soden 2007). Given the SST pattern, one would 
expect elevated TC activity in August 2013, which is opposite to the observation (Fig. 3.1).  
The VWS anomalies are shown in Fig. 3.2b. VWS is defined here as the magnitude of the vector 
difference between 200-hPa and 850-hPa monthly mean wind fields ( 𝑉𝑊𝑆 =
√(𝑢200 − 𝑢850)
2 + (𝑣200 − 𝑣850)
2 ). A positive (negative) anomaly means that the shear is 
stronger (weaker) than the climatological mean. Figure 3.2b shows that VWS is stronger than the 
climatological mean in most regions of the tropical and subtropical Atlantic, especially over the 
Greater Antilles (>5 m s-1). Strong VWS over the tropical Atlantic is typically associated with 
warm SST anomalies in the equatorial East Pacific (Gray 1984; Goldenberg and Shapiro 1996; 
Aiyyer and Thorncroft 2006). However, the observed cooling in the equatorial East Pacific 
suggests that this empirical relation breaks in August 2013. 
Another factor that affects TC formation is the tropospheric moisture distribution. Using the 
ERA-Interim data, we derived the free-tropospheric precipitable water (200-850 hPa; PW) and 
examined the anomalies in August 2013. Figure 2c shows a band of dry anomalies extending 
southwestward from the Azores to the Central MDR and the subtropical West Atlantic. Negative  
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anomalies also appear over the Guinea coast, while positive anomalies prevail over the subtropical 
East Atlantic and West Africa. The moisture anomalies are largely consistent with tropical rainfall 
anomalies (not shown). In particular, the West African monsoon extends more northward than 
average and generates more rainfall over the Sahel. Although previous studies showed that Sahel  
 
 
Figure 3.2 Monthly mean anomalies in Aug 2013. (a) Sea surface temperature (K), 
(b) magnitude of vertical wind shear (200-850hPa; m s-1), (c) precipitable water (200-
850hPa; mm) and (d) 850hPa eddy kinetic energy (2.5-9 day band-pass; m2s-2). The 
climatology is the long-term mean during 1981-2010. The green box highlights the 




rainfall is positively correlated with Atlantic TC activity (e.g., Gray 1990), such a relation did not 
hold in August 2013.  
The EKE anomalies of 850-hPa wind (Fig. 3.2d) suggests that AEWs are anomalously active 
over West Africa and the East Atlantic, but relatively inactive west of 40°W. This is consistent 
with the authors’ impression in the real-time wave tracking that tropical easterly waves tended to 
weaken over the Central Atlantic (http://www.met.nps.edu/~mtmontgo/storms2013.html). The 
distribution of PV at the 315-K isentropic surface suggests that easterly waves tend to be directed 
poleward east of 40°W (not shown; see Tyner and Aiyyer 2012 for more discussion). The poleward 
re-curvature of the wave track into the subtropics, which is characterized by low humidity, strong 
VWS, and cold SST, may suppress hurricane activity (Elsner 2003; Kossin et al. 2010).  
Overall, the analyses suggest that tropical Atlantic atmospheric conditions in August 2013 
cannot be explained by the well-studied tropical SST anomalies. Meanwhile, the time series of the 
all-season real-time multivariate MJO index suggest that the impacts of the MJO were very weak 
except in late August (http://cawcr.gov.au/staff/mwheeler/maproom/RMM/). Since our real-time 
wave tracking suggests that the West and Central Atlantic is a crucial region for the suppression 
of hurricane activity. We will thus focus on this region and further examine the VWS and 
tropospheric humidity anomalies in the next subsection.  
3.2.2 Probability distribution analyses 
Figures 3.2b and 3.2c show that dryness and high-VWS anomalies extend southwestward from 
the extratropics to the West and Central Atlantic. On the other hand, the probability distribution of 
humidity often shows a bimodal structure (Yang and Pierrehumbert 1994; Brown and Zhang 1997; 
Zhang et al. 2003), and the anomalies may not be well represented by a monthly mean field. To 
illustrate better the extreme conditions in humidity and VWS on the synoptic time scale, we 
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derived a joint Probability Density Function (PDF) of PW and VWS in the West MDR (10°N-
20°N, 40°W-80°W) using the 6-hourly ERA-Interim data (Fig. 3.3).  
The bimodal distribution of moisture is discernible in the PDF of PW in August 2013 (the red 
curve in Fig. 3.3a). Compared to the climatological mean PDF, dry conditions (PW<=15 mm) 
appeared more often in 2013, and the frequency of moist conditions (PW>20 mm) is reduced. The 
pronounced changes, however, are not well represented by the areal mean (vertical black lines in 
Fig. 3.3a, b). Meanwhile, the joint PDF anomalies (Fig. 3.3c) show the frequent concurrence of 
dryness and high-shear conditions (upper left part of plotting space). The combination of strong 
VWS and dry air can effectively hinder TC formation and intensification (e.g., Tang and Emanuel 
2012; Fritz and Wang 2012; Ge et al. 2013).  
To illustrate better the vertical distribution of moisture anomalies in the West MDR, we use the 
contoured frequency with altitude diagram to analyze the relative humidity (Fig. 3d-f). The tripole-
like pattern of anomalies in the middle troposphere (500-850 hPa) indicates frequent occurrences 
of extremely dry and moist conditions. In the upper troposphere (200-500 hPa), the most striking 
feature is the increasing occurrence of extreme dryness (RH<10%). Similar to the mid-
tropospheric dryness, the upper-tropospheric dry air can also suppress deep convection (Takemi 
et al. 2004; Jensen and Del Genio 2006; Wang et al. 2011). The mid- to upper tropospheric dry 
air, when present ahead of the wave trough, hinders the TC development in an easterly wave 
(Hopsch et al. 2010; Hankes et al. 2015). This is probably due to the absence of a quasi-closed 
Lagrangian circulation at the early stage of TC development (Fritz and Wang 2012).  
The vertical distribution of moisture anomalies hints at the origin of the dry air. Dry air over 
the tropical Atlantic is typically associated with the Saharan Air Layer (SAL) or midlatitude air 
intrusions (Dunion 2010). The SAL, characterized by high dust/aerosol concentration, contributes  
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to the dryness below 500 hPa but tends to increase the relative humidity in the middle and upper 
troposphere (Braun 2010), which is different from Fig. 3d-f. In contrast, midlatitude intrusions 
often contribute to extremely dry air (RH<10%) in the upper troposphere (Waugh 2005), which 
could have strong impacts on convection over North Africa and the tropical North Atlantic (e.g., 
 
 
Figure 3.3 Precipitable water (PW; 200-850hPa; mm) and vertical wind shear (VWS; 200-
850hPa; m s-1) distribution in the western MDR (10°N-20°N, 40°W-80°W) during August 
2013. Upper panel: two-dimensional probably distribution function (PDF; %) of PW and 
VWS. Lower Panel: contoured frequency with altitude diagram (CFAD; %) of relative 
humidity (%). From left to right are plots for August 2013, August climatology (1981-2010) 
and their differences. In left and middle columns, solid and dashed black lines represent 
mean and one standard deviation range, respectively. In right column, thin solid and dashed 
black contours represent positive and negative values, while thick solid contour is the zero 
contour. The intervals are 0.1% in (c) and 1% in (f). The red lines and axis in (a) and (b) 
represent the one-dimensional PDF (%) of PW, and the coordinate (red) is marked on the 




Roca et al. 2012). In addition, extratropical dry air intrusions are also accompanied by strong VWS 
during the Atlantic hurricane season (Dunion 2011). The characteristics of humidity and VWS 
features thus imply the anomalies in August 2013 may be related to the extratropical processes. 
3.3 A Case of RWB in 2013 
To understand better the processes contributing to the concurrence of dry and strong-VWS 
conditions, we examine a dry air outbreak event in August 2013. PV on the 350-K isentropic 
surface, along with other variables, is examined to study the dynamical and thermodynamical 
processes.  
Figures 3.4a–3.4c show the snapshots of PV at 1200 UTC 11 August, 0000 UTC 14 August 
and 1200 UTC 16 August, respectively. Before 1200 UTC 11 August, a Rossby wave propagates 
eastward along the strong PV gradient associated with the tropopause at 350K. The wave gradually 
amplifies and extends equatorward. Wave breaking occurs as the wave encounters the weaker 
westerly flow equatorward of the midlatitude jet. The breaking results in two high-PV centers at 
1200 UTC 11 August, denoted as P1 (45°N, 35°W) and P2 (33°N, 53°W), respectively (Fig. 3.4a). 
P1 and P2 stagger in the weak westerly flow and slowly move equatorward. At 0000 UTC 14 
August (Fig. 3.4b), P1 is located near 30°N, 60°W and has weakened significantly. Meanwhile, 
P2 continues staggering around 35°N, 25°W and persists well beyond 1200 UTC 16 August before 
remerging with the extratropical high-PV reservoir. 
RWB contributes to mixing between the dry extratropical air and moist tropical air (Fig. 3.4d-
f). High moisture content is found in the ITCZ and the monsoon regions, while dry air prevails in 
the extratropics, except where a moisture plume extends northeastward from the North America 
monsoon region. The collocated dry air and PV filaments indicate the mixing of dry extratropical 
air of high PV with moist tropical air of low PV. Over the East Atlantic, the equatorward transport  
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of extratropical dry air may be further aided by the subtropical anticyclonic circulation (Cau et al. 
2007). As shown in Fig. 3.4d–3.4f, an outbreak of dry air near the African coast, contributed by 
RWB, extends southwestward into the MDR by 0000 UTC 14 August. The dry air later sweeps 
westward and reduces the tropospheric moisture over the Caribbean by 1200 UTC 16 August.  
 
 
Figure 3.4 Evolution of a mid-latitude Rossby Wave breaking event. From top to bottom 
are 350K potential vorticity (PV; pvu), 200-850hPa precipitable water (PW; mm), 200-
850hPa thickness (THK; m) and 700hPa relative vorticity (VOR; s-1). From left to right, 
the time are 1200 UTC 11 August, 0000 UTC 14 August and 1200 UTC 16 August of 2013, 
with the 60-h interval. P1 and P2 in the PV plots denote the two high-PV centers resulting 





RWB also contributes to cold temperature anomalies over the tropical and subtropical Atlantic, 
as suggested by the 200-850 hPa thickness (Fig. 3.4g–3.4i). The high-PV air associated with RWB 
often collocates with low thickness. As shown in Fig. 3.4g–3.4i, the cold air (of low thickness) 
associated with P1 and P2 extends southwestward from the mid-latitudes to the Greater Antilles 
along the Atlantic tropical upper tropospheric trough (TUTT) (Fitzpatrick et al. 1995). The south 
edge of this cold tongue has a sharp temperature gradient, implying strong VWS under the thermal 
wind relation.  
The dry air and strong VWS associated with RWB may hinder tropical cyclogenesis from 
easterly waves, as suggested by the evolution of four wave pouches (marked with circles in Fig. 
3.4). A wave pouch is a region of quasi-closed Lagrangian circulation in the lower free troposphere 
within a synoptic-scale wave, straddling the intersection of wave trough and the critical latitude. 
Previous studies suggested that the pouch center is the preferred location for tropical cyclogenesis 
in tropical easterly waves (Dunkerton et al. 2009; Wang et al. 2009b). At 1200 UTC 11 August, 
four wave pouches, P16L, P17L, P20L, and P22L, are present over the Atlantic MDR and West 
Africa. While P16L, P20L, and P22L are located in a moist environment, P17L is located in a 
region of dry air associated with a previous RWB event. The strong thickness gradient along the 
southern boundary of the cold tongue (Fig. 3.4g) indicates that both P16L and P17L are in close 
proximity to strong VWS. P17L diminishes quickly, while the other pouches continue to travel 
westward (Fig. 3.4h). Although P16L later escapes from the environment of strong VWS and dry 
air, it does not have enough time to intensify before moving over to land.  
P20L is accompanied by dry air to its west at 1200 UTC 11 August. The convection associated 
with the wave is weak or scattered most of the time as P20L propagates over the East and Central 
Atlantic (see http://www.met.nps.edu/~mtmontgo/archive2013.html). The convection is 
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reinvigorated when P20L moves to the West Caribbean. Although the system manages to develop 
into Tropical Storm Fernand over the Gulf, it does not have time to further intensify before making 
landfall on August 26.  
P22L is embedded in a deep layer of moisture at 1200 UTC 11 August and 0000 UTC 14 August 
(Fig. 3.4d and 3.4e). Near the Cape Verde Islands, it develops into Tropical Storm Erin, the only 
TC over the East Atlantic in August 2013. Erin then recurves northwestward and encounters the 
residual flow associated with P2 of the breaking wave. Due to the dry air and strong VWS (not 
shown; see Cangialosi 2013), Erin soon weakens into a tropical low on August 18, lasting only 
about three days.  
3.4 Impacts of RWB on TC Activity 
The case study in section 3.3 suggests that the anticyclonic RWB may hinder the TC formation 
and intensification by reducing tropospheric moisture and enhancing VWS. Similar RWB events 
happened repeatedly over the West and East Atlantic during August to mid-September in 2013. It 
is then natural to ask whether RWB was particularly active.  
Using the algorithm described in Section 2.2, we evaluated the frequency of the anticyclonic 
RWB events between 20°N-40°N, equatorward of the midlatitude jet axis. The RWB occurrences 
in August 2013 was plotted as a function of longitude in Fig. 3.5a. Also plotted are the long-term 
mean and the standard deviation. This figure confirmed that RWB was indeed more active in 
August 2013 over the North Atlantic. Active RWB was found over both the western basin (~65°W) 
and the eastern basin (~30°W). Along with the active RWB, the 2-PVU contour is displaced 
equatorward over the West Atlantic. The displacement is related to an amplified high-PV tongue 
or a stronger TUTT over the western Atlantic, which can be attributed to the frequent RWB in this 




To confirm the impacts of RWB on Atlantic TCs, we defined an index, RWBFreq, based on the 
anticyclonic RWB frequency equatorward of the midlatitude jet axis: the RWB frequency was 
summed over 10°-90°W, between 10° south of the jet axis (August climatology in 1981-2010) and 
10°N. The area is outlined in Fig. 3.8b by green lines, and small variations of the boundaries do 
not qualitatively affect the findings presented below. Composites of TC tracks were constructed 
based on the index (Fig. 3.6). In the eight years of strongest positive RWBFreq anomalies, the TC 
 
 
Figure 3.5 (a) Anticyclonic RWB frequency between 20°N-40°N as a function of 
longitude for August 2013 (red curve) and the long-term mean (black); blue shading 
represents one standard deviation from the mean (1981-2010). Vertical dashed lines 
highlight 10°W and 80°W.  (b) 2 PVU contours on the 350-K surface. Red contour 
represents the time-mean PV contour for August 2013 and blue represents the other 
years in 1979-2013.  
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track density substantially reduces, especially over the MDR; the storms are generally weaker and 
shorter-lived: 21 TCs formed, and 8 of them (38%) reached the hurricane intensity. In contrast, 35 
TCs developed in the eight years of strongest negative RWBFreq anomalies, 18 of which (54%) 
strengthened into hurricanes. There are also a larger number of TCs making landfall or affecting 
the east coast of the U.S in the negative phase of RWBFreq.  
The linkage between RWB and Atlantic TC activity is consistent with correlation analyses 
(Table 3.2). RWBFreq is negatively correlated with indices of Atlantic TC activity, including 
hurricane frequency (-0.47), tropical storm frequency (-0.39) and ACE (-0.49). These correlations 
are remarkable when compared with other correlations in Table 3.2, and are statistically 
significant. Even though PV filaments associated with RWB may occasionally lead to tropical 
cyclogenesis (Davis and Bosart 2003; Galarneau et al. 2015), our analyses suggest that the frequent 
occurrence of anticyclonic RWB suppresses Atlantic TC activity. 
The association between RWB and Atlantic TC activity can be explained by the impacts of 
RWB on the atmospheric conditions affecting TC formation and intensification. We constructed 
the PDFs of the 850-200 hPa precipitable water and VWS over the western MDR for the positive 
and negative phases of the RWBFreq (Fig. 3.7; with the same composite years used in Fig. 3.6). 
Compared to the negative phase, dry and high-VWS conditions occur more often in the positive 
phase, and moist and low-VWS conditions occur less often (Fig. 3.7a–3.7c). In addition, the 
contoured frequency with altitude diagram of relative humidity shows that dryness occurs more 
often between 300-850 hPa when RWB is more active over the West MDR (Fig. 3.7d–3.7f). These 
anomalies resemble those in August 2013 and are consistent with suppressed TC activity in the 





Figure 3.6 Tropical cyclone track composites for the positive (upper), negative (lower) 
phases of RWBFreq. The composite years are listed on the top of each panel, following the 
descending order of RWBFreq anomaly magnitude. Pink dots denote the genesis locations, 
and colors along tracks represent the storm intensity in terms of the maximum surface wind 







Figure 3.7 Same as Figure 3.3, but the composites for the positive (left) and negative 
(middle) phases of RWBFreq, and their differences (right).  
 
Table 3.2 Correlation coefficients of the Atlantic Hurricane frequency (HurrN), tropical 
storm frequency (TSN), and ACE with different indices in August 1979-2013: RWBFreq, 
MDR SST (MDR; 10°N-20°N, 20°W-80°W), MDR relative SST (RSST; Vecchi and 
Soden 2007), Nino3.4, Sahel Rainfall (SahelR; Janowiak 1988), first mode of the Atlantic 
Hadley circulation (HC1; Zhang and Wang 2013), the NAO/CPC index (Barnston and 
Livezey 1987) and the NAO/Jones index (Jones et al. 1997). Correlations exceeding the 
95% confidence level are in bold and brackets. 
 
 HurrN TSN ACE 
RWBFreq (-0.47) (-0.39) (-0.49) 
MDR (0.43) (0.54) (0.47) 
RSST (0.50) (0.57) (0.50) 
Nino3.4 (-0.35) -0.26 (-0.34) 
SahelR (0.34) 0.30 0.30 
HC1 (-0.45) (-0.36) (-0.41) 
NAO/CPC -0.19 -0.23 -0.02 




3.5 Rossby Wave Breaking and the Mean Flow  
The location and frequency of RWB have a close association with the structure and intensity of 
the upper-level jets (e.g., Hartmann and Zuercher 1998; Scott et al. 2004), and the association is 
evident in August 2013. Figure 3.8 shows the monthly mean 200-hPa zonal wind in August 2013, 
the climatological mean, and their difference. Compared to the climatological mean, the 
midlatitude jet in August 2013 was stronger and has a larger strain rate on its equatorward flank. 
Such a sharpened jet is consistent with the PV staircase concept related to the strong PV stripping 
due to active RWB (Dritschel and McIntyre 2008; Dunkerton and Scott 2008). Another notable 
anomaly in Fig. 3.8c is the eastward extension of the midlatitude jet over the East Atlantic. Since 
the jet exit is one of the preferred regions for RWB (Nakamura 1994), the eastward extension is 
consistent with the active RWB over the East Atlantic in August 2013 (Fig. 3.5a).  
 
 
Figure 3.8 200-hPa zonal wind (colored; 
m s-1) and 850-hPa geopotential height 
(black contours; m) for (a) August 2013, 
(b) August climatology (1981-2010) and 
(c) their differences. The green line in (b) 





It is natural to ask whether the findings for 2013 can be generalized and whether the 
extratropical anomalies in 2013 are associated with a recurrent extratropical mode that modulates 
Atlantic TC activity. Investigation of this issue helps to provide a large-scale perspective for the 
variability of the RWB occurrence and assess the potential predictability of RWB. Using the 
empirical orthogonal function (EOF) analysis, we extracted two leading modes in the interannual 
variability of the 200-hPa zonal wind (August 1979–2013; data detrended prior to the EOF 
analysis) over the North Atlantic (90°W–20°E, 10°N–80°N). These two EOF modes (denoted as 
EOF1U and EOF2U, respectively) feature activity centers over the extratropical Atlantic (Fig. 3.9) 
and explain 26.0% and 12.5% of the total variance, respectively1. The comparison between the 
EOF loading (color) and the climatology (contour) (Fig. 3.9a-b) suggests that EOF1U mainly 
represents a meridional displacement of the westerly jet near the jet exit (Fig. 3.9a). Although 
EOF1U explains a substantial portion of extratropical variability, it does not have a significant 
correlation with Atlantic TC activity (Table 3.3). On the other hand, EOF2U modulates the 
intensity and zonal extent of the midlatitude jet, as well as the strain rate equatorward of the jet 
core (Fig. 3.9b). This mode loading resembles the anomalous pattern in August 2013 (Fig. 3.8c), 
and the time series of EOF2U shows that 2013 is a strong positive year (Fig. 3.9d). We will thus 
focus on EOF2U in the following analyses.  
As expected, EOF2U is significantly correlated with RWBFreq. The association between 
EOF2U and the RWB occurrence is further illustrated by the composites of anticyclonic RWB 
distribution (Fig. 3.10). Figures 3.10a and 3.10b show that anticyclonic RWB mostly happens on  
  
                                                 
 
1 Similar modes were identified in other reanalysis datasets (e.g., NCEP/NCAR reanalysis during 
1948-2013; Kalnay et al. 1996) and on different temporal resolution (e.g., 6-hourly data), 





Table 3.3 Correlation coefficients of EOF1U and EOF2U with difrerent indices in 
August 1979-2013. The index naming and coefficient formatting follows Table 1. 
 
 





EOF1U -0.04 0.12 0.16 0.13 -0.02 (0.42) -0.10 




Figure 3.9 (a-b) Spatial patterns (shading) and (c–d) time series of two leading modes of 
200-hPa zonal wind EOF1U (left) explains 26.0% of total variance and EOF2U (right) 
explains 12.5% of total variance. Gray contours in (a–b) represent the climatology of 200-





the equatorward flank of the midlatitude jet and the jet exit region. In the positive phase of EOF2U, 
RWB tends to occur more often near the TUTT (25°N, 60°W) and the mid-latitude jet exit (35°N, 
25°W) (Fig. 3.10c). The significant differences are consistent with August 2013 (Fig. 3.5a) but 
appear scattered, suggesting that the jet variations associated with EOF2U do not strongly 
constrain the longitudinal distribution of RWB. 
Consistent with its association with RWB occurrence, EOF2U is significantly correlated with 
the hurricane frequency, and the correlation (-0.48; Table 3.3) is remarkable when compared with 
the other correlations in Table 3.2. Although the correlation between EOF2U and ACE or the TC 
frequency is insignificant, the TC track composites based on EOF2U (not shown) reveals a sharp 
contrast between the positive and negative phase of EOF2U. In the positive phase, when the 
midlatitude jet is stronger and RWB is active, 27 TCs formed and 9 storms (33%) reached the 
hurricane intensity. In contrast, 39 TCs developed in the negative phase of EOF2U, 23 of which 
(59%) strengthened into hurricanes.  
Figure 3.10 Anticyclonic RWB 
frequency and sea level pressure for 
the (a) positive, (b) negative phases of 
EOF2U and (c) their differences. 
Green dots highlight differences in 
RWB distribution that exceeds the 
90% confidence level. 
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EOF2U is weakly correlated to tropical Atlantic SST and only moderately correlated to Niño 
3.4 (r=0.36), implying that EOF2U reflects the extratropical variability. Given the strong 
modulation of the midlatitude jet by the NAO in boreal winter, one may expect a strong linkage 
between EOF2U and the NAO. The relation between EOF2U and the NAO, however, is rather 
subtle. The NAO has strong seasonality (Portis et al. 2001), and the summertime NAO is not as 
well defined as the wintertime NAO (Folland et al. 2009). We examined two commonly used NAO 
indices, NAO/CPC (Barnston and Livezey 1987) and NAO/Jones (Jones et al. 1997). Unlike the 
wintertime, the two indices are only moderately correlated (r≈0.41) in August. Although both 
indices are significantly correlated with EOF2U, neither of the two NAO indices is significantly 
correlated with the Atlantic hurricane frequency (Table 3.2). The dipole pattern in the composites 
of the SLP based on the EOF2U (Fig. 3.10c) is similar to the second EOF mode of the summer 
seasonal mean SLP (Folland et al. 2009), or the so-called “mobile NAO” (Portis et al. 2001). 
However, our calculation showed that the second EOF mode of SLP in August (figure not shown) 
is not significantly correlated with the Atlantic hurricane frequency either. These analyses thus 
suggest that the impacts of EOF2U on Atlantic TCs cannot be simply attributed to the NAO or 
well represented by the commonly used NAO indices. 
3.6 Summary and Discussion 
Despite the favorable tropical SST anomalies and active easterly waves over West Africa and 
the East Atlantic, TC activity over the Atlantic was substantially suppressed in August and early 
September of 2013, which led to a seasonal prediction bust. This study focuses on the month of 
August and investigated what disrupted the empirical relationship between tropical SST and 
Atlantic TCs. It was found that the dry and high-VWS conditions happened unusually often over 
the West MDR and hindered TC development.  The mid- to upper-tropospheric dryness and high 
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VWS can be attributed to the frequent equatorward intrusion of cold and dry extratropical air 
associated with anticyclonic RWB.  
An index, RWBFreq, was defined based on the anticyclonic RWB frequency equatorward of 
the midlatitude jet axis over the North Atlantic. Composite analyses during 1979-2013 showed 
that dry air and strong vertical shear occur more often and Atlantic TC activity is substantially 
suppressed in the positive phase of RWBFreq. Significant correlations were found between 
RWBFreq and various indices of TC activity, and the correlations are stronger than or comparable 
to the correlations between some extensively studied climate factors and TC activity (Table 3.2).  
The frequent occurrence of RWB in 2013 is related to a stronger westerly jet extending farther 
eastward over the extratropical Atlantic. To examine whether what happened in August 2013 is 
associated with a recurrent mode, we extracted the leading modes in the interannual variability of 
the 200-hPa zonal wind and examined their relations to RWB occurrence and TC activity. The 
second mode (EOF2U), which resembles the jet anomalies in 2013, modulates the basin-wide 
RWB and is significantly correlated with the Atlantic hurricane frequency. In the positive phase 
of EOF2U, the Atlantic midlatitude jet sharpens and extends further eastward; RWB tends to occur 
more often, and TC activity is significantly suppressed.  
A limitation of this study is that we focused on the month of August. The EOF analyses for the 
other months (July, September, and October) did not reveal a pattern similar to EOF2U, likely due 
to the seasonality of the extratropical Atlantic circulation. However, our ensuing research suggests 
that the extratropic RWB significantly affects Atlantic TC activity throughout the hurricane 
season. The results will be reported in Chapter 4.  
This pilot study highlights the importance of extratropical impacts on the tropical and 
subtropical Atlantic, and it echoes the insightful statement by Galewsky et al. (2005), “subtropical 
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humidity could change independently of any tropical mechanism if changes in extratropical eddies 
change the statistics of the extratropical drying”. We suspect that a similar statement can be made 
about the VWS as well. Our study also indicates that the extratropical impacts may be a missing 
piece in the seasonal prediction schemes of TC activity. The limited intrinsic predictability of 
extratropical variability may help to understand the uncertainties in TC prediction. Or more 
optimistically, a better understanding of extratropical processes may help to improve the seasonal 




Chapter 4 Characteristics and Impacts of Extratropical Rossby Wave 
Breaking during the Atlantic Hurricane Season1 
 
4.1 Background 
The previous chapter examined the environmental anomalies in August 2013 and suggested 
that RWB affects TC activity in August during 1979-2013. But is the extratropical impact 
important in the other months of the hurricane season? This chapter will extend the analysis and 
seeks to better understand the connection between extratropical RWB and TC activity. We hope 
that the work can offer new insights into the tropical–extratropical connection and advance the 
understanding of Atlantic TC activity. This study will address the following questions.  
1) How does RWB affect the local atmospheric conditions during the hurricane season?  
2) What is the relation between Atlantic TC activity and the occurrence of extratropical RWB? 
3) What are the underlying physical mechanisms of the relation?  
To address these questions, we will use focus on the anticyclonic RWB during July–October, 
the peak of Atlantic hurricane season. Using the algorithm described in Chapter 2, we identify the 
high-PV tongues associated with RWB and store the information of their centroids for post-
processing. We restrict our analyses to the RWB events in a domain equatorward of the midlatitude 
jet. The northern boundary of the domain is set at 10 degrees south of the axis of the 200-hPa 
climatological mean midlatitude jet, and the southern boundary is set at 20°N. The domain is 
outlined with the blue solid lines in Fig. 4.1 and referred to as D0 hereafter. Despite some 
subjectivity in the domain choice, varying the northern (southern) boundaries northward 
(southward) by 10 degrees does not affect our main findings. 
                                                 
 




4.2 Characteristics of RWB in Atlantic Hurricane Season 
Figure 4.1a shows the long-term seasonal mean (July-October) of the 200-hPa zonal wind and 
the frequency of RWB occurrence during 1979-2013. In agreement with earlier studies (e.g., 
Abatzoglou and Magnusdottir 2006), anticyclonic RWB over the Atlantic is most active 
equatorward of the mean jet. The maximum frequency of RWB occurrence is located at about 
 
 
Figure 4.1 (a) Seasonal mean and (b) standard deviation of the distribution of the 
centroids of RWB-related PV tongues. The distribution was counted in 5° × 5° bins and 
smoothed with a 4-point averaging. The green contours show the climatology mean of 
the 200-hPa zonal wind (m s−1). The solid blue lines highlight the domain of D0 (see 
section 2 for more details), which is separated into the western (Dw) and the eastern 
(De) subdomains by the dashed blue line (45°W). The blue shading illustrates the area 
that TCs frequently track through. The black dashed line outlines the 200-hPa TUTT. 
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35°N over the eastern Atlantic but more equatorward (near 30°N) over the western Atlantic, 
consistent with the tilt of the jet. The strongest interannual variability (Fig. 4.1b) occurs over the 
western Atlantic rather than over the eastern Atlantic. RWB also tends to occur near the 
climatological location of the tropical upper tropospheric trough (Fig. 4.1) (Postel and Hitchman 
1999), which has been noted for its impacts with TC activity (e.g., Fitzpatrick et al. 1995). We 
next examine the characteristics of RWB and their implications for TC activity with a case study 
and composite analyses. 
4.2.1 A Case of RWB in 2005 
Although many RWB cases have been discussed in the context of TC activity (e.g., Galarneau 
et al. 2015; Zhang et al. 2016), it is still helpful to start our analyses with an illustrative case in 
August 2005 (Fig. 4.2). Compared with the 2013 case described in Section 3.3, the case highlights 
the complex impacts of extratropical RWB on TC activity. At 0000 UTC 14 August, the 2-PVU 
(1 PVU = 10-6  K m2 s-1 kg-1) contour on the 350-K isentropic surface (black dashed lines) suggests 
that a large-amplitude wave started to break over the subtropical Atlantic. In the next few days, 
the high-PV tongue continued to stretch southwestward and formed a cut-off low near 15°N (0000 
UTC 16 August), and the cut-off low staggered in the tropics as it gradually dissipated (0000 UTC 
18 August).  
The breaking wave evidently affected the thickness (THK) of 200-850 hPa layer and sharpened 
the gradient near the high-PV tongue (Figs. 4.2a, 4.2c, and 4.2e), contributing to the strong VWS 
(>12 m s-1, pattern shaded) over the subtropical and tropical Atlantic. The region also saw 
substantial changes in the moisture distribution, as indicated by total precipitable water (TPW; 
Figs. 4.2b, 4.2d, and 4.2f). The TPW evolution indicates that the RWB-related mixing tends to  
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moisten (dry) the extratropics (tropics), and the local impacts strongly depend on the position of a 
region relative to the breaking wave. 
Figure 4.2 also shows that hurricane Irene and tropical depression (TD) Ten were located in the 
northwest and the southeast of the high-PV tongue, respectively, and that the breaking wave 
affected their development rather differently. At 0000 UTC 14 August (Figs. 4.2a and 4.2b), Irene 
was located in the moist plume associated with the amplifying ridge of breaking wave, but TD Ten 
 
 
Figure 4.2 A case of wave breaking in August 2005. The thick black dashed lines show 
the 2-PVU contour at the 350-K isentropic surface. Shown are (left) 200–850-hPa 
thickness (THK; m; colored shading) and VWS (values >12 m s−1 shaded with pattern) 
and (right) total precipitable water (TPW; mm; colored shading), for 0000 UTC (a),(b) 
14, (c),(d) 16, and (e),(f) 18 Aug 2005. The black circles mark tropical disturbances, 
with their names and categories denoted below. The storm categories (bracketed text) 
follow the convention of Atlantic hurricane database. 
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struggled in the dry and high-VWS environment related to the same breaking wave. After 48 hours 
(Figs. 4.2c and 4.2d), Irene recurved sharply to the northeast and reached the hurricane strength at 
a relatively high latitude, while Ten failed to develop and evolved to a weak low. The evolutions 
of the two storms highlight the complex relations between RWB and TC development. 
4.2.2 Composite Analyses 
To demonstrate the impacts of RWB on the local environment, composites of different variables 
were constructed with respect to the high-PV tongue centroids of RWB identified in the domain 
D0 (see Section 4.2 for definition). The size of the composite domain was set to 50 degrees × 50 
degrees (Figs. 4.3–4.5), which is sufficient to capture most breaking waves. The composite mean 
of 350-K PV is shown in black contours in Figs. 4.3–4.5 to highlight the breaking wave, which is 
associated with a meridional reversal of PV contours. To illustrate the impact of RWB on the 
environment, anomalies of various fields in the vicinity of PV tongues are calculated relative to 
their long-term seasonal mean at the corresponding locations. One-sample Student’s t-tests were 
used to determine whether the composite anomalies are significantly different from zero (p<0.05).  
We first examine the composite wind anomalies at 200 hPa and 850 hPa (Figs. 4.3a and 4.3b). 
At 200 hPa, the cyclonic flow anomalies wrapping around the high-PV tongue are paired with the 
anticyclonic anomalies in the northwest, indicating an incoming Rossby wave. The breaking wave 
also shows a southwest-northeast tilt, which implies the northward transport of westerly eddy 
momentum. These synoptic features are expected to modulate the position and strength of the mid-
latitude jet (e.g., Strong and Magnusdottir 2008). The meridional component of anomalous wind, 
such as the strong equatorward flow anomalies along the PV tongue (>5 m s-1), facilitates the 
tropics-extratropics mixing (e.g., Waugh and Polvani 2000). Significant wind anomalies are 
prevalent in the 50-degree composite domain, indicating that RWB affects a broad area. The wind  
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anomalies at 200 hPa extend 15 degrees south of the high-PV tongue centroid. Given that RWB 
occurs often in the subtropical Atlantic (Fig. 4.1), this southward extension suggests that some 
RWB events directly affect the Main Atlantic Development Region (MDR; 10°N–20°N, 20°W–
90°W).  
At 850 hPa, the anomalous flow shows a monopole pattern in the domain, with the anticyclonic 
anomalies centered at about 5 degrees north of the centroid of the high-PV tongue. Despite the 
 
 
Figure 4.3 Composites of anomalies in (a) 200- and (b) 850-hPa wind (m s−1), (c) VWS 
(m s−1), and (d) SLP (hPa). Black contours show the corresponding composite of PV 
(PVU) at the 350-K isentropic surface. In (a) and (b), the shown vectors have either 
a u or υ component that passes the one-sample Student’s t test and reaches the 95% 





weak magnitude, the 850-hPa wind anomalies are statistically significant and associated with the 
positive anomalies in SLP (Fig. 4.3b and 4.3d). Figure 4.3d also shows negative SLP anomalies 
northwest of the positive anomalies. The overall SLP pattern is similar to the cold-season 
composites (Strong and Magnusdottir 2008), except that the anomalies are generally an order of 
magnitude weaker. 
The anomalous wind shows some baroclinic characteristics in the northwest and the southeast 
of the breaking waves (Figs. 4.3a and 4.3b), implying that RWB may contribute to significant 
changes in VWS. Here we define VWS as the magnitude of the vector difference between the 200-
hPa and 850-hPa wind (𝑉𝑊𝑆 = √(𝑢200 − 𝑢850)2 + (𝑣200 − 𝑣850)2), and positive anomalies thus 
represent enhanced VWS. As shown in Fig. 4.3c, the positive (negative) VWS anomalies generally 
correspond to the westerly (easterly) anomalies at 200 hPa, with the negative anomalies 
sandwiched by the positive anomalies. The southern lobe of positive VWS anomalies, located at 
about 8 degrees south of the PV tongue centroid, may directly affect TCs or their precursors when 
RWB occurs at low latitudes. If one considers the subsequent drift of RWB residuals, the area 
influenced by RWB would likely be broader. 
RWB is also associated with significant anomalies in the vertical motion (ω). Figure 4.4 shows 
the composites of vertical motion anomalies associated with RWB at three isobaric levels (300, 
500 and 700 hPa). The patterns at these levels are largely consistent, featuring upward (downward) 
anomalies in regions of poleward (equatorward) motion. The upward anomalies in the northwest 
are particularly strong and appear associated with the extratropical precipitation anomalies (Fig. 
4.4d). The related diabatic heating could amplify the upper-level ridge and affect the wave 
breaking process (e.g., Massacand et al. 2001). Some signatures of upper-level lifting appear on 
the southeastern edge of breaking waves (Figs. 4.4a–4.4b), but the forcing does not strongly affect 
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the lower troposphere (Fig. 4.4c) and induces only weak positive precipitation anomalies. In 
comparison, the downward anomalies near the domain center extend through the troposphere. The 
anomalies are strongest at the 300-hPa level and weaken as the height decreases. The negative 
values of 𝜕𝜔/𝜕𝑝  indicate that the downdrafts are divergent and contribute to the low-level 
anticyclonic anomalies, which agree with the broad anticyclonic anomalies near the surface (Figs. 
4.3b and 4.3d). This suggests that the upper-level forcing of RWB affects the lower troposphere 
and contributes to the variability of the subtropical high.  
As indicated by the precipitation anomalies, RWB also affects the moisture distribution. Figures 
4.5a-b show the relative humidity (RH) anomalies at two pressure levels (500 and 850 hPa). 
 
 
Figure 4.4 Composites of anomalies in (a) 300-, (b) 500-, and (c) 700-hPa ω (Pa s−1), 
and (d) precipitation (from ERA-Interim; mm). The black contours and white 
masking follow Fig. 4.3. 
44 
 
Positive (negative) anomalies generally collocate with the anomalous upward (downward) motion 
(Figs. 4.4a-c). The RH anomalies, together with the temperature anomalies (Figs. 4.5c–d), affect 
the moisture content of the air column. The anomalies of total precipitable water (Fig. 4.5e) 
approximately follow the pattern of the low-level humidity anomalies, due to the large moisture 
content in the lower troposphere. Some disagreement between the 850-hPa RH and TPW, such as 
the signals on the southern edge of the breaking wave, can be attributed to the modulation of the 
saturated vapor pressure by temperature anomalies. The low-level pattern also dominates the 
horizontal transport of moisture (Fig. 4.5f). There is strong horizontal moisture flux (> 20 kg m-2 
s-1) associated with the low-level anticyclonic anomalous flow, especially on its northwestern side 
where the poleward transport prevails. The associated anomalous divergence (convergence) of the 
moisture flux (not shown) appears to contribute to the negative (positive) anomalies of total 
precipitable water (Fig. 4.5e) and precipitation (Fig. 4.4d).  
In summary, RWB events strongly affect the North Atlantic environment during the hurricane 
season. These RWB events facilitate three-dimensional mixing and affect both dynamical (e.g., 
VWS) and thermodynamical (e.g., moisture) variables throughout the troposphere. The findings 
are consistent with previous studies (Strong and Magnusdottir 2009) and strongly suggest that 
RWB can affect convective systems, including TCs and their precursors (Fig. 4.2) (Davis and 
Bosart 2003, 2004; Galarneau et al. 2015; Zhang et al. 2016). Different from Galarneau et al. 
(2015), we note that the dry subsidence associated with the upper-level RWB extend throughout 







Figure 4.5 Composites of anomalies in (a) 500- and (b) 850-hPa RH (%), (c) 500- and 
(d) 850-hPa temperature (K), (e) TPW (mm), and (f) column integrated moisture flux 
(kg m−2 s−1). The black contours, red vectors, and white masking are as in Fig. 3. 
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4.3 Variability of RWB Occurrence and TC Activity: Basin-Wide Perspective 
How RWB affects TC development involves competing physical processes (Leroux et al. 2016) 
and is often obscured by transient features. Studying a large number of cases is thus very 
demanding and likely undermined by the subjectivity in analyses. Recognizing these obstacles, we 
instead take a statistics-oriented approach to explore the climatological relation between RWB 
occurrence and TC activity. 
4.3.1 Correlation and Composite Analyses 
To represent the basin-wide RWB occurrences, we define two seasonal indices, RWBFreq and 
RWBArea, within the domain D0 (Fig. 4.1). The former index represents the total number of RWB 
occurrences over a season, and the latter is defined as the sum of high-PV tongue areas. The two 
seasonal indices are strongly correlated during 1979-2013 (r≈0.87), and our discussion will mainly 
focus on RWBFreq for brevity. TC activity is represented by three indices, the hurricane count 
(HURR; wind speed ≥33 m s-1), the count of named TCs (TCN; wind speed ≥17.5 m s-1), and the 
accumulated cyclone energy (ACE; Bell et al. 2000). The ACE is defined as the sum of the squares 
of maximum sustained surface wind speed estimated every six hours for all the named TCs. All 
the three indices are calculated based on the storms that formed in July–October.  
Table 4.1 shows that RWBfreq and RWBArea are negatively correlated with all the three TC 
indices with high statistical significance (p<0.01). The correlation is particularly strong between 
RWBFreq and HURR (r≈-0.67) or ACE (r≈-0.73). For comparison, Table 4.1 includes correlations 
with the mean SST in the MDR and the Niño 3.4 index. Both indices represent prominent 
modulators of Atlantic TC activity and are commonly used predictors in statistical models for TC 
prediction. Notably, the correlations of the TC indices with RWBFreq are comparable to their 
correlations with the MDR SST and stronger than those with the Niño 3.4 index. The negative 
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correlations in Table 4.1 (Rows 2 and 3) suggest that frequent occurrences of RWB are associated 
with suppressed TC activity on the seasonal scale, even though the PV remnants of RWB can 
occasionally promote TC formation (e.g., Davis and Bosart 2004).  
A composite analysis was carried out to further illustrate the impacts of RWB on Atlantic TC 
activity. Based on the RWBFreq index, we select 8 years with the most frequent occurrences of 
RWB and 8 years with the least frequent occurrences of RWB (see the caption of Fig. 4.6), and 
refer the two groups as RWBFreq(+) and RWBFreq(-), respectively. Figure 4.6 shows a sharp 
contrast in TC frequency, intensity, and tracks between the two groups. There are fewer TCs 
forming in the MDR in the RWBFreq(+) group than in the RWBFreq(-) group; TCs in the 
RWBFreq(+) group are generally less intense, have shorter tracks, and make fewer landfalls. More 
specifically, the RWBFreq(+) group has 87 TCs, 31 (35.6%) of which reach the hurricane strength, 
and the average lifetime of the TCs is only 91 hours. In contrast, the RWBFreq(-) group contains 
127 storms, 70 (55.1%) of which reach the hurricane strength, and the TCs on average have a 
lifetime of 139 hours.  
 
 
Table 4.1 Correlation between the basin-wide RWB indices and Atlantic TC activity. The 
RWB indices are the total frequency (RWBFreq) and the summed size (RWBArea) of 
RWB-related PV tongues identified in D0 (see Fig. 1). The TC activity indices are the 
hurricane count (HURR), the count of named TCs (TCN), and the accumulated cyclone 
energy (ACE).  The MDR SST is the SST average in 10°N-20°N, 20°W-90°W; the Niño 
3.4 index is the SST average in 5°N-5°S, 120°W-170°W. All the correlation coefficients 
are above the 95% confidence level. 
  HURR TCN ACE 
RWBFreq -0.67 -0.48 -0.73 
RWBArea -0.62 -0.45 -0.65 
MDR SST 0.64 0.57 0.65 







Figure 4.6 Composite of TC tracks of (a) RWBFreq(+) group and (b) RWBFreq(−) 
group. The pink dots highlight the locations of TC genesis, and the coloring represents 
the wind speed (m s−1) of TCs. The composite members of each group are denoted in 
the subplot titles. 
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4.3.2 Physical mechanisms 
This section investigates the physical mechanisms underlying the statistical relationships 
between the variability of RWB occurrence and Atlantic TC activity. We have shown that RWB 
modulates the local moisture and the VWS on the synoptic scale. To illustrate the link between the 
synoptic-scale variability and the variations in the seasonal mean states, a two-dimensional 
probability density function (PDF) was constructed to analyze precipitable water (PW) and VWS 
using the 6-hourly data. We focus on the tropical North Atlantic region (10°N–25°N, 10°W–
85°W), which TCs frequently track through and is often to the south of breaking waves (Fig. 4.1).  
Figures 4.7a and 4.7b show the two-dimensional PDF composites of RWBFreq(+) and 
RWBFreq(-), respectively. The distributions of PW and VWS in both groups have a wide range, 
which is consistent with the rich spatial and temporal variability in the region (e.g., easterly waves 
and dry air outbreaks). The composite difference (Fig. 4.7c) shows that the concurrent occurrence 
of dry air and high VWS, corresponding to the upper left corner in the PW-VWS space, increases 
 
 
Figure 4.7 Two-dimensional PDFs (%) of PW and VWS for the (a) RWBFreq(+) and 
(b) RWBFreq(−) groups, and (c) their differences [RWBFreq(+) minus RWBFreq(−)]. 
PW (mm) and VWS (m s−1) are calculated for the tropical North Atlantic (10°–25°N, 
10°–85°W). In (a) and (b), the horizontal (vertical) dashed black lines denote the mean 
value of VWS (PW) in the corresponding groups. 
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when RWB occurs more often. The relation between tropospheric moisture and VWS, as well as 
its link with RWB, is consistent with the conditions found in the south of breaking waves (Figs. 
4.3 and 4.5). It also agrees with the analyses of tropical Atlantic atmosphere in Dunion (2011), 
which shows that air of extratropical origin, when compared to tropical-origin air, is drier and 
accompanied by higher VWS during the hurricane season.  
Figures 4.7a and 4.7b also show considerable differences in seasonal mean VWS (~1.6 m s-1) 
and PW (~1 mm) (black dashed lines), indicating that the RWB-related synoptic variability has 
ties to the seasonal mean variability. To further demonstrate the link, we examined the spatial 
variations of seasonal mean PW, precipitation, VWS, and SST in Fig. 4.8. All four selected 
variables show significant composite differences in the tropical North Atlantic. When RWB occurs 
more often, PW and precipitation decrease over the tropical North Atlantic and West Africa; 
 
 
Figure 4.8 Composite differences [RWBFreq(+) minus RWBFreq(−)] of the seasonal 
mean (a) PW (mm), (b) precipitation (from GPCP; mm day−1), (c) VWS (m s−1), and (d) 
SST (°C) that are derived from monthly data. The green contours show the 1981–2010 
climatology; black dashed lines highlight the parts above the 95% confidence level. 
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meanwhile, VWS increases and SST decreases in the tropical North Atlantic region. These 
variations are consistent with suppressed TC activity (Fig. 4.6) in the Atlantic basin (e.g., Gray 
1990; DeMaria 1996; Klotzbach and Gray 2009).  It is also worth noting the variations in VWS (2 
to 7 m s-1), when compared to the climatological mean (green contours), appear much more 
pronounced than variations in PW (0.4 to 2.0 mm). 
In summary, our analysis illustrates that the environmental variations associated with RWB 
strongly modulate Atlantic TC activity. When RWB occurs more (less) often, the tropical North 
Atlantic is subject to stronger (weaker) VWS, as well as reduced (increased) PW, precipitation, 
and SST. These variations, although not necessarily all directly driven by RWB (see Section 6), 
contribute to a strong and negative correlation between the frequency of RWB occurrence and 
Atlantic TC activity.  
4.4 Variability of RWB Occurrence and TC Activity: Intra-Basin Contrast 
We will examine RWB over the western and the eastern Atlantic separately in this section. 
RWB occurs upstream of the midlatitude jet core over the western Atlantic and downstream over 
the eastern Atlantic (Fig. 4.1). The incoming Rossby waves in the two subdomains may have 
different sources and paths, and their breaking may be associated with different aspects of jet 
variability (e.g., Drouard et al. 2013, 2015). Furthermore, the locations of breaking waves relative 
to the TC distribution are different in the two subdomains, which could affect how breaking waves 
influence the TC development (e.g., Fig. 4.2). Consequently, the variability of RWB occurrence 
over the western and the eastern Atlantic are not necessarily closely related, and their impacts on 
TC activity may also differ. This warrants an investigation of the wave breaking that occur in the 




4.4.1 Correlation and Composite Analyses 
We divide the North Atlantic domain (D0) into a western (Dw) and an eastern (De) subdomain 
along the 45°W longitude line (Fig. 4.1). Although the choice of the dividing line is subjective, 
changing its longitude by 10 degrees does not alter our main results. We denote the frequency of 
RWB occurrence in the western and the eastern subdomains as RWBw and RWBe, respectively. 
The insignificant correlation between RWBw and RWBe (r≈0.27, Table 4.2) suggests that the 
variability of RWB occurrence in the two subdomains is rather independent. Table 4.2 also shows 
the correlations between the subdomain indices and the basin-wide frequency index of RWB 
(RWBFreq). The stronger correlation between RWBw and RWBFreq (r≈0.90), along with the 
larger standard deviations of RWB occurrence in Dw (Fig. 4.1b), suggests that the western basin 
makes a larger contribution to the basin-wide variability. The results prompted us to calculate and 
compare the correlations of RWBw and RWBe with TC activity (Table 4.2). Similar to RWBFreq, 
RWBw is highly correlated with the basin-wide hurricane count, TC count, and ACE. In contrast, 
RWBe has much weaker correlations with the three TC indices, and only the correlation with the 
ACE is statistically significant (p<0.05). This supports the notion that RWB over the western 
Atlantic has a different impact on TC activity than RWB over the East Atlantic.  
The contrast between RWBw and RWBe can be further illustrated by the composite analysis of 
TC tracks (Fig. 4.9).  The composites are constructed similarly to those in Fig. 4.5, except that the 
track density function (Xie et al. 2005) is shown to facilitate comparison and significance testing. 
The RWBw-associated variability of TC tracks closely resembles the variability associated with 
RWBfreq (not shown). When RWB occurs often over the western Atlantic (Dw), the track density 
is reduced over most of the basin. The most statistically significant signals are found south of 
25°N, with some scattered in the midlatitude (Fig. 4.9e). In contrast, the RWBe-associated 
variability is generally weaker and much less coherent in the tropics (Fig. 4.9f). Some statistically 
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significant differences of TC tracks are found over the extratropical western Atlantic, suggesting 
a shift of storm tracks and less landfalling TCs on the east coast of US when RWB occurs often in 
the eastern basin.  
4.4.2 Physical Interpretations 
We now investigate why RWBw is more strongly correlated with TC activity. One possibility 
is that RWB events in the two subdomains (Dw and De) have different characteristics (e.g., 
Galarneau et al. 2015) and thus impact TC activity differently. We examined the composites of 
RWB events in the two subdomains separately (figures not shown). In general, RWB in both 
subdomains show patterns similar to those in Figs. 4.3-4.4, although some statistically significant 
 
 
Figure 4.9 Composites of TC track density: (a) RWBw(+) group, (c) RWBw(−) group, and 
(e) their difference; and (b) RWBe(+) group, (d) RWBe(−) group, and (f) their difference. 
The blue dots in (a)–(d) highlight the genesis locations. The green dots in (e) and (f) 
highlight the track density difference above the 90% confidence level. 
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differences between the two subgroups are present. For example, the western basin events are 
accompanied by a weaker high-PV tongue and weaker VWS anomalies in their southeast, but are 
associated with stronger precipitation anomalies and surface anticyclonic anomalies. These 
differences are qualitatively consistent with the description in Galarneau et al. (2015). Based on 
the intra-basin differences, Galarneau et al. (2015) suggested that the western basin RWB is more 
favorable for the tropical transition. This, however, would imply a comparatively positive 
influence of RWB on tropical cyclogenesis in the western basin and does not explain the stronger 
negative correlations between RWBw and the Atlantic TC indices (Table 4.2). 
Another possibility for the stronger impacts of RWBw on TC activity is related to the different 
spatial distributions of RWB events with respect to TC tracks over the western and eastern Atlantic. 
As shown in Fig. 4.1, the regions frequented by both RWB and TCs are mostly found in the western 
basin, and the large variability of RWB is closer to TC tracks over the western Atlantic than over 
the eastern Atlantic. RWB over the western Atlantic can thus more effectively hinder the 
development of a TC precursor or the intensification of an existing TC. In contrast, RWB over the 
eastern Atlantic generally occurs more poleward of TC tracks. The spatial proximity of RWB to 
TC-distributions indicates that RWB in the western basin more readily influences TCs. In addition, 
even though RWB in the eastern basin may hinder the development of a tropical disturbance, the 
disturbance still has a chance to develop downstream if the environmental conditions are favorable 
in the western basin. The breaking wave in Fig. 4.2, for example, hindered the development of TD 
Ten over the Central Atlantic, but the remnant of TD Ten later merged with a tropical wave and 
developed into Hurricane Katrina over the Caribbean (Knabb et al. 2005). This helps explain why  
RWBe is weakly correlated with the TC number but has a stronger (although still moderate) 
correlation with the hurricane counts or the ACE (Table 4.2).  
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The seasonal mean variations of VWS and moisture also prove useful in explaining the contrast 
related to RWBw and RWBe. Figure 4.10 showed that the VWS and PW variations associated 
with RWBw are similar to those associated with RWBFreq, while the coherent and significant 
signals associated with RWBe mostly appear near Western Europe and North Africa and are rather 
limited over the tropical Atlantic. The stronger link between RWBw and the environmental 
variability of the tropical Atlantic thus also helps to explain the stronger correlation between 
RWBw and TC activity.  
 
 
Figure 4.10 As in Fig. 4.8, but for (left) RWBw and (right) RWBe. 
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4.5 Impacts of Tropical and Extratropical Variability on TC Activity 
RWB is related to both extratropical and tropical variability of the climate system. For example, 
the variability of RWB occurrence in the cold season has been linked to the phase transition and 
maintenance of the NAO (e.g., Rivière and Orlanski 2007; Woollings et al. 2008; Strong and 
Magnusdottir 2008). Meanwhile, the basic state on which Rossby waves propagate can be 
influenced by the tropical SST (e.g., Orlanski 2005; Drouard et al. 2015). Consistently, RWBFreq 
is highly correlated with the leading extratropical modes (see later discussion), the MDR SST (r=-
0.61), and the Niño3.4 index (r=0.36). This leads to the question whether the impacts of RWB, as 
documented in previous sections, simply reflect the indirect impacts of tropical forcing.   
To address the above question, we calculated the partial correlations (Stuart et al. 2009) between 
selected “forcing” indices (𝑋𝑖) and large-scale environmental variables (𝑌𝑗). The forcing indices 
(𝑋𝑖 ) considered here are the MDR SST, the Niño 3.4 and RWBFreq, and the environmental 
variables (𝑌𝑗) are PW, VWS, and THK of the 200-850hPa layer. Assume one is interested in the 
relation between a forcing index (𝑋1) and an environmental variable (𝑌1), the calculation of their 
partial correlation follows a two-step procedure: 1) removing the effects of the other forcing 
indices (𝑋2 and 𝑋3) from 𝑋1 and 𝑌1 using multivariate linear regression; 2) evaluating the Pearson 
correlation coefficient of the residuals of index 𝑋1 and variable 𝑌1. This method does not consider 
the nonlinear effects of forcing. Nonetheless, it can offer insights into how one “forcing” index 𝑋1 
independently affects the environmental variable 𝑌𝑖, while the effects of other “forcing” indices 
are controlled. The partial correlation relations are shown in Fig. 4.11.  
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Figures 4.11a–4.11c suggest that the local SST is the major contributor to the seasonal 
variability of PW over the tropical North Atlantic. Consistent with the strong local impacts of 
tropical SST on tropospheric moisture (e.g., Wentz and Schabel 2000), the correlation maps show 
that warm SST anomalies in the MDR correspond to higher moisture content over the tropical and 
subtropical North Atlantic. The impacts of the ENSO on PW are mainly restricted near the Greater 
Antilles, with lower PW values over the tropical North Atlantic associated with warm anomalies 
of the Niño 3.4 SST. The link between the ENSO and the Caribbean climate, as noted by many 
studies, is also manifested in precipitation variations (e.g., Giannini et al. 2000). In contrast, 
RWBFreq does not seem to independently modulate the seasonal mean PW over the tropical North 
Atlantic (Fig. 4.11c). Based on these findings, the mean tropical PW variations in Fig. 4.8a appear 
mainly contributed by the local SST variations (Fig. 4.8d).  
 
 
Figure 4.11 Partial correlation between climate “forcing” indices and seasonal means of 
different environmental variables. The indices include (left) MDR SST, (center) Niño-3.4, and 
(right) RWBFreq. The seasonal means are (top) PW, (middle) VWS, and (bottom) THK. Black 
dashed lines highlight the parts above the 95% confidence level. 
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Figures 4.11d-4.11f suggest that all the three “forcing” indices can independently modulate 
VWS in the tropics. The partial correlations show that warm anomalies of the MDR SST tend to 
reduce VWS in the MDR but enhance VWS between 20°N and 40°N. The ENSO mainly 
modulates VWS over the Caribbean, and its impact on the rest of the MDR is very limited. These 
SST-VWS relationships are consistent with the extensive preceding studies (e.g., Goldenberg and 
Shapiro 1996; Sutton and Hodson 2007; Zhang and Wang 2013). Meanwhile, we note that 
RWBFreq is positively correlated with VWS over a majority of the MDR, with statistically 
significant signals located over the Caribbean, the eastern and central MDR (Fig. 4.11f). The 
partial correlation pattern notably resembles the RWBFreq-associated VWS variations (Fig. 4.8c), 
indicating that the VWS variations reflect considerable extratropical influences. 
Through the thermal wind relation, the seasonal mean VWS variations can be related to THK 
changes (e.g., Allen and Sherwood 2008). The MDR SST, for example, is strongly correlated with 
THK near 20°N over the western Atlantic. The positive correlation probably arises from the SST-
related precipitation variations, which influence the air column thickness through diabatic heating. 
The THK changes associated with the ENSO have a very different spatial pattern, with statistically 
significant signals largely confined to the deep tropics (equatorward of 15°N). In contrast, the THK 
signals associated with RWBFreq mainly appear between 20°N–40°N, showing a negative 
correlation between THK and RWBFreq. The facts are consistent with the strong equatorward 
mixing of cold extratropical air facilitated by frequent RWB (e.g., Zhang et al. 2016). The 
associated thickness variations affect the THK gradient in the MDR and contribute to the 




The variability of RWB occurrence in the winter season has been linked to the variability of 
extratropical storm track (e.g., Rivière and Orlanski 2007). It is reasonable to expect that the 
variability of RWB occurrence in the hurricane season is also associated with extratropical 
dynamics. We indeed found that RWBFreq is significantly correlated with the extratropical modes, 
such as the North Atlantic Oscillation (r=0.42) and the East Atlantic pattern (r=-0.43) (Barnston 
and Livezey 1987). These relations and the implications for the extratropical climate will be 
addressed in an upcoming study.  
Overall our analyses suggest that the variability of RWB occurrences can strongly modulate 
some key aspects of the tropical environment (e.g., temperature and VWS) independent of tropical 
SST forcing in the Atlantic MDR and the Nino3.4 region. On the other hand, the tropical SST 
dominantly influences the variations of PW on the seasonal scale (Fig. 4.8a), even though RWB 
strongly regulates the moisture distribution on the synoptic scale (Section 3). These facts indicate 
that extratropical forcing, in addition to tropical forcing, is involved in the variability of Atlantic 
TC activity (Fig. 4.6 and Table 4.1). 
4.6 Summary and Discussion 
Much effort has been dedicated to understanding the variability and predictability of Atlantic 
TC activity in the past decades. Compared with the extensively studied tropical forcing, the 
extratropical impacts on TC activity have received less attention. This study investigated the 
impacts of extratropical RWB on tropical regions during the Atlantic hurricane season. The 
findings indicate that the extratropical processes associated with RWB are an important contributor 
to the variability of Atlantic TC activity. 
This study focuses on the anticyclonic RWB identified during July-October, the peak of 
hurricane season. A case study and composite analyses show that RWB affects the dynamic and 
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thermodynamic variables of the atmosphere on the synoptic scale, which include but are not 
limited to SLP, VWS, and moisture. Despite being generally weaker than their cold-season 
counterparts, the perturbations caused by breaking waves could extend throughout the troposphere.  
Although previous studies suggest that the PV streamers associated with anticyclonic RWB 
may occasionally lead to TC formation (e.g., Davis and Bosart 2004; Galarneau et al. 2015), our 
findings show that the overall impact of anticyclonic RWB on seasonal TC activity is negative. 
The correlations of TC activity (hurricane counts, TC counts, and the ACE) with RWB occurrence 
(RWBFreq and RWBArea) during 1979-2013 are negative with high statistical significance 
(p<0.01). The correlations are comparable to the corresponding correlations with the MDR SST 
index and stronger than those with the Niño 3.4 index. Composite analyses show that fewer TCs 
develop when RWB occurs frequently and that these TCs are generally less intense, have a shorter 
lifetime, and are less likely to make landfalls. The impacts can be explained by the variability of 
the large-scale circulation and the thermodynamic variables associated with RWB.  
In addition, breaking waves and their variability over the western (Dw) and the eastern Atlantic 
(De) were separately examined. The variability of RWB occurrence in the western and the eastern 
subdomains is weakly correlated with each other, indicating different forcing mechanisms. The 
variability of RWB occurrence over the western Atlantic is closely correlated with Atlantic TC 
activity. Its eastern basin counterpart, in contrast, has a moderate correlation with the ACE but 
does not significantly affect the basin-wide TC counts. Although breaking waves in the two 
subdomains are somewhat different, the intra-basin contrast can be largely attributed to the fact 
that western basin RWB generally occurs closer to the central portion of TC tracks and is more 
likely to affect TC intensification or reduce its lifetime.  
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We do recognize that both tropical variability and extratropical variability can influence RWB. 
To examine whether the impacts of RWB on Atlantic TC activity can be independent of tropical 
SST forcing, a partial correlation analysis was carried out to evaluate how environmental variables 
change with different “forcing” indices (Section 6). It was shown that RWB can modulate tropical 
Atlantic environment (e.g., VWS and temperature) independent of the SST forcing in the Atlantic 
MDR and the Niño3.4 region. The analyses also suggest that the extratropical impacts on the 
tropical large-scale environment may be comparable to the variations forced by tropical climate 
modes in certain aspects.  
The findings here extend the existing studies of RWB and underscore the role of RWB in 
tropical-extratropical interaction and regional climate variability in the warm season. Since RWB 
is sensitive to both the variations of the upstream disturbances and the mean flow on which Rossby 
waves propagate (e.g., Orlanski 2005), the variability of RWB occurrence may be sensitive to 
different forcing sources and related to both tropical and extratropical processes. A better 
understanding of the physical processes related to RWB, which is the topic of the following 
chapters, will help to better understand the variability and predictability of Atlantic TC activity 




Chapter 5 North Atlantic Rossby Wave Breaking during the Hurricane 
Season: Wave Life Cycle and Role of Diabatic Heating1 
 
5.1 Background 
Amid the development of this dissertation research, the relation between extratropical RWB 
and TCs received increasing attention. While breaking extratropical waves can also extend into to 
the low latitudes and affect the development of TCs (e.g., Davis and Bosart 2004; Galarneau et al. 
2015; Zhang et al. 2016; Bentley et al. 2016), the extratropical transition of recurving tropical 
cyclones can modify the midlatitude flow and lead to wave breaking downstream (e.g., Riemer 
and Jones 2014; Archambault et al. 2015; Grams and Archambault 2016). How tropical cyclones 
and extratropical waves interact with each other are highly sensitive to their phase relationship and 
the flow configuration, as suggested by modeling studies (Riemer and Jones 2014; Leroux et al. 
2016) and observational analyses (Hanley et al. 2001; Galarneau et al. 2015; Zhang et al. 2017). 
The sensitivity poses a challenge for weather forecasting (e.g., Fitzpatrick et al. 1995; Davis and 
Bosart 2004) and the subseasonal-to-seasonal prediction (Li et al. 2017). 
Despite the large body of studies pertaining to RWB, the life cycle of breaking waves during 
the warm season received limited attention. From an observational standpoint, the preceding 
studies mostly examine the mutual influences of tropical cyclones and breaking waves (e.g., 
Archambault et al. 2015; Galarneau et al. 2015; Zhang et al. 2016, 2017), but the life cycle of 
breaking waves during the warm season has not been well studied. From a theoretical standpoint, 
the existing understanding of the life cycle of breaking waves is mainly based on dry simulations 
of waves in the strong baroclinic environment (Thorncroft et al. 1993; Peters and Waugh 1996; 
                                                 
 
1 Adapted from Zhang and Wang (2017). ©American Meteorological Society. Used with permission. 
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Hartmann and Zuercher 1998; Polvani and Esler 2007). These dry simulations capture many 
fundamental aspects of wave development and afford valuable insights into the wave-flow 
interaction involved in wave breaking. However, their idealized model configuration differs from 
the warm-season midlatitude environment in the real atmosphere, which is usually less baroclinic. 
In addition, the environmental moisture and the associated diabatic processes can modulate the 
evolution of baroclinic waves (e.g., Whitaker and Davis 1994; Parker and Thorpe 1995; Moore 
and Montgomery 2004; Boettcher and Wernli 2011; Chagnon et al. 2013; Tamarin and Kaspi 
2016). There is also evidence suggesting that including moisture, even in a strongly baroclinic 
environment, affects the behavior of breaking waves in idealized (Orlanski 2003) and real (e.g., 
Posselt and Martin 2004) simulations. More specifically, some case studies of the warm-season 
heavy precipitation (Massacand et al. 2001) and recurving tropical cyclones (Grams and 
Archambault 2016) showed that the release of latent heat in an amplifying upstream ridge 
facilitates the downstream wave breaking. The co-occurrences of breaking waves and strong moist 
airstreams that ascend in extratropical cyclones, namely warm conveyor belts, were examined in 
Madonna et al. (2014). However, it is surprising that the study found only 10 co-occurrences over 
the North Atlantic during June–November of 1989–2009 (their Table 1). The rarity appears to 
contradict our empirical knowledge from case analyses, which suggests that diabatic heating is 
regularly involved in wave breaking. We note that the warm conveyor belts considered by 
Madonna et al. (2014) include only events with the most intense ascending from the lowermost 
troposphere; it is possible that events with moderate diabatic heating and ascending motion 
contribute to wave breaking regularly.    
A key step towards better understanding and predicting breaking waves during the warm season 
is to characterize their life cycle in a realistic environment. In this study, we will use observation-
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constrained reanalysis data to analyze the composites of more than 400 breaking waves during 
July–October. We will seek to 1) examine the life cycle of breaking waves during the warm season, 
and 2) explore how diabatic processes affect the life cycle of those breaking waves. The findings 
will be discussed in the context of both theoretical research and weather forecasting.  
5.2 Additional Details of Data Analysis  
5.2.1 Definition of Wave Life Cycle 
We use the algorithm described in Section 2.2 to identify extratropical wave breaking by 
searching for the overturning of PV contours. To ensure consistency with the companion study 
described in Chapter 4, we focus on the breaking waves over the western subtropical North Atlantic 
(Fig. 5.1) during July–October of 1979–2013. The domain is approximately 45°W–85°W, 20°N–
35°N and corresponds to the western subdomain in Zhang et al. (2017), where breaking waves 
strongly affect tropical cyclone activity. The settings emphasize anticyclonic wave breaking, 
which is characterized by the anticyclonic rotation of low-PV and high-PV air (Thorncroft et al. 
1993; Peters and Waugh 1996). During the period of interest, anticyclonic wave breaking accounts 
for about 75% of wave breaking events over the North Atlantic basin and nearly all the events on 
the equatorward flank of the midlatitude jet.  
In many cases, the overturning of PV contours at adjacent time steps in our domain of interest 
is related to the same baroclinic wave. These time steps correspond to various stages of the wave 
life cycle (see Section 5.3.1). If all those time steps are used as the reference time to build lead-lag 
composites, the ambiguity of temporal phasing can contaminate the composite sequence of the 
wave life cycle. To address this issue, we select the life stage when the extent of equatorward high-
PV intrusions maximizes as the reference time. More specifically, we calculate the area of the 
equatorward intrusions associated with breaking waves on the 6-hourly basis. For the 6-hourly 
series in each year, the area anomalies associated with the intrusions are calculated by removing 
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the climatological seasonal cycle and the seasonal means of individual years. We next search for 
the local maxima that 1) deviate from zero by at least one standard deviation and 2) are the largest 
within a time window of ±2.5 days. The time steps that meet these conditions are defined as the 
reference time (𝑇 = 0 h). Each of these reference time steps (N=429) is considered corresponding 
to an individual breaking wave. Based on the reference time, we use both case analysis and lead-
lag composites to illustrate the wave life cycle. Although the criteria in selecting reference time 
are somewhat subjective, the output reasonably agrees with manual analyses. Varying the settings, 
such as using thresholds of 0.5 to 1.5 standard deviations or time windows of ±2 to ±4 days, affects 
the sample size of breaking waves (Table 5.1) but does not affect their qualitative characteristics.   
 
Figure 5.1 The 350-K PV distribution of climatology mean (red contours) during July–
October of 1981–2010 and composite of breaking waves (blue contours; N = 429) at 
the reference time (T = 0 h). From south to north, the PV values are contoured at 1, 2, 
4, 6, and 8 PV Unit (PVU, namely 10-6 K m2 s-1 kg-1). The breaking waves used in the 
composite analyses have their centroids of high-PV tongues located in the western 
subdomain in Zhang et al. (2017). The domain is highlighted by the black dashed lines. 
In addition, we randomly selected 40 breaking waves and plotted their 2-PVU contours 
using light blue lines. 
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5.2.2 PV Tendency and Diabatic Heating  
As discussed in Section 2.4, we study the wave life cycle within the PV framework. Using Eq. 
(2.2), we examine the local tendency of PV and its relationship with the 3D advection of PV and 
the diabatic production of PV. Both terms will be analyzed in detail to show how various processes 
contribute to the PV anomalies during wave breaking.  
To calculate the diabatic production of PV, one needs the information of diabatic heating 
(𝑑𝜃/𝑑𝑡). In the reanalysis system, the potential temperature field is modified by the physical 
processes described by the thermodynamics equations and the process of data assimilation 
(Fueglistaler et al. 2009). The potential temperature tendency thus can be expressed in the 
following form: 
𝑇𝑙𝑜𝑐𝑎𝑙 + 𝑇𝑎𝑑𝑣 = 𝑇𝑝ℎ𝑦𝑠𝑖𝑐𝑠 + 𝑇𝑎𝑠𝑠𝑖𝑚  (Eq. 5.1) 
where 𝑇𝑙𝑜𝑐𝑎𝑙 is the local tendency, 𝑇𝑎𝑑𝑣 is the tendency contributed by the 3D advection, 𝑇𝑝ℎ𝑦𝑠𝑖𝑐𝑠 
is the tendency forecasted by the parametrized model physics, and 𝑇𝑎𝑠𝑠𝑖𝑚  is the tendency 
introduced by the data assimilation. The left-hand side of Eq. (5.1) can be written as:  
𝑇𝑙𝑜𝑐𝑎𝑙 + 𝑇𝑎𝑑𝑣 =
∂θ
∂t
+ 𝐕 ∙ ∇θ =
dθ
dt
  (Eq. 5.2) 
The expression is often used to estimate 𝑇𝑝ℎ𝑦𝑠𝑖𝑐𝑠 (e.g., Ling and Zhang 2012; Tamarin and 
Kaspi 2016), which is related to physical processes including radiation, cloud microphysics, 
Table 5.1 Sensitivity test for the selection of breaking waves (see Section 2b). Criterion 
1): the deviation threshold (Dev.) ranges from 0.50 to 1.50 standard deviations of the area 
index. Criterion 2): the time window (T_win) ranges from 2.0 to 4.0 days.   
  
Dev. = 0.50 Dev. = 0.75 Dev. = 1.00 Dev. = 1.25 Dev. = 1.50 
T_win = 2.0 day 605 546 475 427 380 
T_win = 2.5 day 526 485 429 389 346 
T_win = 3.0 day 466 439 397 360 319 
T_win = 3.5 day 430 409 372 339 300 




turbulent mixing, etc. However, the estimate of 𝑇𝑝ℎ𝑦𝑠𝑖𝑐𝑠 is only accurate when 𝑇𝑎𝑠𝑠𝑖𝑚 is small or 
zero. Alternatively, 𝑇𝑝ℎ𝑦𝑠𝑖𝑐𝑠 can be acquired from the direct model output. In the case of ERA-
Interim, 𝑇𝑝ℎ𝑦𝑠𝑖𝑐𝑠 is provided at 3-hour intervals in the form of temperature tendency accumulated 
during 12-hour model forecasts (Berrisford et al. 2011). Using the data, we calculate the 6-hourly 
accumulation of 𝑇𝑝ℎ𝑦𝑠𝑖𝑐𝑠 and consider its difference from the left-hand side of Eq. (5.1) as 𝑇𝑎𝑠𝑠𝑖𝑚. 
Assuming that the errors in calculating the left-hand side of Eq. (5.1) are small, large values of 
𝑇𝑎𝑠𝑠𝑖𝑚  would suggest that the data assimilation strongly constrain the tendency of potential 
temperature, implying that the parametrized model physics may have trouble in producing the 
observed changes. We will examine 𝑇𝑝ℎ𝑦𝑠𝑖𝑐𝑠 and 𝑇𝑎𝑠𝑠𝑖𝑚 to infer the performance of parametrized 
model physics in capturing the temperature tendencies related to breaking waves. The PV tendency 
analysis will be complemented by Larangian analysis of air parcels, and the results will be reported 
in Section 5.4 
5.3 Life Cycle of Breaking Waves 
5.3.1 Overview of Breaking Rossby Waves  
For the convenience of discussion, we start with an overview of breaking waves (N=429) at the 
reference time (𝑇 = 0 h). Consistent with the broad domain where the breaking waves were 
identified, Fig. 5.1 shows that the 2-PVU contours of individual breaking waves have large 
variability. In many cases, the perturbed flow involved in wave breaking causes the 2-PVU contour 
to deviate far away from the climatological mean position. The deviation is also clear in the 
composite of breaking waves, which shows that the composite mean 2-PVU contour overturns 
over the western Atlantic (near 30°N, 60°W), featuring high-PV air that wraps anticyclonically 
around an area of relatively low PV. The equatorward intrusion of high-PV air, as emphasized in 
Zhang et al. (2016, 2017), results in significant extratropical impacts on tropical weather. To the 
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northeast of the high-PV air, the PV contours displace northward from their climatological 
positions, and the displacement is accompanied by the southward displacement of PV contours 
both upstream and downstream.  
Many environmental variations accompany wave breaking, and here we briefly discuss some 
variations associated with the life cycle of a breaking wave in August 2002 (Fig. 5.2). The case is 
selected because of its extensive high-PV tongue and well-defined meteorological features. As one 
of the 429 identified breaking waves, this case features signatures of wave breaking at a few 
consecutive time steps. At 1200 UTC 27 August 2002, the high-PV tongue is the most extensive, 
so the time step corresponds to the reference time (𝑇 = 0 h) (Fig. 5.2c). To examine the life cycle 
of the breaking wave, we show snapshots within a time window of ±2 days at a one-day interval. 
Notably, the pattern of wave breaking also appears at adjacent time steps. But owing to our criteria 
of selecting the reference time (Section 5.2.2), these time steps do not separately count towards 
the 429 cases of breaking waves but are instead connected to the life cycle of a single case of wave 
breaking.   
At 1200 UTC 25 August, the 850-hPa geopotential height shows two lows, L1 and L2, over 
North America (Fig. 5.2a). While L1 appears at a higher latitude and has attained a well-defined 
circulation, L2 is an open system embedded in a tropical moisture plume near the east coast of 
North America. In this region, the relatively sharp gradients of the 850-hPa geopotential height 
and the moisture content suggest the presence of a frontal system. In the next 24 hours, L2 slowly 
moves northeastward but develops rapidly as a moist and warm airstream wraps into its center. By 
the end of the 24 hours, the strength of L2 has exceeded that of the incoming L1 (Fig. 5.2b). 
Meanwhile, a low-PV tongue develops east of L2 and over the moisture plume, consistent with 
the amplification of a ridge at the 200-hPa level (not shown).  
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By 1200 UTC 27 August, the reference time (𝑇 = 0 h) of wave breaking, the two lower-
troposphere lows have merged (the new low denoted as “L” in Fig. 2c) and travelled northeastward 
to the open ocean. Meanwhile, the low-PV tongue at the 350-K isentropic surface extends 
northeastward and contributes to the extensive reversal of PV contour, which exemplifies the 
pattern of wave breaking. In the following 48 hours, the 850-hPa low continues moving 
northeastward in the extratropics. At lower latitudes, the subtropical high and the 350-K high-PV 
 
Figure 5.2 The life cycle of a breaking wave 
in August 2002. The titles of subplots denote 
the time, which are 1200 UTC of (a) August 
25, (b) August 26, (c) August 27, (d) August 
28, and (e) August 29. Especially, 1200 UTC 
August 27 corresponds to T = 0 h. Color 
shading represents the total precipitable water 
(unit: kg m–2). White contours show the 850-
hPa geopotential height (unit: m), and the 
contour intervals are 40 m. Black contours 
show 2-PVU contours on the 350-K 
isentropic surface. The red text highlights the 




tongue transport the extratropical dry air southwestward into the tropics. The impacts of similar 
events on tropical weather have been documented in the Chapters 3 and 4. This chapter will focus 
on the extratropical variations in the wave life cycle, which will be analyzed using the composite 
analysis in the followed sections.   
5.3.2 Synoptic Evolution of Breaking Waves: Lead–lag Composites 
We next examine the evolution of breaking waves using lead–lag composites (Fig. 5.3). The 
reference time (𝑇 = 0 h) in the lead-lag composites, as described in Section 5.2.2, is the 429 time 
steps when the high-PV tongues of breaking waves are the most extensive. We derive the lead-lag 
composites by averaging variables leading or lagging the 429 time steps. The lead-lag composites 
at positive time steps like +96 h are the averages that are 96 h after the reference time. The 
composites at negative time steps like -96 h are the averages that are 96 h before the reference 
time. Other than requiring the centroids of the high-PV tongues to appear in the domain of the 
northwestern Atlantic (Fig. 5.1) at 𝑇 = 0 h, the composite analysis imposes no constraints on the 
location, the configuration, or the propagation of the breaking waves. Despite the large variability 
among breaking waves, the composite wave shows statistically significant anomalies at both upper 
and lower levels. The sequence from -96 h to +96 h suggests that the primary wave signals start as 
weak perturbations, develop over North America, peak over the North Atlantic, and decay near 
Western Europe. The lifespan of the breaking wave is at least eight days, roughly consistent with 
that in the past idealized simulations (e.g., Thorncroft et al. 1993; Polvani and Esler 2007).  
At the 850-hPa level, a dipole of geopotential height anomalies develops near the Great Lakes 
region and corresponds to an increasingly sharp gradient of geopotential height between the pair 
(𝑇 = −96 h to − 48 h ). The orientation of the dipole is initially northwest–southeast (𝑇 =
−96 h to − 48 h) but soon rotates anticyclonically as the cyclonic anomalies move northeastward 
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and the anticyclonic anomalies nearly stagnate (𝑇 = −48 h to + 48 h).  The gradual change of 
the orientation is more evident in the composites that are plotted at shorter time intervals (not 
shown) and cannot be explained by the interaction of the lower-level cyclone and anticyclone. 
 
Figure 5.3 Composites of breaking waves from T = –96 h to +96 h. (a)–(e): Anomalies of 850-
hPa geopotential height (black contours) and 2-m temperature (color shading). (f)–(j): 
Anomalies of 200–hPa geopotential height (gray contours) and total precipitable water (color 
shading). In the right column, the 2.5-PVU contours (green) on the 350-K isentropic surface 
outline the breaking wave near T = 0 h. The units of anomalies of PV, geopotential height, 2-
m temperature, and total precipitable water are PVU, m, K, and kg m–2, respectively. The 200-
hPa and 850-hPa geopotential height anomalies are contoured at the intervals of 15 m and 5 
m, respectively; their zero contours are highlighted by bolding. Signals that pass the 90%-
confidence level, which is estimated with Student’s t-test, are highlighted with black contours 
and dots shading. 
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Instead, the composites suggest that the lower-level cyclone moves towards Greenland (𝑇 =
−48 h to 0 h) due to the poleward and nonlinear advection by the upper-level ridge and trough 
anomalies (e.g., Coronel et al. 2015; Tamarin and Kaspi 2016). After reaching the south of 
Greenland, the lower-level cyclone appears to continue moving eastward, and the associated 
geopotential height anomalies strengthen by >80% (about 10 m) after merging with a lower-level 
trough near Iceland (𝑇 = −48 h to 0 h).  
At the 200-hPa level, a weak wave train pattern is clear in the midlatitudes before wave breaking 
(𝑇 = −96 h to 0 h). During the wave life cycle, the most striking feature of the wave train is the 
amplifying ridge that moves from North America to the North Atlantic. As the baroclinic wave 
amplifies, the ridge anomalies over the relatively moist regions become about four times as strong 
as the adjacent trough anomalies the over relatively dry regions (𝑇 = 0 h). The strengthening of 
ridge-related negative PV anomalies, together with the 3D advection of high PV southeast of the 
ridge (see Section 5.4.1), result in the overturning of PV contours south of the ridge (Figs. 3f-3j), 
a defining feature of Rossby wave breaking. The amplification of the ridge anomalies is broader 
and more rapid than that of the adjacent trough anomalies. The strong asymmetry of the 
amplification rates differs from the life cycle of dry baroclinic waves in idealized simulations (e.g., 
Thorncroft et al. 1993; Polvani and Esler 2007), which instead shows that ridge and trough 
anomalies grow at more comparable rates. A preference of anticyclone development at the upper 
level is present in a two-layer moist quasi-geostrophic model and strengthens with the latent 
heating (Lapeyre and Held 2004). Thus, the preferred amplification of ridge anomalies may see 
contributions by moist processes. The possibility will be further explored in Section 5.4. 
The flow anomalies of the breaking wave are coupled with anomalies in other atmospheric 
variables and affect an extensive area. For example, the lower-level cyclone–anticyclone pair that 
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develops over North America affects temperature advection and contributes to a dipole of 
temperature anomalies (𝑇 = −48 h). Similarly, the lower-level cyclone over the East Atlantic at 
the late stage of wave lifecycle promotes warm advection and leads to wide-spread warm 
anomalies over West Europe (𝑇 = +48 h). In addition, the near-surface temperature anomalies 
generally accompany the anomalies of total precipitable water, especially at the developing stage 
of the breaking wave (𝑇 = −96 h to 0 h). The anomalies are up to 4 mm along the east coast of 
North America, or 10%–20% of the local background values during July–October. The anomalies 
associated with breaking waves are also observed in sea level pressure and vertical wind shear (not 
shown). Compared to the pronounced environmental perturbations in individual cases (e.g., L in 
Fig. 5.2), the anomalies in the composites are moderate because the composite averaging smooths 
out perturbations. Nonetheless, the characteristics of the wave life cycle in the case analysis and 
the lead–lag composites are generally consistent.  
5.3.3 Wave Propagation and Large-Scale Environment  
In many modeling studies of wave breaking, baroclinic waves develop from minimal 
perturbations by converting baroclinic energy within specified domains (e.g., Thorncroft et al. 
1993; Polvani and Esler 2007). However, the baroclinic waves in the real world can develop from 
pre-existing upper-level perturbations that move from remote regions (e.g., Petterssen and Smebye 
1971). To better assess the wave life cycle in a broader context, we use the Hovmöller diagram to 
examine the wave signals in an extended temporal and longitudinal range. The spatial–temporal 
relation in the Hovmöller diagram follows that in the lead–lag composites. The diagram averages 
the data between 35°N–55°N and shows the averages in the longitude–time space. 
Figure 5.4 shows that a weak wave train, from about 𝑇 = −144 h to 120 h , propagates 
eastward from the North Pacific to North America, North Atlantic, and Eurasia at a zonal group 
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speed of about 34 longitudinal degrees per day (~30 m s−1). As suggested by recent studies on 
the wintertime teleconnection between the North Pacific and the North Atlantic (e.g., Drouard et 
al. 2015), the downstream propagation suggests that flow perturbations over the North Pacific 
modulate wave breaking over the North Atlantic. At about 𝑇 = −72 h, a ridge node of the wave 
 
Figure 5.4 Hovmöller diagram of the anomalies (average over 35°N–55°N) associated with 
breaking waves. (a): Anomalies of 200-hPa geopotential height (shading) and total 
precipitable water (gray contour). (b): Anomalies of 200-hPa PV (shading) and precipitation 
(gray contour). The units of geopotential height, total precipitable water, PV, and 
precipitation are m, mm, PVU, and mm, respectively. The total precipitable water and 
precipitation anomalies contoured at the intervals of 0.5 mm and 0.1 mm, respectively. The 
zero contours of geopotential height and PV are omitted for clarity of the figure. Signals 
that pass the 90%-confidence level are highlighted with black contour and dots shading. 
The subjective reference lines (red) help determine the group speed and the phase speed of 




train starts to amplify rapidly over North America (near 80°W). The amplifying ridge soon 
becomes the strongest node of the wave train (𝑇 = −24 h), and the zonal group speed of the wave  
packet appear to increase to about 88 longitudinal degrees per day (~80 m s−1). It is difficult to 
determine the exact cause of such an increase in the group speed, especially given that the speed 
values are subject to potential analysis errors. Nonetheless, the zonal group speed is clearly larger 
than the zonal phase speed, which is about 11 longitudinal degrees per day (~10 m s−1). The zonal 
phase speed, rather than the zonal group speed, is close to the moving speed of the lower-level 
cyclone (Figs. 3a-3e), suggesting a coupling between the upper and the lower levels. This suggests 
that the lower-level cyclone over the East Atlantic (𝑇 = 48 h; Fig. 5.3d) is a cyclone that moves 
from the West Atlantic, rather than a new cyclone that develops locally due to the downstream 
energy dispersion (Simmons and Hoskins 1979; Orlanski and Sheldon 1995).  
Consistent with Fig. 5.3, the Hovmöller diagram also shows the correspondence of flow 
anomalies and moisture anomalies. More specifically, the strongest anomalies of 200-hPa 
geopotential height appear about 10 longitudinal degrees east of the strongest anomalies of total 
precipitable water (Fig. 5.4a). A similar relationship of spatial phasing also exists between the 
anomalies of 200-hPa PV and precipitation (Fig. 5.4b), even though the precipitation anomalies 
appear more localized when compared with the anomalies of total precipitable water. Given that 
the moisture anomalies are coupled with the lower-level temperature and flow anomalies, the 
spatial phasing can be linked to the westward tilting of geopotential height anomalies with height 
(e.g., Fig. 5.3b and 5.3g), which is an essential characteristic of baroclinic waves in both dry (e.g., 
Eady 1949)and moist (e.g., Moore and Montgomery 2004) environment. The spatial phasing is 
also consistent with the Sutcliffe–Petterssen development theory, in which cyclogenesis involves 
a positive feedback between the lower-level thermal advection and the upper-level vorticity 
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advection (Sutcliffe and Forsdyke 1950; Pettersen 1956). Especially, the quasi-geostrophic forcing 
for ascent related to the weak upper-level trough (near 100°W) may play a role in initiating 
precipitation around 𝑇 = −72 h. Nonetheless, the strongest flow anomalies associated with the 
amplifying upper-level ridge appear near 𝑇 = 0 h and lag the strongest anomalies of moisture and 
precipitation by about 18 hours, suggesting that diabatic processes feedback to the flow during the 
wave life cycle. The next section will investigate the role of diabatic processes in the development 
of breaking waves.  
5.4 Diabatic Impacts on Wave Life Cycle   
The impacts of diabatic processes on the lower-level flow, such as the cyclone intensification 
(e.g., Whitaker and Davis 1994; Parker and Thorpe 1995) and the cyclone motion (e.g., Coronel 
et al. 2015; Tamarin and Kaspi 2016), have been extensively investigated from the PV perspective. 
The physical mechanisms described in the earlier studies can satisfactorily explain the low-level 
flow evolution. Here we mainly focus on how diabatic processes facilitates upper-level wave 
breaking, which to our knowledge has not been thoroughly studied. 
5.4.1 PV Budget Analysis 
For the sake of brevity, we select 𝑇 = −48 h, when precipitation is relatively heavy (Fig. 5.4), 
and analyze the tendency of 200-hPa PV caused by the 3D advection and the diabatic production 
(see Eq. 5.2). The 3D advection is further separated into the horizontal advection and the vertical 
advection; the PV production by diabatic heating, as introduced in Section 5.2.4, is separated into 
two parts contributed by the parametrized model physics and the data assimilation, respectively. 
This approach helps analyze how different physical and model processes affect the upper-level PV, 






Figure 5.5 The 200-hPa PV tendency 
(shading) by the advection at T = –48 h. 
(a)(b)(c) show the contributions by the 3D 
advection, the horizontal advection, and the 
vertical advection, respectively. The PV 
tendency is plotted using the unit PVU per 6 
hours. The grey contours show the anomalies 
of 200-hPa geopotential height, with the 
signals that pass the 90%-confidence level 
highlighted with the black color. All the 
other settings follow those of Fig. 5.3. 
 
Figure 5.6 Same as Fig. 5.5, but for the PV 
tendency by the diabatic production. (a)(b)(c) 
show the contributions by the total diabatic 
heating, the parametrized model physics, and 




The PV tendency caused by the 3D advection (Fig. 5.5a) is dominated by a dipole pattern near 
the upper-level ridge. Consistent with the eastward motion of the upper-level ridge, the positive 
PV tendency prevails on the west side of the upper-level ridge while the negative PV tendency 
dominates the east side. The maximum strength of PV tendency is about 0.3 PVU per 6 hours on 
both sides of the ridge, but the positive PV tendency on the west side is slightly weaker. The 
difference is related to the contribution by the vertical advection on the northwestern side of the 
upper-level ridge (Fig. 5.5c). The contribution by the vertical advection is weaker than the 
horizontal advection (Fig. 5.5b) but still statistically significant from being zero. Notably, the 
negative vertical advection counteracts the positive tendency by the horizontal advection in the 
western part of the upper-level ridge. The negative vertical advection thus helps amplify the upper-
level ridge and slow down its eastward propagation. The negative vertical advection, given that 
PV generally increases with height within the upper troposphere and lower stratosphere, can be 
largely explained by the upward motion in the precipitating region (not shown; see Fig. 4 in Zhang 
et al. 2017). Similarly, the weak positive PV tendency southeast of the ridge, which moderately 
strengthens the high-PV tongue associated with wave breaking, can be attributed to the local 
downward motion (not shown).  
Like the vertical advection, diabatic heating also contributes to negative PV tendency on the 
northwestern side of the upper-level ridge (Fig. 5.6a). The negative PV tendency, which amplifies 
the upper-level ridge, likely arises from the moist updraft and the release of latent heat associated 
with the precipitation anomalies. As the heating tends to maximize in the middle troposphere, the 
static stability in the upper troposphere likely decreases, and the change is accompanied by 
negative PV anomalies (e.g., Raymond and Jiang 1990; Chagnon and Gray 2009; Rowe and 
Hitchman 2015). The negative PV tendency is notably stronger than the positive tendency in the 
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nearby non-precipitating trough regions (cf. Figs. 3 and 4), likely because precipitation contributes 
to relatively intense vertical motion and diabatic heating. The difference in the PV tendency is 
consistent with that the ridge anomalies gradually become stronger than the trough anomalies (𝑇 =
−96 h to 0 h, Fig. 5.4). Interestingly, further analyses of the diabatic production suggest that the 
parametrized model physics (Fig. 5.6b) contributes much less than the data assimilation does (Fig. 
5.6c). Consistent with the weak PV tendency in Fig. 5.6b, the parameterized model physics tends 
to produce very weak diabatic heating near the 200-hPa level (not shown). In contrast, the PV 
tendency by the data assimilation (Fig. 6c) attains large values and shows a coherent pattern in the 
precipitating region, namely the northeast of North America (Fig. 4b). The fact that the coherent 
pattern is present in the precipitating region, rather than in the adjacent regions, suggests that the 
assimilation “corrections”—and thus model errors—are linked to moist diabatic processes. 
Admittedly, the PV tendency in Fig. 6c includes errors from estimating the residuals of 
temperature tendency, and it is difficult to directly validate the diabatic heating and its impacts in 
the reanalysis against the real state of the upper troposphere and lower stratosphere. However, 
previous studies reported large uncertainties of the local budget of diabatic heating in this layer 
and inferred that the forecast models used to generate the reanalysis datasets might suffer from 
deficient physics parameterizations (Fueglistaler et al. 2009; Wright and Fueglistaler 2013).  
We next move beyond 𝑇 = 0 h and evaluate the relative importance of the 3D advection and 
the diabatic production of PV in the development of the upper-level ridge. Based on the 
characteristics of the 200-hPa ridge at 𝑇 = 0 h, we set up a moving domain (65°W–35°W, 35°N–
55°N at 𝑇 = 0 h) that slides in the channel of 35°N–55°N. To characterize the evolution of the 
upper-level ridge, the center of the moving domain at each time step (𝑇 = −96 h to + 96 h) is 
determined using the zonal phase speed of the upper-level ridge. The phase speed is estimated 
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using the Hovmöller diagram (Fig. 5.4) and is about 11 longitudinal degrees per day (~10 m s−1). 
Within the moving domain, we calculate the averages of key variables and show their time series 
(Fig. 5.7). Before introducing the results, we note that moderate changes of the settings of the 
moving domain, such as varying its latitudinal or longitudinal ranges by 5 degrees, do not affect 
the results to be presented.   
Figure 5.7a shows that the increase of precipitation precedes the development of the upper-level 
ridge by about 24 hours, and the time when the ridge anomalies reach the greatest strength roughly 
corresponds to the time of wave breaking (𝑇 = −0 h). The characteristics, consistent with Figs. 
5.3 and 5.4, suggest that our approach of tracking the upper-level ridge reasonably describes its 
development and the associated precipitation anomalies, lending confidence to our evaluation of 
the PV tendency related to the 3D advection and the diabatic production (Fig. 5.7b). A comparison 
of Figs. 7a and 7b suggests that the two terms of PV tendency reasonably describe the PV changes 
in the moving domain. During the wave life cycle, the 3D advection does not strongly affect the 
PV associated with the moving ridge until about 𝑇 = −24 h, when the horizontal advection on the 
northwestern side of the ridge becomes relatively strong (not shown). As the ridge moves eastward 
and the trough northwest of the ridge deepens (Fig. 5.3i), the positive contribution by the 3D 
advection increases and peaks during 𝑇 = 0 h to 48 h (Fig. 5.7b), corresponding to the rapid 
weakening of the upper-level ridge. However, the ridge amplification is mainly related to the 
diabatic production (Fig. 5.7b), which dominates the PV tendency during 𝑇 = −72 h to − 36 h. 
The period corresponds to active precipitation (Fig. 5.7a) and features the diabatic production of 
PV that is consistently negative. After 𝑇 = −36 h , the contribution by diabatic production 
weakens with the precipitation and remains close to zero after wave breaking.  
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We further examine how the individual terms in Eq. (5.1) contribute to the PV tendency. Fig. 
5.7c suggests that the strong tendency contributed by the horizontal and the vertical advection 
offsets each other before 𝑇 = −24 h, keeping the contribution by the 3D advection close to zero. 
After 𝑇 = −24 h, the contribution by the vertical advection switches from negative to positive and  
weakens to <30% of the contribution by the horizontal advection. The positive tendency by the 
horizontal advection is related to the advection of PV across the boundaries of the moving domain, 
 
Figure 5.7 Time series of key variables in the moving domain that characterizes the 200-hPa 
ridge (see the text for details). (a): 200-hPa PV (blue; unit: PVU) and precipitation (red; unit: 
mm). (b): PV tendency by the 3D advection (brown) and the diabatic production (purple). (c): 
PV tendency by the horizontal (brown) and the vertical (purple) advection. (d): The horizontal 
advection of PV by the irrotational wind (brown) and the non-divergent wind (purple) 
components. (e): PV tendency by the parameterized physics (brown) and the data assimilation 
(purple). (f): Total PV tendency estimated by summing the tendency terms (brown) and by 
differencing the values of PV (purple). The unit of all the PV tendency terms is PVU per 6 
hours. To maximize details, the scaling of vertical axes in (e) and (f) differs from that in (b), 




whose contribution can deviate from zero due to an asymmetry of the perturbed flow (Fig. 5.5b). 
The positive tendency is also consistent with Swenson and Straus (2017), which noted that the 
transient eddy momentum and heat fluxes associated with wave breaking opposes the ridge 
amplification and contributes to the ridge decay. Following earlier studies (Teubler and Riemer 
2016), the horizontal advection of PV is partitioned into the part contributed by the irrotational 
wind and the part contributed by the non-divergent wind (Fig. 5.7d). The latter can be associated 
with diabatic processes, but its contribution to the PV tendency is close to zero, much weaker than 
the other terms modulated by diabatic processes. Notably, the vertical advection (Fig. 5.7c), 
another term related to the moist updrafts and thus the diabatic impact, is about 150% as strong as 
the contribution by the diabatic production (Fig. 5.7b). On other hand, the diabatic production is 
not strongly affected by the parameterized physics but is instead dominated by the assimilation 
term (Fig. 5.7e). The phasing of the assimilation term is consistent with that of the precipitation, 
suggesting that the assimilation term is unlikely dominated by random calculation errors in the PV 
budget analysis.  
Due to the coarse spatial and temporal resolution of our data, we expect some uncertainty of 
the PV budget analysis. We estimate the uncertainty by comparing the PV tendency estimated with 
two methods: 1) summing of the 3D advection and the diabatic production (“sum”), and 2) 
differencing the observed PV values (“observed”). We consider the latter as the truth and compare 
it with the “sum” of the tendency terms. As shown in Fig. 5.7f, a comparison of the estimated PV 
tendency suggests that the “sum” has a consistent and positive bias during 𝑇 = −72 h to 48 h. 
Especially, the “sum” of the PV budget terms underestimates the negative PV tendency related to 
the ridge amplification (𝑇 = −72 h to − 24 h) by about 0.04 PVU per six hours. Assuming that 
the signs of the PV tendency terms are reliable, correcting the bias would require a reduction the 
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positive horizontal advection (~0.04 PVU per six hours) by ~100%, or increasing the negative PV 
tendency terms (~0.05 PVU per six hours) by ~80%.   
Overall, the PV budget analysis suggests that the PV tendency related to the horizontal and the 
vertical advection are large, but their contributions offset each other when precipitation is active. 
Consequently, the 3D advection does not dominate the intensity changes of the ridge until after 
the wave breaks. The amplification of the upper-level ridge, which is underestimated in the PV 
budget analysis, appears to result from the vertical advection and the diabatic production of PV.  
5.4.2 Cross-section and Trajectory Analysis 
The estimate of the diabatic production term in the PV budget analysis has at least two 
limitations: 1) the budget analysis has substantial uncertainties during the period of wave 
amplification and active precipitation; 2) the term is dominated by the data assimilation, which is 
not explicitly related to physical processes. To support the connection between the negative PV 
anomalies to diabatic processes, we now carry out cross-section analyses of the breaking waves. 
For the brevity of discussion, we focus on 𝑇 = 0 h and build the composite cross-section of PV 
and potential temperature over the range of 35°W–65°W (Fig. 5.8), which covers the primary PV 
anomalies associated with wave breaking. Near 45°N, the negative PV anomalies related to the 
upper-level ridge extends from the lower stratosphere to the upper troposphere, with the strongest 
anomalies (close to -1 PVU) located near the tropopause (2-PVU contour). Even though the 
composite approach likely smoothens out some fine-scale structures, the strength of the negative 
PV anomalies implies possible folding of the tropopause. On the flanks of the negative PV 
anomalies, PV values increase near the tropopause at both 30°N and 60°. These PV anomalies are 
coupled with the lower-troposphere anomalies, including those near 45°N that correspond to the 




PV anomalies, as discussed in Martin (2006), are associated with anomalous static stability. 
Consistently, the negative PV anomalies near 45°N are accompanied by potential temperature 
anomalies that are positive below and negative above. The positive anomalies of potential 
temperature anomalies are vertically aligned near 45°N and show slantwise characteristics at 
higher latitudes, while the negative anomalies of potential temperature are almost concentrated 
above the deepest positive anomalies. The overall pattern is consistent with that of the temperature 
perturbations associated with the breaking waves over the North Pacific (Strong and Magnusdottir 
2009), even though their dataset and compositing approach differ from ours. The robust anomalies 
 
Figure 5.8 Zonal average (35°W–65°W) of the anomalies of potential temperature 
(gray contours) and potential vorticity (PV; color shading) that are associated with the 
breaking wave. The climatological mean of potential temperature (315, 330, 350, and 
385-K contours in green) and the climatological mean PV (2-PVU contour in red) are 
overlaid. The anomalies of potential temperature are plotted at the interval of 0.5 K, 
with the zero-contour thickened and the positive (negative) contours plotted with thin 
solid (dashed) lines. Signals that pass the 90%-confidence level are highlighted by 
black (contour) and dots (shading). 
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of potential temperature are related to anomalous static stability near the dynamic tropopause, 
which are consistent with the negative (positive) PV anomalies near 45°N (30°N and 60°N). The 
coherent structure is present at other time steps when the upper-level ridge is distinct. Next, we 
will link the anomalies of potential temperature to diabatic heating using the trajectory analysis. 
We carry out backward trajectory analysis for air parcels at 125-hPa and 300-hPa levels 
(hereafter the 125-hPa and the 300-hPa groups), where the anomalies of potential temperature are 
the strongest (𝑇 = 0 h). When the tracking is initialized, the air parcels are on the 2.5-degree grid 
 
Figure 5.9 Distributions of the ridge-associated air parcels at different time steps. The 
backward tracking is initialized at T = 0 h for the air parcels at the 125-hPa (blue) and the 
300-hPa (red) levels. At T = 0 h, the analyzed air parcels have to be located in the ridge 
region (black dashed lines) and right above or below the negative PV anomalies at the 200-
hPa. We show the distributions of these air parcels at (a): T = -48 h and (b): T = -96 h. The 
distribution functions are contoured with the interval of 5×10-3 on a 5-degree grid. 
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of the reanalysis data and located in the domain of 65°W–35°W, 35°N–55°N. To ensure that the 
analyzed air parcels are directly related to the ridge, we calculate the anomalies of the 200-hPa PV 
at 𝑇 = 0 h and only analyze the air parcels that are right above or below these negative PV 
anomalies. These air parcels are tracked for each breaking wave individually, but the 
characteristics of the parcels are analyzed collectively. Like the analyses of the PV tendency, 
moderate changes of the domain do not undermine the findings to be presented. The distributions 
of the ridge-associated air parcels are shown in Fig. 5.9. At 𝑇 = −96 h (Fig. 5.9a), a majority of 
the parcels in the 125-hPa level group are located over the western coast of North America, while 
their 300-hPa counterparts generally appear over North America. By 𝑇 = −48 h (Fig. 5.9b), the 
air parcels in the two groups begin to meet near the eastern coast of North America, where the 
precipitation is active (Fig. 5.4b). The spatial overlapping of the air parcels and the precipitation 
is consistent with expectation that the diabatic processes related to precipitation may modify the 
potential temperature of the tracked air parcels.  
 We now use the joint probability distribution function (PDF) to link the potential temperature 
changes (𝑇 = −96 h to 0 h) of the air parcels to their vertical displacement (𝑇 = −96 h to 0 h), 
as well as the anomalies of potential temperature (𝑇 = 0 h) relative to the seasonally adjusted long-
term mean. Figures 5.10a and 5.10c show the joint PDF of the potential temperature changes and 
the vertical displacement of the air parcels. The two variables show a nearly linear relation for the 
air parcels in the 300-hPa group, with most air parcels originating between the 200-hPa and the 
700-hPa levels. The linear relation in the 300-hPa group slopes at about 0.06 K per hPa, a value 
comparable to the mean environmental lapse rate within 35°N–55°N (Fig. 5.8), implying that the 
relation can be explained by the displacement of heated parcels in a stratified atmosphere. Such a 
linear relation is absent in the 125-hPa group, in which air parcels show much smaller vertical 
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displacement in the isobaric coordinates. The comparison of the 300-hPa and the 125-hPa groups 
also suggests that the air parcels in the 300-hPa group more likely experience strong latent heating  
associated with ascending motion (57%), while their 125-hPa counterparts generally experience 
weak net cooling (67%). The signs, locations, and intensities of the diabatic heating are consistent 
with the latent heating in the troposphere and the radiative cooling in the lower stratosphere. 
 
Figure 5.10 Diabatic heating experienced by the ridge-associated air parcels from T = –96 h to 
T = 0 h. (a)(c): PDFs of the potential temperature changes (ΔPT) and the vertical displacement 
(ΔPres) experienced by of air parcels in the 300-hPa and 125-hPa groups (see the text for more 
details). (b)(d) PDFs of the potential temperature changes and the potential temperature 
anomalies (PTA) at T = 0 h. All the changes are calculated as the state at T = 0 h minuses the 
state at T = -96 h, so the positive values along the vertical axes of (a)(b)(c)(d) and the negative 
values along the horizontal axes of (a)(c) correspond to heating and ascending, respectively. 
The white dashed lines separate the domains into four quadrants, and the sums of the PDFs in 




Figures 5.10b and 5.10d show the joint PDF of the potential temperature changes of the air parcels 
(𝑇 = −96 h to 0 h) and the anomalies of potential temperature at 𝑇 = 0 h. As expected, most air 
parcels in the 300-hPa group are associated with positive anomalies of potential temperature at 
𝑇 = 0 h, and over two thirds of these parcels experience net heating during 𝑇 = −96 h to 0 h. 
Similarly, most air parcels in the 125-hPa group are associated with negative anomalies of potential 
temperature at 𝑇 = 0 h , and over two thirds of them experience net cooling during 𝑇 =
−96 h to 0 h. Taken together, the analyses suggest that the diabatic heating during the early stage 
of the wave life cycle is consistent with the reduced static stability near the tropopause (Fig. 5.8), 
and hence diabatic processes are crucial for the amplification of the upper-level ridge that 
culminates in wave breaking.  
5.5 Summary and Discussion 
Previous studies suggest that understanding the life cycle of breaking waves is valuable for 
weather forecasting and subseasonal-to-seasonal prediction for the warm season. This study 
analyzes anticyclonic wave breaking in the North Atlantic basin. The wave breaking signals at the 
upper level are coupled with a dipole of geopotential height anomalies and moist anomalies at the 
lower level. Moreover, the breaking waves are related to a Rossby wave dispersion from the North 
Pacific. When the wave train approaches the east coast of North America, a ridge develops rapidly 
over a poleward stream of warm and moist air. The rapid ridge amplification, as well as the 
concomitant PV advection on the southeast side of the ridge, eventually overturns PV contours 
and promotes Rossby wave breaking. Notably, the ridge anomalies are about four times as strong 
as the adjacent trough anomalies that develop over the relatively dry regions. The preferred 
amplification of the upper-level ridge differs from that in the dry idealized simulations, which 
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features a comparable amplification of ridge and trough anomalies, and suggests the influence of 
moist diabatic processes.  
We link the upper-level ridge amplification to the diabatic heating using the PV tendency 
analyses and the trajectory analysis of the ridge-related air parcels. The PV tendency analyses 
suggest that the horizontal advection of PV largely dictates the movement of the upper-level ridge 
and explains its decay after wave breaking. Especially, the horizontal advection by the perturbed 
flow is large but opposes the ridge amplification. The opposing effect of the horizontal advection 
is outpowered by the vertical advection and the diabatic production of PV, which account for 
nearly all the ridge-related decrease of PV before wave breaking. Although the PV budget analysis 
has uncertainties due to the data resolution and our composite methodology, the finding is 
corroborated by the cross-section and Lagrangian trajectory analysis. These analyses suggest that 
the ridge-related anomalies of PV are associated with the decrease of static stability near the 
tropopause, which can be attributed to the heating of tropospheric air and the cooling of 
stratospheric air by diabatic processes.  
The findings of the wave life cycle and the diabatic heating can be generalized for anticyclonic 
wave breaking over the other ocean basins and for different seasons. Compositing breaking waves 
in different domains can result in moderately different the patterns during the wave life cycle, but 
we consistently find that that diabatic processes amplify the upper-level ridge and promote 
anticyclone wave breaking (not shown). We also examined cyclonic wave breaking over the 
oceans, which tend to occur less often and at higher latitudes (not shown). Despite the relatively 
low moisture content at higher latitudes, diabatic heating seems to remain important for the 
overturning of PV contours by contributing to the negative PV anomalies that wrap cyclonically 
around the high-PV cut-offs (e.g., Posselt and Martin 2004; Tamarin and Kaspi 2016). In regions 
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where moisture supply is more limited, the diabatic heating probably cannot effectively amplify 
the upper-troposphere ridge and contribute to wave breaking. Coincidently, most wave breaking 
in the upper troposphere occur over the ocean rather than the land (e.g., Abatzoglou and 
Magnusdottir 2006; Wernli and Sprenger 2007). 
Our emphasis on moisture and diabatic processes echoes with the note on “monsoon wave 
breaking” in (Hitchman and Huesmann 2007). The study suggested that the monsoon convection 
contributes to an upper-level anticyclone that helps overturn PV contours. The wave breaking 
mechanism involved with the monsoon-related quasi-stationary wave resembles the mechanism 
involved with the transient moving waves. The relation between diabatic processes and wave 
breaking were also discussed by Madonna et al. (2014) with the terms “warm conveyor belt” and 
“PV streamers”, which roughly correspond to the moist precipitating band and the upper-level 
equatorward intrusions in our discussion. Madonna et al. (2014) identified only 10 co-occurrence 
events over the North Atlantic during June–November of 1989–2009 and suggested that merely 
about 15% of all PV streamers in their datasets co-occur with warm conveyor belts. However, we 
note that the study used a very strict criterion to define the warm conveyor belt, which considered 
only the cases with the most intense ascending (“exceeding 600 hPa within 2 days”) from the 
lowermost troposphere. The criterion excludes a large number of cases with moderate ascending, 
leaving most cases in this study (Fig. 5.10a) unaccounted. Therefore, the statistics in Madonna et 
al. (2014) emphasizes a fraction of wave breaking events, which are linked to strong warm 
conveyor belts, and does not necessarily conflict with our findings of the diabatic contribution to 
wave breaking.    
Some of our analyses admittedly have potential limitations that need further remarks. Due to 
the large variability among breaking waves (Fig. 5.1), the anomalies analyzed in this study often 
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appear much weaker than those in individual cases and do not always have high statistical 
significance. The large variability may also attenuate the signals that are away from the reference 
time and the domain of interest, potentially distorting the relative strength of flow anomalies in 
our composite analyses, such as the upper-level ridge and troughs in Figs. 5.3f-j. In addition, the 
relatively low temporal and spatial resolutions of the reanalysis data may affect the accuracy of 
our trajectory analysis. Although we did not see any obvious signs that suggest the limitations have 
undermined our main findings, one may need to treat some quantitative aspects of our results with 
caution. We hope that future modeling studies may help to test our findings and build a better 
theoretical understanding of Rossby wave breaking. 
The upper-level wave packet (T=-144 h to+144 h, Fig. 4) suggests that the breaking waves and 
their downstream influences may be predictable with a lead time up to about 14 days. Nonetheless, 
the analyses of the diabatic modification of PV (Fig. 5.6) suggests that the parametrized model 
physics, at least the version used by the ERA-Interim reanalysis, may contribute to errors in 
forecasting the flow structure at some levels near the tropopause. In addition, our companion study 
(Li et al. 2017) suggests wave breaking is associated with low skills of medium-range weather 
forecasts in NCEP’s Global Ensemble Forecasting System reforecast (Hamill et al. 2013). Some 
studies also suggest that the biases related to breaking waves affect the ECMWF operational 
models (Wiegand and Knippertz 2014) and the simulation of midlatitude jet streams in climate 
models (Lu et al. 2015). Some earlier studies also suggest that the model errors can arise from 
difficulties in representing the interactions between moist diabatic processes and upper-level flow 
(e.g., Dickinson et al. 1997; Brennan and Lackmann 2005; Zhang et al. 2007; Boettcher and Wernli 
2011; Rodwell et al. 2013), consistent with our emphasis on the importance of diabatic processes 
for wave breaking. By improving the understanding of Rossby wave breaking that occurs in the 
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real world, we hope that this study may help to stimulate future studies and lead to better 




Chapter 6 North Atlantic Rossby Wave Breaking during the Hurricane 
Season: Connections with Tropical and Extratropical Variability 
 
6.1 Background 
As suggested in the previous chapters, Atlantic TC activity is affected by both tropical climate 
modes and extratropical weather perturbations. The new findings of the RWB-TC relation offer 
an opportunity to better understand how the tropical and extratropical controls affect TC activity. 
One the one hand, RWB-associated weather perturbations and tropical climate modes reside on 
different time scales, but indices of tropical climate modes and seasonal occurrences of RWB have 
a surprisingly strong correlation on the interannual time scale (Table 1). The strong correlation 
invites further investigations of possible physical connections. On the other hand, the correlations 
between modes of the extratropical atmosphere and variations of RWB events are modest during 
the hurricane season (Table 1). Their relation have not been thoroughly addressed in Zhang et al. 
(2017). The statistical evidence in Table 1 raises questions about what may drive variations of 
RWB events, especially the events that affect TC activity.   
Many studies have investigated tropical influences on the variability of the local and the remote 
atmosphere. As a well-established fact, tropical SST anomalies modulate the tropical precipitation 
Table 6.1 Correlation between an RWB index and climate indices (July–October of 1979–
2013). RWBw index is defined as the seasonal counts of RWB occurrences over the 
northwestern subtropical Atlantic (Dw domain in Zhang et al. 2017). MDR denotes SST 
in the main development region of Atlantic TCs (10°N–20°N, 20°W–90°W; Goldenberg 
et al. 2001); AMM denotes the Atlantic Meridional Mode index (Chiang and Vimont 
2004). The Niño 3.4 and Nino 4 indices are the SST average in 5°N–5°S, 120°W–170°W, 
and 5°S–5°N and 160°E–150°W, respectively. NAO/CPC and NAO/Jones follow the 
definitions by Barnston and Livezey (1987) and Jones et al. (1997), respectively. The EA 
(East Atlantic) pattern is defined by Barnston and Livezey (1987). The correlation 
coefficients exceeding the 95% confidence level are in bold. 
 MDR AMM Niño 3.4 Niño 4 NAO/CPC NAO/Jones EA 




and excite atmospheric responses. The flow responses can span over both the tropics (e.g., Gill 
1980) and the extratropics (e.g., Sardeshmukh and Hoskins 1988; Hoskins and Rodwell 2001; 
Held et al. 2002). Since the configuration of the basic-state flow, such as the barotropic wind shear, 
regulates behaviors of RWB (Thorncroft et al. 1993; Peters and Waugh 1996; Hartmann and 
Zuercher 1998; Orlanski 2003), the flow responses to tropical precipitation variations can 
contribute to the variations of RWB occurrences (e.g., Orlanski 2005; Ryoo et al. 2013; Drouard 
et al. 2015). Although most of those studies focus on the cold-season scenario, flow responses to 
tropical precipitation variations are also present during the warm season. For the Atlantic basin, 
Cassou et al. (2005) showed that the diabatic heating associated with the Caribbean and Sahelian 
precipitation can change the statistics of the weather regimes over the extratropical North Atlantic. 
Sutton and Hodson (2005, 2007) demonstrated that the SST of the tropical North Atlantic 
modulates the seasonal Caribbean precipitation and affects the seasonal climate of western Europe. 
Notably, those studies leveraged ensemble simulations when studying the extratropical responses, 
as the tropics-forced responses in the extratropics are modest when compared to the unforced 
variability of the extratropical atmosphere (Sutton and Hodson 2007).  
Meanwhile, mounting evidence suggests that the extratropical atmosphere variability can 
contribute to the variability of tropical ocean and precipitation. Extratropical weather anomalies 
can regulate heat and momentum fluxes at the air–sea interface and modulate the state of the 
underlying ocean (e.g., Strong and Magnusdottir 2009; Alexander et al. 2010; Hakkinen et al. 
2011; Barrier et al. 2014). The anomalous air–sea fluxes tend to be stronger during the cold season 
but are also evident during the warm season (e.g., Strong and Magnusdottir 2009; Dong et al. 
2013). On monthly-to-interannual time scales, the oceanic responses in the extratropics can extend 
to the low latitudes via feedback of air–sea fluxes (Chiang and Bitz 2005; Alexander et al. 2010; 
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Smirnov et al. 2014) and adjustments of the gyre circulation and the meridional overturning 
circulation of the ocean (e.g., Barrier et al. 2014). On the synoptic to intra-seasonal time scales, 
the equatorward-propagating atmospheric perturbations, such as breaking Rossby waves, can 
modulate the tropical precipitation and large-scale atmospheric conditions (Ferranti et al. 1990; 
Kiladis 1998; Funatsu and Waugh 2008; Ray and Zhang 2010; Zhang et al. 2017), including the 
warm-season precipitation in the Atlantic basin (Tomaziello et al. 2016; Vigaud and Robertson 
2017; Zhang et al. 2017; Li et al. 2017). Nonetheless, it is unclear whether extratropical 
atmospheric perturbations can directly affect the tropical ocean and its possible implications for 
Atlantic TC activity.  
Extratropical atmosphere variability, forced by tropics or not, is closely associated with 
variations of RWB events. Many wintertime studies have emphasized the roles of RWB in the 
phase transition and maintenance of the NAO (e.g., Franzke et al. 2004; Rivière and Orlanski 2007; 
Woollings et al. 2008; Strong and Magnusdottir 2008). Recently, RWB has also been linked to 
atmospheric blocking events (Tyrlis and Hoskins 2008) and other types of weather regimes during 
the wintertime (Michel and Rivière 2011; Swenson and Straus 2017). The relation between RWB 
and the variability of the extratropical atmosphere (e.g., the NAO) depends on whether RWB-
associated anomalies and atmospheric modes are spatially aligned (Strong and Magnusdottir 
2008). Furthermore, studies of wintertime RWB suggest that perturbations of the midlatitude 
atmospheric flow can alter the downstream flow and affect downstream RWB (e.g., Franzke et al 
2004; Orlanski 2005; Drouard 2013, 2015). Those physical connections are expected to hold 
during the Atlantic hurricane season, and a careful exploration of the connections could help 
understand the extratropical control of TC activity. For example, extensive studies of the relation 
between the NAO and Atlantic TC activity did not show a robust correlation (see Section 1.2). 
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Given that our studies of RWB imply a strong extratropical impact on TC activity, it will be 
enlightening to examine how the NAO and other patterns of extratropical circulation relate to the 
RWB events that affect TC activity. 
This study will focus on RWB events during the Atlantic hurricane season and extend the 
statistical analysis in Zhang et al. (2017). More specifically, we seek to 1) explore the physical 
connections involving variations of RWB events and tropical climate modes, and 2) clarify the 
relation between the variations of RWB events and the extratropical atmosphere variability. The 
connections may carry significant implications for predicting Atlantic TC activity and will be 
explored using observational analysis and idealized model simulations. With the findings from the 
exploration, we will clarify the NAO-TC relation and discuss the potential contributors to the 
record-breaking occurrences of RWB that jolted seasonal prediction of the 2013 hurricane season. 
6.2 Data Analysis and Idealized Simulations 
6.2.1 Data and Observational Analysis 
All the data used in this study has been described in Chapter 2, except for the 6-hourly data 
involving the air–sea interaction. We use the surface heat flux data from the ERA-Interim 
reanalysis, the quality of which is among the best of the current-generation surface flux products 
(Brunke et al. 2011). The ERA-Interim flux data, like the other data products of surface fluxes, is 
subject to the uncertainties related to the lack of reliable in-situ observations (Brunke et al. 2011). 
Due to the limitation, our discussion of the surface fluxes will emphasize the qualitative aspects. 
For the consistency with companion studies, this study focuses on July–October of 1979–2013. 
Our analysis of RWB events will focus on those over the northwestern subtropical Atlantic 
(RWBw), which have strong impacts on Atlantic TC activity (Zhang et al. 2017). More 
specifically, RWBw events feature high-PV tongues that reside in a domain that is approximately 
45°W–85°W, 20°N–35°N, namely the western domain described in Zhang et al. (2017).  
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To characterize the variability of the extratropical atmosphere, we follow earlier studies of 
weather regimes (e.g., Cassou et al. 2005; Swenson and Straus 2017) and apply the K-means 
clustering to the 500-hPa geopotential height anomalies. We define the anomalies using 6-hourly 
data by removing the climatology seasonal cycle and the seasonal means in individual years. 
Unlike the empirical orthogonal function analysis, the clustering analysis does not require the 
orthogonality of adjacent modes, which may introduce artifacts to non-dominant modes. Avoiding 
this constraint is useful for investigating RWBw events, since those events are not necessarily 
associated with the dominant mode of the extratropical atmosphere. The clustering analysis is 
applied to the domains of the North Atlantic and the North Pacific + North America. The two 
domains correspond to 20°N–80°N, 90°W–30°E and 20°N–80°N, 150°E–60°W, respectively. For 
the reproducibility of the analysis, we initialize the clustering using specified clustering centers 
and iterate 25 times. Random initializations and additional iterations do not change the patterns of 
weather regimes qualitatively.  
When selecting the cluster numbers (K), we experimented with values ranging from 2 to 8. The 
K value of the North Atlantic domain follows the early studies (e.g., Cassou et al. 2005) and is set 
to 4. For the domain of the North Pacific + North America, we set the K value to 6 to make the 
within-cluster sum of squares relatively small and the clusters physically interpretable. The choice 
of K values, especially for the analysis of the North Pacific + North America domain, involves 
some arbitrariness. However, this study does not seek to find the optimal K values. We select the 
specific K values as they yield physically meaningful clusters (see Section 6.4).   
After deriving the weather regimes, we use the composite analysis to characterize their 
associations with RWB events. For the weather regimes in the North Atlantic domain, we show 
distributions of concurrent RWB events in the same domain. For the weather regimes in the North 
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Pacific + North America domain, we examine the wave breaking events that lag the weather 
regimes by 5 days. The specific value is selected because the midlatitude wave perturbations take 
about 5 days to propagate from the North Pacific to the North Atlantic (Zhang and Wang 2017). 
Varying the lag value between 3 and 7 days does not qualitatively affect the results to be presented.   
6.2.2 Idealized Simulations 
In the observational analysis, the physical causality in the connections between RWB and the 
atmosphere variability can be obscure. To deal with the limitation, we carry out idealized model 
experiments using the GFDL dry spectral model (Gordon and Stern 1982), which solves the 
primitive equations. We run the model at the T42 resolution (64 × 128 grid) with the time step set 
at 1200 s. The vertical levels are 20 evenly spaced sigma levels, and we interpolate the output to 
isobaric levels when analyzing the results.   
For the simplicity of model simulations, the topography, the moist processes, and the radiative 
processes are excluded. However, these forcing terms are necessary to maintain the three-
dimensional climatological flow, and such a basic-state flow is essential for studying wave-flow 
interactions. To acquire such a basic flow, we estimate the external forcing during July–October 
by initializing the model using the observed atmospheric state and integrating the model for one 
time step. The differences between the initial state and the ensuing time step are considered as the 
external forcing. The external forcing is then included as a constant term in our experiments to set 
up a steady basic-state flow. The scientific basis of the technique has been discussed in Hall (2000) 
and Franzke et al. (2004). This technique, when used in short simulations (<20 days), can 
reasonably characterize the evolution of the upper-level flow (Franzke et al. 2004). The technique 
has been used to investigate flow responses to tropical forcing (Rodwell and Hoskins 2001; Yoo 
et al. 2012) and upstream precursors of extratropical RWB (Franzke et al. 2004). We follow those 
studies and design idealized experiments to aid our investigation of RWBw events. 
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Our tropical forcing experiment, which is similar to that in Yoo et al. (2012), investigates 
circulation responses to idealized tropical heating at various locations. We define an idealized 
heating function as:  
𝐻 = 𝐴 𝐶𝜑𝐶𝜃𝐶𝑝 
The coefficients on the RHS are decided with the following function:  
































        [𝑖𝑓 225 ℎ𝑃𝑎 ≤ 𝑝 ≤  925ℎ𝑃𝑎]
0      [𝑖𝑓 𝑝 > 925 ℎ𝑃𝑎 𝑜𝑟 𝑝 < 225 ℎ𝑃𝑎] 
 
where 𝜑, 𝜃, and 𝑝 stand for longitude, latitude, and pressure, respectively. The subscript 0 denotes 
the reference variables. The reference variables decide the center of heating, and the horizontal 
range of the heating (𝐷) is set to 
𝜋
18
, or 10 degrees. To mimic the tropical deep convection, we 
set 𝑝0 = 550 ℎ𝑃𝑎, and 𝑝1 = 700 ℎ𝑃𝑎. The value of 𝐴 decides the maximum heating and is set 
±1.0 K ∙ day−1. In the tropics, the value corresponds to precipitation variations of 2 mm day−1 
(see Ling and Zhang 2013) and is comparable to observed interannual (see Section 6.3.1) and intra-
seasonal (see Section 6.5) variations of precipitation. The assumption of the deep convection 
profile is not necessarily accurate, but the settings should remain helpful for estimating the possible 
flow responses. The spatial configurations of the diabatic forcing are decided based on the RWBw-
associated variations of seasonal mean precipitation, which will be further described in Section 
6.3. The diabatic forcing is applied throughout the integration of the idealized experiments. To 
avoid an energetic drift of the simulated atmosphere, the experiments also include weak 
homogeneous forcing between 25°S and 55°N that compensates the precipitation-related diabatic 
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forcing at each vertical level.  
Our extratropical perturbation experiment, which is similar to that in Franzke et al. (2004), 
examines how upstream atmospheric perturbations contribute to RWBw events. In addition to the 
basic-state flow, the experiments need the input of initial perturbations. Instead of using linear 
regression of filtered data (Franzke et al. 2004), we derive initial perturbations by calculating 
composites of atmospheric anomalies associated with each weather regime (see Section 6.4). 
When initializing our simulations, we only perturb the flow inside the regions where the weather 
regimes are defined. Although we have run simulations for all the identified weather regimes, our 
discussion will focus on the weather regimes that are most closely associated with RWBw events.  
6.3 RWBw Events and Variability of Tropical Ocean and Precipitation 
6.3.1 Interannual Variations Associated with RWBw Events 
We first examine the environmental variations associated with the interannual variations of 
RWBw events (Figure 6.1). The composite difference of SST (Fig. 6.1a) is consistent with Table 
6.1 and suggests that frequent occurrences of RWB correspond to lower SST of the North Atlantic. 
The variations cover almost the entire basin and resemble the Atlantic horseshoe pattern, which is 
a summertime SST pattern that contributes to the variability of the wintertime NAO (Czaja and 
Frankignoul 2002; Cassou et al. 2004). The tropical part of the basin-wide pattern resembles the 
Atlantic meridional mode during the hurricane season (c.f. Fig. 2 in Smirnov and Vimont 2011). 
In the Pacific basin, the SST pattern is similar to the combination of the Pacific meridional mode 
(e.g., Chiang and Vimont 2004) and the central Pacific El Niño (e.g., Kao and Yu 2009). The 
Pacific pattern has been linked to the development of El Niño events (e.g., Alexander et al. 2010). 
However, this study will not further discuss the connection, since statistically significant variations 
are patchy in the East Pacific and the equatorial Pacific (Fig. 6.1a).  
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The SST variations are accompanied by significant variations of tropical precipitation (Fig. 
6.1b). The variations are pronounced in the Caribbean region, and the magnitude of the variations 
(~2 mm day−1) is comparable to that of local climatology values. The variations are consistent 
 
 
Figure 6.1 Seasonal mean variations related to the variations of RWB occurrences over the 
northwestern Atlantic. The composite differences [RWBw(+) minus RWBw(−), color 
shading] are (a) SST (unit: °C), (b) PW (unit: mm day−1), (c) 850-hPa geopotential height 
(unit: m), and (d) 200-hPa geopotential height (unit: m). The green contours show the 1981–
2010 climatology; black dashed lines highlight the parts above the 95% confidence level. 
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with earlier studies (e.g., Sutton and Hodson 2007; Smirnov and Vimont 2011), which suggest that 
the cooling of the North Atlantic, especially its tropical part, contributes to a reduction of 
precipitation near the Antilles. In Fig. 6.1b, precipitation variations are also evident across the 
tropical Pacific and tend to be strong near the intertropical convergence zone (ITCZ). Although 
the strongest variations (>3 mm day−1) appears near 160°E, the statistically significant variations 
mostly appear in the central and eastern parts of the basin. The magnitudes of the significant 
variations are about 1 mm day−1 north of the ITCZ and about 2 mm day−1 south of the ITCZ.  
On the northern flank of the precipitation variations, significant flow variations are present in 
both the tropics and the extratropics (Figs. 6.1c and 6.1d). In the North Atlantic basin, frequent 
RWBw events correspond to a stronger subtropical high that extends westward and southward 
(Fig. 6.1c). The lower-level variations are accompanied by a deeper mid-ocean trough at the upper 
level (Fig. 6.1d), which is associated with RWB (Postel and Hitchman 1999; Zhang et al. 2016). 
In addition, the geopotential height perturbations at the upper level extend westward and connect 
to the anomalies over the North Pacific. The flow responses in the Pacific basin are evident in the 
extratropics, and the overall pattern resemble a wave train that extends from the central equatorial 
Pacific. The geopotential height variations over the subtropical North Pacific do not reach the 
95%-confidence level, but an evaluation of the streamfunction field (not shown) suggests that the 
signature of the subtropical ridge node is statistically significant.   
Overall, the composite analysis suggests that physical connections may exist between seasonal 
occurrences of RWBw and the variability of the tropical and extratropical environment. The 
seasonal mean variations are largely consistent with the synoptic perturbations that precede 
RWBw events, such as the flow perturbations over the North Pacific and the lower-level variations 
over the southeast of North America (Zhang and Wang 2017). The variations of seasonal mean 
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precipitation and atmospheric flow also suggest a possible involvement of large-scale wave 
responses to tropical diabatic heating. The following section will explore how the precipitation of 
the Caribbean and the central Pacific may affect the large-scale environment and RWBw events.  
6.3.2 Tropical Forcing and RWBw Events: Idealized Model Simulations 
To investigate the flow responses to the variations of tropical precipitation (Fig. 6.1), we apply 
idealized forcing in regions of interest (Fig. 6.2). Here we describe the results from three 
experiment settings: 1) the precipitation deficit at the Caribbean (CAR_Neg), with the cooling 
centering at 15°N, 70°W; 2) the precipitation surplus at the Central Pacific (CP_Pos), with the 
heating centering at 15°N, 170°W; and 3) the combination of the former two (CAR_Neg + 
CP_Pos). As flow responses to the heating of opposite signs show nearly opposite patterns, we 
will focus on responses associated with the positive phase of the RWBw index. We emphasize the 
 
Figure 6.2 Idealized forcing (CAR_Neg + CP_Pos). The unit is K day-1, and the 
maximum intensity of the heating and the cooling is 1 K day-1, approximately 
corresponding to the interannual variations of precipitation (Fig. 6.1b). 
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heating in the Central Pacific and the Caribbean regions because the heating is closer to the 
subtropical westerlies, where the background vorticity and its gradient are larger. Such 
environment helps diabatic heating generate stronger Rossby wave sources and wave response in 
the extratropics (Sardeshmukh and Hoskins 1988). Sensitivity tests also suggest that the heating 
variations near 0°N, 170°W and 10°N, 130°W affect the extratropics of the northern hemisphere 
in relatively modest ways (not shown).  
The model integrations suggest that the flow responses in the subtropics are quasi-stationary, 
and the peripheral extratropical responses extend eastward and slowly evolve (not shown). At 
around Day 20 of the integration, the extratropical flow responses almost circle the globe and start 
to amplify rapidly on the unstable Asian jet. The amplified perturbations soon reach the North 
Pacific and complicate the flow pattern. The flow responses by that time likely include artifacts 
related to the model setup of the basic-state flow (Franzke et al. 2004). To avoid the complexity, 
we mainly discuss the flow responses at Day 18.  
The idealized simulations suggest that the precipitation variations at both the Caribbean and the 
Central Pacific affect the atmospheric circulation in the northern hemisphere (Fig. 6.3). The 
subtropical responses to the CAR_Neg (Figs. 6.3a–6.3b) and the CP_Pos forcing (Figs. 6.3c–6.3d) 
are baroclinic. The flow responses are similar near subtropical North America, and their sum (Figs. 
6.3e–6.3f) resembles the observed variations over the Caribbean and the southeast U.S. (Fig. 6.1).  
The agreement is consistent with that simple idealized models can well represent the atmospheric 
dynamics that governs the low-latitude flow (e.g., Gill 1980; Rodwell and Hoskins 2001). Beyond 
the low latitudes, the simulated flow responses are generally weak and evidently disagree with the 
105 
 
observation. For example, the simulated flow responses are a fraction of the observed variations 
near the Bering Sea and have a sign that is opposite to the observation near the Hudson Bay. 
Overall, the observation and the simulated flow responses show less consistency in the extratropics 
than in the subtropics.    
We first discuss the well-simulated responses near subtropical North America. To better 
illustrate the flow responses, we examine a cross-section of the zonal flow averaged between 60°W 
and 90°W (Fig. 6.4). Consistent with the earlier discussion, the figure suggests that a combination 
of the CAR_Neg forcing and the CP_Pos forcing reasonably produces the observed variations 
south of 40°N, including the upper-level flow variations. On the equatorward flank of the 
 
Figure 6.3 Atmospheric flow responses to prescribed diabatic heating. Anomalies of 850-Pa 
(left) and 200-hPa (right) geopotential height in response to (a) (b) the CAR_Neg forcing, (c) 
(d) the CP_Pos forcing, and (e) (f) the CAR_Neg + CP_Pos forcing. The unit of geopotential 
height is m. Note that the shading settings differ from those in Fig. 6.2e–6.2f. The green 
contours show the 1981–2010 climatology.  
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midlatitude jet, the flow responses to the CAR_Neg forcing (Fig. 6.4b) prevail over the responses 
to the CP_Pos forcing (Fig. 6.3c) and decelerate the westerly flow. The deceleration increases the 
anticyclonic shear near the midlatitude jet. The additional anticyclonic shear, as suggested by 
earlier modeling studies (Thorncroft et al. 1993; Hartmann and Zuercher 1998), may facilitate 
anticyclonic RWB events over the subtropical Atlantic. Therefore, the flow responses are 
consistent with the phase relation between tropical precipitation and the variation of RWB events. 
 
Figure 6.4 Latitude-pressure cross-section of zonal wind (shading, unit: m s-1) averaged 
between 60°W and 90°W. (a) Observed variations, RWBw(+) minus RWBw(−), (b) 
responses to the CAR_Neg forcing, (c) responses to the CP_Pos forcing, and (d) responses 
to the CAR_Neg + CP_Pos forcing.  The green contours show the 1981–2010 climatology. 
The solid green contours show positive values, and the dashed green contours show negative 
values. The thickened green contour show the zero value, and the contour intervals are 5 m 
s-1. The black dashed contours in (a) highlight the values above the 95% confidence level. 
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We now discuss the extratropical responses that disagree with the observation. The 
disagreement is at least partly related to our idealized model settings, which exclude key physical 
elements (e.g., topography and diabatic processes). The model setup and the short integration also 
inhibit realistic wave-flow interactions that are essential for the extratropical dynamics. Full-
physics ensemble simulations also suggest that extratropical flow responses to the SST forcing of 
the tropical North Atlantic are secondary in comparison with the unforced variability (Hodson and 
Sutton 2007). Therefore, the tropical forcing alone does not fully explain the observed extratropical 
variations. We speculate that the unforced variability, as well as additional forcing from other 
regions, may contribute to the observed flow anomalies in the extratropics. The relation between 
extratropical atmosphere variability and RWBw events will be revisited in Section 6.4.  
6.3.3 Response of Tropical Environment to RWBw Events 
This section investigates how RWBw events may affect the tropical environment. As suggested 
by past studies, extratropical atmospheric variations can actively affect the tropics. Earlier studies 
have shown that the equatorward-propagating Rossby waves can actively affect tropical flow (e.g., 
Walker and Schneider 2006; Zhang et al. 2017; Zhang and Wang 2017) and tropical precipitation 
(e.g., Kiladis and Weickmann 1992; Kiladis 1998; Funatsu and Waugh 2008; Zhang et al. 2017; 
Li et al. 2017). Here we will focus on the impacts of RWB on the tropical SST, which is considered 
as the primary source of predictability for the seasonal prediction of TC activity. 
Following the composite method described in Chapter 4, we examine the RWBw events and 
build composites of the surface turbulent heat flux and the radiative heat flux. The turbulent heat 
flux consists of the latent and the sensible heat flux, and the radiative heat flux consists of the 
longwave and the shortwave radiation. When calculating flux anomalies, we removed the 
climatological seasonal cycle and the seasonal mean. The composite anomalies are presented in a 
relative coordinate system, the center of which corresponds to the centroid of the high-PV tongues 
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(Fig. 6.5). For the convenience of the later discussion of SST anomalies, the heat fluxes that warm 
the ocean are designated with the positive sign. 
 The anomalies of the turbulent heat flux show a dipole pattern near the breaking wave (Fig. 
6.5a). The anomalies are consistent with those of the RWB events in the Pacific basin (Strong and 
Magnusdottir 2009) and arise from near-surface air streams of distinct properties. For example, 
the strongest positive anomalies (about 14 W m−2) appear in the northwestern sector of the 
breaking wave, where low-level flow contributes the poleward advection of the warm and moist 
air (Zhang et al. 2017). The poleward advection can increase the speed of the near-surface wind, 
but the associated temperature and moisture anomalies reduce the thermodynamic disequilibrium 
at the air–sea interface (not shown). Ultimately, the reduction of the interface disequilibrium 
prevails and suppresses the transfer of heat from the ocean to the atmosphere, leaving the region 
dominated by positive anomalies of the turbulent heat flux.  
The anomalies of the radiative heat flux show a tripole pattern that is aligned meridionally (Fig. 
 
Figure 6.5 Composites of the anomalies associated with RWB events over the 
northwestern Atlantic. (a) the surface turbulent heat flux (W m−2), (b) the surface radiative 
heat flux (W m−2), and (c) the sum of turbulent and radiative heat flux. The black contours 
show the corresponding composite of PV (PVU) at the 350-K isentropic surface. The 
statistical significance of the anomalies is tested using the one-sample Student’s t test, and 




6.5b). The tripole features weak positive anomalies near the domain center and stronger negative 
anomalies on the northern and southern flanks. The anomalies of the radiative flux are dominated 
by the shortwave radiation and involve variations of moisture distribution and cloud cover. For 
example, the negative anomalies are mainly related to an increase of cloud amount in the overlying 
atmosphere (not shown), which tends to reduce the amount of shortwave radiation that reaches the 
surface. Those cloud variations are coupled with the anomalies of vertical motion associated with 
wave breaking (see Zhang et al. 2017). Due to the uncertainty of the cloud representation in the 
reanalysis dataset, we refrain from further discussing the quantitative aspects of the cloud influence 
on the radiative heat flux.  
The contributions by the turbulent and the radiative heat flux to the overall heat exchange vary 
spatially (cf. Fig. 6.5c). In the northern part of the domain, the anomalies of the radiative flux (Fig. 
6.5b) are generally weaker than the anomalies of the turbulent heat flux (Fig. 6.5a). However, the 
former becomes comparable to in the southern part of the relative coordinate system, which 
corresponds to the subtropical and tropical North Atlantic. The findings imply that one should 
examine both the turbulent and the radiative heat flux when evaluating the impact of RWB events 
on the underlying ocean.                           
We now examine how the surface flux anomalies affect the SST of the North Atlantic. Instead 
of continuing with the relative coordinate system, we build composites in the native latitude–
longitude coordinate system to better illustrate how the anomalies project on the large-scale SST 
pattern. This choice leads to some spatial misalignment of the RWB-associated anomalies, which 
tends to weaken RWB-associated signatures. To mitigate the issue, we select the RWBw events 
that appear in a narrower longitudinal range (50°W–75°W instead of 45°W–85°W). In addition, 
we focus on the RWBw events with extensive high-PV tongues at the upper level, since such 
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events tend to associate with stronger near-surface anomalies. The RWBw events that meet the 
criteria add up to 2569 and correspond to about 73 six-hourly time steps per season.  
We examine the selected RWBw events and show the composite anomalies of the surface heat 
flux, the near-surface wind, and the SST (Figure 6.6). The anomalous surface heat flux shows a 
horseshoe-like pattern in the North Atlantic. The significant positive anomalies near the coast of 
North America reach a strength of >15 W m−2 and are mainly contributed by the turbulent heat 
flux (not shown). The positive anomalies, as suggested in the discussion of Fig. 6.5a, arise from a 
reduced thermodynamic disequilibrium associated with the poleward airstreams. In addition to the 
 
Figure 6.6 Impacts of strong northwestern Atlantic RWB events on the SST. The grey 
contours show the anomalies of the surface heat flux (turbulent + radiative), the color 
shading shows the anomalies of SST, and the vectors show the anomalies of the wind 
that is 10 m above the surface. The units are W m-2, K, and m s-1, respectively. When 
calculating the anomalies, we removed the climatological seasonal cycle and the 
seasonal mean. The contour intervals of the heat flux anomalies are 5 W m-2, and the 
heat flux that warms the ocean is designated with the positive sign. We show the 
positive values with solid lines and negative values with dashed lines. The thick solid 
lines denote the zero contours. The flux anomalies above the 90% confidence level are 
highlighted with red and blue lines. The SST and wind anomalies that are below the 
90% confidence level are masked out.  
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positive anomalies of surface heat flux, significant negative anomalies reach >10 W m−2 east of 
the Labrador seas and >15 W m−2 near the Greater Antilles. Those negative flux anomalies see 
comparable contributions from the turbulent heat flux and the radiative heat flux (not shown). On 
the basin scale, extensive anomalies of the surface heat flux are accompanied by significant SST 
anomalies that show a similar spatial pattern. In addition, the signs of flux and SST anomalies 
suggest that the surface flux actively contributes to the SST anomalies, rather than the other way 
around. The evidence suggests that the SST anomalies can be attributed to the atmospheric 
perturbations associated with wave breaking. The attribution is supported by an examination of 
the SST evolution, which suggests that the SST anomalies in Fig. 6.6 build up within a 4-day 
period prior to wave breaking and persist at least 4 days afterward (not shown).  
The magnitude of the SST anomalies associated with individual RWB events is modest, but 
their accumulative impact could be substantial. For example, the SST anomalies in the tropical 
North Atlantic can reach -0.04 K (Fig. 6.6). However, the RWBw events on average occur about 
73 times per season, with a standard deviation of about 21 times per season. Therefore, the standard 
deviation implies that interannual variations of RWBw events correspond to an accumulative 
tendency of SST of about 0.8 K per season, which is comparable to the interannual variations of 
SST (Fig. 6.1a). The value serves as a crude estimate and has at least two caveats. First, some of 
the RWB events occur at short intervals, so the SST anomalies in Fig. 6.6 may have included some 
of the accumulative impacts. Second, the calculation does not consider the slow heat transfer from 
the surface to the ocean mixed layer and may overestimate the seasonal-scale response of the upper 
ocean. Despite those limitations, the consistent horseshoe patterns of SST variations on both 
synoptic (Fig. 6.6) and seasonal (Fig. 6.1a) scales support that RWBw events may contribute to 
seasonal variations of SST.    
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Given that the SST-regulated tropical precipitation can modulate the extratropical flow and 
RWBw events (see Section 6.3.1), the analysis here suggests a possible interaction between 
RWBw events and variations of tropical SST. One possible loop is as follows: negative SST 
anomalies suppress the Caribbean precipitation and contribute to extratropical flow anomalies, 
including an increase of the upper-level anticyclonic shear near the mid-latitude jet. The flow 
changes then facilitate RWB over the northwestern Atlantic, which in turn cools the tropical ocean 
throughout the season. Such an interaction may help explain the negative correlation between the 
seasonal statistics of RWBw events and the SST of the tropical North Atlantic. 
Nonetheless, we do not suggest that the RWB-SST interaction fully explains the interannual 
variability of tropical SST and RWBw events. On the one hand, the mixed layer of the tropical 
ocean has large thermal inertia, so SST anomalies during the hurricane season are strongly 
influenced by anomalies that exist before the season starts (Chen and Lin 2013). On the other hand, 
much sub-annual variability of the tropical precipitation is not driven by SST forcing (e.g., He et 
al. 2017), and the responses of the extratropical flow to tropical forcing account for only part of 
the observed extratropical variations (e.g., Sutton and Hodson 2007). The unaccounted variations 
of the extratropical flow, which may arise from extratropical processes (e.g., Coumou et al. 2015; 
Vavrus et al. 2017) and their interaction with tropical forcing (e.g., Peings et al. 2017), may also 
affect variations of RWBw events. In the next section, we will examine the variability of the 
extratropical atmosphere and its association with RWBw events.  
6.4 RWBw Events and Variability of Extratropical Atmosphere 
6.4.1 Weather Regimes in the North Atlantic and the Upstream Domains 
We first focus on the variability of the extratropical atmosphere in the North Atlantic domain. 
Following earlier studies, we categorize weather perturbations into four types and refer them as 
NAO(+), NAO(-), Atlantic ridge, and Atlantic low (Fig. 6.7). Each of the weather regimes 
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accounts for about 25% of the time steps during July–October. The geopotential height 
perturbations at the 500-hPa (Fig. 6.7) and the 200-hPa (not shown) levels feature nearly identical 
patterns, but the 200-hPa geopotential height anomalies generally attain greater magnitudes. The 
strongest perturbations appear at the midlatitudes and are accompanied by significant variations of 
RWB occurrences. For example, the NAO(+) regime features a shift of RWB events from about 
35°N to about 45°N over the East Atlantic and Europe (Fig. 6.7a). As suggested by the spatial 
pattern of RWB events (see PV contours in Fig. 6.5), the increase of anticyclonic RWB at 45°N is 
consistent with the ridging at 60°N. The ridging is a salient feature of anticyclonic RWB (e.g., 
Zhang and Wang 2017) and underscores the physical connection between RWB events and 
weather regimes.  
 
Figure 6.7 Weather regimes and the associated variations of RWB events in the domain of 
North Atlantic (90°W–30°E, 20°N–80°N). The contours show the 500-hPa HGT 
anomalies, and the color shading shows the variations of RWB occurrences on the 350-K 
isentropic surface. The contour intervals of HGT anomalies are 20 m. The positive values 
are plotted with the red solid lines, and the negative values are plotted with the blue dashed 
lines. The zero contours are omitted for clarity. The unit of RWB occurrences is events per 




The spatial affiliation of RWB events and weather regimes shed light on the NAO-TC relation. 
The two NAO regimes are closely associated with RWB events in the eastern basin, which have 
relatively weak impacts on basin-wide TC activity (Zhang et al. 2017); meanwhile, the NAO 
regimes show modest connections with RWBw events, which have greater influences on Atlantic 
TC activity (Zhang et al. 2017). The evidence indicates that the NAO regimes can affect TC 
activity but only to a limited extent. This finding, in addition to the inconsistent definitions of the 
summertime NAO used in the past literature (see the review in Zhang et al. 2017), helps explain 
why a large body of past studies drew inconsistent conclusions about the NAO-TC relation.  
We note that none of the Atlantic weather regimes are closely associated with RWBw events. 
What could affect the variations of those events? Our earlier study of the wave life cycle suggests 
influences from the upstream flow (Zhang and Wang 2017). More specifically, the Rossby waves 
that break near the east coast of the U.S. can be traced back to the North Pacific. These findings 
motivate us to examine the variability of the upstream flow.  
In the domain of North Pacific + North America, we categorize the weather perturbations into 
six regimes (Fig. 6.8). Each of the weather regimes accounts for about 16% of the time steps. The 
geopotential height anomalies feature similar patterns at the isobaric levels of 500 hPa (Fig. 6.8) 
and 200 hPa (not shown). The strength of the 200-hPa perturbations is stronger and can reach >100 
m, which is about twice as strong as the interannual variations (Fig. 6.1d) and four times as strong 
as the MJO-associated composite anomalies (Li et al. 2017). Type 1 and Type 2 show wave train 
patterns that span from the North Pacific to the North Atlantic. Especially, the wave train pattern 
of Type 1 resembles the pattern that precedes RWBw events (see Zhang and Wang 2017). In 
addition, the activity centers of the wave train are aligned with those of the wave train in Fig. 6.1d, 
suggesting the synoptic perturbations project onto the seasonal variations. Type 3 and Type 4 show 
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complex patterns at both high latitudes and mid-latitudes, suggesting possible connections between 
the Arctic and the mid-latitude weather. Type 5 and Type 6 are nearly opposite patterns that feature 
an activity center in the Arctic region of North America. When viewed in a larger domain (not 
shown), the regimes feature another activity center in the Arctic region of Eurasia. So the regimes 
resemble the two phases of the Arctic dipole pattern, which contributes to variations of the Arctic 
sea ice (e.g., Wang et al. 2009a).   
All the six weather regimes in Fig. 6.8 are accompanied by significant variations of downstream 
RWB. The variations spread across the western hemisphere and are generally pronounced over 
North America. Those RWB events are associated with multiple weather regimes, as well as 
significant variations of meteorological variables (e.g., surface temperature; not shown). But given 
that TC activity motivates the study, the following discussion will focus on the regimes related to 
RWBw events, namely Type 1 and Type 3. In the following section, we will investigate the regime-
RWB relation and the underlying physical mechanism using idealized simulations.  
 
Figure 6.8 Same as Fig. 6.7, but for the domain of North Pacific and North America (150°E–
60°W, 20°N–80°N). The variations of RWB occurrences lag the weather regimes by 5 days. 
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6.4.2 Link Weather Regimes and RWBw Events: Idealized Model Simulations 
To establish the physical connection between the weather regimes and the ensuing RWB events, 
we simulate the evolution of Type 1 and Type 3 regimes using idealized simulations. As discussed 
in Section 6.2.2, the perturbations associated with the two weather regimes are added to the basic-
state flow as the initial condition. During the ensuing model integrations, the agreement between 
the simulated flow state and the flow state revealed by lead–lag composites of the observed 
weather regimes gradually degrades (not shown). Nonetheless, the agreement is decent within the 
first five days of simulations, and we will primarily discuss results from that period. When 
evaluating the flow evolution, we use the E vector (Hoskins et al. 1983) that point approximately 




𝐢 −  𝑢´𝑣´ 𝐣, where 𝑢 and 𝑣 are the zonal and meridional wind, respectively, and 
the prime represents deviations from the basic-state flow.  
The evolution of Type 1 regime suggests an eastward propagation of Rossby waves (Fig. 6.9). 
At Day 1, the E vector suggests that the wave propagates from the North Pacific to the North 
Atlantic. In the following four days, the energy dispersion weakens the activity centers over the 
North Pacific by about 50% but helps maintain the downstream activity centers. Near the ridge 
node over the North Atlantic, the E vector suggests an equatorward propagation of the Rossby 
wave. The equatorward propagation and the pattern of geopotential height anomalies are consistent 
with RWB signatures in Fig. 6.8a. Overall, the simulated wave evolution is consistent with the 
wave evolution examined by a companion observational study (Zhang and Wang 2017), but there 
are also some notable differences. First, the initial disturbances in the simulation, which are derived 
from the weather regime analysis, are much stronger than those identified in the observational 
study (e.g., geopotential height anomalies are ~100 m and ~10 m, respectively). Second, the ridge 
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node over the western North Atlantic does not show a rapid amplification, which is associated with 
diabatic processes (Zhang and Wang 2017) and thus unlikely captured by the dry idealized model. 
The differences warrant a future study but do not undermine the finding that Type 1 regime affects 
RWBw events.    
The evolution of Type 3 regime also features a downstream energy dispersion and signatures 
of wave breaking (Fig. 6.10).  At Day 1, the anomalies of geopotential height are pronounced near 
the Bering Strait and over North America. In the following four days, the E vector suggests a 
dispersion of wave energy from the high latitudes to the subtropics. The flux helps maintain the 
 
 
Figure 6.9 Simulated evolution of Type 1 
regime. (a) one day, (b) three days, and (c) 
five days after the model initialization. The 
color shading shows the anomalies of 200-
hPa geopotential potential (m). The vectors 
show the E vector (m2 s-2) (Trenberth 
1986). The small-magnitude (< 0.5 m2 s-2) 
vectors are masked out for clarity.  
 
Figure 6.10 Same as Fig. 6.9, but for 




ridge anomaly over North America, which persists about 7 days in our idealized simulation (not 
shown). The ridge anomaly resides on the northern flank of the climatological mid-latitude jet and 
resembles the cut-off high pattern, which occasionally appears during the summertime as a block 
pattern. Consistent with the elevated activity of RWB over the northwestern Atlantic (Fig. 6.8c), 
the ridge-trough anomalies appear near the southeast coast of North America as RWB signatures. 
Overall, the analyses and simulations in this section support that the variability of the upstream 
flow is associated with the variations of downstream RWB. At least two weather regimes, namely 
Type 1 and Type 3 in the domain of North Pacific + North America, can contribute to the variations 
of RWBw events. Delineating the connection between weather regimes and RWBw events is 
valuable for understanding TC activity, as will be discussed in the next section. 
6.5 Variations of RWBw Events: An Example of the 2013 Hurricane Season 
Our companion study, Zhang et al. (2016), investigated a high-profile prediction failure of TC 
activity in 2013 and suggested the frequent RWB events in August and early September of 2013 
contribute to the surprising failure. It was hypothesized that the anomalously frequent RWB is 
related to anomalies of the extratropical flow. Here we focus on the weather regimes in August 
and September 2013 and show their counts in Fig. 6.11a. In August, Type 3 regime is exceptionally 
frequent, accounting for about 54% of all the observations. The dominance of Type 3 regime and 
absence of Type 1 regime is an intra-seasonal signal, and their activity becomes less extreme in 
September. During July–October of 2013, Type 3 account for about 29% of the observations, 
ranking the highest percentage during 1979–2013 (Fig. 6.11b). Meanwhile, Type 1 regime is 
relatively inactive and accounts for about 11% of the observations. Therefore, Type 3 regime 
appears to be the leading contributor to the frequent RWBw events in the 2013 hurricane season.  
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Type 1 and Type 3 regimes show some connections with tropical variations but do not appear 
dictated by those variations. Fig. 6.12a and 6.12b show the composites of SST and precipitation 
anomalies that are associated with Type 1 and Type 3 regimes. Both regimes are associated with 
significant anomalies of SST. However, the SST anomalies are rather weak in the tropics, 
suggesting that the weather regimes—at least on the synoptic scale—are not driven by tropical 
SST forcing. Using indices of the AMM and the ENSO, we also examined whether interannual 
variations of tropical SST modulate the seasonal statistics of weather regimes. The results do not 
suggest any statistically significant associations (not shown). Interestingly, the significant 
 
 
Figure 6.11 (a) Counts of weather regimes in August and September 2013. (b) Counts of 
Type 1 and Type 3 regimes during July–October of 1979-2013. The data points of 2013 
are highlighted with large black markers in (b). 
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anomalies of precipitation, which extend from the northwestern Pacific monsoon region to the 
west coast of North America, show nearly opposite patterns (cf. Fig. 6.12a and 6.12b). The phasing 
suggests that the relation between the upstream perturbations and RWBw events can be nonlinear.     
Over the northwestern Pacific, the precipitation anomalies associated with Type 3 regime 
resemble those in August 2013 (Fig. 6.12c), and the latter is almost one-order stronger (~0.1 mm 
day-1 vs. ~0.8 mm day-1). Notably, the precipitation anomalies in August 2013 soon switch to the 
opposite sign in the following month (Fig. 6.12d). To investigate the impact of the precipitation 
variations at the northwestern Pacific, we carried out idealized experiments similar to those in 
Section 6.2.2. The simulation suggests that the precipitation variations can excite a wave train that 
extends across the North Pacific (not shown), but the extratropical flow response differs from the 
 
Figure 6.12 Anomalies of SST (shading) and precipitation (contour) associated with (a) Type 
1 regime, (b) Type 3 regime, (c) August 2013, and (d) September 2013. The anomalies are 
derived using the ERA-Interim data. The units of SST and precipitation are K and mm day-1. 
For SST anomalies, only the parts above the 90% confidence level are plotted. For 
precipitation anomalies, the parts above the 90% confidence level are plotted with red 
(positive) and blue (negative) contours, and the rest are plotted with grey contours. The 
contour intervals of precipitation anomalies are 0.1 mm day-1 in (a)(b) and 0.4 mm day-1 in 
(c)(d). The zero contour is omitted for clarity. 
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flow pattern of Type 3 regime and is modestly consistent with that of Type 1 regime. The results 
imply that the two weather regimes do not simply arise from tropical forcing.  
Finally, we note that the seasonal occurrences of the weather regimes and RWBw events are 
not always closely associated. Although RWBw events show close ties with Type 1 and Type 3 
regimes on the sub-seasonal scale (Fig. 6.8), their correlations on the interannual time scale do not 
reach the 95% confidence level (not shown). We speculate that their interannual associations are 
obscured by other processes that affect RWBw events, such as the Madden-Julian Oscillation 
(MJO; Li et al. 2017) and interannual climate modes (Zhang et al. 2017; Li et al. 2017). 
6.6 Summary and Discussion 
This study explores the variations of the RWB events over the northwestern Atlantic (RWBw), 
which strongly influence Atlantic TC activity. The findings, which are outlined in Fig. 6.13, 
support the hypothesis that the variations of RWB events are tied to the tropical and the 
extratropical variations on the weather-climate continuum. 
Our analyses illustrate the connection between RWBw events and the variability of the North 
Atlantic SST. On the interannual scale, the variations RWBw events are closely correlated to the 
SST of the tropical North Atlantic, which modulates the Caribbean precipitation. The Caribbean 
precipitation, along with the central Pacific precipitation, affects the atmospheric flow in both the 
tropics and the extratropics. Especially, the flow responses to the tropical forcing affect the wind 
shear near the Atlantic midlatitude jet, and the changes of the basic-state flow may influence 
RWBw events. On the synoptic scale, RWBw events modulate the turbulent heat flux and the 
radiative heat flux at the air–sea interface. The anomalous flux contributes to SST anomalies of a 
horseshoe pattern, which can project on the horseshoe mode of the summertime SST. Therefore, 
RWBw events actively influence the evolution of the SST during the hurricane season. The 
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findings suggest an interaction between the RWBw events and the North Atlantic SST and help 
explain their strong correlation on the interannual scale.   
Nonetheless, the interaction between RWBw events and the North Atlantic SST could be 
complicated by other factors, such as the internal variability of the atmosphere and boundary 
forcing in the extratropics. This motivates us to investigate the connection between the RWBw 
events and the extratropical atmosphere variability under the weather regime framework. Although 
the weather regimes in the North Atlantic domain are closely associated with the RWB events in 
the eastern basin, none of those regimes have close connections with RWBw events. Instead, those 
events are mainly associated with two weather regimes in the domain of the North Pacific + North 
America. More specifically, one of the weather regimes feature a wave train pattern that extends 
from the North Pacific to the North Atlantic, and the other is associated with an atmospheric block 
pattern that affects the southeast of North America.  
The results shed light on the controversial NAO-TC relation and the prediction failure of the 
 
 
Figure 6.13 Schematic of the relation between Rossby wave breaking and weather/climate 
variations. The curvy solid lines in the extratropics stand for the extratropical flow, with 
the black part highlighting the breaking Rossby wave. The variations of the extratropical 
flow are characterized by the weather regimes described in Section 6.4. MDR denotes the 
main development region of Atlantic TCs. An Atlantic TC is illustrated with the purple 
hurricane symbol. ENSO denotes El Niño–Southern Oscillation. The blue dashed arrows 
indicate the tropical-extratropical interactions described in Section 6.3.    
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2013 hurricane season. On the one hand, the NAO regimes are much more closely associated with 
RWB events over the eastern Atlantic rather than those over the western basin. Although all those 
RWB events could affect TC development, the eastern basin events show much weaker impacts 
on TC activity (Zhang et al. 2017). The fact helps explain why the large body of the NAO-focused 
studies led to inconsistent findings of the NAO-TC relation. On the other hand, the upstream flow 
perturbations, such as the Type 3 regime in the North Pacific + North America domain, show much 
stronger impacts on the western basin (RWBw) events. During the 2013 hurricane season, frequent 
occurrences of Type 3 regime facilitate RWBw events. The extratropical flow anomalies break the 
typical RWB-SST correlation and jolt the SST-based predictions of Atlantic TC activity. 
The findings of this study suggest two potential paths to predict RWBw events. One path is to 
predict the basic-state flow in the sector of the eastern U.S. and the North Atlantic, which could 
be affected by tropical forcing (e.g., SST and the MJO) and extratropical processes (e.g., boundary 
conditions). The other path is to predict upstream perturbations, especially the flow state in the 
sector of the North Pacific and the western U.S. The upstream flow is subject to the impacts of 
extratropical processes on various time scales, as well as recurving Pacific TCs (e.g., Archambault 
et al. 2015) and Asian monsoons (e.g., Moon et al. 2013). The involvement of multiple physical 
processes may make this path more challenging, but the prediction may benefit from other efforts 
that aim at improving environmental predictions for North America. A future study will explore 
the two paths of prediction RWB and their relative importance.       
The study has a few limitations that warrant additional remarks. Our discussion mainly focuses 
on the qualitative aspects due to the limitations of the idealized model and the coarse-resolution 
data. For example, the dry spectral model excludes the diabatic processes that affect the life cycle 
of breaking waves (Zhang and Wang 2017). The idealized model settings may be responsible for 
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some differences between the simulated waves and the observed breaking waves. Furthermore, 
our discussion largely omits the strong variations of SST and surface heat fluxes in the extratropics. 
Even though the atmospheric responses to the extratropical SST forcing have been considered 
much weaker than the unforced variability of the atmosphere (Kushnir et al. 2002; Sutton and 
Hodson 2007; Guemas et al. 2010), the impacts of extratropical SST forcing appear evident in new 
high-resolution simulations (Piazza et al. 2016; Parfitt et al. 2017) and on the decadal scale (Dong 
et al. 2013). 
Overall, the findings of this study help better understand the physical controls of Atlantic TC 
activity. The interaction between the RWB events and the Atlantic SST helps reconcile the strong 
RWB-TC and SST-TC correlations on the interannual scale.  The results suggest that the tropical–
extratropical interaction is important for understanding Atlantic TC activity. In addition, the 
connection between RWB events and the variability of extratropical atmosphere offers a new 
perspective to examine the predictability and uncertainties of Atlantic TC activity.    
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Chapter 7 Conclusions  
Although Atlantic TC activity was often considered controlled by the variability of tropical 
oceans, observational and modeling evidence suggest that TC activity is also affected by additional 
physical controls. The overarching goal of this research project is to test the hypothesis that the 
variability of the extratropical atmosphere affects Atlantic TC activity. Inspired by the empirical 
knowledge and the physical understanding, I use RWB as the proxy to investigate the extratropical 
impacts, study the underlying physical processes, and explore the implications for predicting 
Atlantic TC activity.  
In Chapters 3 and 4, I focus on the characteristics and impacts of RWB events during the 
Atlantic hurricane season. Both the case analysis and the composite analysis suggest that RWB 
drives equatorward intrusions of extratropical air and increases the vertical wind shear in the 
tropics. The RWB-associated perturbations can affect TC development, and the impact is sensitive 
to the spatial configuration of breaking waves and tropical disturbances. On the seasonal scale, the 
occurrences of RWB and Atlantic TC activity are negatively correlated. The correlation is 
surprisingly strong and suggests that the extratropical control of Atlantic TC activity may be as 
important as the tropical controls. Especially, the interannual variations of RWB events are the 
strongest in the domain of the subtropical northwestern Atlantic, and those events also have the 
strongest influence on Atlantic TC activity.  
In Chapter 5, I investigate the life cycle of the Rossby waves that break over the northwestern 
Atlantic. A composite analysis suggests that those waves are connected to a wave train from the 
North Pacific. The overturning of PV contours during RWB is associated with the rapid 
development of an upper-level ridge, which occurs along the east coast of North America and over 
a warm and moist airstream. The ridge amplification is examined using the budget analysis of PV 
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and the trajectory analysis of ridge-related air parcels. The PV budget analysis suggests that the 
horizontal advection of PV by the perturbed flow dictates the movement and the later decay of the 
ridge. The ridge amplification, opposed by the horizontal advection of PV, is driven by the vertical 
advection and the diabatic production of PV, both of which can be connected to diabatic heating. 
The trajectory analysis suggests that diabatic heating reduces the static stability near the tropopause 
and contributes to the ridge-related negative PV anomalies. The findings suggest that moist 
diabatic processes, which were often excluded from the earlier studies of wave breaking, are 
crucial for RWB during the warm season. 
In Chapter 6, I explore how the RWB events are connected to the tropical and the extratropical 
variability on the weather-climate continuum. On the interannual scale, the RWB events are 
correlated with the SST of the tropical North Atlantic. Idealized simulations suggest that he ocean 
variability affects the RWB events by modulating the tropical precipitation and the basic-state 
flow. On the synoptic scale, the RWB events can affect the SST variability by driving anomalous 
surface heat fluxes. Therefore, the results suggest a two-way interaction between the variations of 
RWB events and the tropical ocean variability. The study also examines the connection between 
RWB events and the variability of the extratropical atmosphere using the weather regime analysis. 
The weather regimes in the North Atlantic domain are closely associated with the variations of 
RWB events over the eastern Atlantic. However, the regimes do not have strong connections with 
the RWB events over the northwestern Atlantic. Those RWB events, which strongly affect TC 
activity, are more closely related to the atmosphere variability in the Pacific-North America 
domain. The analysis helps clarify the obscure relation between the NAO and Atlantic TC activity. 
Furthermore, the findings also link an anomalous extratropical weather pattern to the surprising 
prediction failure of the 2013 hurricane season.  
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The dissertation study, together with its companion studies, helps better understand the 
tropical–extratropical interaction and highlights the extratropical impact on Atlantic TC activity. 
Although the research mainly discusses the seasonal variability of the Atlantic basin, the physical 
mechanisms also operate in different basins and other time scales (not shown). Taken together, the 
findings suggest a new perspective to search for the sources of predictability and uncertainties of 
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