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Abstract
Due to the huge repercussion of football broadcast in society, an enormous number
of applications can be derived to both analyze the match and enhance the visual ex-
perience of the spectator. These applications request semantical information about
the content of the images. In particular, the type of view in a football image contains
valuable information about the game. Thus, the type of view must be automatically
computed to be able to process the large amount of information extracted from each
football match.
In this work, we propose a robust classification system that estimates the type of
view in football images in real time. For each frame of the sequence, a set of de-
scriptors is extracted to characterize a specific part of the scene: the grass field.
Gathering all these descriptors and a few ones related with texture, a decision tree
determines the view that is shown in that frame. In order to improve the robustness
of the algorithm, the redundancy of the temporal domain is exploited.
The validity of the proposed algorithm has been tested on a large amount of frames
from broadcasted football sequences in a wide variety of scenarios (stadiums, light
conditions, ...). Promising results have been obtained with a 96% of accuracy in the
classification of these images.
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Chapter 1
Introduction
1.1 Motivation
In recent years, sports video diffusion has been one of the central pillars of television
worldwide. A large variety of sports events is offered every day in response to an
increasing audience demand.
As sports events appeal to a large audience, a huge number of applications can be
derived from its broadcast to both analyze and create a better visual experience to
the spectator. In order to do so, semantical information about the content of the
images that are watched in television is requested. An important characteristic of
a football image that can provide relevant information is the type of view. Further
processing of the image can be performed conditioned to the semantical information
that provides the type of view in the image.
In the present thesis, type of view is analyzed in the context of a particular case of
sports event -a football match- for the purpose of developing an automatic type of
view detection system.
In a football stadium, a large number of cameras are responsible of showing all
the details of the game to the spectators. In some parts of the match a view of
the entire football court can provide more information to the audience whereas a
view of a single player from a close position may show some detailed aspects during
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the game. This set of cameras, placed in different parts of the stadium generate
simultaneously several images of the match at every instant.
The relation between each camera and the objects that are recorded determines
the type of view in the image. In other words, the view of the game in an image
is defined by the projection of the objects in the scene from the three-dimensional
world to a two-dimensional plane. However, the type of view in a football image can
be very subjective, so an ontology defining the rules that characterize each view is
requested. This ontology is a set of classes that represent the possible situations that
can be found in a football match when the type of view is analyzed. For each class,
a set of rules or characteristics are defined in the ontology in order to distinguish
between images that belong to this class or to another.
In a first level of abstraction two main types of view can be though in order to
describe football images. On the one hand, long views show the match from a point
of view which is far from the objects present in the image. As a consequence of
this definition, a large amount of the football court can be observed in these images.
On the other, close-up shots contain details from the game recorded from a close
point of view. Although the semantical difference of these two views is clear, the
classification between both types may not be evident under some situations. Figure
1.1 shows four different views from a football match. Images (a) and (d) could
be easily identified as long and close-up views respectively. However, a wide line
separates both types of view as it can be seen in images (b) and (c).
(a) (b) (c) (d)
Figure 1.1: Different views in a football match.
Nowadays, the type of view of the images generated in a football match is directly
tagged by an operator after the game. This operator divides the broadcasted video
into segments depending on a set of classes previously defined. The segments are
then labeled with the assigned type of view. This labeling process is called annota-
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tion.
Manual annotation of football images may cause several problems in the analysis of
football matches. First, the decision of the type of view is conditioned to a human
perception of the image, and sometimes it could be difficult to decide whether the
image belongs to a view type or another. Second, the annotation of the large number
of images recorded for a single match is very time consuming. Thus, a scenario in
which all the matches of a concrete competition are manually annotated for further
processing is not possible in practice.
As a consequence, a system which automatically detects the type of view shown in
football matches is required to avoid potential errors derived from human nature.
This system should provide robust decisions based on objective criteria that char-
acterize each type of view. Moreover, as this analysis can be performed for each
frame of the sequence, transitions between one view and another may be perfectly
detected.
In order to open the door to other type of applications that could be performed
during the realization of the broadcast, the proposed system must be able to estimate
the type of view that is shown in football images in real time during the event.
Moreover, speed up the annotation of the images makes possible to analyze a huge
number of information for post-production purposes. Once a decision is reached,
images will be automatically annotated. This annotation will be the first stage for
several applications as it will be discussed later.
1.2 Type of view: definition
Given a football image, its type of view represents the relation between objects in
the scene and the camera that recorded the image. As an example, long views may
be though as those views in which players are far from the camera position and a
large part of the grass field can be seen in the image. Then, labeling a football image
as a long view may help to infer that the size of the players in the image is small;
this information can be further used to detect or track the players of both teams.
Due to the large number of different views that can be found in a football match,
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there is a necessity of defining a taxonomy containing all the possible types of view
that can be observed during the game. The proposed algorithm is requested to
classify images between eleven different types of view (See Annex A).
From the analysis of this taxonomy, semantical information shared by some views can
be found. Using this information, a hierarchical tree has been defined to represent
the relation between different classes and make the analysis simpler. At each level of
the tree all the original views are presented, but they are grouped defining less than
eleven classes. As the level of the tree increases, these groups are divided in more
classes representing the whole set of views with higher accuracy. This tree cannot
be created randomly, it should represent a useful hierarchy in the analysis of the
views. Figure 1.2 shows the hierarchical tree designed for type of view classification
in football images.
Football Image
9
XXXXXXz
Close-up
9 
View
HHj
XXXXz
Long

PPPq
View
Close
 @R
View
CrowdBench
View
Medium
 	HHj
View
Entire
 	HHj
Player
Wide
9  	
View
@R
DetailPersonMultiple
Players
Single
Player
Multiple
Players
Single
Player
General
View
Beauty
View
Zenith
Figure 1.2: Hierarchical tree.
In order to clarify the meaning of each view and its position in the tree, a brief
description of the levels of hierarchy is proposed. Several examples have been selected
to introduce the differences between these views. In the following discussion all the
examples are referred to images contained in Figure 1.3.
• Level 1: Images from a football match can be classified as long views or close-up
views in a first level of accuracy. Long views represent those images containing
small objects whereas close-up views group all the views with bigger objects in
the scene. As it can be inferred, even in this first level of accuracy the problem
of defining whether an object is big or small in an image arises. Close-up views
include all images in which less than half of player’s body is presented as well
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j) (k)
Figure 1.3: Types of view in football images.
as those images containing crowd or coaches. Images (a), (b), (c), (d) and (e)
are examples of football images defined as long views whereas (f), (g), (h), (i),
(j) and (k) are close-up views.
• Level 2: Long views defined in the first level of the tree contain a large number
of different images in which players are present from different points of view.
However, these views may have different semantical content: images (a), (b)
and (c) show a general view of the game whereas (d) and (e) contain a par-
ticular action of a player. A division between wide view (Images (a), (b) and
(c)) and entire player (Images (d) and (e)) reflects these differences.
Close-up views contain players that are not completely included in the image,
coaches or the crowd. In this second level of accuracy close-up views will be
divided into four views: close view (Images (h) and (i): close zoom), medium
(Images (f) and (g): half of the player’s body present in the image), bench
(Image (j)) and crowd (Image (k)).
• Level 3: Three different types of wide view can be observed in football images.
Zenith view (Image (a): camera placed over the grass field), beauty shot (Image
(b): almost all the field present in the image) and wide view (Image (c): action
viewed from a far point of view). In the case of entire and medium players, a
division between single and multiple players in the scene helps to understand
the content of the view in more detail.
Finally, close views are divided in person (Image (h): close view of a person)
and detail (Image (i): close view of an object).
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1.3 Requirements of the system
The main objective of this project is an automatic detection of the type of view
in football matches. The more accurate the detection of the view present in the
image, the more satisfactory the results. However, not only a good classification is
demanded of the proposed system, but some other requirements are expected to be
fulfilled:
• The most basic requirement demanded of a classification system is a given
maximum error in the results of its decisions. As a football sequence is com-
posed of a group of frames, the number of erroneous classified frames over the
sequence will give an idea of the global behavior of the system. Moreover,
given a detail level of the hierarchical tree of views, the system must provide
a robust classification of the type of view during a football match. In our
project, the maximum number of erroneous frames classified must be lower
than 20% of the entire sequence for the first level of classification (close-up
and long views).
• Although the total error of the classification system may be an important
measure to evaluate the difference between real and estimated view in the
image, not all the errors produced during the classification process are equally
weighted. Let us consider two example cases:
The system that decides the type of view can be seen as a first stage in a chain
of processes. Depending on the label assigned to the image, it will be further
processed by different algorithms. As an example, if the image is classified as
long view the search of lines in the field could be performed. Otherwise, this
search will be omitted because it is very time consuming. An image showing a
long view could be eventually classified as close-up view. Thus, the search of
information related with this type of view (lines of the court) will be omitted
and the image classification will cause an error. Let us consider as a second
example a close-up view that has been classified as long view. This situation
will lead to a search of lines in the image and, as a consequence, a waste of
time.
In this example two different types of errors can be identified. Although in
both cases the result of the classification is an error, the consequence of this
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error is different depending on the application.
Due to the high complexity of the processes that extract features from long
views for football applications, the classification of close-up views as long views
must be minimized.
• An additional requirement is demanded to a system that provides the infor-
mation about the type of view in a football match: it must work in real time.
In European TV standards, 25 frames are presented in television each second,
so the system must be able to process at least this number of images in the
same period of time in order to work in real time.
Taking these requirements into account, the design of the system that estimates
the view in football images will be focused towards the search of robustness and
simplicity in the classification.
1.4 State of the art
In recent years, a large effort has been put into video classification. In particular, due
to its vast commercial repercussion, sports videos have been widely studied. The aim
of the researchers is to maximize the automatic semantic content extraction from a
recorded sport sequence in order to easily interpret particular situations produced
during the event. A long work has been done in this area to automatically create
highlights and summarizations from sport events.
Low-level characteristics such as color, motion, and texture are used, but the results
are not satisfactory. There is a conceptual distance between these features directly
extracted from the image and the semantic meaning that a person can infer from
the direct observation of the same scene. In the search of robust results, these two
concepts should be linked using signal processing techniques.
To tackle this problem, several existing approaches are focused on the analysis of
domain specific knowledge in order to link the low-level features with the semantic
content of the images. In [22], a system that considers not only low-level, but also
middle-level features is proposed. These additional features are proposed as a bridge
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between characteristics extracted from an image and the concept that represents
the image. This system is expected to work with a wide variety of sports. In order
to do so, some decision rules are defined for each one. However, several middle-
level features are computationally costly (i.e., homogeneous regions) and, as they
may not provide enough information to the type of view definition problem, an
additional processing would be required. Thus, it will be difficult to achieve a real
time implementation using this method.
The high level semantic meaning content of sport sequences is also analyzed in [12],
where a sequence is divided into a set of events. In this work, the system can work
with different sports if a proper grammar is defined for each one. This type of
systems define a structure for each event and its detection is conditioned to a set
of sub-events. This system can detect some semantic concepts previously defined
as keywords and characterized (i.e., corner kick or goal), so that it may not be
capable of identifying events which are produced in different conditions. However,
adaptability is required in sports analysis in order to provide robust results.
In [19] images from football sequences are classified into two mutually exclusive
states named as play/break. These states provide semantic contain and thus, some
information can be derived from this classification (i.e an image classified as break
will never show an action of a player). This is only a first step towards the final
solution in the sport events classification, as images in the game may be further
analyzed.
The detection of advertisements in football matches is related with the detection
of a concrete type of view as it is presented in [14]. The advertisement detection
is studied from a completely different point of view in [3], where advertising panels
are located and artificially replaced in the game. In this work, advertisements are
represented by a probabilistic density function estimated from a set of manually
annotated frames. Moreover, when an advertisement is detected, it is tracked during
the sequence. This system can suffer instability problems due to the change of views
or the occlusions of the advertisements caused by players.
One of the most important semantical concepts that has been previously studied in
football matches is the type of view. This concept is related with the relative size
of the objects shown in an image.
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In [20], three types of view are defined for the analysis of football games: long, zoom-
in, and close-up. Although two main types of view are often considered (close-up
and long view), the zoom-in represents the wide boundary between both.
These types of view are not valid for the authors of [9], which define four types of
view for football analysis. In this work, a system that segments a football match
taking into account color and motion features is proposed. This system exploits the
color features derived from the grass field to identify the type of view shown in the
image. In particular, a connection between the amount of grass in the image and
the view is discussed with good results in the classification. However, a previous
division of the sequence into active and static segments is performed in order to use
several motion features. These features may provide erroneous information due to
the continuous changes of view produced during the game.
In [7], the detection of the type of view is related with the grass pixels in the image.
Moreover, this work analyzes the distribution of the grass pixels in the image in
order to extract information about the type of view. However, this information is
not sufficient to classify an image between a close-up view and a long view robustly.
Related work in the literature of football video analysis has addressed the field
analysis as the first step towards low-level feature extraction. In [21] and [10] the
grass field is extracted from the rest of the image assuming that it has a uniform
green color. Thus, in [21] a histogram is computed for a given image and the
position of the most representative peak for each channel R, G, and B is stored.
Then, pixels with values close to these peaks are selected as grass points. This
technique has two main drawbacks. First, green color is not always the dominant
color in a football image (i.e., close-up view), so several field areas may not be
detected by both implementations. Second, the grass field is often represented by
more than one peak in each channel due to the wide variety of green tones that can
be observed in the field. In [6], two color spaces are used to automatically adapt the
statistics of the grass to changes in the dominant field color. This implementation is
sensitive to abrupt illumination changes and moreover, the computation of a color
space transformation is requested for each pixel in the image.
In the literature, color features have been also combined with audio features. Some
examples of this approach are shown in [16] and [18]. In these works, audio char-
24 CHAPTER 1. INTRODUCTION
acteristics provide worse results than color features. A similar mixture of features
(audio and color) is used in [4] for goal detection in football sequences. Color fea-
tures for this purpose are based in the grass field points of the image whereas volume,
energy, and spectrum are analyzed for the audio signal. An important point of this
work is that field points are learned through unsupervised learning, so that it is
independent from the stadium. This is only a particular detection of a very specific
situation in the game where audio may provide relevant information. However, no
connection is expected between audio features and view in the image, so that they
will not provide any additional information to this analysis.
An important property that can be observed in a broadcasted football match is
the edition effect. Logos are often placed artificially above the image occluding
some parts of the scene. This is a special semantical situation in the match and,
furthermore it may cause a big impact to the image analysis during the game. A
system that detects this effect is proposed in [15] and [11]. However, the edition
effect is assumed to appear only after and before the replays and so that a first
segmentation into replay frames is performed by the system. Moreover, they analyze
the histogram of the logo. This technique may produce a huge set of edition effect
false positives during the match if several replay candidates have not been detected
before. Thus, a replay detector is needed in order to study the presence of logos
in the image. A completely different analysis of the editing effects can be found in
[17]. In this work, the contrast of the image is analyzed since logos are expected
to produce a high contrast. Nevertheless, logos with low area (i.e., scoreboard) will
not be detected.
In our work, a system that automatically estimates the type of view in a football
match is proposed. In order to achieve such an objective, we will exploit the infor-
mation provided by the grass field in the scene. Several low-level features will be
computed using this information and they will be linked with the type of view in
the image. This process will be performed for each frame of the sequence, and then
temporal redundancy between consecutive frames will be exploited as a continuous
sequence is being analyzed.
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1.5 Structure of the work
In this section the structure of the present thesis is presented. As the system that
has been developed is a type of view classification system, this structure is strongly
connected with the structure of a classical classification system.
In a classification system, several operations can be distinguished. Each of these
steps must solve a different problem in order to achieve robust results and is per-
formed in a specific subsystem. The main subsystems that form the whole classifi-
cation system are:
• Region Of Interest (ROI) extraction: not all the pixels of the input image are
useful when computing the value of the descriptors. This way, the information
area must be separated from the rest of the image to simplify subsequent
operations without loosing relevant processing information.
• Feature extraction: the aim of the feature extraction process is to compute a set
of descriptors in order to characterize the object that must be classified. These
descriptors are stored in the feature vector and are passed to the classifier.
• Classification: the task of the classifier is to use the feature vector provided
by the feature extraction process to assign a category to the object.
The three main operations of a classification system can be observed in Figure 1.4.
This figure shows an outline of the system that estimates the view in a football
image.
Figure 1.4: Classification process outline.
In this work we present a fully automatic and computationally efficient framework
for the analysis of the type of view in a particular case of sports event, a football
match. In order to understand the different steps of the proposed algorithm, the
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present thesis is structured as follows: Chapter 2 analyzes the features that are used
to characterize football images. First, the idea behind each feature is discussed from
the intuitive point of view; in a second step, the feature is measured over a football
sequence and numerical results are presented. In Chapter 3 both the ROI extraction
and the feature extraction processes are analyzed in detail. The classification stage
is presented in Chapter 4. This classification is performed using a decision tree and
its results have been compared with the results using a neural network. As the
real purpose of the system is to classify images from a video sequence, in Chapter
5 the system takes advantage of the redundancy present in the video domain to
improve the results obtained analyzing each image as an isolated object. In order to
measure the performance of the system, Chapter 6 presents the classification results
of the algorithm using a database of real football matches. Finally, some conclusions
inferred from this work are presented in Chapter 7.
Chapter 2
Feature Analysis
2.1 Introduction
In a classification problem, feature selection must be performed with caution, as the
algorithm’s final decision does not depend only on the object analyzed itself, but on
some specific features estimated with image processing techniques.
Feature selection does not mean to define a huge set of descriptors and to combine
them. Instead, the goal of this process is to find the minimum number of features
with the higher discriminability. Each feature defines a new dimension in the feature
space that may help in the classification process if a decision boundary is placed
correctly. Nevertheless, an increase in the vector’s dimension not always reduces the
classification error.
In the decision step, each coordinate of the input vector is named as descriptor and
represents a concept or attribute that contains some information about the image.
In this work, three classes are defined by the classification process: “Wide view”,
“Entire player” and “Close-up view”. Thus, attributes will stand for the concepts
hidden behind these classes. However, in order to analyze these attributes, in this
chapter we will only consider the first level of the hierarchical tree that has been
defined in Section 1.2. In this level two types of view are defined: “Long view”
and “Close-up view”. Descriptors used in the second level of the tree will also be
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analyzed and some results for the classification between ”Entire players” and “Wide
views” will be discussed.
This chapter analyzes both attributes and descriptors used by the algorithm in the
classification process. In Section 2.2, the search of attributes in order to extract in-
formation about the view is performed. Given a set of attributes, several descriptors
will be proposed to represent these attributes with real values. Section 2.3, analyzes
the descriptors that will be used in the decision process from an intuitive and a
mathematical point of view, giving a definition for each measure and showing some
examples.
2.2 Feature selection
The intuitive approach to tackle the problem is to find some attributes that char-
acterize both classes. In Figure 2.1, some practical examples are shown. From the
analysis of this figure, some characteristics of the type of view can be inferred:
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.1: Football match images. The high variability of views in a football sequence is
shown with eight examples of a football match.
• In a view of the game, the presence of the grass field is needed.
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• A close-up view is expected to contain small grass areas when no players are
showed in the image (Image (c)) or a grass area with big players (Image (e)).
• A long view may be represented either by a big grass component with a certain
number of small players contained inside (Images (b), (d), and (g)) or by a
small grass connected component at the bottom of the image with players
standing on its top (Images (a) and (h)).
In spite of the proposed characteristics, views can not be easily classified since a
wide variety of views can be obtained in a football match. Long and close-up shots
appear mixed, and in terms of classification, the boundary between them is wide
and sometimes it is difficult to classify an image even for an expert with a trained
eye. Moreover, there is a huge number of different scenes that may be considered:
spectators, referee, coach, football players, etc. In addition, the position of the
cameras is different in every stadium. From the analysis of different types of view,
as seen in Figure 2.1, it is obvious that the set of points belonging to the grass are
necessary. This information will be represented as a binary image: the grass mask,
where a positive logical value (1) means the presence of grass and a negative logical
value (0) means that the pixel does not represent grass in the image.
In a football scene, several attributes can be obtained from the grass field study:
• Grass presence: a football scene without grass presence in principle shows
something in the stadium that does not belong to the game (i.e., spectators)
or shows a close-up view of a person (i.e., referee, coach, player, etc).
• Grass area: not only grass presence is needed when long views are shown, but
a certain amount of grass pixels should be demanded. However, if this area is
very high and tends to the image area, the probability of being a wide view
increases.
• Grass field position: as the shape of a football field is known, its projection
in the image gives valuable information about the view. For instance, a field
placed at the bottom of the scene may indicate that a view with a player
standing on its top is showed in the image.
• Objects size: the most intuitive attribute related with the zoom in an image
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is the size of the objects in the scene. As an example, if a big ball is found in
a frame, it can be inferred that a close-up view is being analyzed.
The previous set of attributes is focused on the detection of the most important
differences between close-up and long views. In order to obtain numerical measures
from an image, several descriptors may be derived from these attributes.
An intuitive method to tackle this search is the use of size-based descriptors: ball
size, player size, and line width were taken into account. All these assume the
previous detection of an object in the game (i.e., the ball, a player, or a line). This
object detection can introduce two main problems: a high computational cost and
errors produced by false detections.
Some descriptors may have a high discriminability but their computation may be
very expensive. Lines and circles detection require too much time in order to per-
form good results (i.e., Hough transform). As the system must work in real time,
descriptors using lines or circles information were not taken into account. As a re-
sult, line size and midfield-circle descriptors were avoided, although these descriptors
are used in a posterior step for further analysis of the scene, as described in [13].
Some descriptors may be meaningful from the spectator’s point of view, but their
practical computation may introduce a big error ratio in the system. Ball size could
be a clarifying example. The search of the ball among the whole image may not be
robust enough: occlusions, false positives due to white objects in the stadium, and
the difficulty to find small objects with a small error rate (i.e., long views) discards
this descriptor.
Finally, ten descriptors were taken into account in order to characterize a football
image: estimated number of grass pixels in the image, estimated number of grass
pixels at the borders of the image, maximum height and maximum area of the
detected players partially or totally included in the field, total area defined by the
detected players partially included in the field, homogeneity and texture of the holes
in the grass field, number of pixels associated with skin areas and referee, maximum
width of players at the bottom of the scene and minimum distance between the
estimated grass field and the top of the image. These descriptors are described in
detail in the next section where the intuition, the analysis, the computation, and
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some empirical examples are presented.
2.3 Feature description
In the previous section, a set of attributes obtained from the direct observation of a
group of images from a football match has been introduced. However, at least one
numeric value is needed for each attribute in order to be able to use the information
that it contains about the image. This value is known as descriptor. Before the
decision process is done, the input image must be translated to a mathematical
language with a group of descriptors representing the discriminative features.
In this section, the descriptors that characterize an input image are introduced. In
a first approach, for each descriptor an intuitive idea is briefly commented. Then,
some examples from real football sequences are introduced. Afterwards, a proof that
the intuition leads to a discriminative measure is shown with the analysis of a set of
football images and then, the mathematical formulation of the descriptor is defined.
Finally, a discussion about the possible values for the measure is presented.
In order to compute the descriptors for the analysis of the type of view in football, the
information about the grass field must be extracted. This information is represented
by an image: the grass mask. Before the descriptors are discussed, this mask is
defined.
2.3.1 The grass mask
Although the descriptors presented in this section measure different features of the
scene, almost all the features have one characteristic in common: they are related
with the grass field. Pixels in the scene must be classified as grass or non-grass pixels
before the feature extraction. As a result of this classification, only two values for
each pixel are allowed, the information about the class assigned to a pixel can be
stored with only a binary value.
A binary mask is a grayscale image with only two possible values for its pixels: True
(1) or False (0). In the computation of the grass mask, each pixel of the input RGB
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image is asked to fit a condition. The True value is given to those pixels fitting
the proposed condition and classified as grass points. Otherwise, the False value is
assigned. The area formed by all the pixels with a positive value will be defined as
the Region Of Interest (ROI). An example of a grass mask and the original RGB
image is shown in Figure 2.2.
(a) (b)
Figure 2.2: Grass mask of a football image. White pixels represent the positive value
(True) whereas black pixels stand for the negative value (False).
With this binary image, the information about the grass points is compactly rep-
resented. The entire process to compute the grass mask from an RGB image is
described in Section 3.3.
2.3.2 Grass colored pixel ratio
As seen in [7], the attribute defined as grass area in the previous section may be
represented by the computation of the amount of grass pixels in an image, the grass
colored pixel ratio (GCPR).
In a football scene, the number of grass pixels contained in the image has valuable
information about the type of view. A long view is expected to have a high ratio
between the number of grass pixels and the size of the image, while when the grass
presence is low or there is no grass in the scene, a close-up view is likely shown.
This intuitive concept can be seen in Figure 2.3. In this figure, a long view can
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be observed in Image (a) whereas a close-up view is shown in Image (b). Image
(c) contains a view that should be classified as long view in the first level of the
hierarchical tree although it contains only a few grass pixels. This suggests the
necessity of using more descriptors in the classification process.
(a) (b) (c)
Figure 2.3: GCPR in football scenes. In Images (a) and (c) long views are presented. In
Image (a) the grass area has a relevant presence in the image. Image (b) shows close-up
view. This image does not contain grass pixels.
The grass colored pixel ratio measures the ratio between the number of field pixels
obtained after the grass mask extraction and the image area:
GCPR =
∑Nc−1
i=0
∑Nr−1
j=0 Im(i, j)
Nc ·Nr (2.1)
where Nr is the number of rows, Nc is the number of columns in the image, and
Im(i, j) represents the grass mask value of the pixel (i, j). Only logical values are
allowed as Im is a binary mask.
An image containing a long view is expected to have a medium or high value for
this descriptor. A low value corresponds to a close-up view in the image. Typically,
a crowd view without grass pixels (GCPR=0) or a close-up shot of a football player
where the value of the descriptor is almost zero may be represented. High values of
grass colored pixel ratio stand for long views.
Although the accuracy of this descriptor may not be sufficient for a direct classi-
fication between close-up and long views, it can easily decide when the possibility
of having a long/close-up view is negligible if its value is very low/high for a given
scene.
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(a) (b)
Figure 2.4: GCPR histogram for close-up (a) and long (b) views.
Figure 2.4 shows the GCPR histograms for close-up and long views. The GCPR
has a uniform distribution among the possible values of the descriptor for close-up
views, with a peak in zero. This shows the possibility that given an image with a
certain GCPR value, a close-up view is shown in the scene. Three different types of
images can be found in these distributions:
• Images with a very low number of grass pixels: this group of images is repre-
sented by the peak standing at 0.
• Images with a very high number of grass pixels: this group of images is repre-
sented by football scenes with a GCPR value between 0.9 and 1.
• Misleading case: this group of images is represented by football scenes with a
GCPR value between the two previous cases.
On the other hand, GCPR has a close to Monomodal distribution centered at 0.7
for long views. This distribution shows that the probability of long views is different
than zero for almost all values between zero and one. This is due to the fact that
in the first level of accuracy, players completely included in the image are also
considered as long views. An example of these type of images is showed in Figure
2.3 (c).
The intuitive concept discussed at the beginning of this section is reflected in this
figure: all images between these two thresholds may be analyzed with other descrip-
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tors, but the GCPR is able to correctly classify as “Long views” all the images with
a value higher than 0.9.
2.3.3 Grass pixel ratio at the borders of the scene
When searching the type of view in a football image, not only the number of grass
pixels is important, but the position of these pixels may give information about the
view.
(a) (b) (c)
Figure 2.5: Grass pixel ratio at the borders of football images. The distribution of grass
pixels at the borders of the image is shown for two long views (Images (a) and (b)) and a
close-up view (Image (c)).
Figure 2.5 shows several examples of this concept using three football images with
a close number of grass pixels. This figure shows how the grass presence at the
borders of the scene is connected with the type of view. In a long view (Image (a))
it is expected that at least the lower border and both the right and left borders
contain a high number of grass pixels. The grass presence at the upper border of a
long view depends on the moment of the game. In a close-up view (Image (c)), it is
expected either that a high number of grass pixels are present at the top, left and
right borders of the scene or no borders contain grass pixels when the grass is not
present in the image. Finally, a high grass presence at all the borders of the image
indicates that totally included players are shown in the scene as it can be observed
in Image (b).
A different descriptor is computed for each border of the image. These descriptors
compute the ratio between the number of grass pixels in a concrete row/column
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and the number of columns/rows that contain the image. Thus four descriptors
stand behind the concepts explained in this section: first row grass pixel ratio
(FRGPR), first column grass pixel ratio (FCGPR), last row grass pixel ratio
(LRGPR) and last column grass pixel ratio (LCGPR).
In this section we will analyze the last row grass pixel ratio, but the same analysis
can be extended to the other three descriptors. Last row grass pixel ratio computes
the ratio between the number of grass pixels at the lower part of the scene and the
number of columns of the image. In other words, the presence of grass pixels in the
last M rows of the image is analyzed.
In a first approach, only the last row was taken into account when computing this
descriptor:
LRGPR =
∑Nc−1
i=0 Im(i,Nr − 1)
Nc
(2.2)
where Nc is the number of columns of the image and Im(i, j) is the gras mask value
of the (i, j) pixel.
As an example, let us consider an image with a value of 1 for this descriptor. That
is, all the pixels in the last row are grass pixels. Then, all the last row pixels belong
to the grass field. Thus, there is no physical space for a player to be shown from
the waist to the head because he should be “cut” at the lower part of the image.
So players must be totally included in the scene. In other words, a long view is
presented.
However, as seen in Section 3.2, the input image may not be only composed by
information pixels, sometimes black stripes appear at the borders of the frame. A
single black stripe of one pixel width (a line) would invalidate this descriptor as no
field pixels will be found, even when the real image has grass pixels in its last row.
In order to obtain a more robust descriptor against this problem, the algorithm
analyzes not only the last pixel of every column, but the last M pixels. If there is
at least one grass pixel among the last M rows, this column is labeled as “grass.”
LRGPR =
∑Nc−1
i=0 [sgn(
∑Nr−M
j=Nr−1 Im(i, j)− 0.5) + 1]
2 ·Nc (2.3)
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where sgn() represents de sign function, Nc is the number of columns of the image
and M is the number of rows analyzed for each column.
With this implementation, a black stripe of width M −1 can appear in the sequence
without changing the results. In this work, M is fixed as 12. This is the highest
value needed in order to avoid the effect caused by black stripes that have appeared
in the sequence of the training database.
Figure 2.6 shows the LRGPR histograms for close-up and long views in a football
sequence.
(a) (b)
Figure 2.6: Last row grass pixel ratio histograms. Image (a) shows the LRGPR histogram
for images containing close-up views, whereas Image (b) shows the values of the descriptor
for images containing long views.
As it can be seen in this figure, nearly all the frames in the sequence containing
long views (Figure 2.6 (b)) have a field projection that touches more than 90% of
the lower border of the image. However, images containing close-up views ((Figure
2.6 (a)) are highly concentrated in the first bin of the histogram which represents
no grass pixels in the last row of the image. From the analysis of both histograms
we can infer that when no grass pixels are in contact with the last row of the image
the probability of being a close-up view is very high, whereas it is very likely that
an image with a last row formed only by grass pixels shows a long view. For other
values of this descriptors there is not enough information to decide which type of
view is presented.
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Thus, this descriptor will not directly classify images between close-up and long
views, but as those images with values 0 and 1 have a high probability to belong to
a close-up or a long view further decisions can take advantage of this information.
2.3.4 Maximum hole and Maximum hole height
Size-based descriptors are the most intuitive method to distinguish close-up views
from long views. The concepts of close-up and large views are directly connected
with the size of the objects in the scene. Given an image, if the algorithm is able to
detect an object whose properties are known, the prior knowledge about its size can
be used in a classification process. Furthermore, two types of objects have a direct
presence in the game among the whole match: the players and the ball. Figure 2.7
shows some examples of the relationship between the type of view and the size of
the objects in a football match.
(a) (b) (c)
Figure 2.7: Objects size in football images. Images (a) and (b) show long views of a
football match. Image (c) shows a close-up view of the game. The type of view is reflected
in the size of the objects: in particular the players and the ball can be analyzed.
In a close-up view, players are expected to cover a big area whereas in a long view
their total area will be composed by a few number of pixels. This robust distinction
may be easy for a spectator, but an algorithm requires a previous step: object
detection. In order to analyze the properties of a player or a ball, they must be
identified in a previous stage of the algorithm. This requirement introduces two new
sources of errors in the classification process:
• The search of an object in a football image may be difficult in terms of identi-
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fication due to the wide variety of different colors and textures that appear in
a stadium. Thus, a classification error in the identification of the object can
be propagated to the final decision of the algorithm.
• The algorithm must work in real time. An exhaustive search among the image
may increase the computational time of the algorithm.
Due to these two problems, a search towards other objects was done in order to
take profit of this intuitive attribute: the size. As a result of this search, a new
type of objects were found in football images containing information about the type
of view: the players partially or totally included in the grass field. These players
cause several irregularities in the grass field shape. The height and the area of the
irregularities produced by the players is closely related to the type of view in the
scene, as it can be seen in Figure 2.8.
(a) (b)
Figure 2.8: Irregularities produced by the players partially included in the grass field.
Gray color represents some parts of the player that are partially included in the field and
produce irregularities in the grass mask. The height of each irregularity is shown with a red
line segment.
The irregularities caused by players included in the grass field are defined as holes
in the grass mask. Three different types of holes are distinguished when computing
the area or the height of the players in the image:
• Holes totally included in the grass field.
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• Holes partially included in the grass field connected with the upper boundary.
• Holes totally included in the grass field connected with the lower boundary.
Totally included holes are those connected components which do not belong to the
grass field and with False value in the grass mask completely surrounded by grass
pixels. Partially included holes are those connected components that do not belong
to the grass field and have a False value in the grass mask, and they are defined as
partially included because they are not totally surrounded by grass pixels, as they
are assumed to be produced by players that are partially included in the grass field.
In the feature extraction process three, different descriptors are computed in order
to measure the height of the players in the image. These descriptors are related
with the three types of holes previously defined: maximum hole height of players
partially included at the top of the field (MHH), maximum hole height of players
partially included at the bottom of the field (MHHi) and maximum hole height
of players totally included in the field (MHHInc).
In addition, a descriptor that measures the maximum area of the holes present in
the image independently of the hole type is computed: maximum hole (MH) As
the analysis of these descriptors is very similar, in this section the MHH is studied
in detail and the concepts behind the measure as well as the results can be extended
to the rest of descriptors that measure the height and the area of the holes caused
by players in football images.
In Figure 2.8 (a), a close-up view of a football match is presented. As it can be
seen in this image, the legs of the goalkeeper occlude a certain area of the field.
Image (b) shows the grass mask extracted from the RGB image, where two partially
included holes can be observed in gray color caused by the legs of the player. A
red segment defines the height of these holes. Moreover, two totally included holes
are also present in the grass mask. The difference between partially and totally
included holes is that totally included holes are connected components completely
surrounded by grass pixels.
A binary mask is defined with positive values for those pixels that belong to a
partially included hole. This mask is composed by a set of connected components
Ak. The hole height is defined as the difference between the j coordinate of the
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lower pixel of a hole and the j coordinate of the upper pixel of the hole:
mhhk =
max(j1k , ..., jNk)−min(j1k , ..., jNk)
Nr
(2.4)
where Nk represents the number of pixels that form the connected component Ak
and jlk represents the j coordinate of the l pixel of this component.
This measure is computed for all the partially included holes in the grass mask, and
then the maximum is selected. This value is named as maximum hole height.
mhh = max(mhh1, ...,mhhG) (2.5)
where G represents the number of connected components in the mask.
Figure 2.9 shows the descriptor histograms for images containing close-up and long
views.
(a) (b)
Figure 2.9: Histograms of the maximum hole height for images containing close-up (a)
and long (b) views.
In a close-up view, players are only partially included in the grass field, so that the
height of an irregularity produced by a player is high. Figure 2.9 (a) shows that
the height of a partially included hole at the upper part of the field may reach 0.95.
In other words, the maximum hole height represents the 95% of the image height.
When a long view is analyzed, the majority of players are totally included in the
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grass field. Thus, no partially included holes will be found in the image. In some
long views, players can be only partially included in the field, but the height of the
irregularity produced in the grass field will not be enough to classify an image as a
close-up view. This intuitive idea is reflected in Figure 2.9. All long view images
have a value for this descriptor lower than 0.4.
If this descriptor has a low value, the image has to be analyzed with other descriptors
in order to be correctly classified. However, if the maximum hole height has a high
value, the image can be accurately classified as a close-up view.
Although different features are measured, the same reasoning can be applied to the
other descriptors presented in this section (MHHi, MHHInc and MH): high values
of these descriptors are expected to be computed in close-up views. On the other
hand, images with a low value for these descriptors should be analyzed using other
features.
2.3.5 Maximum hole width
As seen in previous sections, the type of view in a football image is conditioned to
the grass presence at the borders of the scene. The amount of grass at the borders of
the image is analyzed with the FRGPR, LRGPR, FCGPR and LCGPR descriptors.
However, this analysis must be completed with a descriptor that takes into account
the distribution of the grass at the lower part of the image in order to identify the
presence of players partially included in this region.
In the great majority of football images, only a part of the entire grass field is
included in the scene. As a result, several pixels at the lower border of the image
belong to this field. In a close-up view, players are not completely included in the
image and it is expected that some of the pixels at the bottom of the image belong
to these players. Furthermore, these pixels should be connected as they represent
the player in the image. In Figure 2.10, some examples are presented.
The maximum width (MW) analyzes the width of the players at the lower part of
the grass field. Intuitively, a player which causes a wide hole at the bottom of the
field should not be totally included in the image. The wider this hole, the bigger
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(a) (b) (c)
Figure 2.10: Pixels belonging to football players at the bottom of the field. In long views
(Images (a) and (b)) almost all pixels at the lower part of the image are grass pixels whereas
several pixels at the bottom of an image containing a close-up view (Image (c)) belong to
football players.
the player and thus, the higher the probability of the presence of a close-up view in
the image.
Once the grass closing (See Section 3.4.4) process is performed over the image, an
estimation of the grass field is obtained. The holes partially and totally included
in the field have been identified and the algorithm is able to characterize each hole
taking into account its position in the field. As the objective of this descriptor is
to measure the width of a player partially included at the bottom of the field, only
those holes in contact with the lower boundary of the field will be selected.
The width of a given hole in contact with the lower boundary is defined as the number
of pixels in common between the hole and the lower boundary computed in the grass
closing process. However, this definition may lead to errors in the computation of
the maximum width caused by the elimination of small grass connected components
considered false positive grass detections (See Section 3.4.2) as it can be observed in
Figure 2.11. In this figure, a piece of grass field (Marked with orange in Image (b)) is
considered as a false positive and it is eliminated because it represents less than 15%
of the grass area in the image. After this process the computed width is represented
with a red arrow in Image (c). As this grass connected component is placed at the
bottom of the field, its elimination creates a hole wider than the expected one. In
order to avoid this problem, all the grass components eliminated are stored and they
are taken into account when computing the value of the maximum width.
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(a) (b) (c)
Figure 2.11: Maximum hole width. Image (a) shows the RGB input image. The grass mask
obtained before and after the false positives and false negatives elimination processes are
presented in images (b) and (c). The hole selected to compute this descriptor is represented
with gray color in Image (c).
Finally, if more than one hole is connected with the lower boundary of the field,
the width of the wider component is stored as the value of this descriptor. Figure
(a) (b)
Figure 2.12: Maximum hole width histograms. Image (a) shows the MW histogram for
images containing close-up views, whereas Image (b) shows the values of the descriptor for
images containing long views.
2.12 shows the histograms of the maximum width for close-up and long views in
a real football match. The distribution of both histograms for values lower than
0.15 is very similar and is modeled as a decreasing function with its maximum at
zero. These are the expected results for long views as small players are present
in the image. Close-up views with a low value of this descriptor are those images
where the grass field is not present. However, a significant group of images with
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the value of this descriptor higher than 0.15 can be found when analyzing close-up
views. This is the intuitive difference that has been previously discussed and it will
provide relevant information in the classification process.
As a summary, images with a value lower than 0.15 of this descriptor should be
further analyzed, whereas images with a maximum width higher than this threshold
can be directly classified as close-up views.
2.3.6 Closed ratio
As seen in previous sections, an intuitive concept as the players partially included in
the field can give information if their height is analyzed. However the first intuition
in the search of a size-based descriptor was the analysis of the objects size.
With the definition of a new kind of objects named as holes partially included in the
grass field, the concept of size in terms of area can be taken up again. The purpose
of this section is to classify a view in terms of the amount of pixels that belong to
players who are partially included in the grass field. A player partially included in
the field is a player that stands between the grass and the camera and causes an
occlusion of the field projected in the scene. Several examples of players partially
included in the field are shown in Figure 2.13.
(a) (b) (c)
Figure 2.13: Partially included players in the grass field. Images (a) and (b) show long
views whereas Image (c) shows a close-up view. All the images contain players partially
included in the grass field.
From the direct observation of these three images, a significant difference can be seen
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in the total area that belongs to players partially included in the field depending on
the type of view. However, this intuitive concept must be analyzed in order to prove
its validity.
The grass mask is an approximation of the grass field presented in the image. This
mask is defined by a binary function Im(i, j). Those pixels representing grass in the
scene have a positive logical value, otherwise they are zero-valued. This mask can be
seen as the combination of two different binary masks: a grass mask representing the
field without any occlusion, and a mask which represents the occlusions presented
in the scene.
(a) (b) (c) (d)
Figure 2.14: Image (b) shows the estimated grass field (Im(i, j) extracted from Image (a).
In Image (c) the grass field without occlusions (Ir(i, j)) can be observed, whereas Image (d)
presents the occlusion mask (o(i, j)).
As it can be seen in Figure 2.14, the estimated grass mask shown in Image (b) can
be computed as follows:
Im(i, j) = Ir(i, j)− o(i, j) (2.6)
where Ir(i, j) is the grass mask without occlusions and o(i, j) is the occlusion mask.
The total area defined by the function o(i, j) contains relevant information about
the type of view. In particular, as bigger players from a close-up view are expected
to cause bigger occlusions than players from long views, the higher the value of
the total area, the higher the probability of a close-up view. However, only players
partially included at the top of the field will be considered when computing the CR
value. The reasons for this decision will be further discussed in Section 3.4.4. The
area of the image that belongs to players partially included in the field touching the
upper boundary between the grass field and the non-grass area is named as Apih
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and is computed from the occlusion mask.
The o(i, j) function is obtained after the grass closing process (See section 3.4.4).
The grass closing can be seen as a closing operation over the grass mask without
structuring element. The aim of this process is to detect parts of the player’s body
that are not totally included in the grass field. The binary mask obtained after
the grass closing operation is defined as closed mask: Ic(i, j). This mask contains
positive values for those pixels that belong to the initial grass mask. Furthermore,
this mask has a positive value in those pixels that belong to a partially included
hole.
The closed ratio (CR) measures the ratio between the grass area occluded by players
partially included at the upper border of the field (Apih) and the grass area of Ir(i, j)
without taking into account the area Apih:
cr =
Apih∑Nc−1
i=0
∑M−1
j=0 Ir(i, j)−Apih
(2.7)
As long views will define a grass field with a contour defined by a set of lines, a
closing operation applied to the grass mask must not change the field structure, so
it will not add grass pixels in the closing process. However, in a close-up view several
connected components will be added to the field as grass pixels, because the contour
may not be formed by linear segments. Furthermore, a close-up view is expected to
have low grass area, so the ratio will increase as the denominator in Equation 2.7
contains the number of grass pixels in the image. Figure 2.15 shows the histogram
of the value of this descriptor for the images containing close-up and long views.
From the observation of the histograms presented in Figure 2.15 the concept standing
behind the descriptor can be inferred. All the images that contain long views have
a value for the closed ratio lower than 30% of the image total area. In long views,
players are represented by a low number of pixels, so that even if some players are
partially included in the grass field, the area computed by this descriptor will be
low. However, in close-up views where players are partially included, the amount of
pixels computed by the closed ratio may be high in some cases, and can represent up
to the 80% of the total image area. Taking these results into account, all the images
with a value of the closed ratio higher than a certain threshold, will be classified as
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(a) (b)
Figure 2.15: Histograms of the closed ratio in images containing close-up (a) and long
views (b).
close-up views. Images with a closed ratio lower than this threshold may be analyzed
with other descriptors in order to achieve a robust classification.
2.3.7 Minimum grass height
As it has been commented before, in the analysis of football images, not only the
number of grass pixels in the scene gives information about the type of view. More-
over, the relative position of the grass field projection in the image is also related
with the type of view.
A huge amount of different positions and orientations of the field can be found in
a football sequence. However, some general differences between close-up views and
long views can be observed in Figure 2.16 when the position of the grass field in the
scene is analyzed.
In long views (Images (a) and (b)), the field is projected in the image as a polygon
that occupies a medium or high area. This polygon has several pixels at the lower
part of the image. Moreover, a piece of the polygon will be placed at the upper
part of the image for images that show the game from a far point of view (Image
(a)). These images likely contain wide views. Images with entire players (Image
(b)) do not fit this rule, so this descriptor will be very useful in the second level of
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(a) (b) (c)
Figure 2.16: Position of the grass field in the scene. Images (a) and (b) show the position
of the grass field in long views whereas Image (c) a close-up view without grass field.
classification of the tree.
However, close-up views are expected to contain grass pixels at the top of the image
or to contain no grass pixels. These are typical cases but no restriction is imposed
to a close-up view if the position of the grass field is analyzed: a zoom in different
parts of the stadium can create an image with the grass at any position of the scene.
Assuming these differences between the field position in these types of view, a de-
scriptor that measures the distance from the upper pixel of the grass field to the
top of the image is proposed. This descriptor is named as minimum grass height
(MGH). A mathematical expression for the minimum grass height computation is
presented in Equation 2.8.
MGH =
min(j|Im(i, j) = 1, i = 0, ..., Nc − 1)
Nr
(2.8)
where I(i, j) is the grass mask extracted from the input image.
In order to analyze the validity of this first approach, both histograms of the de-
scriptor value for frames with close-up and long views for a football sequence are
shown in Figure 2.17.
As it can be seen in this figure, the histogram for long views (Figure 2.17 (b)) has
a close to Monomodal distribution centered in 0.25. As it can be observed in this
figure although most of the long views have a value lower than 0.5, these images are
distributed over the interval [0 0.9]. Images with a value higher than 0.5 labeled as
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(a) (b)
Figure 2.17: Histograms of the minimum grass height value for images containing close-up
(Image (a)) and long (Image (b)) views. The value of this descriptor measures the distance
between the upper part of the field and the top of the image. The scale is relative to the
image height. Thus, the zero value ensures that a part of the field is placed at the first row
of the image whereas when the value of the descriptor is one the field can only be placed at
the last row of the image or there are not grass pixels in the image.
long views are the those views that will be classified as “entire players” (Figure 2.16
(b)) in the second level of the hierarchical tree. This can be observed in Figure 2.18,
where histograms for both entire players and wide views are presented.
Taking into account the histograms represented in Figure 2.17 a first classification
between close-up and long views may not be a good choice. Instead, a classifica-
tion between wide views and entire players can be easily performed with a single
threshold if Figure 2.18 is analyzed: images which do not contain close-up views
(previous analysis must be done) may be classified as entire players if the value of
this descriptor is higher than 0.5. On the contrary, for low values, images must be
analyzed with other descriptors.
2.3.8 Maximum skin area
As it has been discussed before, a correct characterization of the grass field may be
very useful for the identification of the type of view present in the image. However,
due to the wide variety of views that can be found in a football match, in some
situations the information extracted from the grass field is not enough to classify a
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(a) (b)
Figure 2.18: Histograms of the minimum grass height value for images containing entire
players (Image (a)) and wide (Image (b)) views.
football image.
One of the most intuitive methods to identify the type of view is to search objects
which are known in the scene and measure their size (area, height, width, ...) in the
image. The main problem of these methods is that in order to measure the size of
an object it has to be previously identified, and sometimes the search of the object
can introduce too many errors.
The maximum skin area (MSA) measures the area of the biggest connected com-
ponent associated with skin partially or totally included in the grass field. Images
with a high value of this descriptor should be classified as close-up views whereas
images with a low MSA are associated with long views or close-up views where no
skin is present in the image (close view of the ball). In Figure 2.19 three images
containing different situations are presented.
In order to compute this descriptor several steps are performed:
1. Transform the RGB image to a YUV image and select only the chroma chan-
nels (UV).
2. Analyze the position of each pixel in the UV space. The probability of a pixel
to be a skin pixel in the UV space is modeled as a 2D Gaussian function.
Fixing a minimum probability of this function, pixels can be classified as skin
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(a) (b) (c)
Figure 2.19: Skin connected components in football scenes. The skin connected regions
(face, arms, legs, ...) are small when long views are analyzed (Images (a) and (b)) whereas
they can be representative when a close-up view is presented in the image.
or no-skin pixels analyzing their position in the UV space. The result of this
classification is a binary mask containing regions of skin pixels.
3. Compute the area of each skin region partially or totally included in the grass
field and select the one with higher area. This area is divided by the area of
the scene and it is stored as the value of the descriptor.
In Figure 2.20, histograms of this descriptor for close-up and long views of a football
sequence are presented.
(a) (b)
Figure 2.20: Histograms of the maximum skin area for images containing close-up (Image
(a)) and long (Image (b)) views.
As it can be observed both close-up and long views may contain skin components
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with low area. However as the area of these components increases, the probability
of long views decreases rapidly. In particular, almost all long views have a MSA
value lower 0.02, whereas the great majority of close-up views have a value for this
descriptor higher than this threshold.
Two important characteristics of this process are: on the one hand, errors produced
in the skin pixels search are considerably reduced because the search area is restricted
(only inside the grass field). On the other, as the Gaussian distribution that models
the probability of being skin is fixed, given a minimum value of this probability a
binary mask in the UV space can be defined associating each position of the space
with skin/non skin pixels. Thus, this is a computationally cheap process as only
binary comparisons are needed to identify whether pixels represent skin or not.
2.3.9 High Energy Pixels
Several measures are extracted from areas of the image that are not classified as
grass. In particular, geometric measures of holes partially and totally included in
the field are fundamental in the type of view classification problem as they can relate
sizes in the image with the size of the real objects.
However, these measures require a correct detection of the grass field in the scene.
Due to the large variety of tones that can represent grass pixels in the image, under
some situations the detection of the grass field may contain some errors. In par-
ticular, pixels that should be included in the grass mask are classified as non-grass
pixels and can form erroneous partially or totally included holes in the grass mask.
An example of this situation is presented in Figure 2.21.
In order to be robust against these problems an additional descriptor is proposed:
high energy pixels (HEP). This descriptor combines the geometry and the texture
of holes that are present in the grass mask. The aim of this descriptor is to take
advantage of different textures generated by players that are shown in close-up and
long views. Players in close-up views are formed by smooth areas and contain a high
number of transitions whereas players are composed by a few rapid transitions in
long views.
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(a) (b)
Figure 2.21: Image (a) shows the original RGB image and Image (b) presents the holes
totally and partially included in the hole mask obtained.
Discrete Wavelet Transform is a common transformation used in image processing.
The result of this transformation applied to a grayscale image are four downsampled
images:
• Three images containing high frequencies in diagonal, vertical and horizontal
directions named as details.
• One image containing a low pass version of the original image named as approx-
imation. This process can be iterated generating additional levels of decompo-
sition using the approximation image as input image for the transformation.
In order to characterize the texture of the holes in the image, the Discrete Wavelet
Transform is computed over the whole image. Once the transformation is performed,
for each position the maximum of the coefficients of the three detail images is selected
creating an image. This image is binarized: all the coefficients with a value higher
than a certain threshold Thbin are set to the True logical value. Elsewhere they
are set to False logical value. Then, the number of pixels with True logical value
are counted for the larger partially or totally included hole. This summation will
be the value of the HEP descriptor. This process is performed over three levels of
decomposition of the input image and a three-dimensional vector is obtained as a
result. Figure 2.22 shows the histograms of this descriptor for a set of close-up and
long views in the first level of decomposition.
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(a) (b)
Figure 2.22: Histograms of the maximum referee area for images containing close-up
(Image (a)) and long (Image (b)) views.
As it can be observed in this figure, a low number of HEP is expected to be found
in long views as they contain less number of transitions, whereas totally or partially
included holes from close-up views may have a higher number of transitions. More-
over, this analysis can be performed over the three levels of decomposition. As each
level represents a different subset of frequencies, different thresholds can be applied
to minimize the error: high frequencies associated with long views are expected to
be found at lower levels of decomposition whereas lower frequencies associated with
close-up views will be represented at higher levels of decomposition.
2.3.10 Maximum Referee Area
The referee is a person present in all the football matches. In order to be perfectly
identified at every moment of the match, referees wear special uniforms that are
very different from the uniforms of the teams. Sometimes the shirt of the referee
can be composed by green tones that may be mistaken with grass pixels depending
on the illumination.
When several pixels that belong to a referee are mistaken for grass pixels, the size
of the holes partially and totally included caused by the referee decreases as a con-
sequence. This effect may cause classification errors when a referee appears in the
image. Figure 2.23 shows an incorrect detection of the grass field caused by the shirt
56 CHAPTER 2. FEATURE ANALYSIS
of a referee.
(a) (b)
Figure 2.23: Referee detection. Image (a) shows the original RGB image and Image (b)
presents the obtained grass mask. As it can be observed, part of the referee shirt has been
mistaken for grass pixels. Thus the maximum hole associated with the referee in the image
is smaller than the referee size.
To tackle this problem in a simply and efficient manner, the color of the holes that
appear in the grass mask is analyzed. Using a set of sequences of different referees
with different illuminations, a region in the RGB space has been defined as pixels that
belong to referee shirt. A binary mask is created with positive values for those pixels
that are included in this region and the area of the biggest connected component is
computed. This measure is named as maximum referee area (MRA).
(a) (b)
Figure 2.24: Histograms of the maximum referee area for images containing close-up
(Image (a)) and long (Image (b)) views.
Figure 2.24 shows the histograms of this descriptor for close-up and long views. As
it can be seen in these images, the area of shirt belonging to the referee is almost
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zero in long views whereas some images that contain close-up views may have a
value up to 0.25 of this descriptor. As the number of images containing a close-up
view of a referee is much less important than the number of close-up views without
referee, a dominant peak appears at zero.
This descriptor is though to be placed at the end of the classification chain to solve
classification errors caused by an erroneous grass detection. If the image contains
a high value of this descriptor, probably a part of the shirt of the referee has been
mistaken for the grass field. Thus, the image can directly be classified as close-up
view.
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Chapter 3
Region of Interest and Feature
Extraction
3.1 Introduction
The key of a successful classification process in terms of error rate is an optimal
feature selection, as discussed in Chapter 2. The more discriminative the selected
features, the better the classification. However, in a real problem involving classifica-
tion, the analysis of the system is not only focused on the descriptors. The complete
process involves a set of steps that may be robust enough in order to compute and
analyze the values that will be stored in the feature vector as it has been discussed
in Chapter 1.
In this chapter, the Region Of Interest (ROI) computation and the feature extraction
operations are presented. These two processes are the step before the classification
stage, where the information extracted and stored in the feature vector is analyzed.
As their final objective is the correct computation of the entire set of descriptors,
they will be studied together.
In Section 3.2 the removal of pixels that do not contain any information of the scene
is presented. Section 3.3 analyzes the extraction of the Region Of Interest that
will be used in the descriptor computation process. The Feature Extraction process
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is presented in detail in Section 3.4. Finally, Section 3.5 shows the stages of the
algorithm where descriptors are computed.
3.2 Black stripes removal
The first step towards feature extraction is to prepare the image for a correct com-
putation of the feature vector. The whole set of features obtained by the algorithm
is based on the size and the position of the grass field relative to the scene (See
Chapter 2), so that the size of the scene must be correctly computed. Although the
height and the width of the image can be easily computed, in some cases the area
that defines the football scene is not equal to the entire frame area. An example is
presented in Figure 3.1:
Figure 3.1: This figure shows the difference between the area of the image and the area
of the scene. The image is represented by all the pixels inside the red rectangle. However,
the area that represents the scene is the image area without taking into account the black
stripes that appear at the borders of the image (yellow rectangle).
Due to external effects related to the acquisition process, the input image can contain
black stripes with variable length at the borders of the image. Thus, the size of the
frame is not the same as the scene size. Descriptors computed by the algorithm are
robust to the presence of these stripes if their width is lower than a certain threshold.
Otherwise, an error will be introduced and the value of the descriptor will be invalid
among the entire sequence as these black pixels do not contain any information. The
global behavior of the system could be degraded because two different problems are
introduced:
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• As the algorithm obtains image features with respect to the size of the analyzed
frame, black stripes without information will distort ratios used by the decision
step. The wider these stripes, the more distortion introduced in the ratios.
• Several descriptors measure grass distance from the edges of the image (i.e.,
grass distance from the top at the first column). A black stripe placed at the
image border will lead to a constant error through the entire sequence and will
invalidate all these descriptors.
Black pixels artificially introduced in an image are constant over the whole sequence
(football match), but they may change from one match to another. Although an
automatic system has been proposed that detects the presence and estimates the
size of such stripes, given the relevancy of the problem, a very simple manual system
is proposed. Consequently, the area of the scene may be defined before the match
starts. At the beginning of the game an operator can fit a rectangle to the image
defining the information bounding box over the sequence taking into account the
stripes length. All the image processing techniques will analyze only the selected
area. Descriptors are computed for the area inside the box, and black stripes are
not taken into account.
3.3 Region of interest extraction: The grass field
3.3.1 Introduction
In this section, the detection of the grass is performed. The feature vector for an
input image can be fully computed with a characterization of the grass in the scene,
so that grass pixels are the region of the image that contain the valuable information
for the algorithm. Thus, the grass pixels extracted from a football image will define
the Region Of Interest (ROI) of the process, and the estimation of the grass field
will be defined as ROI Extraction. Once the grass pixels are found and stored in a
grass mask, all the image processing techniques in the feature extraction step will
be applied to this region.
Given an image pixel, an intuitive method to decide if it belongs to the grass field
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is the analysis of its color. Specifically, a first approach may focus the attention on
their green channel if the image is represented in the RGB space. Grass field pixels
are expected to have green dominant color that may help to discriminate between
those pixels that belong to the field (ROI) and those that belong to the rest of the
image.
As it can be seen in Figure 3.2, the color of the grass pixels is not a constant value for
all the field, even for a given a stadium. In a football match, grass field is composed
by a mixture of colors that can vary considerably depending on the stadium. The
great majority of football stadiums have at least two different dominant colors for the
grass field that will be reflected as two peaks when computing the color histogram
of the field. These two peaks may be seen for the spectator as a field formed by a
group of stripes with different green colors.
(a) (b) (c)
Figure 3.2: Different colors for the grass field depending on the stadium.
Even with good weather conditions and without light variations these stripes may
have very different colors depending on the stadium being analyzed. In a real sit-
uation, the problem presented previously is only a little part of all the possible
variations the system must deal with.
Furthermore, different colors in the scene are not only due to different stadiums, but
temporal evolution of the match may cause that several colors appear or disappear
in the field because of light changes.
Figure 3.3 shows three images from the same football match taken from different
cameras at different moments of the game. Each image presents at least one domi-
nant green color in the grass field, but this color has a specific tone of green depending
on the scene under analysis. Taking this evidence into account, it is easy to consider
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(a) (b) (c)
Figure 3.3: Different colors for the grass field in the same sequence depending on light
variations.
that the system performing the extraction of the ROI must be able to identify a
broad set of green tones that can appear in the field even for a single match.
Given an input image, the goal of the grass detection step is to provide an output
mask with positive logical values in those pixels that belong to the grass field in the
original image and negative logical values in the others. In this section, a robust
system for the identification of grass pixels in a given RGB image is presented.
3.3.2 Color Thresholding
The system is required to detect the grass field analyzing the RGB space without
any prior knowledge of the grass color. Thus, the same algorithm must be able to
work in a wide variety of stadiums without any difference in the results. In other
words, the searched pixels are not only those that have a dominant value in their
green channel, but the possibility of lights, shadows and different colors for the field
must be taken into account.
It is expected that green pixels representing the grass field will have similar values
in their RGB coordinates, so that they may be placed in a nearby region of a 3-
dimensional space. However, as seen in Section 3.3.1, different green tones appear
in a grass field of a given stadium. Thus, a pixel that belongs to the grass field will
be placed into a certain volume included in the RGB space representing green colors
independently of the stadium analyzed and the light conditions. This volume must
contain all the possible grass field colors that can be found in a football match as
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it defines a constant subspace in the RGB space. All the pixels included inside this
subspace will be classified as grass candidates.
A grass candidate pixel is a pixel with a color that can be found in a grass field.
However, tones associated with grass pixels are not specific colors for the field, so
that pixels included in this subspace may appear in other areas of the scene such
as advertisements placed at the stadium or in audience clothes. In other words, the
presence of a pixel in the grass candidates color subspace is a necessary but not
sufficient condition in order to be classified as a grass field pixel. Thus, these pixels
are defined as grass candidates.
A set of boundaries dividing the RGB space are proposed in order to create a
pixel candidate subspace. If these boundaries are not accurately defined, two main
problems can appear in the ROI extraction process: on the one hand, boundaries
defining a subspace with a volume bigger than the optimum would cause that too
many colors will be classified as grass colors and false positives in the grass mask
may appear. On the other hand, restrictive boundaries would cause false negatives
in the grass detection and the field will be only partially found. Both situations
should be avoided as they can lead to errors in the computation of the descriptors.
The equations defining the boundaries of the volume that forms the grass candidates
color subspace were empirically obtained. As seen in [13] green pixels that belong to
a grass field can be obtained with two equations that analyze the values of the RGB
channels of each pixel. In order to study the connection between the three channels,
images from ten different sequences were analyzed. Four significant grass colors were
obtained as a result of this study: field areas with green dominant channel, dark
green areas, bright areas of the field, and yellowish grass areas. Some examples of
these grass tones can be observed in Figure 3.4.
Each grass tone presented in Figure 3.4 defines a volume in the RGB space where
pixels may be classified as grass pixels. The merging of these four volumes will define
the grass candidates color subspace.
Given an input frame of the sequence represented in the RGB space all its pixels are
analyzed. The algorithm analyzes the position of the pixel in the RGB space defined
by its three channels. Pixels placed inside the grass candidates color subspace will
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(a) (b) (c) (d)
Figure 3.4: Different colors of the grass field. In Image (a) a grass field with dominant
green channel is shown. In Image (b) a yellowish grass area is presented in the upper part
of the field. In Image (c) the lower part of the scene is formed by a dark green area. In
Image (d) a bright stripe is placed at the upper part of the image.
be classified as grass candidates pixels. From a mathematical point of view, a pixel
is said to be a candidate of grass pixel if it fits at least one of the following equations:
Gc > 1.15 ·Rc Gc > 1.15 ·Bc Gc > 100 (3.1)
Gc > 1.1 ·Rc Gc > 1.4 ·Bc Gc > 50 (3.2)
230 > Gc > 100 Gc > 1.4 ·Bc 180 > Rc > 100 (3.3)
Rc > 200 Gc > 200 180 > Bc > 100 (3.4)
Equations 3.1 to 3.4 define four connected volumes in a 3D space as shown in Fig-
ure 3.5. The union of these volumes defines the grass candidates color subspace.
Figure 3.5: Grass candidate pixel space
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The grass candidates color subspace has been estimated with a set of grass pixels of
ten different matches. These matches took place in different stadiums at different
moments of the day, so light changes have been taken into account. Each volume
that forms the subspace represents a group of grass colors that can be found in a
football match:
• The expected color for a grass field is green. A first approach in the search
of the field is to define a volume that, for a large enough green value (Gc >
100) contains the majority of colors with a dominant green channel value, as
performed with Equation 3.1. This defines the blue volume in Figure 3.5.
• Shadows are represented with dark colors in the RGB space. All these pixels
have a close value in their three channels, thus the dominant color may not be
green. Equation 3.2 defines the subspace where dark grass pixels (100 > Gc >
50) may belong in order to be considered as grass candidates. This defines the
red volume in Figure 3.5.
• Bright colors have a high value in their three channels. This set of colors must
stand out of the grass candidate space to avoid false detections. However,
some stadiums may contain grass stripes with colors very close to white tones.
These colors are placed out of the volume defined for the colors with green
dominant channel but they are contained in the volume defined by Equation
3.3. This defines the green volume in Figure 3.5.
• Sometimes, under an intense sunlight, grass pixels can be seen as yellow colors.
These colors are placed in the boundary between green and yellow in the RGB
space and must be carefully analyzed in order to avoid false detections (i.e.,
some teams wear a yellow shirt). The volume defined by Equation 3.4 defines
where yellow grass pixels are placed. This defines the yellow volume in Figure
3.5.
Although the volume presented in Figure 3.5 is expected to contain the majority of
grass pixels in the scene, this process is only a first step towards the field extraction,
that will be obtained with further processing. However, this is a simple but efficient
method that provides an estimation of the grass pixels in the image.
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Figure 3.6: ROI extraction computed over four different football images.
Figure 3.6 shows some experimental results of the ROI extraction using the grass
candidates color subspace defined by the boundaries that have been presented in this
section. Images (a) to (d) show four images from different stadiums with different
light conditions. Images (e) to (h) show the grass mask obtained for each image
after the analysis of the pixels position in the RGB space.
As the binary mask computed by this process is directly obtained with the compar-
ison between the values of the RGB channels of each pixel and a set of thresholds,
the output mask of this step is named as initial mask. This mask will represent all
the pixels included in the grass candidate color subspace.
From the direct observation of Figure 3.6 (c) false positives in the desired grass field
extraction can be observed: the scene contains some advertisements in the stadium
with green color that have been classified as grass candidates. These results suggest
the necessity of including some additional image processing operations in a posterior
step in order to refine this mask and eliminate those pixels that do not belong to
the grass field.
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3.4 Feature Extraction
3.4.1 Introduction
Once the Region Of Interest has been extracted for a given RGB image, the feature
extraction process is performed. In this step of the algorithm, the feature vector of
the image under analysis is computed. However, operations involving the computa-
tion of descriptors are not applied to the input image. Instead, the initial mask with
the grass candidate pixels is processed. The output of this process is formed by the
feature vector that will be analyzed by the classification step and a grayscale image
with the result of the operations of the extraction process as presented in Figure
3.7. The meaning of this image will be explained in Section 3.4.4.
Figure 3.7: Input and outputs of the Feature Extraction process. In order to compute
the descriptors of the image, this step receives the initial mask containing the position of
the grass candidates. The output of the algorithm is formed by the feature vector and a
grayscale image with the result of the operations done by the process.
As seen in this figure, the input of the feature extraction process is the initial mask
obtained in the previous step of the system (ROI extraction). Thus, only binary
operators will be used during this process. This operators will analyze the shape,
the size, and the position of various objects in the scene. The Feature Extraction is
divided in three main stages:
• White Small Component Removal (WSCR): In this stage, the algorithm elim-
inates the grass candidates that do not belong to the grass field.
• Black Small Component Removal (BSCR): In some cases, pixels that are not
included in the grass candidates space can be defined as grass pixels using
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some prior knowledge about the field.
• Grass Closing (GC): This operation is computed in order to extract the infor-
mation about the holes partially included in the grass field.
In this section the image processing techniques applied to the grass mask obtained
by the thresholding operation are analyzed. These techniques are divided in three
stages defining a high level process named as feature extraction as seen before. In
the first two steps of this process, WSCR and BSCR, the analysis of false positives
and false negatives in the grass candidates mask is performed:
• False positive are defined as those pixels that belong to the grass candidates
color subspace but are not part of the grass field. These errors will be corrected
by the “White small components removal” step.
• False negative are defined as those grass pixels that do not belong to the
candidates space. In the “Black small components removal” step these pixels
will be added to the grass mask.
Once these noisy pixels have been identified, the grass closing step will be computed
in order to extract the remaining information for the feature vector formation. For
each stage of the process, an intuitive description of the necessity of its computation
is commented. Then, the particular process under analysis is studied in detail.
Although almost all the information analyzed by all the descriptors in the algorithm
comes from the grass field, some descriptors require the application of more im-
age processing operations over the mask than others for their correct computation.
Thus, different descriptors are computed in different stages of the feature extraction
process. The places where the descriptors are computed will be discussed in Section
3.5.
As the feature extraction is divided in stages, an individual analysis of the ex-
perimental results may not give an idea of the entire process global behavior. To
illustrate the various steps of the system, the RGB image presented in Figure 3.8
(a) will be used. As the input of the feature extraction process is the initial mask
of the given image, Image (b) shows the initial mask extracted from Image (a).
70 CHAPTER 3. REGION OF INTEREST AND FEATURE EXTRACTION
(a) (b)
Figure 3.8: Image (a) shows a test image that will be analyzed during the entire feature
extraction process. In Image (b) the initial mask obtained for the scene is presented.
Several examples will be presented in order to complete the analysis of each oper-
ation involved in the process. In addition, the feature extraction process will be
applied to the image shown in Figure 3.8 and the evolution of the grass mask will
be studied. With this football scene, some specific details and particular situations
will be analyzed in a continuous chain.
3.4.2 White small components removal
The resulting grass mask obtained using the subspace proposed in the previous
section is expected to contain the great majority of the grass pixels in the image.
However, green color can be found in several places of the stadium during a football
match (i.e., advertisements, spectators, etc.). Thus, although nearly all the grass
candidates belong to the grass field, some pixels with green tones that do not belong
to the grass field may be included in the grass candidates space and represented as
white pixels in the initial mask. These pixels may produce a distortion in the feature
vector values, so that they must be discarded.
From the comparison between the RGB image and the initial mask, these pixels
represent false positives in the grass mask extraction. In other words, the algorithm
has assigned a positive value to a set of pixels that do not belong to the grass field.
Two additional examples are presented in Figure 3.9.
From images presented in Figure 3.9, two types of false positives can be observed:
some connected components with green tones formed by a few pixels in Image (b) (or
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Figure 3.9: Pixels included in the grass candidates space in two football scenes. Several
white pixels that do not belong to the grass field have a positive value (white) in the initial
masks of these images. These pixels represent false positives.
even a single pixel) have been identified as grass candidates. These pixels represent
the presence of green colors in the stand. However, some connected components with
a large area can be observed in the upper part of Image (c). These false positives
are caused by advertisements in the scene.
The aim of the removal process is to remove as much false positives as possible and
it is named as White Small Components Removal (WSCR). In order to be able to
differentiate between false positives and grass pixels, the algorithm takes advantage
of a valuable grass field feature: connectivity. In a real football image without the
presence of football players and lines, the grass field is projected in the scene as a
polygon with a maximum number of six sides as seen in Section 2.3. An important
characteristic of this projection is that all the pixels of the grass field are connected
with other grass pixels. However, in a real football image, the presence of players
and lines causes that the projection of the grass field in the image is not a connected
component, but it is composed by a group of connected components. This set of
connected components may have different characteristics depending on the type of
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view:
• In a long view, a grass field is usually represented as a big connected grass
component. However, sometimes a line can disconnect this component and
two grass components are shown in the scene. This is not a common situation
because in a long view the line color is perceived as a bright green color and
the pixels that belong to the line are usually classified as grass candidates. In
this type of views, false positives are not representative in number as the great
majority of image pixels belong to the grass.
• Three possible situations can be observed in a close-up view: a grass field can
be represented either as a big connected grass component, as several connected
grass components (i.e., a line divides the grass field in two connected compo-
nents) or as one connected component with small area at the bottom of the
image. In a close-up view not only lines can disconnect the grass field in two
or more connected components, but players can also do it because of its size.
Using the connectivity property of a football field, grass candidates can be grouped
in three groups: connected candidates with a representative area (i.e., the field), con-
nected candidates with a non-representative area (i.e., a green shirt of spectators),
and non-connected candidates (i.e., isolated green pixels in the scene).
A first intuitive approach is to demand the grass candidates to belong to a grass
component with a minimum area in order to be considered as grass pixels. Thus, all
candidates not belonging to a large enough connected component will be discarded.
However, a connected grass component is not always a group of two or more neigh-
bours. In addition, a minimum area must be required to a group of candidates in
order to be classified as a connected grass component.
The algorithm groups candidates into connected components and assigns a label
to each connected component. This grouping is made with the 4-connectivity rule.
Then, all the pixels inside the grass candidates space belong to a component after
this labeling. For each connected component Ck its relative area is computed as the
number of pixels that form the region divided by the area of the image.
Once this area is computed, for each connected component Ck its relative area is
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compared with a given threshold Tma that represents the minimum area demanded
to a connected component of the initial mask in order to be classified as a grass
connected component. With this operation, several connected candidates with non-
representative area will be eliminated. In this work, Tma is set to 0.0024. An
intuitive idea of a connected component with an area close to this threshold can be
observed in Figure 3.10. The initial mask shown in Image (a) contains a group of
connected components at the upper part of the scene. Only one of these components
has a relative area higher than 0.0024 as it can be seen in Image (b). The relative
area of this connected component is close to 0.0024, so that it may represent the
minimum area required to a connected component in order to be classified as a grass
connected component. Figure 3.10 (b) shows the resulting mask after this process.
(a) (b) (c)
Figure 3.10: White Small Component Removal process. Image (a) shows the initial mask,
used as input in the WSCR. Only grass connected components of the initial mask with a
relative area higher than 0.0024 are represented in Image (b). The output of the WSCR
process (grass mask) is presented in Image (c).
As it can be seen in Image (b), the majority of false positives in the initial mask
have been eliminated, but a connected component that does not belong to the field
still remains at the upper part of the image. Some connected components that
represent false positives may have an area bigger than the threshold Tma and they
will not be eliminated. In order to tackle this problem, not only the area of the
connected components is analyzed by the algorithm, but the relative area to the
total number of candidates is computed for each component with an area higher
than Tma. The components that do not belong to the grass field are expected to
have a non-representative area in comparison to the field area. Thus, the minimum
number of connected components whose accumulated area represents at least 85% of
the total area of the connected components with an area higher than Tma are selected
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and classified as grass field. The maximum number of connected components allowed
to represent the grass field is set to four. After this process, the mask obtained for
the example presented in Section 3.4.1 is presented in Image (c).
As seen in this image, all the false positives have been eliminated from the initial
mask with the White Small Component Removal. As the connected component that
represents the grass field is expected to contain the majority of grass candidates, it
may contain more than the 85% of the area of the grass components with an area
higher than 0.0024. Thus, only the grass field component is selected.
The mask obtained after the WSCR process is named as grass mask and it will
contain a low number of grass representative connected components formed by pixels
that were included in the grass candidates subspace.
3.4.3 Black small components removal
In the grass candidates space definition, the selected space is expected to contain
all the possible grass colors without taking into account the stadium under analysis.
However, the wide variety of colors that may appear in a grass field causes that
some grass pixels may not be included in the grass candidates space under certain
situations. The color analysis for those pixels is not enough to classify them as
grass pixels, but as seen with the White Small Components Removal process in the
previous section, additional information about the field can be extracted from the
scene.
The aim of the Black Small Component Removal process is to include in the grass
mask those pixels that have not been classified as grass pixels although they belong
to the field. These pixels have a zero value in the initial mask and they are defined
as false negatives. Three main situations can cause this problem:
• Grass conditions. The amount of grass within the grass field and the color of
the grass may change from one stadium to another.
• Light changes. Sunlight may cause a wide variety of different colors depending
on the hour of the day and the weather conditions.
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• Lines. As the lines present a mixture between white and green colors, in long
views the pixels that belong to a line can be placed out of the candidate space.
However, in close-up views, lines are completely white, so that they will not
belong to the candidate space.
Figure 3.11 shows some examples of false negatives in football images. In these
images, false negatives have been marked with red ellipses and they represent the
three main problems commented before. Image (a) shows a part of the field without
grass, so that these pixels have a brown color and are not contained in the grass
candidates space. In Image (b) hard light changes are presented, giving as a result
a set of yellowish green tones. Image (c) shows false negatives due to lines and the
presence of colors in the grass field.
(a) (b) (c)
(d) (e) (f)
Figure 3.11: Pixels included in the grass candidates space in two football scenes. Several
pixels that belong to the grass field have a negative value (black) in the initial masks of
these images. These pixels are false negatives.
An important characteristic shared by all these false negatives pixels is that, as they
belong to the grass field, they may form connected regions fully contained inside the
field. These regions are represented with black pixels in the grass mask and they
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define holes totally included in the grass. The false negatives elimination consists in
the detection of these holes, and the assignment of a positive value to those pixels
that belong to them.
However, black holes totally contained in the grass field can also be generated by
football players. The algorithm must be able to differentiate between these different
types of holes. As seen in Section 3.4.2 a football field can be represented as one or
more grass connected components. With a perfect definition of a grass candidates
space, holes totally included in the field should only be generated by football players
totally included in the grass field and some black small components may appear in
the grass mask. The presence of the ball in the scene can also cause a black hole in
the grass field. A grass in bad conditions or hard light changes may produce a noisy
effect in the grass detector so that several field pixels may not be classified as grass
pixels. Even though, noisy holes are expected to be smaller than those generated
by football players and a threshold analyzing their total area can be found in order
to distinguish both classes.
The algorithm searches for black connected components totally included in the grass
mask after the White Small Component Removal process. For each black connected
component Bk, its relative area with respect to the image size is computed.
Then, a comparison between the area of each black connected component and a
given threshold Tb is done. This threshold represents the boundary between the
minimum expected area for a football player and the maximum area for a black
connected component to be considered as a hole caused by false positives. In this
work, Tb is set to 0.00024. As black totally included components generated by false
positives are expected to be smaller than player holes, those with an area smaller
than the threshold are assumed to be noisy holes and are classified as grass pixels.
In Figure 3.12, the grass mask after the BSCR can be observed. The area of the
holes totally included in the grass mask has been analyzed, so that almost all the
black connected components included in the field that are not occlusions caused by
players have been eliminated. However, a black connected component caused by the
midfield line presence remains in the output mask. This hole has a relative area
greater than Tb and thus, it is mistaken for a football player in the scene. The Grass
Closing process (Section 3.4.4 will solve this problem.
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Figure 3.12: Resulting mask after the Black Small Components Removal process for the
test image proposed in this section. Image (a) shows the grass mask obtained after the
WSCR whereas Image (b) presents the output of the BSCR process.
Both WSCR and BSCR processes are computed in order to refine the initial mask
obtained by the grass extraction process. Thus, the output of the BSCR step is
named as field mask and represents the estimation of the grass field with occlusions
caused by players in the scene.
3.4.4 Grass Closing
Introduction
As it has been explained in this chapter, almost all the descriptors of the feature
vector are extracted from the grass mask. In particular, the position and the size of
the grass field are analyzed. Besides these two characteristics of the field, additional
information is extracted from the image: the number of pixels that belong to players
partially or totally included in the field. This information is used in the computa-
tion of the Closed Ratio (CR), the Maximum Hole Height (MHH), the Maximum
Hole Height Inferior (MHHi) and the Maximum Hole Height Included (MHHInc)
descriptors as seen in Section 2.3. As the searched pixels belong to players in the
field, they will not be included in the grass field, but their position is related with
the shape observed of the field. Thus, in order to identify these pixels, an additional
processing must be performed over the grass mask. The stage of the algorithm that
computes the area of the players partially included in the grass field is named as
Grass Closing (GC).
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As the football image is the result of a projection from a 3D scene, the grass field is
partially occluded by all the objects that stand between the grass and the camera. In
a typical situation, only players and the ball will be placed between the field and the
camera, so that occlusions in the grass mask are expected to be created by these ob-
jects. Two types of occlusions may be produced in the grass field: partially included
holes (See Section 2.3.4) and totally included holes (Black connected components
totally included in the grass field represented in the field mask). Some examples of
partially and totally included holes are shown in Figure 3.13.
The main objective of the grass closing operation is to find the area of all the
partially and totally included holes in the image. These partially included holes are
expected to represent players in the field, so its area and size will provide relevant
information in the classification process as they are closely related with the type of
view represented in the scene.
In Figure 3.13 a first approach to the searched information provided by partially
included holes is presented. It is expected to find a low number of totally included
holes in close-up views, whereas in long views it is common to find a high number
of totally included holes. Images (a), (b), and (c) show the difference between a
partially included hole in a close-up view and in a long view:
• If only the legs of a player are partially included in the field, they may not
represent a high area independently of the type of view, but the height of the
hole can discriminate a long view from a close-up view.
• If the player body occludes the field, the area of the hole may be enough to
classify the type of view in the image, as the occluded area in a close-up view
will be higher than the occluded area in a long view.
However, two additional partially included holes that are caused neither by players
nor by the ball are found in this figure. At the upper left corner of Image (d), a
partially included hole caused by the presence of a scoreboard can be observed. The
area of this partially included hole could be reflected in the value of the descriptors,
so that the algorithm will mistake this hole for a hole caused by a big partially
included player in the scene. This situation will be eliminated in the component
selection step of the grass closing process. The second additional partially included
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Figure 3.13: Partially and totally included holes in the field. Blue ellipses mark those
holes labeled as totally included holes. Green ellipses show where partially included holes
are found. The partially included hole created by the midfield line is marked with a red
ellipse.
hole can be seen in Image (f) and is marked with a red ellipse. This hole is caused
by the midfield line. The white color that represents the line is not included in
the grass candidates color subspace. This possibility must be taken into account
as, when the maximum hole height (MHH) was analyzed in Section 2.3, a partially
included hole with a large height may lead to classify the input image as a close-up
view. Thus, before the direct computation of the holes area, a pre-processing must
be performed to avoid the errors produced by the field lines.
Pre-Processing
The intuitive idea to tackle the problem caused by the field lines is to eliminate the
vertical segments from the field mask. The lines are represented by vertical narrow
irregularities in the grass mask, so that the aim of the process is to eliminate several
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black pixels from the grass mask (line) that are surrounded by white pixels (grass).
A common used operation that suppresses black pixels in a nearby region of white
pixels is the dilation. As the elements that may be suppressed are vertical segments,
the structuring element selected for this operation is a horizontal segment.
As the width of a vertical line in a long view is expected to be formed by a low
number of pixels, the structuring element will be chosen to preserve objects from
close-up views, which are expected to be wider. In this work, the structuring element
is a horizontal segment of 1x11 pixels. Although this segment is wider enough
to eliminate the partially included holes caused by lines in long views, it will not
eliminate the line segments in close-up views.
This implementation may produce satisfactory results suppressing vertical lines from
long views in football images. However, a more efficient process in order to avoid
the errors produced by lines with a cheaper computational cost is to make a dilation
of the grass mask with a horizontal structuring element each L lines. With this
(a) (b)
Figure 3.14: The binary grass mask presented in Image (a) has been dilated with the
structuring element shown in Image (b) in yellow each L lines. The objects narrower and
taller than the structuring element have been divided in several parts.
implementation the line is not totally eliminated from the image, but it is cut in a
set of totally included holes that will not be taken into account in the computation
of the partially included holes descriptors as they will have little areas. Figure 3.14
shows the result of the application of a dilation to the grass mask each L lines.
No changes in the resulting decision will be found if the distance L between two
3.4. FEATURE EXTRACTION 81
consecutive rows has a reasonable value as the totally included holes are not analyzed
set to 20 lines. As a result of the dilation, a new binary mask is obtained: the dilated
mask.
Figure 3.15 shows the dilated mask of the test image presented in Section 3.4.1.
(a)
(b)
Figure 3.15: Dilated mask of the test image. Image (b) shows the mask obtained after a
dilation each 20 rows with a 1x11 pixels structuring element over Image (a) (field mask).
In Image 3.15 the dilation is not needed as there is no line partially included in
the grass field. However, the objective of this operation has been accomplished: the
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midfield line that appears in the field mask has been divided in three black connected
components.
Grass Closing
After the pre-processing stage, the grass closing process is performed over the dilated
mask. The aim of this process is to find those pixels that belong to players in the
grass field. Before the analysis of the algorithm, three types of objects may be
defined in a football scene:
• The grass field.
• All the active people or things that take part in the game and stand between
the field and the camera, defining the occluded area of the grass field (i.e., the
players, the ball, etc.).
• The third category must include the rest of possible things that can appear in
a football stadium (i.e., the crowd).
Let us consider a grass field without the presence of objects between the grass and
the camera. In this situation, the grass field is projected in the scene as a polygon
with a maximum of six sides as seen in Section 2.3. Grass pixels are represented by
a binary function Im(i, j) that takes a positive value at the position of those pixels
that belong to the field and a zero value otherwise. However, in a real football scene,
several objects can cause occlusions of the grass field. Thus, the projection of the
field in the image is not a polygon as irregularities may appear in the border of
the field and objects inside the field represent holes in the projected image. The
grass mask of a projected football image is mathematically expressed as shown in
Equation 3.5.
Im(i, j) = Ir(i, j)− o(i, j) (3.5)
where o(i, j) is a binary mask that has a positive value in those pixels that belong
to an object that occludes the grass field and it is named as occlusion mask.
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Figure 3.16: A football scene shown in Image (a) is analyzed. For this scene, the grass
field without occlusions caused by football players is presented in Image (b) (Ir(i, j)). In
Image (c), the occlusion mask for the input image can be observed (o(i, j)
.
As the algorithm works with a real football image with occlusions, after the grass
extraction process, a grass mask represented by function Im(i, j) is obtained. This
mask is the representation of the grass field projected in the image with occlusions
caused by the players in the scene. Although this mask may be enough to compute
the majority of descriptors that characterize an image, the occlusion mask may
contain valuable information about the type of view. In the grass closing process an
estimation of the grass field without the presence of players is computed. This mask
is named as closed mask and is represented by the function I˜r(i, j). Once this mask
has been computed the information about the occlusions in the image can easily be
extracted:
o(i, j) = I˜r(i, j)− Im(i, j) (3.6)
As the closed mask is expected to represent a polygon, the boundaries between the
white area with positive values (grass) and the black area with zero value (no-grass)
of the mask will be defined by a set of straight line segments. These lines will define
a single grass connected component. The edges of the polygon will be interpolated
from several points that belong to the grass field. In order to find the points needed
in the interpolation process, C equidistant columns are selected. For each column of
the grass mask, the first pixel is analyzed. If the pixel does not belong to the field,
the next row is analyzed. This process is iterated until a grass pixel is found. Then,
the row number of this pixel is stored. The same process is done starting at the last
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row of the mask and decreasing the position until a grass pixel is found. Then, 2C
different points are selected from the grass mask and they are classified as upper
points or lower points as seen in Figure 3.18. In Image (c) the selected points of the
field mask are shown: upper points are represented in red whereas lower points are
represented in blue.
The selected points from the grass field will define the vertexes of a polygon. This
polygon will represent the estimation of the grass field without occlusions and will be
formed with a linear interpolation of the vertexes. However, not all the points that
belong to the contour of the grass field can be used in the interpolation process. In
particular, if the aim of the process is to compute the grass mask without occlusions
those points that are placed at the irregularities caused by the occlusions must not be
taken into account. If these points are not eliminated, the function will estimate the
contour of the field mask with occlusions whereas the desired information included
in the mask defined by the function Im(i, j) will not be computed. Thus, the next
step of the algorithm will be the analysis of the selected grass pixels.
(a) (b) (c) (d)
Figure 3.17: Invalid vertexes of the grass polygon.
As mask pixels are supposed to belong to line segments that form a polygon with
a maximum of six sides, they will be asked to satisfy some requests in order to be
considered as a valid point. The algorithm analyzes three different conditions that
can be observed in Figure 3.17:
• If no grass pixels are found in a column, no pixels will be considered as valid
for that column. This can be seen in Image (a).
• If the distance between the jth coordinate of a pixel and the jth coordinate of
its two neighbours is higher than a certain threshold D, it is considered as no
valid either if the pixel has a higher jth coordinate or not. With this constrain,
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(a) (b) (c)
(d) (e) (f)
Figure 3.18: A football scene shown in Image (a) is analyzed. For this scene, the grass
field without occlusions caused by football players can be observed in Image (b). In Image
(c), the vertex candidates are presented: the upper vertexes (red color) and the lower pixels
(blue color) can be seen in the image. Image (d) shows the valid pixels. Figures (e) and
(f) present the interpolation of the vertexes before and after the elimination of the invalid
points. As the aim of the process is to estimate the grass field without occlusions presented
in Image (b), the selection of valid vertexes must be performed.
grass connected components representing false positives in the grass mask are
avoided. This can be seen in Image (b).
• The jth coordinate of each selected pixel is compared to the jth coordinate of
the rest of the selected pixels. This can be seen in Image (c) and Image (d).
Those pixels considered invalid are not taken into account in the computation of the
polygon that represents the grass field. However, the pixels labeled as valid are used
in a linear interpolation process that will define the estimation of the field without
occlusions. The interpolation process is done with the Bresenham’s Line Algorithm
([8],[1]) which ensures that for each pair of pixels, a segment connecting them will
be found formed by a set of points with 4-connectivity.
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Using the Bresenham’s algorithm all the selected points are connected defining a
continuous function. This function defines the edges of a polygon that represents the
estimated grass field without occlusions and it is divided in four different connected
parts:
• The line segment connecting the first column pixels found is defined as left
boundary.
• The set of line segments connecting all the upper points is defined as upper
boundary.
• The line segment connecting the last column pixels found is defined as right
boundary.
• The set of line segments connecting all the lower points is defined as lower
boundary.
All the pixels that are placed between these four boundaries form the polygon that
represents the estimation of the grass field without the presence of football players
in the scene. An example of the estimated field computed for a given scene can be
observed in Figure 3.19 (c).
(a) (b) (c) (d)
Figure 3.19: Grass field estimation and occlusion mask. Image (b) shows the closed mask
of Image (a). In Image (c) the closed mask is presented and the resulting occlusion mask
can be seen in Image (d).
With this information, the occlusion mask can be computed as seen in Equation
3.6. This mask will be composed by several connected components representing
players partially and totally included in the grass field. However, there are some
components that may not contain relevant information, so that the occlusion mask
must be analyzed for close-up and long views.
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Components Selection
Once the occlusion mask is computed, the algorithm decides which connected com-
ponents will be used in the computation of the descriptors value in order to achieve
a more discriminative measure.
The first step is to consider the size of the connected components that define the
occlusion mask. As the boundaries of the extracted grass mask will not be per-
fectly linear, several connected components will appear between these pixels and the
boundaries that delimit the polygon estimated in the grass closing process. These
connected components are composed by few pixels, but in some images the total area
represented by all these components may be representative. As seen in Section 2.3.6
the closed ratio (CR) measures the number of pixels that belong to occlusions and,
when this value is higher than a given threshold, the image is classified as close-up
view. Thus, a long view with a high number of these connected components may be
classified as a close-up view.
(a) (b)
Figure 3.20: Little connected components in the occlusion mask.
In order to avoid this error when long views are analyzed, all the connected compo-
nents of the occlusion mask with a relative area lower than Toc are not taken into
account. In this work this threshold has a value of 0.00024.
Apart from the size of the connected components that form the occlusion mask, their
position is also taken into account. A correct characterization of these components
will be useful for the feature extraction process. Thus, the number of boundaries
that are in contact with each connected component are stored. Moreover, the po-
sition of these boundaries contains information about the position of the connected
components which are in contact with them. Because of that, each connected com-
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ponent of the occlusion mask will be characterized with a four-dimensional binary
vector: each position is associated with a given boundary (left, upper, right and
lower boundaries) and it is set to one if the connected component touches the as-
sociated boundary. Elsewhere the value of the vectors position associated with the
boundary is set to zero.
In the Feature Extraction process three types of connected components are consid-
ered:
• Partially included holes in contact with the upper boundary.
• Partially included holes in contact with the lower boundary.
• Totally included holes.
Other partially included holes which are not in contact with the upper or lower
boundaries are not taken into account in order to avoid possible noisy detections
caused by scoreboards or things that are not connected with the game as it has
been commented before. Figure 3.21 presents two examples of the components
selected from the occlusion mask of football scenes. Images (a), and (d) show the
images under analysis extracted from a football sequence. In Images (b), and (e)
a representation of the grass polygon estimated by the grass closing process can
be observed: the entire polygon is formed by white and gray pixels. Gray pixels
represent those connected components that form the occlusion mask. They are
represented with a different color in order to analyze their position inside the grass
field.
Various partially and totally included holes are shown in Images (c), and (f). To-
tally included holes are represented with gray color. Partially included holes can be
represented by three different colors: a green connected component indicates that
its area is higher than Toc and it is connected with the upper boundary of the poly-
gon. Red connected components are also connected with the upper boundary of the
polygon but they have an area lower than Toc. Blue connected components are those
partially included holes that are connected with the left or the right boundaries of
the polygon and are neither in contact with the upper nor with the lower boundaries
of the polygon.
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(a) (b) (c)
(d) (e) (f)
Figure 3.21: Connected components selection from the occlusion mask.
In Image (c), two connected components representing players partially included are
found. Although there are more connected components that are connected with the
upper boundary of the field and are totally included in the field, they have small
areas and they are not considered as a part of a player. In Image (f), players are
represented by totally included connected components. In addition, a blue connected
component in this occlusion mask is connected with a boundary of the field. As this
boundary is only the left boundary, this connected component is not taken into
account.
In Figure 3.21, the concept that stands behind the occlusions in the field mask can
be observed: in a close-up view, an occlusion caused by a football player defining
a hole (partially or totally included) will be represented as a connected component
with high values for its area and its height. However, in a long view, if there are
players partially or totally included in the field, they will define occlusions with low
height and small area.
Figure 3.22 shows the connected components selection from the grass mask with the
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same colors that have been used in Figure 3.21 for the test image analyzed in this
section.
(a) (b)
Figure 3.22: Connected components selection from the occlusion mask of the test image.
As it can be seen in Figure 3.22, no connected components will be selected from the
occlusion mask for the partially included holes computation. So that, the algorithm
will consider that no players are partially included in the grass field although some
little connected components are connected with the upper boundary of the grass
field. These are the expected results for a long view as players cannot represent
occlusions with a relevant enough area or a relevant enough height. However, a set
of totally included holes will be taken into account for the further computation of
features.
3.5 Feature Computation
All the descriptors that form the feature vector are extracted from the analysis of
the grass field projection in the scene. However, each descriptor needs a specific
information about the grass in order to be correctly computed. Thus, a set of
operations are applied to the grass mask, so that all the features can be computed
with precision.
As seen in Section 3.4, the aim of the feature extraction step is to extract the
information of the grass that is demanded for each feature and to compute the
numerical value of the analyzed descriptor. Three main processes form the Feature
Extraction process and are needed for the descriptors computation: White Small
Components Removal, Black Small Components Removal and Grass Closing. Each
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process receives as input a binary mask and produces a binary mask as output. The
feature vector is computed during the Feature Extraction process in different points
of the algorithm.
Image features are computed in three stages as it can be seen in Figure 3.23:
• The first stage is placed after the removal of false positives and false negatives
from the grass mask. Once the White Small Components Removal and the
Black Small Components Removal step have been performed, the first set of
descriptors is computed: grass ratio in the image (GCPR), number of pixels
in the first row and column (FRGPR and FCGPR), number of pixels in the
last row and column (LRCPR and LCGPR), grass distance from the top of
the image (MGH) and area of the bigger skin connected component (MSA).
• Finally, a grass closing process is performed. The second stage is placed after
this process. Several descriptors are computed in this stage: grass closing
ratio (GC), maximum height of the partially included holes of the closed mask
(MHH/MHHi for holes in contact with the upper/lower boundaries), maximum
height of the totally included holes of the closed mask (MHHInc), pixels with
high energy (HEP), pixels that belong to the referee (RFA), maximum width
of the partially included holes at the lower part of the image (MW), grass
candidates that have been eliminated from the biggest connected component
(GIH) and the area of the biggest partially/totally included hole (MH).
Figure 3.23: Feature Computation. This image shows the stage where the features that
will be used in the classification process are computed.
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Chapter 4
Decision Tree
4.1 Introduction
In a classification system, once the descriptors have been computed, all the in-
formation that the algorithm needs in order to classify an image is stored in the
feature vector. At this stage, the object that must be classified, a football image,
is represented by a set of values standing for the discriminative features selected
and analyzed in previous chapters. Thus, an additional process is requested by the
system in order to take profit of the measures extracted from the scene.
The aim of the process that analyzes the values contained in the feature vector is
to provide a decision about the input image. This image must be classified as one
of the possible classes defined by the classification problem. As an example, in the
first level of classification images must be classified either as “Close-up views” or
“Long views” (See Figure 1.2 in Chapter 1) This way, each input image will be said
to belong to one of these two classes attending to a certain criterion.
The process that receives the feature vector and assigns a class to the object under
analysis depending on the values of its descriptors is named as classification (See
Appendix A). The requirements of the classification problem and the prior informa-
tion known about the different classes define the structure of the classifier. Let us
consider as an example a problem with N classes where the probability density func-
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tion of each class is perfectly known and it is a Gaussian function. Thus, a Bayesian
classification may be a good approach to tackle the problem. If the same problem is
analyzed without the knowledge of the probability density functions, other classifiers
may be defined (Neural Networks, Decision Tree, etc.).
After the selection of the classifier, its structure may be analyzed with the objective
of solving the problem with guarantee. Different classification results can be obtained
depending on the order in which features are processed, different combinations of
the descriptors, etc. Furthermore, the parameters of the classifier must be fixed to
provide a satisfactory decision given an input object.
In this chapter, the classification process is analyzed. In Section 4.2, the selection
of the classifier used in the estimation of the type of view in football matches is
performed. Its parameters will be analyzed in detail in Section 4.3 (First level of
classification) and Section 4.4 (Second level of classification). As it will be seen, the
definition of the classifier will imply the use of a priori knowledge of the problem.
In Section 4.5, a comparison between the selected classifier and a neural network is
presented.
4.2 Selection of the classifier
In this chapter, the attention turns away from describing the attributes used in the
classification towards analyzing the classification step of the algorithm. This step
will be performed by a classifier, which will decide about the type of view in football
images given a feature vector.
As several methods can be applied in order to solve a pattern recognition problem,
the first doubt that must be cleared up is the classification method that will be used
to distinguish between the defined classes. This decision is conditioned to both the
specific properties shared by the images that must be classified and the requirements
of the system. In this work, the classifier has been selected taking into account the
following conditions:
• In a football match, the probability density functions of the classes under
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analysis (different views) are a priori unknown. Moreover, this function may
strongly depend on the sequence. Even more, although the density functions
could be extracted from a particular dataset, they are expected to have a huge
complexity in order to be modelled.
• The analysis of football sequences in Chapter 2 revealed that images belonging
to the same class can be very different in their aspect. Thus, there is not a
clear notion of similarity between those images.
• A fundamental requirement for the system is the necessity of a real time imple-
mentation. Thus, a classifier that takes a decision without spending too much
time is required for this purpose. Moreover, if the classifier is able to make a
faster decision with a subset of descriptors that belongs to the feature vector
under certain conditions, it will be highly valued. Then, only a few number of
descriptors could be computed in the feature extraction process and the global
system will require less computational time in order to classify a given image.
• Images from several football sequences have been labeled and they are available
for a training step before the selection of the classifier has been done. This
way, a supervised learning can be performed.
The method that will be used in order to tackle the type of view problem in football
sequences will be a decision tree. Figure 4.3 shows the tree used in the classification
process. This is an intuitive method to classify patterns through a sequence of
questions. In the next sections, the proposed tree is analyzed in detail.
4.3 First level of classification: Close-up views and Long
views
Given a football image, the objective of the first level of classification is to classify
the type of view showed in the scene between “Close-up views” and “Long views.”
The rules and characteristics that define these views can be found in Section 1.2.
In the creation of the decision tree, the root node has a capital importance: all
images will be analyzed by this node. Thus, the descriptor studied in this node is
96 CHAPTER 4. DECISION TREE
expected to divide the initial dataset in groups of images sharing several properties
that will be easily classified in subsequent levels.
As it has been commented in previous chapters, the number of grass pixels in the
scene is directly connected with the type of view contained in the image. Images
without grass pixels should present close views whereas images with a number of
grass pixels that tends to the area of the image are expected to contain long views
as close-up views of football players create big areas of non grass pixels in the image.
This information is contained in the grass colored pixel ratio (GCPR). This de-
scriptor measures the ratio between grass pixels and the area of the image, and it
will be used as a root node in our classification scheme.
The study of the histograms of images with close-up and long views presented in
Section 2.3.2 showed that all the football images with a value for this descriptor
higher than 0.9 belong to the “Long view” class and images with a value lower
than 0.2 could belong to the “Close-up” class or to a concrete type of “Long view”:
players standing at the upper part of the field.
Thus, following a conservative policy, two thresholds are proposed in order to dis-
tinguish these images with the analysis of the GCPR descriptor: a lower threshold
will be placed at 0.15 and a higher threshold will be set to 0.95. All images with a
GCPR higher than 0.95 will be directly classified as “Long views” whereas images
with a value lower than 0.15 can be easily analyzed in order to find differences be-
tween views because only a specific type of “Long view” is expected to fulfill this
condition. The values of the initial thresholds obtained in Section 2.3.2 were relaxed
in order to classify without errors all the images with a GCPR higher or lower than
these thresholds.
Let us consider images with a GCPR value between the proposed thresholds. A wide
variety of different images are included in this range. As long views are expected to
contain a high grass area whereas close-up views may contain less grass pixels, a first
separation of the images with a GCPR value contained in the interval [0.15,0.95] is
proposed for further analysis. Thus, an additional threshold is defined in order to
distinguish images with an important grass presence from images with a lower GCPR
value. As seen in Section 2.3.2, the GCPR in images containing “Long views” can
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be approximated by a Gaussian distribution centered in 0.7. Images with a higher
value of this descriptor will be considered as images with a high grass presence, so
that the value of this threshold is fixed as 0.7.
4.3.1 Images with a GPCR higher than 0.95
Images with a GCPR higher than 0.95 are supposed to contain long views as there
is no physical space for big holes caused by players in the image and they will be
classified as “Long views.”
Three examples of football images with a GCPR higher than 0.95 are presented in
Figure 4.1.
(a) (b) (c)
Figure 4.1: Images with GCPR between 0.7 and 0.95.
4.3.2 Images with a GPCR in the interval [0.7 0.95]
Images with a high grass presence can be found in this branch of the tree. Some
examples of these images are presented in Figure 4.2. Figure 4.3 presents the branch
(a) (b) (c) (d)
Figure 4.2: Images with GCPR between 0.7 and 0.95.
that contain images with a GCPR between 0.7 and 0.95. Taking into account that
players from “Close-up views” must be presented from a close point of view, these
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players must be “cut” at the lower border of the image (Images (c) and (d)). More-
over, as a high grass presence is demanded to these images, the waist of the players
will create a region without grass pixels at the lower part of the field. This charac-
teristic can be measured with the maximum width (MW). Images with a low value
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Figure 4.3: Branch for images with GCPR between 0.7 and 0.95.
of this descriptor do not contain wide non grass regions at the lower part of the
scene, so “Long views” should be presented in the scene. This threshold is set to
0.15.
However, an erroneous detection of the grass field caused by the uniform of the
players or the referee can cause that several non grass pixels are detected as grass
pixels and the width of the holes at the lower part of the field may decrease as
a consequence. Thus, an additional node is included for those images with a low
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value of the MW: the maximum skin area (MSA) and the referee area (RFA) are
analyzed. Images with high value of both descriptors (MSA>0.01 and RFA>0.12)
are images in which the uniform has been confused with the grass field and are
classified as “Close-up views.” Otherwise, they are labeled as “Long views.”
On the other hand, images with a high number of grass pixels and a high maximum
width (MW>0.15) are expected to contain either “Close-up views” where players are
“cut” or “Entire players” with players partially included in the image that cause non
grass areas at the lower part of the field. In order to distinguish between both types
of view the area of the maximum hole is analyzed. If the value of this descriptor is
higher than 0.12 the image is classified as “Close-up view”. Otherwise, it is classified
as “Long view.” A referee detector step is also performed for images with MH<0.12
to avoid classification errors derived from erroneous grass mask detections.
4.3.3 Images with a GPCR in the interval [0.15 0.7]
All images with a medium presence of grass pixels in the scene are analyzed at this
point of the tree. Due to the wide range covered by this branch, a large variety of
different field positions can be found in these images as it can be seen in Figure 4.4.
As most of the presented descriptors rely on information extracted from the grass
field position, this will be the most complicated branch in terms of classification.
The inclusion of a descriptor that analyzes some information independent from the
grass field (skin color) will improve the results.
(a) (b) (c)
Figure 4.4: Images with GCPR between 0.15 and 0.7.
Figure 4.5 presents the branch that contain images with a GCPR between 0.15 and
0.7. The first descriptor analyzed in this branch is the first row grass pixel ratio
(FRGPR). This descriptor measures the number of grass pixels in the first row.
A big difference is observed between images with or without grass presence in the
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first row when a medium number of grass pixels are present in the scene: images
with a value of this descriptor higher than 0 contain views with players representing
medium or big areas. This is due to the fact that for long views with small players
in the image (“Wide views”), if there are grass pixels at the top of the image it is
common to find grass pixels at the lower part of the image and thus, they contain a
high number of grass pixels.
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Figure 4.5: Branch for images with GCPR between 0.15 and 0.7.
Images with a FRGPR different than zero (FRGPR>0) may contain big areas rep-
resenting players. The next step in order to distinguish between “Close-up views”
and “Long views” should be measuring the size of these holes. However, as it has
been commented before, the large variation of grass field configurations that can be
found in this branch makes it necessary to include a previous descriptor to correctly
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adjust the thresholds: the first and last column grass pixel ratio. Images that
do not contain a significant number of grass pixels at both the right and the left
borders are expected to contain big players occluding the field. The thresholds for
both descriptors are set to 0.7.
The maximum width is analyzed as a wide no grass area at the lower part of the
field is a necessary condition for “Close-up views” with a certain number of grass
pixels. For low values of this descriptor (MW<0.15), if no referee is found in the
scene, the image is classified as “Long view.”
When the value of the FCGPR and LCGPR descriptors is high, holes caused by
players are correctly defined as they are surrounded by grass pixels (top, right and
left sides) and the maximum width can be analyzed: images with a value higher
than 0.25 are classified as “Close-up views” whereas images with a MW lower than
this threshold are classified as “Long views” if no big skin connected components
are found in the scene.
On the other hand, images with low grass presence and without grass pixels at the
top of the scene can be found in this branch. For these images the FCGPR and the
LCGPR are also analyzed but the meaning of the grass pixels at the left and right
borders of the image is completely different as there are no grass pixels at the first
row. Images with a value for both FCGPR and LCGPR lower than 0.25 (and high
FRGPR) are typically football views with a player standing at the upper part of the
grass field and thus, the maximum grass height (MGH) is analyzed. Images with
a high MGH (grass pixels at the bottom of the scene) are classified as “Long views”.
This threshold is set to 0.6. Otherwise, images are classified as “Close-up views.”
Football images with medium grass presence containing a high number of grass pixels
at the left and right borders of the scene can represent the game from a long, medium
or close point of view. Thus, holes caused by players in the field should be taken
into account. First, holes partially included at the upper part of the grass field are
analyzed by the closed ratio (CR). High values of CR (CR>0.15) indicate that big
holes appear at the upper part of the field, so the maximum width is studied. High
values of this descriptor (MW>0.15) indicate that a “Close-up view” is presented in
the image whereas small values (MW<0.15) stand for “Long views.”
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If the value of the CR is small (CR<0.15) no players are present at the upper part
of the field. Once the partially included holes at the upper part of the field have
been studied, the holes partially included at the lower part of the image will be
detected with the MW. A low value of this descriptor (MW<0.1) may indicate that
there are not players “cut” at the lower part of the image and thus, a “Large view”
is presented. However, an additional type of football image should be considered:
close views of some parts of the players (i.e. legs, boots, ...) usually do not contain
holes at the lower part of the scene but they must be classified as “Close-up views”.
The MGH is analyzed to discriminate these views (low value of the MGH because
the field is at the upper part of the scene) from “Long views” (players at the upper
part of the field expected in this branch with a high value of the MGH).
A high value of MW indicates that a hole is present at the lower part of the grass
field. This hole may be caused by a big player (“Close-up view”) or by objects
standing at the lower part of the scene (i.e. the bench). Thus, the position of the
field is analyzed with the MGH to distinguish between “Close-up views” and “Long
views” containing big players in the scene. If the grass is placed at the upper part of
the image (MGH<0.52) the image is classified as “Close-up view” whereas images
with the field at the lower part of the scene (MGH>0.52) are labelled as “Long
views.”
For images with a low MW the area of the holes is analyzed with the maximum hole
(MH) descriptor. This descriptor measures the area of the biggest hole partially or
totally included in the image. Although an erroneous wide hole may be created in
a “Long view” as a consequence of objects or people, it is expected to have small
area. Then, images containing big holes (MH>0.12) will be classified as “Close-up
views” whereas the presence of small holes (MH<0.12) will lead to “Long views.”
4.3.4 Images with a GCPR lower than 0.15
Images with a GCPR lower than 0.15 show either a little part of the grass field or a
part of the stadium which is not directly connected with the game (i.e. the crowd).
Three images with a value of the GCPR lower than 0.15 are presented in Figure
4.6. The great majority of these images should be directly classified as “Close-up
views.” However, depending on the camera position, players completely included in
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(a) (b) (c)
Figure 4.6: Images with GCPR lower than 0.15.
the image with a small grass region at the lower part of the scene may be shown.
This “Long view” should be analyzed in this branch, as only a few grass pixels are
present in the image. Figure 4.7 presents the branch that contain images with a
GCPR lower than 0.15.
As it has been presented before, the main difference between these images and
“Close-up views” is that an image containing a player standing at the top of the
field has a high value of the last row grass pixel ratio whereas a “Close-up view”
contains several pixels at the last row that belong to players and are not included
in the grass field. Thus, LRGPR is used to distinguish between both types of view.
Images with a LRGPR higher than 0.8 are expected to contain small holes at the
lower part of the scene so they are classified as “Long views.” On the other hand,
images with a value of the LRGPR lower than 0.8 are analyzed with the MW to
find the size of possible holes at the lower part of the grass field. If this value is
higher than 0.15 the image is classified as “Close-up view.” Otherwise it is labeled
as “Long view.”
4.4 Second level of classification: Wide views and En-
tire players
In the second level of classification, the aim is to classify with higher accuracy “Long
views.” In order to do so, these views are divided into two classes as explained in
Section 1.2: “Wide views” and “Entire players.”
Both types of view have in common that an action which is directly related with
the game is shown in the image. However, the action is recorded from a different
point of view. Intuitively, the most important difference between both views is the
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Figure 4.7: Branch for images with GCPR lower than 0.15.
size of the players that are present in the image, so the analysis of holes partially or
totally included in the grass field will be the key in this level.
In the second level of the tree, only six descriptors are used. The basic idea of all
these descriptors is to distinguish between big and small holes caused by players
in the image. Moreover, these measures have to be robust to the presence of holes
caused by other elements in the image. As the difference between different branches
is how these descriptors are combined, in this section the use of each descriptor will
be briefly discussed. The thresholds used by the classifier can be found in Figure
4.8.
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4.4.1 Images with a GCPR higher than 0.95
As it has been discussed in the first level of classification, images with a GCPR higher
than 0.95 do not have physical space in the image to show big holes associated to
players as the great majority of pixels represent the grass field. Thus, these images
will be directly classified as “Wide views.”
4.4.2 Images with a GCPR in the interval [0.7 0.95]
Images with a high number of grass pixels contain a big grass field. Thus, the
probability of players partially or totally included in the field increases and moreover,
the holes defined by these players are more precise. In order to label an image as a
“Wide view” the area of all the holes present in the image must be small. Partially
included holes at the upper part of the grass field are first analyzed with the CR. A
high value of this descriptor indicates the presence of significant holes at the upper
part of the scene (“Entire player”). Images with small holes at the upper part of the
field can not directly be classified as “Wide views” as big holes caused by players
can be totally included or partially included at the lower part of the field. Thus, the
holes height of the partially or totally included holes is analyzed with the maximum
hole height, maximum hole height inferior and maximum hole height included.
Only the height rather than the area of the holes is analyzed as it has been proved
to be more robust against holes that not represent players at the lower part of the
scene.
As it has been commented in Section 2.3.9, the analysis of the holes partially and
totally included in the field is very sensitive to the grass field detection. Finally,
in order to avoid errors due to erroneous detections of the grass field, the texture
of the holes is analyzed for those images that contain big holes. When the value
of high energy pixels is small, the grass field has not been correctly detected and
thus, images are classified as “Wide views.”
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Figure 4.8: Level 2: Decision tree.
4.4.3 Images with a GCPR in the interval [0.15 0.7]
Images with a low number of grass pixels are analyzed in these branches. The same
concepts that have been explained before apply now for images with a low GCPR.
However, as holes created by players may be very different in size and position due
to the small size of the grass field, the information provided by the maximum grass
height is taken into account.
The MGH can easily distinguish between “Wide views” and “Entire players” when
the grass field is close to the bottom of the scene. In this case, a view with a player
standing at the top of the field is expected and images are classified as “Entire
players.”
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4.4.4 Images with a GCPR lower than 0.15
A certain amount of grass is demanded to a football image when it shows a part of
the game from a far point of view. As images in this branches contain a low number
of grass pixels, they can directly be classified as “Entire players.”
4.5 Neural network classifier
4.5.1 Introduction
In the previous section, the classifier that estimates the type of view in football
images given a feature vector has been presented. The resultant Decision Tree has
been built taking into account the intuition about the view in football sequences and
a previous analysis of the selected descriptors. In addition, real time requirements
have been taken into account in order to place the features in levels depending on
their computational time.
The study of each descriptor has been performed independently from the rest of
features extracted from the images, so the thresholds used in the Decision Tree are
an approximation of those thresholds found for an isolated descriptor. In other
words, in the study of each descriptor discussed in Section 2.3, a 1-level classifier
with only one node was used.
In order to validate the structure and the results obtained with the decision tree
classifier created in this work, the analysis of the type of view in football images is
proposed using a neural network.
4.5.2 Creation
A neural network classifier was created using the Neural Network toolbox of Matlab.
The following information was provided to the application in order to create the
classifier:
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• Training data: the neural network was trained with the sequence used to
analyze the descriptors and fix the thresholds of the decision tree presented
before.
• Target data: the annotation of the type of view of the sequence.
• Hidden layers: the number of hidden layers of the neural network was fixed to
10. This is a good compromise between training time and performance. Using
more hidden layers does not guarantee a better performance as the classifier
can be overfitted.
Once the neural network is created, the train and test sequences have been analyzed
to compare the performance of both classifiers.
4.5.3 Results
Some experiments must be done to study the performance of both the decision tree
and the neural network when football sequences are analyzed. The accuracy of each
classifier for the second level of classification is presented in Table 4.1.
Table 4.1: Train Sequence Results
Classifier Total Error Classification Result
Decision tree 4.9% 95.1%
Neural network 2.6% 97.4%
As it can be seen in this table, the result is similar for the classifiers under analysis.
Although a better classification is achieved for the training sequence using the neural
network, it is not significant in order to discard one of the proposed classifiers.
Moreover, it is expected that a classifier specially trained for this concrete sequence
provides better classification results. However, a particular problem of a classifier
is that it could be overfitted (See Appendix B) to the training database [5]. This
phenomenon will be analyzed in Chapter 6 using the test database.
Chapter 5
Temporal Redundancy
5.1 Introduction
In previous chapters, the classification process has been described for a given football
image. However, the entire system is expected to estimate the type of view not only
in an isolated frame, but the analysis of football sequences is required. Although
a sequence is formed by a set of images shown successively, an intuitive property
of the sequence is that images which are temporarily close may be very similar, so
they should present redundancy and common features. Let us consider the sequence
shown in Figure 5.1.
(a) (b) (c) (d)
Figure 5.1: Football sequence
These images represent four consecutive frames extracted from a football match. As
it can be seen, several important properties of the first frame such as colors, number
of grass pixels, type of view, etc. can also be found in Image (d). The cause of this
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continuity is that all the images from the sequence presented in Figure 5.1 have been
recorded with the same camera and, even more, the parameters of this camera have
not changed. However, in a football stadium, a large set of cameras are placed in
order to provide the spectator with a better experience.
From the video processing point of view, a shot is defined as a collection of consecu-
tive images sharing similar camera parameters. Thus, a football match is composed
by a group of shots recorded from different cameras showing different types of view
and different parts of the stadium. In a football sequence, it is expected a low
variation between consecutive images within the same shot.
In this section, the continuity of the type of view in football sequences is analyzed.
This study will provide some connections between a frame and both the previous
and the following images in the sequence. With this connection, several classification
errors could be avoided and thus, a better classification is performed. The tool which
will be used in this correction is the median filter. In Section 5.2, the process that
analyzes the type of view continuity after the classification is studied in detail.
5.2 Temporal Redundancy
As discussed in Section 5.1, a football sequence is not seen as a set of isolated frames
in terms of video processing. Instead, the analysis of a video as a chain of connected
images is proposed in order to use the similarity between frames that are temporally
close to achieve better results after the final decision of the classifier.
The aim of this section is to group consecutive images with a certain criterion.
As consecutive images in a football match are expected to be very similar if the
grouping does not include a change of view, some properties will be shared by all
the images that belong to each group. Thus, if a given image does not share the
desired properties with the majority of the group, it can be classified as an error.
This way, it is expected that some properties of the football sequence may be stable
along a certain time in order to be shared by several consecutive frames and so
the errors could be detected. In particular, as the objective of this work is the
classification of the type of view in the scene, temporal stability of the classification
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will be analyzed to provide an additional information in the classification process.
Let us introduce Figure 5.2.
(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 5.2: Transition between a entire player and a wide view.
This figure shows ten consecutive images from a football sequence. As it can be
observed, in Image (d) there is a change of view in the sequence. From an intuitive
point of view, it is expected that a certain number of images before Image (a) contain
an entire player whereas a certain number of images after Image (j) show a wide view.
If this assumption is correct the sequence has been divided in two groups: images
before Image (c) and images after Image (c). This intuition leads to a concept that
will be the key of the results obtained in this section: the stability.
Let us consider that images shown in Figure 5.2 are included in a sequence formed
by 150 frames. In this sequence, all the previous frames show entire players, whereas
the next frames contain wide views.
The results of the classification process are stored in the so called Decision V ector.
The number of frames in the sequence determines the length of this vector. Each
frame of the sequence is represented by a value that contains the information about
the type of view in the scene. The desired decision provided by the algorithm for
this sequence is shown in Figure 5.3 (a).
In this figure the positive logical value ’1’ represents wide view in the frame. Other-
wise, the image will have a ’0’ value. As it can be observed, the transition between
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entire player and wide view is produced between frames 74 (Figure 5.2 (c)) and 75
(Figure 5.2 (d)).
(a)
(b)
Figure 5.3: Image (a) shows the real Decision Vector whereas in Image (b) a possible
Decision Vector provided by the algorithm is presented.
Figure 5.3 (b) shows a possible decision of the algorithm for the analyzed sequence.
In this image, although the transition between frames 74 and 75 has been correctly
detected, several errors have appeared in the decision vector. These errors can be
divided in two groups depending on their distribution:
• The first type of error can be observed between frames 41-45. It is formed by
five consecutive false positives that cause an error in the entire player detection.
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This type of error is represented by a burst of consecutive erroneous frames.
The length of this erroneous group of images may vary depending on the
sequence.
• The second type of error can be observed between frames 95-117. In this
part of the sequence, several false negatives are produced in the classification
process. This error produces a short number of consecutive erroneous frames,
but this structure is repeated.
From an intuitive point of view, these errors can be found as they are formed by a set
of frames (consecutive or not) which are not stable. The first type of error analyzed
represents a few number of frames that are classified as wide views whereas all the
previous and the next images in a wide range are classified as entire players. As it
has been discussed before, a certain stability is demanded to the view in the scene,
so that a few number of isolated frames with a specific decision is not a possible
situation in the global system behavior. The second type of error can be seen as
repetitions of short first type errors in a short period of time.
An additional condition must be taken into account in the correction of the errors
contained in the Decision Vector provided by the classification algorithm: those
transitions between both classes that do not represent an error must not change
their position in the sequence. This is an important condition if the problem is
analyzed with a filter, as the result of some filtering methods may change the size
or the position of the transitions of a signal.
With all the exposed before, a filter that removes short transitions from the decision
vector preserving the location of long transitions is required for the correction of
several errors that may appear in the algorithm decision. Thus, a median filter is
proposed. The length of the window is set to 19 after analyzing the errors length in
a group of sequences.
The resulting vector after a median filtering with a 19 positions window of the
sequence presented in Figure 5.3 (b) is shown in Figure 5.4.
From the observation of these results, several conclusions can be extracted:
• The location of the correct transition between both classes has not been
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Figure 5.4: Decision Vector after a median filtering.
changed after the median filtering.
• Groups of consecutive erroneous frames are eliminated if the number of frames
is lower than half the window length. Thus, the first type of errors will be
avoided if the length of the window is correctly chosen.
• The second type of errors presented before has not been completely eliminated
by the filtering but they have changed their form. After the median filtering
this type of error is represented by a number of consecutive erroneous frames,
so that it could be eliminated with a subsequent median filter.
As seen in Figure 5.4, although the second type of errors have been eliminated by
the median filtering, some groups of consecutive erroneous frames have appeared in
the decision vector. Thus, a second median filtering is applied to the decision vector
in order to eliminate those errors that have not been completely corrected by the
first median filter. The window length of the second filter is set to 21 using experi-
mental results. After this process, the resulting decision vector contains neither high
frequency transitions nor isolated groups of erroneous pixels. The resulting decision
vector after the second filtering is presented in Figure 5.5.
In this figure, a perfect reconstruction of the desired decision vector can be observed
after the application of two consecutive median filters. The improvement provided
by this post-processing technique will be conditioned to the distribution of the errors
in the decision vector.
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Figure 5.5: Decision Vector after the second median filtering.
The most dangerous type of error will be a very long number of consecutive erroneous
images. In this situation, the median filter will not correct any frame as the entire
group represent a stable decision along time. However, the main objective of the
classifier is to provide robust results in the type of view estimation, so that it is
expected that the length of a consecutive group of errors will be lower than half
of the filters length. The larger the length of the window, the larger the length of
consecutive errors that can be corrected. Nevertheless, a too large window length
would cause that several stable decisions will be treated as errors. Thus the total
classification error would increase.
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Chapter 6
Classification Results
6.1 Introduction
In previous chapters, a whole system that estimates the type of view in football
sequences has been presented. Moreover, some experimental examples have been
shown in order to give an intuitive idea of the processes that form the system. How-
ever, an additional step is required to validate the robustness of the classification:
the analysis of experimental results for a large set of football images. In this chapter,
the results obtained for the sequences that form the train and the test databases
will be presented.
In Section 6.2, the results of the classification using the decision tree and the neural
network presented in 4.5 will be presented. The results of the analysis of the train
and the test databases using the decision tree will be shown in Section 6.3 and
Section 6.4 respectively. Finally, these results will be briefly discussed in Section
6.5.
6.2 Decision tree vs Neural network
In order to compare the performance of both the decision tree and the neural net-
work, three football sequences have been analyzed. Table 6.1 shows some data of
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these sequences.
Table 6.1: Sequences to compare the Decision Tree and the Neural Network
id Match Broadcast Annotation Number of frames
MAL-RMA Malaga-Real Madrid LaSexta UPC 12056
FCB-MAL F.C.Barcelona-Malaga LaSexta MPRO 30517
SEV-GET Sevilla-Getafe LaSexta MPRO 5111
The total number of frames that form the database is 47678. Thus, this group of
images represent 30 minutes of video. Table 6.2 shows the global results of the
database for the second level of accuracy.
Table 6.2: Database Results for the second level of accuracy
Classifier Total Error Accuracy
Decision Tree 6.4% 93.6%
Neural Network 6.9% 93.1%
As it is shown in this table, when the sequences under analysis contain images that
have not been used in the train step of the classifiers, the performance of the decision
tree is better than the performance of the neural network. The classification results
of each individual sequence are always lower for the three sequences presented in this
section when they are analyzed with the neural network. These results show that
the neural network is overfitted to the train sequence and may present instabilities
when analyzing views that have not been analyzed before.
6.3 Train database
In this section, the classification results of the sequence that has been used to train
the system are presented for both the first and the second level of accuracy defined
by the hierarchical tree. Some information of the sequence is shown in Table 6.3
whereas the classification results can be observed in Table 6.4.
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Table 6.3: Train sequence
id Match Broadcast Annotation Number of frames
SEV-VLL Sevilla-Valladolid LaSexta UPC 75072
Table 6.4: Classification Results for the train sequence
Level of accuracy Total Error Accuracy
Level 1 3.0% 97.0%
Level 2 4.9% 95.1%
6.4 Test database
In this section, the classification results for both the first and the second level of
accuracy are presented using the decision tree when the test database is analyzed.
Table 6.5 shows five test sequences used to study the performance of this classifier.
Table 6.5: Test database
id Match Broadcast Annotation Number of frames
MAL-RMA Malaga-Real Madrid LaSexta UPC 12056
FCB-MAL F.C.Barcelona-Malaga LaSexta MPRO 30517
SEV-GET Sevilla-Getafe LaSexta MPRO 5111
FCB-REC F.C.Barcelona-Recreativo LaSexta MPRO 70000
SEV-RMA Sevilla-Real Madrid LaSexta MPRO 32153
The total number of frames that form the test database is 149837. Thus, this group
of images represent 100 minutes of video, which is more than an entire match. Tables
6.6 and 6.7 show the classification results of each sequence of database for the first
and the second level of accuracy respectively.
In the first level of the hierarchical tree, the average error committed over the entire
database is 3.5%, so the accuracy in the classification of the sequences that form the
test database is 96.5%.
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Table 6.6: Test Database Results for the first level of accuracy
Classifier Total Error Accuracy
MAL-RMA 2.3% 97.7%
FCB-MAL 3.6% 96.4%
SEV-GET 4.0% 96.0%
FCB-REC 4.3% 95.7%
SEV-RMA 2.2% 97.8%
Table 6.7: Test Database Results for the second level of accuracy
Classifier Total Error Accuracy
MAL-RMA 3.3% 96.7%
FCB-MAL 6.0% 94.0%
SEV-GET 7.1% 92.9%
FCB-REC 8.0% 92.0%
SEV-RMA 4.0% 96.0%
In the second level of the hierarchical tree, the average error committed over the
entire database is 6.3%, so the accuracy in the classification of the sequences that
form the test database is 93.7%. As it was expected, the total number of errors in
the second level of the hierarchical tree is higher than the error of the first level. As
the second level of the tree analyzes images that have been previously classified as
“Long views” or “Close-up views”, it has at least the same number of errors than
the first level of accuracy. Moreover, the cost of classifying between “Wide views”
and “Entire players” is a certain number of errors added to the errors of the first
level.
6.5 Discussion of the results
As it can be seen in this section, the average total error obtained in the analysis of
the test database is higher than the error obtained for the train database. As the
train database contains the sequences that have been used in the creation of the
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decision tree, it is expected to obtain worst classification results when new patterns
are analyzed. These new patterns are represented by the test database.
Moreover, in order to achieve robust results, the difference in the error obtained
between different levels of classification must be reasonable. In particular, the dif-
ference in the average total error between the train and the test databases is 0.5%
for the first level and 1.4% for the second level of the hierarchical tree. These values
indicate that the classifier is able to identify new patterns that are contained in the
test database.
These results show a satisfactory accuracy in the classification of the type of view
in football images. In particular, the accuracy obtained in the first level of the
hierarchical tree (96.5%) is much better than the accuracy requested to this project
(80%).
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Chapter 7
Conclusions
In this work, a system that estimates the type of view in football sequences has
been presented. Given a football sequence, a category label is assigned to each
frame based on several properties of the image. These labels differentiate between
views arranged in a hierarchical tree. At each level of the tree different levels of
accuracy are demanded to the algorithm in the classification.
Our classification system uses a set of low-level descriptors that may contain high
semantical information about the type of view in football stadiums when they are
used together. As it has been discussed in previous chapters, these descriptors rep-
resent a measure of several attributes or concepts that characterize football images.
In particular, almost the complete set of descriptors used in this work has been
extracted from a meaningful region of the scene: the grass field. Then, the values of
the extracted features are stored in the feature vector that will be further analyzed
by a decision tree.
Two different classifiers have been analyzed in this work. First, an intuitive de-
cision tree has been proposed combining the descriptors that had been previously
studied isolated. Second, a neural network has been presented. Although similar
classification results have been obtained for both classifiers, the decision tree has
a better accuracy in all the sequences contained in the database. The number of
images that have been correctly classified using this decision tree represents 96%
of the test database for the first level of classification (“Close-up views” and “Long
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views”). Therefore, the required accuracy of the system (80%) for this level has
been satisfactorily achieved. This requirement represents the value of the accuracy
requested for the first version of the algorithm. In further versions the algorithm
will be requested to classify more types of view contained in the hierarchical tree.
The results of the classification process show that the number of confusions in the
classification between close-up and long views is small as it summation represents
less than 5% of the entire database. As it has been discussed in Section 1.3, some
errors may be more dangerous for the global behavior of the system than others.
However, as these errors represent only a little part of the maximum total error
required for the system (20%), the results fulfilled the requirements.
After the classification step, the relation between consecutive frames is analyzed
in order to avoid several classification errors. Two consecutive median filters of
increasing size are applied to the decision vector generated by the tree. This filtering
has increased the accuracy of the classification in all the sequences without changing
the location of the correct transitions.
An important requirement defined in Section 1.3 was the necessity of a system that
estimates the type of view in football images at video rate. The computationally
cheap processes that form the system have made possible to achieve a real time
implementation of the proposed technique.
Although this work has a specific purpose, it can also be seen as the first step towards
a broader future research. The information provided by the proposed descriptors
may be valuable in the estimation of the type of view during the game. Furthermore,
the type of view could cover more than the three classes presented in this work (close-
up view, wide view and entire player). Although these are the most relevant types
of view from the point of view of immediate applications, other views defined in the
taxonomy may be detected and used in the future.
Another active research area is the characterization and identification of cameras
in a football stadium given a football image. An intuitive approach to tackle this
problem may be focused on the analysis of the field projection in the scene. Thus,
the proposed grass extraction method could be a powerful tool in the camera analysis
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using image processing techniques.
The previous topics will be the basis of the research I expect to conduct during my
PhD thesis.
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Appendix A
Classification
The aim of the so-called Pattern Classification is to take some data that has not
been processed before and to make an action related with the category of the pat-
tern. The act of classification may be seen as an easy process for humans, but the
complexity of a classification problem may be very high for a computer, even when
the objects under analysis are precisely known. Human nature provides a powerful
recognition and classification system which is able to solve a huge amount of clas-
sification processes, analyzing several semantic variables that may be imperceptible
to a computer. As an example, let us consider the images shown in Figure A.1. A
simple classification between images that belong and images that do not belong to
a football match is performed.
(a) (b) (c)
Figure A.1: Images from a football match.
These three images are related with a football match. From the human point of
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view, this classification is trivial but, if one wants to teach a machine to classify
these examples, what characteristics of the images should be analyzed in order to
decide that the three images belong to a football match?
The key for a successful classification is to model the concept that stands behind
the analyzed classes. Once this step is done, the classification of objects seen from
different points of view or containing different colors can be achieved for humans. In
order to emulate the human behavior, a theory on classification has been developed
creating a discipline, pattern classification. In this section, several concepts about
pattern classification are defined.
Before the classifier is designed, some samples that belong to the defined categories
are analyzed. In the example that will be used in this section, two categories or
classes are defined in the classification process: “Football images” and “Non-football
images.” The goal of this analysis is to find some differences between the categories
under study. This analysis suggests attributes. An attribute is a property shared by
all the objects of the same category. In the analysis of football images, an intuitive
attribute that may be taken into account is the grass presence in the scene.
However, in order to be able to define a classification method, the attributes of the
objects should be quantified. As a result, features or descriptors are obtained.
A feature is an individual measurable property of the phenomenon being observed.
Choosing a discriminating and independent feature is the key for any pattern recog-
nition algorithm to be successful in classification. A feature will be represented by
a real value x and it will replace the input object in the classification process. In
other words, the algorithm does not analyze the object itself, but a real value x that
stands for it. From the attribute presented for the classification of football images,
a feature that computes the number of grass pixels in an image can be derived.
As the complexity of the problem may be very high, one descriptor is usually not
enough to tackle the search of a satisfying solution. As an example, let us consider
the images shown in Figure A.1. If only the number of grass pixels is analyzed, Image
(a) may be classified as not belonging to a football match, because the grass presence
in the image is low. To improve the recognition, the use of more than one feature at
one time must be considered. Then, the object that has to be classified is represented
not by a real value, but by a vector with N real components. The dimension of
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this vector ~x is the number of features that the algorithm uses in the classification
process, so that all the vectors considered are contained in a N -dimensional space,
called the feature space. In the classification problem presented before, the number
of players in the image can be selected as a new feature in the classification process.
Then, the feature space will be generated by two features (number of grass pixels
and number of football players), so that it will be a 2-dimensional space.
Once the feature space is defined, the next step is to partition this space into a
number of regions equal to the number of classes. Regions representing different
classes are separated by decision boundaries. These boundaries are estimated with
a set of available training data. The training data set is composed by a finite
number of objects that belong to the feature space which have already been classified.
This training set is used to define a model that is expected to represent the real
distribution of the input vectors in the analyzed problem. Thus, all the parameters
in the classifier are computed in order to classify the feature vectors as correctly
as possible. This process is called supervised learning. Let us assume that the
training set for the problem presented before is composed of six images. Images
presented in Figure A.1 are labeled as “Football images” and they belong to the
training set. The training set is completed with the images shown in Figure A.2 and
labeled as “Non-football images.”
(a) (b) (c)
Figure A.2: Images that do not belong to a football match.
As a first approach to the final solution, let us consider that, once the parameters of
the classifier are fixed, an image is classified as “Football image” only if more than
40% of its pixels are grass (the value of their green channel is higher than a certain
threshold) or if it contains at least two people. With this “solution,” the satisfaction
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may be premature because the main aim of designing a classifier is to suggest actions
when presented with novel patterns, that is, objects not seen yet. This is the issue of
generalization. It is unlikely that a very complex decision boundary would provide
good generalization as it may be overfitted to a particular training set. In other
words, the classifier will be able to classify without errors the training set, but it
will provide bad results when analyzing new patterns.
(a) (b) (c)
Figure A.3: Images from a football match that will lead to an error in the current classi-
fication process.
Naturally, one approach would be to get more training samples for obtaining a
better estimate of the true underlying characteristics, for instance the probability
distributions of the categories. In some pattern recognition problems, however, the
amount of data that can be obtained is often limited.
The abstraction provided by the feature-vector representation of the input data
enables the development of a largely domain-independent theory of classification.
The degree of difficulty of the classification problem depends on the variability in
the feature values for objects in the same category, relative to the difference between
feature values for objects in different categories. The variability of feature values for
objects in the same category may be due to complexity and may be due to noise.
Noise is defined as any property of the sensed pattern that is not due to the true
model but instead to randomness in the world or the sensors. All nontrivial decision
and pattern recognition problems involve noise in some form.
In a normal situation, a classifier will not be able to decide between the proposed
classes with a perfect accuracy. Thus, a metric must be defined in order to analyze
the classifier behavior. Conceptually, the measure of a classifier performance is the
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classification error rate: the percentage of new patterns that are assigned to the
wrong category. The less error rate in the process, the better the classifier.
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Appendix B
Decision Tree
As seen in Section A, the pattern that must be classified in a classification problem is
not directly analyzed, but instead a set of descriptors stored in the so called feature
vector represent the image in the classification process. This vector is the input
information of the process that will decide the class that better represents the image
under analysis: the classifier. This process will assign a label to each new pattern
with the result of the classification.
Although the aim of a classifier is to assign the correct label to the given input object,
different methods can be proposed in order to analyze the information provided by
the feature vector.
A decision tree is an intuitive method to classify an object through a sequence of
proposed questions. This classification may be seen as a chain of questions, where
each new question is asked depending on the answer to the current question. Each
question of the tree analyzes one or more descriptors from the feature vector and
represents a node of the tree. This sequence of questions is displayed as a tree,
where by convention the first node is named as root node and it is connected by
successive branches to other nodes. These are similarly connected until leaf nodes
are reached, which have no further branches. In this work, the proposed decision
tree will be displayed as a horizontal tree, with the root node standing at the left
side, whereas leaf nodes will be represented at the right side of the tree.
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Figure B.1 shows an example of a decision tree that analyzes the sport played de-
pending on several characteristics of the ball used in the game. Thus, descriptors
are {size, color, weight}, an input object represented by x = {small, white, heavy}
will be classified as a ball used in a baseball game.
Figure B.1: Classification using a decision tree. The root node is represented in purple
and the leaf nodes are shown in blue. The rest of the tree nodes are yellow.
The classification of each new pattern under analysis begins at the root node, which
asks for the value of a particular descriptor of the object. The different possible
values given as an answer are represented by different branches from the root node.
Based on the answer, the appropriate branch to the subsequent node will be followed.
As a result, one and only one branch is followed towards the next node of the
tree. The next step is to make a decision at the subsequent node, which will be
considered as the root node of a subtree. This process may be iterated until a leaf
node is reached, where no further question are proposed. Each leaf node represents
a category and the object analyzed is assigned a label with the category of the leaf
node reached.
Since the decision made in each node is equivalent to splitting the subset of the
training data analyzed by the node, it is called split. Thus, the root node splits
the full dataset, whereas each successive decision splits only a subset of the data.
The number of branches from a given node is called the branching factor of the
node (B). However, any decision tree can be represented using binary decisions.
In other words, given a tree with different branching factor in all its nodes, it can
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be expressed as a consecutive number of nodes with B=2. As an example let us
consider the root node of the tree presented in Figure B.1 with B=3. This node
could be replaced by two nodes: the first would ask size=big?, and at the end of
its “no” branch another node would ask size=medium?. Moreover, the decision
boundaries created by the binary nodes can be easily interpreted in a decision tree:
at each question a hiperplane is placed in the feature space perpendicularly to the
axis defined by the feature analyzed.
The fundamental question underlying the tree creation is simplicity: decisions that
lead to a simple, compact tree with few nodes are preferred. Furthermore, a huge
amount of divisions of the feature space may lead to a tree overfitted to the training
set.
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