Abstract-Breast cancer is the most common cancer found in women in the world. Mammography has become indispensable for early detection of breast cancer. Radiologists interpret patients' mammograms by looking for some significant visual features for decision making. These features could have different interpretations based on expert's opinion and experience. Therefore, to solve the problem of different interpretations among experts, the use of computer in facilitating the processing and analysis of mammograms has become necessary.
I. INTRODUCTION
Breast cancer remains a leading cause of deaths resulting from cancer among women in many parts of the world [1] . Early detection of breast cancer increases the treatment options and also increases the likelihood of cure.
Diagnosis and treatment of breast cancer are made possible by the use of images of the breast obtained through several imaging modalities. These imaging modalities are Mammography, Magnetic Resonance Imaging (MRI), ultrasound scan (USS), Positron Emission Tomography (PET) and Electrical Impedance Tomography (EIT).
Ref. [3] ascertained that mammography is considered the "gold standard" for early detection of breast cancer among these modalities. Mammography uses a low-dose x-ray system to examine breasts [2] . A mammography exam is called a mammogram or mammographic image.
Interpretation of mammograms is a cognitive task. The Radiologist's experience plays a meaningful role in the diagnosis. Several studies ( [4] , [5] , [6] , [7] , [8] , [9] , [10] and [11] ) have reported that significant variability exists in the interpretation of the same mammogram when done independently by different Radiologists. Also, it has been gathered that despite the proven value of mammography in screening for breast cancer, its efficacy depends on Radiologists' interpretations. Ref. [10] ascertained that the cause of variability in the interpretations of mammograms by Radiologists is not well understood.
However, digital mammography allows the separation of image acquisition, processing, analysis and classification. It may therefore represent a solution to many of the inherent limitations of screen-film mammography. Through image processing, small differences in attenuation between normal and abnormal mammograms can be amplified and region of interest can be isolated rendering digital mammography most suitable for screening of dense breast.
With the increasing size and number of mammograms, implementation of computer algorithms for the enhancement, isolation and delineation of anatomical structures and other regions of interest are a key component in assisting and automating specific radiological tasks.
Digital image processing and analysis include the use of computer to convert an image into digital form and perform some operations on it in order to get an enhanced image or to extract some useful information from. It is a type of signal dispensation in which input is image and output may be image or characteristics (measurements) associated with the image which can be used for further tasks like classification.
Image processing and analysis allow a wider range of algorithms to be applied to input data and can avoid problems such as the building up of noise and signal distortion during processing. Image processing and analysis are among rapidly growing technologies today and they form core research area within biomedical engineering and computer science disciplines [1] .
The remainder of this paper is organized as follows: The next section describes practical problems in classification of mammograms. Section III presents the aim and the specific objectives of the study. Section IV surveys the related works on processing and analysis of mammograms, section V describes the methods used in achieving the objectives previously set, while sections VI and VII discuss feature extraction generation of GLCM from an input image respectively. Experimental results and result discussion are presented in Section VIII and section IX respectively. Finally Section X concludes the paper and makes suggestions for future research.
II. AIM AND OBJECTIVES
The aim of this study is to get mammograms ready for classification task by processing and analyzing them.
The specific objectives are to:
1. Obtain mammograms and examine the practical problems involved in detecting and differentiating abnormalities in mammography. 2. Enhancing the mammograms in (1) 3. Segment suspicious areas known as ROIs on the enhanced image in (2) 4. Extract Gray Level Co-occurrence Matrix (GLCM) features from segmented ROIs to aid in the classification of mammograms.
III. PRACTICAL PROBLEMS IN CLASSIFICATION OF MAMMOGRAMS
Classification of mammographic images remains a complex and cognitive task which requires advanced levels of expertise and knowledge by trained Radiologists.
Investigation carried out through interviews with a participating Radiologist and facts gathered from literature revealed that there are practical problems involved in the classification of mammographic images to one of normal, benign, and malignant classes. These problems include:
 Noise: artifacts (unwanted data) introduced during the process of image acquisition which interfere with the relevant ROI. Therefore there is a need for denoising algorithm which can be implemented in MATLAB.  Density: Some female breasts are extremely dense and obscure abnormalities in the breast [12] . This means that high contrast is required, which can be achieved by implementing different enhancement algorithms in MATLAB.  Low dynamic range: there is no exact border in biomedical images [13] ). For this reason it is expedient to segment the whole image into regions of interest (ROIs) by implementing a segmentation algorithm which uses discontinuity and similarity properties of regions  Visual features: Visual features' interpretation is a function of experts' opinion and experience, which results in substantial variability in the interpretation of the same image among experts; therefore extraction of features that are relevant to diagnostic problem and not necessarily visually extractable is advisable [14] . This can be done by implementing feature extraction algorithms available in MATLAB.
IV. RELATED WORKS
Several works have been done on mammogram processing and analysis. This section presents only recent and most related work in this area. Ref. [15] presented a survey of several enhancement techniques used in mammography and the authors concluded that CLAHE works very well for biomedical images such as mammograms.
Ref. [16] worked on computer aided detection of tumours in mammograms. In this paper, mammograms from mini-MIAS were used. Features were extracted from the mammograms through symlet wavelets and weighted histogram. Extracted features are reduced through singular value decomposition (SVD), with reduced feature set being classified by naï ve bayes, random forest and neural network algorithms. The result showed that classification accuracy for Neural Network is the best when compare with other two methods.
Ref. [17] proposed an efficient ROI segmentation of digital mammogram images using Otsu's n thresholding method. In this paper it was concluded that finding an accurate, robust and efficient ROIs help in making the classification task reliable. Also, [18] proposed a fully automatic mass segmentation scheme which includes automatic seed region growing technique. The difference in the mean of the manual markup by an expert and the proposed segmentation obtained is 0.356, the result showed that automatic segmentation is better than manual one.
Ref. [19] proposed a new method for feature extraction model using both human features and histogram. The experimental results are obtained from a data set of 410 images taken from Digital Database for Screening Mammography (DDSM). The result obtained in this paper is better when compared with the results of their previous work in [20] , it was found that accuracy is enhanced by 2%.
Ref. [21] presented a review on feature extraction. In this paper several feature extraction methods in pattern classification were reviewed. This review provided a way The films used for the mammograms are single emulsion, 30.48cm by 25.4cm and 25.4cm by 20.32cm, thereby making them easier to scan. So, they were scanned and saved into the computer in order to convert them to digital format for processing and analysis purposes.
The mammograms were scanned using a HP 300 flatbed digital scanner with its resolution held at 1600 dpi. All images were held as 8-bit gray level scale images with 256 different gray levels (0 -255) and physically in portable gray map (pgm) format. The patients' information (names, x-ray identification, etc.) were blotted out to ensure confidentiality. Fig. 1 presents samples of mammograms obtained from Radiology Department, OAUTH, Ile-Ife. Mammograms available from OAUTH for this study were limited, only 78 mammograms were available.
The mammograms were enhanced using CLAHE algorithm which performs two-in-one operation of noise reduction and contrast adjustment. CLAHE was originally implemented for biomedical images.
Segmentation (the isolation of ROIs from other detail in the images) was done using Otsu threshold technique, thereafter the segmented ROIs were analysed by extracting textural features from them using multiple GLCMs.
VI. FEATURE EXTRACTION
Feature extraction is a special form of dimensionality reduction. It is the process of transforming the high dimensional input data like mammographic images into the set of relevant features called feature vector. When the input data to an algorithm is too large to be processed and it is suspected to be notoriously redundant then the input data will be transformed into a reduced representation set of features.
Transforming the input data into the set of features is called feature extraction, if a feature extraction algorithm is carefully chosen and implemented, it is expected that relevant information would be extracted from the input data in order to perform the desired task using the reduced representation instead of the full size input. The extraction task transforms rich content of images into various content features. Feature extraction is the process of generating features to be used in the classification tasks.
Feature extraction simplifies the amount of resources required to describe a large set of data accurately. When performing analysis of complex data one of the major problems stems from the number of variables involved. Analysis with a large number of variables generally requires a large amount of memory and computation power. Feature extraction is a general term for methods of constructing combinations of the variables to get around these problems while still describing the data with sufficient accuracy. Features that can be extracted from mammographic images include: texture, shape, morphological features and so on.
Features are observable patterns in the image which gives some information about the image. Feature is used to denote a piece of information which is relevant for solving the computational task related to a certain application [22] .
Textural features remain the best type of feature to be extracted from gray level images such as mammographic images [22] , this is because these variables constitute texture which are: difference in gray level values; coarseness (scale of gray level differences); and directionality or regular pattern or lack of it.
In this study thirteen GLCM textural features proposed by Ref. [23] [24], named cluster shade and cluster prominence, which have been reported to have effective influence on classification accuracy were extracted in this study. Therefore, the features vector of each image in the datasets contains fifteen effective GLCM features. The mathematical expression used to compute these features are discussed in both literatures respectively.
VII. GENERATING GLCM FROM AN IMAGE
GLCM is a second order statistical textural feature extraction, method, unlike first order statistics, GLCM takes into consideration the spatial relationship between the pixel of interest and its neighbouring pixels thereby giving us texture features. It is a statistical method that considers the spatial relationship of pixels in the graylevel co-occurrence matrix. Each element (i, j) in the resultant GLCM is simply the sum of the number of times that the pixel with value i occurred in the specified spatial relationship to a pixel with value j in the input image [25] .
In order to generate a GLCM, graycomatrix function in the image processing toolbox of MATLAB was used. The graycomatrix function generates a GLCM by calculating how often a pixel with the intensity (gray-level) value i occurs in a specific spatial relationship to a pixel with the value j.
The spatial relationship is defined in terms of distance d and angle θ, this may be written more formally as P( i, ,j: d, θ).
In MATLAB, by default, the spatial relationship is defined as the pixel of interest and the pixel to its immediate right i.e. nearest horizontal right (d=1, θ=0 0 ), though other spatial relationships between the two pixels may be specified. Each element (i, j) in the resultant GLCM is simply the sum of the number of times that the pixel with value i occurred in the specified spatial relationship to a pixel with value j in the input image.
The number of gray levels in the image determines the size of the GLCM. By default, graycomatrix uses scaling to reduce the number of intensity values in an image to eight, but the NumLevels and the GrayLimits parameters can be used to control this scaling of gray levels.
For example, Fig. 2 shows how graycomatrix calculates the first three values in a GLCM. With θ = 0 0 and d =1.
In the output GLCM, element (1,1) contains the value 1 because there is only one instance of a pixel with value 1 having a pixel with 1 immediately to its right, element (1,2) contains the value 2 because there are two instances where a pixel value 1 has a pixel with value 2 immediately to its right.
Another example is the element (7, 1) where there are two occurrences because a pixel with a value of 7 has a pixel valued 1 immediately to its right. graycomatrix continues processing the input image, scanning the image for other pixel pairs (i, j) and recording the sums in the corresponding elements of the GLCM.
The GLCM can reveal certain properties about the spatial distribution of the gray levels in a grayscale image. 1 1 5 6 8 2 3 5 7 1 4 5 7 1 2 8 5 1 
VIII. EXPERIMENTAL RESULT
The image loading, processing and feature extraction models in this study are implemented using MATLAB R2013a with image processing and statistics toolboxes. MATLAB is a technical computing language used mostly for high performance numerical calculations and visualization. It incorporates computing, programming, signal and image processing in an easy to use environment in which problems and solutions can be expressed using mathematical notation [26] . Also MATLAB supports developing applications with Graphical interface features; it includes GUIDE (GUI development environment) for graphically designing GUIs. Its supports for object-oriented programming include classes, inheritance, virtual dispatch, packages, pass-by-value semantics, and pass-by-reference semantics make it easy to build stand alone application [27] .
Details of image loading, processing and feature extraction are presented in the following sections. Fig. 3 is a snapshot of the loading process; the user finds and selects the particular image he/she wants to load from the folder where the images are stored. The user can process the selected image or load another image if he/she is not satisfied with the image.
A. Image Loading
The user can click on the -Process Image‖ button to enhance the image or click on -Load Image‖ again if he/she is not satisfied with the loaded image and wishes to load another image. This takes the user back to the folder where the images are stored and allow him/her to select another image for processing.
B. Mammogram Proccesing
Image processing includes enhancement and segmentation. The underlying principle of enhancement is to enlarge the intensity difference between objects and background and to produce reliable representations of breast tissue structures. When visually interpreting a mammogram, a human expert often has to make use of a magnifying glass to obtain a better view of the image to locate and to magnify the suspicious area (ROI) which is a time consuming process. This process is exactly what image preprocessing (enhancement) is modeling. Image enhancement is the process of adjusting digital images so that the results are more suitable for display or further analysis. For example, you can remove noise or brighten an image, making it easier to identify key features. Fig. 4 shows the result of image enhancement on the loaded mammogram, it can be seen that the suspicious region in the breast is well visible and can now be cropped out in order to isolate it -the process known as segmentation. Features need to be computed only from the suspicious region of the breast profile, excluding all other unimportant parts of the breast tissue. Fig. 5 shows the segmented region from where GLCM features were extracted. 
C. Mammogram Analysis
Image analysis is the process of extracting textural features from an image. These features help in the classification tasks. Several types of features can be extracted from digital mammograms which include: region-based features, shape-based features, texture based features and position based features. Textural features have been proven to be useful in differentiating abnormal from normal breast tissues in digital mammography [22] .
The method employed for extracting features plays a very important role in detecting and classifying abnormalities in mammograms. In this paper GLCM features were extracted due to the fact that mammograms are gray scale images. GLCM characterizes the spatial distribution of gray levels in an image [23] . It is a way of extracting second order statistical textural features [28] . Features extracted from GLCMs provide information concerning image texture heterogeneity and coarseness, which is not necessarily visually perceived.
However, in this paper, it was imagined that a single GLCM would not be enough to describe the textural features of the input image. For example, a single horizontal offset might not be precise and accurate for textures with a vertical alignment and the two diagonals, for this reason, multiple GLCMs for a single input image were created.
The fifteen textural features listed section IV, at four different angles θ = 0 0 , 45 0 , 90 0 and 135 0 and at two distances d = 1 and 2 were extracted from the segmented ROI as presented in Fig. 6 and Fig. 7 , respectively. It can be seen from these Figures that multiple GLCMs were created for a single input image.
The average of the features at these two distances which was called weighted GLCM was calculated as presented in Fig. 8 , while the overall average of each of the features were also calculated for greater accuracy as depicted in Fig. 9 . 
IX. RESULT DISCUSSION
The available 78 film screen mammograms obtained from OAUTH, Ile-Ife, were digitized, the patients' names and Hospital numbers cropped out from them to ensure confidentiality. So they were given research code (oauth001 -oauth078) for identification.
For each of the mammograms, a proforma was appropriately filled by the Consultant Radiologist and this served as the reference or gold standard classification for the mammograms. The Consultant Radiologist final recommendation for each mammogram was entered next to its research code in a Microsoft Excel Sheet version 2007 as shown in Fig. 10 , this serve as manual classification.
According to the Radiologist's interpretation, the mammograms were classified into 37 normal, 23 benign and 18 malignant mammograms.
The overall average computed for each of the fifteen GLCM features (these features were listed in section VI) at four different angles θ = 0 0 , 45 0 , 90 0 and 135 0 and distances 1 and 2 rounded up to two decimal places follow the same pattern for each of the 37 normal mammograms, 18 benign and 23 malignant mammograms.
This means that the features extracted here can be used as input to a classifier that can classify the mammogram into normal, benign, and malignant pattern. Table 1 presents the comparison of four features out of fifteen features extracted for normal, benign and malignant mammograms. The extracted features in this study show similar pattern for each of the normal, benign and malignant images which means that the extracted features can serve as input to a classifier that will classify these images to one of the three classes.
Future research will be towards using the extracted features as input to a classifier that will classify the mammograms to one of the three classes --Normal‖, -Benign‖ and -Malignant‖.
