Issues of interest to counseling psychologists are often complex and multidimensional in nature. For example, noting the mostly univariate nature of extant eating-disorder research, Tylka and Subich (2004) hypothesized that eating-disorder patterns in adult women were a function of personal, sociocultural, and relational factors. Furthermore, they offered hypotheses about how these factors interact in complex ways to explain symptom severity. We can draw another example from vocational psychology literature. Long, Kahn, and Schutz (1992) developed an integrative model of workplace stress and coping for employed women, which includes constructs such as human agency, status, coping, work-environment demand, and distress. Suspecting that the hypothesized relationships among these variables might differ across levels of employment prestige, Long (1998) compared the model's performance in two groups of employed women: a group of managers and a group of clerical workers (on testing multiple groups with discriminant analysis, see Sherry, 2006 [this issue]).
Issues of interest to counseling psychologists are often complex and multidimensional in nature. For example, noting the mostly univariate nature of extant eating-disorder research, Tylka and Subich (2004) hypothesized that eating-disorder patterns in adult women were a function of personal, sociocultural, and relational factors. Furthermore, they offered hypotheses about how these factors interact in complex ways to explain symptom severity. We can draw another example from vocational psychology literature. Long, Kahn, and Schutz (1992) developed an integrative model of workplace stress and coping for employed women, which includes constructs such as human agency, status, coping, work-environment demand, and distress. Suspecting that the hypothesized relationships among these variables might differ across levels of employment prestige, Long (1998) compared the model's performance in two groups of employed women: a group of managers and a group of clerical workers (on testing multiple groups with discriminant analysis, see Sherry, 2006 [this issue]) .
Just a few decades ago, researchers were dissuaded from asking (or answering) complex research questions such as these because statistical techniques did not easily allow for testing of multivariate models. Structural equation modeling (SEM) is a family of statistical techniques permitting researchers to test such models (Martens & Hasse, in press [TCP special issue, part 2]; Worthington & Whittaker, in press [TCP special issue, part 2]). We can think of SEM as a hybrid of factor analysis and path analysis. SEM's goal is similar to that of factor analysis: to provide a parsimonious summary of the interrelationships among variables (Kahn, 2006 [this issue]) . SEM is also similar to path analysis in that researchers can test hypothesized relationships between constructs. Not surprisingly, SEM's popularity as an analytic tool in counseling psychology has grown since Fassinger's (1987) review (Tracey, 2002; Wei, Heppner, & Mallinckrodt, 2004) . There has been a parallel increase in the development of new software for conducting analyses (e.g., Analysis of Moment Structures [AMOS] , Equations [EQS] , Mplus), and statisticians have explored new applications (e.g., growth-curve modeling, Meredith & Tisak, 1990 ; for details on SEM's use in scale-development research, see Worthington & Whittaker, in press ). Quintana and Maxwell (1999) discussed many of the recent technical and theoretical advances in SEM in a review in this journal. The reviews by Fassinger (1987) and by Quintana and Maxwell in some ways reflect the literature's bifurcation into practical application and statistical theory, respectively. Martens's (2005) examination of SEM practice in counseling psychology also suggests that there is a lack of consistency in the application of this technique. Given that Martens addressed many of the recent theoretical issues that are important for application, our goal in this review is to provide a guide to assist in SEM interpretation and to introduce some of the most important concepts and issues, including defining commonly used terms (Table 1) and highlighting current topics of debate (e.g., acceptable minimum sample size; for advanced applications of SEM, see Martens & Hasse, in press ). In addition, as this guide is not intended as a complete SEM manual, we cite useful resources (e.g., Bollen, 1989; Byrne, 2001; Hoyle, 1995; Martens & Hasse, in press; Schumacker & Lomax, 2004) throughout for those interested in reading more in-depth discussions on topics presented here.
Relationship to Other Common Statistical Procedures
SEM is comparable to common quantitative methods, such as correlation, multiple regression, and analysis of variance (ANOVA). SEM is similar to these techniques in several ways. First, all four statistical procedures are general linear models. Second, all are valid only if specific assumptions 721 Figure 2 reflect the assumption that no relationship exists.
Considerations in

Free parameter Estimated parameter Parameter that is not constrained
Represented with an asterisk Parameter from Interests to INT-2 and is to be estimated using or simply unlabeled.
in Figure 2 observed data.
Covariance
Sample matrix
Unstandardized associations
Σ; S Lower left diagonal of Table 2 matrix between all pairs of variables. Optimally, researchers will draw these hypothesized relationships from previous research or theory and will present the results with integrity. Should the researcher detect weaknesses in the proposed model, he or she should further explore them using a modified model in a new sample.
Skewness
One difference between SEM and other methods, and an advantage of SEM, is its capacity to estimate and test the relationships among constructs. Compared with other general linear models, where constructs may be represented with only one measure and measurement error is not modeled, SEM allows for the use of multiple measures to represent constructs and addresses the issue of measure-specific error. This difference is important in that it allows researchers to establish the construct validity of factors (Hoyt, Warbasse, & Chu, in press [TCP special issue, part 2]). A second difference, which many new to SEM find frustrating, is that interpreting the significance of SEM results involves carefully evaluating many results. In SEM, researchers must evaluate multiple test statistics and a host of fit indices to determine whether the model accurately represents the relationships among constructs and observed variables (i.e., whether the model fits the data). To further complicate the issue, considerable controversy exists regarding what constitutes acceptable fit and recommendations found in introductory texts published less than a decade ago are now out of date. We address this, and other controversial issues, as we outline the steps involved in SEM.
Example Data
To provide simple examples of issues related to the development and testing of SEMs, we use models derived from a single data set throughout this article. The second author provided previously unpublished data from a small subsample of undergraduate college students who participated in a vocational psychology research project. Students in this sample completed instruments measuring self-efficacy beliefs, outcome expectations, career-related interests, and occupational considerations. Each instrument included heterogeneous items broadly representing the six person-environment categories Holland (1997) described. The data presented here represent students' responses to a subset of items that measure Holland's Social dimension. We refer readers wishing to more fully understand the theory and research guiding the models to Lent, Brown, and Hackett (1994) and Lent (2005) .
Examples from others' application of SEM would be helpful in illustrating several of the issues discussed here. However, space limitations prohibit describing such studies in the amount of detail necessary. Readers interested in seeing additional examples of how SEM is being applied in the counseling psychology literature should refer to recent publications (e.g., Geurts, Kompier, Roxburgh, & Houtman, 2003; Heppner, Pretorious, Wei, Lee, & Wang, 2002; Long, 1998; Martens & Hasse, in press; Tylka & Subich, 2004) .
Measurement and Structural Models
Thinking of SEM as a combination of factor analysis and path analysis sets the researcher up for thinking about SEM's two primary components: the measurement model and the structural model. The measurement model describes the relationships between observed variables (e.g., instruments) and the construct or constructs those variables are hypothesized to measure. In contrast, the structural model describes interrelationships among constructs. When the measurement model and the structural model are considered together, the model may be called the composite or full structural model. Measurement model. The measurement model of SEM allows the researcher to evaluate how well his or her observed (measured) variables combine to identify underlying hypothesized constructs. Confirmatory factor analysis is used in testing the measurement model, and the hypothesized factors are referred to as latent variables. The measures chosen by the researcher define the latent variables in the measurement model. A latent variable is defined more accurately to the extent that the measures that define it are strongly related to one another. If, for example, one measure is only weakly correlated with two other measures of the same construct, then that construct will be poorly defined. This represents model misspecification or a misjudgment in the hypothesized relationships among variables. Development of the measurement model is one of several places where a researcher can misspecify his or her model.
The model in Figure 1 is an example of a measurement model. In this example, each of the four latent variables is represented by three measured variables, called indicators. Researchers are strongly discouraged from testing models that include constructs with single indicators (Bollen, 1989) . Ideally, each of the three indicators would be a separate measure of the hypothesized latent variable, which, in combination, are a representation of the underlying construct. For example, the three measures of social career interests might include the Social General Occupational Theme scale score from the Strong Interest Inventory (Harmon, Hansen, Borgen, & Hammer, 1994) , the Social score from Holland's Self-Directed Search (Holland, Fritzsche, & Powell, 1994) , and the Helping Scale from the Campbell Interest and Skills Survey (Campbell, Hyne, & Nilsen, 1992) . However, practical concerns often prevent researchers from using multiple measures. In such cases, investigators may elect to use item parcels (unique subsets of items from the same scale that are combined to form a type of item composite). The item-parceling strategy used here, although not optimal, allows researchers to include multiple indicators of a construct when limited measures of a construct exist or when practical issues preclude including multiple measures of a construct. Readers interested in learning more about parceling procedures should refer to several examples (Lent, Brown, & Gore, 1997; Lent, Lopez, Brown, & Gore, 1996; Mathieu & Farr, 1991; Quintana & Maxwell, 1999; Russell, Kahn, Spoth, & Altmaier, 1998) .
Regardless of whether researchers use item parcels or separate scales, measures that are reliable and have little error will be better indicators of their respective latent variable, much as the items in a scale that most accurately represent the underlying construct have the highest factor loadings in a factor analysis. For example, if Self-Efficacy Beliefs-1 (SE-1) was a more reliable measure than SE-2, then SE-1 would be a better indicator of self-efficacy beliefs than would SE-2. The original measures used for this example had internal consistency reliability estimates that ranged from .85 to .95 (for more on reliability data, see Helms, Henze, Sass, & Mifsud, 2006 [ 
this issue]).
Structural model. Equations in the structural portion of the model specify the hypothesized relationships among latent variables. We include one hypothesized structural model in the composite model in Figure 2 . In this model, we hypothesize that occupational considerations are a function of an individual's interests for various occupations. Interests, in turn, are informed by an individual's self-efficacy beliefs for engaging in occupationally relevant activities and his or her beliefs in the outcomes of pursuing occupations in this career area. In other words, interests mediate the effects of self-efficacy beliefs and outcome expectations on occupational considerations.
We can describe relationships among latent variables as covariances, direct effects, or indirect (mediated) effects. Covariances are analogous to correlations in that they are defined as nondirectional relationships among independent latent variables. We indicate them pictorially using doubleheaded arrows. Because we did not anticipate any nondirectional relationships between the latent variables, we specified no covariances in the structural model in Figure 2 .
Direct effects are relationships among measured and latent variables, similar to those found in ANOVA and multiple regressions. We indicate them pictorially using single-directional arrows (e.g., between self-efficacy beliefs and outcome expectations). It is important to note that although arrows imply directionality in SEM figures, researchers should not interpret relationships among latent variables as causal unless they analyze longitudinal or experimental data. The coefficients generated to describe the strength of these relationships are interpreted in much the same way as regression weights. An indirect effect is the relationship between an independent latent variable and a dependent latent variable that is mediated by one or more latent variables (Baron & Kenny, 1986) . Mediation may be full or partial. In Figure 2 , we hypothesize self-efficacy beliefs to have a direct effect on interests and an indirect effect on interests through outcome expectations. With both direct and indirect effects, outcome expectations partially mediate the impact of self-efficacy beliefs on interests. In contrast, the impact of self-efficacy beliefs on occupational considerations is fully mediated (by interests) because only an indirect effect is specified.
MODEL TERMINOLOGY AND REPRESENTATION
A model is a statistical statement, expressed with equations or a diagram, about the hypothesized relationships among variables based on theory and research (Hoyle, 1995) . In Figure 2 , self-efficacy beliefs, outcome expectations, interests, and occupational considerations are latent variables, diagrammatically indicated as such by ellipses. Rectangles represent measured variables, also called observed variables, manifest variables, or indicators. Because latent variables are thought to be the unobserved constructs that underlie indicators, unidirectional arrows indicate a direct effect of latent variables on measured variables. All relationships among variables in Figure 2 are directional.
Each of the measured and latent variables is exogenous (independent) or endogenous (dependent). In Figure 2 , all of the indicators (e.g., SE-1, SE-2) are endogenous because they are dependent on (i.e., predicted by) their respective latent variables. Of the four latent variables, only self-efficacy beliefs is exogenous (i.e., not predicted by any variable); all other latent variables are dependent on another latent variable or variables.
From a classical test-theory perspective, variance of any observed measure consists of true scores and error. Reliable measures have less error and are considered a better measure of the underlying construct than are unreliable measures. This assumption is reflected in SEM when modeling error variance for dependent variables. The assumption is that dependent variables have some variance unexplained by the latent variable, thus error variance must also be modeled. In SEM, the latent variable would represent the underlying attribute associated with a true score, and error variance accounts for the variability not due to the true score. We specify error variance, often referred to as indicator error, as e for the 12 indicators in Figure 2 . Error associated with dependent latent variables is referred to as disturbance and is represented with D for the three dependent latent variables. Fassinger (1987) offers a user-friendly description of the notation for structural models.
STEPS IN SEM
SEM experts agree on the six steps necessary in model testing. In addition to data collection, the steps are model specification, identification, estimation, evaluation, and modification (Hoyle, 1995; Kaplan, 2000; Kline, 2005; Schumacker & Lomax, 2004) .
Model Specification
Model specification occurs when a researcher specifies which relationships are hypothesized to exist or not to exist among observed and latent variables. This distinction is important because any unspecified relationships among variables are assumed to be equal to zero. In Figure 2 , the direct relationship between self-efficacy beliefs and occupational considerations is assumed to be equal to zero, although a mediated relationship (through interests) is hypothesized. Misspecification in this model will exist if the mediator (interests) does not fully account for the relationship between self-efficacy beliefs and occupational considerations. This is another point at which model misspecification can occur.
We have found it helpful in explaining model specification (and misspecification) to use a simple example. When considering this example, the reader should remember two points. First, all SEMs are built from raw data that are in the form of either a correlation matrix or a covariance matrix (an unstandardized correlation matrix). Second, researchers using SEM are required to specify hypothesized relationships among variables a priori. Let us suppose that the data we have to work with are represented in the correlation matrix in Figure 3 . Furthermore, suppose we have hypothesized the measurement model describing the relationships among these four variables in Figure 3 . As you can see, we have described a model that can account for the observed relationships between a and b and between c and d (e.g., both are indicators of their respective uncorrelated factors). You may also notice, however, that there is a moderate relationship between variables b and d. Our model does not account for this relationship. In essence, we have created a model that says the relationship between b and d is equal to 0 when it is equal to .57. Our model will suffer (e.g., be misspecified) to the extent that the relationships hypothesized in our models do not capture the observed relationships.
Relationships among variables (called parameters or paths) are either (a) set to a nonzero value and not estimated, (b) set to zero and not estimated, or (c) left free to be estimated. The first condition occurs most often when parameters are set to 1.0 to scale latent variables. Unlike regression, where the variables themselves define the scale of the predictors and criterion, latent variables have no inherent scale. To estimate the relationships among latent variables, each latent variable must have an assigned scale. Researchers can address this problem either by setting the variance of the latent variable to 1.0 or by setting one factor loading (the parameter from a latent variable to an indicator) to 1.0. The model's overall fit is the same regardless of the option chosen. Researchers may also set parameters to other values based on past research.
Parameters set to zero are not typically included pictorially in models and are thus seldom considered. Researchers should carefully consider parameters set to zero as they reflect the hypothesized lack of a relationship between two variables. Our example earlier shows how setting a parameter to zero has implications that the researcher will realize later when inspecting his or her fit indices. We urge researchers to consider the implications of parameters that are not estimated in addition to considering implications of estimated parameters. For example, in Figure 2 , if the direct paths from self-efficacy beliefs and outcome expectations to occupational considerations are indeed zero, the resulting fully mediated model has implications that differ from those of a partially mediated model where direct effects of self-efficacy beliefs and outcome expectations on occupational considerations are specified.
Parameter types. Three types of parameters can be specified: directional effects, variances, and covariances. Directional effects describe the relationships between latent variables and indicators (called factor loadings) and relationships between latent variables and other latent variables (called path coefficients). In Figure 2 , we have set one factor loading for each latent variable at 1.0 to scale the latent variables. Free parameters, indicated with asterisks, are to be estimated for eight factor loadings between latent variables and indicators and four path coefficients between latent variables, for 12 total directional effects.
As mentioned earlier, one of SEM's advantages over other methods is its capacity to accommodate estimates of variance (recall that procedures such as regression assume variables are measured without error). Researchers can model the error associated with dependent observed and latent variables in two ways. One option is to estimate the variance for each of the error terms, while setting loadings of error terms on the dependent variables to 1.0 (the default on some software programs). This results in the estimation of parameters representing error variance. Alternatively, researchers may set the error variances to 1.0 and estimate the loadings. The second option results in standardizing the error term and estimating parameters that represent factor loadings. The option chosen does not affect model fit.
When a path loading for an independent latent variable is set to 1.0, as described earlier, the variance of the independent latent variable is estimated. This was the case for self-efficacy beliefs in the Figure 2 model. To summarize, variance was estimated for indicator error associated with the 12 observed variables, variance (referred to as disturbance) in the three endogenous latent variables, and variance in the single exogenous latent variable.
Finally, covariances are nondirectional associations among exogenous variables. If a researcher expected that two factors were associated but that a causal relationship did not exist, then he or she would specify a covariance between the factors. Given the theoretical background of the model in Figure 2 , we included no covariances in the model. Thus, we specified 28 parameters for estimation.
Model Identification
For many new to SEM, model identification is a complex concept to understand. In fact, most researchers treat it not so much as a step in SEM but as a condition that they must consider prior to analyzing data. As our goal here is to provide a guide to interpreting others' analyses, we opted to present only the aspects most relevant to understanding an analysis. Therefore, we caution readers that they must consult additional resources (e.g., Bollen, 1989; Byrne, 2001; Kline, 2005; Schumacker & Lomax, 2004) prior to conducting any analysis (consulting meta-analytic reviews may also be helpful; see Quintana & Minami, in press [TCP special issue, in press]).
As in factor analysis, SEM's goal is to find the most parsimonious summary of the interrelationships among variables that accurately reflects the associations observed in the data. For example, the correlation matrix in Figure 3 summarizes the interrelationships between variables with 10 correlations. The Figure 3 model represents the hypothesis that these 10 correlations can be summarized in a reduced form. Specifically, the researcher is testing the hypotheses that variable a correlates so weakly with variables c and d that the associations are not significantly different from zero. A second set of hypotheses tests whether the correlations between variable b and variables c and d are significantly different from zero. By specifying fewer relationships between the variables than elements in the correlation matrix, researchers are able to test hypotheses about which relationships are significantly different from zero and which are not.
The model in Figure 3 is an example of an overidentified model because it represents a reduction of the correlation matrix. It has the potential to fit the data poorly, resulting in a failure to reject the null hypothesis. For example, because the model does not capture the correlation between variable b and variable d, the model is likely misspecified. If the model were to include all possible interrelationships between variables, it would be just-identified and would essentially reproduce the elements included in the correlation matrix. Because a just-identified model will always fit perfectly (being a summary of the observed data), it is of less interest to researchers. Finally, an underidentified model essentially requires more information than is available.
Determining whether the model in Figure 3 is over-, under-, or justidentified is a fairly straightforward process that involves determining the number of degrees of freedom. Researchers calculate the number of degrees of freedom in a model by subtracting the number of parameters to be estimated from the number of known elements (correlations) in the correlation matrix. Rather than counting the correlations in a correlation matrix, researchers can use the following formula: Using the correlation matrix in Figure 3 , which has four observed variables, the formula results in (4 [4+1])/2, or 10 known elements. The number of unknown, or estimated, parameters is captured in the model specification. In the Figure 3 model, parameters to be estimated include four error variances and four factor loadings, all marked with asterisks. Thus, eight parameters are unknown. Subtracting the 8 unknown parameters from the 10 known elements shows that the model has two degrees of freedom. When there are more than zero degrees of freedom, the model is overidentified.
If we were to specify two additional parameters to be estimated (e.g., include paths from Factor 1 to indicator c and from Factor 2 to indicator b), the model would include 10 unknown parameters to be estimated (the same 4 error variances and now 6 factor loadings). With 10 elements in the correlation matrix and 10 parameters to be estimated, there are zero degrees of freedom and the model is just-identified. A model with zero degrees of freedom is always just-identified and will fit the data perfectly.
If we were to continue adding parameters to the model (e.g., a path from Factor 1 to indicator d and from Factor 2 to indicator a), the model would be underidentified because there are more unknown parameters (4 error variances and 8 factor loadings = 12) than there are elements in the correlation matrix. Subtracting 12 (unknown parameters) from 10 (known elements) results in -2. When the number of degrees of freedom is negative, the model is underidentified and cannot be estimated. Although one would not likely encounter this in any publication, we note that underidentification is possible to emphasize the importance of specifying models before data collection. Determining whether the model is identified prior to data collection helps the researcher to avoid the costly mistake of collecting data only to find that he or she cannot test the specified model.
Applying this review of identification to the model in Figure 2 , there are 12 observed variables (thus 78 elements in the variance and covariance matrix; 12(12+1)/2 = 78), and we have specified 28 parameters to be estimated, noted with asterisks. Subtracting the 28 parameters to be estimated from the 78 known parameters reveals that for this model, there are 50 degrees of freedom. In summary, the greater the degrees of freedom, the more parsimonious the model. Thus, when a parsimonious model fits the data well, researchers are able to demonstrate that associations between observed and latent variables are most important.
Issues Related to Data
Ideally, the model is specified and identified before data collection. Thus, researchers address issues related to sample size and data screening as the third step. However, it is not uncommon to use archival data, especially when testing complex models. Unfortunately, researchers using archival data are often limited by the available measures, which may not be optimal indicators for the latent variables of interest. Given the importance of including theoretically appropriate and reliable observed measures for the measurement model, a clear advantage of collecting data to test a specific model is the ability to select the best measures for the hypothesized model. Of course, the sample size necessary to test most SEMs is often seen as a cost.
Sample size. The issue of sample size is one of several where there is no consensus, except to suggest that missing or nonnormally distributed data require larger samples than do complete, normally distributed data. As a result, depending on the source, researchers may find conflicting information on what sample size is adequate for SEM. Previous guidelines (e.g., Kline, 1998) indicated that 10 to 20 participants per estimated parameter would result in a sufficient sample. Using this guideline, we would need at least 280 participants to test the model in Figure 2 . However, others suggest that optimal sample size may depend on a number of additional issues.
Empirical research by MacCallum, Browne, and Sugawara (1996) suggests that sample-size requirements depend on the desired power, the null hypothesis being tested, and the overall model complexity. Not surprisingly, and everything else being equal, more participants yield more statistical power. MacCallum et al. also encourage researchers to use larger sample sizes when testing more complex models. To summarize MacCallum et al.'s extensive empirical research on factors affecting sample size, the minimum sample necessary tends to be smaller when (a) the researcher desires less rather than more power, (b) the researcher is testing whether the model approximates the data as opposed to testing whether the model exactly replicates the data (i.e., tests for close fit compared to exact fit), and (c) the model is less complex (i.e., has fewer parameters to be estimated) rather than more complex.
Not all researchers agree that sample size is model specific. For example, Jackson (2001 Jackson ( , 2003 found only a small effect of sample size on model fit when he tested the hypothesis that an inadequate sample would result in poor-fitting models. Jackson's work suggests that the reliability of observed measures and the number of indicators per factor were important determinants of model fit.
Assuming the researcher anticipates no problems with data (e.g., missing data or nonnormal distributions), we recommend a minimum sample size of 200 for any SEM. When few acceptable measures of a construct exist, when multiple measures of a construct are not at least moderately related to each other, or when reliability of measures is low, careful researchers will use larger samples. Under these guidelines, the available sample of 403 participants is acceptable when testing the model in Figure 2 because multiple indicators per latent variable are specified, all of which have internal consistency reliabilities of .85 or greater.
Multicollinearity. Multicollinearity refers to situations where measured variables are so highly related that they are essentially redundant. This problem is a concern in SEM because researchers use related measures as indicators of a construct, and sometimes, measures are too highly related for certain statistical operations to function properly. A rough guideline to check for multicollinearity is screening bivariate correlations. Bivariate correlations higher than r = .85 can signal potential problems (Kline, 2005) . When two observed variables are highly correlated, one solution is to remove one of the redundant variables. Table 2 shows two potential problems: Correlations both between Outcome Expectations-1 (OE-1) and OE-2 and between OE-2 and OE-3 are higher than .85. Although removing OE-2 would be reasonable, another option would be to note the potential for a problem and to reconsider removing the variable if problems were to arise in estimation.
Outliers. Researchers must also examine univariate and multivariate outliers. Participants' scores represent a univariate outlier if they are extreme on only one variable. When participants have two or more extreme scores or an unusual configuration of scores, they are multivariate outliers. Univariate outliers could be either transformed or changed to the next most extreme score, depending on the normality of the data. Researchers can recode (e.g., to a value equal to three or four standard deviations beyond the mean) or remove multivariate outliers.
Normality. Most statistics used in SEM assume that the multivariate distribution is normally distributed. Violating this assumption can be problematic because nonnormality will affect the accuracy of statistical tests. If a researcher tests a model with nonnormally distributed data, the results may incorrectly suggest that the model is a good fit to the data or that the model is a poor fit to the data, depending on the degree and type of the problem.
Testing whether the assumptions for multivariate normality are met is impractical as it involves examining an infinite number of linear combinations. One solution is to examine the distribution of each observed variable. This screening for univariate normality can inform researchers whether multivariate normality may be an issue.
To determine whether univariate normality exists, the researcher examines the distribution of each observed variable for skewness and kurtosis. Skewness is the degree to which a variable's distribution is asymmetrical, with positive skew describing a distribution where many scores are at the low end of a scale (e.g., the score distribution for a very difficult test). For the skewness index, absolute values greater than 3.0 are extreme (Chou & Bentler, 1995) . Kurtosis is an index of the peak and tails of the distribution. Positive kurtosis reflects very peaked distributions (i.e., leptokurtic), with short, thick tails (also called heavy-tailed distributions) representing few outliers. Negative kurtosis exists when the distribution is quite flat (i.e., mesokurtic), with long, thin tails, indicating many outliers. Absolute values higher than 10.0 for the kurtosis index suggest a problem, and values higher than 20.0 are extreme (Kline, 2005) . Univariate normality is especially important to consider because distributions can vary from normality in at least four ways. For example, some variables may be positively skewed, whereas others are negatively skewed.
One method of increasing normality is transforming data. Common transformations include square root (when data are moderately positively skewed), logarithm (for more than moderate positive skew), and inverse (for severe positive skew, such as an L-shaped distribution). Deleting or transforming univariate or multivariate outliers enhances multivariate normality. Researchers should be aware, however, that transformation is not desirable if the variable is meaningful (e.g., height) or is widely used (e.g., IQ scores), because transformation would hinder interpretation.
Missing data. Rubin (1976) described three categories for missing data. Data may be missing completely at random, missing at random, or not missing at random (NMAR). Missing data in the first two conditions are less problematic than in the third because NMAR implies a systematic loss of data. For example, if participants were missing data on the interests construct because they have few interests and chose to skip those items, data would be NMAR. In longitudinal research, data missing due to attrition would be a concern when reasons for attrition are related to study variables (e.g., attrition due to death in a health study). Unfortunately, there is no procedure for determining whether data are missing randomly. Clearly, this is an issue, as methods for handling missing data vary according to the randomness of its missing. Allison's (2003) review of techniques such as listwise deletion, pairwise deletion, maximum likelihood (ML), and multiple imputation is quite informative for readers interested in details beyond the scope of this review. Minimally, we suggest that researchers address missing data by noting the extent of the problem and how they handled it.
Estimation
After specifying the model, determining that the model is identified, collecting data from a sufficiently large sample of participants, and addressing any problems with the data, researchers are finally at the point of estimating the model. Estimation involves determining the value of the unknown parameters and the error associated with the estimated value. As in regression, researchers include both unstandardized and standardized parameter values, or coefficients, as output. The unstandardized coefficient is analogous to a B weight in regression. Dividing the unstandardized coefficient by the standard error produces a z value that is analogous to the t value associated with each B weight in regression. The standardized coefficient is analogous to β in regression.
Researchers generate estimates of the free (unknown) parameters using an SEM software program. Many programs are available, including LISREL (Linear Structural Relationships; Jöreskog & Sörbom, 1996) , AMOS (Analysis of Moment Structures; Arbuckle, 2003) , PROC CALIS (Covariance Analysis and Linear Structural Equations; Hartmann, 1992) , SAS (SAS Institute, 2000) , EQS (Equations; Bentler, 1995) , and Mplus (Muthén & Muthén, 1998 . Programs differ in their ability to compare multiple groups and estimate parameters for categorical indicators and in the specific fit indices provided as output. Completely discussing the advantages and disadvantages of each package is beyond the scope of this article, and we encourage readers to consult software manuals and SEM guides, some of which include student versions of software (e.g., Schumacker & Lomax, 2004) , prior to selecting a software package. As we are most familiar with EQS, we used the most recent version (EQS 6.1) to test the covariance matrix in the lower diagonal of Table 2 .
Types of estimators.
There are several estimation procedures, including ML, least squares (LS), unweighted LS, generalized LS, and asymptotic distribution free (ADF). Researchers must select which estimation method to use prior to conducting their analysis. There are pros and cons with each estimation method, so we will briefly address the issues that researchers face in making this decision.
One deciding factor is whether the data are normally distributed. ML and generalized LS methods assume multivariate normality, whereas LS and ADF do not. LS estimation does not provide a valid inference to the population from the sample, but ADF does when the sample is sufficiently large. One of the most common techniques, ML, is robust to moderate violations of the normality assumption (Anderson & Gerbing, 1984) , and many researchers opt to use ML when data are moderately nonnormal.
If the data are severely nonnormal, the researcher has three options (Kline, 2005) . First, the researcher may analyze nonnormal data with corrected statistics, such as scaled goodness-of-fit tests and robust standard errors, to reduce bias (Kline, 2005) . Researchers choose this option quite often with nonnormal data. Second, the researcher may transform the data (e.g., square root) and then analyze the data with ML or LS estimation. If the researcher transforms the original scale data, he or she typically retransforms the obtained parameter estimate to the original scale to allow for result interpretation. Kline (2005) notes that unweighted LS is sensitive to transformation and generally not effective with transformed data. Third, researchers may estimate nonnormal data with methods such as ADF, which do not assume multivariate normality. The disadvantage of ADF is that it needs very large samples (i.e., n = 500 or more) to generate accurate estimates for even the simplest models (Yuan & Bentler, 1998) . In contrast, simple models estimated with ML require a sample size as small as 200 for accurate estimates.
Approaches to estimation. Anderson and Gerbing (1988) use confirmatory factor analysis to test the measurement model before estimating the full structural model. The confirmatory factor analysis tests whether indicators load on specific latent variables as proposed. After model estimation, researchers examine factor loadings to determine whether any indicators do not load as expected. Examples would be indicators that load on multiple factors when expected to load on only one factor or indicators that fail to load significantly on the expected factor. We recommend, as do others (e.g., Anderson & Gerbing, 1988; Kline, 2005) , that researchers make reasonable necessary changes to the measurement model when encountering problems with the model. In the second step, researchers test the full structural model by estimating expected directional associations among latent variables, indicated with unidirectional arrows in Figure 2 . Mulaik and Millsap (2000) proposed a four-phase alternative to Anderson and Gerbing's (1988) approach. Mulaik and Millsap's first phase is the equivalent of estimating an exploratory factor analysis, with paths from each latent variable to all observed variables. For example, each of the four latent variables in Figure 1 would have a direct effect on SE-1 rather than on only self-efficacy beliefs. This step allows the researcher greater precision in determining potential problems with the measurement model. In the second phase, the researcher tests the confirmatory factor analysis as Anderson and Gerbing described. Third, the researcher tests the measurement and structural portions of the model simultaneously, equivalent to Anderson and Gerbing's second phase. The goal of the fourth phase is to test a priori hypotheses about parameters specified by the researcher. For example, this phase would involve testing whether the freely estimated path from self-efficacy beliefs to outcome expectations is significantly different from zero. By including their fourth phase, Mulaik and Millsap have explicitly addressed the need to consider potential alternatives to the proposed model.
We encourage researchers to follow one of the two multiphase approaches and to test the measurement portion of their models before testing the full model. In this example, we followed Anderson and Gerbing's (1988) approach, although we also considered an alternative model. However, to avoid duplication with another article in this issue addressing confirmatory factor analysis (Kahn, 2006) , we discuss the estimation of the structural model only.
Estimation example. We estimated the model in Figure 2 with ML. Figure 4 shows the standardized results for the structural portion of the full model. (To save space, we have also included estimates for an alternative model with the two dashed paths. We discuss this alternative model later, and readers should ignore estimates in parentheses for now.) Most SEM software programs provide standardized and unstandardized output, which is analogous to standardized betas and unstandardized B weights (accompanied by standard errors) in regression analysis. Researchers typically present standardized estimates but determine significance by examining the unstandardized portion of the output. For example, Figure 4 shows a significant relationship between self-efficacy beliefs and outcome expectations (β = 0.616, p < .05). We determined the significance of this path coefficient by examining the unstandardized output, which showed that the unstandardized coefficient (the B weight) was 0.498 and had a standard error of 0.039. Although the critical ratio (i.e., z score) is automatically calculated and provided with output in EQS and other programs, researchers can easily determine whether the coefficient is significant (i.e., z ≥ 1.96 for p ≤ .05) at a given alpha level by dividing the unstandardized coefficient by the standard error. Here, 0.498 divided by 0.039 is 12.77, which is greater than the critical z value (at p = .05) of 1.96, indicating that the parameter is significant.
Examining standardized estimates is also informative. estimates can a researcher determine which variable(s) has the greatest impact. In addition to providing standardized parameter estimates, most software programs include estimates of the proportion of variance explained (R 2 ) for all dependent variables. This information is helpful in determining which indicators contain the most (and least) measurement error.
Model Fit and Interpretation
Once estimated, the model's fit to the data must be evaluated. The objective is to determine whether the associations among measured and latent variables in the researcher's estimated model (e.g., the fully mediated model in Figure 4 ) adequately reflect the observed associations in the data (e.g., the data in Table 2 ). Statisticians agree that researchers should evaluate fit in terms of (a) significance and strength of estimated parameters, (b) variance accounted for in endogenous observed and latent variables, and (c) how well the overall model fits the observed data, as indicated by a variety of fit indices. Although addressing the first two criteria is a fairly straightforward task, there exists considerable disagreement over what constitutes acceptable values for global fit indices. Similar to sample size, this is a controversial issue in SEM.
Multiple indices are available to evaluate model fit. The most stringent concept of fit suggests that the model must exactly replicate the observed data. A second perspective is that models approximating the observed data are acceptable. For more information on the "exact versus close fit" debate, we refer readers to discussions by Quintana and Maxwell (1999) and by Marsh, Hau, and Wen (2004) . Martens's (2005) study suggests that the perspective commonly taken by social scientists reflects the assumption that approximating observed data is acceptable and can result in important contributions to the literature. Hoyle and Panter (1995) have recommended that researchers report several indices of overall model fit, a practice that many have followed (Martens, 2005) . We present the fit indices reported by most software programs, which have been shown to be the most accurate in a variety of conditions.
GFI and χ
2 . Absolute fit indices directly assess how well a model fits the observed data (i.e., how well the model in Figure 4 describes the data in Table 2 ) and are useful in comparing models when testing competing hypotheses. Absolute fit indices include the goodness-of-fit index (GFI; Jöreskog & Sörbom, 1981) , χ 2 (Bollen, 1989) , and scaled χ 2 (Satorra & Bentler, 1994) . GFI is analogous to R 2 , used in regression to summarize the variance explained in a dependent variable, yet GFI refers to the variance accounted for in the entire model. However, researchers do not report GFI as consistently as χ Thus, a significant χ 2 suggests the model does not fit the sample data. In contrast, a nonsignificant χ 2 is indicative of a model that fits the data well. Although the most commonly reported absolute fit index is χ 2 , two limitations exist with this statistic. First, this statistic tests whether the model is an exact fit to the data. Finding an exact fit is rare. Second, as with most statistics, large sample sizes increase power, resulting in significance with small effect sizes (Henson, 2006 [this issue] ). Consequently, a nonsignificant χ 2 may be unlikely, although the model may be a close fit to the observed data. Despite these limitations, researchers report the χ 2 almost universally (Martens, 2005) , and as we will show, it provides a means for testing whether two models differ in their fit to the data. Researchers typically consider additional fit indices to determine whether the model fit is acceptable.
Many additional indices are available, but not all software programs provide the same indices. This has resulted in the lack of a standard format for reporting fit and an inability to compare across studies. In addition, reviewers may prefer to see specific indices. Following the recommendations of Boomsma (2000), MacCallum and Austin (2000) Steiger, 1990; Steiger & Lind, 1980) , including the associated 90% confidence interval (90% CI); and the Standardized Root Mean Square Residual (SRMR).
CFI. Bentler's (1990) CFI is an example of an incremental fit index. This type of index compares the improvement of the fit of the researcher's model over a more restricted model, called an independence or null model, which specifies no relationships among variables. CFI ranges from 0 to 1.0, with values closer to 1.0 indicating better fit.
RMSEA. We also suggest the RMSEA (Steiger, 1990; Steiger & Lind, 1980) as an index of fit. This index corrects for a model's complexity. As a result, when two models explain the observed data equally well, the simpler model will have the more favorable RMSEA value. A RMSEA value of .00 indicates that the model exactly fits the data. A recent practice is to provide the 90% CI as well for the RMSEA, which incorporates the sampling error associated with the estimated RMSEA.
SRMR. The SRMR (Bentler, 1995) index is based on covariance residuals, with smaller values indicating better fit. The SRMR is a summary of how much difference exists between the observed data and the model. For example, we noted in Figure 3 of the model specification section, that indicator b has a stronger relationship with indicator d (r = .57 in the correlation matrix) than would be expected according to the figure. The actual correlation is greater than the model implies, resulting in error. The SRMR is the absolute mean of all differences between the observed and the modelimplied correlations. A mean of zero indicates no difference between the observed data and the correlations implied in the model; thus, an SRMR of .00 indicates perfect fit. Regardless of whether researchers opt to report this index, we strongly recommend that researchers examine the standardized residuals, which are included as output, to identify any associations in the observed data that are not reflected in the estimated model.
Guidelines for fit. Previously, guidelines for acceptable fit included a nonsignificant χ 2 , CFI greater than .90 (Hu & Bentler, 1995) , RMSEA less than .10 with a maximum upper bound of the 90% CI of .10 (Browne & Cudek, 1993) , and SRMR less than .10. (Bentler, 1995) . Although many still follow these guidelines (as evidenced by the positive evaluation of models with fit indices at or near these values), readers should be aware that debate exists among statisticians (and likely among reviewers) regarding acceptable fit. Recent studies (e.g., Hu & Bentler, 1998 have suggested a minimum cutoff of .95 for CFI and a maximum cutoff of .06 for RMSEA. However, Hu and Bentler's work and that of others (e.g., Marsh et al., 2004 ) also indicate that sample size, model complexity, and degree of misspecification affect appropriate cutoff values. This body of research has shown that inappropriately applying the new cutoff criteria could result in the incorrect rejection of acceptable models when samples sizes are smaller than n = 500 and when models are not complex. On the other hand, using old criteria to evaluate complex models estimated with samples larger than n = 500 can result in the incorrect acceptance of misspecified models. Empirical research suggests that fit indices not meeting the previous guidelines (i.e., CFI ≥ .90, RMSEA ≤ .10, and SRMR ≤ .10) would likely not be acceptable and indicates that models with indices exceeding new criteria would be acceptable (i.e., CFI ≥ .95, RMSEA ≤ .06, and SRMR ≤ .08). This suggests that when CFI values between .90 and .95, RMSEA values between .05 and .10, and SRMR values between .08 and .15 are observed, readers should consider the sample size used to estimate the model (using more stringent criteria for samples larger than n = 500) and the model complexity (using more stringent criteria for less complex models).
We summarize fit indices for the fully mediated model in Figure 4 below the figure. As is occasionally the case, the fit indices contradict each other. The CFI and the SRMR indicate the model may be acceptable. However, the significant χ 2 and high RMSEA suggest the model may be a poor fit to the data. In addition, the 90% CI for the RMSEA indicates that there is little error in the point estimate of the fit index and that it is unlikely that the model in Figure 4 adequately describes the data in Table 2 . Overall, more evidence suggests that some misspecification may exist than suggests that the model fits well.
Parameter estimates. In addition to considering overall model fit, it is important to consider the significance of estimated parameters, which are analogous to regression coefficients. As with regression, a model that fits the data quite well but has few significant parameters would be meaningless. Figure 4 includes standardized estimates for path coefficients, interpreted as regression coefficients. (We do not include path loadings for indicators here, because they would have been examined for significance when conducting the confirmatory factor analysis during the measurement-model testing.) Standardized estimates allow the relationships among latent variables to be compared. Figure 4 indicates a stronger relationship between outcome expectations and interests (β = .649) than between self-efficacy beliefs and interests (β = .273). However, the relationship between self-efficacy beliefs and interests is also partially mediated by outcome expectations, so two paths from self-efficacy beliefs to interests can be traced in the model (selfefficacy beliefs → interests and self-efficacy beliefs → outcome expectations → interests). Altogether, self-efficacy beliefs and outcome expectations explain 71.1% of the variance in interests. Researchers determine the amount of explained variance (R 2 ) by squaring the disturbance error associated with dependent latent variables (for interests, D 2 = .538 2 = .289) and subtracting the value from 1 (R 2 = 1 -D 2 ). Self-efficacy beliefs, as the sole predictor of outcome expectations, explain 37.9% of the variance in outcome expectations. The proportion of variance accounted for in occupational considerations was much higher (76%), with a strong, significant association between occupational considerations and interests.
All proposed parameters were significant and in the expected direction. One problem that can arise, but that was not observed here, is a negative value for an estimate of error variance associated with dependent latent variables or observed variables. Negative estimates of error variance are called Heywood cases and result from a standardized factor loading or path coefficient greater than 1.0. The presence of Heywood cases indicates a poorly specified model (Kline, 2005) , and the researcher should consider problems in specifying the model that may have led to the Heywood case.
Model Modification
Rarely is a proposed model the best-fitting model. Consequently, modification (respecification) may be needed. This involves adjusting the estimated model by freeing (estimating) or setting (not estimating) parameters. Modification is a controversial topic, which has been likened to the debate about post hoc comparisons in ANOVA (Hoyle, 1995) . Readers interested in specific aspects of the dispute should refer to Bollen and Long's (1993) edited volume, which is devoted entirely to the debate, as well as to discussions by Hoyle and Panter (1995) , MacCallum and Austin (2000) , and McDonald and Ho (2002) . As with ANOVA and regression, problems with model modification include capitalization on chance and results that are specific to a sample because they are data driven. Although there is disagreement regarding the acceptability of post hoc model modification, statisticians and applied researchers alike emphasize the need to clearly state when there was post hoc modification rather than imply that analyses were a priori.
As Martens (2005) reports, researchers generally accomplish modification by using statistical search strategies (often called a specification search) to determine which adjustments result in a better-fitting model. The Lagrange Multiplier test identifies which of the parameters that the researcher assumed to be zero are significantly different from zero and should be estimated. The Wald test, in contrast, identifies which of the estimated parameters that were assumed to be significantly different from zero are not and should be removed from the model. Schumacker and Lomax (2004) and Kline (2005) provide detailed information on conducting specification searches using modification indices. Researchers who opt to engage in post hoc modification should be aware (and ready to address reviewers' concerns) that such capitalization on chance often results in estimating data-driven models that are potentially not generalizable across samples (e.g., Chou & Bentler, 1990; Green, Thompson, & Babyak, 1998) . This problem is more likely when researchers (a) use small samples, (b) do not limit modifications to those that are theoretically acceptable, and (c) severely misspecify the initial model (Green et al., 1998) . Careful researchers will modify their model within the limitations of their theory. For example, if a Wald test indicated the researcher should remove the freely estimated parameter from self-efficacy beliefs to outcome expectations, then the researcher would not include that modification, because the suggested relationship contradicts theory and research. Ideally, researchers should test model modifications suggested by Wald or Lagrange Multiplier tests on a separate (cross-validation) sample. Given the large samples necessary and the cost of collecting data for cross-validation, a more common practice is to carefully note how the model was modified and cautiously interpret modified models. As this practice may result in data-driven models, we emphasize the need for replicating models to advance the literature. The fully mediated model is more restricted than the alternative partially mediated model because the dashed paths from self-efficacy beliefs and outcome expectations to occupational considerations are set to zero and not estimated. Because the two paths remain free to be estimated (i.e., not set to any specific value) in the alternative partially mediated model, this model is nested within the more restrictive fully mediated model. Researchers can directly compare nested models to determine which provides a better fit. If the decrease in the χ 2 value is significant, then the less restrictive alternative model better fits the data. The difference is calculated by subtracting the χ 2 value of the less restrictive alternative model (361.85) from the χ 2 value of the more restrictive model (416.06). This calculation provides the χ 2 difference, which is 54.21. To determine the associated degrees of freedom, the value for the less restrictive alternative model (df = 48) is subtracted from the value for the more restrictive model (df = 50). Using the calculated degrees of freedom, the researcher would use a χ 2 table (found in the appendix of most univariate statistics texts) and find the critical value at the appropriate significance level. The critical value for a χ 2 with 2 degrees of freedom at p < .05 is 5.99. Our value of 54.21 exceeds the critical value. Thus, the χ 2 difference test suggests that the two additional parameters in the alternative partially mediated model have resulted in an improvement in fit. Taking this together with the improvement in fit for the CFI and SRMR, and the smaller AIC suggests that the added parameters are indeed significantly different from zero and should be included.
CONCLUSIONS
SEM clearly can allow counseling psychology researchers to ask more complex research questions and to test multivariate models in a single study. Applications beyond the models discussed here include the examination of growth trajectories over time through the analysis of repeated measures, comparison of multiple groups to test for factorial invariance, and analysis of hierarchical data with multilevel modeling. Although many new, easy-to-use software programs have increased the accessibility of this quantitative method, SEM is still a complex family of statistical procedures requiring a great deal of judgment on the part of the researcher to avoid misuse and misinterpretation. SEM users must make decisions regarding how many participants to use, how to normalize data, what estimation methods and fit indices to use, and how to evaluate the meaning of those fit indices. We offer several guidelines for answering these questions. SEM requires at least 200 participants, with larger samples needed for specifying more complex models. Guidelines for appropriate fit are a hot topic for debate among statisticians, resulting in some uncertainty about what constitutes a good fit in SEM applications. To address this issue, we recommend that researchers report the fit indices described here (i.e., χ 2 , CFI, RMSEA with 90% CI, and SRMR) as well as the standardized parameter estimates with significance. In addition, we strongly recommend that researchers include (or reviewers request) a covariance matrix or correlation matrix with means and standard deviations, which allows others to duplicate the results and independently assess model fit.
Perhaps the most important suggestion we can offer those interested in understanding SEM is not to attempt to master any static set of decision rules. Instead, we emphasize the need to continue to seek out information on the appropriate application of this technique. As consensus emerges, best practices will likely change, affecting the way researchers make decisions.
