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Notations
Image
– On conside´re seulement les images en niveaux de gris. Une image est repre´sente´e par une
fonction continue ou discre`te I : D → R, ou` D est un domaine borne´ de R2 ou de Z2. La
valeur I(x, y) correspond au niveau de gris de l’image au point (x, y).
Ge´ome´trie projective et euclidienne
– Les points de l’espace R3 sont note´s en lettres majuscules, par exemple M .
– Les points du plan image sont note´s en lettres minuscules, par exemple m.
– Le vecteur colonne de coordonne´es euclidiennes associe´ a` un point de R3 ou a` un point
du plan image, est note´ par la meˆme lettre (par exemple, M ou m). Il peut aussi eˆtre e´crit
sous sa forme de´veloppe´e (x, y) ou
(
x
y
)
.
– Un vecteur colonne de coordonne´es projectives associe´ a` un point de l’espace tridimen-
sionnel M ou de l’espace image m est note´ par la meˆme lettre mais en caracte`res gras, M
ou m.
Calcul matriciel
– On note 〈u, v〉 le produit scalaire euclidien de deux vecteurs de Rn
〈u, v〉 =
n∑
i=1
uivi.
– On note ‖v‖ la norme d’un vecteur de Rn de´finie a` partir du produit scalaire euclidien
‖v‖ =
√
〈v, v〉 =
√√√√ n∑
i=1
v2i .
– On note ‖A‖ la norme de Frobenius d’une matrice de Mn(R)
‖A‖ =
√√√√ n∑
i,j=1
A2ij.
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10 Notations
– On note AT la transpose´e de la matrice A.
– Pour tout vecteur v = (v1, v2, v3) de R
3, on note [v]× la matrice antisyme´trique
[v]× =
 0 −v3 v2v3 0 −v1
−v2 v1 0
 .
Ceci permet de remplacer le produit vectoriel par un produit matriciel ; pour tous vecteurs
v et w de R3, v ∧w = [v]×w.
Groupes
– On note GL(n,R) l’ensemble des matrices carre´es re´elles d’ordre n inversibles, SL(n,R)
l’ensemble des matrices de GL(n,R) de de´terminant e´gal a` 1 et SO(n) l’ensemble des
matrices de GL(n,R) orthogonales de de´terminant 1.
– Les groupes sont note´s en lettres majuscules et les alge`bres en lettres gothiques minuscules,
par exemple : le groupe SO(3) et son alge`bre so(3).
Notations de Landau
– On note g = o(f) quand x→ a si et seulement si
∀ε > 0, ∃ η > 0 tel que |x− a| < η ⇒ |g(x)| < ε |f(x)|.
Fonctions
– On note sgn la fonction signe, de´finie sur R par
sgn(x) =

1 si x > 0
0 si x = 0
−1 si x < 0.
Introduction
Acquisition d’images par une came´ra
Lorsqu’un appareil photographique nume´rique prend une photo, il convertit une vue du
monde tridimensionnel en une image nume´rique bidimensionnelle. Le syste`me d’acquisition de
l’appareil contient un ou plusieurs capteurs qui transforment les photons en un signal e´lectrique ;
celui-ci est ensuite nume´rise´ par un convertisseur analogique/digital puis traite´ pour obtenir une
image nume´rique. C’est l’e´tape de nume´risation qui de´finit la re´solution de l’image, c’est-a`-
dire le nombre de pixels par unite´ de longueur. Ainsi, une image nume´rique I est une fonction
discre`te ou` I(x, y) repre´sente le niveau de gris sur l’image au pixel (x, y). Le proce´de´ classique
de formation des images est le mode`le ste´nope´ appele´ aussi mode`le pinhole dans la litte´rature
anglo-saxonne ; l’appareil re´alise une projection centrale de l’espace 3D sur une surface, comme
illustre´ sur la figure (1).
PSfrag replacements
Centre optique
Image
Figure 1: Formation des images par le mode`le pinhole.
Lorsqu’une came´ra se de´place dans l’espace, elle acquiert 24 images par seconde, par le
proce´de´ de´crit ci-avant. Si la sce`ne filme´e est statique, il existe alors des relations, d’une part
entre la sce`ne 3D filme´e et les diffe´rentes vues de la sce`ne, d’autre part entre les images de la
se´quence. Ces relations de´pendent du mouvement de la came´ra et de la structure de la sce`ne.
Elles sont de´crites dans le chapitre 1.
Nous e´tudions dans cette the`se trois proble`mes lie´s au mouvement d’une came´ra dans un
environnement statique. Le premier est l’estimation du mouvement de la came´ra filmant une
sce`ne fixe a` partir de la se´quence d’images obtenues, le deuxie`me est l’estimation des profondeurs
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de la sce`ne a` partir du mouvement estime´. Le troisie`me concerne l’unicite´ du mouvement et de
la structure de la sce`ne a` estimer : on s’interroge sur l’injectivite´ de la fonction associant un flot
optique a` un mouvement de came´ra et a` la structure de la sce`ne.
Motivations a` l’estimation d’un mouvement de came´ra
La connaissance du mouvement d’une came´ra a de nombreuses applications. Elle est a` la base
des me´thodes appele´es “structure from motion”, me´thodes estimant un plan des profondeurs de
la sce`ne filme´e (ou structure) a` partir des images du film et du mouvement de la came´ra.
Elle est aussi utilise´e pour la compensation de mouvement entre deux images, ope´ration tre`s
efficace en compression pour diminuer le couˆt de codage d’une vide´o [79], ou pour stabiliser une
se´quence d’images.
Un autre champ d’applications important est la re´alite´ augmente´e. L’ide´e est d’ajouter a` des
images d’un monde re´el des objets virtuels [40]. La connaissance du mouvement de la came´ra est
alors ne´cessaire pour inse´rer les objets virtuels dans la se´quence avec le meˆme point de vue que
celui adopte´ par la came´ra lors du tournage. En me´decine, cette technique permet d’assister le
chirurgien pendant une ope´ration en superposant un mode`le de l’organe ope´re´ a` la vision re´elle
donne´e par un endoscope par exemple. En urbanisme, la re´alite´ augmente´e permet par exemple
d’examiner des projets de construction en inse´rant un futur baˆtiment dans une vide´o tourne´e
sur le site d’implantation. Les domaines d’application sont nombreux : cine´ma, architecture
d’inte´rieur... La figure (2) pre´sente un exemple de re´alite´ augmente´e simplifie´e car l’objet inse´re´
(une affiche de cine´ma) est plan. L’affiche originale est inse´re´e dans une premie`re image puis, a`
l’aide du mouvement de came´ra, elle est de´forme´e pour eˆtre ajoute´e dans les images suivantes
de la se´quence.
Re´sume´ par chapitres
Le chapitre 1 de la the`se est consacre´ a` la description de mode`les, d’outils et de me´thodes
existants. On y de´crit la projection re´alise´e par une came´ra lors de l’acquisition d’images, diffe´-
rentes mode´lisations d’une rotation dans l’espace et un mouvement quelconque de came´ra. On
expose ensuite les relations entre deux vues d’une sce`ne fixe ; s’il n’y a pas d’effet de parallaxe,
on peut apparier les points des images deux a` deux, sinon, les images sont lie´es par la contrainte
e´pipolaire. Enfin, on pre´sente une revue succinte des me´thodes d’estimation du mouvement d’une
came´ra dans un environnement statique.
Dans le chapitre 2, on conside`re deux images conse´cutives dans une se´quence. Les images des
couples e´tudie´s diffe`rent donc tre`s peu : les bords des objets de la sce`ne apparaissent essentiel-
lement sur l’image des diffe´rences (figure (3)). Deux points de ces images apparie´s, c’est-a`-dire
projections d’un meˆme point de l’espace, sont lie´s par des applications de´pendant du mouve-
ment de la came´ra et de la profondeur du point de l’espace projete´. Pour s’affranchir de cette
profondeur variable suivant les appariements, on de´finit un contexte permettant d’approximer la
profondeur de la sce`ne par une constante, dans les applications liant les deux images. On montre
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Figure 2: Exemple de re´alite´ augmente´e. En haut, le tableau d’affichage du bureau est mas-
que´ par une affiche de cine´ma. Au-dessous, les images 10, 20 et 30 de la se´quence obtenue en
de´formant l’affiche avec le mouvement de la came´ra.
que si le produit de l’amplitude des variations de l’inverse de la profondeur par la norme de la
translation est suffisamment faible, et si la came´ra est suffisamment e´loigne´e de la sce`ne, on peut
approximer les applications liant les deux vues par des applications projectives ne de´pendant
que des parame`tres du mouvement de la came´ra. On propose de mode´liser ces de´formations,
non pas dans le groupe projectif, mais dans le groupe des recalages [11], isomorphe au groupe
des de´placements dans l’espace. Ainsi, la composition et l’inversion des de´formations seront tou-
jours associe´es a` des mouvements de came´ra. On pre´sente ensuite une de´composition originale
du mouvement de la came´ra permettant de se´parer la de´formation projective entre deux images
conse´cutives en deux composantes : une similitude et une de´formation “purement” projective.
Cette nouvelle e´criture conduit a` une approximation quadratique du flot optique entre deux
images conse´cutives, qui met en e´vidence les re´gions de l’image de´forme´es par l’une ou l’autre
des composantes du mouvement.
Dans le chapitre 3, on propose une me´thode d’estimation du mouvement entre deux images
conse´cutives. Cette me´thode est base´e sur l’approximation quadratique obtenue dans le chapitre
2. Elle utilise l’approche d’Odobez et Bouthe´my d’estimation de mouvements bidimensionnels
entre deux images [51], imple´mente´e dans le logiciel Motion2D. L’utilisation du logiciel a ne´-
cessite´ l’ajout d’un mode`le de mouvement a` six parame`tres, correspondant a` l’approximation
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quadratique. La me´thode propose´e est rapide, robuste, et pre´sente les avantages inhe´rents aux
me´thodes directes : elle ne ne´cessite ni calcul de flot optique ni appariement de points pre´alable-
ment a` son application. Ses performances sont illustre´es a` travers les estimations de mouvement
obtenues sur des films synthe´tiques et re´els, et quelques utilisations de ces estimations, comme
le mosa¨ıquage. On montre de plus que la me´thode peut s’appliquer hors des limites du cadre
fixe´, par exemple quand la came´ra s’approche de la sce`ne ou quand un objet a un mouvement
propre.
Figure 3: Deux images conse´cutives issues d’une se´quence re´elle et l’image des diffe´rences entre
les deux (plus le niveau de gris est fonce´, plus la diffe´rence est importante). Deux proble`mes sont
examine´s : l’estimation du mouvement de la came´ra a` partir d’un couple d’images conse´cutives,
puis l’estimation de la structure de la sce`ne.
L’objet du chapitre 4 est l’utilisation de l’estimation du mouvement de la came´ra entre deux
images conse´cutives pour de´terminer la structure de la sce`ne filme´e. Nous appliquons pour cela
une me´thode de Belief Propagation, de´ja` utilise´e a` cette fin en ste´re´ovision par Sun, Shum et
Zheng dans [67]. A` la diffe´rence des approches existantes, nous mettons en oeuvre cette me´thode
probabiliste directement sur un couple d’images conse´cutives, sans rectification, en utilisant le
mouvement estime´. Ce mouvement permet l’initialisation d’une carte des profondeurs de la
sce`ne en fournissant en chaque pixel de la premie`re image une distribution de probabilite´ sur les
profondeurs du point de l’espace projete´ en ce pixel. Pour ame´liorer les re´sultats d’estimation
a` la fois des profondeurs et du mouvement, nous proposons d’e´valuer un nouveau mouvement
entre les images en tenant compte du plan de profondeurs estime´, puis d’ite´rer le proce´de´.
Le chapitre 5 est le fruit d’une collaboration avec J.-O. Moussafir de Saint-Gobain Recherche.
Nous examinons l’injectivite´ de l’application qui associe au mouvement d’une came´ra et a` la
structure de la sce`ne filme´e, le flot optique correspondant. Ce proble`me est traite´ sous l’angle du
domaine d’observation du flot optique. Nous prouvons que l’application e´tudie´e est injective si
le flot optique est observe´, dans le cas d’une projection ste´nope´, sur le plan re´tinien tout entier.
Nous nous inte´ressons ensuite aux contre-exemples ; deux mouvements de came´ra e´tant donne´s,
nous de´crivons le domaine d’observation ou` les flots ge´ne´re´s sont susceptibles d’eˆtre identiques
et de´duisons les e´quations des surfaces filme´es qui, associe´es a` ces deux mouvements de came´ra,
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produiront le meˆme flot optique sur ce domaine.
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Chapitre 1
Estimation d’un mouvement de
came´ra : outils et e´tat de l’art
Ce chapitre introductif est consacre´ a` la description de notre cadre de travail ; nous pre´sentons
d’abord le mode`le mathe´matique de la projection de l’espace sur un plan re´alise´e par la came´ra
puis le mode`le de mouvement d’une came´ra dans l’espace tridimensionnel. Nous e´voquons ensuite
les liens entre le flot optique et la vitesse de la came´ra, puis les relations entre deux vues d’une
sce`ne fixe. Enfin, nous terminons par un e´tat de l’art succinct des me´thodes d’estimation du
mouvement d’une came´ra filmant une sce`ne fixe.
1.1 Pre´sentation du mode`le projectif
Une came´ra fournit des images planes d’un monde que nous percevons en trois dimensions.
Elle utilise donc un proce´de´ de projection, appele´ fonction de projection, qui associe a` un point
de l’espace tridimensionnel sa projection dans l’image donne´e par la came´ra. Cette fonction de
projection n’est en ge´ne´ral pas quelconque et appartient a` une famille de fonctions de´pendant
du mode`le de came´ra choisi. Le mode`le le plus courant et que nous allons utiliser est le mode`le
projectif line´aire ou ste´nope´.
Dans ce mode`le, la came´ra re´alise une projection centrale de l’espace euclidien sur une sur-
face : c’est le principe de l’appareil photographique a` trou d’e´pingle.
Comment de´crire mathe´matiquement la projection re´alise´e par la came´ra ? Il est tout d’abord
ne´cessaire de de´crire l’espace a` trois dimensions et pour cela de choisir une ge´ome´trie adapte´e
a` la projection re´alise´e par la came´ra. Fe´lix Klein, au de´but du vingtie`me sie`cle, caracte´rise
les ge´ome´tries par des groupes de transformations, qui laissent invariantes certaines proprie´te´s
des objets de l’espace. La ge´ome´trie euclidienne par exemple est caracte´rise´e par le groupe des
transformations euclidiennes, les rotations et les translations, qui laissent invariants les rapports
des distances et les angles. Elle est bien adapte´e a` notre perception du monde 3D car elle rend
parfaitement compte de l’expe´rience que nous en avons. Cependant, la projection re´alise´e par
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une came´ra n’appartient pas au groupe des transformations euclidiennes ; le paralle´lisme de deux
droites, par exemple, n’est pas pre´serve´ par la projection car les droites projete´es sur une image
s’intersectent en un point de la ligne d’horizon. Elle est de´crite par la ge´ome´trie projective,
extension de la ge´ome´trie euclidienne. Le groupe de transformations associe´ a` cette ge´ome´trie
ne conserve que le birapport de points de l’espace mais contient davantage de transformations,
dont la projection re´alise´e par une came´ra.
L’e´laboration de la ge´ome´trie projective s’inscrit dans une perspective historique ; la majorite´
des re´sultats datent de la Gre`ce Antique et de la Renaissance. Les Grecs Anciens de´couvrirent
de nombreuses proprie´te´s ge´ome´triques de la projection, comme la conservation du birapport et
la notion de mouvement de parallaxe. Au quinzie`me sie`cle, en Europe, la volonte´ de re´alisme
pictural rendit ne´cessaire l’introduction d’une nouvelle me´thode de repre´sentation : la perspec-
tive (ou projection centrale). L’architecte florentin Brunelleschi de´crivit le premier les re`gles de
la perspective, re`gles reprises et de´veloppe´es notamment par Alberti, Della Francesca, Du¨rer et
Vinci. Les sie`cles suivants, de nombreux mathe´maticiens, Desargues, Pascal, Monge, Poncelet...
entre autres, contribue`rent au de´veloppement de ces notions. Dans les anne´es 80, avec le de´ve-
loppement des ressources informatiques, la ge´ome´trie projective est naturellement devenue un
outil de premier plan pour la re´solution de proble`mes de vision par ordinateur. Faugeras [13, 15],
Kanatani [38], Hartley et Zisserman [26] ont en particulier e´crit des ouvrages de re´fe´rence sur le
sujet.
1.1.1 Mode`le ste´nope´
De´crivons maintenant le mode`le projectif, dit aussi ste´nope´, de came´ra. Le mode`le projectif
est de´fini par deux e´le´ments : un point, appele´ centre optique et un plan ne contenant pas le
point, appele´ plan re´tinien. La figure (1.1) pre´sente ces deux e´le´ments. Le centre optique C ou
centre de projection correspond a` la position de la came´ra et le plan re´tinien R est le plan de
formation des images. On appelle longueur focale fc la distance strictement positive du point C
au plan R, rayon optique toute demi-droite d’extre´mite´ C intersectant le plan R, et axe optique
l’axe orthogonal a` R passant par C. Il intersecte R en un point c appele´ point principal.
Soit pi la fonction de projection de l’espace dans le plan re´tinien
pi : R3 −→ R2
M = (X,Y,Z) 7−→ m = (x, y).
L’image m par pi d’un point M de l’espace est l’intersection du rayon optique CM avec le plan
R. L’expression de la fonction de projection de´pend des syste`mes de coordonne´es utilise´s dans
l’espace et dans le plan image.
Conside´rons le repe`re orthonormal de R3 (C, i, j, k), d’origine le centre optique C de la
came´ra et tel que k soit un vecteur directeur de l’axe optique. Ce repe`re est appele´ syste`me
de coordonne´es standard de la came´ra. Munissons maintenant le plan re´tinien R du repe`re
orthonormal bidimensionnel (c, i, j), d’origine le point principal du plan re´tinien et dont les axes
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Figure 1.1: Mode`le de came´ra ste´nope´.
de coordonne´es sont paralle`les a` ceux du repe`re associe´ a` la came´ra. Dans ces deux syste`mes de
coordonne´es, l’expression de la fonction pi re´sulte de l’application du the´ore`me de Thale`s
x = fc
X
Z
y = fc
Y
Z
.
(1.1)
Remarque – Deux triplets de coordonne´es proportionnels de l’espace sont projete´s en un meˆme
point du plan R. Tous les points M d’un rayon optique ont ainsi une projection unique m sur
le plan re´tinien : il est impossible de de´terminer les profondeurs Z des points projete´s sur une
image a` partir de cette seule image.
La remarque pre´ce´dente permet d’introduire les coordonne´es projectives. Si (x, y) sont les
coordonne´es euclidiennes d’un point sur un plan, ses coordonne´es projectives (ou homoge`nes)
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sont de´finies par (λx : λy : λ), pour tout re´el λ non nul. L’espace des triplets de coordonne´es,
avec la re`gle que les triplets proportionnels repre´sentent le meˆme point, est appele´ plan projectif.
De´finition 1.1 – On appelle plan projectif le quotient de R3\{0} par la relation d’e´quivalence
(X,Y,Z) ∼= (X ′, Y ′, Z ′) ⇔ ∃λ 6= 0 tq (X,Y,Z) = λ(X ′, Y ′, Z ′).
On note M = (X : Y : Z : 1) = (λX : λY : λZ : λ) les coordonne´es projectives d’un point
M de coordonne´es euclidiennes (X,Y,Z) de R3 et m = (x : y : 1) = (λx : λy : λ) celles d’un
point m de coordonne´es euclidiennes (x, y) dans le plan re´tinien.
1.1.2 Matrice de projection
La fonction de projection pi de´finie par l’expression (1.1) de R3 dans R2 n’est pas line´aire par
rapport aux coordonne´es euclidiennes X, Y et Z. Mais elle le devient si on utilise les coordonne´es
projectives dans l’espace et dans le plan re´tinien. Conside´rons les syste`mes de coordonne´es
homoge`nes associe´s au repe`re (C, i, j, k) et au repe`re (c, i, j) respectivement pour l’espace des
objets et pour l’image. Soit M un point de l’espace, de coordonne´es euclidiennes (X,Y,Z)
dans le repe`re (C, i, j, k). Il a pour coordonne´es homoge`nes, non uniques, (X ′ : Y ′ : Z ′ : T ′)
avec X = X ′/T ′, Y = Y ′/T ′, Z = Z ′/T ′. De meˆme, le point m de l’image, de coordonne´es
euclidiennes (x, y) dans (c, i, j) a pour coordonne´es homoge`nes non uniques (x ′ : y′ : z′) avec
x = x′/z′, y = y′/z′. La relation (1.1) peut alors s’e´crire
 xy
1
 =
 fc 0 0 00 fc 0 0
0 0 1 0


X/Z
Y/Z
1
1/Z

⇔
 ZxZy
Z
 =
 fc 0 0 00 fc 0 0
0 0 1 0


X
Y
Z
1

⇔
 ZxZy
Z
 = P

X
Y
Z
1
 (1.2)
Comme m = (Zx : Zy : Z) et M = (X : Y : Z : 1), on obtient
m = PM. (1.3)
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L’e´criture de la fonction de projection est ainsi facilite´e par l’utilisation de la ge´ome´trie projec-
tive.
De´finition 1.2 – On appelle matrice de projection P associe´e a` une came´ra la matrice de
dimensions 3× 4 repre´sentant la projection des points de R3 sur le plan re´tinien en coordonne´es
projectives
m = PM.
La matrice P est de rang 3 et est de´finie a` un scalaire pre`s. Le centre optique C est l’unique
point ve´rifiant PC = 0. Suivant les syste`mes de coordonne´es choisis dans l’espace et dans le plan
re´tinien, la matrice de projection s’e´crit diffe´remment.
1.1.3 Parame`tres intrinse`ques et extrinse`ques de la came´ra
En choisissant le syste`me de coordonne´es standard de la came´ra (C, i, j, k) comme repe`re de
l’espace et le syste`me (c, i, j) comme repe`re de l’image, l’e´criture de la matrice de projection P
e´tait particulie`rement simple. Mais il est possible que le syste`me de coordonne´es choisi dans R3
ne soit pas celui de la came´ra et que le repe`re choisi dans l’image ne corresponde pas a` (c, i, j),
comme illustre´ sur la figure (1.2). La projection d’un point M sur le plan re´tinien R revient
alors a` faire un changement de repe`re dans l’espace, du repe`re donne´ a` (C, i, j, k), la projection
de (C, i, j, k) dans (c, i, j) et un changement de repe`re dans l’image, de (c, i, j) au repe`re choisi.
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Figure 1.2: Diffe´rents syste`mes de coordonne´es dans l’espace et dans l’image.
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Soit (O, i′, j′, k′) le repe`re orthonormal de l’espace dans lequel sont repe´re´es les positions des
objets dans R3. Le changement de repe`re de (O, i′, j′, k′) a` (C, i, j, k) est un de´placement dans
R
3, que l’on peut de´composer en une rotation R suivie d’une translation de vecteur t. Si un point
M de l’espace a pour coordonne´es MO et MC dans les deux syste`mes de coordonne´es, alors
MO = RMC + t,
ou` le vecteur de translation t est e´gal au vecteur OC et la rotation R est de´finie par R(i) = i ′,
R(j) = j′ et R(k) = k′. On appelle parame`tres extrinse`ques de la came´ra, l’expression de la
position et de l’orientation de la came´ra dans (O, i′, j′, k′), c’est-a`-dire la matrice R et le vecteur
t.
De´crivons maintenant le changement de repe`re sur l’image. Le syste`me d’acquisition de la
came´ra contient un capteur forme´ de cellules photosensibles qui ge´ne`rent chacune un point
lumineux, appele´ pixel sur l’image. La came´ra fournit l’image sous forme d’un tableau a` deux
dimensions, dont les valeurs sont les niveaux de gris des pixels. Le syste`me de coordonne´es associe´
a` l’image, appele´ syste`me de coordonne´es pixels, est propre a` la came´ra, et souvent diffe´rent du
repe`re (c, i, j). On appelle parame`tres intrinse`ques de la came´ra les parame`tres reliant le syste`me
de coordonne´es pixels au repe`re (c, i, j) sur le plan re´tinien. Le passage des coordonne´es aux pixels
est re´alise´ par un changement de repe`re affine(
u
v
)
=
(
αux+ γy + u0
αvy + v0
)
=
(
αu γ
0 αv
)(
x
y
)
+
(
u0
v0
)
.
Les facteurs multiplicatifs αu et αv expriment la longueur focale en pixels sur chacun des axes. Ils
sont souvent donne´s par les dimensions des pixels sur le capteur de la came´ra par le constructeur.
Le couple (u0, v0) exprime les coordonne´es du point principal c, qui sont rarement (0, 0) car
l’origine du repe`re des pixels est souvent localise´e en un coin de l’image. Enfin, le parame`tre γ
est en ge´ne´ral e´gal a` ze´ro, ou tre`s proche de ze´ro car pour la plupart des came´ras, les cellules
photosensibles du capteur sont rectangulaires.
En tenant compte des parame`tres intrinse`ques et extrinse`ques de la came´ra, la matrice de
projection d’un point M dans le repe`re (O, i′, j′, k′) sur le point m dans le repe`re des pixels
s’e´crit
P = AP0K (1.4)
ou`
A =
αu γ u00 αv v0
0 0 1
 , P0 =
1 0 0 00 1 0 0
0 0 1 0
 et K = (R t
0 1
)
.
Les matrices A et K sont respectivement celles des parame`tres intrinse`ques et extrinse`ques. La
longueur focale fc n’apparaˆıt pas dans la matrice de projection P0 car elle est exprime´e dans les
facteurs αu et αv.
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Connaissant la matrice de projection AP0K, on peut, a` partir des coordonne´es d’un pixel,
localiser le rayon optique, c’est-a`-dire la droite de l’espace passant par C, a` laquelle appartient
le point projete´ en ce pixel. Si seule la matrice A est connue, la position 3D du rayon optique
correspondant a` un pixel donne´, sera localise´e dans le repe`re de la came´ra. Dans ce cas, la
came´ra est dite calibre´e. De nombreuses me´thodes de calibrage de came´ra existent [14] ; la
me´thode classique consiste a` utiliser des appariements de points de l’espace 3D de coordonne´es
connues, avec des points de l’image pour de´terminer les 5 ou 11 parame`tres de la matrice (5
pour la matrice A seule et 11 pour les matrices A et K).
Cependant, il n’est pas toujours ne´cessaire de calibrer la came´ra ; tant qu’aucune interpre´ta-
tion 3D n’est faite, le mode`le non calibre´ suffit.
1.1.4 Roˆle de la longueur focale
Revenons sur les formules (1.1). La longueur focale fc agit comme un facteur d’e´chelle sur
l’image. Ainsi, on peut poser en toute ge´ne´ralite´ fc = 1. Cela revient a` choisir fc comme unite´
du syste`me de coordonne´es de la came´ra (C, i, j, k) ; le syste`me standard de coordonne´es de la
came´ra est alors dit normalise´.
Dans la suite du document, les parame`tres intrinse`ques de la came´ra sont suppose´s connus ;
nous prendrons la longueur focale e´gale a` 1 et la matrice A e´gale a` I3. Dans les expe´riences,
l’origine sur les images e´tant localise´e au coin en haut a` gauche, la connaissance des dimensions
des images et donc de (u0, v0) modifiera les formules.
1.2 Mode´lisation d’un mouvement de came´ra
1.2.1 Mode´lisation d’une rotation
Une rotation de R3 est une matrice 3 × 3 orthogonale de de´terminant e´gal a` 1. L’ensemble
de ces matrices forme le groupe Spe´cial Orthogonal, note´ SO(3). Plusieurs parame´trages de ces
rotations existent.
1.2.1.1 Repre´sentation canonique
La repre´sentation habituelle consiste a` de´finir une rotation a` l’aide de trois parame`tres : l’axe
de rotation repre´sente´ par un vecteur unitaire u (soit un point sur S2, la sphe`re unite´ de R3,
de´termine´ par deux parame`tres) et l’angle de rotation a autour de l’axe, comme illustre´ sur la
figure (1.3).
De´finition 1.3 – On note A l’ensemble des matrices antisyme´triques
[u]× =
 0 −u3 u2u3 0 −u1
−u2 u1 0

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Figure 1.3: Repre´sentation canonique d’une rotation.
ve´rifiant ‖u‖ =
√
u21 + u
2
2 + u
2
3 = 1.
Comme A et S2 sont en bijection, on peut indiffe´remment de´finir l’axe de la rotation par un
point de S2 ou une matrice de A.
Proposition 1.1 – Soit une rotation de´finie par le vecteur directeur unitaire u de son axe
et son angle a. L’application associant a` u et a la matrice de rotation est donne´e par la formule
de Rodrigues (1817)
[0, 2pi[×A → SO(3)
(a, [u]×) 7→ R = I3 + sin a [u]× + (1− cos a) ([u]×)2
(1.5)
Cette application est surjective mais non injective. En restreignant l’ensemble de de´part a` ]0, pi[×S 2∪
{(0, (0, 0, 1))}, on a l’application inverse
SO(3) → ]0, pi[×A ∪ {(0, [(0, 0, 1)]×)}
R 7→

(
arccos
(
tr(R)−1
2
)
, 1
2 sin
“
arccos
“
tr(R)−1
2
””(R −RT )
)
si tr(R) 6= 3
0,
0 −1 01 0 0
0 0 0

 si tr(R) = 3.
De´monstration. L’application donne´e par la formule de Rodrigues n’est pas injective car
les rotations de´finies par (a, [u]×) et (−a[2pi], [−u]×) donnent la meˆme matrice de rotation. Il
faut donc restreindre les valeurs des angles de rotation a` [0, pi[. De plus, ∀u ∈ S 2, la matrice
de rotation de´finie par (0, [u]×) sera toujours e´gale a` I3 ; en restreignant l’espace de de´part a`
]0, pi[×S2 ∪ {( 0, (0, 0, 1))}, la fonction devient bijective et la solution au proble`me inverse est
obtenue en remarquant que tr(R) = 2 cos a+ 1 et R−RT = 2 sin a [u]×. 
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1.2.1.2 Quaternions
De´finition 1.4 – On appelle quaternion tout quadruplet de re´els Q = (q0, q1, q2, q3), que l’on
note aussi
Q = (q0, q) avec q = (q1, q2, q3).
L’ensemble des quaternions, muni du produit
PQ = R avec
{
r0 = p0 q0 − 〈p, q〉
r = p0 q + p q0 + p ∧ q
forme une alge`bre a` 4 dimensions. Le produit scalaire sur l’alge`bre des quaternions est donne´
par
P.Q = p0 q0 + 〈p, q〉.
– Si Q.Q = 1, on dit que Q est unitaire.
– On note le conjugue´ de Q, Q∗ = (q0,−q).
Montrons qu’il existe une application de l’ensemble des quaternions unitaires dans le groupe
des rotations [58].
Soit X = (x0, x) un quaternion et Q = (q0, q) un quaternion unitaire. On conside`re la transfor-
mation X ′ = QXQ∗, alors
x′0 = x0
x′ = (q20 − q.q) x+ 2q0 q ∧ x+ 2q 〈q, x〉.
Comme Q est unitaire, il existe un re´el a appartenant a` [−pi, pi[ et un vecteur u de R3 de norme
1 tel que
Q =
(
cos
a
2
, sin
a
2
u
)
.
Alors, comme q (q.x) = (sin a2 )
2 u uT x = (sin a2 )
2 ([u]2× + I3) x, on a
x′ = ((cos a2 )
2 − (sin a2 )2) x+ 2 cos a2 sin a2 [u]× x+ 2 (sin a2 )2 ([u]2× + I3) x
= x+ sin a [u]× x+ (1− cos a) [u]2× x
=
(
I3 + sin a [u]× + (1− cos a) [u]2×
)
x.
On retrouve la formule de Rodrigues : a` tout quaternion unitaire, on peut associer une rotation.
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Proposition 1.2 – A` tout quaternion unitaire Q = (q0, q1, q2, q3), on peut associer une
rotation d’angle a et d’axe dirige´ par le vecteur unitaire u
Q 7−→

a = 2arccos(q0)
u =

1
sin(arccos q0)
q1q2
q3
 si q0 6= ±1
0 sinon.
La matrice de rotation R correspondante s’e´crit
R =
q20 + q21 − q22 − q23 2(−q0q3 + q1q2) 2(q0q2 + q1q3)2(q0q3 + q1q2) q20 − q21 + q22 − q23 2(−q0q1 + q2q3)
2(−q0q2 + q1q3) 2(q0q1 + q2q3) q20 − q21 − q22 + q23
 .
L’application qui a` un quaternion unitaire associe une rotation n’est pas bijective car les
quaternions Q et −Q fournissent la meˆme rotation.
La repre´sentation des rotations par des quaternions est tre`s utilise´e en infographie. Son
principal inte´reˆt re´side dans la composition des rotations ; en effet, la composition de rotations
correspond a` la multiplication des quaternions associe´s. Il peut eˆtre avantageux de pre´fe´rer les
quaternions aux matrices de rotations car la complexite´ de la multiplication des quaternions est
plus faible que celle des rotations : alors que le produit de 2 matrices de rotations ne´cessite 27
multiplications et 18 additions, le produit des quaternions est calcule´ en seulement 16 multi-
plications et 12 additions. De plus, lors de la composition de rotations, des erreurs d’arrondis
peuvent conduire a` l’obtention d’un quaternion non unitaire. Il suffit alors de le normaliser. Le
cas est plus complique´ pour la multiplication matricielle. Si une matrice A quasi orthogonale est
obtenue, la re´orthogonalisation ne´cessite le calcul de A(ATA)−1/2 [58].
1.2.1.3 Angles d’Euler
Une autre e´criture consiste a` de´composer une rotation en trois rotations autour de chacun
des axes du repe`re. Soit α l’angle de rotation autour de l’axe (CX), β autour de (CY ) et γ
autour de (CZ). Ces trois angles sont appele´s les angles d’Euler de la rotation.
Si on note R(α, β, γ) une telle rotation, elle s’e´crit
R(α, β, γ) = R(0, 0, γ) ◦ R(0, β, 0) ◦R(α, 0, 0)
soit matriciellementcos γ cos β − cos γ sinβ sinα− sin γ cosα − cos γ sinβ cosα+ sin γ sinαsin γ cos β − sin γ sinβ sinα+ cos γ cosα − sin γ sinβ cosα− cos γ sinα
sinβ cos β sinα cos β cosα
 .
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Figure 1.4: Repre´sentation d’une rotation par les angles d’Euler.
Toutefois, l’application qui associe aux angles d’Euler (α, β, γ) la rotation de matrice R(α, β, γ)
n’est pas injective ; par exemple, la rotation R(pi, pi, 0) est e´gale a` la rotation R(0, 0, pi).
Proposition 1.3 – Une rotation de´finie par le vecteur directeur unitaire u de son axe et
d’angle a a pour angles d’Euler (α, β, γ) = au.
Dans le chapitre 2, nous proposerons un nouveau parame´trage des rotations, lie´ aux types
de transformations observe´es sur une image lors de rotations de came´ra.
1.2.1.4 Exponentielle d’une matrice antisyme´trique
Le groupe SO(3) a la proprie´te´ d’eˆtre un groupe de Lie. Cette proprie´te´ permet d’associer
une rotation de came´ra a` une vitesse angulaire. Commenc¸ons par la de´finition d’un groupe de
Lie de matrices, voir par exemple Hall [24].
De´finition 1.5 – Un groupe de Lie de matrices re´elles est un sous-groupe G de GL(n,R)
ayant la proprie´te´ suivante : si (Am)m∈N ∈ G et lim
m→+∞
Am = A, alors A ∈ G ou A n’est pas
inversible.
En conse´quence, tout sous-groupe ferme´ de GL(n,R) (ensemble des matrices n × n inver-
sibles), est un groupe de Lie. C’est le cas de SO(3), sous-groupe ferme´ de GL(3,R).
Il existe plusieurs fac¸ons e´quivalentes de de´finir l’alge`bre de Lie d’un groupe de Lie. His-
toriquement, les e´le´ments de l’alge`bre de Lie e´taient vus comme les e´le´ments infinite´simaux du
groupe. Pour les groupes de matrices, l’alge`bre de Lie est de´finie par l’interme´diaire de la fonction
exponentielle. Commenc¸ons par rappeler la de´finition de l’exponentielle de matrice.
De´finition 1.6 – La fonction exponentielle de matrice est de´finie de Mn(R) dans Mn(R)
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par le de´veloppement en se´ries de Taylor de l’exponentielle
exp(A) = eA =
∞∑
n=0
An
n!
.
La somme converge quelle que soit la matrice A.
Remarque – Soient A et B ∈Mn(R). Si A et B commutent, alors
eAeB = eA+B.
Une conse´quence de la remarque est que l’exponentielle d’une matrice antisyme´trique est
une matrice orthogonale de de´terminant e´gal a` 1. En effet, si A est antisyme´trique, AT = −A
donc eA
T
= e−A(= (eA)T ). Or, eAe−A = In car A et −A commutent, d’ou` e−A = (eA)−1 et
(eA)T = (eA)−1. De plus, det(eA) = etr(A) = e0 = 1.
De´finissons maintenant l’alge`bre de Lie d’un groupe de Lie de matrices.
De´finition 1.7 – Soit G un groupe de Lie de matrices. L’alge`bre de Lie de G, note´e g, est
l’ensemble de toutes les matrices M telles que ∀t ∈ R, etM ∈ G.
Nous avons vu pre´ce´demment que l’exponentielle d’une matrice antisyme´trique est une ma-
trice orthogonale de de´terminant e´gal a` 1. La re´ciproque est aussi vraie [24]. Ainsi, l’alge`bre de
Lie so(3) associe´e au groupe SO(3) est l’ensemble des matrices antisyme´triques de M3(R).
so(3) =
[ω]× =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
 , ω = (ω1, ω2, ω3) ∈ R3

= Vect
L1 =
0 0 00 0 −1
0 1 0
 , L2 =
 0 0 10 0 0
−1 0 0
 , L3 =
0 −1 01 0 0
0 0 0

.
Remarque – Soit M ∈ so(3). Comme etM est une rotation, ddt etM
∣∣∣
t=0
est une rotation infi-
nite´simale. Or, ddt e
tM
∣∣∣
t=0
= M , donc l’alge`bre so(3) est isomorphe a` l’ensemble des rotations
infinite´simales, c’est-a`-dire a` l’ensemble des vitesses angulaires (ω1, ω2, ω3) autour des axes (CX),
(CY ) et (CZ) associe´es aux rotations.
Proposition 1.4 – La fonction
exp : so(3) → SO(3)
A 7→ eA
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est surjective et non injective.
Pre´cise´ment, si
A =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0

alors eA est une matrice de rotation d’axe dirige´ suivant le vecteur unitaire u =
(ω1, ω2, ω3)√
ω21 + ω
2
2 + ω
2
3
et d’angle a =
√
ω21 + ω
2
2 + ω
2
3 [2pi].
De´monstration. 1) Soit
A =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
 .
Montrons que eA est une matrice de rotation d’axe dirige´ suivant le vecteur ω = (ω1, ω2, ω3) et
d’angle ‖ω‖. Comme A3 = −‖ω‖2A,
eA =
∞∑
k=0
Ak
k!
= I3 +
∞∑
k=0
(−1)k‖ω‖2k
(2k + 1)!
A+
∞∑
k=1
(−1)k−1‖ω‖2(k−1)
(2k)!
A2
= I3 +
(
∞∑
k=0
(−1)k‖ω‖2k+1
(2k + 1)!
)
A
‖ω‖ +
(
− 1‖ω‖2
∞∑
k=0
(−1)k‖ω‖2k
(2k)!
+
1
‖ω‖2
)
A2
= I3 + sin ‖ω‖ A‖ω‖ + (1− cos ‖ω‖)
(
A
‖ω‖
)2
D’apre`s la formule de Rodrigues, la matrice eA est une matrice de rotation d’axe dirige´ par le
vecteur unitaire ω/‖ω‖ et d’angle ‖ω‖.
2) Montrons maintenant que la fonction exponentielle de so(3) dans SO(3) est surjective.
Prenons d’abord une rotation d’axe (CX) et d’angle a. La matrice de rotation correspondante
R0 s’e´crit
R0 =
1 0 00 cos a − sin a
0 sin a cos a
 .
Or, 1 0 00 cos a − sin a
0 sina cos a
 = exp
a
0 0 00 0 −1
0 1 0

 = exp(a L1).
30 Chapitre 1. Estimation d’un mouvement de came´ra : outils et e´tat de l’art
On peut ainsi associer a` la rotation R0 la vitesse angulaire (ω1, ω2, ω3) = (a, 0, 0). Remarquons
que la matrice de l’alge`bre de Lie obtenue correspond bien a` l’approximation au premier ordre
de la matrice R0− I3. Prenons maintenant une rotation R d’angle a et d’axe quelconque. Par un
changement de base adapte´, on peut l’e´crire sous la forme R = PR0P
−1, avec P matrice 3× 3
inversible. D’ou`,
R = P exp
0 0 00 0 −a
0 a 0
P−1 = exp
P
0 0 00 0 −a
0 a 0
P−1
 .
On obtient ainsi les composantes de la vitesse angulaire qui sont les coefficients de la matrice
antisyme´trique aPL1P
−1.
3) La fonction exponentielle de so(3) dans SO(3) n’est pas injective. Par exemple, les vitesses
ω = (pi/2, 0, 0) et ω′ = (−3pi/2, 0, 0) sont associe´es par l’application exponentielle a` la meˆme
rotation. L’application devient injective si on restreint les valeurs de ‖ω‖ a` [0, pi[. 
Proposition 1.5 – Les angles d’Euler repre´sentant une rotation de SO(3) fournissent un
e´le´ment de l’alge`bre de Lie so(3) associe´ a` la rotation.
Si R est une matrice de rotation d’axe dirige´ par le vecteur unitaire u et d’angle a, alors les
angles d’Euler associe´s ω = au ve´rifient R = exp [ω]×.
De´monstration. On a vu dans la de´monstration pre´ce´dente qu’une matrice de rotation d’axe
dirige´ par ω/‖ω‖ et d’angle ‖ω‖ e´tait e´gale a` exp [ω]×. Ainsi, pour une rotation d’axe dirige´ par
le vecteur unitaire u et d’angle a, on peut e´crire
R = e[au]× .
Or, nous avons vu dans le paragraphe 1.2.1.3 que le vecteur au est e´gal au vecteur contenant
les angles d’Euler de la rotation. Donc les angles d’Euler associe´s a` R correspondent aux com-
posantes d’une vitesse angulaire de so(3) associe´e a` la rotation. 
Notons que la structure d’alge`bre est donne´e a` une alge`bre de Lie de matrices par le crochet
de Lie, de´fini pour deux matrices A et B par
[A,B] = AB −BA.
1.2.2 Mode´lisation d’un mouvement complet
De´finition 1.8 – Un de´placement rigide de R3 est une transformation de R3 dans R3 qui
conserve les angles et les distances.
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L’action d’un de´placement rigide D sur R3 est compose´e d’une rotation R suivie d’une translation
t
R
3 −→ R3
x 7−→ Rx+ t.
L’ensemble des de´placements rigides de R3, note´s D = (R, t), forme le groupe Spe´cial Euclidien
SE(3)
SE(3) =
{
(R, t), R ∈ SO(3), t ∈ R3} .
Proposition 1.6 – Le groupe SE(3) est e´gal au produit semi-direct de SO(3) avec R3
SE(3) = SO(3) n R3.
De´monstration. Ecrivons la composition de deux de´placements D = D2 ◦ D1 avec D1 =
(R1, t1) et D2 = (R2, t2)
x
D17−→ R1x+ t1 D27−→ R2(R1x+ t1) + t2 = R2R1x+R2t1 + t2.
Donc D = D2 ◦D1 = (R2R1, R2t1 + t2), ce qui implique SE(3) = SO(3) n R3. 
Le groupe SE(3) est isomorphe a` un sous-groupe de GL(4,R) par l’application
SE(3) −→ GL(4,R)
(R, t) 7−→
(
R t
0 1
)
.
On note aussi par SE(3) l’ensemble de ces matrices
SE(3) =
{(
R t
0 1
)
, R ∈ SO(3), t ∈ R3
}
.
On retrouve la loi de composition ◦ correspondant au produit matriciel(
R2 t2
0 1
)(
R1 t1
0 1
)
=
(
R2R1 R2t1 + t2
0 1
)
.
Le mouvement d’une came´ra est habituellement mode´lise´ dans SE(3) ; il s’e´crit de fac¸on
unique comme une rotation R d’axe passant par le centre C de la came´ra suivie d’une translation
de vecteur t (figure 1.5). On notera dans la suite un de´placement D de came´ra par le couple
(R, t).
Comme le groupe Spe´cial Orthogonal, le groupe Spe´cial Euclidien est un groupe de Lie de
matrices (a` proprement parler, c’est le sous-groupe de GL(4,R) isomorphe a` SE(3) qui est un
32 Chapitre 1. Estimation d’un mouvement de came´ra : outils et e´tat de l’art
t
PSfrag replacements
C
C ′
i
j
k
R(i)
R(j)
R(k)
D = (R, t)
Figure 1.5: Mouvement de came´ra.
groupe de Lie de matrices). Le calcul de l’alge`bre de Lie se(3) a` partir du groupe SE(3) permet
d’associer a` un de´placement de came´ra une vitesse de rotation et une vitesse de translation.
Proposition 1.7 – L’alge`bre de Lie se(3), associe´e au groupe de Lie SE(3), est e´gale a`
se(3) =


v1
[ω]× v2
v3
0 0 0 0
 , [ω]× ∈ so(3), (v1, v2, v3) ∈ R3
 .
Remarques
– La matrice [ω]× repre´sente la vitesse angulaire de la came´ra et le vecteur (v1, v2, v3) la
vitesse de de´placement du centre optique de la came´ra.
– On notera aussi
se(3) =
{
(ω, v), ω ∈ R3, v ∈ R3} .
De´monstration. Soit M ∈M4(R) telle que exp(λM) ∈ SE(3) pour tout λ ∈ R. La matrice
exp(λM) doit donc s’e´crire sous la forme (
R t
0 1
)
.
Comme
d eλM
dλ
∣∣∣
λ=0
= M , la dernie`re ligne de la matrice M doit eˆtre nulle. Les matrices de se(3)
sont donc de la forme
M =
Y
y1
y2
y3
0 0
 .
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On a alors
Mk =
Y k Y k−1
y1y2
y3

0 0
 donc eλM =
eλY
∗
∗
∗
0 1
 .
Pour que eλY appartienne a` SO(3), il faut et il suffit que Y appartienne a` l’alge`bre de Lie so(3),
c’est-a`-dire que la matrice Y soit antisyme´trique.
Ainsi, toute matrice M de la forme
Y
y1
y2
y3
0 0
, avec Y appartenant a` so(3) ve´rifie la proprie´te´
suivante : pour tout re´el λ, exp(λM) appartient a` SE(3). 
Proposition 1.8 – A` un couple de vitesses rotationnelle ω = (ω1, ω2, ω3) et translationnelle
v = (v1, v2, v3), l’application exponentielle associe un de´placement de came´ra par [64]
exp : se(3) −→ SE(3)
(ω, v) 7−→ (R, t)
avec

R = exp([ω]×)
t =

v si ‖ω‖ = 0
τ(ω)v =
1
‖ω‖2
(
(I −R)[ω]× + ωωT
)
v sinon.
(1.6)
L’application exponentielle est surjective et non injective. Elle peut eˆtre inverse´e localement
(pour ‖ω‖ ∈ [0, pi[), pour calculer, a` partir d’un de´placement (R, t) de came´ra, les vitesses ω et
v correspondantes.
Si R = I alors
{
ω = 0
v = t
,
sinon
 ω est calcule´e a` partir de Rv = τ−1(ω)t = I3 − 1
2
[ω]× +
(
1
‖ω‖2 −
sin ‖ω‖
2‖ω‖(1 − cos ‖ω‖)
)
[ω]2× t.
(1.7)
34 Chapitre 1. Estimation d’un mouvement de came´ra : outils et e´tat de l’art
De´monstration. Quelques e´le´ments sur l’inversion de la matrice τ(ω). En utilisant
ωωT = [ω]2× + ‖ω‖2I3
R = e[ω]× = I3 + sin ‖ω‖ [ω]×‖ω‖ +
1− cos ‖ω‖
‖ω‖2 [ω]
2
×
[ω]3× = −‖ω‖2[ω]×,
on peut re´e´crire τ(ω) de la fac¸on suivante
τ(ω) = I3 +
1− cos ‖ω‖
‖ω‖2 [ω]× +
‖ω‖ − sin ‖ω‖
‖ω‖3 [ω]
2
×.
Le de´terminant de τ(ω) vaut det(τ(ω)) =
2
‖ω‖2 (1 − cos ‖ω‖), donc τ(ω) est inversible pour
‖ω‖ ∈]0, pi[. Par la me´thode des cofacteurs, on inverse la matrice τ(ω) et on obtient
τ−1(ω) = I3 − 1
2
[ω]× +
(
1
‖ω‖2 −
sin ‖ω‖
2‖ω‖(1 − cos ‖ω‖)
)
[ω]2×.

1.3 Flot optique ge´ne´re´ par un mouvement de came´ra
1.3.1 De´finition et e´valuation du flot optique
Le terme de flot optique a e´te´ invente´ par le psychologue James Jerome Gibson en 1950 dans
une e´tude sur la vision humaine [21]. Le flot optique entre deux images successives est le mou-
vement apparent des pixels d’une image a` l’autre. C’est un champ de vecteurs repre´sentant les
de´placements des points de la premie`re image a` la seconde. Gibson conjecture qu’il y a suffisam-
ment d’information dans le flot optique pour de´duire une unique interpre´tation physiquement
correcte du mouvement tridimensionnel (a` un facteur d’e´chelle pre`s pour la translation) et de la
structure de la sce`ne. C’est ge´ne´ralement le cas sauf pour un ensemble de surfaces filme´es de me-
sure nulle. Dans le chapitre 5, on discutera l’injectivite´ de la fonction associant a` un mouvement
de came´ra et une surface filme´e le flot optique correspondant, suivant les domaines d’observation
du flot.
Pour estimer le flot optique sur une se´quence d’images, on fait l’hypothe`se d’e´clairement
constant au cours du temps. Si (x, y) sont les coordonne´es d’un point suivi dans la se´quence
d’images, on note (x(t), y(t), t) la trajectoire 2D du point au cours du temps dans la se´quence. Si
I(x(t), y(t), t) est l’intensite´ lumineuse au point (x(t), y(t)) sur l’image au temps t, l’hypothe`se
d’e´clairement constant s’e´crit
I(x(t), y(t), t) = constante.
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En de´rivant par rapport au temps cette expression, on obtient la contrainte du flot optique
Ix
dx
dt
+ Iy
dy
dt
+ It = 0 (1.8)
ou` Ix, Iy, It sont les de´rive´es partielles de l’image I(x, y, t). Le vecteur
(
dx
dt ,
dy
dt
)
que nous noterons
dans la suite u(x, y, t), repre´sente la vitesse du point (x, y) sur le plan re´tinien au temps t. Cette
quantite´ est appele´e flot optique.
Cependant, e´tant donne´e une se´quence d’images, l’e´quation (1.8) est insuffisante a` la de´ter-
mination d’un flot optique unique. En effet, le proble`me est mal pose´ car le flot optique a deux
composantes et nous ne disposons que d’une seule e´quation. Ce proble`me est appele´ proble`me
d’ouverture. Pour le surmonter, il est ne´cessaire de poser une seconde hypothe`se ; c’est souvent
une contrainte de re´gularite´ ou de lissage du flot. En 1980, Horn et Schunck [32] proposent une
me´thode base´e sur la re´gularisation ; a` la contrainte du flot optique est ajoute´e une contrainte
de re´gularite´ spatiale du flot. La fonctionnelle totale a` minimiser est la suivante
∫
Ω
((Ix
Iy
)
.u(x, y, t) + It
)2
+ λ ‖4u(x, y, t)‖2
 dx dy
ou` Ω est le domaine spatial conside´re´. Le parame`tre λ de´termine l’importance accorde´e a` la
re´gularisation. Le travail de Horn et Schunck a e´te´ suivi par un grand nombre de contributions
pour le calcul du flot optique, utilisant diffe´rentes me´thodes : les me´thodes de corre´lations locales
(ou block-matching) consistant a` comparer de petites zones locales d’une image avec les zones
voisines de l’image suivante, les me´thodes base´es sur le gradient des images, les me´thodes de
filtrage spatio-temporel... Un inventaire des me´thodes existantes en 1994 a e´te´ re´alise´ par Baron,
Fleet et Beauchemin [3].
La me´thode nume´rique que nous avons choisie pour e´valuer un flot optique sur une se´quence,
pour les expe´riences e´voque´es dans le chapitre 3, est celle de Weickert et Schno¨rr [74]. Leur
approche consiste a` ajouter a` la contrainte du flot optique (1.8) l’hypothe`se que le flot admet
une re´gularite´ spatiale mais aussi temporelle ; ceci permet de conside´rer non seulement les mo-
difications spatiales d’une image a` la suivante mais aussi globalement dans toute la se´quence.
La fonctionnelle a` minimiser, sur un domaine spatio-temporel Ω × [0, T ] de la se´quence, est la
suivante
E(u(x, y, t)) =
∫
Ω×[0,T ]
((Ix
Iy
)
.u(x, y, t) + It
)2
+ λ ψ
(‖∇u(x, y, t)‖2)
 dx dy dt
ou` ψ(s2) = s2 + (1− )β2
√
1 + s
2
β2 et l’ope´rateur ∇ est l’ope´rateur de gradient spatio-temporel
∇ =
(
∂
∂x ,
∂
∂y ,
∂
∂t
)
. Le poids λ, appele´ parame`tre de re´gularisation, de´termine l’importance accor-
de´e au lissage. Weickert et Schno¨rr ont montre´ que la contrainte de re´gularite´ spatio-temporelle
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du flot optique permet de re´duire les effets du bruit par rapport a` une re´gularite´ uniquement
spatiale.
Remarque – On appelle flot optique en un point (x, y) du plan re´tinien, la vitesse de ce point
u(x, y, t) = (dx(t)/dt, dy(t)/dt) sur le plan. Par extension, on appellera aussi flot optique, le
de´placement de (x, y) a` (x′, y′) entre deux instants, c’est-a`-dire (x′ − x, y′ − y).
1.3.2 Relation entre vitesse de la came´ra et flot optique
On s’inte´resse ici aux liens entre la vitesse d’une came´ra et le flot optique engendre´ entre les
images.
Proposition 1.9 – Soit une came´ra en mouvement ayant une vitesse de translation v(t) =
(v1(t), v2(t), v3(t)) et de rotation ω(t) = (ω1(t), ω2(t), ω3(t)). Alors le flot optique u(x, y, t) en un
point (x, y) du plan re´tinien ve´rifie
u(x, y, t) =
1
Z
(
−1 0 x
0 −1 y
)
v(t) +
(
xy −(1 + x2) y
1 + y2 −xy −x
)
ω(t)
=
1
Z
A(x, y) v(t) +B(x, y) ω(t)
(1.9)
ou` Z est la profondeur du point de l’espace projete´ au point (x, y) dans le repe`re associe´ au plan
re´tinien.
De´monstration. Conside´rons une came´ra en mouvement ayant une vitesse de translation v(t)
et de rotation ω(t) et un point M de l’espace de coordonne´es (X,Y,Z) dans le repe`re (C, i, j, k)
de la came´ra. Cela revient a` conside´rer que le point M se de´place suivant une trajectoire M(t)
dans le repe`re 3D de la came´ra a` une vitesse dM(t)/dt = (dX(t)/dt, dY (t)/dt, dZ(t)/dt)
dM(t)
dt
= −v(t)− [ω(t)]×(X(t), Y (t), Z(t))T . (1.10)
Soit m(t) la projection du point M(t) sur le plan re´tinien R. Ses coordonne´es (x(t), y(t))
dans le repe`re (c, i, j) de R ve´rifient 
x(t) =
X(t)
Z(t)
y(t) =
Y (t)
Z(t)
.
En de´rivant les trajectoires x(t) et y(t) par rapport au temps, on obtient le flot optique u(x, y, t) =
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(dx(t)/dt, dy(t)/dt) 
dx(t)
dt
=
X˙(t)Z(t)−X(t)Z˙(t)
Z(t)2
dy(t)
dt
=
Y˙ (t)Z(t)− Y (t)Z˙(t)
Z(t)2
.
En utilisant la relation (1.10), dX(t)/dt, dY (t)/dt et dZ(t)/dt s’e´crivent en fonction des vitesses
translationnelle v(t) et rotationnelle ω(t) de la came´ra. Pour alle´ger les formules, on omet dans
ce qui suit la variable temporelle
dX
dt
= −v1 + ω3Y − ω2Z = −v1 + Z(ω3y − ω2)
dY
dt
= −v2 − ω3X + ω1Z = −v2 + Z(−ω3x+ ω1)
dZ
dt
= −v3 + ω2X − ω1Y = −v3 + Z(ω2x− ω1y).
En remplac¸ant dX/dt, dY/dt et dZ/dt dans les expressions de dx/dt et dy/dt, on obtient
dx
dt
=
(−v1 + Z(ω3y − ω2))Z − Zx(−v3 + Z(ω2x− ω1y))
Z2
=
−v1
Z
+ ω3y − ω2 + v3x
Z
− x(ω2x− ω1y)
dy
dt
=
(−v2 + Z(−ω3x+ ω1))Z − Zy(−v3 + Z(ω2x− ω1y))
Z2
=
−v2
Z
− ω3x+ ω1 + v3y
Z
− y(ω2x− ω1y)
soit une formule line´aire en (ω, v) donnant le flot optique (dx(t)/dt, dy(t)/dt)= u(x, y, t) en un
point (x, y) en fonction des vitesses v et ω et de la profondeur Z du point projete´
u(x, y, t) =
1
Z
(
−1 0 x
0 −1 y
)
v(t) +
(
xy −(1 + x2) y
1 + y2 −xy −x
)
ω(t).

Le de´placement d’un point d’une image a` l’autre de´pend donc de la profondeur du point
de l’espace projete´. Si la came´ra effectue une translation, plus le point projete´ est e´loigne´ de la
came´ra, plus le de´placement observe´ sur l’image et duˆ a` la vitesse v(t) est petit.
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1.4 Relations entre deux vues d’une sce`ne fixe
Dans la section pre´ce´dente, nous avons mode´lise´ le mouvement d’une came´ra dans l’espace.
Dans cette section, nous nous inte´ressons aux images produites par la came´ra avant et apre`s le
de´placement, lorsque la sce`ne filme´e est fixe, et en supposant l’e´clairement constant. Est-il alors
possible d’associer les points des images deux a` deux ? Dans le cas d’un mouvement de came´ra
quelconque, ce n’est pas possible a` cause de l’effet de parallaxe. Cependant, dans le cas ou` les
positions du centre optique lors des deux prises de vue sont diffe´rentes (c’est-a`-dire quand la
came´ra s’est translate´e), il existe une contrainte ge´ome´trique importante liant des points apparie´s
de deux images, c’est-a`-dire repre´sentant le meˆme point 3D. C’est la contrainte e´pipolaire. Nous
allons d’abord pre´senter l’effet de parallaxe, puis les deux cas particuliers pour lesquels il est
possible d’associer les points deux a` deux, enfin nous expliciterons la contrainte e´pipolaire.
1.4.1 Effet de parallaxe
Conside´rons une came´ra filmant une sce`ne fixe soumise a` un de´placement D. On acquiert
ainsi deux vues diffe´rentes de la sce`ne. Deux points, l’un de la premie`re image, l’autre de la
seconde, sont dits apparie´s (ou en correspondance) s’ils sont les projections d’un meˆme point
de l’espace 3D. En ge´ne´ral, on ne peut associer des points de la premie`re image a` des points
de la seconde car la visibilite´ d’un point de l’espace de´pend de sa profondeur. C’est l’effet de
parallaxe illustre´ sur la figure (1.6). Les points M1 et M2 de l’espace ont meˆme projection sur la
premie`re image et deux projections distinctes sur la deuxie`me image, du fait de leurs profondeurs
diffe´rentes.
Deux cas particuliers ne sont pas concerne´s par le proble`me de l’effet de parallaxe, ce qui
rend alors possible la mise en correspondance des points des images.
1.4.2 Cas d’une sce`ne plane filme´e
Conside´rons une came´ra de longueur focale e´gale a` 1. Notons C le centre optique de la
came´ra, R le plan re´tinien associe´. Soit D = (R, t) un de´placement de la came´ra, C ′ la nouvelle
position du centre optique, et R′ le nouveau plan re´tinien (apre`s le de´placement). Lorsque la
came´ra filme un plan Π de l’espace ne passant pas par les centres optiques C et C ′, il n’y a
pas d’effet de parallaxe car aucun phe´nome`ne d’occultation d’une image a` l’autre ne peut se
produire. Il existe alors une homographie liant les images produites sur les deux plans R et
R′, c’est-a`-dire une transformation de R dans R′ line´aire en coordonne´es projectives [15]. Nous
allons expliciter cette relation en coordonne´es euclidiennes.
Soient (C, i, j, k) et (C ′, R(i), R(j), R(k)) les syste`mes standards normalise´s associe´s a` la
came´ra respectivement avant et apre`s son de´placement. Les plans re´tiniens R et R ′ sont munis
des repe`res (c, i, j) et (c′, R(i), R(j)) ou` c et c′ sont les points principaux associe´s a` C et C ′.
Proposition 1.10 – Soit une came´ra filmant un plan Π et ayant un mouvement D = (R, t).
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Figure 1.6: L’effet de parallaxe.
Soient f et g les images des plans R et R′ forme´es avant et apre`s le de´placement. On note
R =
a1 b1 c1a2 b2 c2
a3 b3 c3
 et t =
t1t2
t3
 .
Alors, a` tout point M du plan Π, sont associe´es deux projections m et m′ sur les plans re´tiniens
R et R′ ve´rifiant
f(m) = g(m′).
Si on note (x, y) les coordonne´es de m dans (c, i, j) et (x′, y′) celles de m′ dans (c′, R(i), R(j))
alors 
x′ =
a1x+ a2y + a3 − a1t1 + a2t2 + a3t3
Z
c1x+ c2y + c3 − c1t1 + c2t2 + c3t3
Z
y′ =
b1x+ b2y + b3 − b1t1 + b2t2 + b3t3
Z
c1x+ c2y + c3 − c1t1 + c2t2 + c3t3
Z
(1.11)
40 Chapitre 1. Estimation d’un mouvement de came´ra : outils et e´tat de l’art
et 
x =
a1x
′ + b1y
′ + c1 +
t1
Z ′
a3x′ + b3y′ + c3 +
t3
Z ′
y =
a2x
′ + b2y
′ + c2 +
t2
Z ′
a3x′ + b3y′ + c3 +
t3
Z ′
,
(1.12)
ou` Z est la profondeur du point M dans le repe`re (C, i, j, k) et Z ′ est la profondeur de M dans
le repe`re (C ′, R(i), R(j), R(k)).
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Figure 1.7: Cas d’une sce`ne plane filme´e : absence d’effet de parallaxe.
De´monstration. Soit M un point du plan Π, m sa projection sur R et m′ sa projection sur
R′. Comme l’illumination de la sce`ne est suppose´e constante en espace et en temps, les niveaux
de gris en m et m′ sont les meˆmes sur les deux images soit
f(m) = g(m′).
Soit (X,Y,Z) les coordonne´es du pointM dans le repe`re (C, i, j, k) et (X ′, Y ′, Z ′) ses coordonne´es
dans (C ′, R(i), R(j), R(k)). Les coordonne´es du point m dans le repe`re (c, i, j) sont donc, d’apre`s
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la formule (1.1), 
x =
X
Z
y =
Y
Z
et celles du point m′ dans le repe`re (c′, R(i), R(j))
x′ =
X ′
Z ′
y′ =
Y ′
Z ′
.
Exprimons les coordonne´es (x′, y′) en fonction des coordonne´s (x, y) ; nous avons
−−−→
C ′M =
−−→
C ′C +
−−→
CM
⇔ X ′R(i) + Y ′R(j) + Z ′R(k) = −(t1i+ t2j + t3k) + (Xi+ Y j + Zk)
⇔ X ′
a1a2
a3
+ Y ′
b1b2
b3
+ Z ′
c1c2
c3
 = −
t1t2
t3
+
XY
Z

⇔ R
X ′Y ′
Z ′
 = −
t1t2
t3
+
XY
Z

⇔
X ′Y ′
Z ′
 = −R−1
t1t2
t3
+R−1
XY
Z
 (1.13)
d’ou` 
x′ =
X ′
Z ′
=
a1X + a2Y + a3Z − (a1t1 + a2t2 + a3t3)
c1X + c2Y + c3Z − (c1t1 + c2t2 + c3t3)
y′ =
Y ′
Z ′
=
b1X + b2Y + b3Z − (b1t1 + b2t2 + b3t3)
c1X + c2Y + c3Z − (c1t1 + c2t2 + c3t3)
⇔ 
x′ =
a1x+ a2y + a3 − a1t1 + a2t2 + a3t3
Z
c1x+ c2y + c3 − c1t1 + c2t2 + c3t3
Z
y′ =
b1x+ b2y + b3 − b1t1 + b2t2 + b3t3
Z
c1x+ c2y + c3 − c1t1 + c2t2 + c3t3
Z
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donc il existe une application liant les points de la premie`re image f a` ceux de la deuxie`me
image g, connaissant les profondeurs des points du plan filme´. On peut aussi exprimer (x, y) en
fonction de (x′, y′) par un calcul analogue
x =
X
Z
=
a1X
′ + b1Y
′ + c1Z
′ + t1
a3X ′ + b3Y ′ + c3Z ′ + t3
y =
Y
Z
=
a2X
′ + b2Y
′ + c2Z
′ + t2
a3X ′ + b3Y ′ + c3Z ′ + t3
⇔ 
x =
a1x
′ + b1y
′ + c1 +
t1
Z ′
a3x′ + b3y′ + c3 +
t3
Z ′
y =
a2x
′ + b2y
′ + c2 +
t2
Z ′
a3x′ + b3y′ + c3 +
t3
Z ′
.
Par conse´quent, lorsque l’on connaˆıt les profondeurs des points du plan Π (ou l’e´quation du
plan), on peut de´terminer les correspondances des points entre les images f et g. 
1.4.3 Cas d’une rotation de came´ra
Le deuxie`me cas particulier dans lequel l’effet de parallaxe ne survient pas, concerne non plus
l’objet du film mais un mouvement particulier de came´ra. En effet, le phe´nome`ne de parallaxe est
duˆ a` la translation de la came´ra dans l’espace. Si les centres optiques de la came´ra avant et apre`s
son mouvement sont confondus, un point de l’espace occulte´ lors de la projection sur le premier
plan re´tinien ne pourra pas apparaˆıtre sur le second. La figure (1.8) illustre ce phe´nome`ne. Tous
les points d’une droite passant par le centre optique ont la meˆme projection apre`s une rotation
de la came´ra tandis qu’ils ont des projections diffe´rentes dans le cas d’une translation.
En reprenant les notations de la partie pre´ce´dente, et dans le cas d’un mouvement de came´ra
constitue´ d’une rotation seule, un point de coordonne´es (x, y) de l’image f sera apparie´ a` un
point de coordonne´es (x′, y′) de l’image g par l’application
x′ =
a1x+ a2y + a3
c1x+ c2y + c3
y′ =
b1x+ b2y + b3
c1x+ c2y + c3
et re´ciproquement un point (x′, y′) de l’image g correspondra a` un point (x, y) de l’image f par
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Figure 1.8: A gauche, la came´ra effectue une rotation (ce qui revient a` conside´rer que la came´ra
est fixe et que les points de l’espace sont en rotation autour d’un axe passant par le centre optique
C) ; les points d’une droite passant par C sont projete´s, apre`s la rotation, en un seul point sur le
plan re´tinien. A` droite, la came´ra se translate (ce qui revient a` translater les points de l’espace) ;
les points d’une droite passant par C sont projete´s, apre`s la translation, en plusieurs points.
l’application 
x =
a1x
′ + b1y
′ + c1
a3x′ + b3y′ + c3
y =
a2x
′ + b2y
′ + c2
a3x′ + b3y′ + c3
.
L’effet de parallaxe ne peut eˆtre observe´ car les de´formations sont inde´pendantes des profondeurs
des objets filme´s.
1.4.4 La contrainte e´pipolaire
Plac¸ons-nous maintenant dans le cas ge´ne´ral d’un mouvement complet de came´ra et d’une
sce`ne filme´e 3D. Soit D = (R, t) un de´placement de la came´ra. On conside`re ici le cas ou`
la translation est non nulle, le cas d’un mouvement sans translation ayant e´te´ traite´ dans le
paragraphe pre´ce´dent. Soit M un point de l’espace et ses images m et m′ sur les images f et g
des plans R et R′. Connaissant le mouvement de la came´ra et les deux vues correspondantes,
on ne peut mettre en correspondance le point m de f avec le point m′ de g a` cause de l’effet de
parallaxe. Cependant, le point m′ ne peut se placer en tous les points de g : c’est la contrainte
e´pipolaire e´nonce´e ci-apre`s.
En utilisant les meˆmes notations que dans la partie 1.4.2, la ligne CC ′ intersecte les plans
re´tiniens R et R′ respectivement en deux points e et e′ appele´s e´pipoles. Les droites de R et R′
passant par e et e′ sont appele´es droites ou lignes e´pipolaires. Dans le cas ou` le plan R ou le
plan R′ est paralle`le a` la droite CC ′, l’e´pipole contenu dans ce plan est a` l’infini et les droites
e´pipolaires de ce plan sont des droites paralle`les a` la droite CC ′.
Le rayon optique (CM) ou (Cm) est projete´ sur l’image g en une droite passant par l’e´pipole
e′ et par l’image d’un point du rayon. Cette droite est appele´e l ′m ligne e´pipolaire de m
′, car le
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point m′ doit appartenir a` cette droite. De la meˆme fac¸on, pour tout point m′ appartenant a` g,
le point correspondant dans f , m, doit appartenir a` la ligne e´pipolaire lm′ . C’est la contrainte
e´pipolaire, illustre´e sur la figure (1.9).
Les paragraphes suivants de´veloppent les notions de matrice fondamentale et matrice essen-
tielle, notions projectives de´veloppe´es par Faugeras [13, 15] et Hartley [26] liant les coordonne´es
projectives d’un point m a` la ligne e´pipolaire correspondante.
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Figure 1.9: Illustration de la contrainte e´pipolaire.
1.4.4.1 La matrice fondamentale
Inte´ressons-nous d’abord a` la repre´sentation d’une droite en coordonne´es projectives. Soit
une droite l d’un plan de R3. Dans le plan, elle a pour e´quation au+ bv+ c = 0. Soit maintenant
un point du plan appartenant a` la droite l de coordonne´es projectives (x, y, z) soit de coordonne´es
euclidiennes (x/z, y/z). Ces dernie`res ve´rifient
a
x
z
+ b
y
z
+ c = 0 ⇔ ax+ by + cz = 0
soit ab
c

T xy
z
 = 0.
On appelle repre´sentation projective de la droite l, de´finie a` un scalaire pre`s, le point 2D de
coordonne´es projectives l=(a, b, c). Les points et les droites sont donc repre´sente´s par des triplets
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en coordonne´es projectives. Si un point m appartient a` la droite l, en re´e´crivant l’expression
pre´ce´dente, on a
lTm = 0.
On peut de´duire de la line´arite´ en coordonne´es projectives du mode`le de came´ra ste´nope´
que la relation entre les coordonne´es projectives m d’un point m du plan re´tinien R et les
coordonne´es projectives lm de sa ligne e´pipolaire dans R′ est aussi une application line´aire. Ceci
provient du fait que les relations entre un point m et le rayon optique (CM) et entre (CM) et
sa projection en coordonne´es projectives dans R′ sont line´aires.
La matrice fondamentale F de´crit l’application line´aire en coordonne´es projectives, liant
un point m de R a` sa ligne e´pipolaire l′m dans R′. Elle traduit alge´briquement la contrainte
e´pipolaire
l′m = Fm.
Proposition 1.11 – Si F est la matrice fondamentale et m et m′ sont deux points apparie´s
de R et R′, alors la contrainte e´pipolaire est exprime´e par
m′
T
Fm = mTF Tm′ = 0. (1.14)
De´monstration. Soit un point m du plan R exprime´ en coordonne´es projectives et m ′ le
point correspondant du plan R′. La repre´sentation projective l′m de la ligne e´pipolaire de m
ve´rifie
l′m = Fm,
ce qui signifie aussi, comme m′ ∈ l′m,
m′
T
Fm = 0 ⇔ mTF Tm′ = 0.
Donc si la ligne e´pipolaire l′m de m est repre´sente´e par Fm, la ligne e´pipolaire lm′ de m
′ est
repre´sente´e par F Tm′. La contrainte e´pipolaire est exprime´e alge´briquement par
m′
T
Fm = mTF Tm′ = 0.

Exprimons maintenant la matrice F en fonction de la matrice de projection de la came´ra et
de la position des e´pipoles sur les images f et g.
Proposition 1.12 – Soient P et P ′ les matrices de projection associe´es a` la came´ra res-
pectivement avant et apre`s son de´placement, et P+ une matrice de projection inverse de P
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(c’est-a`-dire ve´rifiant PP+ = λI3 pour une valeur λ re´elle). Alors la matrice fondamentale F
s’e´crit en fonction de P+, P ′ et de l’e´pipole e′
F = [e′]×P ′P+.
Cette proposition est de´montre´e dans [15]. La matrice fondamentale F associe´e a` une came´ra
et a` son de´placement n’est donc pas unique puisqu’elle s’e´crit en fonction d’une matrice de
projection inverse non unique. C’est une matrice de format 3×3 et de rang 2 (car la matrice [e ′]×
est e´galement de rang 2), a` 7 degre´s de liberte´ (car c’est une matrice homoge`ne de de´terminant
nul). Les e´pipoles e et e′ ve´rifient
Fe = 0 et F Te′ = 0.
1.4.4.2 La matrice essentielle
Supposons maintenant la came´ra calibre´e, c’est-a`-dire la matrice A contenant les parame`tres
intrinse`ques connue, alors la matrice de projection de la came´ra est P = AP0 = A[I3|0], d’apre`s
la formule (1.4). Soit un point m du plan re´tinien R, image d’un point M de l’espace. On appelle
coordonne´es normalise´es de m
m̂ = A−1m.
Alors, d’apre`s l’e´quation (1.14),
m′
T
Fm = (Am̂′)TF (Am̂) = m̂′
T
(ATFA)m̂ = 0.
La matrice ATFA est appele´e matrice essentielle E. L’e´quation liant les coordonne´es normalise´es
de deux points de R et R′
m̂′
T
Em̂ = 0 (1.15)
est connue sous le nom d’e´quation de Longuet-Higgins [42]. Dans [13], il est montre´ que
E = [t]×R.
Ge´ome´triquement, cette contrainte traduit la coplanarite´ des vecteurs
−−→
Cm,
−−−→
C ′m′ et t (soit−−→
CC ′). Historiquement introduite avant la matrice fondamentale, la matrice essentielle a seule-
ment 5 degre´s de liberte´ : 3 pour la rotation, 3 pour la translation moins un car l’e´chelle de la
translation est inde´termine´e.
1.4.4.3 Diffe´rences entre les matrices fondamentale et essentielle
La matrice essentielle E peut eˆtre de´compose´e en un vecteur translation et une matrice de
rotation. Dans l’e´quation dans laquelle elle intervient m̂′
T
Em̂ = 0, m et m′ sont exprime´s en
coordonne´es projectives dans le repe`re de la came´ra respectivement avant et apre`s le de´placement.
Elle est donc utile pour l’analyse de mouvement dans le cas d’une came´ra de´ja` calibre´e.
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La matrice fondamentale F s’e´crit en fonction des parame`tres de l’homographie e´pipolaire.
Dans l’e´quation m′TFm = 0, m et m′ sont exprime´s en coordonne´es projectives dans le repe`re
de re´fe´rence de l’espace R3 ; F est utilise´e dans le cas d’une came´ra non calibre´e.
Ces deux matrices expriment la meˆme contrainte e´pipolaire dans deux syste`mes de coordon-
ne´es diffe´rents et peuvent toutes deux se de´composer en produit d’une matrice antisyme´trique
et d’une autre matrice. Dans le cas de E, cette autre matrice est la matrice de rotation corres-
pondant au de´placement.
1.5 E´tat de l’art de l’estimation d’un mouvement de came´ra
A` ce niveau du chapitre, nous avons pre´sente´ le mode`le de came´ra projectif, mode´lise´ le
mouvement d’une came´ra, explicite´ le flot optique et son calcul, et re´sume´ les relations entre
deux vues d’une sce`ne fixe. Tous ces e´le´ments e´tant pose´s, nous pouvons pre´senter le proble`me
e´tudie´ dans ce document : l’estimation du mouvement d’une came´ra filmant une sce`ne fixe a`
partir de la se´quence d’images produites.
Les me´thodes existantes pour re´soudre ce proble`me sont tre`s diverses. La difficulte´ re´side dans
le fait que le mouvement d’un pixel entre deux images de´pend non seulement des parame`tres du
mouvement de la came´ra mais aussi de la profondeur du point projete´. La figure (1.10) illustre
la difficulte´ a` estimer un mouvement de came´ra a` partir d’un flot optique a` cause des diffe´rentes
profondeurs de la sce`ne filme´e.
La revue que nous pre´sentons ci-apre`s est loin d’eˆtre exhaustive, e´tant donne´ le grand nombre
de publications sur le sujet durant les vingt-cinq dernie`res anne´es. Nous e´voquerons quelques
approches dans ce qui suit et nous les se´parerons, classiquement, en trois cate´gories : les me´thodes
directes, les me´thodes discre`tes ou en temps discret et les me´thodes diffe´rentielles ou en temps
instantane´.
Les me´thodes directes utilisent directement l’information fournie par le contenu des images,
sans suivi de points pre´alable, ni calcul de flot optique.
Les me´thodes discre`tes utilisent des correspondances de points entre les images, elles ap-
pliquent donc des techniques de suivi (ou tracking) de points singuliers ou de marqueurs dans
une se´quence ; lorsqu’un nombre de points supe´rieur a` 5 est suivi, le proble`me d’estimation du
mouvement est surde´termine´. A` la diffe´rence des me´thodes directes, elles minimisent une mesure
d’erreur sur seulement quelques points et non sur tous les pixels.
Les me´thodes diffe´rentielles utilisent le flot optique, champ des vitesses des points de l’image,
et calculent ainsi le mouvement 3D de la came´ra et souvent les profondeurs des objets filme´s.
Remarquons que la mise en correspondance de points entre deux images est aussi un moyen de
mesurer le flot optique ; le suivi de points peut donc aussi bien eˆtre exploite´ par des algorithmes en
temps discret qu’en temps instantane´. Les me´thodes diffe´rentielles sont en fait une extrapolation
des me´thodes discre`tes, extrapolation valide pour des pas de temps courts entre deux captures
d’images. Ces deux types d’approches de´pendent de la pre´cision de la de´tection, qui n’est pas
toujours assure´e.
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Figure 1.10: En haut, la sce`ne utilise´e pour ge´ne´rer le flot optique pre´sente´ au-dessous a` droite.
Le rectangle, le disque et le fond ont respectivement pour profondeur 2, 5 et 10 dans le repe`re de
la came´ra avant le de´placement. En bas, flots optiques ge´ne´re´s par une came´ra en mouvement,
de longueur focale e´gale a` 1, filmant a` gauche, une sce`ne quelconque de profondeur uniforme
e´gale a` 10 dans le repe`re de la came´ra, et a` droite la sce`ne pre´sente´e ci-dessus. Le mouvement
de la came´ra est une rotation d’axe (0.01, 0.01,−1), d’angle 1.7 degre´s suivie d’une translation
de vecteur (3,−5, 0.1) (en pixels). Au niveau des discontinuite´s de profondeurs, les discontinuite´s
du champ de flot sont visibles.
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D’autres crite`res distinguent aussi les me´thodes d’estimation ; l’estimation ou non de la struc-
ture de la sce`ne (apre`s calcul du mouvement ou simultane´ment), l’ordre d’estimation de la rota-
tion et de la translation, l’utilisation de techniques d’optimisation nume´rique (moindres carre´s),
ou de techniques incre´mentales. Un e´tat de l’art succinct est pre´sente´ ci-apre`s.
1.5.1 Me´thodes directes
Les me´thodes qui n’utilisent ni flot optique, ni points apparie´s, mais seulement le contenu
d’une paire d’images pour estimer le mouvement de la came´ra, sont appele´es me´thodes directes.
Irani et Anandan de´crivent dans [35] leur principe ge´ne´ral. L’e´quation de base sur laquelle elles
reposent est la contrainte d’illumination constante (1.8), utilise´e par les algorithmes de calcul
du flot optique. Entre deux images donne´es f et g, la contrainte s’e´crit
f(x, y) = g ((x, y) + u(x, y, t) dt)
ou` u(x, y, t) est le flot optique au point (x, y), c’est-a`-dire le de´placement du pixel (x, y) entraˆıne´
par le mouvement de la came´ra et dt est l’intervalle de temps entre les acquisitions des images
f et g.
A` cette contrainte, s’ajoute un mode`le de mouvement explicitement choisi, rotation ou trans-
lation pure par exemple. Dans le cas d’un mouvement instantane´, entre deux images conse´cutives
d’une se´quence par exemple, le mode`le est donne´ par l’e´quation (1.9)
u(x, y, t) =
1
Z
(
−1 0 x
0 −1 y
)
v(t) +
(
xy −(1 + x2) y
1 + y2 −xy −x
)
ω(t)
et on cherche a` estimer les vitesses v(t)dt et ω(t)dt.
A` partir du mode`le choisi, les parame`tres du mouvement et les profondeurs sont estime´s par
minimisation de l’erreur obtenue a` partir de la contrainte d’illumination constante, a` laquelle
sont combine´es d’e´ventuelles hypothe`ses sur les profondeurs∑
x,y
(f(x, y)− g((x, y) + u(x, y, t) dt))2 .
Le champ de profondeurs est ainsi souvent suppose´ localement constant, par exemple par Horn
et Weldon dans [33], et par Bergen dans [4]. Negahdaripour et Horn, dans [50], proposent une
solution explicite au proble`me en supposant la surface plane ou quadratique. Dans [23], Ha et
Kweon ajoutent un terme de re´gularisation pre´servant les discontinuite´s.
1.5.2 Me´thodes discre`tes
Ces me´thodes sont tre`s nombreuses ; on de´veloppera ici brie`vement l’approche de matrice
essentielle discre`te [13, 15, 16, 34] et les techniques incre´mentales de filtrage de Kalman [1, 77].
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1.5.2.1 Estimation de la matrice essentielle
La contrainte e´pipolaire permet de lier les projections d’un point de l’espace sur deux images,
inde´pendamment de la profondeur de ce point. Pour estimer le mouvement de la came´ra entre
ces deux images a` partir de couples de points apparie´s, on peut estimer la matrice essentielle
car elle suffit a` retrouver la rotation et la translation [13]. Il est alors ne´cessaire de connaˆıtre
les parame`tres intrinse`ques de la came´ra. Dans le cas d’une came´ra non calibre´e, il existe des
me´thodes de de´termination de la matrice fondamentale ; plusieurs d’entre elles sont compare´es
par Luong et coll. dans [44].
Comme la matrice essentielle E de´pend exclusivement de la rotation et de la translation
de la came´ra, cinq parame`tres suffisent a` la de´terminer comple`tement. L’algorithme des cinq
points, propose´ par Faugeras dans [13] ne´cessite cinq couples de points apparie´s menant a` cinq
e´quations de la forme de l’e´quation de Longuet-Higgins (1.15). L’algorithme des cinq points e´tant
non-line´aire, une me´thode line´aire moins complexe avait e´te´ propose´e par Longuet-Higgins [42].
C’est l’algorithme des huit points, qui ne´cessite huit paires de points apparie´s. La translation
et la rotation sont ensuite estime´s en factorisant la matrice essentielle obtenue. Cependant,
cet algorithme est tre`s sensible au bruit ; beaucoup d’autres techniques plus robustes ont e´te´
de´veloppe´es [38, 13]. En renormalisant les coordonne´es des points utilise´s, Hartley [25] ame´liore
tre`s nettement les performances de l’algorithme des huit points.
Tsai et Huang ont montre´ dans [71] que seuls deux de´placements dans l’espace correspondent
a` une matrice essentielle donne´e. Le nombre de couples de points apparie´s et le nombre de
mouvements de came´ra compatibles avec ces appariements est discute´ dans [16]. Ces me´thodes
pre´sentent l’avantage de ne supposer aucun a priori sur le type de mouvement de came´ra et
d’utiliser des techniques d’alge`bre line´aire simples et rapides.
1.5.2.2 Me´thodes incre´mentales
Les me´thodes pre´ce´dentes sont bien adapte´es a` l’estimation d’un mouvement de came´ra
suffisamment important, entre des vues bien se´pare´es d’une sce`ne fixe, mais elles le sont moins
pour traiter des images conse´cutives dans une se´quence.
Une approche radicalement diffe´rente consiste a` utiliser des techniques d’estimation re´cur-
sives, conside´rant des mouvements incre´mente´s entre les images d’un film. Ces me´thodes ne´-
cessitent la de´tection pre´alable et le suivi de points dans la se´quence. Diffe´rentes approches de
tracking sont de´crites par Shi et Tomasi dans [63].
A` partir des points suivis dans la se´quence, le filtre de Kalman est utilise´, notamment par
Azarbayejani et Pentland dans [1] puis Yao et Calway dans [77], pour estimer le mouvement de
la came´ra et les profondeurs des points suivis. Le filtre de Kalman est un estimateur re´cursif qui
donne une estimation optimale, au sens des moindres carre´s, d’un e´tat dynamique a` partir d’une
se´quence d’observations associe´es a` l’e´tat et en supposant des statistiques de bruit gaussiennes.
On appelle e´tat au temps t, note´ s(t), le mouvement de la came´ra entre l’image 0 et l’image t
et les profondeurs des points suivis dans le repe`re de la came´ra au temps t. La dynamique des
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e´tats entre deux images conse´cutives dans la se´quence est simple : la position de la came´ra a` un
temps donne´ est suppose´e eˆtre la meˆme qu’au temps pre´ce´dent, a` un bruit gaussien pre`s, et les
profondeurs des points demeurent les meˆmes. L’e´quation suivante de´crit l’e´volution de l’e´tat s
s(t) = Fs(t− 1) + w(t)
ou` w est une bruit gaussien centre´ et F est la matrice de transition des e´tats. En notant z(t)
les observations, c’est-a`-dire les positions des points suivis sur l’image au temps t, un mode`le
d’observations est donne´
z(t) = Hs(t) + v(t)
ou` v est un bruit gaussien centre´ et H la matrice d’observation.
Le principe ge´ne´ral du filtre de Kalman est le suivant ; d’abord, une pre´diction sˆ(t) de s(t)
connaissant sˆ(t−1) est effectue´e en utilisant l’ope´rateur F . Puis, la pre´diction est compare´e aux
observations des points au temps t, z(t), ce qui fournit une erreur e = z(t) − Hsˆ(t), appele´e
innovation. Le gain de Kalman est alors calcule´, proportionnel a` la covariance de l’e´tat pre´dit
et inversement proportionnel a` la covariance des observations. La pre´diction de l’e´tat au temps
sˆ(t) est mise a` jour en ajoutant le produit de l’innovation et du gain. Plus le gain est grand, plus
le filtre tient compte des observations, plus il est petit, et plus le filtre tient compte du mode`le.
1.5.3 Me´thodes diffe´rentielles
Dans le cas d’une came´ra filmant une sce`ne fixe, le flot optique de l’image de´pend non
line´airement de la distance de la came´ra a` chaque point de la sce`ne (c’est-a`-dire la profondeur
des points dans le repe`re de la came´ra), et des vitesses de rotation et translation de la came´ra,
ainsi que le montre la formule (1.9). Cette non-line´arite´ rend difficile le proble`me d’estimation
du mouvement.
Parmi les me´thodes utilisant le flot optique, trois approches sont pre´sente´es ici : la premie`re
est base´e sur la contrainte line´aire (1.9) liant le flot optique aux vitesses angulaire et transla-
tionnelle, la deuxie`me sur la contrainte e´pipolaire diffe´rentielle et la troisie`me sur le mouvement
de parallaxe.
Si le flot optique mesure´ e´tait exact, seuls quelques vecteurs suffiraient au calcul du mou-
vement de la came´ra. Cependant, le flot mesure´ est souvent tre`s bruite´ et impre´cis. Dans les
me´thodes de´crites ci-apre`s, des approches robustes des moindres carre´s sont fre´quemment mises
en oeuvre pour exploiter toute l’information disponible.
Avant d’expliciter diffe´rentes techniques, notons que l’application qui, a` un mouvement de
came´ra, associe un flot optique n’est pas injective. En effet, la translation de vecteur t d’un
plan de l’espace fournit le meˆme flot optique que la translation de vecteur αt du plan pre´ce´dent
dilate´ d’un facteur α. La translation sera donc toujours estime´e a` un facteur d’e´chelle pre`s. En
revanche, deux rotations de came´ra diffe´rentes ne ge´ne´reront jamais le meˆme flot optique [9].
L’injectivite´ du flot optique sera discute´e plus pre´cise´ment dans le chapitre 5.
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Remarquons enfin que ces me´thodes ne s’appliquent pas a` des mouvements de came´ra trop
importants entre deux images (par exemple lorsque l’on ne conside`re plus deux images conse´cu-
tives dans une se´quence, mais e´loigne´es dans le temps), car elles sont base´es sur des approxima-
tions de mouvements instantane´s.
1.5.3.1 Me´thodes base´es sur la contrainte (1.9)
L’objectif de ces me´thodes est l’estimation des vitesses translationnelle v(t) dt et angulaire
ω(t) dt, ou` dt est le pas de temps entre les acquisitions de deux images conse´cutives f et g, a` partir
de la donne´e de n vecteurs de flot optique {u(xi, yi, t) dt}i=1...n mesure´s aux points {(xi, yi)}i=1...n
de f , en utilisant la contrainte (1.9) line´aire en (ω(t), v(t)). En ge´ne´ral, le nombre de vecteurs
de flot connus est important, voire e´gal au nombre de points de l’image.
Pour alle´ger les notations, on note v, ω et u(xi, yi) pour v(t) dt, ω(t) dt et u(xi, yi, t) dt. On
appelle re´sidu r(xi, yi) relatif au point (xi, yi) et au flot associe´ u(xi, yi), le vecteur de R
2
r(xi, yi) = u(xi, yi)− 1
Z(xi, yi)
A(xi, yi) v −B(xi, yi) ω.
Le but de ces me´thodes est la minimisation de la somme des normes des n re´sidus sur les
vitesses v et ω. La difficulte´ de cette minimisation tient a` l’ignorance des valeurs des profondeurs
{Z(xi, yi)}i=1...n.
Dans [9], Bruss et Horn, pionniers dans le sujet, e´liminent la profondeur des re´sidus en
observant que l’estimateur des moindres carre´s de Z(xi, yi) s’exprime en fonction des vitesses de
la came´ra ; l’e´quation
∂‖r(xi, yi)‖2
∂Z(xi, yi)
= 0
fournit l’expression de Z(xi, yi). Ils ajoutent au proble`me de minimisation la contrainte ‖v‖2 = 1
en introduisant un multiplicateur de Lagrange. En diffe´renciant en les sept parame`tres, ils ob-
tiennent un syste`me de sept e´quations a` sept inconnues. Parmi ces e´quations, trois sont line´aires
par rapport aux trois composantes de ω. Ces composantes sont donc de´termine´es de fac¸on unique
et explicite en fonction des composantes de v. A` partir des quatre autres e´quations polynomiales,
cubiques ou quadratiques, les composantes de la vitesse v sont estime´es par une me´thode nume´-
rique.
Dans [80], Zucchelli, Santos-Victor et Christensen estiment simultane´ment les vitesses rota-
tionnelle et translationnelle et la structure de la sce`ne. La somme des normes des re´sidus de´pend
des parame`tres inconnus range´s dans le vecteur p de taille n+6, p = (v, ω, Z(x1, y1), ..., Z(xn, yn)).
Les parame`tres du mouvement et de la structure de la sce`ne sont ici estime´s par re´solution du
proble`me des moindres carre´s
pˆ = argmin
p
n∑
i=1
||r(xi, yi)||2. (1.16)
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Les auteurs utilisent la me´thode ite´rative de Gauss-Newton. Pour ame´liorer cette estimation,
ils proposent d’utiliser les contraintes ge´ome´triques de la sce`ne. Pour cela, ils incorporent a`
l’e´quation (1.16) des informations de coplanarite´ et de coline´arite´ et utilisent la me´thode de
Levenberg-Marquardt pour re´soudre le nouveau syste`me. Ici, les vitesses de rotation et de trans-
lation sont e´value´es simultane´ment avec les profondeurs des n points de l’image choisis.
Heeger et Jepson utilisent aussi la contrainte line´aire (1.9) ; ils estiment le mouvement et la
structure de la sce`ne en se´parant, par des me´thodes de sous-espaces line´aires, le proble`me en
trois e´tapes ; dans [27], ils e´valuent d’abord la translation, inde´pendamment de la rotation et
des profondeurs des points choisis, puis la rotation et enfin les profondeurs. La structure de la
sce`ne est donc de´termine´e apre`s l’estimation du mouvement. Pour cela, ils e´crivent
n∑
i=1
‖r(xi, yi)‖2 =
n∑
i=1
∥∥∥∥u(xi, yi)−
(
A(xi, yi)v
B(xi, yi)
)T  1Z(xi, yi)
ω
∥∥∥∥2
=
n∑
i=1
∥∥∥u(xi, yi)− C(v, xi, yi) q(Z(xi, yi), ω)∥∥∥2
ou` C(v, xi, yi) est une matrice de taille 2 × 4 et q(Z(xi, yi), ω) est un vecteur de taille 4. Les
auteurs montrent alors que la minimisation de
∑n
i=1 ||r(xi, yi)||2 est e´quivalente a` la minimisation
de
E(v) =
n∑
i=1
∥∥∥C⊥(v, xi, yi)u(xi, yi)∥∥∥2
ou` C⊥(v, xi, yi) est le comple´ment orthogonal de C(v, xi, yi) c’est-a`-dire
C⊥(v, xi, yi)C(v, xi, yi) = 0. L’expression a` minimiser ne de´pend plus que de la vitesse de de´-
placement v et on ne peut estimer que la direction de cette vitesse. L’espace des directions
candidates est la demi-sphe`re unite´. L’image de flot donne´e est divise´e en imagettes et chaque
imagette fournit une surface re´siduelle qui est l’image de E(v) sur la demi-sphe`re unite´. La
somme des surfaces donne une estimation globale des moindres carre´s de la vitesse v.
Une fois la translation estime´e, la profondeur est exclue de l’e´quation (1.9) en multipliant
cette e´quation par d(xi, yi, v), vecteur unitaire orthogonal a` la composante translationnelle du
flot optique, c’est-a`-dire
dT (xi, yi, v)A(xi, yi) v = 0.
Ainsi, la contrainte (1.9) devient
dT (xi, yi, v)u(xi, yi) = d
T (xi, yi, v)B(xi, yi)ω.
La solution des moindres carre´s pour ω est obtenue en minimisant
E(ω) =
n∑
i=1
∥∥∥dT (xi, yi, v)B(xi, yi) ω − dT (xi, yi, v)u(xi, yi)∥∥∥2.
La profondeur des points Z(xi, yi) peut alors eˆtre e´value´e.
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1.5.3.2 Me´thodes base´es sur la contrainte e´pipolaire diffe´rentielle
La contrainte e´pipolaire diffe´rentielle, e´quivalent continu de la contrainte e´pipolaire de´finie
dans le paragraphe 1.4.4, lie les coordonne´es d’un point de l’image et le flot optique mesure´ en
ce point aux vitesses de rotation et de translation de la came´ra, sans que la profondeur du point
projete´ n’intervienne.
Soit M un point de l’espace. Supposons le mouvement de la came´ra lisse dans le temps,
de vitesses de translation v(t) et de rotation ω(t). Cela revient a` conside´rer que le point M se
de´place dans l’espace a` une vitesse M˙(t). Pour alle´ger les notations, on omet dans la suite la
variable temporelle. La vitesse au point M est e´gale, d’apre`s l’e´quation (1.10), a`
M˙ = −[ω]×M − v.
Soit m la projection de M sur le plan re´tinien R et m˙ le flot optique au point m. En multipliant
l’e´quation pre´ce´dente par [v]×m, on obtient
M˙T [v]×m = −MT [ω]T×[v]×m car vT [v]× = 0.
Or, les coordonne´es euclidiennes du point M sont proportionnelles aux coordonne´es projectives
du point m ; on peut donc remplacer M par λm (λ non nul) et M˙ par λ˙m + λm˙
(λ˙m + λm˙)T [v]×m = −λmT [ω]T×[v]×m.
Comme [v]× est une matrice antisyme´trique, m
T [v]×m = 0 et on peut simplifier l’expression.
Ainsi, si m˙ est le flot optique au point m de l’image, ge´ne´re´ par une came´ra ayant une vitesse
translationnelle v et angulaire ω, alors m˙ et m ve´rifient
m˙T [v]×m + m
T [ω]T×[v]×m = 0
⇔ m˙T [v]×m−mT [ω]×[v]×m = 0. (1.17)
On appelle cette dernie`re e´quation contrainte e´pipolaire diffe´rentielle, en raison de sa ressem-
blance avec l’e´quation (1.14).
Dans [45], Ma, Kosecka et Sastry de´finissent le concept de matrice essentielle diffe´rentielle a`
partir de la contrainte e´pipolaire diffe´rentielle (1.17). En e´crivant
[ω]×[v]× =
1
2
([ω]×[v]× − [v]×[ω]×) + 1
2
([ω]×[v]× + [v]×[ω]×) ,
on obtient
mT [ω]×[v]×m = m
T 1
2
([ω]×[v]× + [v]×[ω]×)m
car la matrice
1
2
([ω]×[v]× − [v]×[ω]×) est antisyme´trique. L’e´quation (1.17) peut donc s’e´crire
matriciellement
(m˙T mT )
(
[v]×
−s
)
m = 0 (1.18)
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ou` s est une matrice syme´trique carre´e d’ordre 3 de´finie par
s =
1
2
([ω]×[v]× + [v]×[ω]×).
La matrice E =
(
[v]×
−s
)
appartenant a` M6,3(R), est appele´e matrice essentielle diffe´rentielle.
L’ensemble de ces matrices forme l’espace essentiel diffe´rentiel E et l’ensemble des matrices s
l’espace des matrices syme´triques spe´ciales S. La vitesse v et la matrice s sont estime´es par
minimisation des moindres carre´s de l’e´quation (1.18). Les auteurs montrent que les vitesses v
et ω sont ensuite obtenues de fac¸on unique a` partir de l’estimation de s et de l’estimateur des
moindres carre´s de v. Cette approche est ge´ne´ralise´e au cas non calibre´ dans [8].
Dans [38, 39], Kanatani reformule la contrainte e´pipolaire diffe´rentielle avec le flot twiste´ m˙∗,
c’est-a`-dire le flot m˙ tourne´ de 90◦ autour de m
m˙∗T [v]×m−mTKm = 0
ou`
K = ωT vI3 − 1
2
([ω]×[v]×[v]×[ω]×) .
La vitesse v et la matrice K sont estime´es en re´solvant le proble`me line´aire des moindres carre´s
correspondants. La vitesse angulaire ω est extraite de l’estimation de la matrice K par
ω =
1
2
(
tr(K) + 3vTKv) v − 2Kv.
1.5.3.3 Me´thodes base´es sur le mouvement de parallaxe
L’effet de parallaxe, de´crit plus haut, a un effet geˆnant pour la mise en correspondance de
points entre images mais c’est aussi un moyen d’estimer le mouvement de la came´ra a` partir du
flot optique.
Supposons, dans un premier temps, que le mouvement de la came´ra soit une translation pure,
de vitesse v(t) = (v1(t), v2(t), v3(t)). On connaˆıt, dans ce cas, l’expression du flot au point (x, y)
correspondant a` la projection d’un point de profondeur Z avant le de´placement de la came´ra,
d’apre`s la formule (1.9)
u(x, y, t) =
1
Z
(
−v1(t) + x v3(t)
−v2(t) + y v3(t)
)
.
Si on note P0 le point de coordonne´es (x0, y0) =
(
v1(t)
v3(t)
,
v2(t)
v3(t)
)
, alors
u(x, y, t) =
v3(t)
Z
(
x− x0
y − y0
)
.
Ainsi, si v3(t) est non nulle, les vecteurs de flot optique sont dirige´s vers le point P0 ou au contraire
envers lui. Autrement dit, le champ de flot est centre´ au point P0, appele´ foyer d’expansion (FOE
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dans la litte´rature pour Focus Of Expansion). Dans le cas ou` v3(t) est nulle, tous les vecteurs
ont meˆme direction (−v1(t),−v2(t)).
Dans un deuxie`me temps, prenons un mouvement de came´ra complet, compose´ d’une rotation
suivie d’une translation. Dans [28], Helmholtz observe que la diffe´rence des flots optiques en deux
points tre`s proches dans l’image mais correspondant a` des profondeurs diffe´rentes dans l’espace,
est quasiment inde´pendante de la rotation et ne de´pend donc pratiquement que de la diffe´rence
des inverses des deux profondeurs. Ainsi, une discontinuite´ de profondeur dans l’espace, du
point de vue de la came´ra, correspond sur l’image a` une discontinuite´ dans la composante
translationnelle du flot optique. A` partir d’un flot optique donne´, si on construit un champ de
vecteurs repre´sentant les diffe´rences des vecteurs dans un petit voisinage, les vecteurs diffe´rence
seront oriente´s vers ou envers le foyer d’expansion le long des discontinuite´s de profondeur.
Diffe´rentes me´thodes d’estimation du mouvement de la came´ra sont base´es sur le mouve-
ment de parallaxe. Longuet-Higgins, dans [42], utilise les de´rive´es spatiales du flot optique pour
identifier le foyer d’expansion et donc la direction de la translation. Cependant, la me´thode est
tre`s sensible au bruit pre´sent dans le champ de vecteurs. Rieger et Lawton, dans [57], calculent
les diffe´rences d’un vecteur de flot avec les flots d’un voisinage. Puis, a` partir de la distribution
des flots, l’orientation dominante des vecteurs de diffe´rence est calcule´e. Seules les orientations
des vecteurs re´sultants situe´s aux points ou` la distribution des vecteurs est tre`s anisotrope,
sont conserve´es. De tels points apparaissent en effet au niveau de variations de profondeurs
importantes. Les auteurs obtiennent ainsi un champ correspondant au champ de vitesse trans-
lationnelle, ce qui permet de de´duire le foyer d’expansion. Lorsque la direction de la translation
est connue, les composantes du flot orthogonales a` cette direction ne peuvent qu’eˆtre dues a` la
rotation. Ce mode`le a e´te´ ame´liore´ par Hildreth [29].
Une utilisation diffe´rente du mouvement de parallaxe est pre´sente´e par Tomasi et Shi dans
[70]. La translation est estime´e a` partir des de´formations d’images. A` partir d’un couple (m,m′)
de points dans une image, suivis dans l’image suivante, la de´formation est mesure´e par la varia-
tion dans le temps a˙ de l’angle a = arccos(m,m′). La variation de l’angle a e´tant inde´pendante
de la rotation, elle de´pend des profondeurs Z et Z ′ des points projete´s en m et m′ et de la
translation t
a˙ = sin a

1
Z′
1
Z
0

T 
m
m′
m ∧m′
‖m ∧m′‖

−1
t.
Pour un sous-ensemble de n points suivis entre deux images (graˆce au flot optique par exemple),
on aboutit a` une combinaison des contraintes ci-dessus a` minimiser sur les composantes de
la translation et les n profondeurs des points. Dans [70], la minimisation est re´alise´e par une
me´thode de projection des variables sur la sphe`re unite´ t = 1.
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1.5.4 Conclusion sur les me´thodes pre´sente´es
Les me´thodes d’estimation d’un mouvement de came´ra donnent rarement de bons re´sultats
a` la fois dans les situations de mouvements importants et de mouvements faibles. Les me´thodes
discre`tes sont adapte´es a` l’estimation de grands mouvements, c’est-a`-dire a` des images e´loigne´es
dans la se´quence. Les me´thodes diffe´rentielles, au contraire, base´es sur des approximations infi-
nite´simales, donnent de bonnes estimations de petits mouvements. Les me´thodes directes sont
elles aussi adapte´es a` de faibles mouvements de came´ra car elles reposent sur l’e´quation de
contrainte du flot optique. Cependant, il est aussi possible d’estimer des mouvements de came´ra
plus conse´quents avec ces me´thodes (jusqu’a` 10 a` 15% de la taille de l’image) en utilisant un
mode`le de mouvement adapte´ et un traitement multire´solution.
Pour e´valuer les performances des me´thodes d’estimation, on conside`re principalement deux
crite`res. La robustesse d’abord ; les algorithmes ne doivent pas eˆtre trop sensibles aux erreurs
sur les mesures de flot optique ou sur la pre´cision des appariements. En ge´ne´ral, les algorithmes
locaux et les me´thodes base´es sur des approximations sont plus sensibles que les algorithmes
globaux et ceux base´s sur des formules exactes. Plus les me´thodes utilisent d’appariements, plus
elles sont robustes. Le deuxie`me crite`re est l’efficacite´ ; les algorithmes qui mettent en oeuvre des
techniques nume´riques ite´ratives dans un espace de solution a` grande dimension couˆtent cher en
temps de calcul. Pour les me´thodes diffe´rentielles, la de´termination pre´alable du flot optique sur
une se´quence est souvent couˆteuse, ce qui pe´nalise le couˆt global des me´thodes.
Une comparaison de six algorithmes utilisant le flot optique pour l’estimation du mouve-
ment de came´ra est pre´sente´e par Tian, Tomasi et Heeger dans [69]. Des crite`res quantifiant
la sensibilite´ au bruit des me´thodes et leur convergence (lorsqu’elles mettent en oeuvre une
recherche nume´rique) sont e´tablis. Pour cela, des nuages de points sont ale´atoirement ge´ne´re´s
dans l’espace tridimensionnel devant la came´ra. Divers mouvements de came´ra sont choisis et le
flot optique re´sultant est calcule´ par la formule (1.9). Un bruit gaussien en quantite´ variable est
ajoute´ a` chaque composante du flot. Les auteurs utilisent ces donne´es pour tester et comparer
les algorithmes : la me´thode de Bruss et Horn [9] se re´ve`le eˆtre la plus robuste au bruit.
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Chapitre 2
De´formations produites par un
mouvement de came´ra
L’objet de ce chapitre est la description des de´formations observe´es entre deux images conse´-
cutives dans une se´quence. Nous pre´cisons tout d’abord le contexte permettant d’approximer la
profondeur de la sce`ne par une constante dans les expressions des de´formations. Dans ce cadre,
nous choisissons de mode´liser les de´formations dans un groupe, le groupe des recalages, introduit
par F. Dibos dans [11], isomorphe au groupe SE(3) des de´placements de l’espace. A` la diffe´-
rence du groupe projectif, ce groupe permet de composer et d’inverser les de´formations en les
associant a` des mouvements de came´ra. Nous pre´sentons alors une nouvelle de´composition d’un
mouvement dans l’espace, permettant de se´parer la de´formation entre deux images conse´cutives
en deux composantes : une similitude et une de´formation “purement” projective. Cette nouvelle
e´criture du mouvement conduit aussi a` une approximation quadratique des de´formations, somme
de termes inde´pendamment associe´s aux diffe´rents e´le´ments de la de´composition propose´e.
2.1 Contexte
Dans ce chapitre, on conside`re une came´ra de longueur focale unitaire, filmant une sce`ne fixe,
et deux images conse´cutives dans la se´quence vide´o obtenue. On e´crit le mouvement de came´ra
entre les deux images D = (R, t) dans le groupe Spe´cial Euclidien SE(3) de´fini dans le chapitre
1 et on note la matrice de rotation orthonormale
R =
a1 b1 c1a2 b2 c2
a3 b3 c3

et le vecteur de translation
t =
t1t2
t3
 .
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Les deux images conse´cutives obtenues avant et apre`s le de´placement de la came´ra sont note´es
f et g. Elles sont respectivement de´finies sur un domaine K du plan re´tinien {Z = 1} et un
domaine K ′ du plan {Z ′ = 1} (plan re´tinien associe´ a` la came´ra apre`s son de´placement). Ces
deux domaines sont rectangulaires et ont meˆmes dimensions.
Le nombre d’images par seconde acquises par la came´ra e´tant e´leve´, classiquement 24, le
de´placement de la came´ra entre deux acquisitions conse´cutives est tre`s re´duit, meˆme si la vitesse
est importante. En conse´quence, les deux images obtenues sont tre`s proches.
Rappelons les relations exactes entre f et g. Soit (x, y) un point de K et (x′, y′) un point
de K ′, tous deux projections d’un meˆme point de l’espace. On conside`re dans ce document
l’e´clairement constant ; on a donc f(x, y) = g(x′, y′). Soit Z(x, y) la profondeur du point de
l’espace projete´ en (x, y) sur K, donne´e dans le repe`re de la came´ra avant le de´placement, et
Z ′(x′, y′) la profondeur de ce meˆme point de l’espace, exprime´e dans le repe`re de la came´ra
apre`s le de´placement. Les fonctions Z et Z ′ de´finies sur K et K ′ sont suppose´es strictement
positives. La formule (1.11), reprise ici, fournit l’expression de (x′, y′) en fonction de (x, y) et de
la profondeur Z(x, y) 
x′ =
a1x+ a2y + a3 − 〈 tZ(x,y) , R(i)〉
c1x+ c2y + c3 − 〈 tZ(x,y) , R(k)〉
y′ =
b1x+ b2y + b3 − 〈 tZ(x,y) , R(j)〉
c1x+ c2y + c3 − 〈 tZ(x,y) , R(k)〉
,
(2.1)
et la formule (1.12) l’expression de (x, y) en fonction de (x′, y′) et de la profondeur Z ′(x′, y′)
x =
a1x
′ + b1y
′ + c1 +
t1
Z′(x′,y′)
a3x′ + b3y′ + c3 +
t3
Z′(x′,y′)
y =
a2x
′ + b2y
′ + c2 +
t2
Z′(x′,y′)
a3x′ + b3y′ + c3 +
t3
Z′(x′,y′)
.
(2.2)
2.1.1 Hypothe`ses sur le flot optique
2.1.1.1 Taille des images
Soit L la plus grande dimension des domaines K et K ′. La variable L est finie car l’angle de
vue de la came´ra est limite´. En pratique, il de´passe rarement 150◦ (une came´ra dont l’angle de
vue vaut 150◦ est appele´e came´ra grand-angle).
Pour une longueur focale e´gale a` 1, l’angle de vue a d’une came´ra et la taille des images sont
lie´s par la relation
tan
(a
2
)
=
L
2
,
comme illustre´ sur la figure (2.1).
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Figure 2.1: Rapport entre l’angle de vue a d’une came´ra, la dimension L des images et la
longueur focale fc.
Par exemple, la condition a ≤ 150◦ implique
L ≤ 8.
2.1.1.2 Flot optique
Les diffe´rences entre deux images conse´cutives dans une se´quence sont tre`s faibles ; nous
allons ici les quantifier. Nous avons obtenu les re´sultats donne´s ci-apre`s expe´rimentalement. On
conside`re
– une came´ra de longueur focale e´gale a` 1
– un de´placement D = (R, t) ∈ SE(3) entre deux images conse´cutives.
De´finition 2.1 – On appelle grossissement associe´ au mouvement D = (R, t) et a` la fonction
de profondeur Z de´finie sur K
GD,Z = max
(x,y)∈K
∣∣∣ 1
c1x+ c2y + c3 − 〈 tZ(x,y) , R(k)〉
∣∣∣.
Hypothe`se 1 – Il existe Gmax tel que pour tout de´placement D = (R, t) entre deux images
conse´cutives et toute fonction de profondeur Z associe´e a` la sce`ne
GD,Z ≤ Gmax.
Hypothe`se 2 – Soient D = (R, t) ∈ SE(3) et K le domaine rectangulaire de plus grande
dimension L sur lequel l’image f est de´finie. Soit Z la fonction de´finie sur K donnant les
profondeurs des points de R3 projete´s sur K par une came´ra de longueur focale unitaire. Pour
un point (x, y) ∈ K, on note (x′, y′) le point apparie´ sur K ′ par la formule (2.1). On suppose
max
(x,y)∈K
{|x′ − x|, |y′ − y|} ≤ L
2
.
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L’hypothe`se (1) provient du fait que le de´placement de l’axe optique de k a` R(k) est ne´ces-
sairement tre`s faible pour que les images soient exploitables. En effet,
c1x+ c2y + c3 − 〈 t
Z(x, y)
, R(k)〉= c1
(
x− t1
Z(x, y)
)
+ c2
(
y− t2
Z(x, y)
)
+ c3
(
1− t3
Z(x, y)
)
ou` (c1, c2, c3) = R(k). On peut parame´trer R(k) par deux angles θ et α, comme de´crit sur la
figure (2.2), et on a
R(k) =
c1c2
c3
 =
 sin θ sinα− cos θ sinα
cosα
 .
PSfrag replacements
i
j
k
R(k)
C
θ
α
Figure 2.2: Parame´trage de R(k) par θ et α.
On obtient alors
c1x+ c2y + c3 − 〈 tZ(x,y) , R(k)〉 =
cosα
(
1− t3Z(x,y)
)
+ sinα
(
sin θ
(
x− t1Z(x,y)
)
+ cos θ
(
y − t2Z(x,y)
))
.
L’angle α e´tant tre`s faible, l’expression 1/
(
c1x+ c2y + c3 − 〈 tZ(x,y) , R(k)〉
)
est tre`s proche de
1/
(
1− t3Z(x,y)
)
, correspondant au rapport de l’homothe´tie ge´ne´re´e sur les images par la trans-
lation de la came´ra le long de son axe optique. En toute ge´ne´ralite´, la constante Gmax est donc
supe´rieure a` 1. En pratique, Gmax = 4/3 est une valeur raisonnable pour un mouvement de
came´ra entre deux acquisitions conse´cutives d’image.
L’hypothe`se (2) exprime la restriction de l’amplitude des de´placements apparents des points
entre deux images conse´cutives. On suppose qu’un point ne peut se de´placer d’une longueur
supe´rieure a` la moitie´ de la taille de l’image selon les directions horizontale et verticale. Cette
hypothe`se est tout a` fait re´aliste car la majoration par L/2 est tre`s large.
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2.1.2 Approximation des profondeurs par une profondeur uniforme
On souhaiterait approximer les profondeurs par une constante dans les formules (2.1) et
(2.2). Soit Z0 ∈ R∗+. Par un de´veloppement limite´ de Taylor a` l’ordre 1 des formules (2.1) en
1
Z(x,y) au voisinage de
1
Z0
, on obtient
8>>>>>>>>>>>><
>>>>>>>>>>>>:
x′ =
a1x+ a2y + a3 − 〈 tZ0 , R(i)〉
c1x+ c2y + c3 − 〈 tZ0 , R(k)〉
+(
1
Z(x,y) − 1Z0
)(
−〈t, R(i)〉 + 〈t, R(k)〉 a1x+a2y+a3“
c1x+c2y+c3−〈
t
Z0
,R(k)〉
”2
)
+ o
(
1
Z(x,y) − 1Z0
)
y′ =
b1x+ b2y + b3 − 〈 tZ0 , R(j)〉
c1x+ c2y + c3 − 〈 tZ0 , R(k)〉
+(
1
Z(x,y) − 1Z0
)(
−〈t, R(j)〉 + 〈t, R(k)〉 b1x+b2y+b3“
c1x+c2y+c3−〈
t
Z0
,R(k)〉
”2
)
+ o
(
1
Z(x,y) − 1Z0
)
.
Par conse´quent, si pour tout (x, y) ∈ K,
(
1
Z(x,y) − 1Z0
)
‖t‖ est suffisamment petit, on peut
approximer les profondeurs par Z0 dans les formules (2.1). Plus pre´cise´ment, le the´ore`me suivant
propose une condition suffisante pour approximer les formules a` ε pre`s pour tout (x, y) ∈ K.
The´ore`me 2.1 – Soient une came´ra de longueur focale unitaire, D = (R, t) ∈ SE(3) avec
t 6= 0, et K le domaine rectangulaire de plus grande dimension L sur lequel l’image f est de´finie.
Soit Z la fonction de´finie sur K donnant les profondeurs des points de R3 projete´s sur K. On
note Zinf > 0 et Zsup les bornes de Z (finies ou infinies). On suppose que Z et D ve´rifient les
hypothe`ses (1) et (2). Si (
1
Zinf
− 1
Zsup
)
‖t‖ (L + 1)Gmax ≤ 2ε
alors, quel que soit Z0 strictement positif ve´rifiant
1
Zinf
− ε‖t‖ (L+ 1)Gmax ≤
1
Z0
≤ 1
Zsup
+
ε
‖t‖ (L + 1)Gmax
on peut e´crire, ∀(x, y) ∈ K,
∣∣∣∣∣a1x+ a2y + a3 − 〈
t
Z(x,y) , R(i)〉
c1x+ c2y + c3 − 〈 tZ(x,y) , R(k)〉
− a1x+ a2y + a3 − 〈
t
Z0
, R(i)〉
c1x+ c2y + c3 − 〈 tZ0 , R(k)〉
∣∣∣∣∣ ≤ ε
∣∣∣∣∣ b1x+ b2y + b3 − 〈
t
Z(x,y) , R(j)〉
c1x+ c2y + c3 − 〈 tZ(x,y) , R(k)〉
− b1x+ b2y + b3 − 〈
t
Z0
, R(j)〉
c1x+ c2y + c3 − 〈 tZ0 , R(k)〉
∣∣∣∣∣ ≤ ε.
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De´monstration. Soit Z0 > 0 tel que 1/Z0 ∈ [1/Zinf − ε/ (‖t‖(L+ 1)Gmax) , 1/Zsup +
ε/ (‖t‖(L + 1)Gmax)] et (x, y) ∈ K. On note δ = 1Z(x,y) − 1Z0 . En partant de la formule (2.1), on
a 
x′ =
a1x+ a2y + a3 − 〈 tZ0 , R(i)〉 − δ〈t, R(i)〉
c1x+ c2y + c3 − 〈 tZ0 , R(k)〉 − δ〈t, R(k)〉
=
u10 − δ〈t, R(i)〉
v0 − δ〈t, R(k)〉
y′ =
b1x+ b2y + b3 − 〈 tZ0 , R(j)〉 − δ〈t, R(j)〉
c1x+ c2y + c3 − 〈 tZ0 , R(k)〉 − δ〈t, R(k)〉
=
u20 − δ〈t, R(j)〉
v0 − δ〈t, R(k)〉 .
On cherche a` borner
∣∣∣x′− u10v0 ∣∣∣ et ∣∣∣y′− u20v0 ∣∣∣. En appliquant la formule de Taylor avec reste inte´gral
en δ au voisinage de 0, on obtient
x′ =
u10
v0
+
∫ δ
0
〈t, R(k)〉u10 − 〈t, R(i)〉 v0
(v0 − z 〈t, R(k)〉)2
dz
y′ =
u20
v0
+
∫ δ
0
〈t, R(k)〉u20 − 〈t, R(j)〉 v0
(v0 − z 〈t, R(k)〉)2
dz
soit 
x′ =
u10
v0
+ δ
〈t, R(k)〉u10 − 〈t, R(i)〉 v0
v0 (v0 − δ 〈t, R(k)〉)
y′ =
u20
v0
+ δ
〈t, R(k)〉u20 − 〈t, R(j)〉 v0
v0 (v0 − δ 〈t, R(k)〉) .
Or, 
∣∣∣∣∣〈t, R(k)〉u10 − 〈t, R(i)〉 v0v0 (v0 − δ 〈t, R(k)〉)
∣∣∣∣∣ ≤ ‖t‖ |u10|+ |v0||v0|
∣∣∣∣∣ 1v0 − δ 〈t, R(k)〉
∣∣∣∣∣
∣∣∣∣∣〈t, R(k)〉u20 − 〈t, R(j)〉 v0v0 (v0 − δ 〈t, R(k)〉)
∣∣∣∣∣ ≤ ‖t‖ |u20|+ |v0||v0|
∣∣∣∣∣ 1v0 − δ 〈t, R(k)〉
∣∣∣∣∣.
Comme (x, y) ∈ K ⊆ [−L2 , L2 ]2 et les distances ∣∣x− u10v0 ∣∣ et ∣∣y− u20v0 ∣∣ sont borne´es par L/2 d’apre`s
l’hypothe`se (2), on a 
∣∣∣∣∣u10v0
∣∣∣∣∣+ 1 ≤
∣∣∣∣∣u10v0 − x
∣∣∣∣∣+ |x|+ 1 ≤ L+ 1
∣∣∣∣∣u20v0
∣∣∣∣∣+ 1 ≤
∣∣∣∣∣u20v0 − y
∣∣∣∣∣+ |y|+ 1 ≤ L+ 1,
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et 
(∣∣∣∣∣u10v0
∣∣∣∣∣+ 1
)
1∣∣v0 − δ 〈t, R(k)〉∣∣ ≤ (L+ 1)Gmax(∣∣∣∣∣u20v0
∣∣∣∣∣+ 1
)
1∣∣v0 − δ 〈t, R(k)〉∣∣ ≤ (L+ 1)Gmax,
d’ou` 
∣∣∣∣∣x′ − u10v0
∣∣∣∣∣ ≤ |δ| ‖t‖ (L + 1)Gmax
∣∣∣∣∣y′ − u20v0
∣∣∣∣∣ ≤ |δ| ‖t‖ (L + 1)Gmax.
Comme (
1
Zinf
− 1
Zsup
)
‖t‖ (L+ 1)Gmax ≤ 2ε
et en utilisant l’hypothe`se (1)
1
Zinf
− ε‖t‖(L + 1)Gmax ≤
1
Z0
≤ 1
Zsup
+
ε
‖t‖(L+ 1)Gmax ,
on a
∀(x, y) ∈ K,
∣∣∣∣∣ 1Z(x, y) − 1Z0
∣∣∣∣∣ ‖t‖ (L + 1)Gmax ≤ ε,
ce qui implique
∀(x, y) ∈ K,

∣∣∣∣∣x′ − u10v0
∣∣∣∣∣ ≤ ε
∣∣∣∣∣y′ − u20v0
∣∣∣∣∣ ≤ ε.

Remarques
– Pour une taille d’image fixe´e, on peut approximer les profondeurs des points projete´s sur
K par une constante dans les formules (2.1) si le produit des variations de 1/Z par la
norme de la translation est suffisamment faible. Cette approximation revient a` conside´rer
la sce`ne filme´e plane et orthogonale a` l’axe optique de la came´ra avant le de´placement.
– Si t = 0, alors la profondeur des points projete´s n’intervient pas dans les formules d’appa-
riements.
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– Si t 6= 0 et L sont fixe´s et(
1
Zinf
− 1
Zsup
)
‖t‖ (L+ 1)Gmax ≤ 2ε,
les variations autorise´es de la profondeur Z sont d’autant plus grandes que la sce`ne est
e´loigne´e de la came´ra.
– Si t 6= 0 et Zsup = +∞, alors la condition d’approximation des formules (2.1) a` ε pre`s,
donne´e dans le the´ore`me, devient
‖t‖
Zinf
(L+ 1)Gmax ≤ 2ε.
Si toutes les profondeurs sont infinies, la condition est e´videmment ve´rifie´e. Mais a` ‖t‖
fixe´e, dans le cas d’une sce`ne constitue´e d’objets place´s a` des distances finies de la came´ra
sur un fond de profondeur infinie (le ciel par exemple), les objets doivent eˆtre suffisamment
e´loigne´s pour que la condition soit ve´rifie´e.
– Le choix optimal de Z0 est celui donne´ par
Ẑ0 = argmin
Z0
max
(x,y)∈K
∣∣∣ 1
Z(x, y)
− 1
Z0
∣∣∣
soit
1
Ẑ0
=
1
2
(
1
Zinf
+
1
Zsup
)
.
Ce choix minimise la borne supe´rieure sur K de l’erreur d’approximation des formules
(2.1) lorsque l’on substitue Z0 a` Z(x, y).
De fac¸on analogue, on peut approximer les formules (2.2) a` ε pre`s en substituant une
constante a` Z ′(x′, y′). On voudrait maintenant approximer les profondeurs Z et Z ′ dans les
formules (2.1) et (2.2) par une meˆme constante.
Proposition 2.1 – Soient une came´ra de longueur focale unitaire, D = (R, t) ∈ SE(3) avec
t 6= 0, et K et K ′ les domaines rectangulaires de plus grande dimension L sur lesquels les images
f et g sont de´finies. Soient Z et Z ′ les fonctions de´finies sur K et K ′, profondeurs des points
projete´s respectivement sur K et K ′. On note Zinf la borne infe´rieure (strictement positive) de
Z. On suppose que Z et D ve´rifient l’hypothe`se (1). Si Z0 > 0 ve´rifie
∀(x, y) ∈ K,
∣∣∣ 1
Z(x, y)
− 1
Z0
∣∣∣ ‖t‖ (L+ 1)Gmax ≤ ε
alors
∀(x′, y′) ∈ K ′,
∣∣∣ 1
Z ′(x′, y′)
− 1
Z0
∣∣∣ ≤ ε‖t‖(L+ 1)Gmax + Gmax − 1Zinf .
De´monstration. Soient (x, y) et (x′, y′) deux points de K et K ′ apparie´s. On a∣∣∣ 1
Z ′(x′, y′)
− 1
Z0
∣∣∣ ≤ ∣∣∣ 1
Z ′(x′, y′)
− 1
Z(x, y)
∣∣∣+ ∣∣∣ 1
Z(x, y)
− 1
Z0
∣∣∣.
2.1. Contexte 67
Or, la profondeur Z ′(x′, y′) est lie´e a` Z(x, y) d’apre`s (1.13) par
Z ′(x′, y′) = Z(x, y) (c1x+ c2y + c3)− 〈t, R(k)〉
= Z(x, y)
(
c1(x− t1Z(x,y)) + c2(y − t2Z(x,y)) + c3(1− t3Z(x,y))
)
d’ou` d’apre`s l’hypothe`se (1)
1
Z ′(x′, y′)
≤ 1
Z(x, y)
Gmax
donc ∣∣∣∣∣ 1Z ′(x′, y′) − 1Z(x, y)
∣∣∣∣∣ ≤ Gmax − 1Z(x, y) ≤ Gmax − 1Zinf .
Finalement, ∣∣∣ 1
Z ′(x′, y′)
− 1
Z0
∣∣∣ ≤ ε‖t‖(L+ 1)Gmax + Gmax − 1Zinf .

En conse´quence, si la sce`ne filme´e est suffisamment e´loigne´e de la came´ra, les profondeurs d’un
meˆme point de l’espace projete´ avant et apre`s le de´placement sont tre`s proches, comme illustre´
sur la figure (2.3).
PSfrag replacements
Z(x,y)
Z′(x′,y′)'Z(x,y)
i
j
k
R(i)
R(j)
R(k)
C
C′
m m
′
MM
Figure 2.3: De´placement d’une came´ra (entre deux acquisitions d’images successives) lorsque
la sce`ne filme´e est e´loigne´e du centre optique.
En conclusion, dans le cas ou` t 6= 0, si(
1
Zinf
− 1
Zsup
)
‖t‖ (L+ 1)Gmax ≤ 2ε,
on peut approximer les composantes de la formule (2.1) a` ε pre`s en remplac¸ant les profondeurs
Z par une constante. La valeur ε peut eˆtre rendue d’autant plus faible que les variations de
l’inverse de la profondeur ne sont pas trop importantes, la translation est suffisamment petite
et la taille de l’image est limite´e. Si on a aussi
‖t‖
Zinf
Gmax (Gmax − 1) (L+ 1) ≤ ε′,
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on peut a` la fois approximer les formules (2.1) a` ε pre`s et les formules (2.2) a` ε + ε ′ pre`s en
remplac¸ant les profondeurs Z et Z ′ par une meˆme constante. La valeur ε′ peut eˆtre rendue
d’autant plus petite que la came´ra est e´loigne´e de la sce`ne (et que Zinf est donc grand). Dans
la suite du chapitre, nous allons supposer ε et ε′ petits, ce qui nous permet de remplacer les
profondeurs Z et Z ′ par une constante et de conside´rer la deuxie`me image comme une de´for-
mation de la premie`re (et inversement). Ainsi, le proble`me d’estimation du mouvement de la
came´ra a` partir d’images conse´cutives est simplifie´ ; on recherche des transformations planes afin
de de´terminer les parame`tres du mouvement. En coordonne´es projectives, ces applications sont
line´aires, comme pre´cise´ dans le chapitre 1, et elles sont appele´es homographies. Il existe des
me´thodes d’estimation d’homographies entre deux images a` partir d’appariements de points ;
Vincent et Laganie`re dans [73] proposent par exemple une me´thode utilisant un sche´ma RAN-
SAC (Random Sample Consensus) a` partir de coins de´tecte´s dans les deux images. Cependant,
une homographie de´pend de huit parame`tres et un mouvement de came´ra seulement de six ;
toute homographie ne peut donc eˆtre associe´e a` un mouvement de came´ra.
2.2 Groupe des recalages
2.2.1 De´formations projectives
Dans le contexte de´fini pre´ce´demment, nous conside´rons les profondeurs de la sce`ne filme´e
avant et apre`s le de´placement de la came´ra e´gales a` une constante Z0. Deux points apparie´s
(x, y) et (x′, y′) de K et K ′ sont donc lie´s par les relations
x′ =
a1x+ a2y + a3 − 〈 tZ0 , R(i)〉
c1x+ c2y + c3 − 〈 tZ0 , R(k)〉
y′ =
b1x+ b2y + b3 − 〈 tZ0 , R(j)〉
c1x+ c2y + c3 − 〈 tZ0 , R(k)〉
(2.3)
et 
x =
a1x
′ + b1y
′ + c1 +
t1
Z0
a3x′ + b3y′ + c3 +
t3
Z0
y =
a2x
′ + b2y
′ + c2 +
t2
Z0
a3x′ + b3y′ + c3 +
t3
Z0
.
(2.4)
Ainsi, les de´formations observe´es entre les images f et g, et re´ciproquement entre les images g
et f de´pendent de la profondeur Z0 de la sce`ne. Mais cette profondeur n’affecte que les coefficients
de la translation ; plus la sce`ne filme´e est e´loigne´e de la came´ra, moins les points projete´s sont
translate´s. Les e´quations pre´ce´dentes montrent qu’il est vain de chercher a` estimer, a` partir de f
et g, a` la fois la profondeur de la sce`ne et la translation de la came´ra. En effet, si le quadruplet
(t1, t2, t3, Z0) est solution des e´quations (2.3) et (2.4), liant (x, y) a` (x
′, y′) et (x′, y′) a` (x, y),
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alors (λt1, λt2, λt3, λZ0), λ e´tant positif (car seuls les points de profondeurs positives dans le
repe`re de la came´ra sont visibles par la came´ra) l’est aussi. Nous estimerons donc seulement la
direction de la translation ; nous noterons t˜ = (t˜1, t˜2, t˜3) la translation t divise´e par la profondeur
de la sce`ne Z0, correspondant a` l’homothe´tie-translation observe´e entre l’image f et l’image g.
On a donc
g(x′, y′) = f
(
a1x
′ + b1y
′ + c1 + t˜1
a3x′ + b3y′ + c3 + t˜3
,
a2x
′ + b2y
′ + c2 + t˜2
a3x′ + b3y′ + c3 + t˜3
)
que l’on e´crit
g(x′, y′) = f ◦ ϕ(x′, y′). (2.5)
et
f(x, y) = g
(
a1x+ a2y + a3 − 〈t˜, R(i)〉
c1x+ c2y + c3 − 〈t˜, R(k)〉
,
b1x+ b2y + b3 − 〈t˜, R(j)〉
c1x+ c2y + c3 − 〈t˜, R(k)〉
)
note´e
f(x, y) = g ◦ ψ(x, y). (2.6)
De´finition 2.2 – On appelle application projective φ de R2 dans R2 toute application asso-
cie´e a` un automorphisme de R3, c’est-a`-dire a` une matrice Mφ de GL(3,R) par le diagramme
commutatif
R
3 −−
Mφ−−→ R3
pi
y
ypi
R
2
φ−−−→ R2
ou` pi est la projection sur le plan {Z = 1}
{
pi : R3 −→ R2
(X,Y,Z) 7−→ (XZ , YZ ) .
Ainsi, a` une matrice inversible M =
α1 β1 γ1α2 β2 γ2
α3 β3 γ3
 est associe´e l’application projective φ
R
2 −→ R2
(x, y) 7−→ φ(x, y) =
(
α1x+ β1y + γ1
α3x+ β3y + γ3
,
α2x+ β2y + γ2
α3x+ β3y + γ3
)
.
Les de´formations ϕ et ψ liant les images f et g sont donc des applications projectives,
respectivement associe´es aux matrices Mϕ et Mψ
Mϕ =
a1 b1 c1 + t˜1a2 b2 c2 + t˜2
a3 b3 c3 + t˜3

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et
Mψ =
a1 a2 a3 − 〈t˜, R(i)〉b1 b2 b3 − 〈t˜, R(j)〉
c1 c2 c3 − 〈t˜, R(k)〉
 .
Proposition 2.2 (Dibos 2001 [11]) – Soient D = (R, t) un mouvement de came´ra, f et
g les images acquises avant et apre`s le de´placement et ϕ et ψ les applications projectives liant
les deux images. Alors, la matrice Mϕ s’e´crit de fac¸on unique comme produit de la matrice de
rotation R et d’une matrice H de´pendant de la translation [12]
Mϕ = R
1 0 〈t˜, R(i)〉0 1 〈t˜, R(j)〉
0 0 1 + 〈t˜, R(k)〉
 = RH. (2.7)
Re´ciproquement, la matrice Mψ se de´compose de fac¸on unique en la matrice de rotation R−1 et
une matrice H˜ de´pendant de la translation
Mψ = R−1
1 0 −t˜10 1 −t˜2
0 0 1− t˜3
 = R−1H˜.
De´monstration. On ve´rifie que le produit RH est bien e´gal a` Mϕ. De plus, s’il existait H1
et H2 telles que Mϕ = RH1 = RH2, on aurait alors R(H1 −H2) = 0 ; comme R est inversible,
on obtient que H1 = H2, ce qui prouve l’unicite´ de la de´composition. 
Remarque – L’application ϕ est une application projective si det(Mϕ) est non nul. Or,
det(Mϕ) = det(RH) = det(H) = 1 + 〈t˜, R(k)〉.
Le cas det(Mϕ) = 0 ne se produira pas dans le contexte auquel nous nous inte´ressons car
〈t˜, R(k)〉 = −1 e´quivaut a` 〈t, R(k)〉 = −Z0 ce qui contredit l’hypothe`se que
‖t‖
Z0
(L+ 1)Gmax
est petit ; on ne peut pas avoir une composante de la translation de la came´ra entre deux images
conse´cutives e´gale a` la profondeur de la sce`ne. De la meˆme fac¸on, le cas det(Mψ) = 0 ne se
pre´sentera pas car il faudrait alors que t3 soit e´gal a` Z0.
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2.2.2 Groupe projectif
L’ensemble des applications projectives, muni de la multiplication matricielle, forme un
groupe car le produit de deux matrices inversibles est inversible.
De´finition 2.3 – L’ensemble des applications projectives de R2 dans R2 est appele´ groupe
projectif et note´ GP 2(R).
D’apre`s ce qui pre´ce`de,
GP 2(R) =
{
φ : R2 → R2 telles que ∀(x, y) ∈ R2,
φ(x, y) =
(
α1x+ β1y + γ1
α3x+ β3y + γ3
,
α2x+ β2y + γ2
α3x+ β3y + γ3
)
avec det
α1 β1 γ1α2 β2 γ2
α3 β3 γ3
 6= 0 }.
Ce groupe est aussi l’ensemble des homographies du plan re´tinien R dans lui-meˆme, c’est-a`-
dire l’ensemble des transformations de R dans R line´aires en coordonne´es projectives et inver-
sibles.
Proposition 2.3 – Le groupe projectif GP 2(R) est isomorphe au groupe Spe´cial Line´aire
SL(3,R).
De´monstration. Le groupe projectif est isomorphe au groupe des matrices inversibles et de
de´terminant e´gal a` un, car l’application ge´ne´re´e par une matrice A est identique a` celle ge´ne´re´e
par la matrice λA, pour tout re´el λ. 
Remarques
– En conse´quence de la proposition, les groupes SL(3,R) et GP 2(R) de´pendent du meˆme
nombre de parame`tres, c’est-a`-dire 8.
– Les transformations ϕ et ψ e´tant des applications projectives, elles sont souvent repre´sen-
te´es dans le groupe projectif [15].
Nous allons maintenant mettre en e´vidence un lien entre le groupe projectif et la de´compo-
sition des matrices Mϕ = RH et Mψ = R−1H˜, de´composition qui fait apparaˆıtre le produit
d’une matrice de rotation avec une matrice associe´e a` la translation.
De´finition 2.4 – On appelle T le groupe des matrices de M3(R) de la forme
1
C
1 0 A0 1 B
0 0 C3
 avec C 6= 0.
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A` une normalisation pre`s pour que leur de´terminant soit e´gal a` un, les matrices H, mention-
ne´es dans la de´composition (2.7) de la matrice Mϕ, appartiennent au groupe T . Nous allons
montrer le the´ore`me suivant
The´ore`me 2.2 – Le groupe spe´cial line´aire SL(3,R) est engendre´ par SO(3) ∪ T , ou` SO(3)
est le groupe spe´cial orthogonal.
De´monstration. Commenc¸ons par le lemme :
Lemme 2.1 – Le groupe spe´cial line´aire SL(3,R) est engendre´ par l’ensemble des transvections
dans R3, c’est-a`-dire par l’ensemble des matrices de la forme Aij = I3 + αEij ou` α ∈ R,
i, j ∈ {1, 2, 3}, i 6= j, et Eij est la matrice dont tous les coefficients sont nuls sauf celui de la
ligne i et de la colonne j qui vaut 1.
En effet, toute matrice de SL(3,R) peut s’e´crire comme produit de matrices de transvection.
Nous ne de´veloppons pas la preuve mais l’ide´e est la suivante : soit M une matrice de SL(3,R),
on peut la multiplier par des matrices de transvection de sorte que le terme en haut a` gauche
soit e´gal a` 1 (en normalisant) et soit le seul de la ligne a` eˆtre non nul. On proce`de ensuite par
re´currence sur les lignes de M . L’inverse d’une matrice de transvection e´tant une transvection,
on obtient le re´sultat.
Ainsi, pour montrer que SL(3,R) est engendre´ par SO(3) ∪ T , il suffit de montrer que
l’ensemble des transvections est engendre´ par SO(3) ∪ T . Soient α ∈ R, i, j ∈ {1, 2, 3} et i 6= j.
Nous allons montrer que les six matrices de transvection Aij = I3 +αEij peuvent eˆtre obtenues
en multipliant des matrices du groupe T avec les deux matrices de rotations1 0 00 0 −1
0 1 0
 et
 0 0 10 1 0
−1 0 0
 .
Tout d’abord, les matrices
A13 =
1 0 α0 1 0
0 0 1
 et A23 =
1 0 00 1 α
0 0 1

sont des matrices du groupe T . Ensuite, les matrices A31 et A32 sont obtenues par multiplication
de deux matrices du groupe T avec une matrice de rotation
A31 =
1
−α1/3
1 0 −10 1 0
0 0 −α

︸ ︷︷ ︸
∈T
 0 0 10 1 0
−1 0 0

︸ ︷︷ ︸
∈SO(3)
(−α1/3)
1 0 1/α0 1 0
0 0 −1/α

︸ ︷︷ ︸
∈T
=
1 0 00 1 0
α 0 1

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et
A32 =
1
α1/3
1 0 00 1 1
0 0 α

︸ ︷︷ ︸
∈T
1 0 00 0 −1
0 1 0

︸ ︷︷ ︸
∈SO(3)
(α1/3)
1 0 00 1 1/α
0 0 1/α

︸ ︷︷ ︸
∈T
=
1 0 00 1 0
0 α 1
 .
Enfin, les deux matrices A12 et A21 sont obtenues par multiplication de matrices de transvections
du type A32 ou A31 avec deux matrices du groupe T
A12 =
1 0 −10 1 0
0 0 1

︸ ︷︷ ︸
∈T
1 0 00 1 0
0 −α 1

︸ ︷︷ ︸
matrice du type A32
1 0 10 1 0
0 0 1

︸ ︷︷ ︸
∈T
1 0 00 1 0
0 α 1

︸ ︷︷ ︸
matrice du type A32
et
A21 =
1 0 00 1 α
0 0 1

︸ ︷︷ ︸
∈T
1 0 00 1 0
1 0 1

︸ ︷︷ ︸
matrice du type A31
1 0 00 1 −α
0 0 1

︸ ︷︷ ︸
∈T
 1 0 00 1 0
−1 0 1

︸ ︷︷ ︸
matrice du type A31
.
Ainsi, toutes les matrices de transvections sont obtenues par multiplication de matrices de rota-
tions et de matrices du groupe T . Donc le groupe SL(3,R), engendre´ par les transvections, est
aussi engendre´ par SO(3) ∪ T . 
Comme le groupe projectif est isomorphe au groupe spe´cial line´aire, cela revient a` dire que
le groupe projectif est engendre´ par SO(3) ∪ T ; ceci relie les de´compositions Mϕ = RH et
Mψ = R−1H˜ au groupe projectif.
2.2.3 Observations
La repre´sentation des applications projectives ϕ et ψ dans le groupe projectif pre´sente plu-
sieurs inconve´nients. D’une part, tout produit RH, R ∈ SO(3) et H ∈ T , peut toujours eˆtre
associe´ a` un mouvement de came´ra mais ce n’est pas vrai pour tout produit HR. Ceci est duˆ
au fait que le groupe projectif est de´fini par huit parame`tres et un mouvement de came´ra par
seulement six. D’autre part, dans le groupe projectif, l’application ψ, qui permet de retrouver
l’image f a` partir de g n’est pas e´gale a` l’application ϕ−1, c’est-a`-dire que la matrice Mψ est
diffe´rente de M−1ϕ dans le groupe SL(3,R).
Conside´rons les images f , g et h d’une meˆme sce`ne obtenues par de´placements successifs de
la came´ra. Les images f , g et h ont e´te´ acquises respectivement, avant le de´placement D1 de la
came´ra, apre`s D1 et avant D2, et apre`s D2. Soient (C, i, j, k), (C
′, i′, j′, k′) et (C ′′, i′′, j′′, k′′) les
repe`res orthonorme´s associe´s aux positions et orientations successives de la came´ra. On sait que
g = f ◦ ϕ1 et h = g ◦ ϕ2,
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ou` les matrices de ϕ1 et ϕ2 sont obtenues respectivement graˆce a` l’e´criture D1 = (R1, t1) dans
le repe`re (C, i, j, k) et D2 = (R2, t2) dans le repe`re (C
′, i′, j′, k′). On cherche a` de´terminer la loi
de composition ϕ1 ? ϕ2 permettant d’avoir
h = f ◦ (ϕ1 ? ϕ2).
Il suffit pour cela d’e´crire la matrice de rotation et le vecteur translation du de´placement de la
came´ra entre les acquisitions de f et h, dans le repe`re (C, i, j, k). L’e´criture de R2 dans (C, i, j, k)
est la matrice
R1R2R
−1
1 ,
par conse´quent, la composition des rotations dans (C, i, j, k) est donne´e par
(R1R2R
−1
1 )R1 = R1R2.
De meˆme, l’e´criture de t2 dans (C, i, j, k) est le vecteur
R1t2,
donc le vecteur translation CC ′′ s’e´crit dans (C, i, j, k)
t1 +R1t2.
Finalement, la matrice associe´e a` ϕ1 ? ϕ2 s’e´crit
Mϕ1?ϕ2 = R1R2
1 0 〈t˜1 +R1 t˜2, R1R2(i)〉0 1 〈t˜1 +R1t˜2, R1R2(j)〉
0 0 1 + 〈t˜1 +R1 t˜2, R1R2(k)〉

ou` t˜1 et t˜2 sont les translations de la came´ra divise´es par la profondeur Z0 de la sce`ne. Nous
allons ainsi choisir un nouveau groupe pour mode´liser ϕ et ψ, dans lequel une de´formation entre
deux images conse´cutives correspondra a` un mouvement de came´ra.
2.2.4 Groupe des recalages
Le groupe des recalages provient de la mode´lisation d’un mouvement de came´ra dans le
groupe SE(3) des de´placements rigides de R3.
De´finition 2.5 (Dibos 2001 [11]) – Soit A l’ensemble des fonctions φ : R2 → R2 telles que
∀(x, y) ∈ R2, φ(x, y) =
(
a1x+ b1y + c1 + α
a3x+ b3y + c3 + γ
,
a2x+ b2y + c2 + β
a3x+ b3y + c3 + γ
)
,
ou`
R =
 a1 b1 c1a2 b2 c2
a3 b3 c3
 ∈ SO(3) et (α, β, γ) ∈ R3.
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On appelle groupe des recalages le groupe (A, ?) isomorphe au groupe (SE(3), ◦) des de´placements
rigides de R3. L’isomorphisme de groupes I est de´fini par
I : A −→ SE(3)
∀φ ∈ A I(φ) = (R, t)
ou` R est la rotation de´finie ci-avant et t est la translation de vecteur (α, β, γ).
Plus pre´cise´ment, si φ1 et φ2 sont deux applications du groupe A, elles correspondent res-
pectivement aux de´placements D1 = (R1, t1) et D2 = (R2, t2). On a alors φ1 ? φ2 = φ ou` φ
est l’application projective du groupe A associe´e au de´placement D = D1 ◦ D2 = (R, t) avec
R = R1R2 et t la translation de vecteur t1 +R1t2 (car SE(3) = SO(3) n R
3).
Remarquons que dans le groupe des recalages, si l’application ϕ est associe´e au mouvement
D = (R, t) alors ψ est associe´e au mouvement D−1 = (R−1,−R−1t). Ceci signifie que dans le
groupe des recalages, l’application ψ est l’inverse de ϕ,
ψ = ϕ−1.
Notons qu’il est essentiel pour nous de mode´liser les de´formations d’images dans un groupe.
En effet, la structure de groupe permet d’inverser et de composer des de´formations (inversions
et compositions e´tant associe´es a` celles des de´placements de came´ra). A` partir des de´placements
estime´s entre des images conse´cutives d’une se´quence, on peut en de´duire, en combinant les
faibles de´placements, le mouvement de la came´ra entre des images e´loigne´es dans le temps. Pour
la translation, ceci n’est possible que si la sce`ne filme´e reste suffisamment e´loigne´e de la came´ra
tout au long du mouvement, tandis que l’on aura dans tous les cas une estimation de la rotation.
Plus formellement, soient f1, f2, f3 . . . fn une suite d’images d’une meˆme sce`ne, obtenues
par de´placements successifs de la came´ra. A` chaque e´tape, on connaˆıt l’application projective ϕi
telle que
fi+1 = fi ◦ ϕi
et donc aussi le de´placement Di = (Ri, ti). Alors, si la sce`ne demeure suffisamment e´loigne´e de
la came´ra pendant les n acquisitions d’image,
fn = f1 ◦ (ϕ1 ? ϕ2 ? . . . ? ϕn−1) = f1 ◦ ϕ
ou` ϕ est l’application projective associe´e a` la matrice de rotation
R = R1R2 . . . Rn−1
et a` la translation
t = t1 +R1t2 +R1R2t3 + . . .+R1R2 . . . Rn−2tn−1.
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Remarques
– Entre deux acquisitions d’images conse´cutives, la direction de l’axe optique est tre`s peu
modifie´e ; le vecteur R(k) demeure tre`s proche du vecteur k, ce qui implique que c1 ≈ 0 et
c2 ≈ 0. Les de´formations affines sont donc de “bonnes” approximations des de´formations
projectives observe´es entre des images conse´cutives dans la se´quence. Ceci explique le roˆle
important que le groupe affine a joue´ [59, 10].
– Cependant, les de´formations affines exactes ge´ne´re´es par un mouvement de came´ra ne
peuvent eˆtre que des similitudes. En effet, si la de´formation ψ est affine, c1 = c2 = 0 et
comme R est une matrice orthogonale positive, a3 = b3 = 0 et c3 = 1. Ainsi, R est une
rotation d’axe k.
2.3 De´composition d’un mouvement de came´ra
Dans cette section, on propose une de´composition non standard d’un mouvement de came´ra,
permettant de se´parer la de´formation produite entre les deux images conse´cutives en deux com-
posantes : une similitude et une de´formation “purement” projective. En effet, on peut toujours
de´composer un de´placement de came´ra en trois mouvements de base :
– une translation, qui produit une homothe´tie-translation sur l’image f du plan re´tinien R,
– une rotation d’axe k, qui produit une rotation plane de l’image f ,
– une rotation d’axe appartenant au plan (C, i, j), qui entraˆıne une de´formation projective
de l’image f .
2.3.1 De´composition d’une rotation
Conside´rons une rotation de came´ra R d’axe contenant le centre optique C. On de´compose
R en deux rotations particulie`res R2R1.
La premie`re, R1, d’axe ∆ appartenant au plan (C, i, j), modifie la direction de l’axe optique
k. L’axe ∆ et l’angle de rotation sont choisis de telle sorte qu’apre`s la rotation R1, l’axe pointe
dans la direction R(k). Du point de vue de l’image, en conside´rant la came´ra immobile, cette
rotation provoque une de´formation de l’image f que nous qualifierons de “purement” projective.
La seconde rotation, R2, est une rotation autour de l’axe R(k). Apre`s cette seconde rotation, les
axes R1(i) et R1(j) sont transforme´s en R(i) et R(j). La rotation R2 induit une rotation plane
de l’image f de´forme´e par R1. Cette de´composition est repre´sente´e sur la figure (2.4).
Formellement, la rotation R1 de´pend de deux parame`tres, note´s θ et α ; l’angle θ localise
l’axe ∆ dans le plan (C, i, j) et l’angle α est l’angle de rotation autour de ∆. Si on note Rua
la matrice de rotation d’axe u et d’angle a, l’expression de R1 dans le repe`re (C, i, j, k) est la
suivante
R1 = R
k
θR
i
αR
k
−θ
et nous noterons dans la suite la rotation R1 par Rθ,α. La rotation R2 ne de´pend que d’un
parame`tre : son angle de rotation β autour du nouvel axe optique (apre`s la rotation Rθ,α). Dans
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le repe`re (C, i, j, k), l’e´criture de la rotation R2 est la suivante
R2 = Rθ,αR
k
βRθ,−α = R
k
θR
i
αR
k
βR
i
−αR
k
−θ.
PSfrag replacements
C
C
Cc
C ′
c′
i
i
j
j
k
k
R
R(i)
R(i)
R(j)
R(j)
R(k)R(k)
R(k)
R1(i)
R1(j)
R1 R2
α
θ β
∆
Figure 2.4: De´composition d’une rotation de came´ra R en deux rotations R2R1.
En de´finitive, l’expression de la rotation comple`te R dans le repe`re (C, i, j, k) est
R = R2R1 = R
k
θR
i
αR
k
βR
k
−θ.
Cette de´composition est inte´ressante en regard des de´formations ge´ne´re´es par chacune de ses
composantes ; R1 produit d’abord une de´formation “purement” projective de l’image f tandis
que R2 entraˆıne une rotation plane de l’image de´forme´e par R1.
La de´composition de la de´formation ge´ne´re´e par la rotation de la came´ra sur l’image est
illustre´e sur la figure (2.5). L’image de Lena est de´forme´e par une rotation de came´ra parame´tre´e
par θ = 0, α = 0.1 et β = 0.2 (en radians). Cette image correspond bien a` l’image de Lena
de´forme´e par la transformation“purement projective”parame´tre´e par les angles θ = 0 et α = 0.1,
a` laquelle on fait subir une rotation plane d’angle β = 0.2. Les de´formations sont applique´es
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aux images en utilisant une interpolation biline´aire. Cet exemple utilise des valeurs d’angles
supe´rieures a` celles correspondant aux de´formations observe´es entre deux images conse´cutives
dans une se´quence (qui seront pre´cise´es dans le tableau (2.1)), afin de rendre plus e´vidente
l’observation de la de´composition sur les images. Pour cet exemple, nous avons choisi un angle
de vue e´gal a` 137◦, ce qui revient a` prendre une image de taille 5.12×5.12 en unite´s de longueur
focale.
→
↓ ↓
Figure 2.5: Illustration de la de´composition d’une rotation de came´ra. A` gauche, de haut en
bas, l’image de Lena et l’image obtenue par une rotation parame´tre´e par θ = 0, α = 0.1, β = 0.2.
A` droite, de haut en bas, l’image de Lena filme´e par la came´ra apre`s une rotation R1 = Rθ,α
avec θ = 0, α = 0.1 puis cette image apre`s une rotation R2 de parame`tre β = 0.2. L’image
initiale est de taille 5.12 × 5.12 en unite´s de longueur focale.
A` partir des trois angles θ, α et β, on peut exprimer l’axe de la rotation de la came´ra et
l’angle de la rotation. E´crivons pour cela l’expression de la matrice R en fonction de θ, α et β.
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Dans l’e´criture pre´ce´dente de R, on peut permuter Rkβ et R
k
−θ car ces deux rotations ont meˆme
axe donc
R = R1R
k
β = Rθ,αR
k
β.
Les matrices Rθ,α et R
k
β s’e´crivent
Rθ,α =
 cos2 θ + sin2 θ cosα cos θ sin θ(1− cosα) sin θ sinαcos θ sin θ(1− cosα) sin2 θ + cos2 θ cosα − cos θ sinα
− sin θ sinα cos θ sinα cosα
 ,
Rkβ =
cosβ − sinβ 0sinβ cosβ 0
0 0 1
 ,
soit
R =
cosβ − (1− cosα) sin θ sin(θ − β) − sinβ + (1− cosα) sin θ cos(θ − β) sin θ sinαsinβ + (1− cosα) cos θ sin(θ − β) cosβ − (1− cosα) cos θ cos(θ − β) − cos θ sinα
− sinα sin(θ − β) sinα cos(θ − β) cosα
. (2.8)
Comme R−RT = 2 sin a [u]× ou` u est un vecteur directeur unitaire de l’axe de la rotation et a
son angle, on obtient que l’axe de rotation de R est dirige´ suivant le vecteur u, non unitairesinα (cos θ + cos(θ − β))sinα (sin θ + sin(θ − β))
sinβ (1 + cosα)
 .
On a aussi tr(R) = 2 cos a+ 1 ; ainsi, l’angle a de la rotation (a ≥ 0) est e´gal a`
arccos
(
cosα+ cos β + cosα cos β − 1
2
)
ou, comme a est compris entre 0 et pi/2 (pour une rotation de came´ra entre deux acquisitions
conse´cutives d’images),
arcsin
√
1
4
sin2 β (1 + cosα)2 +
1
2
sin2 α(1 + cos β).
Inversement, a` partir d’une matrice de rotation R =
a1 b1 c1a2 b2 c2
a3 b3 c3
, on peut obtenir (θ, α,
β) par
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– si c3 6= 1
α = arccos(c3)
θ =

arctan(−c1/c2) si c2 < 0
arctan(−c1/c2) + pi si c2 > 0
pi/2 si c1 > 0 et c2 = 0
pi/2 si c1 < 0 et c2 = 0
β =

θ + arctan(a3/b3) si b3 > 0
θ + arctan(a3/b3) + pi si b3 < 0
θ + pi/2 si a3 > 0 et b3 = 0
θ − pi/2 si a3 < 0 et b3 = 0,
– si c3 = 1
α = θ = 0
β =

arctan(−a2/a1) si a1 > 0
arctan(−a2/a1) + pi si a1 < 0
pi/2 si a2 > 0 et a1 = 0
pi/2 si a2 < 0 et a1 = 0.
2.3.2 De´composition d’un mouvement complet
Un mouvement de came´ra complet D = (R, t) produit une de´formation projective ϕ sur
l’image f . La matrice associe´e a` ϕ, de´crite dans la formule (2.7) peut maintenant s’e´crire,
Mϕ = RH = Rθ,αRkβH.
Si on note rθ,α l’application “purement” projective associe´e a` Rθ,α et s la similitude associe´e a`
RkβH, on a
g(x, y) = f(ϕ(x, y)) = f(rθ,α ◦ s(x, y)) = (f ◦ rθ,α)(s(x, y)).
La de´formation ϕ de l’image f revient donc a` transformer l’image par l’application projective
rθ,α puis a` appliquer a` cette nouvelle image la similitude s.
Les six parame`tres de´finissant le mouvement d’une came´ra sont alors re´partis comme suit :
deux parame`tres pour la rotation Rθ,α et quatre parame`tres pour la translation t˜ et la rota-
tion Rkβ, soit deux pour l’application “purement” projective et quatre pour la similitude ob-
serve´e sur l’image. On exprime dore´navant un mouvement de came´ra par les six parame`tres
suivants (θ, α, β,A,B,C) ou` (−A,−B,−C) sont les coordonne´es de la translation t˜ dans la base
(R(i), R(j), R(k)). Ces nouvelles notations simplifient l’e´criture de l’application projective ψ,
inverse de ϕ dans le groupe des recalages, et que nous utiliserons plus tard pour le calcul du flot
optique.
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Proposition 2.4 – Dans le cas d’une sce`ne initiale plane et orthogonale a` l’axe optique de
la came´ra, tout mouvement de came´ra D = (R, t) ∈ SE(3) peut s’e´crire D = (θ, α, β,A,B,C)
ou` (θ, α, β) de´finissent la rotation et (A,B,C) =−(〈t/Z0, R(i)〉, 〈t/Z0, R(j)〉, 〈t/Z0, R(k)〉), ou`
Z0 est la profondeur de la sce`ne dans le repe`re associe´ a` la came´ra avant le de´placement.
Dans le cas ou` fc = 1, K et K
′ e´tant les domaines sur lesquels sont de´finies f et g, un point
(x, y) de K est apparie´ a` un point (x′, y′) de K ′ par
(x′, y′) = ψ(x, y) =
(
a1x+ a2y + a3 +A
c1x+ c2y + c3 + C
,
b1x+ b2y + b3 +B
c1x+ c2y + c3 + C
)
. (2.9)
Remarquons que les six parame`tres (θ, α, β,A,B,C) permettent d’acce´der facilement au
mouvement de la came´ra. En effet,
t˜ = −AR(i)−BR(j)− CR(k)
R = Rθ,αR
k
β.
(2.10)
La de´composition de la de´formation ge´ne´re´e par le mouvement de la came´ra est illustre´e
sur la figure (2.6). A` l’image de Lena, on applique la de´formation ge´ne´re´e par un mouvement
de came´ra parame´tre´ par (θ, α, β,A,B,C) = (−pi/2, 0.1,−0.2, 0.5,−0.5,−0.05), les angles e´tant
exprime´s en radians. Cette de´formation revient a` appliquer a` l’image la de´formation “purement”
projective rθ,α avec θ = −pi/2 et α = 0.1, puis la similitude s correspondant a` la rotation d’angle
β = −0.2 suivie de l’homothe´tie-translation de parame`tres (A,B,C) = (0.5,−0.5,−0.05). Ici
encore, le mouvement de came´ra choisi est plus important que celui observe´ entre deux images
conse´cutives d’une se´quence. Comme pour l’illustration de la de´composition de la rotation, on
a choisi l’angle de vue de la came´ra e´gal a` 137◦, ce qui revient a` prendre une image de taille
5.12 × 5.12 en unite´s de longueur focale.
Cette de´composition du mouvement de la came´ra est inte´ressante car elle correspond a`
notre perception des effets du mouvement entre deux images. L’oeil diffe´rencie aise´ment les
de´formations dues a` la modification de la direction de l’axe optique, qui ne pre´servent pas par
exemple les lignes paralle`les de l’image, des effets de la similitude, qui conservent les angles et
les rapports des distances.
2.4 Approximation et de´composition du flot optique
Nous allons maintenant nous inte´resser au flot optique entre deux images conse´cutives dans
une se´quence en fonction des six parame`tres de´finis ci-avant, d’abord dans le cas d’une sce`ne
plane et orthogonale a` l’axe optique avant le de´placement puis dans le cas ge´ne´ral. Auparavant,
nous rappelons le roˆle de la longueur focale dans les expressions des de´formations.
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→
↓ ↓
Figure 2.6: Illustration de la de´composition d’un mouvement complet de came´ra. A` gauche, de
haut en bas, l’image de Lena, et l’image filme´e par la came´ra apre`s un mouvement parame´tre´ par
(θ, α, β,A,B,C) = (−pi/2, 0.1,−0.2, 0.5,−0.5,−0.05). A` droite, de haut en bas, l’image obtenue
apre`s une rotation R1 = Rθ,α avec θ = −pi/2, α = 0.1 puis apre`s l’application de la similitude
de parame`tres (β,A,B,C) = (−0.2, 0.5,−0.5,−0.05). L’image initiale est de taille 5.12 × 5.12
en unite´s de longueur focale.
2.4.1 Roˆle de la longueur focale
Dans ce qui pre´ce`de, nous avons suppose´ la longueur focale fc e´gale a` 1, ce qui revient a` la
conside´rer comme unite´ du repe`re associe´ a` la came´ra (C, i, j, k) et du repe`re de l’image (c, i, j).
Que se passe-t-il si la longueur focale n’est plus e´gale a` 1 ? Soient R et R˜ les plans re´tiniens
situe´s a` des longueurs focales respectives fc = 1 et fc 6= 1 de la came´ra et de repe`res respectifs
(c, i, j) et (c˜, i, j), comme illustre´ sur la figure (2.7). Soit un point de l’espace de coordonne´es
(X,Y,Z) dans (C, i, j, k) et ses projections (x, y) et (x˜, y˜) sur R et R˜. Ces projections sont lie´es
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par 
x˜ = fc
X
Z = fc x
y˜ = fc
Y
Z = fc y.
PSfrag replacements
i
j
k
C
c
c′
eR
R
(X,Y,Z)
(x,y)
(x˜,y˜)
fc
Figure 2.7: Roˆle de la longueur focale.
Conside´rons maintenant un de´placement de la came´ra de rotation
R =
a1 b1 c1a2 b2 c2
a3 b3 c3

et de translation
t =
t1t2
t3
 .
Soit un point de R3, de profondeur Z dans (C, i, j, k), projete´ en (x, y) et (x˜, y˜) sur R et R˜ avant
le de´placement et en (x′, y′) et (x˜′, y˜′) sur R et R˜ apre`s le de´placement. Reprenons l’e´criture de
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l’application projective ψ liant (x′, y′) a` (x, y)
x′ =
a1x+ a2y + a3 − 〈 tZ , R(i)〉
c1x+ c2y + c3 − 〈 tZ , R(k)〉
y′ =
b1x+ b2y + b3 − 〈 tZ , R(j)〉
c1x+ c2y + c3 − 〈 tZ , R(k)〉
.
Comme (x˜, y˜) = (fc x, fc y) et (x˜′, y˜′) = (fc x
′, fc y
′), on obtient
x˜′
fc
=
a1
x˜
fc
+ a2
y˜
fc
+ a3 − 〈 t
Z
,R(i)〉
c1
x˜
fc
+ c2
y˜
fc
+ c3 − 〈 t
Z
,R(k)〉
y˜′
fc
=
b1
x˜
fc
+ b2
y˜
fc
+ b3 − 〈 t
Z
,R(j)〉
c1
x˜
fc
+ c2
y˜
fc
+ c3 − 〈 t
Z
,R(k)〉
.
Ainsi, le choix de la longueur focale e´gale a` 1 ne modifie que l’e´chelle d’observation des images
comme nous l’avions vu dans le chapitre 1 et l’e´chelle des de´formations d’images ge´ne´re´es par
un mouvement de came´ra.
2.4.2 Approximation et de´composition du flot optique
Exprimons maintenant le flot optique, c’est-a`-dire le de´placement des points entre deux
images conse´cutives d’une se´quence, en fonction des valeurs des six parame`tres de´finis pre´ce´-
demment.
The´ore`me 2.3 – Soient D = (R, t) ∈ SE(3), t 6= 0, fc = 1 et K et K ′ les domaines de plus
grande dimension L sur lesquels les images f et g sont de´finies. On suppose la sce`ne plane et
orthogonale a` l’axe optique avant le de´placement : on note D = (θ, α, β,A,B,C). On suppose que
D et Z ve´rifient l’hypothe`se (1), que |α| < 1 et |β| < 1. Soient (x, y) ∈ K et (x′, y′) = ψ(x, y).
Alors, le flot optique au point (x, y) ve´rifie
x′ − x = −Cx+A+ βy + αx(y cos θ − x sin θ)− α sin θ + o(C) + o(α) + o(β)
+o(
√|αA|) + o(√|αC|) + o(√|AC|) + o(√|Cβ|) + o(√|αβ|)
y′ − y = −Cy +B − βx+ αy(y cos θ − x sin θ) + α cos θ + o(C) + o(α) + o(β)
+o(
√|αB|) + o(√|αC|) + o(√|BC|) + o(√|Cβ|) + o(√|αβ|)
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et 
∣∣x′ − x− (−Cx+A+ βy + αx(y cos θ − x sin θ)− α sin θ) ∣∣ ≤ T (Gmax, L, α, β,A,C)∣∣y′ − y − (−Cy +B − βx+ αy(y cos θ − x sin θ) + α cos θ) ∣∣ ≤ T (Gmax, L, α, β,B,C)
avec
T (Gmax, L, α, β,A,C) = Gmax
[
L3 α
2
2 + L
2
(
|Cα|+ |βα|2 + |α|
3
3
)
+L
(
α2
4 (6 + 3|β|+ |C − 1|) + |Aα|+ |βC|2 + β
2
4 +
C2
2 +
|β|3
12
)
+|α|
(
β2
2 + |β|+ |C|+ |αA|2 + 2α
2
3
)
+ |AC|
]
.
De´monstration. Conside´rons un mouvement de came´ra D = (R, t) de´crit par les parame`tres
(θ, α, β,A,B,C). La matrice de rotation s’e´crit
R =
cosβ − (1− cosα) sin θ sin(θ − β) − sinβ + (1− cosα) sin θ cos(θ − β) sin θ sinαsinβ + (1− cosα) cos θ sin(θ − β) cosβ − (1− cosα) cos θ cos(θ − β) − cos θ sinα
− sinα sin(θ − β) sinα cos(θ − β) cosα

=
a1 b1 c1a2 b2 c2
a3 b3 c3
 .
Les coefficients de R ve´rifient, par des de´veloppements limite´s au voisinage de 0 en α et β,
a1 = 1 + ka1 , ka1 = o(β) + o(α) et |ka1 | ≤ β2/2 + α2/2(1 + |β|)
a2 = β + ka2 , ka2 = o(β
2) + o(α) et |ka2 | ≤ β3/6 + α2/2(1 + |β|)
a3 = −α sin θ + ka3 , ka3 = o(α2) + o(
√|αβ|) et |ka3 | ≤ α3/6 + |α|(|β| + β2/2)
b1 = −β + kb1 , kb1 = o(β2) + o(α) et |kb1 | ≤ β3/6 + α2/2(1 + |β|)
b2 = 1 + kb2 , kb2 = o(β) + o(α) et |kb2 | ≤ β2/2 + α2/2(1 + |β|)
b3 = α cos θ + kb3 , kb3 = o(α
2) + o(
√|αβ|) et |kb3 | ≤ α3/6 + |α|(|β| + β2/2)
c1 = α sin θ + kc1 kc1 = o(α
2) et |kc1 | ≤ |α|3/6
c2 = −α cos θ + kc2 kc2 = o(α2) et |kc2 | ≤ |α|3/6
c3 = 1 + kc3 kc3 = o(α) et |kc3 | ≤ |α|2/2.
En utilisant l’expression (x′, y′) = ψ(x, y) donne´e en (2.6), on a
x′ − x = x+ βy − α sin θ +A+ o(α) + o(β) + o(
√|αβ|)
α sin θ x− α cos θ y + 1 +C + o(α) − x
y′ − y = y − βx+ α cos θ +B + o(α) + o(β) + o(
√|αβ|)
α sin θ x− α cos θ y + 1 + C + o(α) − y,
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soit 
x′ − x =
(
x+ βy − α sin θ +A+ o(α) + o(β) + o(√|αβ|))
(1− C − α sin θ x+ α cos θ y + o(α) + o(C))− x
y′ − y =
(
y − βx+ α cos θ +B + o(α) + o(β) + o(√|αβ|))
(1− C − α sin θ x+ α cos θ y + o(α) + o(C))− y,
x′ − x = −Cx+ βy − α sin θ +A− α sin θ x2 + α cos θ xy + o(α) + o(β) + o(C)
+o(
√|αβ|) + o(√|Cβ|) + o(√|Cα|) + o(√|αA|) + o(√|CA|)
y′ − y = −Cy − βx+ α cos θ +B − α sin θ xy + α cos θ y2 + o(α) + o(β) + o(C)
+o(
√|αβ|) + o(√|Cβ|) + o(√|Cα|) + o(√|αB|) + o(√|CB|).
De plus, en utilisant les bornes de |ka1 |, |ka2 |, . . . , |kc3 |, on obtient∣∣x′ − x− (−Cx+ βy − α sin θ +A− α sin θ x2 + α cos θ xy) ∣∣
=
∣∣∣∣∣−c1x2−c2xy+(a1−c3−C)x+a2y+a3+A−(c1x+c2y+c3+C)(A−Cx+βy+α cos θxy−α sin θx2−α sin θ)c1x+c2y+c3+C
∣∣∣∣∣
≤ Gmax
∣∣x2(−c1 + Cc1 + α sin θc3 + α sin θC)− y2βc2+
xy(−c2 + Cc2 − βc1 − α cos θc3 − α cos θC) + x2y(−c1α cos θ + c2α sin θ)+
x3(α sin θc1)− xy2c2α cos θ + x(a1 − c3 − C −Ac1 + c1α sin θ + Cc3 + C2)+
y(a2 −Ac2 + c2α sin θ − βc3 − βC) + a3 +A(1− c3 − C) + α sin θ(c3 + C)
∣∣
Comme (x, y) ∈ [−L/2, L/2]2, on obtient∣∣x′ − x− (−Cx+ βy − α sin θ +A− α sin θ x2 + α cos θ xy) ∣∣
≤ Gmax
[
L3 α
2
2 + L
2
(
|Cα|+ |βα|2 + |α|
3
3
)
+L
(
α2
4 (6 + 3|β| + |C − 1|) + |Aα|+ |βC|2 + β
2
4 +
C2
2 +
|β|3
12
)
+|α|
(
β2
2 + |β|+ |C|+ |αA|2 + 2α
2
3
)
+ |AC|
]
.
De la meˆme fac¸on, on borne
∣∣y′ − y − (−Cy − βx+ α cos θ +B − α sin θ xy + α cos θ y2) ∣∣ en
remplac¸ant A par B. 
Si les parame`tres α, β, A, B, C et L sont suffisamment petits, le flot optique peut donc eˆtre
approche´ par la somme de trois termes inde´pendants
x′ − x ' −Cx+A +βy +αx(y cos θ − x sin θ)− α sin θ
y′ − y ' −Cy +B︸ ︷︷ ︸
(1)
−βx︸︷︷︸
(2)
+αy(y cos θ − x sin θ) + α cos θ︸ ︷︷ ︸
(3)
. (2.11)
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Le premier (1) est duˆ a` la translation de la came´ra, le deuxie`me (2) a` la rotation Rkβ et le
troisie`me (3) a` la rotation Rθ,α. Ces trois termes sont des approximations des flots ge´ne´re´s
respectivement par la translation, la rotation Rkβ et la rotation Rθ,α. Par exemple, le flot ge´ne´re´
par le mouvement de came´ra (θ, α, β,A,B,C) = (0, 0, 0, A,B,C), s’e´crit, a` partir de la formule
(2.9) 
x′ − x = x+A
1 + C
− x = −Cx+A+ o(C)
y′ − y = y +B
1 + C
− y = −Cy +B + o(C).
De meˆme, le flot ge´ne´re´ par le mouvement de came´ra (θ, α, β,A,B,C) = (0, 0, β, 0, 0, 0) est e´gal
a` {
x′ − x = x cos β + y sinβ − x = βy + o(β)
y′ − y = −x sinβ + y cos β − y = −βx+ o(β).
Enfin, le flot ge´ne´re´ par le mouvement de came´ra (θ, α, β,A,B,C) = (θ, α, 0, 0, 0, 0) vaut
x′ − x = (cos
2 θ + sin2 θ cosα)x+ cos θ sin θ(1− cosα)y − sin θ sinα
x sin θ sinα− y cos θ sinα+ cosα − x
y′ − y = cos θ sin θ(1− cosα)x+ (sin
2 θ + cos2 θ cosα)y + cos θ sinα
x sin θ sinα− y cos θ sinα+ cosα − y,
soit 
x′ − x = x− α sin θ + o(α)
1 + xα sin θ − yα cos θ + 1 + o(α) − x
y′ − y = y + α cos θ + o(α)
1 + xα sin θ − yα cos θ + 1 + o(α) − y
d’ou` 
x′ − x = −α sin θ − x2α sin θ + xyα cos θ + o(α)
y′ − y = α cos θ − xyα sin θ + y2α cos θ + o(α).
Si les parame`tres du mouvement et la taille de l’image sont suffisamment petits, le flot optique
ge´ne´re´ par un mouvement de came´ra de parame`tres (θ, α, β,A,B,C) est donc approche´ par la
somme des flots ge´ne´re´s respectivement par la translation de parame`tres (A,B,C), la rotation
Rkβ et la rotation Rθ,α. L’approximation (2.11) du flot optique est a` la base des algorithmes
d’estimation du mouvement de la came´ra pre´sente´s dans le chapitre suivant.
Remarques
– Unite´s focale et pixellique
Nous avons obtenu une approximation du flot optique pour fc = 1. Si l’unite´ choisie pour le
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repe`re de la came´ra et pour celui de l’image n’est plus la longueur focale mais par exemple
un pixel (une unite´ d’image) on a alors
x′ − x
fc
= −C x
fc
+A+ β
y
fc
+ α
x
fc
(− x
fc
sin θ +
y
fc
cos θ)− α sin θ + o(C) + o(α)
+o(β) + o(
√|αA|) + o(√|αC|) + o(√|AC|) + o(√|Cβ|) + o(√|αβ|)
y′ − y
fc
= −C y
fc
+B − β x
fc
+ α
y
fc
(− x
fc
sin θ +
y
fc
cos θ) + α cos θ + o(C) + o(α)
+o(β) + o(
√|αB|) + o(√|αC|) + o(√|BC|) + o(√|Cβ|) + o(√|αβ|).
ce qui e´quivaut a`
x′ − x = −Cx+Afc + βy + α x
fc
(−x sin θ + y cos θ)− fc α sin θ + o(C) + o(α)
+o(β) + o(
√|αA|) + o(√|αC|) + o(√|AC|) + o(√|Cβ|) + o(√|αβ|)
y′ − y = −Cy +B fc − βx+ α y
fc
(−x sin θ + y cos θ) + fc α cos θ + o(C) + o(α)
+o(β) + o(
√|αB|) + o(√|αC|) + o(√|BC|) + o(√|Cβ|) + o(√|αβ|).
Les bornes T (Gmax, L, α, β,A,C) et T (Gmax, L, α, β,B,C) sont alors multiplie´es par fc.
– Valeurs des parame`tres
Comme nous l’avons de´ja` mentionne´, conside´rer deux images successives d’une se´quence
vide´o suppose un mouvement de came´ra entre les deux images tre`s limite´. Ceci implique
des restrictions sur les valeurs possibles pour les six parame`tres de´finis pre´ce´demment,
exception faite pour l’angle θ, qui localise l’axe de la rotation Rθ,α dans le plan (C, i, j).
Le tableau (2.1) donne les intervalles de valeurs des parame`tres, que nous avons obtenus
expe´rimentalement en prenant des images varie´es, auxquelles nous avons applique´ diverses
applications projectives de´finies par les six parame`tres avec un angle de vue infe´rieur ou
e´gal a` 150◦ et une longueur focale e´gale a` 1. Les valeurs retenues permettent de ge´ne´rer
des se´quences visuellement re´alistes, c’est-a`-dire en e´vitant les impressions de saccades
visuelles trop importantes entre images. Mais suivant l’angle de vue choisi, les de´formations
produites par un ensemble de parame`tres sont plus ou moins conse´quentes ; les valeurs
pre´sente´es dans le tableau ge´ne`rent des de´formations acceptables pour une longueur focale
unitaire et pour au moins un angle de vue infe´rieur a` 150◦.
Pour les bornes supe´rieures des valeurs des parame`tres donne´es dans le tableau, et avec
Gmax = 4/3, la constante de majoration T du the´ore`me est e´gale a` 10
−4 (6L3 + 23L2 +
81L + 32). Plus la taille des images est petite (c’est-a`-dire l’angle de vue de la came´ra
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puisqu’on conside`re fc = 1), plus la constante de majoration est faible. Par exemple, dans le
cas d’un mouvement de translation pure, avec A = B = 0.09 et C = 0.03, l’approximation
des composantes du flot optique (2.11) est d’ordre 10−2 voire 10−1 (car A = 0.09) et la
majoration de chaque composante vaut 4.2 10−3 pour L = 1 et 8.4 10−3 pour L = 8. Dans
le cas d’une rotation “purement” projective avec α = 0.01, l’approximation de chaque
composante du flot optique est d’ordre 10−2 et la majoration vaut 3 10−4 pour L = 1 et
5.2 10−3 pour L = 4. Pour L = 8, c’est-a`-dire lorsque x et y sont grands, l’approximation
de chaque composante est d’ordre 10−1 et la majoration vaut 3.6 10−2.
Parame`tre Intervalle de valeurs
θ (radian) ]− pi, pi]
α (radian) [0, 3.10−2]
β (radian) [−5.10−2, 5.10−2]
A,B [−9.10−2, 9.10−2]
C [−3.10−2, 3.10−2]
Tableau 2.1: Valeurs prises par les six parame`tres de´crivant un mouvement de came´ra.
– Action sur l’image des composantes de la de´formation
L’approximation obtenue est quadratique en x et y. Les termes en x2, xy et y2 sont dus a`
la rotation “purement” projective Rθ,α ; ils sont d’autant plus grands que les valeurs de x
et y sont importantes. Par exemple, conside´rons les valeurs des parame`tres donne´es dans
le tableau (2.1) et L ve´rifiant L ≤ 8 (correspondant a` un angle de vue infe´rieur a` 150◦).
Au centre de K, pour x et y d’ordre 10−1, les termes en x2, xy et y2 sont ne´gligeables
devant les autres termes ; l’approximation du flot optique devient donc(
−Cx+A+ βy − α sin θ
−Cy +B − βx+ α cos θ
)
.
Ceci signifie qu’au centre de l’image, la de´formation est essentiellement affine. Plus pre´-
cise´ment, c’est une similitude de parame`tres de translation (A − α sin θ,B + α cos θ), de
rapport d’homothe´tie
√
C2 + β2 et d’angle de rotation arccos
(
− C√
C2+β2
)
sgn(−β).
La figure (2.8) pre´sente un exemple de flot optique observe´ en the´orie entre deux images
conse´cutives dans une se´quence, c’est-a`-dire que les valeurs des six parame`tres (θ, α, β, A,
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B, C) choisies appartiennent aux intervalles donne´s dans le tableau (2.1). Elle illustre la
remarque pre´ce´dente. On a repre´sente´ sur cette figure deux composantes du flot optique,
respectivement ge´ne´re´es par la similitude et la rotation “purement”projective associe´es au
mouvement de came´ra, obtenues par la formule exacte (2.6) et par la formule approche´e
(2.11). On a choisi l’angle de vue de la came´ra e´gal a` 137◦, ce qui e´quivaut a` une image de
taille 5.12 × 5.12 pour une longueur focale unitaire. On observe que la partie centrale de
l’image du flot complet est tre`s similaire a` la partie centrale du flot ge´ne´re´ par la similitude.
De plus, sur le flot ge´ne´re´ par la rotation “purement”projective, plus on s’e´loigne du centre
de l’image, plus la de´formation est prononce´e.
Le the´ore`me suivant traite le cas ge´ne´ral d’une sce`ne filme´e non plane.
The´ore`me 2.4 – Soit D = (R, t) ∈ SE(3), R parame´tre´e par (θ, α, β) avec |α| < 1 et |β| < 1,
fc = 1 et K et K
′ les domaines de plus grande dimension L sur lesquels les images f et g sont
de´finies. Soit Z de´finie sur K donnant les profondeurs des points projete´s sur K, de bornes Zinf
et Zsup. On suppose que D et Z ve´rifient les hypothe`ses (1) et (2). Si(
1
Zinf
− 1
Zsup
)
‖t‖ (L + 1)Gmax ≤ 2ε
alors il existe Z0 > 0 tel que ∀(x, y) ∈ K et (x′, y′) ∈ K ′ apparie´s par la formule (2.1),
∣∣x′− x−(−Cx+A+βy +αx(y cos θ −x sin θ)−α sin θ)∣∣ ≤ T (Gmax, L, α, β,A,C)+ ε∣∣y′− y−(−Cy +B −βx+αy(y cos θ −x sin θ) +α cos θ)∣∣ ≤ T (Gmax, L, α, β,B,C)+ ε,
ou` (A,B,C) = − 1
Z0
(〈t, R(i)〉, 〈t, R(j)〉, 〈t, R(k)〉).
Si le produit de la translation avec les variations des inverses des profondeurs est suffisamment
faible, on peut substituer aux profondeurs Z(x, y) une constante Z0 dans les expressions (2.1),
et ainsi les approcher par la fonction ψ associe´e au mouvement et a` Z0. D’apre`s les valeurs
des parame`tres donne´es dans le tableau (2.1), les composantes du flot optique sont chacune
d’ordre 10−2 ; il est donc ne´cessaire d’avoir une erreur d’approximation lors de la substitution
des profondeurs par une constante, au moins infe´rieure a` 10−2. Si le mouvement est suffisamment
faible, on peut ensuite approcher le flot optique ψ(x, y)− (x, y) par une expression quadratique
en (x, y). Dans la pratique, le mouvement entre deux images conse´cutives e´tant tre`s faible, si
la came´ra est suffisamment e´loigne´e de la sce`ne ou si les profondeurs de la sce`ne varient peu,
l’expression quadratique est une tre`s bonne approximation du flot optique.
2.4.3 Relation entre l’approximation (2.11) du flot et la forme line´aire (1.9)
Dans le chapitre 1, nous avons mentionne´ une formule, donne´e en (1.9), liant le flot optique
a` la vitesse de la came´ra, formule fre´quemment utilise´e pour l’estimation du mouvement de la
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Figure 2.8: A` gauche, sont repre´sente´s les champs de flot optique ge´ne´re´s par les formules
exactes, et a` droite par les formules d’approximation. Sur les trois premie`res lignes, de haut
en bas, les flots sont ge´ne´re´s par le mouvement de came´ra de parame`tres (θ, α, β,A,B,C) =
(−pi/4, 0.01, 0.04, 0.02,−0.01, 0.01), la rotation plane d’angle β = 0.04 suivie de la translation
de vecteur (0.02,−0.01, 0.01) et la rotation Rθ,α avec θ = −pi/4 et α = 0.01. Les images ont e´te´
ge´ne´re´es pour fc = 1 et L = 5.12 et la norme des vecteurs de flot est multiplie´e par 5, afin de
faciliter l’observation.
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came´ra a` partir du flot. Cette formule, line´aire en (v, ω), respectivement vitesses de de´place-
ment et de rotation de la came´ra, est aussi quadratique en (x, y). Comme nous avons obtenu
pre´ce´demment en (2.11) une approximation du flot optique elle aussi quadratique en (x, y), on
s’interroge naturellement sur les liens entre ces deux formules. Notons que l’on a ge´ne´ralise´ le
terme de flot optique au de´placement discret des points d’une image a` l’autre.
La formule (1.9) exprime le flot optique u(x, y, t) au point (x, y) en fonction de la profondeur
Z(x, y) du point projete´, de la vitesse de rotation ω(t) = (ω1(t), ω2(t), ω3(t)) et de celle du
de´placement v(t) = (v1(t), v2(t), v3(t)) de la came´ra
u(x, y, t) =
(
− v1(t)Z(x,y) − ω2(t)
− v2(t)Z(x,y) + ω1(t)
)
+
(
v3(t)
Z(x,y) ω3(t)
−ω3(t) v3(t)Z(x,y)
)(
x
y
)
+
(
−ω2(t) ω1(t) 0
0 −ω2(t) ω1(t)
)x2xy
y2
.
La formule que nous avons obtenue en (2.11) exprime le de´placement (x′ − x, y′ − y) du point
(x, y) entre les deux images. Si on note dt l’intervalle de temps entre les deux acquisitions, alors(
x′ − x
y′ − y
)
= u(x, y, t) dt.
Le flot u(x, y, t) dt s’exprime donc en fonction des six parame`tres du mouvement (θ, α, β, A, B,
C) comme suit
u(x, y, t) dt =
(
A− α sin θ
B + α cos θ
)
+
(
−C β
−β −C
)(
x
y
)
+
(
−α sin θ α cos θ 0
0 −α sin θ α cos θ
)x2xy
y2
 .
Si les deux formules sont cohe´rentes, on doit avoirα cos θα sin θ
β
 =
ω1(t)ω2(t)
ω3(t)
 dt,
et A− α sin θB + α cos θ
C
 = − 1
Z(x, y)
v1(t)v2(t)
v3(t)
 dt+
−ω2(t)ω1(t)
0
 dt,
soit, comme on a conside´re´ la profondeur de la sce`ne constante et e´gale a` Z0 pour obtenir notre
approximation, α cos θα sin θ
β
 =
ω1(t)ω2(t)
ω3(t)
 dt et
AB
C
 = − 1
Z0
v1(t)v2(t)
v3(t)
 dt.
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Pour justifier cette correspondance, nous allons calculer les vitesses ω(t) et v(t) associe´es a`
un mouvement de came´ra parame´tre´ par (θ, α, β,A,B,C).
The´ore`me 2.5 – Soit un mouvement de came´ra D ∈ SE(3). On suppose la sce`ne plane et
orthogonale a` l’axe optique avant le de´placement, de profondeur Z0 dans le repe`re de la came´ra :
on note D = (θ, α, β,A,B,C). Si ω(t) et v(t) sont les vitesses de rotation et translation de la
came´ra, et si dt est l’intervalle de temps entre les deux acquisitions conse´cutives, on a alors
ω(t) dt =
α cos θα sin θ
β
+ (o(α) + o(β) + o(√|αβ|))
11
1

et
v(t)
Z0
dt = −
AB
C
+
o(α) + o(β) + o(
√|αβ|) + o(√|Bβ|) + o(√|Cα|)
o(α) + o(β) + o(
√|αβ|) + o(√|Aβ|) + o(√|Cα|)
o(α) + o(β) + o(
√|αβ|) + o(√|Aα|) + o(√|Bα|)
 .
De´monstration. 1) La vitesse de rotation ω associe´e a` un mouvement de came´ra ne de´pend
que de la rotation. Dans le chapitre 1, nous avons vu que l’on peut associer a` une matrice du
groupe SO(3) un e´le´ment ω de l’alge`bre de Lie correspondante so(3) par
ω =
a
‖u‖ u,
ou` u est un vecteur directeur de l’axe de rotation, non force´ment unitaire, et a l’angle de la
rotation. Cet e´le´ment de l’alge`bre de Lie correspond au de´placement angulaire instantane´ entre
les deux images, soit ω = ω(t) dt. Ici,
u =
sinα (cos θ + cos(θ − β))sinα (sin θ + sin(θ − β))
sinβ (1 + cosα)

et, comme on sait que l’angle de rotation a est tre`s faible (largement infe´rieur a` pi/2 en valeur
absolue) car on conside`re deux images conse´cutives dans une se´quence,
a = arcsin
√
1
4
sin2 β (1 + cosα)2 +
1
2
sin2 α (1 + cos β).
Comme
‖u‖ =
√
sin2 β (1 + cosα)2 + 2 sin2 α (1 + cos β) = 2 sin a,
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on a
a
‖u‖ =
a
2 sin a
=
arcsin
√
1
4 sin
2 β (1 + cosα)2 + 12 sin
2 α (1 + cos β)
2
√
1
4 sin
2 β (1 + cosα)2 + 12 sin
2 α (1 + cos β)
=
1
2
+ o(
√
|α|) + o(
√
|β|).
Par des de´veloppements limite´s au voisinage de 0 en α et β, on obtient
u =
2α cos θ + o(
√|αβ|) + o(β) + o(α2)
2α sin θ + o(
√|αβ|) + o(β) + o(α2)
2β + o(α) + o(β2)

d’ou`
a
‖u‖ u =
α cos θα sin θ
β
+ (o(α) + o(β) + o(√|αβ|))
11
1
 .
2) La vitesse de de´placement v associe´e a` un mouvement de came´ra de´pend a` la fois de la
rotation et de la translation. La formule (1.7) du chapitre 1 donne une expression de la vitesse
v associe´e a` une vitesse de rotation ω et a` une translation de came´ra de vecteur t
v = τ−1(ω) t =
(
I3 − 1
2
[ω]× +
(
1
‖ω‖2 −
sin ‖ω‖
2‖ω‖(1 − cos ‖ω‖)
)
[ω]2×
)
t.
Ici encore, ω et v sont les de´placements angulaires et translationnels entre les deux images, et
correspondent donc respectivement a` ω(t) dt et v(t) dt.
Comme
ω =
α cos θα sin θ
β
+ (o(α) + o(β) + o(√|αβ|))
11
1
 ,
on a
[ω]× =
 0 −β α sin θβ 0 −α cos θ
−α sin θ α cos θ 0
+ (o(α) + o(β) + o(√|αβ|))
0 1 11 0 1
1 1 0
 ,
et
[ω]2× =
(
o(α) + o(β) + o(
√
|αβ|)
)1 1 11 1 1
1 1 1
 .
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Par un de´veloppement limite´ d’ordre 1 en ‖ω‖ au voisinage de 0, on a
1
‖ω‖2 −
sin ‖ω‖
2‖ω‖(1 − cos ‖ω‖) =
2(1− cos ‖ω‖) − ‖ω‖ sin ‖ω‖
2‖ω‖2(1− cos ‖ω‖)
=
2
(
‖ω‖2
2 − ‖ω‖
4
24
)
−‖ω‖
(
‖ω‖− ‖ω‖36
)
+o
(‖ω‖5)
‖ω‖4
=
1
12
+ o (‖ω‖) .
La matrice τ−1(ω) ve´rifie alors,
τ−1(ω) =

1 β2 −α sin θ2
−β2 1 α cos θ2
α sin θ
2 −α cos θ2 1
+
(
o(α) + o(β) + o(
√
|αβ|)
)1 1 11 1 1
1 1 1
 ,
La vitesse v cherche´e est e´gale a` τ−1(ω) t et le vecteur de translation t est donne´ en fonction
des six parame`tres par (2.10)
t = Z0 t˜ = Z0(−AR(i)−BR(j)− CR(k)),
donc, en utilisant l’e´criture de la matrice R en fonction de θ, α et β donne´e en (2.8),
t
Z0
=
−A
 1β
−α sin θ
−B
 −β1
α cos θ
− C
 α sin θ−α cos θ
1

+ (o(α) + o(β) + o(√|αβ|))
11
1
 .
Ainsi, v/Z0 est e´gal a`
v
Z0
=

−A+B β2 − C α sin θ2
−A β2 −B +C α cos θ2
A α sin θ2 −B α cos θ2 − C
+
(
o(α) + o(β) + o(
√|αβ|))
11
1

=
−A−B
−C
+
o(
√|Bβ|) + o(√|Cα|)
o(
√|Aβ|) + o(√|Cα|)
o(
√|Cα|) + o(√|Bα|)
+ (o(α) + o(β) + o(√|αβ|))
11
1
 .

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L’approximation du flot optique obtenue en (2.11) est donc bien cohe´rente avec la formule
(1.9). Dans le chapitre suivant, nous allons utiliser l’approximation (2.11) du flot optique entre
deux images pour estimer les six parame`tres (θ, α, β,A,B,C) du mouvement de la came´ra entre
les deux acquisitions. Cette formule pre´sente l’avantage d’eˆtre d’une part, quadratique en (x, y)
et d’autre part, 1-line´aire en (α cos θ, α sin θ, β,A,B,C).
2.5 Conclusion
Dans le contexte particulier de deux images f et g conse´cutives dans une se´quence filme´e
par une came´ra de longueur focale unitaire, et pour une sce`ne et une translation de came´ra t
ve´rifiant (
1
Zinf
− 1
Zsup
)
‖t‖ (L+ 1)Gmax ≤ 2ε
L e´tant la plus grande dimension des images, on peut approximer l’application liant l’image f
a` l’image g a` ε pre`s, en remplac¸ant les profondeurs par une meˆme constante. Pour une faible
valeur de ε (en pratique strictement infe´rieure a` 10−2) et si la sce`ne est suffisamment e´loigne´e
de la came´ra, ceci permet de mode´liser les de´formations d’images dans le groupe des recalages,
isomorphe au groupe des de´placements de l’espace SE(3). Ensuite, par une de´composition ap-
proprie´e de la rotation de la came´ra, nous e´crivons la de´formation entre deux images conse´cutives
comme une de´formation“purement”projective suivie d’une similitude. Cette de´composition nous
permet d’approcher le flot optique par la somme de termes correspondants a` la similitude d’une
part et a` la de´formation “purement” projective d’autre part. Cette approximation du flot, qua-
dratique en (x, y), est cohe´rente avec la formule mentionne´e dans le chapitre 1, donnant le flot
en fonction des vitesses v et ω de la came´ra et elle aussi quadratique.
Dans le chapitre suivant, nous proposons d’estimer le mouvement de la came´ra en utilisant
l’approximation du flot optique obtenue ici.
Chapitre 3
Estimation d’un mouvement entre
deux images conse´cutives
A` partir de la de´composition d’un mouvement de came´ra pre´sente´e dans le chapitre 2 et de
l’approximation de la de´formation sur l’image qui en de´coule (dans le contexte pre´cise´ dans le
chapitre 2), on propose un algorithme d’estimation du mouvement de la came´ra a` partir de deux
images conse´cutives dans une se´quence.
La me´thode pre´sente´e est directe et estime simultane´ment les six parame`tres du mouvement.
Elle utilise un algorithme d’estimation de mouvements parame´triques 2D, propose´ par Odobez
et Bouthe´my dans [51] et imple´mente´ dans le logiciel Motion2D. L’application de cet algorithme
a` l’estimation du mouvement de came´ra a ne´cessite´ l’ajout d’un mode`le dans le logiciel, mode`le
a` six parame`tres associe´ a` la de´composition des de´formations. Les performances de la me´thode
sont illustre´es a` travers les estimations de mouvement obtenues sur des se´quences synthe´tiques
et re´elles, et quelques utilisations de ces estimations.
3.1 Estimation directe a` partir des images
La me´thode que nous proposons s’applique a` l’estimation du mouvement d’une came´ra entre
deux images conse´cutives dans une se´quence, note´es f et g. Elle est base´e sur l’approximation de
la de´formation entre f et g, obtenue dans le chapitre 2 pour une longueur focale e´gale a` 1, une
plus grande dimension L des domaines rectangulaires K et K ′ sur lesquels f et g sont de´finies,
une sce`ne de profondeurs borne´es par Zinf et Zsup et une translation t de came´ra ve´rifiant(
1
Zinf
− 1
Zsup
)
‖t‖ (L+ 1)Gmax < 2ε
pour une valeur de ε suffisamment faible (ε < 10−2). Pour un mouvement de came´ra parame´tre´
par (θ, α, β,A,B,C), un point (x, y) de l’image f est de´place´ en (x′, y′) dans l’image g et le
de´placement (x′ − x, y′ − y) est approche´ par
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(
A− α sin θ
B + α cos θ
)
+
(
−C β
−β −C
)(
x
y
)
+
(
−α sin θ α cos θ 0
0 −α sin θ α cos θ
)x2xy
y2
 . (3.1)
L’ide´e est d’estimer une de´formation entre les images, afin d’en de´duire le mouvement tridimen-
sionnel de la came´ra. Pour cela, nous allons recourir a` la me´thode d’estimation de mouvement
parame´trique 2D d’Odobez et Bouthe´my, de´crite dans [51]. Ce choix a e´te´ fait apre`s avoir teste´
et compare´ diffe´rentes me´thodes, expose´es a` la fin du chapitre.
3.1.1 Estimation de mouvements parame´triques 2D d’Odobez et Bouthe´my
La me´thode d’Odobez et Bouthe´my permet de de´terminer un mouvement 2D constant, af-
fine ou quadratique entre deux images. C’est une me´thode robuste, multire´solution, qui utilise
seulement les gradients spatio-temporels de l’intensite´. Elle a e´te´ imple´mente´e dans un logiciel
libre appele´ Motion2D, disponible a` l’adresse http://www.irisa.fr/vista/Themes/Logiciel/
Motion-2D/Motion-2D.html.
Le principe est le suivant. Soient deux images f et g conse´cutives dans une se´quence et u(x, y)
le flot optique entre les deux images au point (x, y) de f . Le de´placement u(x, y) est suppose´
parame´trique et note´ uΘ(x, y) ou` Θ repre´sente les parame`tres du de´placement. Plusieurs mode`les
sont propose´s ; nous allons pre´senter ici le plus ge´ne´ral a` 12 parame`tres
uΘ(x, y) =
(
c1
c2
)
+
(
a1 a2
a3 a4
)(
x
y
)
+
(
q1 q2 q3
q4 q5 q6
)x2xy
y2

ou` Θ = (c1, c2, a1, . . . , a4, q1, . . . , q6). Les auteurs conside`rent la diffe´rence associe´e au mode`le de
mouvement parame´trique choisi, au point (x, y)
DFΘ,ξ(x, y) = g((x, y) + uΘ(x, y))− f(x, y) + ξ
ou` uΘ de´pend des parame`tres du mouvement a` de´terminer et ξ est un parame`tre a` estimer,
correspondant a` un e´ventuel changement global d’illumination entre les deux images.
La me´thode classique des moindres carre´s consiste a` minimiser les carre´s des diffe´rences sur
(Θ, ξ) ∑
(x,y)∈S
DFΘ,ξ(x, y)
2
ou` S est le support choisi sur l’image. Mais ce proce´de´ est instable si certaines observations
sont aberrantes vis a` vis du mode`le choisi (ce qui se produit fre´quemment dans les diffe´rences
de niveaux de gris de pixels voisins). C’est pourquoi Odobez et Bouthe´my pre´fe`rent utiliser un
M-estimateur, qui permet d’estimer le mouvement de fac¸on robuste, tout en tole´rant des donne´es
bruite´es ou aberrantes. La fonctionnelle suivante est donc minimise´e sur (Θ, ξ)∑
(x,y)∈S
ρ(DFΘ,ξ(x, y),Λ).
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Le M-estimateur ρ est une fonction paire, admettant un minimum unique en ze´ro et borne´e
par Λ (constante d’e´chelle choisie) pour les grandes valeurs de DFΘ,ξ(x, y). L’utilisation de ρ
ponde`re l’importance de l’observation en chaque pixel en fonction de sa conformite´ au mode`le.
Ceci explique le terme “M-estimateur” : la minimisation de la fonction correspond a` l’estimation
du maximum de vraisemblance si ρ est interpre´te´e comme l’oppose´e de la log-vraisemblance
associe´e au mode`le. Une revue des diffe´rents M-estimateurs utilise´s en vision est pre´sente´e dans
la the`se de Black [6]. La fonction de Tukey est imple´mente´e dans le logiciel Motion2D ; elle est
de´finie par
ρ(t,Λ) =

t2
2 (Λ
4 − Λ2t2 + t43 ) si |t| < Λ,
Λ6
6
sinon
et son graphe est pre´sente´ sur la figure (3.1).
O 1 2
−1−2
10
Figure 3.1: Estimateur de Tukey (pour Λ = 2).
La minimisation est re´alise´e par un sche´ma incre´mental multire´solution. A` chaque pas k,
d’une re´solution a` une re´solution plus fine, on a{
Θ̂k+1 = Θ̂k + ∆Θk
ξ̂k+1 = ξ̂k + ∆ξk
ou` Θ̂k et ξ̂k sont les valeurs estime´es au pas k. Les valeurs ∆Θk et ∆ξk sont de´termine´es comme
suit ; par un de´veloppement limite´ a` l’ordre 1 de DFΘ,ξ(x, y) en (Θ̂k, ξ̂k), on obtient l’expression
r∆Θk,∆ξk(x, y)
r∆Θk,∆ξk(x, y) = DFbΘk,bξk(x, y) +∇g((x, y) + ubΘk(x, y))u∆Θk(x, y) + ∆ξk
ou` ∇g est le gradient spatial de la fonction d’intensite´. A` chaque pas k, on obtient une estimation
de ∆Θk et ∆ξk en minimisant la fonctionnelle∑
(x,y)∈S
ρ (r∆Θk,∆ξk(x, y),Λ) .
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Cette erreur est minimise´e en transformant le proble`me de M-estimation en un proble`me e´qui-
valent des moindres carre´s ponde´re´s et ite´re´s [30]. Pour transformer le proble`me, on e´crit∑
(x,y)∈S
ρ (r∆Θk,∆ξk(x, y),Λ) =
∑
(x,y)∈S
1
2
w(x, y) r2∆Θk ,∆ξk(x, y).
Une condition ne´cessaire a` la minimisation e´tant que la de´rive´e de l’erreur en chaque parame`tre
du mouvement et en ξ soit nulle, on obtient
ρ′(r∆Θk(x,y),∆ξk ,Λ) = w(x, y) r∆Θk ,∆ξk(x, y)
⇒ w(x, y) = ρ
′(r∆Θk ,∆ξk(x, y),Λ)
r∆Θk,∆ξk(x, y)
.
Le proble`me est ainsi devenu un proble`me de moindres carre´s ponde´re´s et ite´re´s, re´solu a` chaque
pas k par l’algorithme de minimisations alterne´es suivant. Au de´part, tous les poids sont initia-
lise´s a` 1.
1. Pour j ∈ N, a` partir de l’erreur rj∆Θk,∆ξk commise au rang j, on calcule
wj(x, y) =
ρ′(rj∆Θk,∆ξk(x, y),Λ)
rj∆Θk,∆ξk(x, y)
2. on minimise par rapport a` ∆Θk,∆ξk par moindres carre´s∑
(x,y)∈S
wj(x, y)
(
rj+1∆Θk,∆ξk(x, y)
)2
3. jusqu’a` atteindre la convergence.
La me´thode des moindres carre´s ponde´re´s et ite´re´s converge toujours, au moins vers un mi-
nimum local, comme l’a montre´ Osborne dans [53]. Odobez et Bouthe´my montrent dans [51]
que les re´sultats expe´rimentaux obtenus par cette me´thode d’estimation multire´solution robuste
(c’est-a`-dire utilisant un estimateur robuste) sont meilleurs que ceux obtenus par une me´thode
multire´solution des moindres carre´s.
3.1.2 Estimation du mouvement de la came´ra
3.1.2.1 Ajout d’un mode`le quadratique
L’imple´mentation de la me´thode d’Odobez et Bouthe´my dans le logiciel Motion2D permet
d’estimer le mouvement bidimensionnel suivant un mode`le choisi parmi trois mode`les constants,
dix affines et cinq quadratiques [65]. Notre approximation du flot optique en fonction du mou-
vement de la came´ra suit un mode`le quadratique a` six parame`tres, qui ne coı¨ncide avec aucun
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des cinq mode`les quadratiques propose´s. Nous avons donc ajoute´ au logiciel un mode`le de flot
adapte´ a` l’estimation du mouvement entre deux images successives
u(x, y) =
(
c1
c2
)
+
(
a1 a2
−a2 a1
)(
x
y
)
+
(
q1 q2 0
0 q1 q2
)x2xy
y2
 .
3.1.2.2 Conversion en mouvement de came´ra
Cas d’une longueur focale unitaire Une fois les six parame`tres (c1, c2, a1, a2, q1, q2)
estime´s, on en de´duit facilement les parame`tres du mouvement (θ, α, β, A, B, C) en identifiant
l’expression de u(x, y) ci-avant avec celle donne´e en (3.1).
θ =

− arctan(q1/q2) si q2 > 0
− arctan(q1/q2) + pi si q2 < 0
pi/2 si q2 = 0 et q1 > 0
−pi/2 si q2 = 0 et q1 ≤ 0
α =
√
q21 + q
2
2
β = a2
A = c1 + α sin θ
B = c2 − α cos θ
C = −a1.
Cas d’une longueur focale non unitaire Nous avons vu dans le chapitre 2 que la longueur
focale agit sur l’e´chelle des de´formations. En remplac¸ant x et y par x/fc et y/fc, on obtient
l’approximation de la de´formation entre les images dans le cas ou` fc est diffe´rente de 1. L’ap-
proximation (3.1) obtenue pour une longueur focale unitaire est alors e´quivalente a`
x′ − x
y′ − y
 '
fc(A− α sin θ)
fc(B + α cos θ)
+
−C β
−β −C

x
y
+
−
α
fc
sin θ αfc cos θ 0
0 − αfc sin θ αfc cos θ

x2xy
y2
 .
En identifiant avec l’expression du de´placement
u(x, y) =
(
c1
c2
)
+
(
a1 a2
−a2 a1
)(
x
y
)
+
(
q1 q2 0
0 q1 q2
)x2xy
y2
 ,
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on obtient 
θ =

− arctan(q1/q2) si q2 > 0
− arctan(q1/q2) + pi si q2 < 0
pi/2 si q2 = 0 et q1 > 0
−pi/2 si q2 = 0 et q1 ≤ 0.
α = fc
√
q21 + q
2
2
β = a2
A = c1/fc + α sin θ
B = c2/fc − α cos θ
C = −a1
ou` A, B et C sont donne´s en unite´s de longueur focale.
Une fois les six parame`tres (θ, α, β,A,B,C) estime´s, on doit pouvoir les convertir en un
mouvement de came´ra D = (R, t). Comme on l’a vu dans le chapitre 2, la translation t˜ et la
rotation R de la came´ra estime´es sont obtenues en fonction des six parame`tres par
t˜ = −AR(i)−BR(j)− CR(k)
R = Rθ,αR
k
β
ou` t˜ est la translation divise´e par la profondeur moyenne Z0 de la sce`ne filme´e.
3.2 Validite´ du mode`le
3.2.1 Pre´cision des estimations obtenues
Afin d’e´valuer quantitativement les performances de notre me´thode, nous allons e´tudier
sa pre´cision et sa robustesse sur des images conse´cutives de films de sce`nes 2D. Lors de la
construction de tels films (de´crite plus en de´tail ci-apre`s), la profondeur des points est consi-
de´re´e constante ; ces donne´es correspondent donc exactement au cadre dans lequel nous avons
propose´ la re´solution du proble`me (car 1Zinf −
1
Zsup
= 0).
Nous avons cre´e´ trois films a` partir d’une image re´elle, pre´sente´e sur la figure (3.2) de taille
384 × 288 et de mouvements de came´ra, c’est-a`-dire d’ensembles de six parame`tres (θ, α, β,
A, B, C), ge´ne´re´s ale´atoirement mais dont les valeurs respectent les ordres de grandeur donne´s
dans le tableau (2.1) du chapitre 2. Nous avons choisi un angle de vue e´gal a` 90◦, soit une
longueur focale e´gale a` 192 pixels. Pour chaque film, nous avons applique´ la de´formation pro-
jective associe´e au premier mouvement de came´ra a` l’image re´elle en utilisant une interpolation
biline´aire ; puis, nous avons compose´ chaque nouveau mouvement avec l’ancien afin de toujours
appliquer la de´formation a` l’image initiale. La premie`re se´quence est simule´e a` partir de mou-
vements quelconques, la deuxie`me uniquement par des rotations et la troisie`me seulement par
des translations. Les images sont de´forme´es en utilisant les formules exactes. Les re´sultats des
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Figure 3.2: Image utilise´e pour cre´er les films tests.
estimations des mouvements sont donne´s dans le tableau (3.1). Afin d’e´viter l’apparition des
bords de l’image initiale, nous avons extrait dans chaque se´quence le centre de l’image de taille
284 × 188.
Erreur Erreur Erreur angle
direction direction de rotation
translation axe de rotation absolue relative
Mouvements
quelconques 9.7◦ 17.3◦ 0.03◦ 2.2%
Translations
pures 4.5◦ - 0.01◦ -
Rotations
pures - 18.2◦ 0.002◦ 0.1%
Tableau 3.1: Re´sultats des estimations du mouvement de la came´ra sur trois se´quences synthe´-
tiques comportant chacune 200 images ; la premie`re est simule´e par des mouvements quelconques,
la deuxie`me et la troisie`me sont simule´es respectivement par des translations et par des rotations
de came´ra. Les erreurs donne´es dans le tableau sont les erreurs moyennes calcule´es sur chaque
se´quence.
Quel que soit le mouvement de la came´ra, les estimations des directions des translations sont
correctes a` quelques degre´s pre`s (en moyenne 10◦ pre`s pour les mouvements quelconques) et celle
des angles de rotation a` quelques centie`mes de degre´s (sachant que l’amplitude des rotations est
de quelques degre´s). L’estimation des axes de rotation est cependant moins pre´cise : a` une ou
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deux dizaines de degre´s pre`s en ge´ne´ral. Ces erreurs s’expliquent par la difficulte´ a` se´parer les
composantes rotationnelle et translationnelle des de´formations. Une modification de la direction
de l’axe optique peut produire un effet sur l’image tre`s proche de celui ge´ne´re´ par une translation.
Par exemple, une rotation autour de l’axe j (c’est-a`-dire l’axe (CY )) engendre une de´formation
tre`s voisine de celle produite par une translation de direction i (axe (CX)). La figure (3.3) illustre
cette ambiguite´. En conse´quence, dans le cas de rotations pures, l’estimation des parame`tres de
Figure 3.3: Images de Lena obtenues, a` gauche apre`s une rotation d’axe j, avec θ = pi/2 et
α = 0.022, a` droite apre`s une translation d’axe i, avec A = 0.03. On a ici suppose´ l’angle de vue
e´gal a` 60◦. Les de´formations observe´es sont tre`s voisines, ce qui rend difficile l’estimation.
la rotation est corrompue par l’estimation d’une translation non nulle. Et inversement, dans le
cas de translations pures, l’estimation de la direction de la translation est alte´re´e par l’estimation
d’une rotation non nulle. Ne´anmoins, les re´sultats d’estimation du mouvement que nous avons
obtenus se´parent les composantes du mouvement, non pas parfaitement mais de fac¸on satis-
faisante, comme le montre notamment l’estimation de l’angle de rotation. En particulier, dans
le cas de mouvements uniquement translationnels ou rotationnels, les parame`tres sont encore
mieux estime´s que dans le cas de mouvements compose´s.
3.2.2 Robustesse au bruit
On cherche ici a` e´valuer la robustesse de la me´thode au bruit. Pour cela, on ajoute aux 200
images de la se´quence ge´ne´re´e pre´ce´demment par des mouvements quelconques de came´ra, des
quantite´s variables de bruit, impulsionnel ou gaussien.
L’ajout de bruit impulsionnel sur une image f de la se´quence consiste a` transformer le niveau
de gris f(x, y) d’un pixel (x, y) de la fac¸on suivante
f(x, y) 7−→
{
f(x, y) si n(x, y) = 0
b(x, y) si n(x, y) = 1
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ou` n est un champ de variables ale´atoires inde´pendantes de Bernoulli de parame`tre p et b
est un champ de variables ale´atoires, inde´pendantes entre elles et des variables du champ n,
uniforme´ment distribue´es sur l’intervalle [min f,max f ]. On affecte au parame`tre p des valeurs
de 0 a` 0.3 ; le bruit touche ainsi de 0 a` 30% des pixels de chaque image.
L’ajout de bruit gaussien correspond a` la transformation suivante
f(x, y) 7−→ f(x, y) + g(x, y),
ou` g est un champ de variables ale´atoires gaussiennes, inde´pendantes et identiquement distri-
bue´es, centre´es et d’e´cart-type σ. Ici, nous avons fait varier le parame`tre σ de 0 a` 50.
La figure (3.4) pre´sente la premie`re image du film ge´ne´re´ pre´ce´demment, a` laquelle on a
applique´ un bruit gaussien d’e´cart-type 50 et un bruit impulsionnel touchant 30% des pixels.
Les re´sultats des erreurs moyennes sur la se´quence bruite´e en fonction de la nature du bruit
Figure 3.4: Illustration de l’ajout de bruit sur l’image initiale utilise´e pour cre´er les films tests.
A` gauche, un bruit gaussien d’e´cart-type 50 est applique´, a` droite un bruit impulsionnel touchant
30% des pixels.
et de son amplitude sont pre´sente´s sur la figure (3.5). Pour les deux types de bruit, les erreurs
d’estimation augmentent peu : elles restent tre`s voisines des erreurs observe´es sans bruit, moins
de 15 degre´s pour la direction de la translation, au plus quelques dixie`mes de degre´s (pour
l’ajout de bruit impulsionnel) pour l’angle de rotation. La me´thode est donc robuste, graˆce a`
l’utilisation du M-estimateur ; elle fournit encore de bons re´sultats meˆme lorsque la quantite´ de
bruit impulsionnel ajoute´ est importante.
3.2.3 Re´sultats sur des se´quences 3D
Nous pre´sentons ici des re´sultats d’estimation du mouvement de la came´ra, obtenus sur des
se´quences 3D re´elles. Pour la plupart des se´quences utilise´es, nous ne connaissons pas la longueur
focale associe´e a` la came´ra ayant filme´ la sce`ne. Suivant les se´quences, nous supposerons l’angle
de vue compris entre 60 et 90◦. Ces choix ne modifient pas ou peu les re´sultats pre´sente´s ; ils
seront cependant discute´s pour chaque se´quence.
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Figure 3.5: Erreurs moyennes d’estimation du mouvement de la came´ra sur la se´quence de 200
images bruite´es. On a ajoute´ a` la se´quence initiale, a` gauche, un bruit impulsionnel touchant de
0 a` 30% des pixels et a` droite, un bruit gaussien d’e´cart-type allant de 0 a` 50.
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3.2.3.1 Se´quence “Soda-can”
Dans cette se´quence, disponible a` l’adresse www.cs.brown.edu/~black/images.html, la ca-
me´ra, en mouvement de translation horizontale, filme une cannette de soda. Deux des 10 images
de la se´quence sont pre´sente´es sur la figure (3.6). Dans le cas d’une translation non nulle, notre
me´thode d’estimation s’applique si les variations de l’inverse de la profondeur sont suffisamment
faibles. Ici, nous ne posse´dons pas d’information sur la structure de la sce`ne mais il apparaˆıt
que celle-ci est constitue´e de deux plans distincts, la cannette et le fond texture´, relie´s par une
table. Il n’est pas certain que la variation de profondeur entre le premier et le dernier plan soit
suffisamment faible pour que la se´quence corresponde au cadre de´fini dans le chapitre pre´ce´dent,
cependant, sans obtenir des re´sultats parfaits, l’estimation du mouvement est correcte.
Figure 3.6: Images 1 et 5 de la se´quence “Soda-can”; la came´ra effectue une translation hori-
zontale.
Les re´sultats obtenus par notre me´thode d’estimation sont pre´sente´s dans le tableau (3.2).
Nous avons suppose´ l’angle de vue e´gal a` 60◦, soit, comme les images sont de taille 201 ×
201, une longueur focale e´gale a` 174 pixels. Entre chaque couple d’images, la direction de la
translation est correctement estime´e a` quelques degre´s pre`s (de 4 a` 7◦) ; l’angle de la rotation
estime´ (qui devrait eˆtre nul) est de l’ordre de l’erreur calcule´e pre´ce´demment sur les se´quences
synthe´tiques. L’estimation du mouvement est stable : les erreurs sont a` peu pre`s constantes
sur la se´quence. Avec une longueur focale diffe´rente, les re´sultats sont le´ge`rement modifie´s :
les erreurs sur l’estimation de la direction de la translation et l’angle de rotation augmentent
respectivement de 2◦ et 0.01◦ pour un angle de vue de 45◦ (soit fc = 242.6 pixels) et diminuent
respectivement de 3◦ et 0.01◦ pour un angle de vue de 90◦ (soit fc = 100.5 pixels).
3.2.3.2 Test d’incrustation
Nous appliquons ici notre me´thode d’estimation du mouvement a` une se´quence re´elle filme´e
dans un bureau. Ici encore, nous ne posse´dons pas d’information sur les profondeurs exactes
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Mouvement Erreur d’estimation Angle de
dans la direction de la translation rotation
1 4.1◦ 0.07◦
2 5.4◦ 0.05◦
3 4.9◦ 0.07◦
4 4.5◦ 0.06◦
5 5.7◦ 0.06◦
6 5.9◦ 0.06◦
7 7.0◦ 0.08◦
8 5.9◦ 0.07◦
9 6.3◦ 0.06◦
Tableau 3.2: Erreur d’estimation de la direction de la translation et de l’angle de rotation
estime´ sur la se´quence “Soda-can”.
de la sce`ne 3D et il n’est pas e´vident que tout couple d’images conse´cutives satisfasse au cadre
de´fini dans le chapitre 2. En particulier, le plafond et les murs late´raux (figure (3.7)) ge´ne`rent des
diffe´rences de profondeur importantes. Mais l’e´loignement de la sce`ne autorise de plus grandes
variations de profondeurs et rapproche du cadre de´fini au de´but du chapitre.
Nous avons applique´ notre me´thode d’estimation du mouvement a` la se´quence en supposant
l’angle de vue e´gal a` 90◦ (ce qui permet de calculer la longueur focale en unite´s de pixels). Comme
nous ne disposons pas de la donne´e du mouvement de la came´ra ayant ge´ne´re´ ce film, nous
allons illustrer la qualite´ de l’estimation du mouvement par un test d’incrustation d’une forme
ge´ome´trique. Nous avons inse´re´ dans une image de la se´quence (sur une zone de l’image a` peu
pre`s plane et orthogonale a` l’axe optique) un rectangle noir, de´forme´ ensuite par les applications
projectives associe´es aux estimations du mouvement. Le rectangle initial est de´forme´ par le
mouvement correspondant a` la composition des mouvements estime´s entre l’image initiale et
l’image dans laquelle il est inse´re´.
Des images extraites de la nouvelle se´quence, contenant l’incrustation du rectangle graˆce
a` l’estimation du mouvement de la came´ra, sont pre´sente´es sur la figure (3.7). Remarquons
qu’il est possible d’effectuer directement l’augmentation sans se pre´occuper de la profondeur
des objets de la sce`ne car les variations relatives de profondeur, dans le repe`res associe´ a` la
came´ra, au niveau de la zone d’insertion, sont faibles. On observe sur les re´sultats obtenus que
l’orientation du rectangle ajoute´, paralle`le lors de son insertion dans la premie`re image a` l’areˆte
entre le plafond et le mur, suit l’orientation de cette areˆte tout au long du film, ce qui illustre
l’e´valuation correcte des rotations de la came´ra. De plus, la position du rectangle, sans eˆtre
parfaitement pre´cise, reste vraisemblable pendant toute la se´quence.
Avec la meˆme technique, on a masque´ le tableau d’affichage du bureau par une affiche de
cine´ma. En de´formant l’affiche avec les mouvements estime´s et en la superposant au film original
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Figure 3.7: En haut : insertion d’un rectangle sur la premie`re image du film. Au-dessous, les
images 10, 20, 30, 40, 55 et 70 de la nouvelle se´quence en utilisant les estimations de mouvement
de la came´ra.
on obtient une se´quence augmente´e, dont quelques images sont pre´sente´es sur la figure (3.8). La
de´formation de l’affiche est re´alise´e par interpolation biline´aire.
Remarque – Le but de cette expe´rience est l’illustration de la bonne estimation du mouvement
de la came´ra et non la re´alisation d’une ve´ritable augmentation de la se´quence, avec un objet
tridimensionnel. La re´alite´ augmente´e est en effet un champ de recherche a` part entie`re, dont le
but est la modification d’un film de fac¸on que l’objet ajoute´ s’inte`gre naturellement a` la se´quence,
comme s’il avait e´te´ pre´sent lors du tournage (voir par exemple [1]).
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Figure 3.8: Disparition du tableau d’affichage au profit d’une affiche de cine´ma. En haut :
l’insertion de l’affiche sur la premie`re image. Au-dessous, les images 10, 20, 30, 40 et 45 de
la nouvelle se´quence obtenue en de´formant l’affiche avec les estimations des mouvements de la
came´ra.
3.3 Temps de calcul
La me´thode mise au point pre´sente l’avantage important d’eˆtre tre`s rapide. Le temps de
calcul de´pend du nombre d’images et des dimensions de celles-ci. Le tableau (3.3) pre´cise les
temps de calculs de la me´thode sur les se´quences propose´es pre´ce´demment. Le processeur utilise´
est un Pentium M a` 1.8 GHz.
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Se´quence Nombre d’images Dimensions Temps de calcul
se´quence synthe´tique 130 284 × 188 7.70 s
se´quence du bureau 100 176 × 144 4.88 s
se´quence “Soda-can” 11 201 × 201 1.16 s
Tableau 3.3: Temps de calcul de la me´thode d’estimation du mouvement de came´ra sur les
se´quences pre´ce´demment utilise´es.
3.4 Application : construction de mosa¨ıques
Comme on suppose que deux images conse´cutives dans une se´quence sont lie´es par une
transformation plane (associe´e a` un mouvement de came´ra), il est possible de recaler les images
les unes sur les autres. On utilise alors la composition des de´formations dans le groupe des
recalages. Nous illustrons notre propos avec le film du bureau pre´sente´ pre´ce´demment.
Le mosa¨ıquage consiste a` choisir deux images dans une se´quence, par exemple In et Ip, avec
n < p. Avec l’estimation du mouvement de la came´ra sur toute la se´quence, on peut calculer le
mouvement entre les instants n et p. En effet, la me´thode fournit les p−n applications projectives
entre les images n et p ; comme elles sont associe´es a` un mouvement de came´ra, on peut composer
les applications dans le groupe des recalages, et obtenir le mouvement de la came´ra entre In et
Ip et par la` l’application projective liant les deux images. En appliquant cette transformation a`
In, on obtient une image contenant une partie commune avec Ip et une partie agrandissant le
champ, qui est juxtapose´e a` Ip. L’image re´sultante correspond a` l’image observe´e au temps p,
mais avec un champ de vision plus large.
Pour illustrer la qualite´ de l’estimation du mouvement de came´ra par notre me´thode, on
utilise les parame`tres estime´s pour construire plusieurs mosaı¨quages. Les figures (3.9) et (3.10)
pre´sentent des panoramas re´alise´s en recalant, sur la premie`re figure, deux images sur une troi-
sie`me et sur la deuxie`me figure, quatre images sur une cinquie`me.
Notons que pour une sce`ne 3D, le mosa¨ıquage n’est the´oriquement possible que si le point de
vue n’est pas modifie´, c’est-a`-dire si la came´ra n’effectue que des rotations et aucune translation,
a` cause des variations de profondeurs et des effets de parallaxe. Entre des images conse´cutives
dans la se´quence, on pouvait supposer ces effets ne´gligeables, car le produit de la norme de
la translation (tre`s limite´e) avec l’amplitude de l’inverse des profondeurs e´tait faible. Cepen-
dant, entre des images e´loigne´es dans la se´quence, une telle hypothe`se n’est plus possible car la
translation est plus importante. De ce fait, sur les panoramas obtenus, on observe des recalages
d’images bien ajuste´s a` certaines profondeurs de la sce`ne, et de´cale´s a` d’autres. Ne´anmoins,
la sce`ne filme´e e´tant suffisamment plane, nous obtenons des vues panoramiques inte´ressantes,
offrant une plus grande perspective de la sce`ne.
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Figure 3.9: En haut, les images 20, 35 et 50 de la se´quence du bureau et au-dessous, la vue
reconstruite du point de vue de l’image 35.
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Figure 3.10: En haut, les images 10, 30, 60, 70 et 80 de la se´quence. En bas, le panorama
construit du point de vue de l’image 60.
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3.5 Limites du cadre d’application
3.5.1 Profondeur de la sce`ne
Nous illustrons ici l’influence des variations relatives des profondeurs de la sce`ne 3D filme´e
sur les re´sultats obtenus par notre me´thode d’estimation de mouvement. Pour une sce`ne tridi-
mensionnelle donne´e, plus la came´ra est e´loigne´e et moins les variations de profondeurs alte`rent
l’estimation car on peut alors plus facilement approximer la sce`ne par un plan orthogonal a` l’axe
optique.
L’influence de la distance de la came´ra a` la sce`ne est illustre´e par l’estimation du mouvement
d’une came´ra sur des se´quences synthe´tiques d’images de sce`nes 3D issues de l’ensemble SOFA
(Sequences for Optical Flow Analysis). C’est un ensemble de se´quences conc¸ues par le groupe
de vision par ordinateur de l’universite´ d’Heriot-Watt pour tester les applications en analyse de
mouvement. Chaque se´quence est fournie avec les parame`tres intrinse`ques et extrinse`ques et le
mouvement de la came´ra. Nous utilisons les se´quences 5 et 6 de cet ensemble ; les mouvements
de la came´ra sont tre`s simples : une translation de direction k pour SOFA5 et une rotation
d’axe k suivie d’une translation de direction k pour SOFA6. La sce`ne filme´e est constitue´e de
quatre cylindres empile´s place´s sur un fond texture´. Les figures (3.11) et (3.12) montrent les
deux premie`res et les deux dernie`res images de chaque se´quence. Le tableau (3.4) pre´cise les
Figure 3.11: En haut, les deux premie`res images de la se´quence SOFA5 et en bas, les deux
dernie`res.
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Figure 3.12: En haut, les deux premie`res images de la se´quence SOFA6 et en bas, les deux
dernie`res.
diffe´rences 1/Zinf−1/Zsup en unite´s de longueur focale au cours des se´quences SOFA5 et SOFA6,
ainsi que la quantite´
(
1
Zinf
− 1Zsup
)
‖t‖ (L+1)Gmax2 . Plus cette quantite´ est faible et plus on se
rapproche du cadre d’application de la me´thode. Comme la came´ra s’approche de la sce`ne, les
diffe´rences augmentent au cours du temps. Notons qu’on a L = 0.83 fc, ce qui e´quivaut a` un
angle de vue e´gal a` 45◦.
1
Zinf
− 1
Zsup
(
1
Zinf
− 1
Zsup
)
‖t‖ (L+ 1)Gmax
2
Image 1 0.0062 0.0076
Image 10 0.0112 0.0137
Image 20 0.0293 0.0357
Tableau 3.4: Variations relatives de l’inverse des profondeurs dans les se´quences SOFA5 et
SOFA6. Les profondeurs Zinf et Zsup sont exprime´es en unite´s de longueur focale dans le repe`re
associe´ a` la came´ra lors de l’acquisition des images. Les quantite´s ‖t‖ et L sont e´galement
exprime´es en unite´s de longueur focale.
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Les tableaux (3.5) et (3.6) fournissent les erreurs d’estimation du mouvement entre des
images conse´cutives, au de´but, au milieu et a` la fin de chaque se´quence. La me´thode utilise´e
pour estimer le mouvement est la meˆme que celle utilise´e pre´ce´demment : on ne suppose aucun
type de mouvement a priori. Tout au long de la se´quence SOFA5, la direction de la translation
Erreur Erreur
direction de angle de
la translation rotation
Entre les
images 1 et 2 0.12◦ 0.0005◦
Entre les
images 10 et 11 0.17◦ 0.0018◦
Entre les
images 19 et 20 0.55◦ 0.019◦
Erreurs
moyennes 0.42◦ 0.014◦
Tableau 3.5: Erreurs d’estimation sur la se´quence SOFA5, comportant 20 images. Le mouve-
ment est constant sur la se´quence : c’est une translation de direction k (la came´ra s’approche de
la sce`ne).
Erreur Erreur Erreur angle
direction de direction axe de rotation
la translation de rotation absolue relative
Entre les
images 1 et 2 0.23◦ 0.001◦ 0.051◦ 2.5%
Entre les
images 10 et 11 0.38◦ 0.491◦ 0.068◦ 3.4%
Entre les
images 19 et 20 0.97◦ 1.08◦ 0.094◦ 4.7%
Erreurs
moyennes 0.39◦ 0.269◦ 0.069◦ 3.4%
Tableau 3.6: Erreurs d’estimation sur la se´quence SOFA6, comportant 20 images. Le mouve-
ment est constant sur la se´quence : une translation de direction k (la came´ra s’approche de la
sce`ne) et une rotation d’axe k et d’angle 2◦.
est tre`s bien estime´e, beaucoup mieux que sur les se´quences synthe´tiques du paragraphe 3.2.1.
Ceci est imputable a` la simplicite´ du mouvement et en particulier a` la fixite´ de l’axe optique. On
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observe cependant que lorsqu’on se rapproche de la sce`ne, l’erreur d’estimation de la translation
augmente le´ge`rement, et avec elle l’angle de la rotation estime´e (qui devrait eˆtre nul). Sur la
se´quence SOFA6, la direction de la translation est toujours tre`s bien estime´e ; en revanche, les
erreurs sur l’estimation de la direction de l’axe de rotation et de l’angle de la rotation augmentent
significativement a` mesure que la came´ra se rapproche des cylindres.
Bien que les erreurs augmentent lorsqu’on se rapproche de la sce`ne (car on s’e´loigne du
contexte dans lequel nous avons travaille´), la me´thode mise au point permet de conclure pour
des mouvements simples (notamment lorsque l’axe optique est fixe) meˆme dans des cas sortant
du cadre d’application.
3.5.2 Objet en mouvement dans la sce`ne
La me´thode d’estimation propose´e s’applique au cas d’une came´ra en mouvement dans un
environnement statique. Ne´anmoins, si un objet a un mouvement propre dans la sce`ne, et si sa
taille est limite´e relativement a` celle de l’image, le mouvement de la came´ra peut eˆtre correcte-
ment estime´. Ceci est rendu possible par la globalite´ de la me´thode : les informations en tous
les points des images sont prises en compte lors de la minimisation via le M-estimateur.
La robustesse de la me´thode au mouvement propre d’un objet est illustre´e dans le tableau
(3.7). Nous avons estime´ le mouvement de la came´ra sur la se´quence“Street”disponible a` l’adresse
www.cs.otago.ac.nz/research/vision/Research/OpticalFlow/opticalflow.html.Dans cet-
te se´quence, la came´ra a un mouvement de rotation autour de l’axe i (soit (CX)) et suit une
voiture en mouvement. Deux images issues du film sont pre´sente´es sur la figure (3.13). On sup-
Figure 3.13: Images 5 et 15 issues de la se´quence “Street”. La se´quence comporte 20 images de
dimensions 200×200. Les mouvements observe´s sur les images ont deux sources : le mouvement
propre de la voiture et le mouvement de la came´ra (qui effectue une rotation d’axe i).
pose l’angle de vue e´gal a` 60◦. Le tableau (3.7) pre´sente l’erreur d’estimation relative a` l’axe
de la rotation ainsi que l’angle de rotation entre chaque couple d’images. L’angle de rotation
est d’ordre 0.2, valeur significativement supe´rieure a` l’erreur moyenne calcule´e sur la se´quence
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synthe´tique dans le tableau (3.1), ce qui permet de conside´rer la rotation comme significative.
L’axe de la rotation estime´ est l’axe i a` quelques degre´s pre`s (de 1 a` 4). L’estimation de l’axe de
rotation est donc correcte et stable ; notre me´thode s’applique malgre´ l’objet en mouvement. Ceci
est rendu possible par la taille limite´e de la voiture qui occupe une surface maximale d’environ
5% de chaque image.
Avec des longueurs focales diffe´rentes, les re´sultats sont tre`s proches ; l’erreur sur la direction
de l’axe de rotation diminue de 0.3◦ en moyenne pour un angle de vue e´gal a` 90◦ et augmente de
0.1◦ pour un angle de vue de 45◦. Quant a` l’angle de rotation estime´, il est d’ordre 0.1◦ et 0.3◦,
respectivement pour un angle de vue e´gal a` 90◦ et 45◦. Ceci n’est pas surprenant car l’angle de
rotation autour de i vaut α = fc
√
q21 + q
2
2 : la valeur de l’angle estime´ augmente donc avec la
valeur de la longueur focale.
3.6 Autres me´thodes
L’objectif de l’e´tude propose´e dans ce chapitre e´tait d’utiliser l’approximation quadratique
de la de´formation ψ pour estimer un mouvement de came´ra, sur des se´quences synthe´tiques
et re´elles. Nous avons e´tudie´ et teste´ diffe´rentes me´thodes base´es sur l’approximation de la
de´formation entre deux images conse´cutives avant de choisir la me´thode que nous avons pre´sente´e
ci-avant. Ici, nous en de´crivons deux que, pour des raisons explicite´es ci-apre`s, nous n’avons pas
retenues.
3.6.1 Re´gression multiline´aire sur le flot optique
L’ide´e est ici d’utiliser l’approximation quadratique des de´formations, non plus directement
sur le contenu des images f et g mais sur le flot optique entre ces images. Cette me´thode ne´cessite
donc le calcul du flot optique, effectue´ par la me´thode de Weickert et Schno¨rr [74].
Une fois que l’on dispose du flot optique, il est assez naturel de vouloir obtenir les esti-
mateurs des moindres carre´s des parame`tres a` partir de l’approximation du flot, line´aire en
(β,A,B,C, α cos θ, α sin θ). Soit u(x, y) le vecteur de flot calcule´ au point (x, y). En posant
µ = α cos θ et ν = α sin θ, on a l’approximation suivante,
u(x, y) =
(
u1(x, y)
u2(x, y)
)
'
(
−Cx+A+ βy + µxy − ν(x2 + 1)
−Cy +B − βx+ µ(y2 + 1)− νxy
)
.
Afin d’utiliser toute l’information disponible, on minimise l’erreur quadratique
E(β,A,B,C, µ, ν) =
∑
(x,y)∈f
[ (
u1(x, y)− (−Cx+A+ βy + µxy − ν(x2 + 1))
)2
+
(
u2(x, y)− (−Cy +B − βx+ µ(y2 + 1)− νxy)
)2 ]
.
Pour cela, on effectue une re´gression multiline´aire sur les parame`tres β, A, B, C, µ et ν. En
de´rivant E en les six parame`tres et en mettant les de´rive´es a` 0, on obtient un syste`me de six
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Mouvement Erreur direction axe Angle de
de rotation rotation
1 2.9◦ 0.20◦
2 3.1◦ 0.20◦
3 2.7◦ 0.21◦
4 0.8◦ 0.20◦
5 2.8◦ 0.21◦
6 2.7◦ 0.21◦
7 0.9◦ 0.21◦
8 2.9◦ 0.20◦
9 2.9◦ 0.20◦
10 3.6◦ 0.20◦
11 2.9◦ 0.20◦
12 0.6◦ 0.21◦
13 3.2◦ 0.20◦
14 2.7◦ 0.21◦
15 2.9◦ 0.20◦
16 1.4◦ 0.19◦
17 3.2◦ 0.18◦
18 3.1◦ 0.21◦
19 2.8◦ 0.21◦
Moyenne 2.5◦ 0.20◦
Tableau 3.7: Erreur d’estimation sur la direction de l’axe de rotation et angle de rotation
estime´ sur la se´quence “Street” de 20 images.
e´quations a` six inconnues. La re´solution du syste`me conduit a` des formules ferme´es pour les
estimateurs des six parame`tres.
Le calcul du flot optique est assez couˆteux en temps de calcul. Mais une fois le flot optique
estime´, cette me´thode a l’avantage d’eˆtre tre`s rapide. Elle donne de tre`s bons re´sultats sur
des flots optiques synthe´tiques. Comme toute me´thode de re´gression, elle est robuste a` l’ajout
de bruit gaussien sur les composantes du flot et plus sensible a` l’ajout de bruit impulsionnel.
Malheureusement, sur des se´quences re´elles, l’estimation du flot optique sur l’image entie`re
pre´sente trop de valeurs aberrantes pour que la me´thode fournisse de bons re´sultats. Sur des
se´quences re´elles et avec un flot optique estime´, la me´thode utilisant directement le contenu des
images donne de bien meilleurs re´sultats.
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3.6.2 Estimation de la similitude et raffinement
Nous avons pre´sente´ une variante de cette me´thode dans [37]. Rappelons l’approximation du
flot optique exprime´e en pixels sur l’image, pour un mouvement de came´ra petit, un angle de
vue infe´rieur a` 150◦ et une amplitude des variations des inverses des profondeurs de la sce`ne
limite´e
(
x′ − x
y′ − y
)
'
fc
(
A− α sin θ
B + α cos θ
)
+
(
−C β
−β −C
)(
x
y
)
+
1
fc
(
−α sin θ α cos θ 0
0 −α sin θ α cos θ
)x2xy
y2
 .
Compte-tenu des valeurs prises par les six parame`tres (chapitre 2, tableau 2.1), le centre de
l’image f , correspondant a` des valeurs de x et y d’ordre 1 ou 10, est principalement de´forme´ par
la composante affine de l’approximation tandis que la composante quadratique n’intervient que
lorsque l’un des termes xy, x2 ou y2 est au moins d’ordre 103. Cette remarque est a` la base de
la me´thode pre´sente´e ici. L’estimation est re´alise´e en deux temps : les quatre parame`tres de la
de´formation affine d’abord (qui est en fait une similitude) puis les deux parame`tres θ et α de la
rotation “purement” projective.
La premie`re estimation est effectue´e a` partir des centres des images f et g, principalement
de´forme´s par la similitude de parame`tres de translation fc(A− α sin θ), fc(B + α cos θ), de rap-
port d’homothe´tie
√
β2 +C2 et d’angle de rotation arccos
(
− C√
C2+β2
)
sgn(−β). Nous avons
expe´rimente´ deux techniques d’estimation de similitude. L’algorithme de Pascal Monasse, de´crit
dans [12, 48] consiste a` apparier les ensembles de niveau des images extraites puis a` faire voter
chaque appariement pour une similitude. Les ensembles de niveau (plus exactement, les compo-
santes connexes des ensembles de niveau dont les “trous” ont e´te´ remplis) sont apparie´s a` partir
de vecteurs caracte´ristiques dont les composantes sont invariantes par similitude. Ces compo-
santes sont construites en pratique a` partir des moments d’ordre 0 a` 3 des ensembles de niveau.
La similitude estime´e est celle ayant rec¸u le plus grand nombre de votes. La deuxie`me technique
expe´rimente´e est la me´thode d’Odobez et Bouthe´my avec le mode`le a` 4 parame`tres adapte´ a`
l’estimation d’homothe´tie translation et de rotation plane. Les re´sultats des deux me´thodes sont
comparables mais le couˆt de calcul de l’appariement des ensembles de niveau est nettement plus
e´leve´ que celui du logiciel Motion2D ; c’est pourquoi on choisit cette deuxie`me solution.
La deuxie`me e´tape consiste a` estimer les parame`tres θ et α de la rotation Rθ,α. On estime ces
deux angles a` partir du flot optique V mesure´ entre les images f et g. On re´e´crit l’approximation
du flot V ,
V (x, y) ' Vs(x, y) + Vp(x, y)
ou` Vs est le flot ge´ne´re´ par la similitude et Vp correspond a` la composante quadratique de
l’approximation. A` ce stade de l’algorithme, on connaˆıt une estimation des parame`tres de la
similitude sˆ et on peut donc calculer le flot optique Vsˆ ge´ne´re´ par celle-ci. On en de´duit que
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la diffe´rence des flots V − Vsˆ est due a` la composante quadratique Vp. On note cette diffe´rence
V −Vsˆ = Vpˆ =
(
V 1pˆ , V
2
pˆ
)
. Comme Vp(x, y) est line´aire en (α sin θ/fc, α cos θ/fc), on peut estimer
par re´gression line´aire les parame`tres µ = α cos θ/fc et ν = α sin θ/fc en minimisant∑
(x,y)∈f
[ (
V 1pˆ (x, y)− (−νx2 + µxy)
)2
+
(
V 2pˆ (x, y)− (−νxy + µy2)
)2 ]
.
Cette e´tape peut eˆtre interpre´te´e comme le raffinement de l’estimation, permettant d’ajuster la
de´formation aux bords de l’image. En effet, la de´formation au centre de l’image est de´ja` globale-
ment estime´e par la similitude. La de´termination de α et θ ajuste le “recalage” en pe´riphe´rie de
l’image f sur l’image g donne´e. A` partir des estimations de µ, ν, des parame`tres de la similitude
et de la connaissance de la longueur focale, on de´duit le mouvement de la came´ra estime´.
Cette me´thode est une hybride des deux autres me´thodes pre´sente´es, utilisant la technique
d’estimation d’Odobez et Bouthe´my sur le contenu des images pour estimer la similitude d’une
part, mettant en oeuvre une re´gression line´aire sur le flot optique d’autre part. Les re´sultats
obtenus par cette me´thode sont nettement moins bons que ceux fournis par la me´thode retenue
(tableau 3.8), du fait du biais introduit par la succession d’estimations des parame`tres et de
l’utilisation du flot optique qui, s’il est calcule´ sur la se´quence, pre´sente un bruit important.
De plus, l’e´tape de calcul du flot optique, par la me´thode de Weickert et Schno¨rr par exemple,
allonge conside´rablement le temps de calcul global de la me´thode.
Dans la litte´rature, Irani, Rousso et Peleg ont une approche comparable dans [36]. Ils es-
timent un mouvement 2D entre deux images et utilisent le flot re´siduel pour en de´duire une
partie du mouvement de la came´ra. Plus pre´cise´ment, ils de´tectent d’abord une re´gion plane de
l’image puis, avec le flot optique calcule´, estiment le mouvement parame´trique 2D de la re´gion,
suivant le mode`le quadratique associe´ a` la forme biline´aire (1.9). Un nouveau flot est alors cal-
cule´ en soustrayant au flot optique initial le flot ge´ne´re´ par le mouvement 2D. La composante
rotationnelle est absente de ce flot re´siduel car la rotation agit sur les points des images inde´pen-
damment des profondeurs des points 3D projete´s. Les vecteurs du flot re´siduel sont donc dirige´s
vers ou envers le foyer d’expansion, ce qui permet de de´duire la direction de la translation. La
rotation est ensuite calcule´e a` partir des parame`tres du mouvement 2D estime´ de la re´gion et
de la translation.
3.6.3 Comparaison avec la me´thode retenue
Le tableau (3.8) pre´sente les estimations des mouvements de came´ra sur le film de´ja` utilise´
dans la partie 3.2.1. Nous avons cre´e´ ce film en de´formant une image a` partir de mouvements
ale´atoires, c’est-a`-dire d’ensembles de six parame`tres ve´rifiant les ordres de grandeur donne´s dans
le tableau (2.1). L’angle de vue est e´gal a` 90◦. Les erreurs moyennes d’estimation du mouvement
sur les 200 images par les trois me´thodes sont donne´es.
La me´thode de re´gression line´aire sur le flot optique the´orique fournit les meilleurs re´sultats ;
cependant, on dispose rarement de cette donne´e (on en dispose si l’on connaˆıt de´ja` le mouvement
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Erreur Erreur Erreur angle
direction de direction axe de rotation
la translation de rotation absolue relative
Re´gression line´aire
sur le flot optique 8.2◦ 20◦ 0.001◦ 0.09%
the´orique
Re´gression line´aire
sur le flot optique 56.4◦ 59.5◦ 1.47◦ 96.7%
calcule´ par W. et S.
Estimation de
similitude et 14.5◦ 27.1◦ 0.07◦ 4.6%
raffinement
Me´thode retenue 9.7◦ 17.3◦ 0.03◦ 2.2%
Tableau 3.8: Re´sultats des estimations du mouvement de la came´ra sur la se´quence synthe´tique
comportant 200 images par la me´thode de re´gression line´aire sur le flot optique the´orique, puis sur
le flot estime´ par la me´thode de Weickert et Schno¨rr, par la me´thode estimant une similitude puis
les parame`tres de la rotation “purement” projective et enfin par la me´thode retenue (estimation
directe a` partir des images par la me´thode d’Odobez et Bouthe´my). Les erreurs donne´es dans le
tableau sont les erreurs moyennes calcule´es sur les 199 estimations.
de la came´ra !). Les re´sultats obtenus par cette meˆme me´thode sur le flot optique calcule´ par
la me´thode de Weickert et Schno¨rr sur la se´quence, sont beaucoup trop impre´cis pour eˆtre
utilisables. En particulier, l’erreur sur l’angle de rotation est tre`s importante ; ceci est duˆ au calcul
des vecteurs de flot, de norme tre`s infe´rieure a` celle du de´placement re´el. On obtient de meilleurs
re´sultats avec la me´thode estimant la similitude puis les parame`tres θ et α ; ils sont cependant
moins pre´cis que ceux donne´s par la me´thode d’Odobez et Bouthe´my applique´e directement
sur les images et estimant les parame`tres de l’approximation quadratique des de´placements des
points.
Nous avons donc retenu cette dernie`re me´thode pour l’estimation du mouvement d’une ca-
me´ra, car non seulement elle donne de meilleurs re´sultats que les deux autres mais elle est aussi
plus rapide. En effet, c’est une me´thode directe qui ne ne´cessite ni le calcul du flot optique
ni la mise en correspondance des points, ce qui limite le couˆt global de calcul ; a` cet avantage
s’ajoute l’imple´mentation par un sche´ma multire´solution qui augmente la vitesse d’exe´cution. De
plus, nous avons vu qu’elle fournissait de bons re´sultats sur les donne´es bruite´es car elle utilise
des estimateurs robustes. Enfin, les re´sultats obtenus sont bons, aussi bien sur des se´quences
synthe´tiques que sur des se´quences re´elles.
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3.7 Conclusion
Dans ce chapitre, nous avons propose´ une me´thode d’estimation d’un mouvement de came´ra
entre deux images conse´cutives d’une se´quence, dans le cas ou`, t e´tant la translation de la came´ra,
Z la profondeur de la sce`ne et L la plus grande dimension des images, exprime´es en unite´s de
longueur focale, (
1
Zinf
− 1
Zsup
)
‖t‖ (L+ 1)Gmax < 2ε
pour ε < 10−2. La de´termination du mouvement est base´e sur le de´veloppement quadratique en
(x, y) de la de´formation entre deux images obtenu dans le chapitre pre´ce´dent. En composant les
de´formations estime´es dans le groupe des recalages, on acce`de au mouvement entre des images
e´loigne´es dans la se´quence, ce qui nous a permis de pre´senter des re´sultats de mosaı¨quage dans
ce chapitre. Au prix d’un cadre d’application en the´orie assez restrictif, la me´thode propose´e
est tre`s rapide et robuste, graˆce a` l’utilisation du logiciel Motion2D, adapte´ a` notre mode`le a`
six parame`tres. Pour que la me´thode s’applique, il faut the´oriquement que la sce`ne filme´e soit
plane et orthogonale a` l’axe optique mais en pratique, si la condition donne´e sur Z, L et t
donne´e ci-avant est ve´rifie´e, le mouvement est bien estime´. La borne supe´rieure 10−2 peut meˆme
eˆtre le´ge`rement de´passe´e car comme la me´thode est globale, les diffe´rences de profondeurs se
compensent.
Cette me´thode pre´sente les avantages inhe´rents aux me´thodes directes : elle ne ne´cessite ni
calcul de flot optique ni appariement de points pre´alablement a` son application et elle utilise
l’information en tous les points des deux images conside´re´es ; graˆce a` cette globalite´, la me´-
thode est robuste a` la pre´sence d’un objet en mouvement propre dans la sce`ne (de taille limite´e
relativement aux dimensions des images). Compare´e a` d’autres me´thodes directes, elle estime
simultane´ment et rapidement tous les parame`tres du mouvement de la came´ra.
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Chapitre 4
Estimation ite´rative des profondeurs
et du mouvement de la came´ra
Nous utilisons l’estimation du mouvement d’une came´ra pre´sente´e dans le chapitre pre´ce´-
dent pour obtenir une carte des profondeurs de la sce`ne filme´e. Pour cela, nous appliquons un
algorithme probabiliste, appele´ Belief Propagation, de´ja` utilise´ en ste´re´ovision sur des images
rectifie´es. Ici, la Belief Propagation est mise en oeuvre directement, sans rectification, a` partir
de deux images conse´cutives d’une se´quence sur laquelle on a estime´ le mouvement de la came´ra.
Ce mouvement estime´ sert d’initialisation a` la carte des profondeurs de la sce`ne, fournissant en
chaque pixel une distribution de probabilite´ sur les profondeurs relatives du point projete´ en
ce pixel. A` partir des profondeurs estime´es, on de´termine le mouvement de la came´ra sur des
zones de profondeurs voisines, ce qui conduit a` une estimation plus pre´cise. Ce proce´de´ ite´ratif
permet d’e´tendre le cadre d’estimation de´fini dans le chapitre pre´ce´dent, c’est-a`-dire d’estimer
le mouvement meˆme si les variations de profondeurs sont importantes.
4.1 Pre´sentation de l’algorithme de Belief Propagation
La me´thode appele´e Belief Propagation par Pearl dans [55], est une me´thode ge´ne´rale per-
mettant de re´soudre des proble`mes d’infe´rence dans des domaines aussi varie´s que la physique
statistique, l’intelligence artificielle, le de´codage des codes correcteurs d’erreurs, la vision par
ordinateur... Elle a e´te´ de´couverte se´pare´ment dans les diffe´rents domaines sous les noms d’algo-
rithme de Viterbi, algorithme de de´codage ite´ratif pour les codes de Gallager et les turbocodes,
approche par matrice de transfert en physique... et algorithme de Belief Propagation de Pearl
pour les re´seaux baye´siens. Cette technique de re´solution s’applique de`s que le proble`me peut
eˆtre repre´sente´ par un mode`le graphique, c’est-a`-dire un ensemble de noeuds ayant des relations
entre eux ; l’e´tat le plus probable de ces noeuds est alors recherche´.
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4.1.1 Mode´lisation markovienne d’une image
L’image est constitue´e d’un ensemble fini S de sites s, correspondant aux pixels. A` chaque
site, est associe´ un descripteur, qui peut eˆtre un niveau de gris, un label dans le cas d’une image
segmente´e ou une donne´e plus complexe. L’ide´e sous-jacente de la mode´lisation probabiliste de
l’image est que le descripteur d’un site n’est pas significatif en lui-meˆme mais dans ses interactions
avec les descripteurs des sites voisins. C’est pourquoi on associe a` un ensemble de sites un syste`me
de voisinage.
De´finition 4.1 – Un syste`me de voisinage Γ sur un ensemble de sites S est une collection
de sous-ensembles (Γs)s∈S de S ve´rifiant
– s /∈ Γs
– t ∈ Γs ⇒ s ∈ Γt.
Les syste`mes de voisinage les plus souvent utilise´s sont la 4-connexite´ et la 8-connexite´ : un
site a alors 4 ou 8 voisins, comme illustre´ sur les figures (4.1) et (4.2). A` partir d’un syste`me
de voisinage, on de´duit un syste`me de cliques. Une clique est soit un singleton de S, soit un
ensemble de sites tous voisins entre eux.
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Figure 4.1: Le syste`me de voisinage induit par la 4-connexite´ et les trois types de cliques
associe´es.
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Figure 4.2: Le syste`me de voisinage induit par la 8-connexite´ et les dix types de cliques asso-
cie´es.
Les interactions locales entre sites voisins s’expriment sous la forme de potentiels de clique.
L’e´nergie globale U de l’image est la somme des e´nergies de l’ensemble C des cliques de l’image
U =
∑
c∈C
Uc
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et l’e´nergie en un site s est la somme des e´nergies des cliques auquelles le site appartient
Us =
∑
c∈C tq s∈c
Uc.
Pour de´finir les champs de Markov, on conside`re une image x comme la re´alisation d’un champ
ale´atoire X. On note X = {Xs, s ∈ S} le champ ale´atoire, x = {xs, s ∈ S} une re´alisation et E
l’ensemble des valeurs prises par les variables ale´atoires Xs. Ainsi, P (Xs = xs) est la probabilite´
que la valeur du descripteur au site s soit xs et P (X = x) est la probabilite´ d’observer l’image
x. Le lien entre le descripteur en un site s et le reste de l’image est mesure´ par la probabilite´
conditionnelle
P (Xs = xs|Xs = xs) ou` Xs = {Xt, t ∈ S, t 6= s}.
De´finition 4.2 – Soit un syste`me de voisinage Γ. Un champ ale´atoire X de taille N est un
champ de Markov pour le voisinage Γ si et seulement si
∀xs ∈ E, P (Xs = xs|Xs = xs) = P (Xs = xs|Xt = xt, t ∈ Γs)
∀x ∈ EN , P (X = x) > 0.
Ainsi, un champ ale´atoire X est un champ de Markov pour un voisinage Γ si aucune confi-
guration n’est interdite et si la probabilite´ conditionnelle locale en un site n’est fonction que
de la configuration du voisinage du site conside´re´. Sur des domaines borne´s, tous les champs
ale´atoires sont e´videmment markoviens pour un voisinage suffisamment grand. Mais l’inte´reˆt de
cette mode´lisation tient justement aux champs de Markov associe´s a` des voisinages restreints,
permettant de re´aliser des calculs rapides ; la plupart des images naturelles ou texture´es ve´rifient
l’hypothe`se markovienne pour des voisinages tels que la 4 ou la 8-connexite´.
Les champs de Markov associe´s au syste`me de voisinage de la 4-connexite´ sont appele´s champs
de Markov d’ordre 1. Ils fournissent des mode`les the´oriques particulie`rement inte´ressants pour
certains proble`mes de vision par ordinateur [20]. Dans ces proble`mes, on veut le plus souvent
infe´rer une re´alisation cache´e d’un champ de Markov.
4.1.2 Proble`me d’infe´rence dans un cadre baye´sien
Les proble`mes d’infe´rence sont pose´s en ces termes : on dispose d’une observation y sur un
ensemble de sites S. On note y = {ys, s ∈ S} l’image observe´e et on souhaite de´terminer une
image inconnue x = {xs, s ∈ S}. L’image x est conside´re´e comme la re´alisation d’un champ
ale´atoire X et l’image y celle d’un champ ale´atoire Y. Le champ Y de´pend de X a` travers une
probabilite´ conditionnelle connue P (Y = y|X = x).
La restauration baye´sienne de l’image x est base´e sur la probabilite´ a posteriori
P (X = x|Y = y) ∝ P (X = x)P (Y = y|X = x).
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L’estimateur xˆ maximisant cette probabilite´ est appele´ estimateur du maximum a posteriori
(MAP). Deux hypothe`ses sont classiquement ajoute´es ; d’une part, le champ X est suppose´ mar-
kovien pour un syste`me de voisinage Γ (le plus souvent la 4-connexite´ pour les images), d’autre
part, sachant X = x, les variables ale´atoires Ys sont suppose´es inde´pendantes et de loi condition-
nelle ne de´pendant que de la re´alisation xs, c’est-a`-dire
P (Y = y|X = x) =
∏
s∈S
P (Ys = ys|Xs = xs)
=
∏
s∈S
φ(xs, ys)
La figure (4.3) illustre le proble`me a` re´soudre compte-tenu de ces hypothe`ses, dans le cas d’un
champ X markovien pour la 4-connexite´.
Figure 4.3: Repre´sentation du proble`me d’infe´rence dans les champs de Markov d’ordre 1. Les
ronds noirs sont les informations ys observe´es et les ronds blancs les valeurs xs a` estimer. Les
traits repre´sentent les interactions entre les sites.
4.1.3 Description de la Belief Propagation
L’algorithme de Belief Propagation ne´cessite la connaissance de la fonction φ et la de´finition
de la compatibilite´ entre les sites voisins du champ de Markov X, c’est-a`-dire les e´nergies des
cliques d’ordre 2 pour la 4-connexite´. La connaissance a priori sur le champ X s’e´crit
P (X = x) =
∏
s∈S, t∈Γs
ψst(xs, xt).
La fonction ψst est une matrice carre´e de taille |E| × |E|. Si la compatibilite´ est identique en
toutes les paires de sites, inde´pendamment de leur localisation sur l’image, les matrices ψst seront
toutes e´gales. La probabilite´ a posteriori s’e´crit maintenant
P (X = x|Y = y) ∝
∏
s∈S, t∈Γs
ψst(xs, xt)
∏
s∈S
φ(xs, ys).
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Le choix des fonctions ψst permet d’imposer certaines proprie´te´s, de re´gularite´ par exemple, au
champ X et celui de φ caracte´rise l’attache aux donne´es y.
La me´thode de Belief Propagation consiste a` faire circuler des messages locaux entre sites
voisins, permettant de propager des informations dans toute l’image. Un message est envoye´ d’un
site s a` un site t voisin, concernant le descripteur xt du site t. Ce message, note´ mst, est une
distribution de probabilite´ sur les valeurs xt, il est donc repre´sente´ par un vecteur de longueur
|E|. Au de´part, les messages sont initialise´s par des distributions uniformes sur E. Il existe deux
versions de l’algorithme de Belief Propagation, correspondant a` deux me´thodes de mises a` jour
des messages : la version “somme-produit”
mst(xt) = C
∑
xs∈E
ψst(xs, xt)φ(xs, ys) ∏
u∈Γs\{t}
mus(xs)

et la version “max-produit”
mst(xt) = Cmax
xs∈E
ψst(xs, xt)φ(xs, ys) ∏
u∈Γs\{t}
mus(xs)

ou` C est une constante de normalisation, telle que
∑
xt∈E
mst(xt) = 1. La figure (4.4) illustre
les deux manie`res de calculer les messages.PSfrag replacements
s s tt
∑
xs
max
xs
Figure 4.4: Versions ”somme-produit” et “max-produit” de mise a` jour du message mst.
A` partir des messages, on de´finit une croyance pour chaque site s, distribution de probabilite´
sur E. Elle est proportionnelle au produit de la fiabilite´ de l’observation avec tous les messages
rec¸us au site s
bs(xs) = C
′φ(xs, ys)
∏
u∈Γs
mus(xs)
ou` C ′ est une constante de normalisation, telle que
∑
xs∈E
bs(xs) = 1.
A` chaque site, sont donc associe´s 4 messages destine´s aux sites voisins et une croyance, tous
sous forme de distributions de probabilite´. L’algorithme dans sa version “max-produit”, pour T
ite´rations, est pre´sente´ sur la figure (4.5). A` l’issue des T ite´rations, l’algorithme fournit donc
une distribution de probabilite´ sur les valeurs de E en chaque site de l’image cherche´e. On choisit
alors pour un site s la valeur
xˆs = argmax
xs
bs(xs).
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1. Initialisation des messages
∀s ∈ S, ∀t ∈ Γs, ∀xt ∈ E, m0st(xt) =
1
|E|
2. Mise a` jour des messages (T ite´rations)
pour i = 1 : T
∀s ∈ S, ∀t ∈ Γs, ∀xt ∈ E,
mist(xt) = C max
xs∈E
ψst(xs, xt)φ(xs, ys) ∏
u∈Γs\{t}
mi−1us (xs)

3. Calcul des croyances
bs(xs) = C
′φ(xs, ys)
∏
u∈Γs
mTus(xs)
Figure 4.5: Algorithme de Belief Propagation dans sa version “max-produit” pour T ite´rations.
L’imple´mentation basique de l’algorithme, dans sa version “max-produit”, a une complexite´
en O(P |E|2T ) ou` P est le nombre de sites de l’image et T est le nombre de mises a` jour
des messages. Il est cependant possible de diminuer substanciellement le temps de calcul en
combinant plusieurs techniques, notamment multi-e´chelle, non de´veloppe´es ici (elles sont de´crites
par Felzenszwalb et Huttenlocher dans [17]). Ceci est primordial lorsque l’on a un large ensemble
de valeurs de descripteurs. Afin d’obtenir une convergence rapide, on peut aussi acce´le´rer la mise
a` jour des messages. Dans [68], Tappen et Freeman proposent de propager les messages dans
une direction et d’utiliser la mise a` jour du site s− 1 pour mettre a` jour le site s. Ainsi, un site
s peut transmettre une information a` un site s + k en une seule ite´ration, au lieu de k pour la
mise a` jour synchrone.
4.1.4 Convergence de l’algorithme
L’algorithme de Belief Propagation donne de tre`s bons re´sultats graˆce a` la puissance du
passage des messages locaux, permettant de diffuser des informations d’un site a` l’autre de
l’image. Mais qu’en est-il de la convergence de l’algorithme ?
4.1.4.1 Version “somme-produit”
Pearl [55] puis Weiss [75] ont montre´ que pour un graphe simplement connexe de diame`tre d,
l’algorithme de Belief Propagation, dans sa version “somme-produit”, converge en d ite´rations.
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A` la convergence, le vecteur de croyance bs est e´gal a` la distribution a posteriori marginale au
site s, c’est-a`-dire, en notant m∗st les messages a` la convergence,
bs(xs) = C φ(xs, ys)
∏
u∈Γs
m∗us(xs)
=
∑
xs∈E|S|−1
P (Xs = xs, Xs = xs|Y = y)
= P (Xs = xs|Y = y).
On peut aussi calculer les distributions jointes a posteriori entre deux sites voisins
bst(xs, xt) = C ψst(xs, xt)φ(xs, ys)φ(xt, yt)
∏
u∈Γs\{t}
m∗us(xs)
∏
u∈Γt\{s}
m∗ut(xt)
= P (Xs = xs, Xt = xt|Y = y).
Pour les graphes quelconques, la convergence n’est pas assure´e mais lorsqu’elle a lieu, les
croyances bs et bst forment un point critique d’une approximation de l’e´nergie libre d’un syste`me,
appele´e e´nergie libre de Bethe et de´finie par EBethe ({bs, bst}) =∑
s,t∈S
∑
xs,xt∈E
bst(xs, xt) (ln bst(xs, xt)− ln (ψst(xs, xt)φ(xs, ys)φ(xt, yt)))
−
∑
s∈S
(qs − 1)
∑
xs∈E
bs(xs) (ln bs(xs)− lnφ(xs, ys))
ou` qs est le nombre de voisins du site s. Ce point est de´veloppe´ par Yedidia, Freeman et Weiss
dans [78].
4.1.4.2 Version “max-produit”
Pour un graphe simplement connexe, la version “max-produit” de l’algorithme de Belief
Propagation converge vers l’estimateur du maximum a posteriori (Pearl [55]). En effet, a` la
convergence,
bs(xs) = C max
x
P (X = x|Xs = xs, Y = y).
La re´alisation
xˆ = {xˆs = arg max
xs∈E
bs(xs), s ∈ S}
maximise la probabilite´ a posteriori P (X = x|Y = y). Remarquons qu’avec la version “somme-
produit” de l’algorithme, on obtient les distributions marginales a posteriori en chaque site,
mais la re´alisation xˆ qui en re´sulte ne maximise pas force´ment la probabilite´ a posteriori sur le
graphe.
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Dans le cas d’un graphe quelconque, l’algorithme dans sa version “max-produit” ne converge
pas toujours. La pre´sence de boucles dans le graphe peut entraˆıner la circulation infinie de
messages dans ces boucles, empeˆchant la convergence vers un e´quilibre stable. On observera
plus loin des structures en damier, correspondant a` l’oscillation d’un groupe de sites entre deux
e´tats. Cependant, lorsqu’il y a convergence, les re´sultats produits sont souvent assez bons, comme
l’illustrent ceux obtenus par Levin, Zomet et Weiss pour la se´paration de mouvements transpa-
rents [41] et les applications diverses (restauration, segmentation, super re´solution...) pre´sente´es
par Sharon dans [62]. Dans [76], Weiss et Freeman de´montrent que si l’algorithme dans sa version
“max-produit” converge dans un graphe avec boucles, la solution obtenue xˆ est le maximum de
la probabilite´ a posteriori dans un voisinage particulier qu’ils appellent “Single Loops and Trees”
(SLT). Le voisinage SLT d’une configuration x est de´fini comme l’ensemble des configurations
ne diffe´rant de x que sur des combinaisons disjointes d’arbres et de boucles simples. Ainsi,
∀x ∈ SLT (xˆ), P (X = x|Y = y) < P (X = xˆ|Y = y).
4.1.5 Un exemple d’application de la Belief Propagation : la de´soccultation
Pour illustrer les performances de la Belief Propagation, nous pre´sentons quelques expe´riences
de de´soccultation d’images par application de la Belief Propagation. Ici, on restaure une image
dont seul un faible pourcentage (10%) des niveaux de gris des pixels est connu. Pour cela, on
utilise une image initiale quantifie´e, ici en 32 niveaux de gris, dont on masque ale´atoirement 90%
des pixels. Les niveaux de gris de l’image quantifie´e constituent l’ensemble E. La localisation
des pixels manquants est connue et utilise´e pour de´finir la fonction φ(xs, ys). Plus pre´cise´ment,
on posse`de des observations ys sur certains sites s et on de´finit φ par
∀xs ∈ E, φ(xs, ys) =

1lxs=ys si ys existe,
1
|E| si ys n’existe pas.
La fonction de compatibilite´ ψ doit privile´gier les niveaux de gris identiques ou proches pour des
sites voisins. Elle est choisie commune a` tous les sites de l’image et est donne´e par
ψ(xs, xt) = (1− ep) e
−
|xs − xt|
σp + ep
ou` les parame`tres ep et σp permettent d’imposer une re´gularite´ plus ou moins forte. Cette
fonction provient du mode`le de variation totale de Osher, Rudin et Fatemi [54]. Ces derniers
utilisent la fonction de potentiel ρ(x) = |x| car elle pre´serve davantage de discontinuite´s que la
fonction ρ(x) = x2. Le choix de σp impose une re´gularite´ plus ou moins forte et le parame`tre
ep, qui borne infe´rieurement les valeurs ψ(xs, xt), autorise, s’il est important, davantage de
discontinuite´s, correspondants aux contours. Les figures (4.6) et (4.7) pre´sentent les re´sultats
obtenus par application de la Belief Propagation dans sa version “max-produit” sur les images
4.2. Application de la Belief Propagation a` l’estimation de profondeurs 133
La Cornouaille et Mandrille occulte´es a` 90%, pour ep = 0 ou 0.01 et σp = 1 ou 5. Bien que
la transmission d’un message d’un bord de l’image a` l’autre ne´cessite N ite´rations ou` N est
la largeur de l’image, quelques ite´rations suffisent ici a` atteindre un e´tat stable. Ceci est duˆ
a` la dispersion uniforme des pixels dont le niveau de gris est connu dans l’image : ceux-ci
conditionnent fortement les niveaux de gris des pixels voisins. Ainsi, tre`s rapidement (une dizaine
d’ite´rations), de larges plages de l’image sont remplies et leur niveau de gris n’e´volue plus,
comme illustre´ sur les deux figures (4.6) et (4.7). Le choix de ep et σp est de´terminant ; la valeur
ep = 0.01 permet d’obtenir des contours plus nets sur les images, c’est le cas de la coque et du
maˆt du bateau sur la figure (4.6) et les re´sultats sont alors plus contraste´s. Une valeur e´leve´e
de σp lisse l’image obtenue ; cet effet est visible sur la texture du pelage du mandrille sur la
figure (4.7). Il n’y a pas de jeu de parame`tres optimal pour toute de´soccultation. Suivant la
nature des images, on peut pre´fe´rer une image bien segmente´e, ou plus floue (par exemple pour
images texture´es). Ainsi, pour l’image La Cornouaille, pre´sentant de grandes zones uniformes,
les valeurs ep = 0.01 et σp = 5 fournissent de bons re´sultats : a` partir de l’image occulte´e a` 90%,
on identifie clairement le bateau, les maˆts, les cordages et on distingue la boue´e, l’homme a` terre.
Pour l’image Mandrille, plus texture´e, les parame`tres ep = 0 et σp = 1 permettent de retrouver
en partie les textures tout en reconnaissant les diffe´rentes parties de la teˆte, notamment les yeux
et les narines alors que pour σp = 5, les zones texture´es sont plus lisse´es.
Enfin, dans le cas d’occultations plus larges dans l’image, la Belief Propagation fournit aussi
des re´sultats inte´ressants ; la version“somme-produit”est alors plus adapte´e que la version“max-
produit”. En effet, la version “max-produit”, en l’absence de donne´es dans la zone occulte´e, a
tendance a` remplir la zone par un niveau de gris uniforme (ou des niveaux de gris tre`s voisins), qui
maximise la probabilite´ a posteriori. En revanche, la version“somme-produit”, qui fait converger
les distributions a posteriori marginales en chaque site, propage les donne´es de sites en sites dans
la zone occulte´e. Sur la figure (4.8), le de´tail de la bouche de Le´na est occulte´ par une taˆche
de 60 pixels. Le re´sultat fourni par la Belief Propagation dans sa version “somme-produit” avec
ep = 0.5 et σp = 1 est tout-a`-fait comparable a` ceux obtenus sur la bouche de Le´na par d’autres
me´thodes de de´soccultation, comme l’interpolation jointe des niveaux de gris et des directions
du gradient propose´e par Ballester, Caselles et Verdera dans [2].
4.2 Application de la Belief Propagation a` l’estimation de pro-
fondeurs
Le proble`me d’estimation des profondeurs d’une sce`ne a` partir de deux vues de cette sce`ne,
appele´ aussi proble`me d’appariement ste´re´o, est un proble`me difficile a` cause des occultations,
du bruit sur les images, des discontinuite´s de profondeurs, des textures...
De nombreuses me´thodes existent ; Scharstein et Szeliski en proposent une classification dans
[60], base´e sur les techniques mises en oeuvre lors des quatre principales e´tapes des algorithmes.
La premie`re est le calcul du couˆt d’appariement (re´alise´ en ge´ne´ral par la diffe´rence absolue des
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Figure 4.6: De´soccultation par Belief Propagation de l’image La Cornouaille. En haut, l’image
initiale et l’image masque´e a` 90%, puis les re´sultats de de´soccultations obtenus apre`s 20 ite´rations
de l’algorithme dans sa version “max-produit”, avec sur la colonne de gauche, ep = 0, sur la
colonne de droite, ep = 0.01 et de haut en bas, σp = 1 et 5.
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Figure 4.7: De´soccultation par Belief Propagation de l’image Mandrille. En haut, l’image ini-
tiale et l’image masque´e a` 90%, puis les re´sultats de de´soccultations obtenus apre`s 20 ite´rations
de l’algorithme dans sa version “max-produit”, avec sur la colonne de gauche, ep = 0, sur la
colonne de droite, ep = 0.01 et de haut en bas, σp = 1 et 5.
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Figure 4.8: De´tail de la bouche de Le´na. De gauche a` droite, l’image originale quantifie´e en 32
niveaux de gris, l’image occulte´e et le re´sultat donne´ par la Belief Propagation, dans sa version
“somme-produit” avec ep = 0.5 et σp = 1.
intensite´s ou par la diffe´rence des intensite´s au carre´), la deuxie`me le calcul du couˆt d’agre´gation
(somme des couˆts sur une feneˆtre par exemple), la troisie`me le calcul des profondeurs (en utilisant
ou non une technique d’optimisation, comme la programmation dynamique, le recuit simule´, les
Graph Cuts...) et la quatrie`me le raffinement post-traitement (on peut notamment utiliser un
filtre me´dian pour supprimer les mauvais appariements de petite taille). Les me´thodes mises en
oeuvre a` chaque e´tape sont compare´es et les algorithmes teste´s sur une large base de donne´es.
Il ressort qu’un couˆt d’appariement robuste, c’est-a`-dire tronque´, ame´liore les performances des
algorithmes globaux. Il est cependant difficile de fixer le seuil au-dessus duquel on tronque les
valeurs car la meilleure troncature varie avec chaque paire d’images. De fac¸on ge´ne´rale, les
meilleurs re´sultats sont obtenus lorsque l’on mode´lise l’image des profondeurs par un champ
de Markov et que le proble`me d’infe´rence est re´solu par des techniques de Graph Cuts ou de
Belief Propagation. Les me´thodes de diffusion et de coope´ration (inspire´es par des strate´gies de
ste´re´ovision humaine) fournissent e´galement de bons re´sultats, sauf sur les bords, moins pre´cis.
Enfin, les me´thodes locales sont les moins performantes.
Suite a` cette e´valuation, Tappen et Freeman ont compare´ plus pre´cise´ment dans [68] les me´-
thodes de Graph Cuts et de Belief Propagation pour l’appariement ste´re´o. Les re´sultats obtenus
sont tre`s voisins. L’algorithme de Graph Cuts consiste a` repre´senter le proble`me sous la forme
d’un ensemble de noeuds et d’areˆtes oriente´es ponde´re´es et a` re´aliser une coupe du graphe de
couˆt minimal, correspondant a` la minimisation d’une e´nergie. Les Graph Cuts fournissent des
solutions plus lisses, d’e´nergie plus faible que celles obtenues par la mise en oeuvre de la Belief
Propagation mais ces solutions ne sont pas ne´cessairement plus proches des ve´ritables profon-
deurs de la sce`ne (car les solutions fournies par les Graph Cuts et la Belief Propagation ont
toutes deux des e´nergies significativement plus faibles que celle du champ des ve´ritables profon-
deurs). Enfin, le temps de calcul de la Belief Propagation dans sa version acce´le´re´e (utilisation
imme´diate de la mise a` jour d’un message) et celui des Graph Cuts sont similaires.
Nous allons ici appliquer la me´thode de Belief Propagation a` l’estimation des profondeurs a`
partir de deux images conse´cutives dans une se´quence et du mouvement de la came´ra de´termine´
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par la me´thode du chapitre 3. La diffe´rence avec les me´thodes propose´es dans [67, 60, 68] est
l’application de la Belief Propagation a` des images non rectifie´es.
4.2.1 Pre´sentation du proble`me
Dans le chapitre 3, nous avons estime´ le mouvement de la came´ra entre deux images conse´-
cutives dans une se´quence en supposant que la profondeur Z de la sce`ne filme´e, la translation t
de la came´ra et la taille L des images ve´rifiaient, en unite´s de longueur focale(
1
Zinf
− 1
Zsup
)
‖t‖ (L+ 1)Gmax < 2ε,
avec ε < 10−2, ce qui nous permettait de conside´rer la profondeur de la sce`ne constante dans
le repe`re de la came´ra. La figure (4.9) pre´sente deux images conse´cutives dans une se´quence et
le recalage de la deuxie`me sur la premie`re graˆce au mouvement de came´ra estime´. On observe
sur la superposition des images que certains objets de la sce`ne sont le´ge`rement de´cale´s car leur
profondeur diffe`re de la profondeur moyenne de la sce`ne. On a observe´ des effets similaires sur
les re´sultats de mosa¨ıquage d’images e´loigne´es dans la se´quence, dans le chapitre 3. Nous allons
utiliser ce de´calage pour estimer un plan des profondeurs relatives de la sce`ne dans le repe`re de
la came´ra avant son de´placement.
Revenons sur les formules exactes des correspondances des points entre deux images conse´cu-
tives f et g, l’image g e´tant acquise apre`s un mouvement de came´ra (R, t) ou` R est une rotation
de matrice
R =
a1 b1 c1a2 b2 c2
a3 b3 c3

et t est une translation de vecteur
t =
t1t2
t3
 .
Soient K et K ′ les domaines des plans re´tiniens R et R′ sur lesquels sont respectivement de´finies
les images f et g. Soit (x, y) un point de K et (x′, y′) un point de K ′, deux points apparie´s,
c’est-a`-dire projections d’un meˆme point de l’espace de profondeur Z(x, y) dans le repe`re de la
came´ra avant le de´placement. Pour une longueur focale fc, la formule suivante donne la relation
entre (x, y), (x′, y′) et Z(x, y)
x′ = fc
a1x+ a2y + fc a3 − fc 〈 tZ(x,y) , R(i)〉
c1x+ c2y + fc c3 − fc 〈 tZ(x,y) , R(k)〉
y′ = fc
b1x+ b2y + fc b3 − fc 〈 tZ(x,y) , R(j)〉
c1x+ c2y + fc c3 − fc 〈 tZ(x,y) , R(k)〉
.
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Figure 4.9: En haut, deux images conse´cutives dans une se´quence. En bas, a` gauche la diffe´rence
en valeur absolue entre les deux images et a` droite la diffe´rence en valeur absolue entre la premie`re
image et la deuxie`me recale´e sur la premie`re avec le mouvement de came´ra estime´ par la me´thode
de´crite dans le chapitre 3. Plus le niveau de gris est sombre et plus la diffe´rence est e´leve´e. Le
recalage est globalement bon sauf pour certaines profondeurs de la sce`ne qui diffe`rent trop de la
profondeur moyenne : c’est le cas de la bouteille et de la zone du fond a` droite.
La me´thode pre´sente´e dans le chapitre 3 estime une translation t˜ e´gale a` la translation divise´e
par une profondeur moyenne Z0 de la sce`ne. Nous allons maintenant, en utilisant le recalage des
images, estimer en chaque point de K une distance a` la profondeur Z0, permettant d’obtenir
une image des profondeurs relatives des objets. La formule pre´ce´dente nous rappelle que dans
les cas ou` il n’y a pas de translation, il est impossible de de´duire la structure de la sce`ne.
4.2.2 Disparite´s ou profondeurs ?
La plupart des me´thodes qui estiment la structure d’une sce`ne filme´e a` partir de deux images
se placent dans le cas d’une came´ra en translation horizontale : les plans re´tiniens R et R ′ sont
donc confondus. On dit alors que les images sont rectifie´es, comme illustre´ sur la figure (4.10).
Ces me´thodes estiment non pas la profondeur de la sce`ne mais la disparite´ d en chaque point de
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De´finition 4.3 – Soient (x, y) et (x′, y′) deux points apparie´s de deux images rectifie´es. On
appelle disparite´ au point (x, y) la diffe´rence
d = y′ − y.
Cette diffe´rence est lie´e a` la profondeur Z(x, y) du point projete´ en (x, y) et (x ′, y′) par
d =
fc
Z(x, y)
dCC′
ou` fc est la longueur focale et dCC′ la distance entre les centres optiques.
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Figure 4.10: Deux images rectifie´es. Les points (x, y) et (x′, y′) des plans R et R′ sont apparie´s ;
comme la came´ra est en translation horizontale, x = x′.
Dans le cas d’un mouvement quelconque de came´ra, on ne peut plus de´finir la disparite´ de
la meˆme fac¸on.
De´finition 4.4 – Soit un mouvement de came´ra diffe´rent d’une simple translation horizontale.
Soient (x, y) et (x′, y′) deux points apparie´s dans les deux images obtenues avant et apre`s le
de´placement. Ces points sont deux projections d’un meˆme point de l’espace 3D de profondeur
Z(x, y) dans le repe`re associe´ a` la came´ra avant son de´placement. On appelle disparite´ au point
(x, y)
d =
1
Z(x, y)
.
Dans la suite du document, nous ne donnerons qu’un exemple d’estimation de disparite´s
dans le cas d’images rectifie´es. Les autres re´sultats pre´senteront l’estimation de profondeurs.
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4.2.3 Rectification
Comme mentionne´ pre´ce´demment, la plupart des me´thodes estimant la structure d’une sce`ne
traitent seulement les cas de translation horizontale de la came´ra [60]. Dans ce cas, des points
apparie´s dans les deux images appartiennent a` la meˆme ligne horizontale. Ceci simplifie gran-
dement le proble`me d’estimation de la structure et permet de de´velopper des algorithmes tre`s
rapides, voire meˆme temps re´el [5, 22]. Si les mouvements de la came´ra sont plus complique´s
qu’une simple translation horizontale, ces me´thodes appliquent un proce´de´ aux images, appele´
rectification, afin de se ramener au cas de la translation horizontale. Le proce´de´ consiste a` de´ter-
miner une transformation de chaque image telle que les lignes e´pipolaires conjugue´es deviennent
coline´aires et paralle`les a` l’axe horizontal des images [13, 18, 19].
En ge´ne´ral, on projette les images sur un plan paralle`le a` la droite passant par les deux
positions du centre optique (avant et apre`s le mouvement de la came´ra). Comme il existe une
infinite´ de plans ve´rifiant cette condition, on peut choisir le plan minimisant la distorsion des
images projete´es ou plus simplement le plan paralle`le a` la droite d’intersection des plans re´tiniens
R et R′ [13], comme illustre´ sur la figure (4.11).
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Figure 4.11: Proce´de´ de rectification. Les images des plans R et R′ sont projete´es sur le plan
R′′ paralle`le a` la droite CC ′. Ainsi, les lignes e´pipolaires deviennent paralle`les a` CC ′.
Cependant, bien que la rectification simplifie beaucoup le proble`me d’e´valuation des dispa-
rite´s d’une sce`ne, on peut s’interroger sur l’ame´lioration apporte´e par rapport a` une me´thode
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utilisant directement les images non rectifie´es. Schreer, Brandburg et Kauff pre´sentent dans [61]
une e´tude comparative entre l’estimation des disparite´s sur des vues rectifie´es et non rectifie´es.
Dans les deux cas, la meˆme approche hie´rarchique de block-matching, de´crite dans [52], est ap-
plique´e. La premie`re comparaison de cette e´tude concerne la complexite´. Lorsque les vues ne
sont pas rectifie´es, le calcul de la position des feneˆtres candidates au block-matching ne´cessite
l’approximation de la ligne e´pipolaire sur la grille discre`te. Le couˆt de ce calcul est supe´rieur
a` deux fois celui de la rectification des images ; cependant, ce couˆt est marginal compare´ a` la
complexite´ totale du proce´de´ d’estimation des disparite´s : la diffe´rence de couˆt entre les deux
me´thodes n’est pas significative. La seconde comparaison s’attache aux re´sultats ; la me´thode
sur les images non rectifie´es fournit de meilleurs re´sultats que ceux obtenus par la me´thode sur
les images rectifie´es si la re´gion d’inte´reˆt couvre toute l’image, a` cause de l’effet de distortion,
induit par la rectification, plus important sur les bords de l’image. Pour la meˆme raison, plus
les directions des axes optiques diffe`rent et plus il est pre´fe´rable de travailler directement sur
les images non rectifie´es. Cependant, dans le cas d’objets bien segmente´s au centre de l’image
et d’axes optiques de directions voisines, les re´sultats obtenus par les deux me´thodes sont tre`s
proches.
4.2.4 Utilisation de la Belief Propagation sur des images non rectifie´es
4.2.4.1 Choix de la non rectification
Sun, Shum et Zheng proposent dans [67] l’application de l’algorithme de Belief Propagation
au proble`me d’appariements ste´re´o pour des images rectifie´es. Ici, nous choisissons de ne pas
rectifier les images. La principale raison de ce choix est que nous ne disposons que d’une estima-
tion du mouvement de la came´ra et non d’une donne´e exacte. De plus, les objets dans les images
issues de se´quences re´elles que nous conside´rons occupent une tre`s large partie des images (et
souvent aussi les bords). Nous adaptons donc la me´thode de Sun, Shum et Zheng au cas ou` le
mouvement de la came´ra est quelconque.
4.2.4.2 Description de la me´thode
En utilisant le formalisme pre´sente´ dans les sections 4.1.2 et 4.1.3, on note y = {f , g, θ, α, β,
A, B, C} les deux images conse´cutives et les parame`tres du mouvement de la came´ra estime´. On
cherche a` maximiser la probabilite´ a posteriori P (X = x|Y = y) ou` x est le champ de profondeurs
de la sce`ne du point de vue de l’image f . La matrice de compatibilite´ entre les sites a pour terme
ge´ne´ral
ψ(xs, xt) = (1− ep) e
−
|xs − xt|
σp + ep.
Cette fonction, utilise´e aussi par Sun, Shum et Zheng dans [67], provient du mode`le de variation
totale de Osher, Rudin et Fatemi [54] comme nous l’avons de´ja` e´voque´ pre´ce´demment pour la
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de´soccultation. Le choix de σp impose une re´gularite´ plus ou moins forte et le parame`tre ep
permet d’autoriser plus ou moins de discontinuite´s de profondeurs sur l’image.
Pour la fonction d’attache aux donne´es ou vraisemblance locale en un site s, on choisit
φ(xs, ys) = (1− ed) e
−
F (s, xs, ys)
σd + ed
avec
F (s, xs, ys) = |f(s)− g(s′)|
ou` s′ est le point de K ′ apparie´ au site s de K d’apre`s le mouvement de la came´ra estime´ et la
profondeur xs donne´e, c’est-a`-dire, si s = (x, y) et s
′ = (x′, y′),
x′ = fc
a1x+ a2y + fc a3 + fc
A
xs
c1x+ c2y + fc c3 + fc
C
xs
y′ = fc
b1x+ b2y + fc b3 + fc
B
xs
c1x+ c2y + fc c3 + fc
C
xs
.
(4.1)
La valeur g(s′) est calcule´e par interpolation biline´aire, ce qui limite la sensibilite´ a` l’e´chantillon-
nage. Les valeurs A,B,C sont les coordonne´es de t/Z0 dans la base (R(i), R(j), R(k)), Z0 e´tant
une profondeur moyenne de la sce`ne ; en conse´quence, les coordonne´es (A,B,C)/xs sont celles
de t/ (Z0 xs) dans cette meˆme base. Ainsi, la profondeur correspondant a` xs est e´gale a` Z0 xs
dans le repe`re associe´ a` la came´ra avant son de´placement. Une profondeur retenue xs infe´rieure
a` 1 signifie donc que l’objet repre´sente´ en ce site est place´ en avant du plan de profondeur Z0 et
une profondeur xs supe´rieure a` 1 indique que l’objet se situe en arrie`re de ce plan.
4.2.4.3 Re´sultats
Dans le cas d’une translation horizontale de la came´ra et donc d’images rectifie´es, on retrouve
les re´sultats donne´s par Sun, Shum et Zheng dans [67], comme l’illustre la figure (4.12). Sur cette
figure, on a estime´ non pas les profondeurs mais les disparite´s, au sens de la de´finition 3, avec
la version “max-produit” de la Belief Propagation (ep = 0.01, σp = 3.5, ed = 0.05, σd = 20).
On applique maintenant la me´thode de Belief Propagation de´crite ci-avant dans sa version
“max-produit”, a` des images non rectifie´es. L’ensemble des parame`tres choisi est fixe´ : ep = 0.01,
σp = 0.3, ed = 0.05 et σd = 20. Pour toutes les se´quences utilise´es, on suppose l’angle de vue
e´gal a` 120◦.
Les figures (4.13), (4.14) et (4.15) pre´sentent les re´sultats fournis par la me´thode sur des
images non rectifie´es conse´cutives f et g et en utilisant une estimation du mouvement de came´ra
obtenue par la me´thode du chapitre 3. Les profondeurs relatives appartiennent a` l’ensemble de
16 e´le´ments
E = {0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.9, 1, 1.1, 1.2, 1.4, 1.6, 1.8, 2} .
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Figure 4.12: En haut, deux images conse´cutives de la se´quence Tsukuba. Au-dessous, a` gauche
le ve´ritable champ des disparite´s et a` droite l’estimation de ce champ obtenu par l’algorithme de
Belief Propagation (100 ite´rations) connaissant le mouvement exact.
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Le choix de cet ensemble est de´terminant ; on suppose que les objets se situent en avant ou
en arrie`re d’une profondeur moyenne Z0. Pre´cise´ment, les valeurs xs de E sont associe´es aux
profondeurs Z0 xs, car la translation estime´e est t˜ =
t
Z0
. L’e´chantillonnage des profondeurs
n’est pas re´gulier car les effets des profondeurs sur les translations ne sont pas line´aires : une
profondeur e´gale a` 1 −  (0 <  < 1) entraˆıne une variation dans la translation sur l’image
d’amplitude supe´rieure a` celle ge´ne´re´e par une profondeur e´gale a` 1 + , soit
t˜
1−  − t˜ > t˜−
t˜
1 + 
.
En utilisant la formule (4.1), on peut calculer d’une part, l’image g recale´e sur f en ne tenant
compte que du mouvement de came´ra estime´ (c’est-a`-dire avec xs = 1 pour tous les sites) et
d’autre part, l’image g recale´e sur f avec le mouvement de came´ra et les profondeurs de la
sce`ne estime´es sur l’image f . Les normes L1 moyennes des diffe´rences entre f et les images g
recale´es sont donne´es dans le tableau (4.1). Comme attendu, la norme des diffe´rences diminue
significativement lorsque les profondeurs sont utilise´es pour le recalage.
Diffe´rence moyenne en norme L1 entre f et g recale´e avec
le mouvement de la came´ra le mouvement de la came´ra
+ les profondeurs
Figure (4.13) 20.60 9.92
Figure (4.14) 7.99 1.86
Figure (4.15) 15.38 7.07
Tableau 4.1: Norme L1 (moyenne´e sur le nombre de pixels) des images de diffe´rence entre
l’image f et les images g recale´es pour les figures (4.13), (4.14) et (4.15).
Sur la figure (4.13), la sce`ne est constitue´e d’un arbre au premier plan, d’un ensemble de
maisons et du ciel au dernier plan, d’un terrain en pente entre les deux. L’application de la
Belief Propagation, utilisant le mouvement estime´ entre les deux images conse´cutives, permet
de bien de´tecter l’arbre au premier plan, a` peu pre`s correctement le terrain en pente et le ciel.
Les profondeurs des maisons sont estime´es e´gales a` celles du ciel (ceci de´pend de l’ensemble des
profondeurs choisies). Le plan est simplifie´ mais clair.
Sur la figure (4.14), les objets sont plus rapproche´s ; l’ensemble E utilise´ est alors moins
adapte´ au couple d’images (mais on choisit de n’utiliser aucune connaissance a priori sur la
structure de la sce`ne). Trois plans sont seulement de´tecte´s : le premier plan avec le mannequin,
le second plan compose´ des diffe´rents objets et le fond. Les contours des objets du second plan
sont peu pre´cis, notamment car leur ombre leur est associe´e et accole´e lors de l’estimation de
profondeurs (sur la carafe et le pot de fleurs par exemple).
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Figure 4.13: En haut, deux images conse´cutives extraites de la se´quence Flower Garden. Puis,
l’estimation des profondeurs par la Belief Propagation (100 ite´rations) en utilisant le mouvement
de la came´ra entre les deux images estime´ par la me´thode du chapitre 3.
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Figure 4.14: En haut, deux images conse´cutives extraites d’une se´quence. Puis, l’estimation des
profondeurs par la Belief Propagation (100 ite´rations) en utilisant le mouvement de la came´ra
estime´ dans le chapitre 3.
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Figure 4.15: En haut, deux images conse´cutives extraites d’une se´quence. Puis, l’estimation des
profondeurs par la Belief Propagation (100 ite´rations) en utilisant le mouvement de la came´ra
estime´ dans le chapitre 3.
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Les images utilise´es pour l’estimation des profondeurs sur la figure (4.15) sont plus complexes
car la luminosite´ changeante modifie les ombres et les effets de re´verbe´ration entre les images
conse´cutives ; ces effets sont notamment visibles sur la bouteille et la bouilloire. Le re´sultat est
assez grossier ; on identifie la bouteille au premier plan et le corps de la bouilloire (mais pas
son anse) au second plan. Un de´grade´ de profondeurs est observe´ sur une partie de la nappe.
Cependant, le rebord de la table est tre`s impre´cis, et une zone de l’image en haut a` droite est
de´tecte´e au premier plan alors qu’elle appartient au fond.
En conclusion, les re´sultats d’estimation de profondeurs obtenus ne sont pas toujours satis-
faisants. Pour des sce`nes simples, on obtient des plans simplifie´s mais clairs de la structure mais
pour des sce`nes plus complique´es, comme sur la figure (4.15), les re´sultats sont plus grossiers.
Ceci est principalement duˆ a` l’utilisation d’un mouvement de came´ra non pas exact mais estime´ ;
en effet, l’estimation des profondeurs de´pend e´troitement de la pre´cision de la de´composition du
mouvement en une rotation et une translation. Pour ame´liorer l’estimation du mouvement et
par conse´quent celle des profondeurs, on propose d’ite´rer le proce´de´.
4.3 Estimation ite´rative des profondeurs et du mouvement de
came´ra
4.3.1 Description
On propose un algorithme ite´ratif visant a` ame´liorer a` la fois l’estimation du mouvement de
la came´ra et celle des profondeurs. L’ide´e est d’utiliser les estimations des profondeurs Z pour
estimer des mouvements 2D sur des zones de l’image de profondeurs voisines et en de´duire une
nouvelle estimation du mouvement de la came´ra. A` partir du nouveau mouvement, on estime
les profondeurs, etc.
Plus formellement, on re´alise une partition de l’ensemble E des profondeurs en H intervalles
I1, . . . , IH de profondeurs moyennes z1, . . . , zH . A` partir de l’estimation du mouvement de la
came´ra par la me´thode de´crite dans le chapitre 3, on estime les profondeurs par Belief Propaga-
tion. Les intervalles I1, . . . , Ih de´finissent alors une partition de l’image des profondeurs obtenue,
soit du domaine K. Pour h appartenant a` {1, . . . ,H}, on estime un mouvement 2D entre f
et g en ne conside´rant que les points de K de profondeur estime´e appartenant a` Ih. Ainsi, on
obtient H mouvements 2D, associe´s chacun a` un ensemble de profondeurs. Ces H mouvements
2D conduisent a` une estimation du mouvement de la came´ra, par les calculs pre´sente´s ci-apre`s.
Rappelons d’abord que pour tout couple de points apparie´s (x, y) et (x′, y′) de K et K ′, projec-
tions d’un point de profondeur Z(x, y) dans le repe`re de la came´ra avant le de´placement, le flot
optique est calcule´ par le logiciel Motion2D suivant le mode`le
(
c1
c2
)
+
(
a1 a2
−a2 a1
)(
x
y
)
+
(
q1 q2 0
0 q1 q2
)x2xy
y2

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et la correspondance avec les six parame`tres du mouvement (θ, α, β,A,B,C) est la suivante

c1 = fc
(
A
Z(x, y)
− α sin θ
)
c2 = fc
(
B
Z(x, y)
+ α cos θ
)
a1 = − C
Z(x, y)
a2 = β
q1 = − α
fc
sin θ q2 =
α
fc
cos θ.
A` partir de cette correspondance et des mouvements 2D estime´s sur les H supports de profon-
deurs,
{(
ch1 , c
h
2 , a
h
1 , a
h
2 , q
h
1 , q
h
2
)
, 1 ≤ h ≤ H
}
,
on calcule les six parame`tres du mouvement de came´ra correspondant. Pour cela, on ponde`re
chacune des estimations par ph, fraction de la surface de K de profondeur appartenant a` Ih.
Ainsi,
θ =

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β =
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h=1
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h
2 .
(4.2)
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Le calcul de A, B et C tient compte des profondeurs moyennes des intervalles Ih,
A =
H∑
h=1
(
ch1
fc
+ α sin θ
)
ph zh
B =
H∑
h=1
(
ch2
fc
− α cos θ
)
ph zh
C = −
H∑
h=1
ph a
h
1 zh.
(4.3)
Les e´tapes de l’algorithme sont pre´sente´es sur la figure (4.16). La fonction de profondeur Z i
estime´e a` l’ite´ration i est de´finie sur K. On note Di les six parame`tres du mouvement estime´
a` l’ite´ration i, Di = (θi, αi, βi, Ai, Bi, Ci), et ψZi,Di la fonction associant a` un point (x, y) de
K, le point (x′, y′) apparie´ de K ′, a` partir du mouvement Di et des profondeurs Zi estime´s,
c’est-a`-dire (x′, y′) = ψZi,Di(x, y) avec
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3
 est la matrice de rotation associe´e aux angles (θi, αi, βi). La partition de E
et le nombre d’ite´rations N sont pre´alablement fixe´s. Le couple mouvement/profondeurs retenu
est celui minimisant la diffe´rence en norme L1 entre l’image f et l’image g recale´e sur f avec les
profondeurs et le mouvement de la came´ra estime´s lors des N ite´rations.
4.3.2 Re´sultats et discussion
On pre´sente les re´sultats de l’algorithme sur les figures (4.17) et (4.18). L’ensemble des
profondeurs E utilise´ pour l’estimation et les parame`tres de l’algorithme de Belief Propagation
sont inchange´s. On choisit la partition de E = I1 ∪ I2 ∪ I3 avec
I1 = {0.45, 0.5, . . . , 0.75} de moyenne z1 = 0.6
I2 = {0.8, 0.9, . . . , 1.2} de moyenne z2 = 1
I3 = {1.4, 1.6, . . . , 2} de moyenne z3 = 1.7.
Le mouvement sera donc inde´pendamment estime´ sur chacun des trois plans de profondeurs. On
utilise seulement trois plans pour limiter les erreurs d’estimation. En effet, l’estimation initiale
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1. Initialisation
• estimation du mouvement D1 entre f et g
• estimation de Z1 a` partir de f , g et D1 par Belief Propagation
• Ẑ = Z1, D̂ = D1
2. Pour i = 2 . . . N
• pour h = 1 . . . H
– estimation du mouvement 2D (ch1 , c
h
2 , a
h
1 , a
h
2 , q
h
1 , q
h
2 ) sur K ∩ {Zi ∈ Ih}
– calcul du poids ph =
#{Zi ∈ Ih}
#K
• calcul de Di = (θi, αi, βi, Ai, Bi, Ci) a` partir des H mouvements 2D et des H
poids selon les formules (4.2) et (4.3)
• estimation de Zi a` partir de f , g et Di par Belief Propagation
• Si ‖g ◦ ψZi,Di − f‖1 < ‖g ◦ ψ bZ, bD − f‖1 alors
Ẑ = Zi, D̂ = Di
Figure 4.16: Algorithme ite´ratif (N ite´rations) d’estimation du mouvement de la came´ra et des
profondeurs de la sce`ne, une partition I1 ∪ . . . ∪ IH de l’ensemble des profondeurs E ayant e´te´
pre´alablement de´finie. Les intervalles I1, . . . , IH ont pour profondeurs moyennes z1, . . . , zH .
des profondeurs peut eˆtre assez fortement errone´e ; dans ce cas, plus on conside´rera de plans de
profondeurs et plus l’erreur d’estimation sur le nouveau mouvement de came´ra sera importante.
La figure (4.17) rappelle le re´sultat pre´ce´dent et montre le re´sultat obtenu pour l’estimation
des profondeurs apre`s 15 ite´rations de l’algorithme pre´sente´ sur la figure (4.16). Le re´sultat
obtenu en ite´rant successivement les estimations de mouvement et de profondeurs est nettement
meilleur que celui obtenu seulement avec la premie`re estimation du mouvement : on identifie
clairement la bouteille, la bouilloire (avec son anse cette fois) et le de´grade´ de profondeurs de la
table. Seule la partie a` gauche de la bouteille est mal localise´e au fond de la sce`ne. Malgre´ cela,
le bord de la table est correctement de´tecte´.
Sur la figure (4.18), le re´sultat initial obtenu a` partir du mouvement estime´ entre les deux
images permet d’identifier le parasol (et quelques e´le´ments du re´verbe`re) au premier plan, les
fac¸ades d’immeubles a` droite et a` gauche au second plan et le fond entre les deux baˆtiments.
Cependant, sur le baˆtiment de gauche, certaines feneˆtres sont faussement de´tecte´es en avant de la
sce`ne et sur le baˆtiment de droite, de profondeur uniforme (car l’axe optique lui est orthogonal),
on observe plusieurs niveaux de profondeurs. Apre`s 15 ite´rations de l’algorithme, le re´sultat
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Figure 4.17: En haut, les deux images conse´cutives a` partir desquelles on estime les profon-
deurs. Au milieu, l’estimation des profondeurs par la Belief Propagation (100 ite´rations) en
utilisant seulement le mouvement de la came´ra estime´. En bas, le re´sultat obtenu pour 15 ite´ra-
tions de l’algorithme pre´sente´ sur la figure (4.16) (avec chaque fois 100 ite´rations de la Belief
Propagation). Les normes L1 moyennes des diffe´rences entre l’image f et l’image g recale´e sur
f avec le mouvement et les profondeurs estime´es sont respectivement e´gales a` 7.07 pour l’image
des profondeurs du milieu et 5.03 pour l’image du bas.
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Figure 4.18: En haut, les deux images conse´cutives a` partir desquelles on estime les profon-
deurs. Au milieu, l’estimation des profondeurs par la Belief Propagation (100 ite´rations) en
utilisant seulement le mouvement de la came´ra estime´. En bas, le re´sultat obtenu pour 15 ite´ra-
tions de l’algorithme pre´sente´ sur la figure (4.16) (avec chaque fois 100 ite´rations de la Belief
Propagation). Les normes L1 moyennes des diffe´rences entre l’image f et l’image g recale´e sur
f avec le mouvement et les profondeurs estime´es sont respectivement e´gales a` 5.07 pour l’image
des profondeurs du milieu et 4.43 pour l’image du bas.
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est tre`s proche de la carte des profondeurs initiale mais les deux effets sur les profondeurs des
baˆtiments mentionne´s ci-avant sont atte´nue´s.
L’algorithme propose´ est purement heuristique ; la qualite´ des cartes de profondeurs estime´es
est calcule´e par la diffe´rence en norme L1 entre l’image f et l’image g recale´e sur f avec le
mouvement et les profondeurs estime´es. Pour tous les re´sultats pre´sente´s, nous avons utilise´
le meˆme ensemble de profondeurs E ; on ne suppose alors aucune connaissance a priori sur la
structure de la sce`ne. Malgre´ cette restriction, nous obtenons des re´sultats qui, sans eˆtre parfaits,
donnent une bonne information de la structure de la sce`ne, aussi bien pour une sce`ne d’inte´rieur
(figure (4.17)) avec des objets assez proches les uns des autres, que pour une sce`ne d’exte´rieur
ou` les composantes sont beaucoup plus e´loigne´es (figure (4.18)). Ces re´sultats ame´liorent (plus
ou moins nettement) la qualite´ des images de profondeurs obtenues en utilisant seulement la
premie`re estimation du mouvement de came´ra. Notons qu’il est ne´cessaire que cette premie`re
estimation du mouvement ne soit pas trop errone´e car en de´pend l’estimation premie`re des
profondeurs, sur laquelle sont base´es les estimations des mouvements suivants, etc.
De plus, l’estimation du mouvement sur diffe´rents plans de profondeurs permet d’e´tendre
les limites du cadre de´fini dans le chapitre 3 pour l’estimation du mouvement de la came´ra. Il
est maintenant possible d’estimer correctement le mouvement pour des sce`nes pre´sentant des
variations de profondeurs plus importantes que celles autorise´es dans le chapitre 3 c’est-a`-dire
telles que (
1
Zinf
− 1
Zsup
)
‖t‖ (L+ 1)Gmax < 2ε
pour ε = 10−2. Il suffit que chaque plan de profondeur de´fini par la partition (et non toute
la sce`ne) ve´rifie cette dernie`re condition pour que chaque estimation soit correcte, sous re´serve
que la premie`re estimation du mouvement ne soit pas trop fausse´e par de grandes variations
de profondeurs. En revanche, l’algorithme n’est pas adapte´ a` l’estimation de translations plus
importantes que celles observe´es entre deux images conse´cutives dans une se´quence car nous
n’avons pas inte´gre´ dans la Belief Propagation de traitement particulier pour les occultations
apparaissant dans le cas de translations conse´quentes ; les profondeurs sont alors mal estime´es
car chaque point de l’image f est associe´ a` un point de l’image g.
4.4 Conclusion
Dans ce chapitre, nous avons utilise´ le mouvement de la came´ra estime´ entre deux images
conse´cutives d’une se´quence pour de´terminer un plan de profondeurs de la sce`ne 3D filme´e.
Nous avons applique´ pour cela un algorithme probabiliste convergeant vers la configuration
des profondeurs maximisant la probabilite´ a posteriori connaissant le mouvement estime´ et les
deux images. L’ensemble des profondeurs teste´es et les parame`tres de l’algorithme e´tant fixe´s,
on obtient des re´sultats plus ou moins satisfaisants, suivant la structure de la sce`ne et l’erreur
initiale sur l’estimation du mouvement.
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Pour ame´liorer ces re´sultats, on ite`re le proce´de´ en estimant le mouvement 2D non plus di-
rectement entre les deux images mais sur des zones de profondeurs estime´es voisines. En tenant
compte des profondeurs moyennes de ces zones, on calcule, a` partir des nouvelles estimations de
mouvements 2D, un nouveau mouvement de came´ra dans l’espace, utilise´ par la Belief Propa-
gation, etc. Les re´sultats sur les profondeurs sont visiblement meilleurs. La me´thode peut aussi
permettre d’estimer plus finement le mouvement de la came´ra, notamment lorsque les variations
des inverses des profondeurs sont importantes ; le cadre d’application de la me´thode du chapitre
3 peut eˆtre e´largi.
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Chapitre 5
Sur l’injectivite´ du flot optique
Dans ce chapitre, nous e´tudions en de´tail et d’un point de vue the´orique l’injectivite´ de
l’application qui associe un flot optique au film d’une sce`ne statique, c’est-a`-dire a` un mouvement
de came´ra et a` la surface filme´e. Nous prouvons que cette application est injective si le flot est
observe´, dans le cas d’une projection ste´nope´, sur le plan {Z = 1} tout entier. Nous avons appris
poste´rieurement que ce re´sultat avait de´ja` e´te´ obtenu par Brodsky, Fermu¨ller et Aloimonos dans
[7], par une de´monstration diffe´rente. De plus, a` partir de deux mouvements de came´ra, nous
de´crivons le domaine d’observation du plan ou` les flots ge´ne´re´s sont susceptibles d’eˆtre identiques
et donnons les e´quations des surfaces filme´es qui, associe´es a` ces deux mouvements de came´ra
conduisent au meˆme flot optique. Nous retrouvons alors les re´sultats de Horn [31] et Maybank
[47] sur la nature de ces surfaces.
5.1 Pre´sentation du proble`me
Le proble`me de l’estimation du mouvement de la came´ra et de la structure de la sce`ne a` partir
du flot optique, quand la came´ra e´volue dans un environnement statique, a e´te´ et est toujours
tre`s e´tudie´. Cependant, un aspect the´orique important du proble`me est habituellement peu
conside´re´ ; la plupart des auteurs pre´sentent des me´thodes en supposant qu’a` un flot optique
donne´ correspond exactement un mouvement de came´ra et une surface filme´e. Ce n’est pas
toujours le cas. Par exemple, un flot optique ge´ne´re´ par une came´ra filmant une surface plane
est toujours ambigu ; il existe une autre surface plane et un autre mouvement de l’observateur
produisant le meˆme flot, comme montre´ dans [43, 66, 46]. Dans le cas ge´ne´ral, Horn [31] et
Maybank [47] ont montre´ qu’un flot optique ne peut eˆtre ambigu que si les surfaces filme´es
appartiennent a` une classe de surfaces particulie`res : les hyperboloı¨des a` une nappe, vues par un
point de leur surface.
Dans ce chapitre, nous e´tudierons les flots optiques ambigus, du point de vue du domaine
ou` le flot est observe´. Pour cela, nous nous placerons dans le cadre the´orique suivant : nous
supposerons que le mouvement de la came´ra est continu dans le temps, ce qui implique que
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nous travaillerons avec des alge`bres de Lie plutoˆt que des groupes et nous conside´rerons non
plus la projection ste´nope´ mais la projection ste´re´ographique qui, en toute ge´ne´ralite´, simplifie
nos de´monstrations. Nous commencerons donc par quelques rappels sur les mouvements infini-
te´simaux et nous introduirons des notations, la projection ste´re´ographique et les formules liant
flot optique, mouvement de came´ra et profondeurs de la sce`ne. Nous de´montrerons au passage
quelques re´sultats the´oriques de projections correspondant a` des morphismes d’alge`bres de Lie.
Puis, nous e´tudierons l’injectivite´ de la fonction qui associe un flot optique a` un mouvement de
came´ra et a` un plan des profondeurs de la sce`ne filme´e. On montre que cette application est
injective si le domaine d’observation du flot est le disque unite´ du plan {Z = 0} (car on consi-
de`re la projection sur la sphe`re unite´ suivie de la projection ste´re´ographique), ce qui revient
a` de´montrer l’injectivite´ sur le plan {Z = 1} tout entier pour la projection ste´nope´. Brodsky,
Fermu¨ller et Aloimonos ont obtenu ce re´sultat dans [7] en analysant le flot optique directement
sur la sphe`re unite´. Enfin, a` partir de deux mouvements infinite´simaux de came´ra, on de´crira
le domaine d’observation sur lequel les flots optiques ge´ne´re´s peuvent eˆtre e´gaux, et les surfaces
filme´es qui, associe´es aux deux mouvements donne´s, conduiront a` un meˆme flot optique.
5.2 Mouvement de came´ra, profondeurs et flot optique
5.2.1 Mouvement de came´ra et champ de vecteurs dans R3
On conside`re une came´ra en mouvement dans un environnement statique. Ceci revient aussi
a` conside´rer l’environnement en mouvement dans le repe`re de la came´ra. Pour de´crire cette si-
tuation, rappelons que l’on note SE(3) le groupe des de´placements rigides de R3, comme pre´sente´
dans le chapitre 1. Ce groupe est l’ensemble des matrices{(
R t
0 1
)
ou` R ∈ SO(3), t ∈ R3
}
.
muni de la multiplication matricielle. Il agit sur l’hyperplan {T = 1} de R4. On notera M =
(X,Y,Z) les coordonne´es euclidiennes d’un point de R3 et M = (X,Y,Z, 1) ses coordonne´es
dans l’hyperplan.
L’alge`bre de Lie du groupe SE(3) est note´e se(3) ; c’est l’ensemble des matrices

0 −ω3 ω2 v1
ω3 0 −ω1 v2
−ω2 ω1 0 v3
0 0 0 0
 , (ω1, ω2, ω3, v1, v2, v3) ∈ R6
 .
muni de l’addition matricielle et du crochet de Lie des matrices. Dans la suite, on e´crira plus
brie`vement les e´le´ments de se(3)
g = (ω, v) =
(
[ω]× v
0 0
)
.
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Proposition 5.1 – Soit g = (ω, v) appartenant a` se(3). Pour tout re´el t, on a
exp(tg) =

(
et[ω]× 1
‖ω‖2
(
(I3 − et[ω]×) [ω]× + t ωωT
)
v
0 1
)
si ω 6= 0
(
I3 t v
0 1
)
sinon.
Les e´le´ments de se(3) produisent des champs de vecteurs dans R3. En effet, conside´rons g
appartenant a` se(3) et un point M de R3. Alors exp(tg) est un de´placement de SE(3),
M(t) = exp(tg) M
est une courbe parame´tre´e lisse et
dM(t)
dt
∣∣∣
t=0
de´finit un champ de vecteurs dans R3. Soit X(R3) l’alge`bre de Lie des champs de vecteurs dans
R
3. Nous avons la proposition suivante :
Proposition 5.2 – Soit g appartenant a` se(3). Pour tout point M de R3, on note
ϕ(g)(M) =
d
dt
(exp(tg)M)
∣∣∣
t=0
.
Alors, ϕ(g) ∈ X(R3) et l’application ϕ de´finit un morphisme d’alge`bres de Lie.
Remarques
– Le crochet de Lie de l’alge`bre se(3) est donne´ par
∀g, h ∈ se(3), [g, h] = gh− hg.
– Le crochet de Lie de l’alge`bre X(R3) des champs de vecteurs de R3 est donne´ par
∀ζ, ξ ∈ X(R3), ∀x ∈ R3 [ζ, ξ](x) = dζxξ(x)− dξxζ(x).
De´monstration. Un morphisme d’alge`bres de Lie est une application line´aire pre´servant le
crochet de Lie. On a facilement la line´arite´ de ϕ car
ϕ(g)(M) =
d
dt
(exp(tg)M)
∣∣∣
t=0
= gM.
De plus, ∀g, h ∈ se(3), ∀M ∈ R3,
ϕ([g, h])(M) = [g, h]M = (gh − hg)M,
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et comme
d(ϕ(g))M (ϕ(h)(M)) = g(ϕ(h)(M)) = ghM,
on a
[ϕ(g), ϕ(h)](M) = d(ϕ(g))M (ϕ(h)(M)) − d(ϕ(h))M (ϕ(g)(M)) = ϕ([g, h])(M).
Donc, le crochet de Lie est conserve´ et ϕ est un morphisme d’alge`bres de Lie. 
Ainsi, a` un mouvement infinite´simal de came´ra, est associe´ un champ de vecteurs dans l’espace
R
3. Plus pre´cise´ment, ce champ de vecteurs s’e´crit ddt (exp(tg)M)
∣∣∣
t=0
ou` les coordonne´es des
points M sont donne´es dans le repe`re associe´ a` la came´ra.
5.2.2 Projection sur la sphe`re
Nous allons modifier un peu la construction pre´ce´dente. Soit p la projection de R3 \ {0} sur
la sphe`re unite´ S2
p(M) =
M
‖M‖ .
Par extension, on note
p(M) =
(
p(M)
1
)
.
Soit g appartenant a` se(3). La courbe parame´tre´e M(t) = exp(tg)M se projette en p(M(t)), et
d
dt
p (exp(tg)M)
∣∣∣
t=0
produit un vecteur sur S2. Si r est une fonction strictement positive de´finie sur S2, la fonction
de S2 dans S2
d
dt
p (exp(tg)r(M)M)
∣∣∣
t=0
produit un champ de vecteurs sur S2. Soit X(S2) l’alge`bre de Lie des champs de vecteurs sur
S2.
Proposition 5.3 – Soit g appartenant a` se(3) et r une fonction strictement positive de´finie
sur S2. Pour tout M ∈ S2, on note
ϕr(g)(M) =
d
dt
p (exp(tg)r(M)M)
∣∣∣
t=0
.
Alors ϕr(g) ∈ X(S2) et l’application ϕr est un morphisme d’alge`bres de Lie.
De´monstration. Soit g = (ω, v) appartenant a` se(3). ∀M ∈ S2, on a
ϕr(g)(M) = dpM (r(M)M) g r(M)M
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Comme
∀M ∈ R3, dpM (M) = 1‖M‖
(
I3 0
0 0
)
− 1‖M‖3
(
MMT 0
0 0
)
,
on obtient, pour M ∈ S2,
dpM (r(M)M) =
1
r(M)
(
I3 −MMT 0
0 0
)
et
ϕr(g)(M) = gM− 〈v,M〉
(
M
0
)
ou` 〈v,M〉 = v1X + v2Y + v3Z ; ce qui prouve que la fonction ϕr est line´aire.
Montrons maintenant la conservation du crochet de Lie. Pour g = (ω, v) et h = (ω ′, v′)
appartenant a` se(3), ∀M ∈ S2,
ϕr([g, h])(M) = (gh − hg)M − 〈[ω]×v′ − [ω′]×v,M〉
(
M
0
)
.
Comme
d(ϕr(g))M = g − 〈v,M〉
(
I3 0
0 0
)
−M
(
vT 0
)
,
on a
d(ϕr(g))Mϕr(h)(M)=
(
g − 〈v,M〉
(
I3 0
0 0
)
−M
(
vT 0
))(
hM− 〈v′,M〉
(
M
0
))
et le crochet de Lie des champs de vecteurs vaut
d(ϕr(g))Mϕr(h)(M) − d(ϕr(h))Mϕr(g)(M)
= (gh− hg)M −M (
(
vT 0
)
h−
(
v′T 0
)
g) M
= (gh− hg)M −M
(
vT [ω′]× − v′T [ω]× 0
)
M
= (gh− hg)M − 〈[ω]×v′ − [ω′]×v,M〉
(
M
0
)
= ϕr([g, h])(M).
Le crochet de Lie est conserve´ par l’application ϕr ; ϕr e´tant line´aire, c’est un morphisme d’al-
ge`bres de Lie. 
On peut donc maintenant associer a` un mouvement infinite´simal de came´ra g un champ de
vecteurs sur la sphe`re unite´ ddt p(exp(tg)r(M)M)
∣∣∣
t=0
ou` r(M) est la distance du point de l’espace
R
3 projete´ en M sur S2 au centre de la sphe`re, c’est-a`-dire a` la came´ra.
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5.2.3 Projection ste´re´ographique
On utilise maintenant la composition de la projection p sur S2 avec la projection sur le plan
{Z = 0}. Soit q la projection ste´re´ographique de S2 \ {(0, 0,−1)} sur {Z = 0} de´finie par
q(M) =
1
1 + Z
XY
0
 .
Cette fonction envoie la demi-sphe`re supe´rieure S2 ∩ {Z ≥ 0} sur le disque {x2 + y2 ≤ 1} et la
demi-sphe`re infe´rieure sur {x2 +y2 ≥ 1}. En utilisant p et q, on projette les courbes parame´tre´es
M(t) de R3 sur le plan {Z = 0}. Dans les chapitres pre´ce´dents, nous avons conside´re´ la projection
directe des points de R3 sur le plan {Z = 1}. Cette projection est e´quivalente a` la projection
q ◦ p, on explicitera par la suite le passage de l’une a` l’autre.
Remarque – L’avantage principal de la projection q sur la projection sur {Z = 1} est sa
conformalite´. Si par exemple, M(t) est un cercle sur S2, sa projection sur {Z = 0} est encore un
cercle. Un autre avantage de cette projection est de pouvoir prendre en compte la vision dans
toutes les directions, aussi bien en avant qu’en arrie`re de la came´ra [72].
Soit maintenant X(R2) l’alge`bre de Lie des champs de vecteurs de R2. On note m = (x, y)
les points du plan {Z = 0}. Si g appartient a` se(3) et r est une fonction de R2 dans R∗+, on
conside`re la fonction de se(3) dans X(R2) de´finie par
d
dt
q
(
p
(
exp(tg)r(m)q−1(m)
)) ∣∣∣
t=0
.
A` un mouvement de came´ra infinite´simal est donc associe´ un champ de vecteurs sur R2. Sa
construction sous-jacente est illustre´e sur la figure (5.1). Soit une fonction strictement positive
r de´finie sur R2, repre´sentant la distance a` la came´ra des points projete´s par q ◦ p sur {Z = 0}
et soit un mouvement infinite´simal g de se(3). Le champ de vecteurs dans R2 est construit
comme suit. Prenons un point m de R2. Il correspond au point q−1(m) de S2 et au point
r(m)q−1(m) de R3. Par l’action du mouvement infinite´simal g, le point de R3 a pour trajectoire
la courbe parame´tre´e exp(tg) r(m) q−1(m), que l’on projette sur S2 en p (exp(tg) r(m) q−1(m))
et finalement sur le plan {Z = 0} en m(t) = q (p (exp(tg) r(m) q−1(m))). L’ensemble des vecteurs
vitesses ddt m(t)
∣∣
t=0
associe´s aux points de R2 produit sur le plan {Z = 0} le champ de vecteurs
appele´ flot optique.
5.2.4 Flot optique
Proposition 5.4 – Soit g = (ω, v) appartenant a` se(3), r une fonction strictement positive
de´finie sur R2 et
u(m) =
d
dt
q ◦ p (exp(tg) r(m) q−1(m)) ∣∣∣
t=0
.
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Figure 5.1: Construction du champ de vecteurs sur le plan {Z = 0} associe´ au de´placement
infinite´simal g dans R3.
Alors, en utilisant la notation complexe dans R2 (on note m = (x, y) par m = x+ iy),
u(m) =
ω2 + iω1
2
m2 + iω3m+
ω2 − iω1
2
+
1
r(m)
(−v1 + iv2
2
m2 − v3m+ v1 + iv2
2
)
= φω(m) +
1
r(m)
ψv(m).
On appelle φω(m) +
1
r(m) ψv(m) le flot optique associe´ au mouvement g = (ω, v) et a` la surface
r.
De´monstration. Soit M = (X,Y,Z) un point de R3 et m = (x, y) sa projection sur {Z = 0}.
On note ‖M‖ = r(m). Alors
m = q ◦ p(M) =

X
r(m) + Z
Y
r(m) + Z

ce qui e´quivaut a` M = q−1(m) r(m). Conside´rons la trajectoire M(t) = exp(tg)M dans R3 et
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sa projection sur {Z = 0}, m(t) = q ◦ p(M(t)). Notons
exp t
(
[ω]× u
0 0
)
=
(
R(t) T (t)
0 1
)
=

R1(t) T1(t)
R2(t) T2(t)
R3(t) T3(t)
0 1
 .
Avec cette notation,
q ◦ p(M(t)) = 1
R3(t)M + T3(t) + ‖M(t)‖
(
R1(t)M + T1(t)
R2(t)M + T2(t)
)
.
Comme 
R(0) = I3 T (0) = 0
R(t)
dt
∣∣∣
t=0
= [ω]×
T (t)
dt
∣∣∣
t=0
= v,
on a
d
dt
(
R1(t)M + T1(t)
R3(t)M + T3(t) + ‖M(t)‖
) ∣∣∣∣∣
t=0
=
−ω3Y + ω2Z + v1
Z + ‖M‖ −
X
(
−ω2X + ω1Y + v3 + d‖M(t)‖dt
∣∣∣
t=0
)
(Z + ‖M‖)2 .
Or,
d‖M(t)‖
dt
∣∣∣
t=0
=
v1X + v2Y + v3Z
‖M‖ et ‖M‖ = r(m)
donc
d
dt
(
R1(t)M + T1(t)
R3(t)M + T3(t) + ‖M(t)‖
) ∣∣∣∣∣
t=0
=
ω2
2
(x2 − y2 + 1)− ω1xy −ω3y + v1 − v3x
Z + r(m)
− 1
r(m)
(v1x
2 + v2xy)− v3x(1− x
2 − y2)
2r(m)
.
Comme
Z =
1− x2 − y2
1 + x2 + y2
r(m),
l’expression devient
d
dt
(
R1(t)M + T1(t)
R3(t)M + T3(t) + ‖M(t)‖
) ∣∣∣∣∣
t=0
=
−ω1xy + ω2
2
(x2 − y2 + 1)− ω3y − 1
r(m)
(v1
2
(x2 − y2 − 1) + v2xy − v3x
)
.
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De la meˆme fac¸on, on obtient
d
dt
(
R2(t)M + T2(t)
R3(t)M + T3(t) + ‖M(t)‖
) ∣∣∣
t=0
=
ω1
2
(x2 − y2 − 1) + ω2xy + ω3x− 1
r(m)
(
v1xy − v2
2
(x2 − y2 + 1) + v3y
)
.
ce qui termine la preuve. 
Remarques
– L’expression du flot optique sur le plan {Z = 0} est complexe quadratique et se´pare le flot
en deux composantes inde´pendantes, l’une due a` la rotation infinite´simale ω, l’autre due
a` la translation infinite´simale v.
– Le cercle unite´ H de {Z = 0} joue un roˆle particulier dans ces constructions. En effet,
si la came´ra, place´e a` l’origine, peut seulement voir dans la direction de (0, 0, 1), le plan
{Z = 0} est la limite du visible (a` moins d’eˆtre une mouche). La projection de {Z = 0}
sur S2 est le cercle H. C’est pourquoi on l’appellera l’horizon.
Exemple – E´tudions les flots optiques obtenus pour des choix particuliers de ω, v et r. Si r ≡ 1,
ω = (0, 1, 0) et v = (0, 0, 0), alors
φω(m) +
1
r(m)
ψv(m) =
m2
2
+
1
2
.
De la meˆme fac¸on, si ω = (0, 0, 0) et v = (1, 0, 0)
φω(m) +
1
r(m)
ψv(m) = −m
2
2
+
1
2
.
Ces deux flots optiques sont repre´sente´s sur la figure (5.2).
Travailler avec les flots optiques φω +
1
r ψv ne´cessite quelques de´finitions supple´mentaires.
D’abord, pour une fonction r constante, si ω = (0, 0, 0), on appellera le flot φω +
1
r ψv une
translation et si v = (0, 0, 0), une rotation. On peut facilement ve´rifier que les translations et
les rotations ont des poˆles, c’est-a`-dire des points ou` le flot est nul. Ceci est tre`s clair quand
les champs de vecteurs sont repre´sente´s sur S2, voir [49, 7]. Une translation et une rotation
ont toujours exactement deux poˆles, a` l’exception des rotations d’axe Z et des translations de
direction Z. Dans ces deux cas particuliers, l’un des poˆles est envoye´ a` l’infini et l’autre est
a` l’origine du plan {Z = 0}. Dans le cas d’une rotation quelconque, les poˆles sur S 2 sont les
intersections de S2 avec la droite passant par l’origine et dirige´e suivant ω. Pour une translation,
ce sont les intersections de S2 avec la droite passant par l’origine et dirige´e suivant v. Les poˆles
d’une translation ou d’une rotation sont donc oppose´s sur S2 et inverses par rapport au cercle
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Figure 5.2: Flots optiques sur {Z = 0}, a` gauche pour ω = (0, 1, 0), v = (0, 0, 0) et r ≡ 1 et
a` droite pour ω = (0, 0, 0), v = (1, 0, 0) et r ≡ 1. Dans les deux cas, les trajectoires sont des
cercles. L’e´quateur de la rotation a` gauche et celui de la translation a` droite sont repre´sente´s en
gras.
H de R2. Ceci permet de de´finir l’e´quateur d’une translation et d’une rotation comme la droite
passant par les poˆles (repre´sente´ en gras sur la figure (5.2)). Dans la suite, on notera ω+, ω−
les poˆles d’une rotation de´finie par le vecteur ω et v+, v− les poˆles d’une translation de´finie par
v. Le poˆle ω+ de´signe le poˆle autour duquel la rotation est directe et v+ le poˆle attractif de la
translation.
On appellera grands cercles la projection sur {Z = 0} de cercles ge´ode´siques de S 2. Les
e´quateurs des translations et des rotations par exemple sont des grands cercles.
Enfin, on dira que deux cercles du plan sont orthogonaux s’ils s’intersectent en un angle
droit. Comme la projection q est conforme, des cercles orthogonaux dans S 2 produisent des
cercles orthogonaux dans {Z = 0}.
Remarque – Soit r une fonction strictement positive de´finie sur R2 et g appartenant a` se(3).
Pour tout m ∈ R2, on note
ϕr(g)(m) =
d
dt
q
(
p (exp(tg) r(m) q−1(m)
) ∣∣∣
t=0
.
Alors ϕr(g) appartient a` X(R
2) mais la fonction ϕr n’est pas un morphisme d’alge`bres de Lie car
le crochet de Lie n’est pas conserve´ par ϕr. Prenons par exemple r ≡ 1, g = (ω, v) et h = (ω ′, v′).
En notation complexe, on a
[ϕ(g), ϕ(h)](m) = ϕ(gh−hg)(m)−im(v1v′2−v2v′1)−
1 +m2
2
(v1v
′
3−v3v′1)+i
1−m2
2
(v2v
′
3−v3v′2),
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donc le crochet de Lie n’est pas conserve´ par les translations.
5.2.5 Projections ste´re´ographique et ste´nope´
Soit un point M de R3 projete´ en m sur le plan {Z = 0}, suivant la projection q ◦ p, et en
m′ sur le plan {Z = 1}. Le point m est indiffe´remment la projection du point M ou du point
m′, comme illustre´ sur la figure (5.3). Ainsi, m = q ◦ p(M) = q ◦ p(m′).
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Figure 5.3: Projection sur la sphe`re suivie de la projection ste´re´ographique sur {Z = 0} d’un
point M et projection ste´nope´ du meˆme point M sur {Z = 1}.
Il est e´quivalent de conside´rer la projection ste´re´ographique ou ste´nope´ car l’application q ◦p
de {Z = 1} sur le disque unite´ du plan {Z = 0} est inversible. En effet, en notant m = (x, y),
m′ = (x′, y′) et m′ = (x′, y′, 1), on a
m = q ◦ p(m′) =

x′
1 + ‖m′‖
y′
1 + ‖m′‖
 avec ‖m′‖ =
√
1 + x′2 + y′2.
Or,
d(q ◦ p)m′ =

1 + ‖m′‖+ y′2
‖m′‖ (1 + ‖m′‖)2 −
x′y′
‖m′‖ (1 + ‖m′‖)2
− x
′y′
‖m′‖ (1 + ‖m′‖)2
1 + ‖m′‖+ x′2
‖m′‖ (1 + ‖m′‖)2
 ,
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le de´terminant de la matrice jacobienne d(q ◦ p)m′ est non nul, donc l’application q ◦ p est
inversible. Le flot optique u obtenu sur le disque unite´ du plan {Z = 0} est lie´ au flot optique u ′
sur le plan {Z = 1} par
u(m) = u(q ◦ p(m′)) = d(q ◦ p)m′ u′(m′).
5.3 Injectivite´ du flot optique
On s’interroge sur la possibilite´ qu’un flot optique donne´ φω+
1
r ψv puisse re´sulter de diffe´rents
mouvements et profondeurs. Il faut bien suˆr garder a` l’esprit un cas trivial : si λ > 0 alors
φω +
1
r
ψv et φω +
1
λr
ψλv
produiront le meˆme flot optique. Ceci e´tant, nous allons montrer le re´sultat suivant.
The´ore`me 5.1 – Soient ω, ω′, v, v′ ∈ R3 et r, s deux fonctions strictement positives de´finies
sur R2. Si
∀m ∈ R2, φω(m) + 1
r(m)
ψv(m) = φω′(m) +
1
s(m)
ψv′(m)
alors, ω = ω′ et il existe λ > 0 tel que v = λv′ et r = λs.
Pour prouver ce the´ore`me, nous allons d’abord montrer le lemme suivant.
Lemme 5.1 – Soient ω, v, v′ ∈ R3 et r, s deux fonctions strictement positives de´finies sur R2.
Si
∀m ∈ R2, φω(m) = 1
r(m)
ψv(m) +
1
s(m)
ψv′(m) (5.1)
alors ω = 0 et il existe λ > 0 tel que r = λs et v = −λv ′.
De´monstration. A : Supposons d’abord que ω, v et v ′ sont non nuls. D’apre`s l’e´quation
(5.1), en chaque point m de R2, le vecteur φω(m) est de´compose´ sur ψv(m) et ψv′(m) avec des
coefficients positifs. Ceci implique
sgn (det(ψv(m), φω(m))) = sgn (det(φω(m), ψv′(m)))
car le vecteur φω(m) est situe´ a` l’inte´rieur du secteur angulaire forme´ par les vecteurs ψv(m) et
ψv′(m), comme illustre´ sur la figure (5.4).
B : On conside`re l’ensemble
Eωv = {m ∈ R2 t. q. det(ψv(m), φω(m)) = 0}.
C’est l’ensemble des points de tangence des champs de vecteurs ψv et φω. Cet ensemble contient
aussi les quatre poˆles ω+, ω−, v+ et v− (sauf s’ils sont a` l’infini), comme le montrent les exemples
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Figure 5.4: Si φω(m) =
1
r(m) ψv(m) +
1
s(m) ψv′(m), avec s(m) > 0 et r(m) > 0, alors
det(ψv(m), φω(m)) et det(φω(m), ψv′ (m)) doivent avoir le meˆme signe.
pre´sente´s sur la figure (5.5). Les points de Eωv satisfont l’e´quation suivante
(
x2+y2+1
2
)2
(ω1v1 + ω2v2)− x2ω1v1 − y2ω2v2 − xy (ω1v2 + v1ω2)
+x
2+y2−1
2 (x(ω1v3 + v1ω3) + y(ω2v3 + ω3v2)) + (x
2 + y2)ω3v3 = 0.
Le de´terminant det(ψv, φω) est de signe constant dans chaque domaine limite´ par Eωv, par
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Figure 5.5: Deux exemples d’ensembles Eωv ; a` gauche, pour ω = (2, 1, 3) et v = (2, 1,−1) et a`
droite, pour ω = (0,−1, 3) et v = (2, 1,−1).
continuite´ de l’application det(ψv, φω). Montrons que Eωv se´pare le plan {Z = 0} en re´gions ou`
le de´terminant a des signes oppose´s. Il suffit de le montrer dans le cas ou` tous les poˆles sont situe´s
sur le cercle unite´ H. Par conjugaison, cette proprie´te´ sera ve´rifie´e pour toute configuration des
poˆles. Dans le cas ou` les poˆles sont situe´s sur H, on a v3 = ω3 = 0, donc ω1 + iω2 = ‖ω‖eiα et
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v1 + iv2 = ‖v‖eiν . Alors, en notation complexe,
φω(m) =
i
2
(m2e−iα − eiα) ‖ω‖
ψv(m) =
−1
2
(m2e−iν − eiν) ‖v‖.
Calculons maintenant l’angle entre φω et ψv, qui nous donnera le signe de det(ψv , φω). Si m est
un point de H, on peut e´crire m = eiδ, alors
arg
φω(e
iδ)
ψv(eiδ)
= arg
i(e2iδe−iα − eiα)‖ω‖
−(e2iδe−iν − eiν)‖v‖ = arg
(
sin(δ − α) ‖ω‖
i sin(δ − ν) ‖v‖
)
=

−pi
2
si δ ∈ (]ν, ν + pi[∩]α, α+ pi[)∪
(]− pi + ν, ν[∩]− pi + α, α[)
pi
2
si δ ∈ (]ν, ν + pi[∩]− pi + α, α[)∪
(]− pi + ν, ν[∩]α, α+ pi[)
0 si δ ∈ {α, ν, α + pi, ν + pi}
Ainsi, sur le cercle H, le de´terminant det(ψv , φω) a meˆme signe pour les points situe´s entre ω+
et v+, ω− et v−, il est nul aux poˆles et a le signe oppose´ ailleurs, comme illustre´ sur l’exemple de
la figure (5.6). On peut en de´duire que Eωv se´pare R2 en re´gions ou` le de´terminant a des signes
oppose´s.
Conside´rons maintenant Eωv′ . Si Eωv 6= Eωv′ , alors il existe des points ou` det(ψv , φω) et det(φω, ψv′)
ont des signes diffe´rents, ce qui est impossible, d’apre`s (A). On a donc Eωv = Eωv′ .
C : Montrons maintenant que Eωv = Eωv′ implique {v+, v−} = {v′+, v′−}. Conside´rons le poˆle
ω+. Comme Eωv = Eωv′ , les tangentes en ω+ a` Eωv et Eωv′ doivent eˆtre paralle`les, ce qui e´quivaut
a`
det

∂
∂x
det(ψv(m), φω(m))
∂
∂x
det(φω(m), ψv′(m))
∂
∂y
det(ψv(m), φω(m))
∂
∂y
det(φω(m), ψv′(m))

∣∣∣∣∣
m=ω+
= 0
⇔ ‖ω‖
3
(ω3 + ‖ω‖)2 det(ω, v, v
′) = 0.
Examinons d’abord le cas ou` ω3 + ‖ω‖ = 0. Ceci n’est possible que si ω1 = ω2 = 0 et ω3 < 0.
Dans ce cas, le poˆle ω+ est envoye´ a` l’infini et on doit alors conside´rer le poˆle ω− (qui est alors
a` l’origine du plan {Z = 0}).
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Figure 5.6: Pour ω = (2, 1, 0) et v = (−4, 1, 0), les poˆles sont place´s sur H. Le de´terminant
det(ψv , φω) est strictement positif dans les ensembles hachure´s de´finis par Eωv, nul sur Eωv et
ne´gatif ailleurs.
Maintenant, si ω3 + ‖ω‖ 6= 0, alors det(ω, v, v′) = 0, ce qui implique que les vecteurs ω, v et v ′
sont lie´s, c’est-a`-dire qu’il existe (α, ν, µ) 6= (0, 0, 0) tels que
αω + νv + µv′ = 0.
Montrons que {v−, v+} = {v′−, v′+}.
– Si α = 0 alors ν 6= 0 et µ 6= 0 car v et v′ sont non nuls. Donc, v et v′ sont coline´aires, ce
qui implique que les poˆles de v et v′ sont confondus.
– Si µ = 0 alors ω et v sont coline´aires et ont donc meˆmes poˆles. On peut ve´rifier dans ce
cas que Eωv n’est forme´ que des poˆles de ω et v car les vecteurs ψv(m) et φω(m) sont
orthogonaux pour tout m ∈ R2 \ {v−, v+}. Comme Eωv = Eωv′ , Eωv′ est forme´ de deux
points qui sont aussi ses poˆles. En conse´quence, v et v ′ ont meˆmes poˆles. On utilise le
meˆme raisonnement pour le cas ν = 0.
– Si α 6= 0, µ 6= 0 et ν 6= 0, on peut ve´rifier que les poˆles de la rotation et des deux
translations appartiennent a` un meˆme grand cercle. Supposons que ce grand cercle soit
H. Comme Eωv ∩ H = {ω+, ω−, v+, v−} et Eωv′ ∩ H = {ω+, ω−, v′+, v′−} (d’apre`s B),
Eωv = Eωv′ implique {v+, v−} = {v′+, v′−}. Par conjugaison, ceci est ve´rifie´ pour tout
grand cercle contenant les six poˆles.
D : Les vecteurs v et v′ sont coline´aires donc le flot optique φω est e´gal au flot optique ge´ne´re´ par
une translation ponde´re´e. Mais le flot ge´ne´re´ par une rotation non nulle ne peut eˆtre proportionnel
a` celui ge´ne´re´ par une translation, donc ω = 0. D’ou`,
∀m ∈ R2, 1
r(m)
ψv(m) +
1
s(m)
ψv′(m) = 0.
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Comme v et v′ sont coline´aires et r et s sont positives, il existe λ positif tel que
v = −λv′ et r = λs.
Le lemme est prouve´. 
Nous pouvons maintenant de´montrer le the´ore`me 1.
De´monstration. Si ∀m ∈ R2,
φω(m) +
1
r(m)
ψv(m) = φω′(m) +
1
s(m)
ψv′(m),
alors
φω−ω′(m) =
1
r(m)
ψ−v(m) +
1
s(m)
ψv′(m).
En appliquant le lemme 1, on obtient ω − ω ′ = 0, v = λv′ et r = λs. 
Nous avons aussi un re´sultat plus fort.
The´ore`me 5.2 – Soient ω, ω′, v, v′ ∈ R3, D2 le disque unite´ ouvert de R2 et r, s deux fonctions
strictement positives de´finies sur D2. Si
∀m ∈ D2, φω(m) + 1
r(m)
ψv(m) = φω′(m) +
1
s(m)
ψv′(m)
il existe λ > 0 tel que ω = ω′, v = λv′ et r = λs.
Ce re´sultat est obtenu graˆce au fait que les poˆles sont inverses par rapport au cercle H. Nous
avons le lemme suivant.
Lemme 5.2 – Soient ω, v, v′ ∈ R3 et r, s deux fonctions strictement positives de´finies sur D2.
Si
∀m ∈ D2, φω(m) = 1
r(m)
ψv(m) +
1
s(m)
ψv′(m)
alors ω = 0 et il existe λ > 0 tel que r = λs et v = −λv ′.
De´monstration. Comme les poˆles sont inverses par rapport a` H, l’un des poˆles de ω est
toujours a` l’inte´rieur du disque unite´ ferme´. Si ω− ou ω+ est dans le disque ouvert, on peut
appliquer la preuve du lemme 1 (en montrant que Eωv = Eωv′ puis en calculant les tangentes a`
Eωv et Eωv′ en ω+ ou ω−).
Mais on peut aussi avoir les deux poˆles de ω sur les bords de D2 qui est le cercle H. Dans ce
cas, un poˆle de v, disons v+, se trouve dans le cercle unite´ ferme´. Alors, si Eωv 6= Eωv′ , on peut
trouver un disque ouvert B(v+, ε), avec ε > 0, tel que B(v+, ε) ∩ D2 6= ∅, det(φω, ψv′) ait un
signe constant et det(ψv , φω) ait des signes diffe´rents dans B(v
+, ε). En conse´quence, Eωv = Eωv′
ce qui me`ne au re´sultat. 
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5.4 Flots optiques ambigus
5.4.1 Domaine d’observation ambigu
Les re´sultats pre´ce´dents sugge`rent qu’on puisse perdre l’injectivite´ dans un domaine spe´ci-
fique d’observation du flot optique.
The´ore`me 5.3 – Soit g = (ω, v) et h = (ω ′, v′) appartenant a` se(3). Les flots optiques ge´ne´re´s
par ces deux mouvements peuvent eˆtre e´gaux dans une re´gion U du plan {Z = 0} si et seulement
si
U ⊂ (E+ω−ω′,v ∩ E+ω−ω′,v′) ∪ (E−ω−ω′,v ∩ E−ω−ω′,v′),
ou`
E+ω,v = {m ∈ R2 tels que det(ψv , φω) ≥ 0}
et
E−ω,v = {m ∈ R2 tels que det(ψv , φω) < 0}.
De´monstration. Si dans U ,
φω +
1
r
ψv = φω′ +
1
s
ψv′
alors pour m ∈ U , on peut de´composer φω−ω′(m) sur −ψv(m) et ψv′(m) avec des coefficients
positifs 1r(m) et
1
s(m) . Par conse´quent, pour m ∈ U ,
sgn (det(−ψv(m), φω−ω′(m))) = sgn (det(φω−ω′(m), ψv′ (m))) ,
c’est-a`-dire
sgn (det(ψv(m), φω−ω′(m))) = sgn (det(ψv′(m), φω−ω′(m))) ,
ce qui implique U ⊂ (E+ω−ω′,v ∩ E+ω−ω′,v′) ∪ (E−ω−ω′,v ∩ E−ω−ω′,v′). 
Un exemple de domaine d’observation ambigu du flot optique associe´ a` deux mouvements
infinite´simaux est pre´sente´ sur la figure (5.7).
5.4.2 Surfaces filme´es ambigue¨s
Si deux flots optiques ge´ne´re´s par deux mouvements donne´s sont identiques dans un domaine
U du plan {Z = 0}, il est facile de calculer les surfaces r et s filme´es.
Exemple – Prenons ω = (0, 1, 1), ω′ = (0, 0, 1), v = (−1,−1, 0) et v′ = (1,−1, 0). Le domaine
du plan {Z = 0} ou` les flots optiques sont susceptibles d’eˆtre e´gaux est repre´sente´ sur la figure
(5.7). On a alors
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Figure 5.7: Le domaine hachure´ est le domaine ou` les flots optiques ge´ne´re´s par (ω, v) =
((0, 1, 1), (−1,−1, 0)) et (ω′, v′) = ((0, 0, 1), (1,−1, 0)) ne peuvent pas eˆtre e´gaux. Sur le reste du
domaine, l’observation peut eˆtre ambigue¨.
φω−ω′(m) =

x2 − y2 + 1
2
xy
 ,
ψ−v(m) =

−x2 + y2 + 1
2
− xy
−xy + x
2 − y2 + 1
2
 ,
ψv′(m) =

−x2 + y2 + 1
2
+ xy
−xy − x
2 − y2 + 1
2
 ,
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et on cherche
(
r(x, y)
s(x, y)
)
tels que

−x2 + y2 + 1
2
− xy −x
2 + y2 + 1
2
+ xy
−xy + x
2 − y2 + 1
2
−xy − x
2 − y2 + 1
2


1
r(x, y)
1
s(x, y)
 =

x2 − y2 + 1
2
xy
 .
On obtient ainsi 
r(x, y) =
2((x2 + y2)2 − 1)
−(x2 + y2)2 − 2(x2 − y2)− 4xy − 1
s(x, y) =
2((x2 + y2)2 − 1)
−(x2 + y2)2 − 2(x2 − y2) + 4xy − 1 .
Ces deux surfaces et les flots optiques associe´s φω +
1
r ψv, φω′ +
1
s ψv′ sont repre´sente´s sur la
figure (5.8).
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Figure 5.8: En haut, a` gauche, la surface 1/r et a` droite la surface 1/s. En bas, a` gauche le
flot ge´ne´re´ par l’e´le´ment de se(3) (ω, v) = ((0, 1, 1), (−1,−1, 0)) sur la surface r et a` droite, le
flot ge´ne´re´ par l’e´le´ment de se(3) (ω ′, v′) = ((0, 0, 1), (1,−1, 0)) sur la surface s.
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Ceci nous me`ne imme´diatement a` la de´finition et au the´ore`me suivants.
De´finition 5.1 – Soit U un sous-espace ouvert du disque D2 et A(U) l’ensemble des fonctions
de U dans R∗+ de la forme
f(x, y) =
N(x, y)
D(x, y)
avec
N(x, y) = ((x2 + y2)2 − 1) (v2v′1 − v1v′2) + 2(x2 + y2 + 1) [x(−v3v′2 + v2v′3) + y(v3v′1 − v1v′3)],
D(x, y) = [(x2 + y2)2 + 1] (v′1c1 + v
′
2c2) + 2(x
2 + y2 − 1) [x(v′1c3 + v′3c1) + y(v′2c3 + v′3c2)]
−4xy(v′1c2 + v′2c1) + 4(x2 + y2)v′3c3 + 2(x2 − y2) (−v′1c1 + v′2c2)
ou` c, v et v′ sont des vecteurs de R3 non nuls. On appelle surfaces ambigue¨s les fonctions de
l’ensemble A(U).
Nous avons obtenu l’expression des surfaces ambigue¨s en inversant le syste`me suivant
(
−ψv(m) ψv′(m)
)(1/r(m)
1/s(m)
)
= φc(m).
The´ore`me 5.4 – Soient ω, ω′, v, v′ ∈ R3 et r, s deux fonctions positives de´finies sur R2. Si
∀m ∈ U, φω(m) + 1
r(m)
ψv(m) = φω′(m) +
1
s(m)
ψv′(m),
alors il existe r˜, s˜ ∈ A(U) telles que r|U = r˜ et s|U = s˜.
Remarque – Les surfaces ambigue¨s sont ici de´crites en termes de distance au centre optique de
la came´ra, en fonction des coordonne´es des points projete´s sur le plan {Z = 0}. Si on exprime ces
surfaces en fonction des coordonne´es des points dans R3, on obtient l’e´quation d’hyperbolo¨ıdes
a` une nappe, comme Horn dans [31] et Maybank dans [47].
5.5 Conclusion
Si on conside`re le flot optique dans un ensemble ouvert du plan {Z = 0} contenant le disque
ouvert D2 (dans le cas de la projection sur la sphe`re suivie de la projection ste´re´ographique), il
n’y a aucune ambiguite´ sur le mouvement et les profondeurs de la sce`ne qui l’ont ge´ne´re´. Mais
si on observe le flot sur un ensemble ouvert strictement inclus dans D2, il est possible qu’il soit
ambigu. En pratique, par exemple dans le plan {Z = 1} sur lequel la came´ra re´alise la projection
dans le mode`le ste´nope´, le flot optique pourra toujours eˆtre ambigu car on n’observera jamais le
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plan tout entier. Si deux mouvements infinite´simaux sont donne´s, on peut en de´duire le domaine
du plan {Z = 0} ou {Z = 1} (par les formules de projection d’un flot sur l’autre) sur lequel les
flots observe´s ne seront jamais e´gaux et le domaine ou` l’ambiguite´ sera possible.
Cependant, l’ensemble des surfaces conduisant a` l’ambiguite´ e´tant de mesure nulle, il est en
pratique extreˆmement rare de rencontrer un flot optique ambigu. Dans presque tous les cas, un
flot optique exact porte suffisamment d’information pour que l’on puisse de´terminer la rotation
et, a` une constante multiplicative pre`s, la translation et les profondeurs de la sce`ne filme´e.
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Re´sume´ : Cette the`se aborde le proble`me de l’estimation du mouvement d’une came´ra fil-
mant une sce`ne fixe, a` partir de la se´quence d’images obtenue. La me´thode propose´e s’applique
a` l’estimation du mouvement entre deux images conse´cutives et repose sur la de´termination
d’une de´formation 2D quadratique. A` partir du mouvement estime´, nous e´tudions ensuite le
proble`me de l’estimation de la structure de la sce`ne filme´e. Pour cela, nous appliquons une me´-
thode de Belief Propagation directement sur un couple d’images, sans rectification, en utilisant
l’estimation du mouvement. Enfin, nous examinons l’injectivite´ de la fonction associant un flot
optique au mouvement d’une came´ra et a` la structure de la sce`ne filme´e. Deux mouvements de
came´ra e´tant donne´s, nous de´crivons le domaine d’observation ou` les flots ge´ne´re´s sont suscep-
tibles d’eˆtre identiques, et les surfaces filme´es qui, associe´es aux deux mouvements, produiront
ces flots ambigus.
Mots cle´s : mouvement, estimation, structure de la sce`ne, Belief Propagation, flot optique,
injectivite´.
Abstract : This thesis deals with camera motion estimation, when the camera films a static
scene, from the obtained sequence of images. The proposed method concerns motion estimation
between two adjacent frames and is based on the determination of a 2D quadratic deformation
between images. From the motion estimation, we next study the problem of scene structure
estimation. We apply Belief Propagation method directly on an images couple, without any
rectification, just using motion estimation. Finally, we study the injectivity of the map that
associates an optical flow to camera motion and scene structure. Given two camera motions,
we describe the domain where the two flows can be identical and the surfaces leading to these
ambiguous flows.
Keywords : egomotion, estimation, scene structure, Belief Propagation, optical flow, in-
jectivity.
