The features of the electrical demand and its response to climate variables impose three main features to the load curves: (1) strong inertia, (2) Each observation is a function and (3) cyclical movements. Based on that, we present a generalization of periodic autoregressive models for functional data with functional covariates. We also estimate a functional autoregressive model, where the periodicity of the parameters is induced by harmonic acceleration operators. Using this method, we handle annual load curves, while the first takes into account the daily load curves.
Introduction
The load curve is defined as the power required by an electrical system as a function of time. The competent short term forecast of the load curve is crucial for managing any interconnected power system. Large prediction errors can generate suboptimal dispatches leading, in turn, to either waste of inputs (water, gas, fuel oil, among others), or unfulfilled demand.
The importance of modeling the load curve is supported by a large number of works dealing with the subject. Several methodologies have been used for that purpose. It may be mentioned: (1) univariate time series (Bunn and Farmer, 1985) , (2) multiple equation models with an equation for each hour of the day (Ramanathan et al., 1997 , Dordonnat et al., 2008 , Cottet and Smith, 2003 , Soares and Medeiros, 2008 , Soares and Souza, 2006 and (3) structural models based on state space representation (Harvey and Koopman, 1993) , among others.
Load curves are clearly functions of time. Due to limitations of measuring instruments, we can only observe such curves at specific time points (every half hour, for instance). We develop models that take into account this characteristic and apply this methodology to Brazilian load curves. The functional approach allows us to reproduce stylized facts (e.g. vertical displacement and time shifting) in a natural manner. Goia et al. (2010) present an example of the same type of application.
The models developed here could also be used with stochastic data exhibiting the following features: (1) strong inertia, (2) functional behavior (meaning that each observation is a function) and (3) cyclical movements. Load curves show all of them. Indeed, the power needs in a system with a large number of consumers do not show, usually, abrupt changes (this is due to (a) tiny individual demands for electricity as a fraction of the total demand and (b) changes in individual demands may be assumed not to occur simultaneously). This implies the inertial behavior of the load curves. Energy consumption presents certain daily, weekly and annual recurrent patterns. They characterize the cycles in the observed data.
We deal with two models. In the first, cyclical movements and the inertia of the load are handled through a variant of periodic autoregressive models (McLeod, 1978) . As stated by Ghysels and Osborn (2001) , PAR process have not been very widely applied in economics to date. Several studies show that periodic processes can arise naturally from the application of economic theory to modeling decisions in an economic context. For example, Gersovitz and MacKinnon (1978) and Osborn et al. (1988) argue that a process of this type arises when modeling the seasonal decisions of consumers, while Hansen and Sargent (1993) suggest that it could also arise from seasonal technology. Both arguments apply when it comes to load curves. Since the observed data are functions, we propose a functional generalization of the periodic autoregressive models. The second is also a functional autoregressive model, but the periodicity of the parameters is induced by a harmonic acceleration operator (Ramsay, 2006) . We have demonstrated the equations of the proposed estimators.
In both models, we will allow the presence of exogenous variables. When it comes to load curves, allowing exogenous variables is especially important because of the strong relationship between load and climate. Temperature is by far the most important regressor for load data among all climate variables (Engle et al., 1986 ).
We use, as a benchmark model, a modified version of the Seasonal Integrated Autoregressive Moving Average (SARIMA) model, with temperature and dummy variables to correct the effects of holidays. A similar benchmark model for Brazilian data was used by Soares and Medeiros (2008) . As it was done by these authors, each hour of the day is treated as time series. We applied a first difference operator to remove the long-term trend, and a seventh-order difference operator to deal with the weekly periodicity. ARIMA models are used as a benchmark also in Vilar et al. (2012) .
The database was obtained from the Brazilian ISO (Independent System Operator), and it consists of observations of hourly electricity load for Southeast and Midwest Brazilian Interconnected Power System -BIPS. This paper is organized into five sections besides this introduction. The second section presents an exploratory analysis of the database, showing the main features of the load curves from a statistical viewpoint. In the third section, we deal with methodological aspects of functional models and describes some underlying theoretical aspects. In the fourth section, we describe the results. The conclusions are left to the fifth section.
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Statistical analysis of the database
The dataset consists of hourly observations of the load (in MW average) and temperature (Celsius degrees), for the Southeast and Midwest Brazilian Interconnected
Power System -BIPS, from January 1, 2003 to January 20, 2011.
Load
The load series shows a growing trend due to corresponding movements in economic activity. Accordingly, we focus on load changes instead of their levels. We model the evolution of the percentage changes of hourly load with respect to the mean hourly load of the preceding week 1 . Our paper is essentially focused on functional data modelling, and,therefore, we tried to avoid the use of sophisticated methods.
Our data shows the same periodicity patterns exhibited in many other studies (Harvey and Koopman, 1993) : daily, weekly and annual cycles. Within a day, peak (lowest, resp.) consumption occurs in the early evening (at dawn, resp.). Also, the load curve along the first and second thirds of the day is roughly u-shaped and constant, respectively. The aforementioned are the major features of the daily cycle.
The most remarkable aspect of the weekly periodicity is the difference between weekdays and weekends load profiles (see figure 1) . Usually, loads on Saturdays and Sundays are lower than on weekdays. Moreover, the early hours of Mondays show, as a rule, load levels lower than any other day of the week.
The annual periodicity (or seasonality) is due primarily to climatic factors. For example, winter Tuesdays exhibit typical shapes distinct of summer ones (see figure   2 ). Winter daily curves show a behavior very similar to each other. The peak hours occur around 7 p.m. Summer curves show a greater diversity of shapes. In one curve, at least, the peak hour occurs during the afternoon, while in the others the peak hour occurs during the evening. In spite of their fair variability of shapes, each summer curve shows two well defined valleys, and at least one well defined peak.
Holidays do play an important role on the format of the load curve. Figure 3 shows the graph of load curves for each day running from September 05, 2010 to September 11, 2010. The independence holiday, celebrated on 09/07, occurred on a Tuesday. A typical Tuesday load curve is similar to its Wednesday, Thursday and
1
The readers should keep this in mind when viewing our load curves plots. Friday counterparts ( cf. figure 1 ). On the other hand, the shape of the curve of the Tuesday holiday is similar to those prevailing on weekends (cf. figure 3 ).
Holidays and seasonal aspects are sources of variability for load curves shapes.
There may be other, less obvious, ones. An important way to analyze data variability is through principal component analysis. When data items are observations of R dvalued random vectors there is an enormous underlying literature (see, for instance, Gnanadesikan (2011) and Anderson (1968) ).
For R d -valued data, the principal component analysis is based on the spectral decomposition of the underlying covariance matrix. This is also the case for functional data. More specifically, when data items are functions, we determine ζ1, ζ2,· · · functions that capture, in decreasing order, the sources of variability of the data (for more details see Hall (2011) ).
Figures 4, 5, 6 and
The first principal component shows that approximately half of the variability of the load in relation to its average is roughly due to vertical displacements of load curves. Such displacements do not affect the shape of the curves.
The variability associated with the second principal component has to do with movements near peak times. Weeks with large scores on the second principal com- ponent show larger peaks when compared to average curves. Furthermore, we can observe a kind of time shifting near peak times (greatest daily figures occur earlier than in the average curve).
Weeks with large scores on the third principal component show their first days (Sundays, Mondays and Tuesdays) with load curves greater than the mean curve.
On the other hand, days by the end of the week (Thursdays, Fridays and Saturdays)
show load curves smaller than the mean curves.
Variability associated with the fourth component has to do with curvature.
Weeks with high scores on the fourth component show a bending up behavior at their extremes (on Sunday, Monday, Friday and Saturdays).
We can say that the first, the third and the fourth principal components are related to the level, the slope, and the curvature of the load curve, respectively.
Principal components with the above interpretations can be found in some applications for data in the form of random vectors (see, for instance, Litterman and Scheinkman (1991) for an important application to bond returns). The second principal component is more typical of functional data due to the identified time shifting.
Temperature
The observations of temperature are weighted arithmetic averages of measurements taken at airports located in the Southeast and Midwest of Brazil. They were provided by Brazilian ISO.
The relationship between the load and the temperature as in Engle et al. (1986) is not linear 2 . This is also the case with our data. In figure 8 , we can observe the load and the temperature for one randomly picked day, suggesting the nonlinearity of the relationship. The functional parameter is able to capture this feature.
The literature also suggest: (1) the response is asymmetric (one degree increase in temperature causes different movements in the load depending on its level, see Pardo et al. (2002) ), (2) The relationship depends on whether or not the underlying 2 A popular way of considering the temperature as an explanatory variable for load is through Heating Degree Days (HDD) and Cooling Degree Days (CDD) (see, for instance, Cancelo et al. (2008) or Engle et al. (1986) ). Both of them are nonlinear transformation of the temperature. We have tested the use of the CDD (since it is unusual the use of heating equipment in Brazil) with no considerable improvement in RMSE's. day is a weekday (Smith, 2000) , (3) It may depend on the corresponding season (Hyde and Hodnett, 1997) .
Autoregressive functional models with exogenous variables
In this section we describe, in a summarized fashion, the periodic autoregressive (PAR) models (more details can be found in e.g. Franses and Paap (2004) ), and some theoretical aspects underlying the modeling of functional data.
Consider the process y := {yn} n∈Z , where each yn is a R-valued random variable. Set Fn := σ (yn, yn−1, · · · ), hereafter σ(·) indicates the generated σ-algebra, representing the information from the observation of {ym} m≤n . The process y is called Periodic Autoregressive when, for some p > 0 and s > 0, we can write:
where µn = µn+s, φ1n = φ1,n+s, φ2n = φ2,n+s, · · · , φpn = φp,n+s for all n and φpn is different from zero for some n.
Let us define εn = yn − E(yn|Fn−1). We also assume V ar(εn) = V ar(εn+s), for all n ∈ Z. The value s is the underlying period and p is the autoregressive order.
Remark Due to its periodic behavior, PAR processes are usually nonstationary.
However, if we define yn := y (n−1)s+1 , · · · , yns , it is possible that {yn} be a stationary, R s -valued process. In that case, we call y a periodic stationary process (more on such processes may be found in Hurd and Miamee (2007) ). It is easy to
show that the stacked process {yn} follows a VAR process.
The aforementioned processes refer to the case in which we observe a real number for each discrete unit of time, n. In our case, we observe function values along each time unit, such as one day. Accordingly, we put y := {yn} n∈Z wherein each yn is a random function with common domain (0, T ]. Set Fn−1 := σ (yn−1, yn−2, · · · ). We will say that y is a Periodic Autoregressive Functional process when, for some p > 0 and s > 0, we can write:
where µn(t) = µn+s(t), φ kn (t) = φ k,n+s (t) for all k = 1, · · · , p and all t ∈ (0, T ] and φp,n(t) is different from zero for some n.
A natural generalization of periodic autoregressive models is obtained when we allow the inclusion of exogenous variables. Such generalization is particularly relevant to model the load. Climate variables, especially temperature, strongly affect the behavior of the load curve.
Let wm be any exogenous functional variable (temperature, for instance) affecting ym for all m ∈ Z. Set Gn−1 := σ ({ym−1, wm : m ≤ n}). We will say that the process y = {yn} n∈Z is Periodic Autoregressive Functional with exogenous variables, Periodic Autoregressive Functional, for short, when we can write:
where ∀ t ∈ (0, T ], µn(t) = µn+s(t), φ kn (t) = φ k,n+s (t) for all k = 1, · · · , p and all t ∈ (0, T ]. Moreover, we assume that βn(t) = βn+s(t) and φpn(t) is different from zero for some n. Let us define εn(t) = yn(t) − E(yn(t)|Gn−1). We also assume V ar(εn(t)) = V ar(εn+s(t)), for all n ∈ Z and t ∈ (0, T ].
Remark By analogy with the Periodic autoregressive models described in Franses and Paap (2004) , an alternative way to express the periodic functional models would be to relate the time t to the immediately preceding time, t − 1. However, we believe that the expression in 3 is more appropriate for the load curves (see, for instance, Ramanathan et al. (1997) ).
For independent observations, the models considered above are called concurrent models (Ramsay, 2006) , since in the regression equations (2) and (3) In practical terms, the functions appearing in (2) and (3) are observed only at some points of their domains. This is the case with the hourly electricity load. The hourly load observations evolve over a smooth trajectory. This is also the case with the temperature. It may be assumed, and so we will do, that the model parameters (which transfer the information of suitable smooth functions to other ones) are also smooth functions.
In order to deal with functional data, it is necessary to obtain a suitable representation of each of the functional objects. There are several ways to do this. Here, we will use representations in terms of splines basis 3 . This will be done for dependent and covariate functions, and also for the parameters of the periodic functional model.
A spline is a function f : (0, T ] → R, piecewise polynomial. Each spline f is associated with a fixed partition 0 = t0 < t1 < · · · < tI < tI+1 = T in such a way that the restriction of f to each [ti, ti+1] and i ∈ {0, 1, · · · , I} is a polynomial fi. The degree of the spline f , denoted by m, is the greatest degree of the f i s. We also impose The first step to model the load is to obtain a spline representation of the functions. Here, as in the majority of studies in the literature (e.g. Ramsay (2006)),
we use cubic splines. We require that the representation be smooth, and fit well the data. Both smoothness and goodness of fit may be addressed through the following problem of minimization:
where (zi) i≤I is an observation of the random vector (z(ti)) i≤I embodying all dependent and explanatory variables. The first term in (4) is a measure of goodness of data fit to the function f , and the second is related to the smoothness of the estimated function. The positive constant λ is the smoothing parameter. Large values of λ produce smoother curves. It can be shown (Reinsch (1967) ) that the unique function f which minimizes (4), for a fixed λ, is a natural cubic spline with knots at the ti for i ≤ I. Although each solutionf of (4) depends randomly on each realization (zi) i≤I , there is a deterministic spline basis {fi} i≤I ⊂ SB(M ) and random coefficients {ḟi} i≤I such thatf can be decomposed in the following way:
Therefore, the estimation can be fully defined in terms of realizations of the random coefficients {ḟi} i≤I .
For other explanatory variables such as temperature, we use the Fourier representation with
More precisely, S(M ) has dimension at most M (I + 1). Note that a vector subspace of a finite dimensional vector space has finite dimension. See Hoffman (1971) .
5
The space S (M ) generated by the set of such functions f : (0, T ] → R is finite dimensional and S(M ) is a vector subspace of S (M ).
(cos(2πlt/T ), sin(2πlt/T )) for all t ∈ (0, T ], where L is suitably chosen based on the Fourier expansion and a fixed error level.
Estimation procedure
Consider yn a depedent random function and assume without loss of generality that there is only one explanatory random function xn represented by a cubic spline for all n ≤ N and that yn and xn have zero mean. Given realizationsỹn andxn of the random functions yn and xn respectively, we can writẽ
where {fj : j = 1, ..., J} ⊂ SB(M ) and {h k : k = 1, ..., K} ⊂ SB(N ) are the functional basis 6 andxnj andynj are the coefficients corresponding to the realizationsxn andỹn of the random functions xn and yn, respectively, for all j ≤ J and k ≤ K. Write shortly 7x n(t) =x n f (t),ỹn(t) =y n f (t) and β(t) = h(t) β for all t ∈ (0, T ] and all n ≤ N . Denote byx ∈ R N J the matrix of coefficients with line n given as the vectorx n = [xn1, ...,xnJ ] for each n ≤ N on the sample dimension.
Definey,x(t) andỹ(t) analogously. Thusx(t) =xf (t) andỹ(t) =yf (t) for all
t ∈ (0, T ]. The functional estimatorβ : (0, T ) → R on the standard model is defined asβ = arg min
The termx(t)β(t) =xf (t)h(t) β can be written as (x⊗β )(f (t)⊗h(t)), where ⊗
indicates the kronecker product.
the vector with dimension K × 1 and one in the k-th coodinate. Assuming that h1
6
Recall these functions are deterministic.
7
All vectors are represented by a column matrix. is the unitary constant, then for each t ≤ T , the observationỹ(t) can be written as y(t) = (y ⊗ e 1 )(f (t) ⊗ h(t)). Thus
and hence:
Therefore:
where G = (0,T ] (f (t) ⊗ h(t))(f (t) ⊗ h(t)) dt is the Gram matrix with respect to the inner product defined by g,ġ = (0,T ] g(t)ġ(t)dt. Minimizing the previous expression inβ we get the estimatorβ(t) =β * h(t), whereβ * is the solution of the system: The dimension of the matrix (x⊗β ) is N ×(JK) and the dimension of the matrix (f (t)⊗h(t)) is (JK) × 1. The symbol (x ⊗β )(f (t) ⊗ h(t)) represents the natural matrix product between (x ⊗β ) and (f (t) ⊗ h(t)). 
analogously. In this case the matrix f (t) ⊗ h(t) is replaced by the JKL × 1 matrix
Daily periodic autoregressive functional model with exogenous variable
Let y be a smoothed random function representing the detrended daily load curve.
We assume that the autoregressive order is one 9 . In Figure 9 , we see that the typical curve of a Sunday is repeated every seven days. The model parameters are periodic with period 7 in order to address this weekly cycle. Several authors (Soares and Medeiros (2008) variability of temperatures is not significant. We did not access the disaggregated temperature data, therefore it is not possible to evaluate the spatial variability. But in our functional context, the mean temperature is necessary, since it has to do with the shape of the load curves. We also add a function with period 52 to address the seasonality. This is because some variables, which significantly impact the shape of the load curves are not included in the model (humidity and sunlight hours, for instance). The holidays are handled through a dummy.
Based on the previous context, the equation (3) can be rewritten as:
where µn(t) = µn+7(t), φn(t) = φn+7(t), βn(t) = βn+7(t) and t ∈ [0, 24) for n = 1, 2, ..., N . The variable wn(·) is the hourly temperature 11 and yn−1(·) is the load of the immediately preceding day 12 . The functions µn(·) and Dn(·) play the same role 11 The temperature is represented in terms of components of a Fourier basis, like in Ramsay (2006) .
12 Autoregressive models with one lag for load curves may be found in Goia et al. (2010) and Antoch et al. (2010) .
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We call equation (7) as daily model.
According to Ramanathan et al. (1997) , there are some indications that the way the load is related to its covariates changes over the year. A possible way to tackle this problem in a functional approach is to model the load over the entire years. Working with the annual load, the functional parameters may vary so as to accommodate any remaining seasonal variability. For instance, hours of sunlight are not included in (7), and they affect the load curve, mainly because of public illumination.
Annual autoregressive model with exogenous variable
Modeling the daily data that exhibit annual cycles is not an easy task. Harvey and Koopman (1993) highlighted many of underlying difficulties. In the case of load curves, we have two main problems. The first one is that the functions that describe the trajectory of the load over a leap year have a larger domain than those for ordinary years. The second one is that no year comprises an integral number of weeks which in turn causes a week misalignment: the first twenty four hours of a year, for instance, refers to a week day which is never equal to the corresponding hours of the following year. This may be a major problem since, as we saw in section three, the days of the week do have an effect on the shape of the load functions.
To deal with such problems, we decided to use only the 49 innermost weeks of each year, namely, the 49 weeks running from the second Sunday of each year. It is clear that this technique solves the problem related to the leap year, and also the problem of weekly misalignment.
Remark The load of the immediately previous day remains as an explanatory variable for the load at the time y(t) in the annual model. However the first 24
hours of the year are related to the 24 hours of the previous year. To deal with this specificity, we change the model as the following.
Let y be a smoothed random function representing the detrended load of the 49 innermost weeks and write t d = 24 hours. In the model named annual, beyond the good fit to the data, we require the estimated parameters to behave (at least approximately) in a periodic fashion. Set
The annual model can be written as:
where, y
n ∈ Z, and t ∈ [0, ta); where ta is the number of hours accounted for each year. The variable y − n represents the current load yn lagged by 24 hours. The function wn(·) is the temperature. Again, α(·) and Dn(·) play the same role as the constant and a dummy for holidays in ordinary regression models.
We will consider harmonics with underlying periods corresponding to 343(= 49 × 7) and 7 days. Define ta = 8232(= 49 × 7 × 24) as the annual period and tw = 168(7 × 24) the weekly period. The motivation for this procedure is that for each given (c,ċ, d,ḋ) ∈ R 4 , the function β(t) = c cos(2πt/ta +ċ) + d cos(2πt/tw +ḋ) satisfies A(β) = 0 where A : C 4 (0, ta] → C 4 (0, ta] is the operator defined by
and β (IV) indicates the 4-th derivative of the function β. The operator A is named harmonic acceleration operator 13 (Ramsay and Dalzell, 1991) . This can be done through the minimization of following penalized sum of squares (see Ramsay (2006) ).
following the notation of Equation 6 and the same arguments for the daily model then the estimatorβ satisfies
where GL is transformed Gram matrix defined by GA = (0,ta] A(h(t)h(t) )(t)dt.
The benchmark model
We use as benchmark model a similar to that one considered in Soares and Medeiros (2008) for Brazilian data. The authors considered twenty four different discrete models, one for each hour of the day and hence without embodying smoothing characteristics on the load curve. Roughly speaking, their framework is a modified version of the SARIMA models. The model for one specific hour includes exogenous variables (temperature and dummy variables to correct the effect of holidays). The first difference and the seventh-order difference are applied to address, respectively, the long-term trend and the weekly periodicity. The authors, Soares and Medeiros (2008) , also stated that the seasonal effect seems to be removed by first difference of the hourly series. The benchmark model can be written as:
whereẏ nh = ∆7∆1y nh − αδn − βδn−1 − γδn−7 − ζwn for all h ∈ {1, ..., 24} and s is the period underlying the data. The explanatory variable δn is a dummy variable identifying holidays, wn is the temperature and ε hn is a zero mean error term. The symbols φ k for k ∈ {1, · · · , p}, θj for j ∈ {1, · · · , q}, Φm for m ∈ {1, · · · , P }, Θn for n ∈ {1, · · · , Q}, α, β, γ and ζ are parameters. The selection of the AR and MA order for each hour is based on the analysis of the autocorrelation function (ACF), the partial autocorrelation function (PACF), and the AIC.
The estimated models for each hour can be found in appendix 1.
Results
In tables 1, 2 and 3, we present the RMSE (Root Mean Squared Error in %values)
based on discretized functional residuals (inside sample) for daily model, the annual model and the benchmark model, respectively. Clearly, the residuals are functions, but we decided to present the RMSE for entire hours to make them comparable with the residuals from the benchmark model. figure 6) shows that they are different from each other. The signal " + " is above the mean for Tuesdays, it stays on the mean for Wednesdays and for Thursdays, it is below the mean.
The annual model parameters, figures 11 and 12, confirm the statement that the way the load is related to its covariates changes over the year (see Ramanathan et al. (1997) In figure 12 , we plot the estimated constant in the annual model for one week in the winter and one week in the summer and also the estimated constant in the daily model. The figure makes clear a potential drawback of the daily model, the discontinuity of the parameters between the days.
In figure 12 , is possible to notice the importance of week and season alignment.
The peak hours is related to the seasons. In the annual model, we guarantee a type of alignment of the seasons. This is the most likely explanation for the better performance of the annual model near-peak hours when compared with daily model.
Conclusion
In this paper, we developed a functional approach to deal with brasilian load curves.
It allows us to use specific tools of functional data (principal component functional data analysis), which makes clear some nontrivial sources of variability of the data.
Furthermore, the functional approach makes possible to deal with stylized facts (e.g.
vertical displacement and time shifting) in a natural manner. Other approaches treat the aforementioned facts through dummy variables, for instance.
The principal component analysis confirms the importance of the climatic factors to explain the load curves. The first and second principal components show that This work has also contributed for the generalization of the periodic autoregressive models for functional data. They may be applied to other processes (river flows, for instance). We also presented a closed form for the estimator of the functional parameters using the Kronecker product.
We estimate two linear functional models for electricity load curves. The first, a periodic autoregressive functional model, deals with the daily load curves. The second model is specified for the annual load curves. A possible drawback with our annual model has to do with the data being trimmed at the beginning and end of each year so as to avoid week misalignment. Both functional autoregressive models present good results, in terms of RMSE, when compared with the benchmark model(a modified version of a SARIMA).
As future research, we deal with simulation exercises to provide some statistical properties of the estimator, for instance, confidence bounds and a neat way to compare results with traditional models.
A.2 Benchmark model 
