The climate and natural variability of the large-scale stratospheric circulation simulated by a newly developed general circulation model are evaluated against available global observations. The simulation consisted of a 30-year annual cycle integration performed with a comprehensive model of the troposphere and stratosphere. The observations consisted of a 15-year dataset from global operational analyses of the troposphere and stratosphere. The model evalua-
Introduction
Long-term global observations and model simulations are necessary to investigate the nature of climate variability on interannual time scales. Most of the literature on this subject focused mainly on the tropospheric flow and its response to changes in boundary forcing, namely variations in sea surface temperature and land parameters (for a review see for instance Lau 1992) .
Recently it has been recognized that anthropogenic influences on the atmospheric composition may have a large impact on the stratosphere, a dramatic example being the rapid depletion of the ozone layer during the austral spring over Antarctica (Farman et al. 1985) . Significant ozone losses in the middle-and high-latitudes of the lower stratosphere (Stolarski et al. 1991) may also affect the climate radiative forcing of the surface-troposphere system (Ramaswamy et al. 1992) . However, in order to evaluate the effects of changes in atmospheric composition on the general circulation it is necessary to take into account the large interannual variability of the stratospheric flow. Well-known examples of variability in the stratosphere are sudden increases of the winter polar temperature, that may be particularly intense in the Northern Hemisphere, and the quasi-biennial oscillation (QBO) in the zonal wind in the lower tropical stratosphere (Andrews et al. 1987 for a review). The interest in the climate of the stratosphere and its variability is also motivated by the recent availability of relatively long records of global observations including the stratosphere and more advanced numerical models that allow us to address this issue more comprehensively.
Early simulations of the stratospheric climate used fixed solar radiation, as for instance Boville and Randel (1986) . They compared the atmospheric statistics of a 7-y January dataset of global observations to a January perpetual integration obtained with the NCAR-CCM0 general circulation model (GCM) . With regard to the interannual variability of the stratospheric circulation, they found that their simulation overestimated the observed variability. They attributed their results to the absence of the seasonal cycle in their simulation.
Most of the following simulations reported in the literature included the annual cycle in solar radiation, although the presentations of the results usually focused on the solstitial seasons (Rind et al. 1988a, b; Boville 1991, ] 995; Deque et al. 1994; Hamilton et al. 1995; Hamilton 1995a, b) . The 5-y integration of Rind et al. (1988a, b) performed with the GISS global climate model that included the middle atmosphere suggested that complex interactions among the mean flow, large-scale eddies and parametrized gravity wave drag can affect the simulation of the climate in the stratosphere. Several aspects of the climate and natural variability simulated by the MACCM2 GCM (Boville 1995) and the SKYHI GCM (Hamilton et al. 1995; Hamilton 1995a, b) have been recently reported. While the low horizontal resolution versions of these two GCMs were integrated for several years (respectively 25 years for SKYHI and 13 years for MACCM2), results from their versions at higher horizontal resolution covered only few years. The MACCM2 and SKYHI models differ in many aspects of design and results. For instance, results from the SKYHI model indicated a tendency of the Southern Hemisphere winter zonal mean circulation to improve with horizontal resolution (Hamilton et al. 1995) . Sensitivity experiments with the SKYHI model showed that the simulation of the Southern Hemisphere winter may be strongly affected by momentum deposition in the mesosphere (Hamilton 1995b) . A strong sensitivity of the middle atmosphere circulation to the parametrized orographic gravity wave drag in the Northern Hemisphere winter was indicated by the results of the MACCM2 model (Boville 1991 (Boville , 1995 . The interannual variability in the long-term simulation performed with the SKYHI model agreed with observation in late winter, but was somewhat too large in December (Hamilton 1995a ). Boville (1995) showed that in January, March, July and October a considerable amount of interannual variability characterized the MACCM2 long term simulation. In January and July, most of the MACCM2 simulated variability was found in the winter hemisphere, in agreement with observations.
Most of these mentioned simulations with state of the art GCMs indicate that a systematic cold bias of the polar stratosphere is a persistent feature of the Northern and Southern Hemisphere winter seasons, although the magnitude and the specific of the bias may depend on the particular model as well as many other factors (i.e. physical parametrizations, resolution).
The purpose of this work is to evaluate a 30-year simulation of the stratospheric climate performed with a newly developed GCM against available observations. The length of the integration considered in this study is therefore among the longest records used to date, and the results from the current work may be compared with the previously referred to long-term simulations. A novel aspect of the current work is the focus on the simulation of the evolution and breakdown of the polar night stratospheric vortex in both the Northern and Southern Hemisphere (hereafter NH and SH, respectively), emphasizing interhemispheric differences. Results concerning the full annual cycle are therefore reported.
Attention is restricted to the extratropical interannual variability associated with internal dynamical and physical processes, therefore such external forcing as interannual variations in sea surface temperature and trends in trace gases have been excluded from the simulation. This approach is motivated by the important role played by GCMs in studying the nature of climate variability and climate change, and thus the necessity of assessing the amount of variability generated in a model atmosphere in the absence of external forcing, prior to their use in sensitivity studies. The present work is part of a more general project aimed at developing and validating a GCM to be used in a variety of applications, including long-term simulations with observed variations in sea surface temperature and/or changes in trace gases.
The evaluation of the simulation concentrates on the large-scale long-term time average and the low frequency interannual variability. Long-term time averages are presented for seasonal means, while the low frequency interannual variability is computed and presented on a monthly basis. Given that the analyses of daily variability is not included in the current work, the monthly interannual variability will hereafter be simply referred to as interannual variability.
The study is organized as follows. Section 2 describes the general circulation model and the design of the experiment. The global observational analyses used are introduced in Sect. 3. Aspects of the simulation of the extratropical tropospheric circulation of interest to the present context are summarized in Sect. 4. In order to focus on the evolution of the polar night stratospheric vortex, the presentation of the results is subdivided in two periods: from December to May (Sect. 5), and from June to November (Sect. 6). The following standard abbreviations for the seasonal averages are used: DJF for December, January and February; MAM for March, April and May; JJA for June, July and August; SON for September, October and November. Remarks about the sensitivity of the model results to the integration length are presented in Sect. 7. Conclusions are discussed in Sect. 8.
The model and the experiment design
The general circulation model used in this work was specifically developed for the simulation of the climate of the stratosphere. It is a vertically extended and modified version (hereafter referred to as ECHAM3.5) of the ECHAM3 spectral general circulation model described in Roeckner et al. (1992) . The physical parametrizations in common to both models are: prognostic scheme for stratiform clouds (Roeckner et al. 1991) ; cumulus and stratocumulus convection (a mass flux scheme including deep, midlevel and shallow convection, Tiedtke 1989); standard local vertical diffusion (Louis 1979) revised to include cloud water effects (Roeckner et al. 1992) ; planetary boundary layer (Louis 1979 ); three layer model of heat conduction and soil model (Blondin 1989; Damenil and Todini 1992) . The specifics of the modifications to the ECHAM3 model are to be found in Manzini and Bengtsson (1994) , hereafter MB94, and are here only briefly summarized: (1) the model top was raised from the original 10 hPa to 0.1 hPa and the number of hybrid sigmapressure levels was increased from 19 to 35. The resolution near the tropopause is about 1.5 km and is smoothly decreasing upward (about 3 km at the stratopause); (2) the Morcrette (1991) radiation scheme was adopted and slightly modified in the longwave radiative transfer calculation to incorporate the Doppler broadening at low pressure, by adding a small constant to the absorber amount, following Fels (1979) and Schwarzkopf and Fels (1991) . The prescribed ozone field is given by the monthly mean, zonal mean distribution computed by a chemical model (Brtihl 1993) and available from the surface to 0.1 hPa; (3) the Williamson and Rasch (1994) semi-Lagrangian scheme was used for advection of water vapor and cloud water; (4) throughout the whole atmosphere a 2dr 4 linear horizontal diffusion operator was used; (5) a three-layer Rayleigh friction was applied to Vorticity and divergence at the top of the model, above 1 hPa. The damping coefficients from the top are: (ld) -1, (4d) -1, (16d) -]
The 30-y simulation was performed with a T21 horizontal truncation. The seasonal cycle in solar radiation was included and climatological monthly mean sea surface temperatures, computed from the AMIP 1979-1988 data set (Gates 1992 ), were employed. The ozone distribution also varied on a monthly basis, following the annual cycle. The diurnal cycle was excluded from the simulation, thus allowing to update the radiative transfer computation every 6 h. The solar constant and the CO2 concentration were fixed to present-day values. Prior to the 30-y simulation, a total of 14 months were additionally integrated, to allow for spinup. The initial conditions were obtained by a previous integration performed with a slightly different version of the ECHAM3.5 model, that was integrated for about 5 years from a dry, isothermal, and motionless atmosphere. Note that the present integration was performed without any orographic gravity wave drag parametrization. The model sensitivity to the above men-general circulation model and observations 617 tioned modifications will be addressed in a later paper. Given that the global observations available reach only 1 hPa (see Sect. 3 ) and that the model dynamics is directly affected by the Rayleigh friction above 1 hPa, results in the following sections will be presented only up to 1 hPa. Note however that the Rayleigh friction is expected to indirectly affect the circulation also in the stratosphere, by perturbing the mean meridional circulation. Although this effect cannot be avoided, it may be interpreted as a very crude representation of how mesospheric gravity wave breaking may influence the stratosphere (see for instance Garcia and Boville 1994) .
The dataset of global observations
The dataset of global observations used in the present work was derived from daily geopotential height analyses of the troposphere and stratosphere (Randel 1992) . The daily analyses in the troposphere were originally produced by the National Meteorological Center (NMC) at pressure levels 1000, 850, 700, 500, 400, 300, 250, 200, 150 , and 100 hPa. In the stratosphere, the daily analysis were derived from radiosonde and satellite observations by the Climate Analysis Center (CAC), at the following pressure levels: 70, 50, 30, 10, 5, 2 and 1 hPa. See Randel (1992) for further description of the dataset. The period of the NMC-CAC analyses considered in the present work covers 15 years, from 1979 to 1993. The dataset was kindly provided by W. J. Randel.
Shorter records of these analyses have been widely used in previous investigations of the stratospheric climate and variability, see for instance Geller et al. (1983 Geller et al. ( , 1984 , Mechoso et al. (1985) , Boville and Randel (1986) and Hamilton (1995a) . A 13-year version was recently used by Boville (1995) . Figure 1 shows the DJF and MAM climatological geopotential height at 500 hPa from the 15-y NMC-CAC analyses and from the 30-y ECHAM3.5 simulation. Given that the large scale tropospheric forcing is more relevant to the stratospheric circulation during the winter and spring seasons, only maps for the Northern Hemisphere are presented. During DJF, the East Asia trough is of realistic strength, but the American ridge is barely visible. In the Atlantic sector, the East American trough is somewhat too weak. The tropospheric circulation during MAM is better simulated, although the East American trough is still weak in the model.
Extratropical tropospheric circulation
The JJA and SON climatological geopotential height at 500 hPa from the analyses and from the simulation are shown in Fig. 2 high-latitudes. South of Australia and New Zealand, the region of strong meridional gradient is more confined poleward. In the model, for both the JJA and SON seasons the climatological height distribution is more uniform in longitude and the meridional height gradient is not sufficiently pronounced. The deficiencies in the simulation shown by Figs. 1 and 2 are known to improve at higher horizontal resolution and/or using high-order linear horizontal diffusion operators. A discussion of the effects of horizontal diffusion on the large-scale circulation can be found in Laursen and Eliasen (1989) . In addition, the deficiencies in the simulation of the troposphere can affect the stratospheric circulation by altering the tropospheric mechanisms forcing vertically propagating planetary waves. The purpose of this work is therefore limited to evaluate the first order characteristics of the largescale, long-term time average state of the stratosphere and its interannual variability.
The low-frequency variability in the troposphere of the ECHAM3.5/T21 model is comparable to that of the ECHAM3/T21 with climatological forcing, and it is about 70% of that computed from ECMWF analyses (Roeckner et al. 1992) . The mid-high latitude low-frequency variability is indeed generally captured also in other low resolution GCMs with climatological sea surface temperature, see for instance Lau and Nath (1987), and Bengtsson et al. (1996) .
December to May

Zonal mean circulation
The DJF and MAM climatological zonal mean temperature fields for the 15 year NMC-CAC analyses are shown in Fig. 3 , upper panels. The difference between the 30 year model climatologies and these analyses are shown in Fig. 3 , bottom panels.
The analyses show that in the troposphere the climatological zonal mean temperature rapidly decreases with height, the coldest temperature (about 200 K) occurring at the equatorial tropopause. For the MAM average, the tropospheric temperature is roughly symmetric about the equator, as expected by a more meridionally uniform solar radiative forcing in spring/au- At middle-and high-latitudes, the DJF temperature minimum is located at the tropopause in summer, and in the lower stratosphere in winter. The middleand high-latitude MAM lower stratosphere temperature is more uniform in height, especially during spring (i.e., NH). Above the tropopause/lower stratosphere temperature minimum, the mean temperature increases with height. For both DJF and MAM, the observed and simulated zonal mean temperatures are in good agreement in the troposphere, except for a cold bias in the model in the upper troposphere, more pronounced at highlatitudes, where it may reach 15 K. In the stratosphere, the major temperature errors in the simulated DJF are a 5-10 K cold bias in the NH polar middle stratosphere, and a generally colder upper stratosphere (with the exception of the NH polar upper stratosphere, where a warm bias is found). During MAM the NH polar middle stratosphere temperature error has virtually disappeared, while the upper stratosphere is still generally colder than the analyses. The stratospheric temperature error has been found to be sensitive to the strength of the imposed Rayleigh friction above 1 hPa. Sensitivity experiments have shown that an increase in the mesospheric drag produces a reduction of the NH polar stratospheric temperature error, while the SH upper stratospheric temperature error worsens. The opposite is obtained by reducing the mesospheric drag.
The corresponding DJF and MAM zonal mean zonal winds are shown in Fig. 4 . The NH tropospheric jet is well represented in the model, for both DJF and MAM. The simulated SH tropospheric jet is however somewhat stronger (about 10 ms -1) for both seasons. The simulated MAM jet is also more meridionally confined, presumably because the horizontal resolution currently used is not sufficient to fully resolve the secondary westerly jet south of Australia.
The simulated DJF winds decrease in the upper troposphere, and weak winds dominate the lower stratosphere, in reasonable agreement with observations. However, the increase of the NH westerly winds with height is too large at highdatitudes in the model. This polar confinement of the simulated westerly jet is a particularly pronounced feature in the December and January climatologies, while it is absent in February 
circulation model and observations (MB94). The most likely cause of the polar confinement of the winter stratospheric jet is an improper treatment of both resolved and unresolved gravity waves. In the SH, the observed and simulated easterly winds are comparable in strength and both peak between 10°S and 30°S. The NH spring is characterized by very weak zonal mean winds throughout all the stratosphere, in both the observations and the model. In the SH lower stratosphere the simulated westerly winds are weak, in agreement with observations, while in the SH high-latitudes upper stratosphere the simulated westerly winds are about 10 ms-1 too strong, suggesting a somewhat rapid transition to the winter circulation in the model.
The mean westerly winds seen in the NMC-CAC data at the equatorial stratopause for the MAM average should be the manifestation of the westerly phase of the semiannual oscillation in zonal wind (Reed 1966; Hirota 1980 ). It appears that the model fails to reproduce this oscillation in the zonal wind, given that easterly winds dominate the equatorial upper stratosphere for MAM. It may be that the vertical domain of the present model is too short for capturing the semiannual oscillation at the stratopause. In a recent integration with a further extend model (top at 0.01 hPa) a semiannual oscillation similar to that obtained by other GCMs (Sassi et al. 1993; Hamilton et al. 1995 ) is indeed found. Note that also the QBO in zonal mean zonal wind in the tropical lower stratosphere is not spontaneously simulated in the current model. The apparent lack of a QBO is a feature common to other GCMs. Current speculations suggest that improper forcing, characteristics and/or dissipation of upward propagating waves may be important contributors to the failure of the GCMs in reproducing the QBO. A recent discussion on the shortcomings of GCM simulations of the QBO is found in Hamilton (1995b) .
The evolution of the polar stratospheric vortex in the Northern Hemisphere is summarized in Fig. 5 , where time height sections at 60 °N of the monthly zonal mean zonal wind from the analyses and the simulation are shown. The time axis runs from July to June to focus on the Northern Hemisphere winter. Figure 5 (upper panel) shows that strong westerly winds first appear in the upper stratosphere in October and November and then propagate downward in December and January. Thereafter, the stratospheric westerly winds rapidly decrease and weak winds are found in February and the spring months. The simulated stratospheric westerly winds ( Fig. 5 , lower panel) qualitatively follows the observations in autumn and early winter. However, the simulated December winds are about 30 ms -1 stronger in the upper stratosphere, partially because in the model the stratospheric jet does not tilt equatorward. The strongest winds indeed occur around 50°N in the upper stratosphere in the NMC-CAC data. The rapid weakening of the stratospheric westerly winds occurring from January to February is well captured by the model. Thereafter, weak winds are found in the model, throughout all the stratosphere, consistently with the observations. The interannual variability (standard deviation) of the zonal mean temperature from December to May from the analyses is shown in Fig. 6 . The corresponding fields from the simulation are shown in Fig. 7 .
Most of the variability in the NH arises from largescale perturbations of the stratospheric polar vortex by upward propagating planetary waves that originate in the troposphere (Charney and Drazin 1961) . Episodes of anomalously large planetary wave activity are known to substantially displace the westerly vortex and therefore cause sudden warmings of the stratosphere in the polar region (Matsuno 1971; Labitzke 1981) . In the tropical atmosphere sources of interannual variability include variations in the zonal mean temperature semiannual oscillation (at the stratopause) and the OBO (in the lower stratosphere). External forcing by volcanic eruptions, solar activity and trends in trace gases may also contribute to the observed variability. However, spurious variability (of the order of few degrees) due to changes in data acquisition may also erroneously contribute to part of the variability seen in the tropical upper stratosphere, although this bias should not greatly affect the shape of the variability distribution in the NH high-latitudes (Randel 1992; Finger et al. 1993 May) is an artifact of a change in the NMC tropospheric analyses (Randel 1992) . Note that the simulated variability is negligible in the tropics and in the SH (except at very high-latitudes in December), supporting the external and/or spurious origin of the variability outside the NH in the NMC-CAC data. However, the unsatisfactory representation of the tropical middle atmosphere oscillations in the model also contribute to the very small simulated variability outside the NH. Figure 6 shows that in the NH high-latitudes the NMC-CAC zonal mean temperature variability increases during winter (December to February) and decreases during spring (March to May). In May the NH variability is basically negligible, the transition to the summer circulation being complete. This seasonal variation in variability is explained by the tendency of sudden stratospheric warmings to occur in late winter and early spring (Labitzke 1981; Pawson et al. 1993) .
In agreement with the observations, Fig. 7 shows that the simulated NH zonal mean temperature variability is confined to high-latitudes, is largest from January to March and is negligible in May. However, in December the simulated variability is substantially underestimated in the model in the upper troposphere and lower stratosphere. This may be due to a weak dynamical forcing in the low resolution GCM. The December variability in the upper stratosphere simulated by the current model is substantially smaller than that reported for the SKYHI model (Hamilton 1995a ). Hamilton (1995a) speculates that the excessive variability in SKYHI may be caused by the polar confinement of the stratospheric westerly jet (that would 'pre- condition' the stratospheric flow to sudden stratospheric warmings). A similar confinement is found in the ECHAM3.5 model also, however in the lower stratosphere the December westerly winds are stronger (about 10 ms -1) in the present model than in SKYHI (MB94 and Hamilton 1995b) . Although the ECHAM3.5 stronger westerly winds might not favor the development of sudden warmings, the dependence on the tropospheric forcing and the nonlinear nature of the NH winter stratospheric circulation prevent any conclusion about the reasons of the difference between SHYHI and ECHAM3.5 without further analysis. Differences in the vertical structure of the variability at high-latitudes are found in January. For instance, in the simulation the variability is too high in the middle stratosphere and still too low in the upper tropo-sphere. The model behavior in the middle stratosphere in January appears to be related to an excessively large temperature gradient at NH high latitudes (not shown), that spuriously amplifies variations in the monthly mean temperature. As it will pointed out in more detail in Sects. 5.2 and 5.3, no major sudden stratospheric warmings are found in the simulation and minor warmings are underestimated in January, thus confirming the spurious origin of the simulated January variability. The location of the temperature variability maximum in January and the decrease of variability in the upper stratosphere may be a consequence of the proximity of the mesospheric Rayleigh friction and/or model top. In this case, the variability vertical structure might be improved by raising the upper boundary. This interpretation would be consistent with the January Boville (1995) for the MACCM2 model (model top at 0.01 hPa). In comparison with the present simulation result, in the MACCM2 model the largest January temperature variability is found at a lower pressure level, just below 1 hPa, and the simulated variability decrease occurs in the lower mesosphere. The simulated February and March temperature variability distributions are comparable to the observational estimates. The simulated temperature variability tends however to be larger in the lower rather then upper stratosphere. As it will be shown in Sect. 5.3, the analysis of daily temperature fields indicate that the simulated variability in February and March is predominately associated with sudden stratospheric warmingtype events, in agreement with observations. In the si-mulation and in the observations as well, final stratospheric warmings usually occur in April and are therefore responsible for the April temperature variability. Figure 8 (upper left) shows that the December variability of the zonal mean zonal wind is largest in the upper stratosphere around 35 °N and throughout most of the stratosphere around 65°N. In December, the simulated zonal wind interannual variability (Fig. 9 , upper left) has a similar pattern, although the NH variability maxima are weaker (about 50% less) and shifted northward by about 10 ° of latitude. During January, the simulated variability increases in the upper stratosphere ( Fig. 9, middle left) , getting closer to the observed estimate (Fig. 8, middle left) . The January simulated variability is still underestimated in the lower stratosphere. In late winter and early spring the simulated variability apparently is too high in the upper stratosphere, especially in February ( Fig. 8 and Fig. 9, lower left) . This is presumably caused by the occasional persistence of meteorological conditions more representative of the midwinter season in the model. The structure of the simulated March variability is also not completely captured by the model (Fig. 8 and Fig. 9 , upper right). While the observed variability is characterized by two maxima of about equal amplitude (around 10 hPa and 75°N; and around 1 hPa and 50°N), most of the simulated variability is still located in the middleupper stratosphere at about 70°N. It may be that the upper stratospheric variability maximum is not captured by the model because of insufficient vertical resolution in the mesosphere. The observed spacial structure of the NH zonal mean zonal wind variability in March is indeed better captured by the MACCM2 model (Boville 1995) than by the ECHAM3.5 model.
Just below the equatorial stratopause there is another variability maximum in Fig. 8 present in all months and largest in March, possibly associated with interannual variation in the semiannual oscillation in zonal wind. The insignificant variability at the equatorial stratopause in the model (Fig. 9) is consistent with the weakness of this oscillation in the simulation.
During April and May (Fig. 8 and Fig. 9 , middte and lower right), the observed and simulated zonal mean zonal wind variability distributions decrease, as in the case of the zonal mean temperature.
Planetary waves
The long-term average of the stratospheric circulation of the NH winter is known to be dominated by large deviations from the zonal mean, i.e., quasi stationary planetary waves. It is therefore interesting to evaluate the model's ability to reproduce the quasi-stationary planetary waves and the interannual variability associated with them. Figure 10 (at left) shows the DJF time average temperature at 50 hPa from the analyses and the simulation. The simulation clearly captures the stationary wave pattern seen in the observations, characterized by warm air over the northwestern Pacific Ocean and cold air north of Scandinavia. Both the minimum and maximum temperatures are however overestimated in the model.
In agreement with observations, the simulated MAM climatological temperature shows that quasi-stationary planetary waves are no longer a dominant feature of the lower stratosphere circulation, and that on a long term average the temperature increases poleward ( Fig. 10, at right) . In early spring, individual monthly mean temperature fields may however still be characterized by pronounced planetary waves.
The observed December temperature variability at 50 hPa has a roughly zonally symmetric pattern, increasing poleward (Fig. 11, upper left) . The inspection of the individual NMC-CAC monthly mean temperatures suggests that the planetary wave number one is a dominant feature of the circulation in December. An exception was December 1987, when the temperature minimum over the Arctic region Was greatly reduced. In December 1987 a major warming was indeed reported by Naujokat et al. (1988) .
The simulated December temperature variability at 50 hPa (Fig. 11, lower left) is comparable to that observed over northern Canada and northeast Asia. North of Scandinavia the monthly interannual variability is instead quite low in the model, barely exceeding 1 K. The individual monthly mean temperatures from the 30-y simulation indicate that in the model the cold air centre is locked to the December climatological position and magnitude, thus explaining the lack of varia- in the model appears to be associated only with the stretching of the northwestern Pacific warm air center toward either Asia or alternatively North America, while extreme events as December 1987 do not occur in the model. The simulated interannual variability of the monthly mean geopotential height (not shown) was also found to be comparable to that observed in proximity to the Aleutian high, but severely underestimated north of Scandinavia, consistently with the monthly mean temperature variability distribution. Figure 11 (at right) shows that the simulated January temperature variability is comparable in magnitude to that observed over North America and northeastern Asia and that the variability low bias over the northwestern Atlantic region is only slightly alleviated in January.
NMC-CAC 15y DJF 50 hPa
In February, the simulated temperature variability at 50 hPa is no longer underestimated over Europe and the North Atlantic Ocean, where it compares well with that observed (Fig. 12, at left) . The location and intensity of the variability maximum are somewhat different in the two datasets. However, the characteristic varia-bility maximum is very much influenced by a few extreme months, suggesting that a dataset longer than 15 years would be necessary to settle the variability distribution. The observed February interannual variability at 50 hPa based on a 28 year record (Free University Berlin, see Pawson et al. 1993) shows indeed a slightly more zonally symmetric pattern, in closer agreement with the model results. However, the simulated variability maximum is larger also with respect to the Free University Berlin dataset.
In March (Fig. 12, at right) , the observed and simulated variability distributions agree in structure, with largest values at the North Pole. The simulated variability is somewhat larger, presumably because of a slight prolongation of winter conditions in the model.
Sudden stratospheric warrnings
Given that a realistic behavior of the simulated polar stratospheric vortex breakdown has been reported, namely the abrupt decrease in zonal mean wind occurring in February (Fig. 5) and seen in Fig. 4 Figs. 7, 9 and 12) , it is interesting to further analyze the simulation for the N H winter and spring. In particular, it is interesting to determine if the simulated variability is caused by realistic physical and dynamical processes, i.e., sudden stratospheric warmings of the polar stratosphere. For this purpose, an investigation concerning the simulated daily meteorological fields from November to April for the Northern Hemisphere is in progress, preliminary results are reported here. The daily NMC-CAC observational analyses are used for the evaluation of the model daily fields. Table 1 summarizes the results of the search for stratospheric warming events, showing the percent of major and minor warming days per month, from the analyses and the simulation. The criteria used for the selection of major and minor warming days were based on observations (see for instance Labitzke 1981): a minor warming day (MI) requires that the meridional zonal mean temperature gradient at 10 hPa between the North Pole and 60°N is positive, and a major warming day (M J) in addition requires that zonal mean easterly winds are found at 60°N, 10 hPa. A day was counted as either MI or MJ only if it belonged to an event of at least four days. Neither MI nor MJ days were found in November and December in the model, and only occasionally in the observations, hence results for these two months are not shown. Table 1 shows that in January the percent of MI days is severely underestimated in the model, and that there are no MJ days. Thereafter, Table 1 shows that there is a remarkable increase in the frequency of occurrence of both the MI and MJ perturbed days in the model, and the results for the simulated February, March, and April are in good agreement with the estimates by the analyzed observations. In particular, the frequency of the simulated MI perturbed days is found to be largest in February and March, and decrease in April, while the frequency of the simulated MJ is higher in March and April than in February, as indicated by the observations. While a substantial number of the simulated MJ days occurring in April belongs to final warming events, none is part of a final warming in February and in March only one final warming is found (actually beginning at the end of one March). In this respect, the behavior of the simulated warming events is quite realistic. The effectiveness of the criteria in selecting stratospheric warming events was supported by looking at time latitude sections of the daily zonal mean zonal wind and temperature at 10 hPa, as well as time height sections at 60°N. In addition, the time series of the selected MI and MJ days from the two datasets were used to compute the mean event duration and the number of events. The MI mean event duration increases form January to March-April of a reasonably similar amount in the two datasets, respectively from 6.4 to 11.6 days in the analyzed observations, and from 5.9 to 13.7 days in the model. The MJ mean duration in February-March-April is slightly shorter in the model, -1 2 days rather than -1 5 days from the observations. Consistently with the results shown in Table 1 and the reported mean event duration, the number of MI events are underestimated of about a factor 2 in January, while comparable numbers of both MI and MJ events are found in February-March-April.
An example of the degree of reality of a major sudden stratospheric warming event spontaneously developed in the model is shown in Figs. 13 and 14 . The simulated event (occurring in February, model year 10) is compared with a similarly intense event that occurred in January-February 1987. Figure 13 shows the daily evolution of the zonal mean zonal wind at 10 hPa from November to April, for the respectively selected cases from the analyses and the simulation. In the observational analyses (at left), the westerly zonal winds starts to decelerate in late December and a major warming occurs in the second part of January (easterly zonal mean wind as far south as 60°N). This first major event is then followed by a longer one in February. Thereafter, the zonal winds reverse back to positive values at the end of Fe- Fig. 13 . Daily evolution of zonal mean zonal wind at 10 hPa from November 1986 to April 1987 for the NMC-CAC analyses (at left) and from November 09 to April 10 for the ECHAM3.5 simulation (at right). Contour: 10 ms-1 bruary. Although in early winter the simulated westerly winds are somewhat too strong, they decrease substantially in late January and a major warming occurs at the beginning of February. This particularly intense event lasts for about a month. Thereafter, westerly zonal mean winds take over and the stratospheric polar vortex regenerates. The evolution of the major warming events seen in Fig. 13 has been subdivided into three periods (denoted I, II, and III respectively), the first a 15 day average and the following two periods a 30 day average. Period I covers the 15 days prior to the onset of the major warming event, period II starts at the onset and period III 30 days after the onset. Period II therefore characterizes the mature stage of the event (i.e., when easterly mean zonal winds dominate the circulation from the North Pole to at least 60°N, see Fig. 13 ), while period I is indicative of the conditions prior to the event and period III concerns the decay. Results for the temperature field at 10 hPa from the analyses and the model are shown in Fig. 14 The similarities between the two events shown in Figs. 13 and 14 suggest that realistic perturbations of the polar vortex are occurring in the model and contri-buting to the simulated monthly interannual variability. A more complete evaluation of a climatology of the simulated warming events will be presented elsewhere.
June to November
The JJA and SON climatological zonal mean temperature fields for the analyses and the difference of the model climatologies from these analyses are shown in Fig. 15 . As found for DJF and MAM, the JJA and SON simulated upper troposphere is colder in the model, especially at middle-to high-latitudes. Figure 15 shows that the polar lower stratosphere is colder (-10 K) during the austral winter than during the boreal winter (compare with Fig. 3 ). It is now generally recognized that a weaker polar vortex and warmer temperatures during the boreal winter are ultimately connected to the activity of the tropospheric planetary waves, which in turn are more favorably forced by the orography and the land-sea distribution of the NH. Moreover, the SH spring transition to summer easterly winds is on average delayed (with respect to the NH transition) as shown by the clearly defined temperature minimum (about 195 K) still present in the SH lower stratosphere during SON (Fig. 15, upper  right) .
In the model the polar lower stratosphere is colder during the austral winter, giving a difference between general circulation model and observations 631 the NH and SH temperature minima of about 15-20 K in the lower stratosphere (MB94 and Manzini and Bengtsson 1995) . As found for the Northern Hemisphere, a cold temperature bias is present in the SH polar middle and upper stratosphere and the temperature maximum at the stratopause is underestimated in the model. Contrary to the NH results, the SH winter cold bias persists during spring (SON), and is actually worsening in the middle and upper stratosphere. The corresponding JJA and SON zonal mean zonal winds are shown in Fig. 16 . For both JJA and SON, the strength and the location of the simulated and observed NH tropospheric westerly jets are comparable, while the simulated SH tropospheric jet is somewhat too strong in the subtropics and too weak poleward of 50°S. The structure of the simulated SH westerly jet is not as broad as the observed one, particularly for SON. This result suggests that the secondary westerly jet occurring south of Australia is not well represented in the current low resolution model, as found for MAM. Comparisons of the climatological average of the zonal mean wind during JJA in the SH at T21 and T42 horizontal truncations performed with the ECHAM3 model have shown that the JJA winter tropospheric jet becomes realistically broad only at T42 (Roeckner et al. 1992) .
Although the JJA simulated westerly winds in the lower stratosphere and upper troposphere are somewhat too strong (10 ms-l), the tropospheric and stratospheric westerly jets are dearly separated. In addi- 9os 6os ~os EQ ~o, 6o, 9oN  9os 6os 3os EQ 30, 60, 90N analyses (upper panels) and from the 30-year ECHAM3.5 simulation (lower panels), long term average for JJA (at left) and SON (at right). Contour: 5 ms -1 tion, in the upper stratosphere the simulated westerly jet does not tilt equatorward with height and its magnitude increases with height at a faster rate, reaching 100 ms -1 at the stratopause (instead of 85 ms -1).
In Fig. 16 (upper right) the SON slow transition to the summer circulation appears as a well-defined westerly jet with the core in the middle stratosphere. The closure of the jet is expected by the structure of the zonal mean temperature in the upper stratosphere, with the warmest temperature at the South Pole. In the model (Fig. 16, lower right) , the SON stratospheric westerly jet is too strong (about 30% in the middle stratosphere and even more in the upper stratosphere) and does not close off.
The evolution of the polar stratospheric vortex in the SH is summarized in Fig. 17 , where time height sections at 60°S of the monthly zonal mean zonal wind from analyses and the simulation are shown. In this case the time axis runs from January to December. As noted for the formation of the NH westerly jet, Fig. 17  (upper panel) shows that in the analyzed observations the strongest winds appear first in the upper stratosphere in autumn (April and May) and then progress downward in winter (June and July). However, the breakdown of the SH vortex is quite different from that shown in Fig. 5 for the NH. From July to December the stratospheric westerly jet continues to move slowly downward, while weak winds appears in the upper stratosphere. In the lower stratosphere westerly winds persist until November.
As found for the NH, in the model the formation of the stratospheric westerly winds is in qualitative agreement with the observations, although the upper stratospheric winds are somewhat too strong. The slow breakdown of the SH polar vortex is however exaggerated in the simulation. Moreover, the downward movement of the jet and the appearance of weak winds in the upper stratosphere are not represented in the model. Contrary to the results found for the NH spring, the simulation does not improve from winter to spring in the SH.
The observed SH winter and spring variability in zonal mean temperature is at most few degrees. It is therefore more revealing to show the variability in zonal mean zonal wind, depicted in Fig. 18 (analyses) and Fig. 19 (simulation) . Figure 18 shows that the June zonal wind variability is largest in the upper stratosphere around 20°S. During July and August the variability generally increases, and the subtropical upper stratospheric maximum moves poleward (in August it reaches 40°S) and extends downward. The region of enhanced variability appears to be associated with the poleward and downward movement of the stratospheric vortex, usually a rapid and abrupt change taking place at any time during the JJA winter season. This behavior was first noted by Mechoso et al. (1985) , who studied the first four years of the NMC-CAC dataset used here. When the poleward and downward shift occurs early in the JJA winter, the August zonal wind is characterized by Contour: 5 ms-1 a closed jet core below 1 hPa. Occasionally the shift can take place in late August instead, allowing for strong westerly winds in the upper stratosphere in the August mean. In September the variability is substantially smaller than in August and is mainly confined to the high-latitude upper stratosphere. In October, the high-latitude zonal mean zonal wind variability is seen to increase again and extend to the lower stratosphere in the SH. The October increase in variability is presumably associated with the increase in planetary wave activity during the SH spring, and interannual variations in their forcing and vertical propagation (Randel 1988) . In November the variability is highest in the middle stratosphere at about 65 °S.
The model (Fig. 19) reproduces the subtropical region of high variability in the upper stratosphere, as well as its poleward and downward movement from June to August, but the overall amount of the simulated variability always remains below that indicated by the observational analyses. Moreover, the rapid variability decrease from August to September, and the following increase from September to October are not captured by the model. Most of the variability remains confined to the upper and middle stratosphere even in November. The confinement to the middle and upper stratosphere of the simulated variability in zonal mean general circulation model and observations 633 zonal wind during the SH spring is also a feature of the October variability simulated by the MACCM2 model (Boville 1995) . Given the discrepancy in the SON climatological state between model and analyzed observations in the SH, it not surprising that the simulated variability is also substantially different from that observed during the SH spring. It appears that the model error results in a stratospheric jet continuously decreasing in magnitude more or less in place from June to November.
Sensitivity to record length
The difference of the seasonal zonal mean state for a decade of the model integration from that computed for the entire 30 y period (shown in the previous sections) is generally quite small (at most of the order of 5 ms-1 for the zonal wind and 3-4 K for the temperature for NH DJF, even smaller in the other seasons). The monthly zonal mean states (not shown) appear instead to be more sensitive to the record length, especially for February (i.e, a difference as large as 10 ms -1 from a decade and the 30 y average), March and (to a lesser degree) April. This sensitivity to record length in the NH late winter and early spring is even more evident for the monthly interannual variability. This is illustrated in Fig. 20 , for the February and March interannual variability in zonal mean zonal wind. Figure 20 shows that the February variability of the second decade is about a factor 2 smaller than that computed from the entire record, as well as being smaller than that of the other two decades. However in March, the variability in second decade is the largest. Note that the March variability differs also in its spacial structure, with the first and third decade distributions closer to that of the NMC-CAC data. For the other months, the interannual variability for each of the three decades is found to differ from that for the entire 30 year period by amounts not exceeding 10-20%.
The variation in interannual variability shown in Fig. 20 may be related to the number and/or duration of major sudden stratospheric warmings during a particular decade. For instance, a major warming longer than average occurred within the first decade (reported in Sect. 5.3, Figs. 13, 14) . However, only another major warming occurred during the first decade in February (year 7). In comparison, three major warmings occurred in the last 10 Februaries. Although there were only two major warmings during the second decade Februaries, minor warmings are slightly more frequent during the second decade than the other two. The NH winter average state appears not to be greatly affected because the total number of major and minor stratospheric warmings does not cluster in any particular decade and months with mean temperatures below the long-term average are not unusual during the first and last decades. In March, all three decades are quite active and a large number of both major and minor warmings are found, thus preventing any straightforward interpretation. The climate and the natural variability of the stratosphere simulated by a GCM have been evaluated against available global observations. The simulation was performed with the newly developed ECHAM3.5 model (based on the E C H A M 3 model) integrated for 30-years, and the global observations consisted of 15years of N M C -C A C global operational analyses. The major modification of the E C H A M 3 model included in the ECHAM3.5 model are the extension of the vertical domain from 10 hPa to 0.1 hPa, the radiation scheme, and the prescribed ozone distribution. In addition, an upper layer damping was included in the mesosphere (i.e., above 1 hPa). A relatively low horizontal resolution (T21) was used, in order to allow for a long-term integration. The seasonal cycle in solar radiation was included in the simulation and climatological sea surface temperatures were used. The simulation was performed without any gravity wave drag parametrization.
The variability in the tropical atmosphere is expected to be reduced in a simulation with climatological sea surface temperatures. However, the focus of the present work is on the extratropical low frequency variability, that is known to be captured also in simulations without varying sea surface temperatures (Lau and Nath 1987; Bengtsson et al. 1996) . In addition, other sources of variability are excluded in the current simulation, for instance solar variations and volcanos, and trends in atmospheric compositions. Given that in the simulation considered there is no significant Q B O in the tropical lower stratosphere, also the possible influence of the QBO on the extratropical flow is excluded.
The comparison with the observational analyses has shown that the broad features of the DJF zonal mean circulation are well captured by the model. For instance, in the lower stratosphere the simulation is characterized by relatively weak winds and is dominated by quasi-stationary planetary waves, in agreement with observations. In the SH the tropospheric subtropical jet is confined to the troposphere, as indicated by the analyses. However, the simulated NH stratospheric westerly jet does not show the equatorward tilt with height present in the observations. Associated with this polar confinement of the westerly winds is a systematic cold bias in the NH polar middle stratosphere.
The MAM zonal mean temperature and zonal wind are realistically simulated, suggesting that the NH polar vortex breakdown occurs in a realistic way in the model.
In agreement with the observations, very little interannual variability is found in the stratosphere during the formation of the NH polar vortex in autumn in the model, while a considerable amount of interannual variability is present in the simulation during the NH winter and spring seasons in the extratropical stratosphere. Several aspects of the interannual variability have been examined, namely the interannual variability of the monthly mean, zonal mean circulation and the geographical distribution of variations in the monthly mean temperatures. While in early winter the model underestimates the interannual variability in the lower and April in the model appears to be associated with sudden warmings of the polar stratosphere, in agreement with observations. That a correct simulation of the interannuat variability in early winter may be a more difficult task is also indicated by the SKYHI model results (Hamilton, 1995a) . In the case of the SKYHI model, the simulation overestimated the December interannual variability in the upper stratosphere at the North Pole. The December and January underestimation of the variability in the lower stratosphere and upper troposphere may be related to deficiencies in the tropospheric simulation associated with the low horizontal resolution used, as suggested by the deficiencies seen in the climatological height field at 500 hPa. However, as the annual cycle proceeds toward spring and the radiative forcing changes accordingly, the deficiencies associated with the low resolution of the GCM do not appear to impede the development of a realistic amount of variability in the stratosphere. In February and March the model is indeed able to capture the kind of extreme conditions present in the observations, while it does not in December and January. In the middle stratosphere, the overly high variability found in the model in January is caused by the excessive amplitude of the quasi-stationary planetary waves and its associated large temperature gradient in the arctic region.
An interesting and important point that emerged from this work is that the February and March interannual variability computed from a 10-year sample may be substantially different from that of another 10-year or longer sample. The analysis of daily meteorological fields from the 30 year simulation suggests that the sensitivity to record length is related to the frequency and/ or duration of major sudden stratospheric warmings within a decade, and may actually be a realistic behavior. However, a large number of minor warmings do occur in each decade and colder than average temperatures are not unusual in the decades with more (or stronger) major warmings, thus reducing the impact of the more rare major warming on the winter average. The fact that significant differences can occur for 10 year samples indicates that much longer integrations (as well as records from global observations) would be necessary for any firm conclusion concerning the response of the NH stratosphere interannual variability to external forcing.
Given the tendency of general circulation models to produce extremely cold temperatures and strong westerly winds during the Antarctic polar night, the JJA winter season is usually difficult to simulate (Deque at al. 1994; Boville 1995; Hamilton et al. 1995) . A systematic cold bias (15-20 K) also characterizes the JJA simulation with the ECHAM3.5 model, and in the upper stratosphere deviations from the observed zonal wind climatology of about 20 ms -~ are found in the model. Moreover, contrary to the results for the NH spring, the polar cold bias worsens during the SH spring (SON), especially in the upper stratosphere. Consequently, in the SH spring the simulated climatological zonal mean winds are about twice that observed in the upper stratosphere and the stratospheric westerly jet does not close in the model. The model therefore fails to reproduce the poleward and downward motion of the stratospheric westerly jet during the Southern Hemisphere vortex breakdown apparent in the analyses.
Although there is a qualitative agreement in the zonal mean zonal wind variability during JJA between the model and the observational analyses, the simulated variability is substantially smaller, especially at high-latitudes and in the lower stratosphere.
The occurrence of some significant discrepancies between the model results and the observational analyses during the SON spring indicates that in the Southern Hemisphere the simulation does not reproduce the basic characteristics of the final vortex breakdown. Among other causes (notably the lack of gravity wave drag), the reason for this discrepancy may be related to the role played by planetary waves during the austral autumn. In their observational study about the stratospheric final warming in the Southern Hemisphere, Mechoso et al. (1988) found that during October the polar vortex breakdown was usually associated with the formation of a strong anticyclone located somewhere between 90°E and 180°E. This feature emerges as a well-defined quasi-stationary planetary wave in the October observed climatology of the lower stratosphere (Randel 1992) , while it is virtually absent in the model (Manzini and Bengtsson 1995) . Presumably, the absence of planetary waves in the SH lower general circulation model and observations 637 stratosphere in the model is associated with the low horizontal resolution (T21) used in the present simulation and therefore a misrepresentation of the largescale forcing associated with the Antarctic continent. However, the persistence of the polar vortex and strong westerly wind during October in the T42 x 21 simulation (trapezoidal truncation with the zonal resolution reduced to T21) of Boville (1995) emphasize the importance of mechanical dissipation by small-scale gravity waves. A detailed discussion of the systematic bias in the SH winter and spring extratropical circulation is found in Hamilton (1995b) . As noted in the introduction, the polar confinement of the winter stratospheric jet and the related cold bias of the NH and SH winter polar stratosphere are problems common to other GCMs. The most likely cause of these model deficiencies is an improper treatment of both resolved and unresolved gravity waves. Some alleviation of the cold polar bias appears indeed to be achieved either by substantially increasing the horizontal resolution (Mahlman and Umscheid 1987; Hamilton et al. 1995) or by including subgrid scale gravity wave drag (Rind et al. 1988a; Boville 1991 Boville , 1995 Deque 1995) . Most of the GCM experimentations cited have shown that significant improvements can be obtained for the NH winter by considering a gravity wave drag parametrization with orographic forcing only. Preliminary results from a recent integration of an upgraded version of the ECHAM3.5 model that includes the McFarlane (1987) orographic gravity wave drag are consistent with the expected improvement and/or sensitivity found in the above mentioned papers.
An improvement of the simulation during the JJA winter and SON spring might instead require the use of a more sophisticated gravity wave drag parametrization, including a spectrum of gravity waves (arising from a variety of sources) as in the parametrizations proposed for instance by Hines (1991) and Fritts and Lu (1993) . In addition, the current model would have to be extended to at least the mesopause (or even higher), in order to properly include the effects of such a generalized gravity wave drag parametrization.
The imposed mesospheric drag at the upper boundary of the ECHAM3.5 model (a crude way to represent mesospheric subgrid scale gravity wave drag) in part corrects the magnitude of both the easterly and westerly stratospheric winds, thus improving the simulation. Although the mesospheric Rayleigh friction may be too crude to take into account the detailed effects of gravity wave drag, the model response in the stratosphere is in agreement with the interpretation that a mesospheric drag plays a dominant role in regulating the strength of the general circulation also in the stratosphere (Haynes et al. 1991; McIntyre 1992; Garcia and Boville 1994) .
