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We consider the estimation of a Hamiltonian parameter of a set of highly photosensitive samples,
which are damaged after a few photons Nabs are absorbed. The samples are modelled as a two mode
photonic system, where photons simultaneously acquire information on the unknown parameter and
are absorbed at a fixed rate. We show that arbitrarily intense coherent states can obtain information
at a rate that scales at most linearly with Nabs, whereas quantum states with finite intensity can
overcome this bound. The quantum advantage scales like N/Nabs (where N is the number of photons
in the quantum state), so that few-photon entangled states can already surpass the classical bound
when Nabs is small. We discuss an implementation in cavity QED, where Fock states are both
prepared and measured by coupling atomic ensembles to the cavities.
INTRODUCTION
One exciting prospect of quantum technologies are
more precise photonic measurements through the use
of quantum correlations [1–5]. Given a fixed (average)
photon number N , a variety of quantum states sur-
passes the shot-noise limit imposed by coherent states,
notably squeezed, NOON or twin Fock states [6–8].
One of the motivations to limit N is that some photo-
sensitive materials, such as biological samples [9–14],
may be damaged when they absorb too many pho-
tons. However, in this case it may be more meaning-
ful to constrain the number of photons absorbed by
the sample Nabs, instead of N [15]. While in interfer-
ometric measurements this constraint is equivalent to
fixing the total number of photons, we will show here
it leads to qualitatively new results in frequency mea-
surements in which photons are allowed to interact
continuously with the sample.
In order to compare different approaches in metrol-
ogy, one has to clearly define the constraints and re-
sources involved. Here we consider the measurement
of a Hamiltonian parameter (with units of frequency)
of a set of identical samples. We set as constraints the
total time T of the experiment and Nabs, the number
of photons that the sample can tolerate before being
damaged or destroyed, and leave the photon number
N unconstrained –in contrast to previous works on
frequency measurements in atomic ensembles [16–21].
The samples are processed sequentially, and the same
test is applied to each of them. Under those con-
straints, we prove that quantum metrological proto-
cols involving a small amount N ≈ 5− 10 of photons
(prepared in NOON or twin-Fock states) and a finite
amount of samples, can overcome classical strategies
using coherent states of (potentially) arbitrary inten-
sity and an arbitrarily large number of samples. We
also derive general upper and lower bounds on the
quantum advantage as a function of Nabs, and show
that such enhancements can be realized in state-of-
the-art technologies using a cavity or circuit QED set-
up [22, 23].
FRAMEWORK AND PHYSICAL SETUP
We model the “delicate sample” as a two-mode pho-
tonic system, H = H0 +gHint with H0 = ω(a
†a+ b†b)
and Hint = (a
†b + ab†)/2. We wish to estimate the
interaction strength g between modes (g has units of
frequency and we set ~ = 1). The inference process
is mediated by photons, which can also be absorbed
by the sample leading to its degradation. The latter
process is modelled as a Markovian dissipative pro-
cess, so that the whole time evolution of the quantum
photonic state ρ reads:
ρ˙ = −i[H0 + gHint, ρ] + γ(Da(ρ) +Db(ρ)) (1)
with Dx(A) = xAx† − 12{x†x,A}. With time, in-
formation on g is encoded in ρ, but also photons
are lost (absorbed). These two dynamical processes
decouple –i.e., the unitary and dissipative parts of
the dynamics commute–, so that the evolution can
be described as two independent channels: ρ(t) =
Cunig,t ◦ Cdissγ,t [ρ0], with Cdissγ,t [ρ] = e−γt(Da+Db)[ρ] and
Cunig,t [ρ] = e
−i(H0+gHint)tρei(H0+gHint)t.
If the initial state ρ0 contains N photons, the (av-
erage) number of absorbed photons is given by
Nabs(t) = Tr[ρ(t)Nˆ ] = N(1− e−γt), (2)
where Nˆ = a†a+ b†b counts the total number of pho-
tons. We shall assume that the delicate sample is de-
stroyed when Nabs(t) = Nabs, which sets a maximum
available time for information acquisition. This con-
strains the possible estimation schemes and, to some
extent, Nabs can be seen as a resource: a larger Nabs
enables us to obtain more information (and/or in a
faster manner) from a single sample.
In order to estimate g, we consider the following
metrological scenario: We have at our disposal a large
number of delicate samples that we can measure se-
quentially for a total time T . The same estimation
scheme, or test, is applied to each sample. In each
test, a photonic state ρ0 is prepared, it evolves for
some time t according to (1) reaching ρg, and is mea-
sured by a (generalized) quantum observable Π, which
yields the outcome sj with probability pj . The whole
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2experiment consists of ν tests, with each test taking
a time t = T/ν, which must satisfy Nabs(t) ≤ Nabs.
Note that no assumptions are made neither on the
number of photons in the initial state ρ0 nor on the
number of tests ν; only Nabs and T are constrained.
When ν  1 (the regime of interest in this paper), the
uncertainty ∆2g of an unbiased estimator of g satisfies
[24–26]:
∆2g ≥ 1
νFC ≥
1
νFQ . (3)
Here, FC =
∑
j p
−1
j (∂pj/∂g)
2
is the Classical Fisher
Information (CFI) and FQ is the quantum Fisher In-
formation (QFI), which will be defined later for each
case of interest, and characterizes the potential of ρg
for estimating g with an optimal measurement [26].
Our goal is to minimize (3) for both classical (i.e. co-
herent) and quantum (e.g. Fock, or NOON) states,
and to find the corresponding optimal strategies.
It is worth pointing out that, defining a± ≡ (a ±
b†)/
√
2, we can rewrite H as H = (ω + g)a†+a+ +
(ω − g)a†−a−, so an alternative interpretation of this
framework is that we are estimating the frequency dif-
ference between two modes. In terms of the original
modes a and b, both pictures are physically equivalent
if a balanced beamsplitter is applied to the input (and
output) light. With this transformation, it is also clear
that the problem at hand can be formally mapped to
standard Mach-Zehnder interferometry with ϕ = gt,
where photon absorption corresponds to a symmet-
ric (time-dependent) photon loss. This map naturally
enables us to use techniques and results developed in
this context [1–3].
OPTIMAL CLASSICAL STRATEGY
Let us first analyze the optimal strategy using co-
herent states. We consider as an input state ρ0 =
|g0〉 〈g0| with |g0〉 = |cos(θ)
√
N, sin(θ)
√
N〉. The dis-
sipative channel acts upon the initial state as |φ〉 =
Cdissγ,t [g0] = |cos(θ)
√
e−γtN, sin(θ)
√
e−γtN〉. Since the
state remains pure, we can quantify the QFI of ρg =
Cunig,t [|φ〉 〈φ|] as FQ = 4t2(〈φ|H2int |φ〉 − (〈φ|Hint |φ〉)2)
[26], obtaining: FcohQ = t2Ne−γt (this is the shot-
noise-limit). On the other hand, the number of loss
photons is Nabs = N(1− e−γt); using t = T/ν, yields:
νFcohQ =
T 2
ν
Nabs
e−γT/ν
1− e−γT/ν . (4)
Eq. (4) increases monotonically with ν, so its maxi-
mum (∆g)
−2
coh ≡ maxν(νFcohQ ) is obtained in the limit
ν →∞:
(∆g)
−2
coh =
T
γ
Nabs. (5)
Strictly speaking, this bound can be saturated by test-
ing ν → ∞ samples, each for an infinitesimally small
time t→ 0 using N →∞ photons, in such a way that
both Nabs = γtN and T = νt remain constant. We
call this theoretical limit (N, ν →∞ and t→ 0, with
both Nabs = γtN and T = νt fixed) the Poisson limit,
or Poisson regime, which will play a relevant role in
this work. The importance of the classical bound (5)
is that it remains finite –being limited by both T and
Nabs– despite using an infinite amount of photons (at
each test) and an infinite number of tests. We also
note that optimality of fast measurements has also
been found in frequency measurements of atomic en-
sembles [16–21].
QUANTUM STRATEGIES: TWIN FOCK
STATES
We now move to quantum resources. We focus on
the paradigmatic case of twin-Fock states [7, 27]. As
in the previous case, we wish to maximize (∆g)−2TFS ≡
maxν(νFQ) given some T and Nabs.
In order to compute the QFI, we note that given
ρg =
∑
s qs |φs(t)〉 〈φs(t)|, with |φs(t)〉 = e−itgHint |φs〉
and 〈φs|φl〉 = δsl; the QFI reads FQ =
4t2
[∑
i qi(∆Hi)
2 −∑i 6=j 2qiqj |Hij |2(qi + qj)−1],
with (∆Hi)
2 = 〈φi|H2int |φi〉 − (〈φi|Hint |φi〉)2
and |Hij |2 = | 〈φi|Hint |φj〉 |2 [26, 28]. In our
case, the initial state is ρ0 = |φ0〉 〈φ0| with
|φ0〉 = |n, n〉 and N = 2n, and evolves in
time as: ρg =
∑
k,j pkpj |φk,j(t)〉 〈φk,j(t)| with
|φk,j〉 = e−itgHint |n− k, n− j〉, pk =
(
n
k
)
µk(1−µ)n−k
and µ = 1− e−γt. We hence obtain,
FQ =4t2
n∑
ij
pipj(n− i)(n− j + 1)
1
2
− 1
1 + (n−j+1)(i+1)j(n−i)
.
(6)
In the Poisson limit (t → 0 and n → ∞ with 2nγt =
Nabs),
FQ = N
2
abs
γ2
∞∑
ij
pipj
(
1
2
− j
i+ 1 + j
)
≡ G(Nabs)
γ2
,
(7)
with
pk =
(Nabs/2)
ke−Nabs/2
k!
. (8)
For Nabs  1, the Poisson distribution (8) is strongly
peaked around k = Nabs/2, such that the sum in (7)
is dominated by i = j = Nabs/2. In this regime,
F(Nabs) ≈ Nabs/2. In contrast, as Nabs → 0,
F(Nabs) ≈ N2abs/2. Eq. (7) is finite for Nabs > 0,
which means that a finite amount of information is
obtained as t → 0. This implies that (∆g)2TFS =
(νFQ)−1 → 0 in the Poisson regime (ν →∞, tν = T ,
Nγt = Nabs). That is, g can in principle be esti-
mated with arbitrary precision using TFS given any
T,Nabs > 0.
This advantage assumes the possibility of creat-
ing Fock states of arbitrary large photon number,
3Figure 1. (∆g)−2 ≡ νFQ per unit of time as a function of
Nabs for twin Fock states (TFS) of low N , together with
the classical bound (5) for coherent states corresponding
to the limit N → ∞, ν → ∞. The numerical results
for TFS are obtained by computing maxν(νFQ) given the
constraints tν = T and Nabs(t) ≤ Nabs with Nabs(t) in (2).
The optimal ν for TFS, which satisfies ν/Tγ ≈ N/Nabs,
is shown in the inset. Overall, we find good qualitative
agreement between the numerical results obtained for low
N and the analytical considerations where N  1 is used.
These results confirm the possibility of noticeable quantum
advantages using low-photon entangled states over coher-
ent states of arbitrary intensity. For performing the plot,
we take T = 10 and γ = 1, but essentially the same results
are obtained for larger T . We also note that the bound
(3) becomes more accurate as T , and hence ν, increases.
which should be prepared and measured arbitrarily
fast; this is arguably impossible experimentally. It
is hence necessary to understand to which extent
the classical bound (5) can be surpassed with Fock
states of a maximal finite number n, with N = 2n.
If N  1 (and N  Nabs), using (2) we can re-
place ν/γ2 = T/(tγ2) ≈ TN/(γNabs) in (7) to obtain
(∆g)
−2
TFS ≈ TNG(Nabs)/γNabs, and hence
(∆g)
−2
TFS ≈
{
TNNabs/2γ for Nabs . 1
TN/2γ for Nabs & 1
Crucially, the quantum advantage (∆g)
2
coh / (∆g)
2
TFS
is proportional to N , so that few-photon entangled
states already provide an advantage with respect to
coherent states of arbitrary intensity in this metrolog-
ical task. This is the main result of this work, which is
illustrated numerically in Fig. 1 in the experimentally
relevant regime of low N and Nabs. The results are
obtained by the exact expression (6) and by testing
a finite number of samples ν = O(NTγ/Nabs) for a
finite time t = T/ν (see details in the inset of Fig. 1).
As an example, given a delicate sample that may ab-
sorb at most one photon (Nabs = 1), more information
per unit time can be obtained by performing tests at
a rate of 5 samples per γ−1 (the absorption timescale)
using TFS of 4 photons than by any possible strategy
using coherent states of potentially arbitrary intensity.
Figure 2. The QFI as a function of Nabs for TFS (purple)
and NOON (orange) states in the Poisson limit (t → 0,
N →∞ with Nabs = γtN fixed), together with the upper
bound (10). In dashed lines, we show the classical Fisher
Information FC for TFS with g = 0 (turquoise) and maxi-
mized over g ∈ (0, 2pi) (blue). Details on the calculation of
FC for TFS are provided in the Appendix, see also Refs.
[29, 30]. Only states with Heisenberg scaling can yield
non-zero information in this plot. Parameters: γ = 1.
FUNDAMENTAL LOWER AND UPPER
BOUNDS
Before considering explicit implementations where
such quantum advantages can be witnessed using
TFS, we derive some general considerations on quan-
tum states in the Poisson regime. Assume that a
pure N -photon state |φ〉 has Heisenberg scaling, i.e.,
FQ[|φ〉] = cφN2t2 with 0 < cφ ≤ 1. Then, in the
presence of photon loss, the QFI of the correspond-
ing mixed state ρφ in the Poisson regime (t→ 0 with
Nt = Nabs/γ constant) will be lower bounded by:
FQ[ρφ] ≥ cφ
γ2
N2abse
−Nabs/γ , (9)
which is obtained by setting k = 0 in (8) and noting
that the QFI is additive under subspaces with different
photon number. For example, NOON states saturate
this lower bound with cφ = 1. On the other hand,
these considerations also show that
Only quantum states with Heisenberg scal-
ing can obtain a finite amount of informa-
tion per absorbed photon in zero time.
This theoretical observation, which requires using an
infinite number of photons, turns into practical quan-
tum advantages with few-photon entangled states as
shown in Fig. 1.
We can also obtain an upper bound using the results
of Refs [31–34], where the bound FQ ≤ N(1 − µ)/µ
is obtained for an optical interferometer set-up with
symmetric photon loss in both arms, as quantified by
µ (the probability of photon loss in each arm of the
interferometer). For the problem at hand, this trans-
lates as µ = 1 − e−γt and Nabs = µN . Taking the
Poisson limit (t→ 0 and Nabs constant) yields
FQ[ρφ] ≤ Nabs
γ2
. (10)
4Figure 3. (a) Evolution of the average photon number nph(t) in the cavity through the interaction (11). The initial
state has Nα excited atoms and cavity in the ground state. The photon number is maximized at a time t
∗ where
nph(t
∗)/Nα ≈ 0.8. Parameters: J = 1, ω0 = 1. (b) Probability distribution of the photon number at t∗ for Nα = 50.
Parameters: J = 1, ω0 = 1. (c) Measurement uncertainty for (i) the atom-cavity (AC) implementation with an optimal
measurement ((∆g)−2AC, in blue), (ii) the AC implementation with a NRM at an optimal g = g
∗ ((∆g)−2NRM|g∗), and (iii)
the AC implementation with a NRM at g = 0 ((∆g)−2NRM|g∗); the three of them compared to (∆g)−2TFS Details of the
calculation are provided in the SM.
Note that this upper bound cannot be saturated for
Nabs  1, which follows by expanding FQ[ρφ] around
Nabs → 0: Qρφ = cφN2abs/γ2 + O(N3abs) with cφ ≤ 1.
On the other hand, TFS obtain 1/2 of the optimal
upper bound for Nabs & 1, which already provides a
good approximation of optimal states. An overview
of the different results obtained in the Poisson limit is
shown in Fig. 2. It remains an interesting open ques-
tion to investigate photonic states which can perform
better than TFS in the Poisson regime, thus comple-
menting the results of Refs. [31, 35–39] obtained for
Nabs ∝ N .
IMPLEMENTATION IN CAVITY QED
Perhaps the greatest challenge in observing
quantum-enhanced metrology is producing and mea-
suring quantum states of light, such as TFS, GHZ
and NOON states. Here, we therefore outline a pro-
tocol based on cavity QED [22] or circuit QED [23]
capable of generating and observing Fock states of
light in cavities, inspired by recent progress on metrol-
ogy and number-resolved measurements in waveguide
QED [40–43]. The key idea is to engineer an interac-
tion of the cavity with a set of resonant qubits/atoms,
such that in addition to Eq. (1), the two cavities are
each coupled to a collection of atoms via
HDicke =
∑
α=a,b
Nα∑
i
[
ω0σ
z
i,α + J(t)(σ
−
i,αα
† + H.c.)
]
.
(11)
Let us suppose that J(t) can be turned on and off at
will, and that it is possible to measure the collective
spin of the atoms Szα =
∑
i σ
z
α,i.
Starting from the ground state, a photonic Fock
state in each cavity is produced following the following
three steps. (i) All atoms are excited. (ii) The cavity-
atom interaction is turned on, J(t) = J , for a time
topt ≈ log(4Nα)/(2J
√
Nα). As we show in the SM
and illustrate in Fig. 3a, this is the optimal waiting
time for maximizing the photon number nph, leading
to nph/Nα ≈ 0.8. (iii) The cavity-atom interaction is
turned off and Szα is measured. Conditional on the
measurement outcome kα, the cavity is projected in a
Fock state with Nα − kα photons, with a probability
distribution shown in Fig. 3b. This can be done in
parallel for both cavities.
After this preparation stage, we let the photonic
system evolve for some time t, which is the time rele-
vant for our discussion in the rest of the article. In the
mean time, the remaining kα atoms need to be reset
to the ground state in order to prepare them for the
final measurement.
To measure the final photon distribution in the cav-
ity, we again turn on the atom-cavity coupling J(t),
which allows the atoms to reabsorb photons from the
cavity. After a time topt most of the photons are re-
absorbed and we measure again the number of excited
atoms and place them back into the ground state.
Since this process likely fails to capture all photons,
it has to be repeated until no photons are left in the
cavities. Adding up the total number of excitations
observed in the measurements yields the measure-
ment result, thus implementing a number-resolved-
measurement (NRM) in each cavity.
In ideal conditions, the discussed preparation
scheme does not produce TFS, but rather Fock states
distributed according Fig. 3b. This leads to a reduc-
tion in optimal measurement precision (i.e. Quantum
Fisher Information FQ) of around a 30%, as illustrated
in Fig. 3c and discussed in detail in the Appendix. In
addition, the NRM in each cavity is in general not op-
timal for metrology, i.e., the corresponding CFI does
not saturate FQ (see Fig. 2, Fig. 3c and the Ap-
pendix). Taking both effects into account, we find
that the reported quantum advantages in Fig. 1 ap-
pear feasible in this implementation for small Nabs,
while requiring the number of atomic excitations to
be approximately twice as large as N (details in Fig.
3c and in the Appendix). Experimental requirements
needed for the successful implementation of this pro-
posal are discussed in the SM, where we argue that
both cavity QED [44–46] and circuit QED [47–49] ap-
pear as promising platforms.
5CONCLUSIONS
While quantum advantages in photonic metrology
are well established when the (average) photon num-
ber is fixed [3–5], in specific situations, other con-
straints might be more meaningful. For example,
when non-linear effects or quantum backaction limit
the light intensity, a more sophisticated analysis has to
take these effects into account [50]. Here, we study a
complimentary situation, where photosensitive sam-
ples imply that the number of absorbed photons is
limited [9–13, 15]. While in interferometric measure-
ments this coincides with the traditional constraint
on N , we have shown that it leads to qualitatively
new results in frequency measurements. In this case,
finite quantum resources for metrology (finite photon
number, finite number of samples, finite time) become
more powerful than infinite classical resources (un-
bounded photon number, unlimited number of sam-
ples, finite time). We have characterized these ad-
vantages for a model of two coupled oscillators, which
can be realized in a cavity QED set-up, but our results
suggest similar advantages in frequency measurements
of delicate samples where photon absorption can be
modelled as a Markovian process.
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Classical Fisher Information for number-resolved measurements
In this section we compute the classical Fisher information,
FC =
∑
j
1
qj
q˙2j , (12)
where qj is the probability to obtain outcome j, for number resolved measurements in the set-up described in
the main text. Because of the map between our framework and Mach-Zehnder interferometry with symmetric
(time-dependent) photon loss, we can follow similar derivations in that context, see e.g. Refs. [29, 30]. Let us
first compute the probabilities of the photon-number measurements for the initial Fock state |k,m〉 and unitary
Ug = e
−itH0e−itHint . First of all we note that e−itH0 commutes with the initial state (with a well defined photon
number in each arm) and hence can be ignored for the number-resolved statistics. We first compute:
P (k,m, q, g) ≡ | 〈k − q,m+ q| e−igtHint |k,m〉 |2 (13)
with |k,m〉 = 1√
k!m!
(a†)k(b†)m |0, 0〉 and q ∈ [−m, k]. Noting that:
a†g ≡ e−igtHinta†eigtHint = a† cos
(
tg
2
)
+ ib† sin
(
tg
2
)
b†g ≡ e−igtHintb†eigtHint = b† cos
(
tg
2
)
+ ia† sin
(
tg
2
)
, (14)
we obtain
P (k,m, q, g) =
(m+ q)!(k − q)!
m!k!
(tan θ)
2q
 m∑
j=0
(
m
j
)(
k
j + q
)
(−1)j (cos θ)k+m−2j (sin θ)2j
2 (15)
where we defined θ ≡ tg/2, and q ∈ [−m, k]. This can also be expressed as:
P (k,m, q, g) =
(m+ q)!(k − q)!
m!k!
(tan θ)
2q(
(−1)k
(
m
k + 1
)(
k
k + q + 1
)
(sin θ)2k+2
(cos θ)2−m−k 3
F2
(
1,−m+ k + 1, q + 1; k + 2, k + q + 2;− tan2(θ))
+
(
k
q
)
(cos θ)m+k 2F1
(−m, q − k; q + 1;− tan2(θ)))2, (16)
where pFq(a; b; z) is the generalized hypergeometric function.
7Next, we compute the probability to obtain outcomes {k,m} for the state:
ρ =
∑
k,j
pkpj |n− k, n− j〉 〈n− k, n− j| (17)
with
pk = µ
k(1− µ)n−k
(
n
k
)
, µ = 1− e−γt. (18)
It is convenient to introduce:
nloss ≡ 2n− (k +m)
q ≡ n− k (19)
Then, we have for (17)
PFock(nloss, q, g) =
nloss∑
l=0
plpnloss−lP (n− l, n+ l − nloss, q − l, g) (20)
The only remaining step is to compute the classical Fisher information using (12):
FC(g) =
2n∑
nloss=0
n∑
q=nloss−n
(
∂gP
Fock(nloss, q, g)
)2
PFock(nloss, q, g)
(21)
To gain some analytical insight for this expression, we can compute it in the limit g → 0. Following [30, 42], we
can expand the probabilities around g ≈ 0 up to order O(g2), which leads to the following analytical expression
for the CFI:
lim
g→0
FC(g) = 2t2(n+ 1)n(1− µ)n+1, (22)
which shows an exponential decay with n = N/2. This is hence far from FQ for large N , while still better than
NOON states.
Finally, we numerically compute (21) for different g, µ and N for the state (17) (and setting t = 1). An
example is shown in Fig. 4, from it we see that in general the dependence of FC with g is non-trivial, and so is the
point where it is maximized. The figure also shows that indeed (12) does not saturate FQ for number-resolved
measurements. In Fig. 4 we also show (21) as a function of N , where it becomes apparent the importance of
maximizing FC with respect to g for the number-resolved-measurements as N increases. The numerical results
suggest that a systematic improvement with respect to the Shot-Noise-Limit can be obtained for any N with
suitably optimized number-resolved-measurements.
Figure 4. (a) CFI, QFI, and SNL vs φ. Parameters: N = 12, µ = 0.2, and t = 1. (b) FQ and FC vs N for µ = 0.2 and
t = 1.
Let us now look at the Poisson limit N → ∞, t → 0 while satisfying 2γtn → Nabs. First, from (22), we can
study the Poisson limit 2γtn→ Nabs, where we obtain:
lim
g→0
FC = N
2
abs
2γ2
e−Nabs/2. (23)
8To obtain similar analytical expression for arbitrary g is challenging due to the complexity of obtaining asymp-
totic expressions for the generalized hypergeometric functions. Yet, we can obtain numerical results for rather
large N ≈ 100− 1000. To do this, it is useful to approximate FC in (21) as:
FC(g) ≈
Nmaxloss∑
nloss=0
qmax∑
q=−qmax
(
∂gP
Fock(nloss, q, g)
)2
PFock(nloss, q, g)
(24)
since only terms with q = O(1) and Nmaxloss = O(Nabs) contribute to the sum in the Poisson limit (other terms
are exponentially small). In our numerical simulations, we take qmax = 10 and N
max
loss = 4Nabs, and the results
become in practice indistinguishable when these parameters are varied. Numerical results are shown in Fig. 2
of the main text.
Optimal measurement
Finally, we note that the optimal measurement L where the classical Fisher info (12) saturates Q is given by
[28]:
L = i
∑
k,l
p˜kp˜l − p˜k−1p˜l+1
p˜kp˜l + p˜k−1p˜l+1
√
k(l + 1)
(
|k, l〉 〈k − 1, l + 1|+ |l, k〉 〈l + 1, k − 1|
)
= i
∑
k,l
(n− k + 1)(l + 1)− k(n− l)
n(l + k + 1) + k(n− l)
√
k(l + 1)
(
|k, l〉 〈k − 1, l + 1|+ |l, k〉 〈l + 1, k − 1|
)
. (25)
with p˜k = pn−k. In the presence of photon loss (i.e. p0 6= 1), this does not correspond to a number resolved
measurement of the two modes, but to a global measurement involving both modes.
Implementation in Cavity QED
In this section we discuss the measurement precision (both QFI and CFI) for the proposed implementation.
At each run of the experiment, the initial state is a Fock state: |m, l〉, where the photon number m, l are known.
The interaction time tm,l between cavities is taken such that given m, l initial photons, at most Nabs photons
are absorbed, i.e.:
Nabs = (m+ l)(1− e−γtm,l). (26)
We then repeat the experiment until the accumulated time
∑
m,l νm,ltm,l reaches T , where T is the maximal
time of the protocol. We assume the total time T and Nabs to be limited. We are interested in the regime
ν ≡ ∑m,l νm,l  1 (i.e. T/tm,l  1), where the statistics are dominated by typical sequences in which
νm,l = q(m)q(l)ν which, together with T =
∑
m,l νm,ltm,l, provides ν.
Quantum Fisher Information
Assuming a large number of runs of the experiment ν  1 (so that enough statistics for each m, l are
obtained), the measurement uncertainty (∆ϕ)−2 is bounded by
(∆g)−2AC ≡
∑
m,l
νm,lFm,lQ =
T∑
m,l q(m)q(l)tm,l
∑
m,l
q(m)q(l)Fm,lQ ≡ (∆g)−2AC (27)
with Fm,lQ is the QFI for an initial Fock state |m, l〉, and it reads (this is a generalisation of Eq. (7) in the main
text):
Fm,lQ = 2t2m,l
l∑
i
m∑
j
pipj
(l − i)(m− j + 1)
1
2
− 1
1 + (m−j+1)(i+1)j(l−i)
+ (m− j)(l − i+ 1)
1
2
− 1
1 + (l−i+1)(j+1)i(m−j)

(28)
In Fig. 5 we plot the upper bound (27) compared to twin Fock states with 2n photons. We observe that the
ratio (∆g)−2AC/(∆g)
−2
TFS converges to ≈ 0.7, showing that the proposed implementation performs well.
9Figure 5. (a) (∆g)−2AC/(∆g)
−2
TFS vs n. Parameters: γ = 1, T = 10, and Nabs = 1. (b) (∆g)
−2
AC/(∆g)
−2
TFS vs Nabs.
Parameters: γ = 1, T = 10, and n = 20.
Asymptotics. Let us attempt to evaluate (∆g)−2AC/(∆g)
−2
TFS in the regime m, l  1. Let us define N = m+ l
and m = αN , l = βN , while noting that Nabs = Nγtm,l for N  1. Then, in the limit N → ∞ while keeping
Nabs constant:
Fα,βQ ≡ lim
N→∞
FNα,NβQ = 2
N2abs
γ2
αβ
(α+ β)2
∞∑
i,j
pipj
(
1− j
j + (i+ 1)αβ
− i
i+ (j + 1)βα
)
(29)
To proceed further we need to know qα ≡ q(αN), which we don’t. Let us hence make an educated guess (from
Fig. 3), namely:
qα =
b
1− e−b e
−b(1−α)∫ 1
0
αqα = 0.78 (30)
the second condition yielding b ≈ 4.27. We then compute the ratio:
lim
N→∞
(∆g)−2AC
(∆g)−2TFS
=
1
2F1,1Q
∫
dαdβqαqβFα,βQ∫
dαdβ
qαqβ
α+β
≈ 0.7, (31)
which explains qualitatively well the numerical results.
Classical Fisher Information
It is also interesting to investigate FC for number-resolved measurements. Analogously with our previous
considerations, we have,
(∆g)−2NRM =
T∑
m,l q(m)q(l)tm,l
∑
m,l
q(m)q(l)Fm,lC (32)
with
Fm,lC =
m+l∑
nloss=0
m∑
q=nloss−l
(
∂gP
DickeF(nloss, q, g)
)2
PDickeF(nloss, q, g)
(33)
with
PDickeF(nloss, q, g) =
nloss∑
s=0
ps,mpnloss−s,lP (m− s, l + s− nloss, q − s, g) (34)
with P (m− s, l + s− nloss, q − s, g) given in (16) with t = tm,l and with
pk,n = µ
k(1− µ)n−k
(
n
k
)
, µ = 1− e−γtm,l . (35)
Some numerical results are shown in Fig. 6 in the regime g ≈ 0, where we see that Dicke-Fock states perform
reasonably similar than Fock states, even improving on them for large Nabs (note that Fock states become
exponentially bad with Nabs around g = 0). More results, including results for an optimal g where the CFI is
maximised, g∗, are shown in the main text. As expected, the CFI is always smaller than the QFI.
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Figure 6. Ratio
(∆g)−2NRM
(∆g)−2NRM,TFS
vs Nabs for γ = 1, T = 100, and at g ≈ 0. Numerics are done for n = 20.
Further experimental consideration
In practice, there are several additional sources of error in this protocol that ought to be considered.
First, we have assumed that all atoms/qubits are exactly on resonance with the cavity. Realistically, they
may have differing energies and be detuned from the cavity, which makes the photon exchange between cavity
and atoms less efficient. However, measuring the number of excited atoms after the interaction period still
projects the cavity state onto a Fock state, such that disorder only affects the probability distribution of the
produced Fock states, but not their fidelity.
Second, the fidelity of the generated Fock state is intrinsically limited by measurement error in the atomic
readout. High-fidelity atom readout has already been demonstrated for large numbers of atoms in cavity
QED [44–46] and for intermediate numbers of qubits in circuit QED [47–49].
Third, the atoms need to be reset to ground state in a time much faster than 1/g. This is feasible if the
cavity coupling is tunable (e.g., via an intermediate resonator in circuit QED) or if a fast decay channel is used
(e.g., a fast optical transition of the atom).
Fourth, no photons may be lost throughout the experiment. This requires ultra-high finesse cavities or long
qubit coherence times on the scale of 1/g, i.e., this requires the strong coupling regime, which has been achieved
in both cavity and circuit QED [51–56]. While the measurement is more challenging than the preparation, it
relies on the same experimental figures of merit. A large advantage of our scheme is that one can post-select
on successful runs of the experiment by requiring that at the end Na +Nb excitations are measured.
Optimal time scale obtained from mean field
Let us consider the Hamiltonian
H2 =
1
2
a†b2 + H.c., (36)
where a, b are the annihilation operators for two harmonic oscillators. a corresponds to what formerly was a
spin, and b is just the same cavity mode as before. In the subspace spanned by the states |N −m〉a ⊗ |2m〉b,
where {|m〉} are Fock states of an oscillator, the Hamiltonian is a bi-diagonal matrix
H =

0 a0 0 · · ·
a0 0 a1
0 a1 0
. . .
...
. . .
. . .
 , (37)
where
am =
√
(N −m)(m+ 1/2)(m+ 1) ≈ (m+ 1)√N −m. (38)
For large N −m these are essentially the same matrix elements as the actual Hamiltonian (11) and one can
check numerically that the dynamics is very similar for large enough N . In the classical limit, we replace
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Figure 7. Comparison between the time scale obtained in mean field [Eq. (44)] and the exact timescale calculated
numerically.
the annihilation operators by the amplitudes of the corresponding coherent states. The classical (mean field)
equations of motion read
d
dt
(
α
β
)
= −i
(
β2/2
β∗α
)
, (39)
with initial conditions β(0) = 1, α(0) =
√
N .
Now we do a change of variables, taking α = a exp(ix), β = b exp(iy), such that
a˙ = −b
2
2
sinφ, x˙ = − b
2
2a
cosφ, (40a)
b˙ = +ab sinφ, y˙ = −a cosφ, (40b)
where φ = x− 2y. Further defining the constant K = a2 + b2/2, and the variable r = a2 − b2/2, we obtain the
equations of motion
φ˙ = − K + 3r√
2(K + r)
cosφ, (41a)
r˙ =
√
2(K + r)(K − r) sinφ. (41b)
This defines a vector field in a two-dimensional plane, whose closed orbits are the possible trajectories of the
system. Since the phase φ is ill-defined in the initial state, we can choose it to be φ = pi/2. In this case, the
system is governed only by
r˙ =
√
2(K + r)(K − r), (42)
which is readily integrated to yield[
tanh−1
√
1 + r/K
2
]r(tf )
r(ti)
=
√
2K(tf − ti). (43)
Since initially, r/K ' 1 − 2/N and K ' N (taking α = √iN and β = 1), we conclude that the natural
timescale for the switch is
T ' 1
2
√
N
tanh−1
(
1− 1
4N
)
≈ log(4N)
2
√
N
. (44)
This converges to the actual optimal time scale in the limit of large N as we show in Fig. 7.
