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In this thesis, we study the method of estimating the pose of a face and localizing facial parts in an image. We 
specially focused on development of a total method which is independent of the pose of the face itsel王 The face 
pose estimation and the facial parts localization are called together as face alignment. Face alignment is required 
to be performed person-independent1y over large pose variation. Usually a small change ofthe pose causes severe 
changes of the appearance and, sometimes, makes self-occlusion of facial parts. A number of face alignment 
methods has been proposed in the literature. However, they do not always achieve the estimation of the face pose 
and localization of the facial parts in the profile. Most of current methods treat these changes with so called a 
machine learning approach modeling the face appearance by giving numerous images. Those approaches achieve 
face alignments partially in success, but they are not satisfactory, yet. We apply 3D Constrained Local Model 
(CLM) for face alignment. 3D CLM has three-dimensional Point Distribution Model (3D PDM) ofthe shape of a 
face. 3D PDM isprojected on a image plane, and then, face alignment is performed by matching the projected 3D 
PDM with the input image. When features of the facial parts are not detected from the image, face alignment can 
not be achieved. We pay attentions, in this thesis, to the three factors causing the face alignment eror. 
The 白rstfactor is a self-occlusion ofthe feature in the image. When parts are occluded, the feature detectors of 
3D PDM can not detect their positions from the image. We propose to remove detections of the occluded partS 
from face alignment by referring a visibility mask table which is proposed in Section 4. 
The second is for an occluding contour of the face image. The position of a facial contour is highly depending 
on a pose. But, 3D PDM are generated only from image contours of frontal faces. In this study, the contour of 3D 
PDM iscalled as the model contour. The model contour denotes an occluded contour in the profile. In many cases, 
the pose is computed by matching a false occluding contour with the model contour. We propose the appropriate 
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recovery of the occluded contour from the occluding contour by a contour displacement table which is proposed 
in Section 4. The face model parameters are optimized with the recovered occluded contour. 
The third one is to deal with the severe changes of the appearances of facial parts caused by the pose change. 
We propose multi-pose feature detectors tuned for a small range of the pose, and switch them as the pose. 
Our method demonstrated face alignment over large pose variation and improved the stability ofthe face trackｭ
mg. 
In order to analyze expressions of faces , face alignment is applied in psychology. Since operators localize facial 
parts for a number of images, they ask for reducing a workload of face alignment. We develop a face alignment 
application on which our ideas are implemented. The application helps to analyze the image. We describe the 
functions of the face analysis application at the last of this s同dy.
In Section 2, we describe backgrounds ofthis study and related works. In Section 3, we describe about CLM on 
which the above three ideas propositions will be performed. In Section 4, the details of the above three ideas for 
face alignment over large pose variation are proposed. In Section 5, the face pose estimation and parts localization 
for applications of facial expressions analysis is discussed. In Section 6, we discuss the total performance of our 
propositions. In Section 7, the face analysis system to show the outputs of the feature detectors and face model 
parameter optimization of our face alignment method is discussed. 
2 Previous studies of estimating the face pose and localizing the facial parts from a face image 
In Section 2, we describe the conventional studies and state-of-the-arts of face recognition and face alignment. 
A game, a communication tool, a medical attention and a security use face alignment, recently. Face alignment 
is required to be performed person-independently over large pose variation. The face alignment methods over 
large pose variation were studied since 1990s. The famous face alignments are CLM and Active Appearance 
Model (AAM). AAM was proposed by Cootes in 1998, and CLM was in 2006. CLM works in real-time and 
person-independently. In this study, the proposed method is performed on CLM. 
3 3D Constrained Local Model 
In Section 3, CL恥1 is described. CL恥-1 represents the shape of a face as 3D PD恥1. 3D PD恥-1 defines the threeｭ









. x附 t q ). 
φ 
。。・
x Fig. 2: Positions of the mod巴I points 
Fig. 1: 3 D face s hap巴 ofPDM
are ex tracted 什om smal image pa tch巴s around the feature on fac巴s.
The feature d巴tectors are capable of localizing the positon of the features person-ind巴pendent l y， because the 
variation among those appearances of the smal image patches does not have a big difference for eve lγ indi vidua l 
On the other hand, an initial value of the face model paramet巴rs is reqllired for CLM. In face tracki ng, since the 
resllt of face alignment of a previous image is lIsed, slitable initial parameters can be obtained in this study. The 
conventional CLM performs face alignment in the prof?le within arollnd 土300 in yaw 
4 Estimating the face pose and localizing the facial parts from the image 
In Section 4 , the thre巴 ideas of face alignment over large pose variation are described. A change of the pose 
causes severe changes of the appearanc巴 ofthe face and , sometimes, makes sel f-occlusion of faciaI parts. When 
parts are occluded, the feature detectors can not detect their positions from th巴 image. Fig.4 shows those factors 
causing the face alignment eror. Since face alignment is perform巴d by matching the projected 3D PDM with the 
input image, it is the most important for CLM to detect the featur巴什om th巴 I mage .
(I)When se l f二occ lus i on occurs, the feature detector of the self-occluded feature can not localize th巴Ir posltlOn 
corectly. It callses a decrease ofthe acclracy ofthe pose estimation. As for olr f?st idea, the se l f二occ llld ed featlre 
is removed from the face mod巴 I parameter estimation step. In ord巴 r to lIse as many features as possible for the 
face modeI parameter estimation , the accurate inspection ofa visibilty is reqlired. Inour sωdy， it is caled as th巴
visibility whether the subject's feature is se l れoccl llded or not. The visibility is estimated by referring the visibility 
mask table which has the visibilty of every 50 of the rotation of the pose in yaw and pitch. Th巴 v i s ibility mask 
table is made from the av巴rage face, becaus巴 the visibilty ofthe subject is not given beforehand. 
(2)The occluding contour has a strong point that the feature of it is detectable by the feature de tec to r 介om the 
image, since the contour has a strong edge on itself. Even if the face moves qlickly and the image of the face 
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occluding contolr. In Ih巴 pro自 l e ， the model contolr coresponds 10 the occluded contour, and does not corespond 
-44 -
3D PDM feature X/(q) isproJected on an Image plane 
and then. the p叫ecled 3D PDM X,(p) is g川n
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Fig. 3:Face alignm巴n t by 3D PDM 
to the occluding contour. The occluding contour is not applicable to perfoml face alignment. It is necessary to 
detect not the occluding contour but the occluded contour for estimating the face model parameters. The occluded 
contour can not be observed frol1 the il1age in the pro自 l e. As for our second idea, the occluded contour is 
computed from the occluding contour by referring a contour displacement table. The contour displacement table 
has a distance f1'om the occluding contolr to the occluded contolr of every 50 of the rotation of the pose in yaw 
and pitch. The distance of the contour displacement table is l1ade from the average face , because the shape of 
the subject's face is not given beforehand. Then, the distance of the contolr displacement table is added to the 
occlding contollr, and the occluded contolr is calculated. Inolr ex periment, there is no big d i仔erence between 
the distance of the average face and the distance of the slbject. The contour displacel1ent table is applicable to 
perfonn face alignment. 
(3)The large appearance change causes a decrease of the acclracy of the featlre detection. It is difficlllt to 
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it is possible to leam the appearances within the smal range of the pose. As for our third idea, the featl.res are 
detected by the 111lti-pose feature detectors from the image. The multi-pose feature detectors are constrl.cted by 
th e 自 ve detectors tlned for the specif?c face pose (-900 to _ 4:)0, -450 to - 150 ， 一 150 to 150, 150 to 450 and 
450 to 900 ) ー The feature detectors are switched as the pose, and the slitable detector is selected. The 11.lti-pose 
detectors cover over -900 to 900 of the rotation of the pose in yaw. Each detector leams both a raw intensity and 
a gradient of face il1ages by Iinear Support Vector Machines (SVM) 
5 Face alignment application by using our study 
In Section 5, we develop a face alignment application which perfollns those three ideas. ln order to analyze 
expressions of faces in experil1ents of psychology, face alignl1ent is perfomled for many face il1ages. Under 
the present c ircllmstances, face alignl1en( is altol1aticaly perfomled lIsing the conventional CLM or AAM. And 
then, the operators corect l1anualy the featl.res which failed to be localized. They have to correct a lot of the 
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features. They require to lower the burden of correcting those features. When the face alignment application goes 
wrong, it comes from the failure of the detection of a small number of features. Even if only the features of the 
small number which failed the feature detection are corrected, face alignment can be accomplished correctly. The 
oper剖ors do not need to localize al of the features which failed to be localized. In almost cases, it is difficult 
to detect the feature of the face by a machine but it is easy for a human to detect that feature. We implement 
the function manually correcting the failed features on the face alignment application, which is implemented our 
proposed ideas on is developed. This function makes the corrected feature's weight heavier, and then, estimates 
the face model parameters. The function performs face alignment without correcting al1 the features which failed 
to be localized, and then, reduces the number of the feature corrections and shortens the working hour for face 
alignment. 
6 Comprehensive evaluation of our study 
In Section 6, we evaluated our ideas. We evaluated the accuracy of both the visibility and the facial parts 
localization with Multi-PIE. The distances from the ground tmth to the result of the facial parts localization on 
the image were compared. The proposed method estimated the visibility correctly, and localized the facial parts 
among 土900 in yaw. We evaluated the accuracy of our pose estimation method by several movies. The proposed 
method was compared with the ground tmth measured by a motion capture. Our method improved the accuracy 
ofthe pose estimation over large pose variation. We evaluated the e百ectofthe initial face model parameters. Face 
alignment is achieved with the initial values of the face model parameters far from a correct pose until 350 in 
yaw robustly. Our face alignment method achieved the face tracking stably even though the severe change of the 
appearance made the facial parts localization dificult. 
7 Development of the image analysis system 
In Section 7, the analysis system of faces which is implemented the proposal application in Section 5 isdeｭ
scribed. We studied face alignment using this system in this thesis. The analysis system supports the analysis of 
the image effectively by resu1t representational functions or a mask function of the features of 3D PDM. Finally, 





































第 7 章では，開発したシステムの様々な顔の解析機能について述べ，第 1 章で想定した顔の解
析に対する総合的な有効性を検証しており，実際の臨床心理学研究の場などでの応用例も紹介し
ている。
第 8 章は結論であり，併せて，本論文での研究の展望についても述べている。
以上，本論文は，顔画像の自動解析を通して，新しい情報システムの開発，展開の有効性を示
したものであり，情報科学の進展への寄与は少なくない。
よって，本論文は博士(情報科学)の学位論文として合格と認める。
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