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Anotace 
 
Cílem této bakalářské práce je seznámit se s metodami pro doplňování chybějících úseků 
v audio signálu, a to metodami založenými na interpolaci periodického signálu a 
interpolaci AR modelu signálu. Dále nás seznamuje s metodou Audio Inpainting založené 
na řídké reprezentaci signálu. 
V praktické části jsou vyhotovené tři algoritmy na základě interpolačních metod a 
popsán algoritmus použitý u metody Audio Inpainting. Tyto algoritmy jsou porovnávány 










The goal of this bachelor’s thesis is to get introduced with methods for reconstruction 
of missing samples in audio signal using periodicity-based interpolation and 
AR model-based interpolation. Further it’s introducing us with Audio Inpainting method 
based on sparse representation. 
In practical part there are programmed three algorithms based on these interpolation 
methods and described an algorithm which is used in Audio Inpainting. These 
algorithms are compared with objective methods, SNR measurements depending on gap 
length and value of input parameter.  
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Digitální zvukové signály jsou při zpracování nebo přenosu často terčem různých 
nechtěných vlivů. Tím vznikají různé zvukové artefakty jako například šum, zkreslení, 
praskání nebo dokonce úplný výpadek signálu. Takové problémy můžou nastat 
při přehrávání poškrábaného CD či gramofonové desky, při nekvalitním záznamu zvuku, 
při přenosu v radiokomunikačních sítích (GSM, UMTS) či paketových sítích (VoIP) a 
v několika mnoha dalších případech. Rekonstrukcí takových signálů se zabývá několik 
studií a existuje mnoho odlišných metod a algoritmů dosahujících různých výsledků 
v různých případech. Používá se několik druhů interpolačních či extrapolačních metod, 
využívá se modelování signálu pomocí řídké reprezentace a jiné. Můžou se zaměřovat 
pouze na jeden typ rušení, záleží také na jaký druh signálu jsou použity. Jedna metoda 
s výbornými výsledky při použití na řečový signál může dopadnout špatně ve spojení 
s hudebním signálem a naopak.  
My se zaměříme na rekonstrukci chybějících úseků v audio signálu, při úplné 
ztrátě dat v segmentu. To může nastat například při přenosu zvukového signálu 
po počítačové síti za využití protokolů pro přenos v reálném čase (RTP), kdy se při ztrátě 
paketů posílaná data v případě chyby neopakují. Délka takových úseků se obvykle 
pohybuje od 5 ms do 60 ms. 
Představíme si 3 interpolační metody, kde některé využívají autoregresního 
modelu signálu. Ty jsme zrealizovali ve vývojovém prostředí MATLAB. Také si 
představíme metodu Audio Inpainting od SMALL Project (http://small-project.eu/), 
která využívá řídké reprezentace signálů. Tyto metody mezi sebou porovnáme 









1 OBNOVA SIGNÁLU POMOCÍ INTERPOLACE 
 
Algoritmy pro doplnění chybějících úseků využívají interpolace k dopočítání 
hodnot chybějících vzorků ze známých okolních vzorků. Interpolační techniky mají 
různé výsledky dány rozdílnými váhovými faktory. Naše tři použité algoritmy používají 
interpolační metodu založenou na výpočtu chybějících údajů ze vzorků z levé i pravé 
strany od mezery. Metody jsou, až na jednu, převážně založeny na předpokladu, že signál 
je modelován pomocí autoregresního modelu. Hodně interpolačních technik založených 
na AR modelu funguje tak, že AR model se vypočítá z jednoho úseku zahrnující mezeru a 
její okolí. Tomu se v tomto případě vyhýbáme. Místo jednoho AR modelu jsou použity 
dva oddělené AR modely pro známé úseky z levé a pravé strany od mezery. Představíme 
si tedy dva různé přístupy k interpolaci a to interpolaci založenou na periodičnosti 
signálu a interpolaci založenou na AR modelu signálu a také se seznámíme s AR 
modelem obecně. 
 
1.1 Autoregresní (AR) metody  
 
Jedná se o parametrickou metodu odhadu výkonové spektrální hustoty. Z této 
skupiny metod je zrovna AR nejpoužívanější. Je založena na předpokladu, že signál lze 
popsat parametrickým modelem, který je popsán koeficienty. Právě tyto koeficienty se 
snažíme získat. Tento model je popsán tak, že vzorek signálu      je dán váhovaným 
součtem svých předchozích hodnot a odchylky (šumu). Váhovaný součet je dosažen 
násobením předchozích hodnot signálu koeficientem modelu [8]   
 
                    
 
   
  (1)  
 
kde    je koeficient (AR parametr) a      je odchylka. 
AR model je praktický pro použití v signálech s úzkými vrcholy spektra a pro jeho 
jednoduchost výpočtů koeficientů. Existuje několik přístupů k výpočtu AR parametrů 
(metoda nejmenšího čtverce, dopředně-zpětná metoda, Burgova metoda, 
Yule-Walkerova metoda). V použitých algoritmech použijeme právě Yule-Walkerovu 
metodu, která získá parametry pomocí autokorelačních koeficientů     získaných 
ze vzorků signálu     . Právě díky těmto autokorelačním vlastnostem se dá tato metoda 
použít pro výpočet stejného počtu AR parametrů, kolik má signál vzorků, což u ostatních 
metod nefunguje bez použití váhovacích oken. Toho využijeme v testovaných 
algoritmech. Pro výpočet AR parametrů má MATLAB funkci ar, u které se dají nastavit 
vypsané metody.  
 
1.2 Interpolace založená na periodičnosti signálu 
 
Na této metodě [4] je založen první algoritmus, který je z testovaných 
nejjednodušší. Jde o interpolaci na základě periodičnosti signálu, to znamená, že 



















Na obrázku je signál     , kde vzorky                          jsou 
ztraceny. Chybějící signál lze odhadnout z předchozích vzorků (dopředná predikce) 
nebo ze vzorků následujících (zpětná predikce) nebo také z obou stran 
(dopředně-zpětná predikce).    a    je počet vzorků na levé a pravé straně 
od chybějícího úseku, které jsou použity pro obnovu signálu. Odhadovaný signál 
z předchozích vzorků       tedy vychází z 
 
                          
 
a podobně odhadovaný signál ze zpětné predikce       vychází ze vzorků  
 
                               . 
 
V případě obnovování signálu pouze z jedné známé strany by se jednalo 
o extrapolační techniku. Ta se však mění na interpolační techniku tím, že se odhadované 
signály z levé a pravé strany vynásobí váhovacími funkcemi. Odhadovaný signál pak lze 
vyjádřit součtem  
 
 
                                    
         
(2)  
 
Jako váhovací funkce je použita funkce raised-cosine pro levou stranu 
 
         
 
 
         
   
  
        
         














a pro pravou stranu 
 
         
 
 
         
 
  
        
          
  (4)  
 
Nejjednodušší způsob rekonstrukce je u periodického signálu. Řečový signál se 
tedy rozdělí na znělé hlásky (periodický) a neznělé (náhodný). U znělých hlásek by bylo 
nejjednodušší zopakovat předchozí úsek v signálu o délce , tedy 
 
                            
 
doplněný signál by však pravděpodobně nenavazoval na předchozí nebo následující 
úsek. Existují však algoritmy, kterými by tento šel vylepšit, a to tím, že určí základní 
periodu signálu znělých hlásek a doplní ji do chybějícího úseku tak, aby navazovala 
na původní signál [5].  
V případě, kdy je tedy periodický signál na obou stranách od mezery, se určí 
počet vzorků jedné periody    z levého segmentu a    z pravého segmentu od mezery. 
Perioda    je tedy použita k určení počátku bloku o délce  , z něhož získáme 
odhadovaný signál z levé strany 
 




     
 
  
   (6)  
 
   tedy zajišťuje, že celý úsek bude i při menších    vždy přibližně odpovídat 
délce M. To znamená, že pokud je chybějící úsek delší než jedna perioda znělého signálu, 
použije se tolik period, kolik odpovídá délce mezery. Stejně tak získáme odhadovaný 
signál z pravé strany 
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Tato metoda se nazývá bloková substituce, protože chybějící úsek nahradí 
lineární kombinací bloků známých vzorků. Metodu jsme však nerealizovali, protože 
údajně často dochází ke špatnému odhadu, díky tomu, že například vzorek na indexu 
         u dopředné predikce neodpovídá vzorku, který by měl být na indexu    . A to 
v případě, kdy se do mezery vejde více předchozích period. Snažíme se tedy o začlenění 
pouze nejbližší periody, která je vkládána do mezery opakovaně. Jedná se o metodu 











                                                   (10)  
 
V případě neznělých hlásek (u náhodného signálu) je situace jednodušší, protože 
se nemusíme zabývat periodičností signálu. Pouze se zopakuje krátký úsek signálu 
nejblíže k chybějícímu úseku tolikrát, kolikrát je zapotřebí k vyplnění mezery. Pro tento 
případ se zavádí konstanta   , která nahrazuje konstanty délky periody. V předchozích 
rovnicích se tedy nahradí       a      . Konstanta se volí přibližně kolem 5 ms 
nebo podle kratší délky chybějícího úseku. 
 
1.3 Interpolace založená na AR modelu signálu 
 
Tato metoda [4] redukuje interpolační chyby předchozí metody. Výpočtem dvou 
vektorů AR parametrů se předchází nedostatkům jiných metod, které vychází z výpočtu 
jednoho vektoru z úseku zahrnující poškozenou část signálu.  
Vektory se skládají z koeficientů    AR modelu (1). Nyní si odvodíme postup 
pro řešení vektoru odhadovaných hodnot u obou predikcí.  Pro dopřednou predikci 
vektor odhadovaného chybějícího úseku 
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může být zapsán jako 
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kde     je matice 
 







                    
                     
                      
     
          
                         
     






  (13)  
 
  je vektor opačných čísel AR parametrů 
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a     je vektor odchylky (chyby) odhadu 
 
                             






Zde uvedený parametr   je popsán později, nemá spojitosti s parametry    nebo 
   uvedenými v kapitole 1.2. 
Výše popsaná matice obsahuje jak známé vzorky 
 
                       
 
tak odhadované vzorky 
 
                          
 
Pokud jsou rozděleny zvlášť do matic, získáme novou rovnici 
 
               (16)  
 
s tím, že když      , použije se vektor    z prvního sloupce matice   , který je nulový. 
Matice   má rozměry          a obsahuje nepoškozené vzorky signálu 
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a    je matice          obsahující vzorky dopředné predikce 
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K získání vhodného zápisu v systému lineárních rovnic, vyjádříme      jako 
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  (20)  
 
Matice     zatím obsahuje neznámé prvky, hodnoty by však měly odpovídat původním 
hodnotám s odchylkou. Určíme si tedy vektor 
 
            (21)  
 
S ním lze nakonec z rovnice (15) vyjádřit lineární rovnici 
 
         (22)  
 
Podobně je vyjádřen postup pro zpětnou predikci z pravé strany: 
 
                             
   (23)  
                
           (24)  
                             
   (25)  
 
   je vektor hodnot zpětné predikce,   je vektor AR parametrů z AR modelu segmentu 
napravo od mezery a    je vektor odchylky odhadu. Matice   o velikosti         
odpovídá matici  , je však upravena pro druhou stranu 






     
     
     
          
     
                   





  (26)  
 
matice    o velikosti        obsahuje odhadované vzorky zpětné predikce 
 







                    
                        
    
            
    
    
                    






  (27)  
 














             
           
          
         
          
                 
         
           







  (28)  
 
Stejně tak je definován vektor 
 
           (29)  
 
a s ním lineární rovnice 
 
         (30)  
 
K dosažení řešení kombinací obou predikcí, tzn. dopředno-zpětné, se vyžaduje, 
aby 
 
          (31)  
 
Navíc je zapotřebí, aby se odhad shodoval s AR modelem levé a pravé strany. Musí se 
tedy minimalizovat chyba 
 
          (32)  
 
což je suma čtverečních residuí jednotlivých predikcí, tzn. čtverečních rozdílu skutečné a 
odhadované hodnoty, které jsou 
 
      
     (33)  
      
     (34)  
 






   
   
 
   
   
    (35)  
 
K výpočtu první derivace  
   
    
 si uvedeme vektor podobný (20) pro dopřednou predikci 
 
          (36)  
 
pomocí kterého můžeme spolu s (21) vyjádřit vektor    jako 
 






Pokud tyto rovnice použijeme v rámci jednotlivých prvků vektorů, které jsou u     a   
značeny jako                   a                          , lze (32) přepsat 
do tvaru 
 
                         
 




   
  (38)  
 
Derivace    podle  -tého prvku vektoru   zapíšeme jako 
 
 
   
         
                           
 
   
  
 
   
 
          
(39)  
 
nebo může být vyjádřena jako 
 
 
   
         
           
 
   
       
 
   
            
 
   
  (40)  
 
Stejným způsobem se vyjádří derivace odchylky pro zpětnou predikci, zavedením 
 
          (41)  
 
Máme definované vztahy pro výpočet chyby v obou směrech a máme označené prvky 
vektorů. Pro výslednou obousměrnou predikci si tedy vytvoříme symetrickou matici   
složenou z prvků matic AR parametrů   a  
 
 
                  
 
   
  
                           
(42)  
 
a vektor   jako sumu 
 
 
                         
 
   
  
           
(43)  
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Za podmínky (34), že chyba je minimální, tedy že se derivace rovná nule, můžeme 







         
 
   
          
           
(45)  
 
Pokud tyto vztahy vyjádříme maticovým zápisem, dostaneme jednoduchý systém 
lineárních rovnic pro výpočet vektoru  . 
 
      (46)  
 
je přepis vztahu (44), kde 
 
            (47)  
 
což je maticové vyjádření vztahu (41), a 
 
               (48)  
 



















2 AUDIO INPAINTING 
 
Audio Inpainting je založen na principu tzv. Image Inpainting, což je rekonstrukce 
poškozených částí obrazu jejich dokreslením. Od toho je odvozen název. Vychází z řídké 
reprezentace signálů, což je nedourčený systém lineárních rovnic, jehož řešení má co 
nejmenší počet nenulových proměnných. Využívá dvou slovníků a to slovník 
s koeficienty diskrétní kosinové transformace nebo Gaborův slovník. 
V následujících kapitolách rozebereme teorii řídké reprezentace signálů a 
metodu Audo Inpainting spolu s použitým algoritmem, s kterým porovnáme předchozí 
tři metody pro rekonstrukci chybějících úseků v signálu.  
 
2.1 Řídká reprezentace signálů 
 
Tato problematika se zabývá systémem lineárních rovnic, kde není jednoznačné 
řešení. Vyhledává řešení, kde existuje co nejmenší počet nenulových proměnných. Toho 
lze využít v mnoha aplikacích zpracování obrazu a zvuku a jiných oblastech. Audio 
Inpainting využívá aproximace pomocí této metody.  
Řešíme soustavu lineárních rovnic       , kde hledáme vektor x. Ten má být 
však co nejřidší, tzn. má obsahovat co nejmenší počet nenulových složek. Jde tedy o [3]: 
 
             vzhledem k       . (49)  
 
Na základě měření, znalosti signálu známe vektor      a dále matici         . 
       je   -norma vektoru   a je definována jako [6] 
 
                    (50)  
 
kde         je množina indexů, v nichž má vektor nenulové hodnoty. Nazývá se nosič 
vektoru. Např. pro vektor signálu                 máme                 a 
             . S tím také souvisí řídkost vektoru. Vektor   je  -řídký ( -sparse), 
pokud platí 
 
           (51)  
 
to znamená, že má nejvýše   nenulových složek. 
Matice   se nejčastěji nazývá slovník (dictionary) a sloupce matice se nazývají 
atomy (atoms). V našem problému se setkáme i s názvem měřicí matice. Všechna  , 
která splňují       , nazýváme přípustná řešení. Z lineární algebry víme, že 
při uvedených podmínkách je na matici   přípustných řešení nekonečně mnoho. 
Zavedeme tedy povolenou odchylku pro aproximační úlohu [2]: 
 
             vzhledem k             , (52)  
 








Obecně   -norma vektoru je definována jako [6] 
 
            
 
 




               (53)  
 
Později se budeme zabývat metodami, které na tomto základě fungují a vyhledají 
za určitých podmínek přípustná řešení. Podle [3] můžeme z neznámé   využít k řešení 
znalost jak nosné vektoru        , tak její nenulové hodnoty, které lehce najdeme 
metodou nejmenšího čtverce. 
 
2.2 Rozbor signálu 
 
Zde se seznámíme s principem jak rozdělit a zacházet s daným signálem se 
kterým pracujeme [1]. 
Úseky signálu rozdělujeme na spolehlivé a na poškozené či chybějící. Audio signál 
berme jako vektor      rozdělený na předem známé oddíly    a    z vektoru 
               . Vektor   je nosičem vektoru  :      a        . Koeficienty        
tedy považujeme za poškozené nebo chybějící. Pozorovaná data      se shodují 
s vektorem   pouze v    koeficientech. Audio inpainting je tedy definován jako obnovení 
koeficientů       . Toho můžeme dosáhnout na základě několika znalostí. 
Stěžejní je znalost spolehlivých dat                     a oddílů        . Dále 
také můžeme znát skutečnost, jak by měl signál vypadat. To však v případě declippingu 
apod., což se tohoto problému se to netýká. 
Nyní se data zapíší v maticové podobě. Spolehlivá data vyplývají z lineárního 
modelu 
 
         (54)  
 
kde   je tzv. měřicí matice získaná z matice    o rozměrech    . V tomto případě, kdy 
se řeší pouze chybějící vzorky v úsecích audiosignálu díky ztrátě paketů při přenosu 
nebo silným rušením, jsou vzorky       naprosto ztraceny a nám je tedy známá pouze 
tato rovnice. Získáme ji výběrem řádků se spolehlivými koeficienty      . Podobně 
vybereme matici    z řádků    matice    a dostaneme matici pouze s chybějícími 
koeficienty  
 
            (55)  
 
Audio data můžou být ve formě koeficientů použité transformace (např. DCT). 
 
2.3 Zpracování signálu 
 
Jako v mnoha jiných úlohách týkajících se audio signálů zpracováváme signál tak, 
že jej rozdělíme do rámců a zabýváme se pouze určitým rámcem a ne celým signálem, 





V jednotlivých rámcích inpainting metodou doplníme chybějící úseky a ty poté 
poté metodou overlap-add [7] spojíme v jeden rekonstruovaný signál. 
Jednotlivé rámce se budou překrývat, a to 75% své délky. Rámce indexujeme 
písmenem  . Začínají v čase    a použijeme na ně obdélníkové váhové okno  o délce . 
Z definice v podkapitole 3.2, která se týká celého signálu, tedy můžeme 
pro spolehlivé vzorky v rámci   použít rovnici  
 
   
    
     (56)  
 
  
  je měřicí matice  -tého rámce získána z měřicí matice  . 
Signál                    je rámec získán váhovým oknem    definovaný 
pro             . Stejně tak dostaneme nosné   
  spolehlivých vzorků a nosné   
  
chybějících vzorků. 
Libovolným inpainting algoritmem dostaneme ze signálu    odhadovaný 
rekonstruovaný signál   . 
Rekonstrukci celého signálu potom dostaneme jako 
 
                       
 
 (57)  
 
kde   je sinusové časové okno. Platí                    ,  . 
 
2.4 Model řídké reprezentace 
 
Předpokládá se, že každý rámec audio signálu je pomocí řídké reprezentace 
dobře aproximován, a to podle řídké lineární kombinace sloupců slovníku. Rámec je 
popsán jako 
 
         (58)  
 
kde         je slovník,        a     
     reprezentuje vektor  -tého rámce. 
Předpokládá se, že tento vektor je řídký. To znamená, že má co nejmenší počet 
nenulových hodnot vzhledem k  . Díky tomu můžeme použít jako model řídké 
reprezentace pro spolehlivé vzorky v každém rámci 
 
   
    
      
      (59)  
 
Známe tedy pouze nepoškozené vzorky a našim cílem je dostat z nich odhadem 
řídký vektor    z každého rámce. Díky tomuto vektoru poté získáme požadované 
neznámé vzorky      




Můžeme použít různé druhy slovníků  . V toolboxu Audio Inpainting je na výběr 
ze dvou slovníků, a to buď slovník s koeficienty diskrétní kosinové transformace (DCT) 





Další zajímavou možností jsou slovníky vícerozměrné diskrétní kosinové 
transformace (multiscale DCT) nebo modifikované slovníky získané z konkrétní 
inpainting úlohy např. pomocí algoritmu K-SVD [2]. Tento algoritmus upravuje atomy 
daného slovníku tak, aby lépe pasovaly na určitá data. My se však budeme zabývat pouze 
prvními zmíněnými a to DCT a Gaborovým slovníkem. 
 
2.5.1 Slovník DCT 
 
První možností je tedy slovník s koeficienty diskrétní kosinové transformace (DCT) 
 
       
         
    (60)  
 
kde atom   je definovaný pro             . 
Jeden atom slovníku je [1]: 
 
   
              
 
  
   
 
 
    
 
 
    (61)  
 
pro   definované v rozmezí         a kde   je velikost DCT slovníku, to znamená 
počet diskrétních frekvencí a    je váhové okno nastavené uživatelem. Pro náš případ 
     . V 
  atomech však není informace o počáteční fázi. Nejsou tedy přizpůsobené 
pro signály složené ze sinusoidních složek s počáteční fází mezi 0 a 2 , tím pádem 
nejsou signály v   ve skutečnosti řídké. 
 
2.5.2 Gaborův slovník 
 
Druhá možnost napravuje nedostatky DCT slovníku ohledně počátečních fází. 
Gaborův slovník          
 
  se tedy zaměřuje na řídké modelování sinusoidních 
složek s libovolnou fází. Jeho atomy jsou indexovány průběžnou řadou                                  
                  a jsou definovány jako [1] 
 
    
 
          
 
  
   
 
 
    
 
 
      (62)  
 
kde   je velikost Gaborova slovníku. Pokud definujeme [1] 
 
 
         
 
       
      




kde                   , budou rovnice v podkapitole 2.4 platné i v daném případě. 
Rovnice (63) je totiž konečná suma, protože pouze několik koeficientů vektoru řídké 






3 POPIS ALGORITMŮ 
 
Na základě výše popsaných metod si ukážeme tři algoritmy pro doplňování 
chybějících úseků v audio signálu realizované v programu MATLAB. Jednotlivé algoritmy 
jsou uvedeny v příloze, zde si popíšeme jejich postup. 
Funkce používané společně více algoritmy, jsme vytvořili ve zvláštních 
souborech. Jsou jimi funkce pro výpočet váhovacích oken ze vzorců (3) a (4). Uloženy 
jsou v souborech WL.m (okno dopředné predikce) a WR.m (okno zpětné predikce). 
Vstupní parametry zahrnují číslo prvku   a délku chybějícího signálu  . Výstupem je 
hodnota velikosti použitého okna na místě prvku  . 
Obrázek 2: Průběh váhovacích oken pro M = 40 
 
Dalšími jsou funkce pro výpočet matic   (vypocetA.m) a   (vypocetB.m). 
Vstupními parametry jsou vektor AR parametrů   u funkce vypocetA a   u funkce 
vypocetB a délka chybějícího signálu   u obou funkcí. Pro vytvoření Toeplitzovi matice 
  slouží v MATLABu funkce toeplitz, jehož parametry jsou vektory    a  . Vektor    
obsahuje vektor AR parametrů   doplněný do délky  nulami. Vektor   je nulový vektor 
o délce   a s hodnotou        , kdy se v tomto místě překrývá s vektorem    právě 
na hodnotě          . Pokud by byl celý vektor   nulový, dala by funkce toeplitz 
přednost této hodnotě a prvek     by neodpovídal správné hodnotě. Podobným 
postupem získáme matici  . 
Posledními společnými námi vytvořenými funkcemi jsou funkce v souborech 
vypocetL.m a vypocetR.m k výpočtu matic   a   ze vzorků levé a pravé strany od mezery. 
Vstupními parametry jsou počátek mezery  , délka mezery  , vektor s daty zvukového 
souboru   a parametr . Výstupem je matice doplněná hodnotami vektoru  . 
Algoritmy jsou funkční s použitím testovacího skriptu tester.m, který si popíšeme 
později. U každého algoritmu je vytvořena anglická nápověda. Příkazem 









3.1 Weighted repetitive substitution 
 
První algoritmus je založený na interpolaci na základě periodičnosti signálu. Jde 
o spojení metody repetitive substitution (9), (10) s váhovaným součtem obou predikcí 
(2). Jedná se o nejméně složitý algoritmus z uvedených. 
Počáteční kroky jsou u všech algoritmů stejné, uvedeme si je tedy pouze zde. 
Ostatní se liší pouze v jednom vstupním parametru. 
 




Vstup x vektor navzorkovaných dat zvukového souboru pomocí funkce wavread 
v MATLABu 
l počáteční index (číslo prvního vzorku) chybějícího úseku vektoru x 
M počet vzorků (délka) chybějícího úseku 
qu délka úseku segmentu, z něhož vycházíme při interpolaci 
Výstup Xest.err vektor vzorků zvukového signálu s chybějícím úsekem 
Xest.res vektor vzorků zvukového signálu s rekonstruovaným úsekem 
 
 
Algoritmus je uložen v souboru WeightedRepSub.m. Jako parametr ovlivňující 
délku okolních úseků určených pro interpolaci jsme použili pouze   , tedy parametr 
určený k používání u náhodného signálu. Ve výsledcích testu tedy můžeme očekávat 
horší výsledky u periodických signálů nebo se můžeme pokusit délku periody 
odhadnout a zadat ručně. Nezahrnuli jsme zde totiž algoritmy pro odhad její délky. 
V prvním kroku po načtení zvukového souboru vytvoříme mezeru tak, že vzorky 
o počtu   začínající na indexu   přepíšeme nulami. Tento vektor s chybějícím úsekem 
pošleme na výstup Xest.err. Vytvoříme si pomocný nulový vektor o délce původního 
signálu  , do kterého později zapíšeme vypočítané odhadované hodnoty v místě mezery 
původního signálu. Tento vektor na konci sečteme s vektorem signálu obsahující 
chybějící úsek a výsledkem je celý rekonstruovaný signál. 
V samotném algoritmu pak podle vzorce (2) počítáme pro každý vzorek jeho 
odhadovanou hodnotu voláním funkcí pro výpočet dopředné (9) a zpětné (10) predikce 
a jejich vzájemným váhovaným součtem. 
 
3.2 Least-squares residual interpolation 
 
Algoritmus je založen na interpolaci z dvou vektorů AR parametrů. Vychází se 
spojení metod pro výpočet odhadovaných vektorů z levé a pravé strany, jedná se tedy 










Vstup x vektor navzorkovaných dat zvukového souboru pomocí funkce wavread 
v MATLABu 
l počáteční index (číslo prvního vzorku) chybějícího úseku vektoru x 
M počet vzorků (délka) chybějícího úseku 
K řád AR parametrů 
Výstup Xest.err vektor vzorků zvukového signálu s chybějícím úsekem 
Xest.res vektor vzorků zvukového signálu s rekonstruovaným úsekem 
 
Jak již bylo řečeno, vstupní a výstupní parametry se téměř shodují, zde si ale 
uvedeme nový parametr  , který nahrazuje parametr   . Parametrem   určujeme 
rovněž délku úseků nalevo a napravo od mezery, zároveň však značí i počet AR 
parametrů určených z těchto úseků. K výpočtu počtu parametrů ze stejného počtu 
vzorků slouží použitá metoda Yule-Walker. 
Počátek algoritmu je stejný jako u předchozího. Samotný algoritmus pak 
popisujeme následujícími kroky. Nejdříve voláme funkce pro výpočet matic   a  . 
Následuje nejcitlivější krok a to určení AR parametrů. K tomu je v MATLABu použita 
funkce ar s parametry modelovaného signálu, počtu AR parametrů a metodou výpočtu. 
Modelovaným vstupním signálem je úsek o délce   sousedící s mezerou, stejně tak   
parametrů AR, jak je popsáno výše stejně jako nastavená metoda výpočtu Yule-Walker. 
Z vektoru AR parametrů vytvoříme vektor opačných hodnot, jak je uvedeno v [4]. Tímto 
způsobo získáme dva vektory, každý z jednoho úseku nalevo či napravo od mezery, a 
z nich voláním vytvořených funkcí vypočítáme matice A a B. Následuje výpočet 
symetrické matice   (47) s AR parametry pro obousměrnou predikci. Inverzní matici   
poté vynásobíme vektorem   (46) pro získání vektoru odhadovaných hodnot estX. 
Dosadíme jej do nulového vektoru estXLR na místo mezery původního signálu a opět 
spolu sečteme. Tím získáme celý rekonstruovaný signál. 
 
3.3 Weighted forward-backward interpolation 
 
Stejně jako předchozí algoritmus i tento pracuje s AR modelem signálu, používá 
však méně optimální přístup k výpočtu požadovaného vektoru odhadovaných hodnot. 
Místo použití symetrické matice    s AR parametry pro použití u obousměrné predikce 
vypočítáme jako u prvního algoritmu jednotlivé vektory dopředné a zpětné predikce. Ty 
nakonec vynásobené váhovacím oknem spolu sečteme (2). Vstupní a výstupní 
parametry jsou shodné jako u algoritmu least-squares residual interpolation 
(Tabulka 2). 
Algoritmus opět začíná určením matic   a  , poté výpočtem vektorů AR 
parametrů a matic   a  , které je obsahují. Podle rovnic (29) a (21) se vypočítají vektory 
   a   . Ke správné korekci tohoto řešení však neznáme odchylku ani její odhad. 





můžeme řešit, díky neznámé odchylce se však v testech očekávají horší výsledky. Těmito 
vektory násobíme inverzní matice   a  . Výsledkem jsou vektory estXL (22) a estXR (30), 
které stejně jako u algoritmu weighted repetitive substitution po jednotlivých vzorcích 
váhovaně sečteme. Výsledek se ukládá opět do nulového vektoru estXLR, který sečteme 
s původním signálem obsahující mezeru a dostaneme rekonstruovaný signál. 
 
3.4 Orthogonal Matching Pursuit  
 
K nalezení řídkých řešení jsou nejpoužívanější dva různé přístupy řešení, jak je 
popsáno v [6]. Jedny využívají   -relaxace, a proto se nazývají relaxační. Fungují 
na principu toho, že za určitých podmínek najde přesné nebo blízké řešení. Patří k nim 
například Basis Pursuit (BP), Least Angle Regression (LARS) nebo Dantzig Selector. 
Do druhé skupiny patří tzv. hladové  (greedy) algoritmy. Ty v každém kroku 
najdou jeden nebo více nejvyhovujících atomů, které už nebudou v dalších krocích 
zbaveny z konečného řešení. Nízká složitost je výhodou. Mezi ně patří algoritmy 
Matching Pursuit (MP). 
Pro inpainting chybných vzorků je nejpoužívanější z algoritmů Orthogonal 
Matching Pursuit (OMP), který popisuje Tabulka 3 [1]. 
 
Tabulka 3: OMP Inpainting algoritmus 
Vstup:   
    
             
      
    
Hodnoty při načtení: 
- Slovník          
   
     , kde       pro      a        
     
  
 
- Čítač kroků     
- Nosná vektoru     
- Reziduum      
  
Výběr řídké nosné a odhad koeficientů: 
Opakuje se dokud       nebo      
    
    
- Přírůstek čítače       
- Výběr atomu: najdi 
        
   
            
- Aktualizace nosné          
- Aktualizace současného řešení 
          
   
   
     
   
 
 
- Aktualizace rezidua      
     
    
Výstup:        
 
Tento algoritmus je založen na optimalizačním problému, kde hledáme nejřidší 
vektor 
 
          
 








a pro danou hranici aproximační chyby    platí 
 
    
    
     
      (65)  
 
  -normalizace      počítá nenulové prvky vektoru  , to ale vede k NP-těžkému 
problému. Nedosáhneme tedy přímého řešení. Aproximujeme jej tedy pomocí OMP 
algoritmu, který najde nejřidší řešení. Algoritmus uveden výše v tabulce je lehce 
upravená verze klasického OMP algoritmu. A to tak, že všechny sloupce slovníku    jsou 
vnitřně normalizované pomocí diagonální matice  , vzhledem k tomu, že máme 
dostupné pouze spolehlivé vzorky. Algoritmus se přestává opakovat, pokud dojde 
k poklesu energie rezidua pod hranici   
    nebo řídkost   přesáhne maximální hodnotu 
    . V použitém OMP algoritmu je   
            
  kde    
  je počet spolehlivých 
vzorků v  -tém rámci.     
 
 
, kde  je velikost rámce. 
 
3.4.1 Výběr atomů 
 
Při použití DCT slovníku je výběr atomu jasný v každém kroku výpočtu. A to buď 
použitím rychlé transformace, nebo korelačním výpočtem. V případě použití Gaborova 
slovníku je však výběr atomu komplikovanější vzhledem k průběžnému indexování. 
Bez jakékoliv aproximace může být rozklad průběžně indexovaných atomů    
vyjádřen použitím párů atomů v diskrétním slovníku s frekvencemi   . Páry atomů 
můžou být buď komplexně sdružené exponenciály, nebo páry sinus a cosinus na stejné 
frekvenci s nulovou fází. V druhém případě tedy zavádíme ještě atomy   
  jako 
 
   
              
 
  
   
 
 
    
 
 
   (66)  
 
a definujeme normovanou verzi   
  a   
  atomů   
  a   
  stejně jak je popsáno v algoritmu. 
V každém kroku   je potom výběr atomu z Gaborova slovníku   
 
 ekvivalentní výběru 
páru atomu (  







4 TESTOVÁNÍ METOD 
 
Ke srovnání metod nám poslouží zvukové ukázky s délkou záznamu 5 s a 
vzorkovacím kmitočtem 8 kHz, tj. 40000 vzorků. Použijeme záznamy různých hudebních 
nahrávek a mužského i ženského hlasu. Jako objektivní metodu porovnání použijeme 
měření odstupu signál-šum SNR [dB], který nám vyhodnotí odstup původního signálu 
proti šumu, kterým je rozdíl odhadovaného signálu od původního.  
 
               
              
                
    
   
  (67)  
 
U prvních třech algoritmů signál narušíme tak, že každých 100 ms nahradíme 
vzorky nulami a vypočítáme průměr SNR všech úseků v celém signálu. SNR porovnáme 
v závislosti na délce mezery a velikosti parametrů    či  . Toolbox Audio Inpainting má 
pro měření SNR vlastní funkci, která je u algoritmu OMP použita. Měření také probíhá 
v závislosti na délce mezery. 
Skript v souboru tester.m slouží ke spouštění algoritmů a ke grafickému 
zobrazení rekonstruovaného úseku, který můžeme porovnat s úsekem původního 
signálu. Ve skriptu nastavujeme název testovacího zvukového souboru, který je 
převeden do vektoru hodnot jednotlivých vzorků. Dále zde nastavujeme parametry 
       a  . Skript následně spustí jednotlivé algoritmy a z výstupů vytvoří zvukové 
soubory k poslechu. Název výsledných zvukových souborů se skládá z původního názvu 
a z předpony k identifikaci použitého algoritmu. 
 
Tabulka 4: Přehled vytvořených souborů 
Název souboru Použitý algoritmus 
WFBIres_% Weighted forward-backward interpolation 
LSRIres_% Least-squares residual interpolation 
WRSres_% Weighted repetitive substitution 
 
Znak % zde značí název původního souboru. Z výstupu prvního algoritmu se vytvoří 
soubor err_%, který obsahuje chybu. Vzhledem k tomu, že parametry  a   jsou u všech 
algoritmů stejné, to znamená, že pozice i délka chybějícího úseku se nemění, stačí tento 
soubor vytvořit jednou z výstupu libovolného algoritmu. 
4.1 Metoda weighted repetitive substitution 
 
První měření SNR jsme provedli na hudebním signálu souboru 
music08_8kHz.wav, jedná se o ukázku nahrávky kapely se zpěvem, převážně jde tedy 
o náhodný průběh signálu. 
Algoritmus jsme aplikovali na 5 různých délek chybějícího úseku a různé hodnoty 
parametru   . Pro přehled je v tabulce uveden poměr     . U délky mezery 1,25 ms a 
2,5 ms nejsou uvedené výsledky z důvodu příliš malé hodnoty parametru   . U délky 
20 ms je poslední neuvedená hodnota z toho důvodu, že hodnota parametru    by 






Tabulka 5: WRS - Výsledky SNR u hudebního signálu (kapela) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
qu/M 10 20 40 80 160 
0,125     -0,0450 -4,0915 -3,4936 
0,25   0,2058 -0,4932 -3,1681 -2,6536 
0,5 0,3896 -0,6496 -1,5688 -2,5970 -3,5951 
1 -1,1298 -1,5263 -2,6972 -3,4379 -3,2184 
2 -1,8456 -2,7689 -2,9014 -3,8797 -2,7963 
4 -3,0320 -2,3386 -2,4002 -2,9383   
  
Lze si všimnout, že hodnoty jsou převážně záporné, to znamená, že z pohledu výsledků 
SNR by nebyl tento algoritmus na celý signál příliš použitelný. V grafu vidíme, že kratší 




Obrázek 3: WRS - závislost SNR na τr u hudebního signálu (kapela) 
  
V teoretickém úvodu jsme se seznámili s doporučeným nastavením parametru   , 
a to shodně s délkou mezery maximálně do 5 ms. V tabulce ale vidíme lepší výsledky u 






















U mezer délky 10 ms a 20 ms vidíme, že na velikosti parametru už tak nezáleží, výsledky 
jsou ve všech případech nevyhovující.  
V grafu vidíme, že lepších výsledků dosáhneme při polovičním poměru      než 
při stejných délkách.  
U výsledků SNR při testování záznamu mužského hlasu v souboru 
male01_8kHz.wav jsme dosáhli také záporných hodnot. Pokles SNR s rostoucí délkou 
mezery je menší než u hudebního signálu a lze si u větších mezer všimnout klesající 
závislosti na parametru    . 
 
Tabulka 6: WRS - Výsledky SNR u řečového signálu (mužský hlas) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
qu/M 10 20 40 80 160 
0,125 
  
-0,0478 -0,2335 -0,2975 
0,25 
 
0,1216 -0,5464 -0,5536 -1,1084 
0,5 -0,0116 -0,6487 -1,0704 -1,6038 -1,2271 
1 -1,2232 -1,5730 -2,3620 -1,3523 -2,2007 
2 -3,1489 -3,2314 -1,3210 -2,0865 -3,3676 






















V grafu vidíme, že lepších výsledků je opět dosaženo při    polovičním, než délka 
mezery. Oba průběhy by měli být klesajícího charakteru, takže lepší výsledek například 
u 10 ms mezery než u 5 ms při        je náhodný. 
Stejně tak je tomu u rekonstrukce signálu ženského hlasu. Výsledky jsou o něco 
horší, nemusí to však být dáno charakterem odlišných vlastností signálu mužského a 
ženského hlasu, ale tím, že nahrávky jsou odlišné. Museli bychom porovnávat dvě stejné 
nahrávky, jednu namluvenou mužským hlasem a druhou ženským. 
 
Tabulka 7: WRS - Výsledky SNR u řečového signálu (ženský hlas) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
qu/M 10 20 40 80 160 
0,125 
  
-0,0920 -0,4267 -0,8919 
0,25 
 
-0,1836 -0,4267 -0,8919 -1,5172 
0,5 -0,7163 -0,9102 -0,8919 -1,5172 -2,6081 
1 -2,0402 -1,2631 -1,5172 -2,6081 -2,5044 
2 -2,2994 -1,3170 -2,6081 -2,5044 -3,4027 




Obrázek 5: WRS - závislost SNR na τr u řečového signálu (ženský hlas) 
 
Zatím nejlepších výsledků jsme dosáhli u rekonstrukce nahrávky akustické 


















nastavení parametru   , nemusíme se zabývat odhadem délky základní periody signálu, 
jako tomu je u signálu řečového.  
 
Tabulka 8: WRS - Výsledky SNR u hudebního signálu (kytara) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
qu/M 10 20 40 80 160 
0,125 
  
-0,3467 -0,5768 -0,9446 
0,25 
 
0,5366 -0,5768 -0,9446 -2,5232 
0,5 0,8878 0,3796 -0,9446 -2,5232 -3,7041 
1 0,4756 -0,9090 -2,5232 -3,7041 -3,4530 
2 -1,3036 -2,5942 -3,7041 -3,4530 -5,3572 
4 -2,6987 -1,1687 -3,4530 -5,3572 
  
V grafu si můžeme všimnout, že je opět přesnější rekonstrukce při 
  
 
    , ale 
stejně jako u prvního testovaného signálu dosáhneme u τr = 20 větší přesnosti zvolením 
stejně dlouhého okolního úseku, v tabulce však vidíme, že mnohem větší přesnosti 
dosáhneme při    několikrát menším než je počet chybějících vzorků . 
 
 




















Nyní si ukážeme rekonstruované úseky v určitých místech signálu. Na Obr. (7) 
vidíme rekonstruovaný úsek periodického signálu o délce     . Délka periody je 
přibližně 70 vzorků, nastavili jsme proto      . Můžeme si všimnout, že v první 
polovině rekonstruovaného signálu, která vychází z úseku nalevo, najdeme podobu 
s původním signálem. Ta se však v druhé polovině vytrácí, odhad na základě úseku 
napravo od mezery již tedy není tak přesný. 
 
Obrázek 7: WRS - ukázka rekonstrukce 1 
U druhé ukázky vidíme rekonstrukci neperiodického signálu, při délce mezery 
     jsme nastavili doporučenou délku      , průběh úseku nalevo od mezery ale 
zdaleka neodpovídá průběhu rekonstruované části původního signálu. Proto se ani levá 
polovina rekonstruovaného úseku nepodobá původnímu signálu. Pravá část se přibližně 
shoduje, u náhodného signálu se neblíží odhadované hodnoty nule, jako tomu bylo 
u Obr. (7) u periodického signálu.  
 
Obrázek 8: WRS - ukázka rekonstrukce 2 
  
U tohoto algoritmu je tedy jasné, že záleží hlavně na správné volbě parametru    
podle průběhu signálu v okolí mezery. U periodického signálu je potřeba zvolit počátek 
periody tak, aby odpovídal průběhu začátku chybějícího signálu. U náhodného signálu 
na volbě parametru    až tak z pohledu průběhu nezáleží, z výsledků SNR ale vyplývá, že 
by se měl volit co nejkratší v rámci zachování rozumné délky.   
    
4.2 Metoda least-squares residual interpolation 
 
Test je proveden opět na čtyřech souborech male01_8kHz.wav, 



















doba zpracování déle, z toho vyplývá větší výpočetní náročnost. Je to pravděpodobně 
kvůli maticovému zápisu a výpočtu AR modelu. 
K dosažení co nejlepších výsledků hledáme ideální velikost parametru  . Ten 
však kvůli způsobu zpracování matic v tomto algoritmu musí být menší než  . Jak 




  . Ve skutečnosti je však   u tohoto poměru vždy o jednu hodnotu 
menší než počet vzorků . 
 
Tabulka 9: LSRI - Výsledky SNR u řečového signálu (mužský hlas) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
K/M 10 20 40 80 160 
0,25   0,3598 0,3393 0,2290 0,1450 
0,5 0,9963 1,1156 0,7087 0,3757 0,7168 
1 1,6689 1,8015 1,0373 1,2959 1,8411 
 
Výsledky SNR dosáhli kladné hodnoty, v některých případech by se tedy mohl 



























Na grafu vidíme, že typický klesající průběh je pouze u poměru 
 
 
     , ten má 
však nejhorší výsledky. Podle výsledků SNR tedy s rostoucí délkou chybějícího úseku 
neklesá kvalita rekonstrukce signálu. To si později ověříme na grafickém zobrazení. 
 
Tabulka 10: LSRI - Výsledky SNR u řečového signálu (ženský hlas) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
K/M 10 20 40 80 160 
0,25   0,2928 0,2630 0,2426 0,2413 
0,5 0,6350 0,6139 0,5782 0,5043 0,6000 
1 1,5010 1,3383 1,3651 1,7949 1,9660 
 
U testování rekonstrukce ženského hlasu jsme dosáhli podobných výsledků jako 
u mužského hlasu. Výsledky se můžou lišit kvůli počtu znělých a neznělých hlásek, tedy 
kvůli počtu rekonstruovaných periodických a neperiodických úseků signálů. 
 
 
Obrázek 10: LSRI -  závislost SNR na τr u řečového signálu (ženský hlas) 
Při testování rekonstrukce hudebních signálů vyšla z výsledků SNR v průměru 
lépe rekonstrukce kytarové nahrávky. U nahrávky celé kapely, kde je signál více 
náhodný kvůli překrývání zvuků různého charakteru, je však výsledek pořád lepší než 
u rekonstrukce řečového signálu, kde najdeme víc periodických úseků. Z tohoto pohledu 






















Tabulka 11: LSRI - Výsledky SNR u hudebního signálu (kapela) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
K/M 10 20 40 80 160 
0,25   0,3994 0,5454 0,4001 0,1446 
0,5 1,4369 1,1274 0,7218 0,3546 0,4561 
1 3,1860 1,4340 0,8361 1,1104 1,4765 
 
Tabulka 12: LSRI - Výsledky SNR u hudebního signálu (kytara) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
K/M 10 20 40 80 160 
0,25   0,4402 0,5984 0,3161 0,2995 
0,5 0,9596 1,5308 0,8023 0,5680 0,7766 
1 2,1836 2,1975 1,8901 1,6263 2,4762 
 
 

























Obrázek 12: LSRI -  závislost SNR na τr u hudebního signálu (kytara) 
Nyní si ověříme výsledky na různých signálech graficky a přesvědčíme se 
o přesnosti rekonstrukce v porovnání s původním signálem. 
 
 
Obrázek 13: LSRI - ukázka rekonstrukce 1 
 
Na Obr. 13 je grafická ukázka rekonstrukce periodického signálu. Délka mezery je 
     a     . Jde vidět, že rekonstruovaný signál zachoval tvar původního signálu 



























Obrázek 14: LSRI - ukázka rekonstrukce 2 
 
Ani při kratším rekonstruovaném úseku (    ,     ) algoritmus nedokáže 
obnovit vyšší frekvence, jak vidíme na Obr. 14. Lze tedy tvrdit, že délka chybějícího 
úseku, v rámci měřených délek, nemá velký vliv na kvalitu rekonstrukce. U periodického 
signálu se nižší frekvence obnoví vždy, tvar periody je zachován. 
 
 
Obrázek 15: LSRI - ukázka rekonstrukce 3 
  
Na Obr. 15 je názorná ukázka neschopnosti rekonstruovat vyšší frekvence. Tento 
problém by se dal pravděpodobně napravit nastavením vyššího řádu  , tzn. větším 
počtem AR parametrů.  
 
 
Obrázek 16: LSRI - ukázka rekonstrukce 4 
U neperiodického signálu je výsledek odhadu horší než u periodického (Obr. ()). 
Zřejmě ale opět narážíme na problém neschopnosti rekonstrukce vyšších frekvencí, 
nelze tedy jasně stanovit nevhodnost použití algoritmu pro neperiodické signály. 


























4.3 Metoda weighted forward-backward interpolation 
 
Test je proveden opět na stejných souborech jako u předchozích dvou algoritmů. 
Očekávají se podobné výsledky jako u algoritmu least-squares residual interpolation, 
z teoretického hlediska by měla být kvalita rekonstrukce však o něco horší. To si 
v následujících výsledcích ověříme. 
 
Tabulka 13: WFBI - Výsledky SNR u řečového signálu (mužský hlas) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
K/M 10 20 40 80 160 
0,25   0,4122 0,3932 0,0027 0,1029 
0,5 1,0469 1,5957 0,6376 0,1610 0,7508 
1 2,1938 1,4473 0,8854 0,8939 1,8333 
 
 
Obrázek 17: WFBI -  závislost SNR na τr u řečového signálu (mužský hlas) 
  
U rekonstrukce záznamu mužského hlasu má závislost SNR na τR u kratších 
mezer klesající průběh oproti náhodným hodnotám předchozího algoritmu. Výsledky 




















Tabulka 14: WFBI - Výsledky SNR u řečového signálu (ženský hlas) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
K/M 10 20 40 80 160 
0,25   0,2775 0,2885 0,2342 0,2583 
0,5 0,7311 0,7615 0,4738 0,4111 0,9216 
1 1,4399 1,2891 0,9925 1,7987 2,2821 
 
 
Obrázek 18: WFBI -  závislost SNR na τr u řečového signálu (ženský hlas) 
Výsledky SNR u záznamu ženského hlasu v tomto případě dosáhli podobných 
hodnot jako u algoritmu least-squares residual interpolation. Rekonstrukce nahrávky 
mužského hlasu dosáhla lepších výsledků u kratších mezer. 
 
 
Tabulka 15: WFBI - Výsledky SNR u hudebního signálu (kapela) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
K/M 10 20 40 80 160 
0,25   0,3992 0,5112 0,3639 0,0311 
0,5 1,7692 1,3044 0,6695 0,3337 0,4436 






















Tabulka 16: WFBI - Výsledky SNR u hudebního signálu (kytara) 
SNR [dB] 
Délka rekonstruovaného úseku τR [ms] 
1,25 2,5 5 10 20 
Počet chybějících vzorků 
K/M 10 20 40 80 160 
0,25   0,4605 0,7038 0,2711 0,3506 
0,5 1,2567 1,4975 0,6373 0,4887 0,8019 


























Obrázek 20: WFBI -  závislost SNR na τr u hudebního signálu (kytara) 
 
U hudebních signálů vidíme z průběhů, že u kratších chybějících úseků je lepších 
výsledků dosaženo u nahrávky kapely. U náhodného signálu se pravděpodobně kratší 
úseky obnovují lépe. Celkový výsledek byl však lepší u nahrávky kytary, hlavně u delších 
obnovených úseků. Ve srovnání s předchozím algoritmem dopadla rekonstrukce 
nahrávky kytary dokonce lépe. 
 
 
Obrázek 21: WFBI - ukázka rekonstrukce 1 
 
Na Obr. 21 vidíme rekonstrukci stejného úseku signálu jako na Obr. 15. Lze si 
všimnout většího zvlnění obnoveného úseku, otázkou je jestli má tato metoda lepší 
výsledky v rekonstrukci vyšších frekvencí než předchozí metoda nebo je to dáno větší 
nepřesností. Prakticky je to však nepodstatné, protože obnovený signál zdaleka 
nedosahuje potřebných hodnot ani u jednoho z algoritmů. Rekonstrukce různých 

























4.4 Metoda Audio Inpainting 
 
Ke srovnání kvality rekonstrukce metodou Audio Inpainting byly testovány, 
vzhledem k časové náročnosti výpočtů, pouze dva signály v souborech male01_8kHz.wav 
a music08_8kHz.wav, tedy jeden řečový a jeden hudební signál. Na grafech vidíme 
výsledky SNR rekonstruovaných úseků dvanácti různých délek, a to od 1 do 160 vzorků, 
tedy do 20 ms. Byl použit algoritmus OMP používající Gaborův slovník, délka rámce je 
       . Test se provádí spuštěním funkce MissingSampleTopologyExperiment.m 
ve složce AudioInpaintingToolbox\Experiments\MissingSampleTopologyExperiment. 
 
 
Obrázek 22: Audio Inpainting - závislost SNR na τr u hudebního signálu (vlevo) a řečového signálu (vpravo) 
 
U hudebního signálu, kde se předpokládá méně periodických úseků, při kratších 
délkách mezery kvalita rychleji klesne než u signálu řeči. Po rychlém spádu SNR kolem 
délky mezery přibližně 40 vzorků však začne kvalita klesat pomaleji než u řečového 
signálu. Lepších výsledků je tedy dosaženo opět u signálu řeči, rekonstrukce signálu je 
tedy jednodušší u periodických úseků. To je dokázáno také na následujících grafických 
ukázkách rekonstruovaných úseků v porovnání s původním signálem. 
 
Obrázek 23: Audio Inpainting - ukázka rekonstrukce 1 
M [vzorky] M [vzorky] 













Obrázek 24: Audio Inpainting - ukázka rekonstrukce 2 
Na Obr. 23 a Obr. 24 je rekonstrukce mezery o délce 160 vzorků u periodického a 
neperiodického průběhu signálu. Je tedy dokázáno, že rekonstruovaný periodický 
průběh signálu je víc podobný původnímu, než rekonstruovaný náhodný průběh. I 
u toho jsou však vidět výborné výsledky. Odlišná velikost amplitudy u výsledných rámců 
je způsobena zesílením celého rámce v OMP algoritmu pro přesnější výpočty. 
 
4.5 Porovnání výsledků 
 
Z naměřených výsledků lze zjistit, jaké algoritmy se hodí pro určité průběhy 
signálu. Při porovnání tvaru vlny rekonstruovaného signálu s původním signálem 
u jednotlivých metod však vyplývá, že subjektivní testování pomocí měření SNR není 
ideální metodou k získání přehledu o kvalitě rekonstrukce jednotlivých algoritmů. 
U metody weighted repetitive substitution je prokázána nedokonalost 
rekonstrukce náhodného průběhu signálu, tvar vlny je odlišný od původního. 
Při rekonstrukci periodického průběhu signálu je potřeba znalost délky periody, 
s rostoucí velikostí chybějícího úseku se však nedaří větší část průběhu obnovit (Obr. 
25). Algoritmus je z uvedených nejjednodušší, dopadl také v testech nejhůře. Při 
poslechu zvukové stopy s doplněným chybějícím úsekem jde slyšet větší lupnutí než 
u stopy s chybějícím úsekem.  
U metod least-squares residual interpolation a weighted forward-backward 
interpolation je dosaženo lepších výsledků u periodického průběhu bez nutnosti znalosti 
délky periody. Dokáže však rekonstruovat pouze nižší frekvence. Nahrávka 
s obnoveným úsekem je na poslech příjemnější než nahrávka obsahující mezeru. 
Lupnutí jde však stále zaregistrovat.  
















Obrázek 25: Porovnání rekonstruovaných úseků 1 
  
 
Obrázek 26: Porovnání rekonstruovaných úseků 2 
 
U metody Audio Inpainting si lze všimnout naprosto jiných výsledků při měření 
SNR. V porovnání s předchozími třemi algoritmy by se dalo říct, že na základě měření 
SNR tato metoda dopadla nejhůře. Na Obr. 23 a Obr. 24 však vidíme dosažení výborných 
výsledků při rekonstrukci jak periodického tak neperiodického průběhu signálu. 
Při poslechu zvukového záznamu s rekonstruovaným úsekem o délce 20 ms nebyly 








V testech jednotlivých metod je ověřena kvalita rekonstrukce algoritmů weighted 
repetitive substitution, least-squares residual interpolation, weighted forward-
backward interpolation a metody Audio Inpainting s algoritmem OMP. 
 U algoritmu WRS je dokázáno, že i když se předpokládaly lepší výsledky 
u periodického než u neperiodického průběhu, byly výsledky náhodné. S rostoucí délkou 
se kvalita obnoveného řečového signálu zhoršovala. U hudebního signálu pokles kvality 
rekonstrukce plynule klesal. Dá se tedy říci, že s rostoucí délkou mezery dosahoval 
obnovený hudební signál větší kvality než řečový. Z poslechové zkušenosti je však tato 
metoda nepoužitelná. 
Algoritmy LSRI a WFBI jsou si v principu velice podobné, mají i podobné 
výsledky. V úvodu do problematiky se kvůli způsobu výpočtu rekonstruovaného úseku 
u algoritmu WFBI počítalo s horšími výsledky, ukázalo se však, že tomu může být i 
naopak. Tento algoritmus dokázala rekonstruovat o něco vyšší frekvence než algoritmus 
LSRI. Z výsledku je vidět, že algoritmy dosahují větší přesnosti u periodických signálů 
s nižšími frekvencemi. Z poslechové zkušenosti by se algoritmy dali prakticky použít, 
zrekonstruované signály jsou totiž na poslech příjemnější než signály s chybějícími 
úseky. 
Vyhotovené algoritmy však metoda Audio Inpainting jasně převyšuje v kvalitě, 
tedy i v praktickém využití. Periodické signály rekonstruuje téměř do identické podoby 
s původním signálem a u náhodných průběhu jsme s žádným jiným algoritmem 
nedosáhli takových výsledků jako u metody Audio Inpainting. Výpočet je sice časově 
náročnější, přesto by vzhledem k dosažené kvalitě z testovacích algoritmů měl být 
preferován. 
Všeobecně je tedy u použitelných algoritmů doplnění chybějícího signálu 
kvalitnější u signálu řeči, než hudby, protože obsahuje více periodických průběhů 
signálu, které se dají přesněji interpolovat než průběhy náhodné. 
Došli jsme tedy k závěru, že ve srovnání s Audio Inpainting metodou jsou 
vyhotovené algoritmy zastaralé a neefektivní, nedají se tedy používat. Otázkou je, zda by 
se algoritmy LSRI a WFBI vylepšením výpočtu matic tak, aby se dal řád   zvolit vyšší než 
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AR  autoregressive 
 
GSM  Global System for Mobile Communications 
 
LSRI  least-squares residual interpolation 
 
OMP  orthogonal matching pursuit 
 
RTP  Real-time Transport Protocol 
 
UMTS  Universal Mobile Telecommunications System 
 
VoIP  Voice over Internet Protocol 
 
WFBI  weighted forward-backward interpolation 
 








Příloha A:  CD 
 
Obsah CD:  M-soubory vyhotovených algoritmů a testovacích skriptů 
       Audio Inpainting toolbox 
  testované zvukové soubory ve formátu wav 
 
