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We model theoretically a two-dimensional electron gas (2DEG) covered by a superconductor and
demonstrate that topological superconducting channels are formed when stripes of the supercon-
ducting layer are removed. As a consequence, Majorana bound states (MBS) are created at the ends
of the stripes. We calculate the topological invariant and energy gap of a single stripe, using realistic
values for an InAs 2DEG proximitized by an epitaxial Al layer. We show that the topological gap is
enhanced when the structure is made asymmetric. This can be achieved by either imposing a phase
difference (by driving a supercurrent or using a magnetic-flux loop) over the strip or by replacing
one superconductor by a metallic gate. Both strategies also enable control over the MBS splitting,
thereby facilitating braiding and readout schemes based on controlled fusion of MBS. Finally, we
outline how a network of Majorana stripes can be designed.
PACS numbers: 71.10.Pm, 74.50.+r, 74.78.-w
Majorana bound states (MBS) are states localized at
the edges of topological superconductors [1–4]. They
have nonlocal properties that may be utilized for stor-
age and manipulation of quantum information in a topo-
logically protected way [5–7]. However, the realization
of MBS requires superconducting p-wave pairing, which
appears only in exotic materials. Therefore, there is
currently a search for ways to engineer p-wave pairing
by combining s-wave superconductors with strong spin-
orbit materials. Recent experiments looked for evidence
of MBS in, for example, semiconducting nanowires [8–
14], topological insulators [15], and magnetic atom chains
[16, 17]. These systems may also allow demonstration ex-
periments of the nonlocal properties of MBS, for example
using recent suggestions for controlling MBS in prototyp-
ical architectures [18–23]. However, to go beyond basic
demonstration experiments a scalable and flexible plat-
form for large-scale MBS networks is needed.
Here, we suggest one such flexible platform based on a
two-dimensional electrons gas (2DEG) with strong spin-
orbit coupling in proximity to a superconductor [24].
Such structures, reviewed in Ref. [25], have been real-
ized by contacting InAs surface inversion layers [26, 27]
or InAs/InGaAs heterostructures [28, 29] with supercon-
ducting Nb or Al. Recently, it has become possible to
grow an Al top layer epitaxially [24], forming a clean
interface with the 2DEG. The proximitized 2DEG (de-
noted by pS) develops a hard superconducting gap as re-
vealed by experiments on pS-N quantum point contacts
[30] or gateable pS-N-pS junctions [24] with clear signa-
tures of multiple Andreev reflection [31] and nontrivial
Fraunhofer patterns [32]. The transport properties of
these structures have been studied extensively [25] but
their potential as a MBS platform has not.
We show how to design and control MBS in a pS sys-
tem with a stripe of the superconducting layer removed to
form an effective one-dimensional topological supercon-
FIG. 1: Illustration of a stripe hosting MBS in a 2DEG-based
platform. Panel (a) shows the device with the superconduct-
ing layer removed along a stripe, and point contacts formed
at the ends to facilitate tunneling spectroscopy of the MBS
shown in (b), where the probability density [33] P (nx, ny) of
the MBS wave function is plotted. The calculation is done on
a lattice with Nx = 260 and Ny = 160 sites an the parameters
are EZ = 200 µeV, ΓL = ΓR = 180 µeV, α = 1.42 · 10−4c,
µ = 0, LL = LR = 1 µm, LM = 250 nm, LY = 4 µm,
m∗ = 0.023me, and ϕL = ϕR = 0.
ductor. This forms a pS-N-pS junction as sketched in Fig.
1(a), which can be fabricated by standard lithographic
techniques. We show, similar to other semiconductor-
based setups [34–38], that this system undergoes several
topological phase transitions when increasing a magnetic
field parallel to the stripe for parameters readily available
in the lab. We base our findings on a numerical tight-
binding calculation of the energy spectrum, the topolog-
ical invariant, as well as transport calculations [33]. We
discuss how the topological energy gap depends on vari-
ous parameters, which is vital for the topological protec-
tion and the manipulation time scales of the MBS. We
show that slight modifications of the structure shown in
Fig. 1 give a large enhancement of the topological gap
and, moreover, grant electrical control over the phase-
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2transition point. The key is to break the inversion sym-
metry perpendicular to the stripe direction, and we study
two methods to accomplish this: (i) a phase bias (gen-
erated by a supercurrent) across the stripe, or (ii) re-
placement of one of the superconducting top layers by
a gate electrode. Both methods allow to fuse the MBS
electrically, which can be used to manipulate MBS in
2DEG structures. In the last part of the paper, we dis-
cuss designs of more advanced MBS networks for fusion-
rule testing and braiding.
Model. We model the (unproximitized) 2DEG by a
single electron band with effective mass m∗ and electro-
chemical potential µ. The device has a finite extension
with −(LL + LM/2) ≤ x ≤ (LR + LM/2) and |y| ≤
LY /2, where it is described by the Bogoliubov-de Gennes
Hamiltonian (e = ~ = kB = c = 1):
H(x, y) =
[− 12m∗ (∂2x + ∂2y)− µ] τz
−iα(σx∂y − σy∂x)τz + EZσy/2. (1)
In the second line, we add the Rashba spin-orbit coupling
(with velocity α) and the Zeeman energy (EZ) due to a
magnetic field along the stripe. The Hamiltonian acts on
the four-component spinor ψ = [ψe,↑, ψe,↓, ψh,↓,−ψh,↑]T
containing the electron (e) and hole (h) components for
spin σ =↑, ↓. The Pauli matrices τi and σi (i = x, y, z)
act on particle-hole and spin space, respectively.
We include the proximity effect of the superconducting
top layer within the Green’s function formalism. Inte-
grating out the superconductor in the wide-band limit,
the Green’s function of the 2DEG is given by [39–41]
GR(x, ω) = [ω −H(x, y)− Σ(x, ω) + i0+]−1 , (2)
with self energy
Σ(x, ω) = Γ(x)
∆[cosϕ(x)τx− sinϕ(x)τy]− ω√
∆2 − (ω + i0)2 . (3)
The self energy is zero in the stripe region, Γ(|x| <
LM/2) = 0, and nonzero under the two superconduct-
ing layers coupled to the 2DEG with symmetric tunnel-
ing rates Γ(|x| > LM/2) = Γ. In this way, we only
make an assumption about the superconducting order
parameter in the metallic top layer, while the supercon-
ducting pairing in the 2DEG is determined by Eq. (2).
The two top layers are assumed to have the same gap
∆ but possibly different phases ϕ(x < −LM/2) = ϕL
and ϕ(x > LM/2) = ϕR. Such a phase bias can be real-
ized experimentally by running a supercurrent across the
stripe. Our self energy does not include a proximity-
induced shift of the chemical potential under the su-
perconductor. This is motivated by recent experiments
[31] showing that pS-N-pS junctions have a high trans-
parency, which indicates a rather small mismatch in
Fermi velocities.
Symmetry class and topological invariants. We first in-
vestigate the general topological properties of the stripe.
Since its aspect ratio is large (LY  LM ), the system is
quasi-1D, similar to coupled [42, 43] or multiband [40, 44]
nanowires. The topological properties are in general de-
termined by the zero-frequency Green’s functionGR(x, 0)
[45, 46]. The self energy Σ(x, 0) takes in this limit the
form of a non-dissipative pairing term and the topological
properties are thus determined by [47]
Heff = H(x, y) + Γ(x)[cosϕ(x)τx− sinϕ(x)τy]. (4)
This effective Hamiltonian respects particle-hole sym-
metry since it anticommutes with the antiunitary oper-
ator P = σyτyK (K denotes the complex conjugation).
If no generalized time-reversal symmetry is present, the
system is thus in symmetry class D (P 2 = 1) with a Z2
topological invariant WZ2 [48, 49].
However, our system can also be in the higher-
symmetry class BDI with an integer topological invariant
WZ. This is the case if the system has spatial symmetry
in x-direction (LL = LR), assuming here no disorder in
the x-direction. The effective Hamiltonian then possesses
an additional generalized ’time-reversal’ symmetry: it
commutes with the antiunitary operator T = σzIxK (Ix
is the reflection in x-direction) [60]. This symmetry holds
even in the presence of a phase bias [50]. Unlike the phys-
ical time reversal, the generalized operator T squares to
identity, T 2 = 1. If both P - and T -symmetry are present,
also chiral symmetry is present, i.e., Heff anticommutes
with C = −iPT = σxτyIx.
FIG. 2: Topological phase transition with increasing Zeeman
field EZ . The top pictograms illustrate the two cases studied
here: on the left a symmetric device (LL = LR, class BDI) and
on the right an asymmetric top-gated device (LR = 0, class
D). The upper panels show the topological invariant WZ in
(a) and WZ2 in (d). The mid panels (b) and (e) depict the 50
lowest eigenenergies of Heff(x, y) [Eq. (S9)]. Higher excited
states form a quasicontinuum in the light-blue shaded areas.
Closeups of the midgap-mode energies are shown in the lower
panels (c) and (f). All parameters are as in Fig. 1(b).
To predict a topological phase transition, we compute
topological invariants WZ (BDI) and WZ2 (D). To obtain
WZ, we follow Ref. [51]: Because the chirality operator
satisfies C†C = C2 = 1, its only eigenvales are ±1 and
in these two subblocks the Hamiltonian is off-diagonal
3FIG. 3: Enhancing the topological energy gap. We define the topological energy gap by Eg ≡ minn,ky |En(ky)|, where En(ky)
are the eigenenergies of Heff(x,−i∂y → ky) [see Eq. (S9)]. The gap is shown as a function of the Zeeman energy EZ and (a)
the spin-orbit velocity α, (b) the electro-chemical potential µ, (c) and (d) the width of the stripe LM for a symmetric and
asymmetric device, respectively, and (e) the phase difference ϕL = −ϕR = ∆ϕ/2. We use Nx = 300 lattice points in (a),(b),
and (e), but a finer resolution of Nx = 3/2(LL +LM +LR)[nm] for (c) and (d). If not varied, all parameters are as in Fig. 1(b).
The color scale is cut off at 50 µeV to enhance the contrast inside the regimes with a single MBS (we inserted the number of
MBS, marked phase-separation lines with white arrows, and indicate the parameters used in all other plots by white lines).
(since [C,Heff ]+ = 0):
C =
(
1 0
0 −1
)
, Heff =
(
0 A
A† 0
)
. (5)
The Z invariant follows from the winding num-
ber of the phase θ(ky) of the determinant of
A, detA(ky)/|detA(ky)| = eiθ(ky) as WZ =∫∞
0
dkydθ(ky)/dky/pi. The integer WZ characterizes the
number of MBS which appear at the boundaries of a long
stripe with two topologically trivial regions.
When T -symmetry is broken, an even number of MBS
on the same boundary couple to each other, turning them
into finite-energy modes. This leaves either zero or one
MBS, characterized by the Z2 invariant WZ2 . We com-
pute WZ2 in the standard way [52] by representing Heff
as a matrix M(ky) in Majorana representation. The
topological invariant is given by the relative sign of the
Pfaffian of M(ky) at the T -invariant points ky = 0 and
ky =∞ [33].
Topological phase transition. Figure 2 demonstrates
that the stripe region undergoes a topological phase tran-
sition for material parameters in the range of recent ex-
periments [24, 30, 31]. We obtain our results numeri-
cally using a tight-binding approximation of the effective
Hamiltonian (S9) [33, 53].
We first discuss the T -symmetric case (left panels of
Fig. 2). Starting from the topologically trivial regime
(WZ = 0), one can identify a first phase transition at Zee-
man energy EZ,cr ∼ 120 µeV [WZ = 0 → 1, Fig. 2(a)].
For a g-factor of about 10 [30], this requires a magnetic
field of ∼200 mT, much lower than the critical fields in
Al thin films [54]. At first sight it may be surprising
that the critical Zeeman energy EZ,cr is smaller than the
induced superconducting gap Γ under the superconduct-
ing top layers. The reason is that the Andreev bound
states in the stripe experience the pairing potential only
where they penetrate into the proximitized region and,
as a consequence, the effective gap is smaller than Γ.
In agreement with the change in WZ, a pair of states
comes close to zero energy around EZ = EZ,cr [Fig. 2(b)].
The wave functions of these states are localized at the
ends of the stripe [Fig. 1(b)] and, because of the finite
length of the stripe, their energies oscillate around zero
[Fig. 2(c)]. From Fig. 2(b), we extract an energy gap
to excited states – the topological energy gap – of about
20 µeV, which corresponds to about 200 mK.
A second phase transition takes place for EZ ∼
320 µeV [WZ = 1 → 2, Fig. 2(a)], where, for a finite
stripe length, a second pair of states approaches zero en-
ergy [Fig. 2(b)]. However, for the parameters chosen in
Fig. 2, the states remain split in energy because the
WZ = 2 regime is close to the breakdown of the induced
superconducting gap (at EZ = 2Γ∼360 µeV). By increas-
ing the stripe width, one can reach the regime of two MBS
for lower EZ [33].
To confirm the presence of the MBS, one can probe the
conductance of the stripe by two quantum point contacts
[see Fig. 1(a)]. We compute the transport spectrum nu-
merically [33] and find a zero-bias peak in the local con-
ductance with a peak value up to 2e2/h [55–57] while the
nonlocal response is strongly suppressed for uncoupled
MBS, different from extended Andreev bound states.
For future applications for topological quantum-
information processing, it is desirable to enhance the
topological energy gap as much as possible. This can be
achieved, for example, with an asymmetric device struc-
ture as depicted above Fig. 2(d): One replaces one of
the superconducting layers by a top gate that creates a
potential barrier for the electrons in the 2DEG under-
neath. We model this here by terminating the system at
the right end of the stripe setting LR = 0. The Hamil-
tonian is now in class D since T -symmetry is broken.
The Z2 invariantWZ2 indicates a phase transition around
EZ ∼ 120 µeV [WZ2 = +1→ −1, Fig. 2(d)] and a single
pair of states approaches zero energy [Fig. 2(e)]. Com-
pared with the symmetric device, their energy splitting
is much smaller [∼ 0.1 µeV, Fig. 2(f)] and the topological
4gap is increased [∼ 40 µeV, Fig. 2(e)]. An asymmetric
device design thus seems promising for stabilizing MBS.
FIG. 4: Electrically controlled manipulation of MBS in 2DEG
devices. (a) Sketch of a MBS stripe whose width is controlled
by a linear voltage drop tuned by a top gate (G) with (b)
the corresponding low-energy spectrum. Below, we show the
probability density P (nx, ny) for the state closest to zero en-
ergy when the MBS are (c) coupled and (d) uncoupled. We
use Nx = Ny = 150 lattice points, all other parameters are as
in Fig. 1(b). (e) By segmenting a MBS stripe into two parts
using a gate (T), one could implement a qubit consisting of
four MBS, which are denoted by crosses. The intra-island
coupling of the MBS could be tuned by fusion gates (F1) and
(F2) and the inter-island coupling by the tunneling gate (T).
For readout, the two gates (P1) and (P2) allow for coupling
to two detectors (D1) and (D2). (f) Braiding setup with two
gates (T1) and (T2) controlling the tunnel coupling between
the three center MBS.
Phase diagrams and topological gap. To study the op-
timal conditions for observing MBS in experiments more
systematically, we next investigate the topological energy
gap (see caption of Fig. 3). Both the gap and the bound-
aries of the topological phases given by the zero-gap con-
dition exhibit a nontrivial dependence on the different pa-
rameters [Fig. 3]. Due to the finite-frequency and finite-
size effects, the actual topological gap may be smaller,
but by comparing with transport calculations (including
both effects) we find only a small reduction [33].
We first focus on the case with inversion symmetry
[Figs. 3(a)–(c)]. The phase-transition point depends on
the spin-orbit coupling α [Fig. 3(a)]; however, a change in
α can be compensated by a shift of the electro-chemical
potential µ → µ + m∗α2/2 [50]. By contrast, the topo-
logical gap depends in a nontrivial way on α: It becomes
maximal around α ≈ 1.2 · 10−4c and is is strongly sup-
pressed for α > 2 · 10−4c for the experimentally relevant
parameters used in Fig. 3(a) for fixed µ. Fortunately, the
spin-orbit velocities extracted from current experiments
[24], α ≈ 1.42 · 10−4c, are close to being optimal. From
Fig. 3(b) we see that it is crucial to tune the electro-
chemical potential near zero if no phase bias is applied,
which requires a strong gate coupling, similar to the sit-
uation for nanowires [36, 37]. Finally, we find that a
stripe width LM of around 200 nm is optimal for a large
topological gap [Fig. 3(c)].
As mentioned before, breaking the generalized T -
symmetry can further increase the topological gap. For
example, the asymmetric, gated device [Fig. 3(d)] ex-
hibits a topological gap that can be larger by a factor
of up to 2. However, the gap can also be manipulated
without breaking the generalized T -symmetry in a phase-
biased device [Fig. 3(e)]. Depending on the sign of the
phase bias ∆ϕ, the direction of the supercurrent is re-
versed, which through the spin-orbit term iασy∂x affects
the spectrum differently for a nonzero Zeeman term. This
can both increase and decrease the gap, which could be
used to determine the sign of α experimentally. Second,
both for gating and phase bias the regime of MBS can be
reached for smaller Zeeman energies [see LM ≈ 300 nm in
Fig. 3(d) and ∆ϕ ≈ −pi in Fig. 3(e)]. Finally, the phase
transition point can be moved in-situ, either by chang-
ing LM through the gate or by a supercurrent controlling
∆ϕ.
Electrical control for MBS networks. The above-
mentioned sensitivity of the phase-transition point sug-
gests the possibility to control the coupling of the MBS
electrically. To illustrate this, we assume that the nearby
top gate creates a triangular confining potential for the
MBS [Fig. 4(a) and (b)]. By increasing the potential
drop across the stripe by lowering Vg, the MBS can be
tuned from localized boundary modes [Fig. 4(d)] at zero
energy into modes at finite energy and delocalized along
the stripe [Fig. 4(c)]. Controlling the MBS coupling with
a gate can be used for the initialization and readout of
the MBS also in larger networks of MBS stripes. Readout
requires a way to detect the fermion parity of the MBS,
which can be achieved by charge detection [58], possibly
using an auxiliary quantum dot [59].
To implement a qubit in a 2DEG structure, one can
segment the MBS stripe into two parts using a finger
gate [Fig. 4(e)]. Tuning this gate controls the coupling
of the MBS in the middle (indicated by crosses), which
could be used to carry out fusion-rule and coherence-test
experiments [22, 23]. Finally, in order to realize braid-
ing of MBS similar to Refs. [18, 20, 22, 23], one needs
to couple three MBS. Our numerical simulations indicate
[33] that the topological phase is stable against a rotation
of the magnetic field of about 10◦ away from the stripe
direction. We therefore suggest using a ’tuning-fork’ de-
sign [Fig. 4(f)] instead of a T-junction structure usually
considered for braiding-type experiments. This keeps the
stripes in parallel.
Conclusion and outlook. We have shown that 2DEG
structures with strong spin-orbit coupling, proximity-
induced superconductivity, and magnetic fields provide
an alternative platform hosting MBS that is readily avail-
able in the lab. A phase bias or a gate electrode can be
used to couple the MBS in the stripe by electrical means.
Together with the technological advantage of flexible top-
down fabrication of 2DEG structures, this might open the
door for larger MBS networks. Note: After the first ver-
5sion of this preprint appeared, a preprint appeared that
treats a device similar to the one considered here [50].
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I. NUMERICAL APPROACH
In this Section, we explain our numerical procedure
to compute the energy spectrum, topological invariants,
and topological gaps presented in the main part. Our ap-
proach is based on a tight-binding approximation of the
effective Hamiltonian [Eq. (4) in the main part], which
we introduce first. Since diagonalizing the 2D tight-
binding Hamiltonian is computationally demanding, we
speed up our calculations by solving the eigenvalue prob-
lem in two steps: We first solve the one-dimensional
tight-binding problem transverse to the stripe direction,
project on a number of low-energy modes, and in the last
step solve a second one-dimensional tight-binding prob-
lem along the stripe direction. We finally discuss how
the different symmetry classes for symmetric and asym-
metric devices manifest in the energy spectrum when a
second phase transition appears.
A. Two-dimensional tight-binding model
The tight-binding model for our calculations is ob-
tained by discretizing the continuous spatial coordinates
(x, y) as a lattice with Nx points in the x direction (per-
pendicular to the stripe) and Ny points in the y direction
(along the stripe). The lattice points are given by (xn =
ndx, ym = mdy) with n = 1, . . . , Nx, m = 1, . . . , Ny and
lattice constants di = Ni/Li. Due to the discretization,
we have to replace the derivatives in the Hamiltonian by
finite differences:
∂ψ
∂x
(xn) ≈ ψ(xn+1)− ψ(xn−1)
2dx
, (S1)
∂2ψ
∂x2
(xn) ≈ ψ(xn+1) + ψ(xn−1)− 2ψ(xn)
d2x
. (S2)
Analogous formulas apply for the y derivative. Using this
procedure, we can rewrite the inverse retarded Green’s
function [Eq. (2) in the main part] in tight-binding ap-
proximation. Using the hopping amplitudes
ti =
1
2m∗d2i
, tSOC,i =
α
2di
, (i = x, y), (S3)
it reads
G−1R (ω) = ω −H − Σ(ω)
= −∑nxnyτσ{[τ(2tx + 2ty − µ)− Z−1(nx, ω)ω + i0]|nxnyστ〉〈nxnyστ |
+ iσEZ/2|nxnyτ σ¯〉〈nxnyτσ|+ δ(nx, ω)|nxny τ¯σ〉〈nxnyτσ|
− [τtx|n+x nyτσ〉〈nxnyτσ|+ H.c.]− [τσtSOC,x|n+x nyτ σ¯〉〈nxnyτσ|+ H.c.]
− [τty|nxn+y τσ〉〈nxnyτσ|+ H.c.]− [iτ tSOC,y|nxn+y τ σ¯〉〈nxnyτσ|+ H.c.]}. (S4)
Here, |nxnyτσ〉 denotes a state with an electron (τ = +)
or hole (τ = −) with spin σ = ± localized at lattice point
(nx, ny). We introduce the short-hand notations σ¯ = −σ,
τ¯ = −τ , n±i = ni ± 1, the Z factor [1]
Z−1(nx, ω) = 1 +
Γ(nx)√
∆2 − (ω + i0)2 , (S5)
and express the frequency-dependent superconducting
pairing as:
δ(nx, ω) = (Z
−1(nx, ω)− 1)
∆[cosϕ(nx) + iτ sinϕ(nx)]. (S6)
In the limit ω → 0, the Green’s function is related to
the effective Hamiltonian [Eq. (4) in the main part] by
8G−1R (0) = i0 −Heff . Both G−1R and Heff are thus repre-
sented by (4NxNy)× (4NxNy) matrices for NxNy lattice
points with spin (σ = ±) and particle-hole (τ = ±) de-
gree of freedom. For inferring the topological properties,
we use Heff , while we use the full Green’s function later
for our transport calculations (see Sec. II). The eigen-
states of Heff are represented by a 4-component vector
at each lattice site
ψ(nx, ny) =
 ψ++(nx, ny)ψ+−(nx, ny)ψ−+(nx, ny)
ψ−−(nx, ny)
 =

ψ↑(nx, ny)
ψ↓(nx, ny)
ψ†↓(nx, ny)
−ψ†↑(nx, ny)

(S7)
and the probability densities shown for the eigenstates in
Figs. 1(b), 4(c), 4(d) in the main part are given by
P (nx, ny) =
∑
στ
|ψτσ(nx, ny)|2. (S8)
B. Numerical diagonalization with low-energy
projection
The matrix for the effective Hamiltonian can, in prin-
ciple, be diagonalized by standard numerical procedures.
However, the number of lattice points that can be treated
is limited by computational power and we therefore per-
form the diagonalization in two steps with an intermedi-
ate approximation. For this purpose, we split the effec-
tive Hamiltonian into two parts:
Heff =
∑
ny
{Heff,y|ny〉〈ny|
+[Teff,y|ny + 1〉〈ny|+ H.c.]}. (S9)
The first transverse part Heff,y contains all terms that do
not change ny [related to the first three lines in Eq. (S4)]
and the second part Teff,y contains the hopping terms in
the y direction [related to the fourth line in Eq. (S4)].
We note that the effective 1D tight-binding Hamiltonian
Heff,y is independent of ny. We first diagonalize this
part as U†yHeff,yUy = Deff,y with standard procedures,
where Deff,y contains the eigenvalues of Heff,y. We next
apply the unitary transformation U =
∑
ny
Uy|ny〉〈ny|
to Hamiltonian (S9), which yields
H˜eff = U
†HeffU =
∑
ny
{Deff,y|ny〉〈ny| (S10)
+[T˜eff,y|ny + 1〉〈ny|+ H.c.]},
with hopping matrix T˜eff,y = U
†
yTeff,yUy.
We next apply our approximation: We neglect high-
energy eigenstates of Heff,y, i.e., we project Deff,y onto
the 4N ′x < 4Nx eigenvalues closest to zero energy, some-
what similar to Ref. [2]. We denote the corresponding
4N ′x × 4Nx projector in the following by P . Applying P
reduces the dimension of the matrices Deff,y and T˜eff,y:
PH˜effP =
∑
ny
{DPeff,y|ny〉〈ny| (S11)
+[T˜Peff,y|ny + 1〉〈ny|+ H.c.]},
with DPeff,y = PDeff,yP and T˜
P
eff,y = PT˜eff,yP , both
4N ′x × 4N ′x matrices. We include into the projection not
only bound states confined in the stripe but also a part
of the spectrum above the gap. This is necessary be-
cause the hopping matrix T˜Peff,y couples subgap states of
Heff,x to states above the (induced) superconducting gap.
Moreover, we find that low-energy spectrum of the full
effective Heff cannot be reproduced in a satisfactory way
without these states above the gap. For all plots we chose
N ′x = 40 except for Fig. 4 where we choseN
′
x = 30. Diag-
onalizing Eq. (S10) yields then the energy spectra shown
in Fig. 2 in the main part. We note that the results
for the bound states of the stripe do not depend on the
widths LL and LR of the proximitized regions as long as
the wave functions have decayed at the boundary of the
simulated area.
C. Topological invariants
We next explain how to compute the topological in-
variants WZ2 (symmetry class D) and WZ (symmetry
class BDI), which we discussed in the main part. This
calculation does not require an additional projection as
above since the topological properties are inferred from
a corresponding one-dimensional bulk system. This bulk
system is obtained by extending the stripe to infinity in
the positive and negative y direction. We can thus re-
place the derivative −i∂y by the wave vector ky and ob-
tain the following effective Hamiltonian in tight-binding
representation in the x direction:
Heff(ky) =
∑
nxnyτσ
(S12)
{[
τ
(
2tx +
k2y
2m∗ − µ
)]
|nxτσ〉〈nxτσ|
+(iσEZ + αky)|nxτ σ¯〉〈nxτσ|
+δ(nx)|nxτ¯σ〉〈nxτσ|
−[τtx|n+x τσ〉〈nxτσ|+ H.c.]
−[τσtSOC,x|n+x τ σ¯〉〈nxτσ|+ H.c.]}
The computation of WZ follows along the lines of
Ref. [3] as explained in the main part. Since the
Hamiltonian is represented by a finite-dimensional ma-
trix, we can also compute the winding phase eiθ(ky) =
detA(ky)/|detA(ky)| below Eq. (5) in the main part by
computing the determinant of a finite-dimensional ma-
trix.
When T -symmetry is broken, an even number of MBS
couple to each other, turning them into finite-energy
9modes. This leaves over zero or one MBS, character-
ized by the Z2 invariant WZ2 . We compute WZ2 in the
standard way [4] by first representing Heff as a matrix
M(ky) in Majorana representation:
Heff(ky) =
i
2
∑
ηη′σσ′nxn′x
Mnxησ,n′xη′σ′ |nxησ〉〈n′xη′σ′|,
(S13)
Here, we introduced new states (suppressing the nx in-
dex, which remains unaffected), |τ = +, σ = +〉|τ = −, σ = +〉|τ = +, σ = −〉
|τ = −, σ = −〉
 = F ∗
 |η = +, σ = +〉|η = −, σ = +〉|η = +, σ = −〉
|η = −, σ = −〉
(S14)
with the unitary matrix [18]
F =
 1 0 0 −1−i 0 0 −i0 1 1 0
0 −i i 0
 (S15)
The matrix Mnx,n′x(ky) is related to the Hamiltonian ma-
trix by
Mnxn′x =
2
i
FHnxn′xF
†, (S16)
and satisfies the relations
M†(ky) = −M(+ky), (S17)
MT (ky) = −M(−ky). (S18)
The first of these relations follows simply from the Her-
miticity of the Hamiltonian, Heff(ky) = H
†
eff(−ky). The
second relation is a consequence of the the particle-
hole symmetry, PHeff(ky)P† = −Heff(−ky), with the
particle-hole conjugation operator P = σyτyK as intro-
duced in the main part. Equation (S18) can be shown
by complex conjugating Eq. (S17) and exploiting the
relation KF = FP.
The Z2 invariant can be next expressed as [4]
WZ2 = sgn
Pf(M(ky = 0))
Pf(M(ky →∞)) , (S19)
where Pf denotes the Pfaffian. Note that for the time-
reversal invariant momenta, the matrix M is real and
antisymmetric according to Eqs. (S18) and (S17). Equa-
tion (S19) is thus well-defined. Since the kinetic-energy
term dominates for large ky, the Hamiltonian approaches
that of quasi-free electrons and the Pfaffian Pf(M(ky →
∞)) = 1 and evaluating Eq. (S19) thus amounts to com-
puting the Pfaffian for ky = 0. Provided the Hamiltonian
is in the higher-symmetry class BDI, WZ2 is still a topo-
logical invariant, which is related to WZ by [3]
WZ2 = (−1)WZ . (S20)
D. Symmetry class BDI vs. D
In the main part, we discussed that the symmetric de-
vice structure is in symmetry class BDI and can have an
integer number of MBS (WZ), while the asymmetric de-
vice structure is in symmetry class D and can have zero
or one MBS (WZ2). However, in Fig. 2 of the main part,
the two MBS for case BDI are rather “undeveloped” since
they appear close to the closing of the superconducting
gap. Here we show that the regime of two MBS can in-
stead be fully developed by increasing the stripe width
LM .
FIG. S1: Symmetry class BDI vs. D. The two top pictograms
illustrate the two cases studied here: a symmetric device
(LL = LR, LM = 375nm, class BDI) on the left and an asym-
metric device (LR = 0, LM = 450nm, class D) on the right.
The upper panels show the topological invariants computed
for Nx = 300 lattice points, in (a) WZ for the BDI case and in
(b) WZ2 for the D case. Since the topological invariants lose
their meaning when the Zeeman energy exceeds the induced
superconducting gap, we do not show them for EZ > 180 µeV.
The panels (b) and (d) depict the 50 lowest eigenenergies of
the full 2D Hamiltonian Heff(x, y). Higher excited states form
a quasi-continuum in the light blue shaded areas. We have
used a stripe length of LY = 20 µm and widths as mentioned
above, Nx = Ny = 150. All other parameters are as in Fig.
1(b) of the main part.
Increasing the stripe width is favorable because this
lowers the confinement energy of the second-lowest trans-
verse mode in the Majorana stripe. This mode evolves
into the second pair of MBS. In this way, the phase-
transition is shifted to lower Zeeman energies and a larger
topological energy gap can be achieved. A larger gap re-
duces the localization length of the MBS wave functions,
which reduces their energy splitting due to finite wave-
function overlap.
Following the above reasoning, we changed the dimen-
sions of the stripe from 250 nm × 4 µm for Fig. 2 in the
main part to 375 nm × 20 µm in Fig. S1 shown here.
This lowers the critical Zeeman energy for the second
phase transition point, WZ = 1 → 2, to EZ ≈ 200µeV
[Fig. S1(a)]. This is around 100 µeV lower than for the
smaller stripe width [Fig. 2(a) in the main part]. Around
the critical Zeeman field, a second pair of states ap-
proaches zero energy for a symmetric device [Fig. S1(b)].
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If instead the T -symmetry is broken, the number of MBS
alternates between zero or one as we show here for an
asymmetric device [Fig. S1(d), here taking 450 nm × 20
µm]. The changes in the energy spectrum coincide with
the changes in the Z2 invariant WZ2 [Fig. S1(c)]. Dif-
ferent from the WZ = 2 regime in Fig. S1(b), the states
do not oscillate around zero energy but remain at finite
energy instead.
Although the above findings are more of theoretical
interest at this point, they may also have experimen-
tally relevant implications. The regime of a single MBS
is probably more suitable for potential applications for
quantum computation. One would like to avoid the pres-
ence of two MBS pairs since this complicates initializa-
tion and readout and the MBS could couple to each other
under non-perfect conditions breaking the T -symmetry.
In this respect, an asymmetric device structure would
avoid such complications and turns out to be favorable.
It may also be interesting to study the transition be-
tween the two symmetry classes by simply changing the
stripe width. Hence, a 2DEG platform provides an inter-
esting experimental playground also from a fundamental
physics perspective.
II. TRANSPORT SPECTRA
The subgap spectrum of the Majorana stripe can be in-
vestigated experimentally most easily by transport mea-
surements. We therefore complement our discussion in
the main part, which focuses on the energy spectrum, by
a calculation of the transport features. The situation we
consider is sketched in Fig. 1(a) in the main part: One
could probe the Majorana stripe by connecting it to two
quantum points contacts and measure the response of the
currents Ii flowing from lead i = 1, 2 into the stripe as a
function of the voltages Vj applied to lead j = 1, 2. In
short, we find a zero-bias peak in the local conductance
with a peak value up to 2e2/h, similar to nanowires [5–9].
By contrast, the nonlocal response is strongly suppressed
as long at the two MBS are uncoupled but appears when
the MBS are coupled due to wave-function overlap, also
analogous to nanowires [5, 10–13]. We first explain our
numerical approach in Sec. II A and discuss our results
for the conductance in Sec. II B.
A. Scattering theory
To compute the transport properties, we apply a
scattering-matrix formalism to the setup sketched in Fig.
1 in the main part. The scattering region is formed by
the entire 2DEG part, which is in total connected to four
terminals: two normal leads (terminals 1 and 2) via the
quantum point contacts and two superconductors as top
layers on the 2DEG. Here, we are interested only in the
transport through terminals 1 and 2 and compute the
conductance matrix
Gij = ∂Ii/∂Vj (i, j = 1, 2). (S21)
Due to current conservation in the steady state, the cur-
rent flowing into the superconductors is given by I1 + I2,
which is in general nonzero. Since we assume the super-
conductors to be grounded, Coulomb-blockade effects are
suppressed in the stripe and a scattering approach may
be applied.
We use a simple model for the leads and assume that
only one transverse mode can propagate through each
quantum point contact. The two leads thus provide to-
gether eight incoming and outgoing channels, accounting
for electrons and holes (τ = ±) with spin σ =↑, ↓. The
scattering matrix is then an 8× 8 matrix,
S =
(
R11 T12
T †12 R22
)
, (S22)
with 4 × 4 reflection matrices Rii and 4 × 4 transmis-
sion matrices Tij . These matrices can be divided into
electron- and hole sectors:
Rii =
(
Reeii R
eh
ii
Rheii R
hh
ii
)
, Tij =
(
T eeij T
eh
ij
Theij T
hh
ij
)
. (S23)
We compute the scattering matrix by employing the Wei-
denmu¨ller-Mahaux formula [14–16]:
S = 1− 2piiW † 1
ω −G−1R + ipiWW † + i0
W. (S24)
The formula incorporates the the retarded Green’s func-
tion GR of the scattering region, which is a (4NxNy) ×
(4NxNy) matrix in our tight-binding model with Nx and
Ny sites in the x and y direction, respectively (see Sec.
I A). We note that Eq. (S24) includes the full frequency
dependence of the self energy Σ(ω) contained in the
Green’s function GR and accounts for a finite extension
of the system in the y direction. This provides a more
accurate estimate of the topological energy gap than the
effective Hamiltonian [Eq. (4) in the main part], which
neglects finite-frequency and finite-size effects.
The coupling to the leads is described by the 4NxNy×8
matrix W , which contains the couplings of each site of
the scattering region to the lead channels:
Wiτσ,nxnyτ ′σ′ = (δi,1δny,1 + δi,2δny,Ny )δnx,stripe
×√Γpτδττ ′δσσ′ (S25)
The first line expresses that lead i = 1 couples to the
bottom-most row of sites (ny = 1), while lead i = 2
couples to the top-most row of sites (ny = Ny). The
coupling is restricted in the transverse direction to the
sites inside the Majorana stripe, which we denote in a
short-hand way by δnx,stripe (in practice, the coupling is
also determined by the width of the quantum-point con-
tact). The Kronecker symbols in the second line express
that the tunneling is spin-conserving and does not mix
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particles and holes. Moreover, both leads are coupled to
the stripe symmetrically with the same particle-hole and
spin-independent tunneling rate Γp. Our simple model
ignores the effects of spin-orbit coupling and magnetic
field in the leads.
Once the scattering matrix is computed, the differen-
tial conductance follows from the formula [17]:
Gij =
∂
∂Vj
∫
dω[fj(ω)− fj(ω + eVj)]Gs,ij(ω, Vj).
(S26)
with the spectral conductance
Gs,ii =
e2
h
Tr[1−Reeii +Rheii ], (S27)
Gs,ij =
e2
h
Tr[ − T eeij + Theij ] (i 6= j), (S28)
and Fermi function fj(ω) = 1/(1 + e
ω/Tj ) for lead j at
temperature Tj (we assume the reference electro-chemical
potential of all leads to be zero).
In general, the spectral conductance Gs,ij(ω, Vj) can
have an explicit voltage dependence since the voltages
may change the tunnel coupling or the spectral properties
of the scattering region. We ignore this effect here so
that the conductance follows as a folding of the spectral
conductance with the derivative of the Fermi function.
For zero temperature Tj = 0, as assumed in the following,
the Fermi function becomes a delta function and we get
Gij = Gs,ij(Vj).
Using Eqs. (S27) and (S28), one can decompose the
zero-temperature conductance into contributions related
to different transport processes,
Gττ
′
ii = τ¯
e2
h
TrRττ
′
ii , G
ττ ′
ij = τ¯
e2
h
TrT ττ
′
ij ,(S29)
where we use τ, τ ′ = e, h as an index but τ = ± in math-
ematical expressions. Since we use this decomposition
for our interpretation of the conductance spectra shown
below in Sec. II B, we briefly review these processes. An
electron incoming from lead 1 has four possibilities as we
discuss next. (i) Gee11: It can be normally reflected as an
electron leading to no current [the contribution from Gee11
cancels with the term ∼ 1 in Eq. (S27)]. (ii) Ghe11 : It can
be Andreev-reflected as a hole, which transfers a Cooper
pair into the stripe contributing to I1 [the contribution
from Ghe11 adds to the term ∼ 1 in Eq. (S28)]. (iii) Gee21:
It can be transmitted as an electron into lead 2 by direct
charge transfer. This process contributes positively to I1
(contained in 1−Ree11) and negatively to I2. (iv) Ghe21 : It
can be cross-Andreev reflected as a hole into lead 2, leav-
ing a Cooper pair in the stripe. This process contributes
positively both to I1 and I2.
B. Transport spectra: Local vs. nonlocal current
response
Our results for the local (nonlocal) conductance G11
(G21), are summarized in Fig. S2, for both the symmet-
ric (left) and asymmetric (right) device structure as in-
vestigated in the main part. The peak positions in the
conductance spectrum closely resemble the energy spec-
trum of the devices [Figs. 2(b) and (e) in the main part].
The individual contributions Gττ
′
ij from different trans-
port processes [see Eq. (S29)] are shown in Fig. S3 and
the stripe-length dependence is shown in Fig. S4.
FIG. S2: Identifying MBS from local versus nonlocal trans-
port. We consider a symmetric device (left) and an asymmet-
ric device (left) as the pictograms above (a) and (c) indicate.
The upper panels (a) and (c) show the local differential con-
ductance G11 = ∂I1/∂V1 and in the lower panels (b) and (d)
show the nonlocal differential conductance G21 = ∂I2/∂V1.
We assume zero temperature, a tunnel coupling to the prob-
ing leads of Γp = 10 µeV, Nx = Ny = 200 lattice sites, and
all other parameters as in Fig. 1(b) of the main part.
In our discussion, we first focus on the local response
G11 = ∂I1/∂V1, shown in the upper panels of Figs. S2
and S3. Similar to nanowires, [5–9], we identify a zero-
bias peak for a large range of Zeeman energies EZ [Fig.
S2(a) and (c)]. The conductance peak reaches 2e2/h and
the peak width is somewhat smaller than the tunnel cou-
pling Γp to the leads [Fig. S3(c)]. The reason for this is
that the leads couple only to the first row of sites in the
stripe but the MBS wave functions are nonzero over a
larger number of sites along the stripe direction [see Fig.
1(b) in the main part].
From inspecting the individual contributions to the
conductance, we can see that normal electron reflection
contributes with Gee11 ≈ −1, while the local Andreev re-
flection contributes with Gee11 ≈ +1 [Fig. S3(c)]. This
result can be interpreted as consequence of the spin po-
larization of the MBS: When the spin of the incoming
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FIG. S3: Transport contributions to the conductance. The
upper panels (a) and (c) show the normal reflection contribu-
tion Gee11 and the Andreev reflection contribution G
he
11 to the
local conductance G11. The lower panels (b) and (d) show
the direct-charge-transfer contribution Gee21 and the crossed
Andreev-reflection contribution Ghe21 to the nonlocal differen-
tial conductance G21. All plots are for an asymmetric gated
device structure (LR = 0) at Zeeman energy EZ = 200 µeV,
using LY = 1 µm in the left panels and LY = 4 µm in the
right panels. The right panels thus correspond to a vertical
slice through right panels in Fig. S2. The tunnel coupling
is Γp = 10 µeV, the numbers of sites are Nx = 200 and
Ny = LY [nm]/20, and all other parameters are as in Fig.
1(b) of the main part.
electron matches the spin of MBS, a local Andreev re-
flection process happens and a Cooper pair is transferred
to the stripe. However, when the incoming electron has
opposite spin direction, it must be normally reflected.
Hence, the latter species of electrons does not contribute
to the current. This explains why the MBS conductance
peak rises to 2e2/h.
We further find that a zero-bias peak appears only
when the stripe length exceeds LY & 2.0µm [Fig. S4(a)].
When reducing the length, the zero-bias peak moves to fi-
nite bias [see Fig. S4(a) for LY ≤ 1.5µm]. The reason for
this behavior is that the MBS wave functions at the two
ends start to overlap, which leads to a coupling between
the MBS and shifts their energy to a finite value. At the
same time, the local Andreev reflection is increasingly
suppressed compared to the case of zero-energy modes
[Fig. S3(d)]. The peak value of the conductance is thus
suppressed far below 2e2/h.
We next discuss the nonlocal conductance G21 =
∂I2/∂V1 depicted in the lower panels of Figs. S2 and
S3. Starting again with a long stripe, we see that the
zero-bias peak is clearly absent in the nonlocal response
in contrast to the local response [Fig. S2(b) and (d)].
Moreover, the two contributions for direct charge trans-
fer, Gee21, and crossed Andreev reflection, G
he
21 , are both
FIG. S4: Spectroscopic signatures of MBS splitting depend-
ing on the stripe length. Panel (a) shows the local differential
conductance G11 = ∂I1/∂V1 and panel (b) shows the non-
local differential conductance G21 = ∂I2/∂V1. We consider
an asymmetric gated device structure (LR = 0) and vary the
stripe length LY in steps of 0.5 µm from 0.5–4.0 µm. The
Zeeman energy is EZ = 200 µeV, Γp = 10 µeV, the number
of lattics sites Nx = 200 and Ny = LY [nm]/20, and all other
parameters are as in Fig. 1(b) of the main part.
individually suppressed for low energies [Fig. S3(d)]. In
agreement with the literature [10], we verified that the
ratio Gee21/G
he
21 → −1 in the limit of long stripes when
the particle and hole weight of the MBS are equal (not
shown). The reason for the strong suppression is the ex-
ponentially small overlap of the localized MBS. This is
different from other subgap states, which are extended
along the stripe and thus allow for nonlocal transport
[Fig. S2(b) and (d)]. The transport through these states
is dominated by direct charge transfer [Fig. S3(d)].
The nonlocal conductance spectra are particularly use-
ful to estimate the topological gap when accounting for
finite-frequency corrections to the self energy. The topo-
logical gap obtained from the positions of first finite-bias
peak [Fig. S3(b) and (d)] at about 35 µV are close to
the topological gaps Eg of about 40 µV obtained in the
main part without finite-frequency corrections [Fig. 3(c)
and (d)]. This shows that the reduction due to finite-
frequency corrections is indeed rather small. This is also
expected because finite-frequency corrections play an im-
portant role only when energies approach the supercon-
ducting gap ∆ [see Eq. (S6)].
Finally, for shorter stripe lengths LY . 1.5 µm, a low-
energy peak appears in the nonlocal response at the same
energy as in the local response [Fig. S4(b)]. This is
consistent with the picture of an increased MBS wave
function overlap. The net nonlocal current results from
a competition of direct charge transfer contribution Gee21
and the contribution Ghe21 from crossed Andreev reflec-
tion. This leads to a considerable reduction of the net
current [Fig. S3(b)]. However, direct charge transfer
dominates in particular for larger bias voltages because
the character of the finite-energy states becomes more
and more electron- and less hole-like.
In summary, our transport calculations indicate that
the MBS in the Majorana stripe could be probed ex-
perimentally similar to nanowire setups. However, we
assumed in our calculations that the transport is coher-
ent over the entire stripe length, which is probably hard
to achieve in an experiment. It could therefore be in-
13
teresting to investigate how stable the above transport
features would be when including disorder into the cal-
culation. Moreover, the probes are exposed to magnetic
fields and exhibit spin-orbit coupling, which may also af-
fect the transport features.
III. MAGNETIC-FIELD ANGLE DEPENDENCE
OF TOPOLOGICAL GAP
FIG. S5: Magnetic-field-angle stability of the topologi-
cal phase. The plots show the topological gap Eg =
minn,ky En(ky), where En(ky) are the eigenvalues of the 1D
effective Hamiltonian (S12), but with the Zeeman term re-
placed by Eq. (S30). The angle dependence is shown in (a)
for a symmetric device (LL = LR) and in (b) for an asymmet-
ric device (LR = 0). We chose Nx = 500 and all parameters
as in Fig. 1(b) of the main part.
In this Section, we investigate the stability of the topo-
logical phase and the topological gap when the magnetic
field is rotated in the plane of the 2DEG. For this pur-
pose, we replace the Zeeman term in Eq. (S12) by
HZ =
∑
nxnyτσ
EZ
2
[sin(θ) + iσ cos(θ)]|nxnyτ σ¯〉〈nxnyτσ|.
(S30)
The case θ = 0 corresponds to a magnetic field along the
stripe, which we investigated so far.
We find that the topological gap is suppressed when
the magnetic field is rotated away from the stripe direc-
tion [Fig. S5]. For a symmetric device structure, the
topological regime breaks down for an angle of about
θ ≈ 10◦ close to the first phase-transition point and for
even smaller angles when the Zeeman energy approaches
the second phase-transition point [Fig. S5(a)]. By con-
trast, the topological regime is more stable against ro-
tations of the magnetic-field direction for an asymmetric
device design: Here, the topological regime persists up
to θ ≈ 20◦. Hence, an asymmetrically gated structure is
also favorable to stabilize the MBS against a misalign-
ment of the magnetic field.
Irrespective of the design, we conclude, however, that
a network of MBS in a 2DEG structure should contain
all Majorana stripes in parallel. This is an important
restriction for the device design that we accounted for in
our device suggestions in Fig. 4 in the main part.
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