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Abstract
In this study, we address three important challenges related to the COVID-19 pandemic, namely, (a) providing an
early warning to likely exposed individuals, (b) identifying asymptomatic individuals, and (c) prescription of optimal
testing when testing capacity is limited. First, we present a dynamic-graph based SEIR epidemiological model in or-
der to describe the dynamics of the disease transmission. Our model considers a dynamic graph/network that accounts
for the interactions between individuals over time, such as the ones obtained by manual or automated contact tracing,
and uses a diffusion-reaction mechanism to describe the state dynamics. This dynamic graph model helps identify
likely exposed/infected individuals to whom we can provide early warnings, even before they display any symptoms.
When COVID-19 testing capacity is limited compared to the population size, reliable estimation of individual’s health
state and disease transmissibility using epidemiological models is extremely challenging. Thus, estimation of state
uncertainty is paramount for both eminent risk assessment, as well as for closing the tracing-testing loop by optimal
testing prescription. Therefore, we propose the use of arbitrary Polynomial Chaos Expansion, a popular technique
used for uncertainty quantification, to represent the states, and quantify the uncertainties in the dynamic model. This
design enables us to assign uncertainty of the state of each individual, and consequently optimize the testing as to
reduce the overall uncertainty given a constrained testing budget. We present a few simulation results that illustrate
the performance of the proposed framework.
1 Introduction
Contact tracing is considered one of the most effective methods to curb the spread of COVID-19 [8]. Contact tracing
is a process by which the whereabouts and interactions of an infected individual with other individuals are carefully
mapped. The key information that is sought is the physical proximity between individuals and for how long the
individuals interacted. Additional information such as the environment where the interaction took place (for example,
a close room with poor ventilation or an outdoor space) can also be recorded.
Contact tracing can be manual or digital. Manual contact tracing is usually performed by a contact tracer, a
trained health-care worker, who interviews the infected individual. Based on the infected individual’s recollection of
events, calendar records, credit card records, etc. the contact tracer can build a list of exposed individuals that were in
proximity to the infected individual and recommend action such as quarantine or testing of the exposed individuals.
Digital contact tracing augments the work of a contact tracer. Individuals who participate in digital contact tracing
typically carry a device that tracks their proximity to other individuals. As an example an individuals smart phone
can be used to periodically transmit a unique identifier and also record transmissions of identifiers sent by nearby
devices. The signal strength of the recorded transmissions can be used to estimate the proximity to other individuals
[43, 11, 14, 34, 29, 3]. Digital contact tracing that relies on this method was recently implemented by Google and
Apple [4] and is now available in most iOS and Android based smart phones. Digital contact tracing such as the
one provided by Google and Apple is a crowd-sourcing method and its efficacy depends on adoption by the public.
Furthermore, the method which uses Bluetooth transmission may inaccurately estimate of proximity due to signal
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attenuation or reflections from nearby objects. However, in the workplace, on university campuses, and in schools,
contact tracing can be mandated. Active or passive devices like RFID bracelets or badges that are tracked by indoor
sensors, can be used inside organization’s campuses to obtain reliable and accurate digital contact tracing data. For
the purpose of this work we assume that contact tracing data is obtained by any of the methods discussed above.
The recent COVID-19 pandemic has proved difficult to contain due to the large population of asymptomatic indi-
viduals. Asymptomatic people are individuals who are infected with the virus but have no symptoms. Asymptomatic
people can be contagious to others. It is estimated that up to 40% of infected individuals are asymptomatic [25, 26, 45].
Identifying the asymptomatic individuals is therefore needed to successfully curb the spread of COVID-19. Testing
for COVID-19 is another area that has proved to be difficult and has impeded the efforts to contain the virus. Without
a doubt, testing is likely the most important tool that health-care professionals have to assess the spread of the virus
within the population, yet the lack of testing kits and lab resources continues to limit testing volume. Additionally
the cost of testing may also limit testing in disadvantaged communities. Since testing is a limited resource, testing the
entire population periodically is not feasible and therefore it is of great importance to optimally prescribe testing.
Our contributions: In this paper we employ contact tracing data to infer which individuals are likely to be asymp-
tomatic and which individuals should be tested to mitigate uncertainty of the overall network. We prescribe an optimal
testing recommendations to mitigate the overall risk under the constraints of limited testing resources. To achieve
these goals we start by representing the contact tracing data as a dynamic graph. Each node represents an individual,
and connections between the nodes represents the interaction between individuals, such as physical proximity and
duration of contact. We use a compartmental epidemiological model to evolve the graph in time. The evolution also
incorporates new data from contact tracing as well as new testing data of individuals.
One of the epidemiological models that has been considered suitable for modeling COVID-19 is the SEIR model
(Susceptible, Exposed, Infected, Recovered). This model takes into account an incubation period during which indi-
viduals that have been infected are not yet infectious themselves [22, 23, 24]. We note that our method is not tightly
tied to the SEIR model and other models can be used if future studies suggest that other models better describe the
spread of COVID-19. The SEIR model treats the entire population as a whole and is unaware of the connections and
interaction between individuals. In this work we add graphical dependency to the SEIR model equations, so the details
of how individuals interact impact the model accounting for the spread of the disease. The modified SEIR model is
now described using a set of partial differential equations, with a graph Laplacian operator that accounts for the inter-
action between individuals as captured by the contact tracing data. In another deviation from the original SEIR model,
we treat the S, E, I , R populations as probabilities [15], rather than compartmental populations.
Using the aforementioned model or a similar model, it is possible to provide an early warning to individuals who
are likely to be exposed or infected and also identify those individuals who are likely to be asymptomatic. The latter
have a high probability of being infected while showing no symptoms. The second challenge that we addressed is
how to prescribe optimal testing while both targeting individuals conferring eminent risk to their surrounding as well
as dedicating precious testing allocation towards providing a more accurate picture of the overall risk by mitigating
the overall model uncertainty. Given the large-scale nature of the problem, we propose here a Polynomial Chaos
Expansion (PCE) framework to offer a rapid means for sampling the posterior distribution of the state. Quantifiable
assessment of the uncertainty associated with each node in the underlying state enables identification of nodes (e.g.
nodes of high variance) in the graph in which point estimate predictions can provide spurious results. It is critical
to judiciously assess the degree of confidence we can attribute to our predictions, and devise means to proactively
mitigate uncertainty by testing, rather than merely settle with its quantification. For this, we propose optimal testing
prescription by solving an optimization problem that accounts for (a) high risk individuals according to the model,
(b) the uncertainty in the model, and (c) the testing budget available. We present simulation results that illustrate
the models’ behavior and show how we can issue early warnings to likely exposed/infected individuals and prescribe
optimal testing to control uncertainty and mitigate the disease spread.
Related work: In the recent months, a plethora of works have been burgeoned in the literature that model the
COVID-19 disease transmission. A number of variants of the SEIR model and other transmission models have been
proposed, such as the SEIR models used to analysis the spread of COVID-19 in China [33, 41, 9, 26, 39], in Europe [15,
28, 27], in India [7, 36, 19] and in Africa [48]. Several other works exist too, that model the different aspects of
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COVID [6, 18, 1, 20, 37] and others. However, to the best of our knowledge, our work is the first to incorporate
contact tracing information into the SEIR model as dynamic graphs, with S, E, I , R populations as probabilities, to
model the COVID-19 transmission. This enables us to issue early warnings to individuals who are likely to be exposed
and/or infected. We also propose the use Polynomial Chaos Expansion to quantify uncertainties in the model and the
measurements (test results) and present a method to prescribe optimal testing in order to control these uncertainties
and mitigate the spread of the disease. These challenges have not been addressed in a systematic way in the prior
works.
2 Problem formulation
For the sake of simplicity we assume a population of n individuals, yet, representation of varying population size over
time can also be considered. We begin by defining notation of a probabilistic individualized pandemic state tensor, its
dynamics and the measurement operations.
2.1 State
Let the state of the ith ∈ N individual at time step t ∈ N be represented by the unit vector yi,t ∈ R4 = {Si,t, Ei,t, Ii,t, Ri,t},
where yi,t, Si,t, Ei,t, Ii,t, Ri,t ∈ [0, 1] and the normalization condition applies Si,t +Ei,t + Ii,t +Ri,t = 1. Thus, we
assume that at each time step, an individual carries probabilities of being either susceptive, exposed, infected or recov-
ered. The proposed framework is not restricted to the aforementioned choice, and obviously other probabilistic state
representations corresponding to alternative pandemic models can equally be considered. Assuming T times steps has
evolved from an initial state, the state of the dynamic system is represented by the 3rd degree tensor y ∈ Rn×4×T .
Incorporation of a dynamic model (even mis-specified) offers means for the incorporation of a smooth temporal prior
upon the evolution of these probabilities implicitly. The state can enriched with stationary sites, such as public places,
to enable transmission of disease via surface contact. Yet, proper representation of such sites may require a different
state space representation as well as dedicated dynamics.
2.2 Measurements
2.2.1 Graph data
Let Gt ∈ Rn×n represent weighed graph data attributed to each time step. The graph represents proximity interaction
between individuals. The weights on the edges factors both proximity as well as exposure duration within a single time
step. Such data can be acquired from peer-to-peer short-range communication on smart devices, such as Bluetooth
[11, 5, 4, 3]. Since the interactions between individuals changes over time, the set of weighted graphs forms a dynamic
graph over time. We shall denote the graph Laplacian of each temporal graph Gt, by Lt ∈ Rn×n.
2.2.2 Infection test data
In addition to the graph data, we shall assume that both IgM and IgG antigen may be administrated at each time step
independently. IgM tests, qualify whether an individual is infected for the first time (attributed to the 3rd components
of individual’s state at the timestep the test was collected). The number of IgM antigen tests taken at each time steps
may vary and given by mt, whereas the results of the tests are denoted by dt ∈ Rmt , mt < n. For the sake of data
assimilation, we denote a linear projector operator Pdt ∈ Rmt×n which projects the state at time step t to the IgM
measurement space.
2.2.3 Recovery test data
Respectively, we shall denote by pt < n the number of IgG antigen tests taken at time step t and by rt ∈ Rpt the tests
results. The IgG test qualifies whether an individual has been recovered. Similarly, as with the IgG tests, we define a
linear projector Prt ∈ Rpt×n that projects the state at timestep t to the IgG measurement space.
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2.2.4 Surface test data
Transmission of viral content can be made via stationary surfaces, rather than merely by face-to-face interaction of
individuals [10, 35]. It is possible to incorporate into the pandemic transmission model tracing data representing
interactions between individuals and physical sites (e.g. via interaction with stationary Bluetooth device or RF ID).
Positive outcome of the test, will indicate that infectious particles were identified at a site. These tests can be treated
similarly as IgM tests (attributed to the 3rd components of individual’s state at the time step the test was collected) or
otherwise can be handled differently by augmenting the SEIR model. The number of surface tests taken at each time
steps is given by qt, whereas the results of the tests are denoted by st ∈ Rqt , qt < n. We denote a linear projector
operator Pst ∈ Rqt×n which projects the state at time step t to the surface test space.
2.2.5 Cleaning / disinfecting event data
When physical sites are incorporated into the model, it is essential to indicate records of cleaning / disinfecting events
which effectively reduce / reset the site to a state of having little probability of being infectious, that is annihilating the
3rd components of individual’s state at the time step the test was collected. Let the number of such recorded events be
denoted by ct < n with respective recorded values vt ∈ Rct . The linear projector Pvt ∈ Rct×n that projects the state
at time step t to the disinfecting events.
2.3 Dynamics
To describe the dynamics of the model we modify the conventional SEIR population model, to an individualized,
probabilistic graphical model. While the SEIR model has been employed extensively in disease control simulation, in
the context of this study, other dynamical models can be equally utilized. Provided the interaction graph data between
individuals over time as well as individuals pathogenic testing data, we shall recast the model as individualized model,
where each node represents an individual, rather than address populations. Interactions between individuals and
exchange of probabilities at the tth timestep are represented using the graph Laplacian Lt.The revised model is a
stochastic diffusion-reaction1 model of the following form:
dS
dt
= −κSLS − βE  S − γI  S + µsS (1)
dE
dt
= −κELE + βE  S + γI  S − αE (2)
dI
dt
= −κILI + αE − µhI − µsS (3)
dR
dt
= µhI (4)
where κS , κE , κI ∈ R are diffusion coefficients and α, β, γ, µh, µs ∈ R represent reaction coefficients. The model
coefficients can be prescribed a-priori, but, whenever sufficient data is provided, these coefficients can be learned sta-
tistically2. The coefficients of the model themselves may evolve over time to reflect changes in individuals behaviour
(e.g. masks wearing compliance, hand sanitation frequency, etc). Such refinements of the model can be accommodated
by devising parametric / non-parametric models for the coefficients themselves, that includes additional health-care
policies and public compliance affinity parameters. Furthermore, structural mis-specification of the dynamical model
can be mitigated via hybridization of first-principle and data-driven model learning [40, 38]. Other then advocating
for models that enables probabilistic treatment of individual state, and the incorporation of graphical data, the scope
of this study focuses on closure of the tracing-sensing loop, rather than the intricacies of any particular model. Thus,
for the sake of expositional simplicity we shall proceed with the above exemplar model.
Integration of the aforementioned continuous-time dynamical system (1) can be performed in various ways, such
as implicit-explicit combination, high order Runge-Kutta integrators, etc. Given the frequent rate of the graph data,
1It is important to note that other than the diffusion-reaction model considered here, alternate transport models such as wave relaxation, etc, can
be considered. The discussion of such models goes beyond the scope of this study
2 Diffusion and reaction coefficients may be set a-priori differently to model individuals dynamics, vs. sites.
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and the complexity associated with semi-explicit integration schemes, we shall resort here to a simple forward Euler
integration. Obviously, when such explicit integrator is employed it is essential to ensure stability of the numerical so-
lution via careful selection of timestep duration. Other, more complex integration schemes can equally be considered.
Under these settings we have:
St+1 = St −∆t(κSLtSt + βEt  St + γIt  St) (5)
Et+1 = Et −∆t (κELtEt − βEt  St
−γIt  St + αEt) (6)
It+1 = It −∆t(κILtIt − αEt + µIt) (7)
Rt+1 = Rt + ∆tµIt (8)
The initial conditions of the model are generally unknown a-priori. In the following section, we shall discuss how
uncertainty associated with these conditions can be quantified and mitigated.
Data Assimilation In order to provide point estimate of the state y given measurements (testing) up till t = T , we
can consider a dynamic inverse problem that accounts the IgM and IgG antigen tests and the associated noise in the
models. Such a point estimator can be useful, yet they do not provide means for estimation of the posterior probability,
and therefore, can be limiting when it comes to uncertainty quantification, and experimental design. Conventionally,
one can sample the prior distribution associated with the state and update the posterior using methods such as Markov
Chain Monte (MCMC) Carlo or Hamiltonian Monte Carlo. Alternatively, methods such as generalized and arbitrary
Polynomial Chaos Expansions can offer more salable means to sample the posterior in large-scale settings [13, 31, 2].
3 Uncertainty Control
Due to limited testing capacity, in most cases testing is performed sparsely, where the number of tests is significantly
smaller compared to the dimensions of the state space
T∑
t=t0
mt <
T∑
t=t0
n, rendering the state inference problem to
be ill-posed. Furthermore, the intrinsic recovery function, the interaction dynamics, and the measurements are all
mis-specified, and therefore admitting uncertainty. Assuming some form of regularity of the solution (primarily in
the form of the dynamical model), we can still make substantiated inferences, yet, we must consciously account for
the underlying uncertainty associated with each inference. Whenever an observation (testing) takes place, one can
attribute relatively high degree of confidence (small uncertainty) to the probability assigned to the relevant node, yet,
the further we move away from that node across the graph, or propagate over time, the level of confidence decays.
Appropriate representation of uncertainty, is critical for making judicious decision as for how to prioritize best
the administration of a limited testing budget. This overarching mission is essence of this study. On the one hand,
it is eminent to test those identified to be under high risk (high probability of being infected), as such individuals
confer immediate risk to their surrounding, yet on the other hand, acknowledging the limitation of the model, we wish
to allocate testing as to reduce the degree of uncertainty associated with nodes for which uncertainty is high, as we
otherwise, favor exploitation over exploration, and may miss the bigger picture altogether.
3.1 Polynomial Chaos Expansion
Polynomial Chaos Expansion (PCE) is a popular tool used for the quantification of prediction uncertainties in stochas-
tic systems [16, 47, 31]. The idea is to reduce the model that are computationally expensive to simulate, into a
parametric form by representing the model in terms of a basis of orthonormal polynomials with respect to the input
random variables. PCE has recently been used for modeling systems in a number of applications, including machine
learning [42], sensitivity analysis of systems [12], flow simulations [47], geo-spatial statistics [32, 30], integrated cir-
cuits [21] and others. Different variants of PCE have been proposed, where the methods differ with respect to the
polynomial considered [46, 47, 31], and the approaches used for computing the coefficients [16, 13].
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In this paper, we consider the arbitrary Polynomial Chaos Expansion (aPCE) approach proposed in [31], which
is a data driven approach for analyzing the stochastic (dynamical) system. In particular, we consider the Bayesian
variant of aPCE [30]. The method only requires knowledge of the moments of the input random variable, and does not
require its probability distribution. Consider a stochastic system y(ξ) with multi-dimensional input random variable
ξ = {ξ1, . . . , ξN}. In our case, we can consider the state S,E, I,R as four different stochastic PDE models, and the
N parameters to be the state of the N -nearest neighbours in the graph. We wish to represent y(ξ) by a multivariate
polynomial expansion as follows:
y(ξ) ≈
M∑
i=1
ciΦi(ξ), (9)
where the coefficients ci are quantify the dependence of the y on the input parameters ξ. The number of terms in the
expansion M is given as M = (N+d)!N !d! , where n is the number of parameters and d is the expansion order. Φi’s are
the multi-variate orthogonal polynomial basis for {ξ1, . . . , ξN}, and assuming the parameters to be independent, we
express
Φi(ξ) =
N∏
j=1
P
(θij)
j (ξ),
with
∑
j θ
i
j ≤ M (multivariate indices that contains the combinatoric information). In the moment based PCE meth-
ods, the polynomials are defined as:
P (k)(ξ) =
k∑
l=1
ρ
(k)
l ξ
l, l ∈ [0, d],
where ρ(k)l are coefficients of P
(k).
The method in [31, 30] constructs these polynomials for any arbitrary distributions using the just moments com-
puted from observed/sampled data. The polynomials are computed by solving a linear system with a particular square
matrix of moments, see [31] for details. The coefficients are computed using GramSchmidt orthogonalization or by
the Stieltjes procedure based on the observed data. The coefficients can be then updated using a Bayesian approach
for the additional observed/sample data, see [30].
In our case, the measurements correspond to the testing results dt and rt. Once, we obtain the PCE, we can
compute the posterior statistics such as posterior mean µˆ and variance σˆ for the output model, inexpensively simply
constructing the response surface using the coefficients of the polynomial expansion. In our case, we can obtain the
posterior mean and variance for the four states for each individual using aPCE. The posterior statistics can then be
used to identify uncertainties in the individual’s states, and optimal testing can be prescribed.
3.2 Optimal testing prescription
One of the main challenges related to the COVID-19 pandemic has been the issue of prescribing testing optimally
given limited testing resources. The aPCE approach described above helps us quantify uncertainty, and using the
posterior statistics, we can prescribe optimal testing to control/mitigate the uncertainty.
Suppose the probability associated with each state yt be denoted by a 2nd moment construct accounting for both
the mean probability µt and the variance σt, representing the state uncertainty, i.e. yt ∼ N{µt, σtI}. Our goal would
be to figure out what is the best testing paradigm in the next time step, so as to (a) minimize the risk of infection
propagation, while also (b) minimize the uncertainty associated with the state, asnd (c) account for the limited testing
budget. Let, wt ∈ Rn+ denote the recommended testing assignment for the time step t. Then, we propose to solve the
following problem:
wˆt = arg min
wt
{U(wt, σˆt) +D(wt, a(µˆt, σˆt), dt) + λ‖wt‖1} (10)
s.t. 0 ≤ wt ≤ 1 (11)
where function U(·) represents the posterior uncertainty (measured using the posterior of variance σˆt computed using
PCE) associated with performing tests per dt, and function D(·) captures the degree in which testing should be per-
formed to those who are in the highest risk of being infected (a form of bias-variance balance), with a(·) is a distance
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Figure 1: Graphical SEIR model disease transmission visualization. Sample simulation with 10 nodes at five time
instances (first five images). Red nodes indicate infected individuals I > 0.5, magenta nodes have I > 0.04, and
yellow have I > 0.002. The last plot depicts the state {S,E, I,R} for the 10 individuals over 20 time instances.
measure that quantify the discrepancy between infected symptomatic and asymptomatic individual. The `1 regular-
ization is used to control the sparsity of wt, i..e, the number of tests to be performed at time t, based on the testing
budget available. `0 norm cardinality constraint (non-convex) can also be used for a fixed test budget, say ‖wt‖0 ≤ kt,
where kt is the maximum number of tests available at time t [44]. We can also split the problem into two separate
minimization problems in order to assign predefined budget to the two criteria (risk and uncertainty).
4 Simulation Results
In this section, we present few numerical results based on simulations to illustrate the behaviour of the different aspects
of our models. We first show how the graphical SEIR model captures the disease dynamics, and how we can use it
to issue early earnings to individuals who are likely infected/exposed. We then show how aPCE and uncertainty
quantification can be used to prescribe optimal testing, when the testing resources are limited.
Graphical SEIR model: In the first set of experiments, we analyze the graphical SEIR model proposed in section 2.
In figure 1, we illustrate the disease transmission as modelled by the graphical SEIR model. We consider a small
(fixed) graph of 10 individuals (for easy visualization) and show how the infection transmits to other nodes over time.
At time step t = 1, we have one individual infected (red node). We note that as time evolves, the infection spreads
to nodes who are at close proximity. We consider a fixed graph here for illustration, but a graph that varies over time
(better simulation of human interactions) is considered in the remaining experiments. We note that the state of the
nodes evolve over time as the virus spreads. As examples, we have magenta nodes with I > 0.04, and the yellow
nodes with I > 0.002, and we note the change of states over time. Based on this model, we can issue early warnings
to the individuals (via. text messages or app notifications) if their state I or E crosses certain thresholds, possibly even
before the individuals show any symptoms. In our example, we can send out warnings to the individuals, when their
colors change, once when blue to yellow and again when yellow to magenta.
The last plot depicts the state {S,E, I,R} for the 10 individuals over 20 time instances. We note that the
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Figure 2: PCE and Optimal testing: (Left) Prior and Posterior distributions [mean with standard deviation error
band] of the infection state over time steps t. (Middle) Prior and Posterior distributions of the infection state for
100 individuals. (Right)- The optimal testing prescription vector wt for different values of regularization parameter
λ ∈ [1, 0.01, 0.0001].
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Figure 3: PCE and Optimal testing: (Left) Trade-off between the risk (objective function in (10)) versus the testing
budget (regularization parameter λ i.e., no. of tests), and (Right) Distribution [mean with standard deviation error
band] of state I over time with random and optimal testing.
model accounts for both spread of the virus, as well as how the infected individuals recover (and possibly be-
come susceptible again). The rate of change of the states can be optimized by tuning the different parameters (the
diffusion coefficients κS , κE , κI and the reaction coefficients α, β, γ, µh, µs) in the model based on data observa-
tions, geographical locations, and time. In our experiments, we chose κS = 0.1, κE = 0.1, κI = 0.25, and
α = 0.02, β = 0.05, γ = 0.01, µh = µs = 0.05. The statistical distributions for individuals and over time steps
are discussed in the next results (see Prior distributions in Figure 2). All simulations were performed on Matlab, and
our code will be made publicly available.
PCE and optimal testing: In the next set of experiments, we study the different aspects of the PCE analysis and
uncertainty control. We summarize these results in Figure 2 and 3. The first (left) plot in Figure 2 gives the prior
and posterior distributions in the form of the mean with the standard deviation error band of the infection state I
over time steps. We considered n = 1000 individuals to compute the statistics and total time steps T = 100. The
prior distribution is the distribution of the state over time steps as obtained (evolved) from our graphical SEIR model.
The posterior distribution is obtained by representing the state using Bayesian aPCE [30] and computing the response
surface using the measurements (uniformly random testing results). We built our PCE simulation using the source
code made available by the authors of [30]. For PCE, we chose no. of input parameters N = 5, i.e., we consider N
nearest neighbours (based on the edge weights), and the expansion order d = 3. Hence, the no. of terms (Collocation
Points) was M = 56 (same parameters were used in all experiments). We observe that the prior distribution is smooth
and increasing. This is because the SEIR model does not account for testing. The posterior distribution is random, due
to the random testing measurements.
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In the second (middle) plot, we give the prior and posterior distributions for each individuals obtained from the
PCE analysis. We plot the statistics for 100 individuals (we chose fewer nodes for easy visualization) computed over
100 time instances. Again, the posterior distribution is estimated using the response surface computed using Bayesian
aPCE with the above parameters. We observe that the state of certain individuals have high variance (high uncertainty).
In the last (right) plot, we display the optimal testing prescription vector wt (rounded to {0, 1}) we obtained by solving
the optimization in (10) for different regularization parameter λ ∈ [1, 0.01, 0.0001]. Simple `2 norm functions were
used for both U(·) and D(·) functions, and the Matlab CVX package [17] was used to solve the optimization problem.
We first observe that, as we decrease λ, the cardinality of wt, i.e., the no. of prescribed tests increases. We can
choose an optimal λ value based on the available budget. Moreover, we observe that the method prescribes testing for
individuals with high uncertainty. Note that as no. of prescribed tests is increased, more individuals with high variance
in middle plot are prescribed. These results show that we can quantify the uncertainty in our model and prescribe
appropriate testing.
In Figure 3 we further analyze the optimal testing prescription. The left plot in the figure presents the risk to budget
trade-off by plotting the final value of objective function in (10) we obtained for the optimal wt for different values
of the regularization parameter λ. We again chose n = 1000, T = 100, and other parameters as before. Decreasing
λ increases the no. of prescribed tests, and in turn the testing budget required. The plot shows that increasing the no.
of tests reduces the risk initially and after a point this reduction is minimal. The trade-off plot helps us to choose an
optimal λ (lowest testing budget) for an acceptable risk tolerance.
The right plot in the Figure 3, presents the distribution of the infection state I over time steps t when testing was
conducted randomly (in blue) and when optimal testing was prescribed at regular intervals (in red). We considered
T = 100 time steps, and in the first case, we performed random testing at each time instance. In the second case,
we ran the PCE analysis after every 10 time instances (use previous 10 random measurements to construct the PCE)
and used the optimal testing prescription in the next instance. We observe that in the second case, the mean infection
starts reducing sooner than the random testing. These results suggest that indeed prescribing optimal testing can help
control uncertainty and mitigate disease transmission.
Conclusions
In this study, we introduced a probabilistic SEIR model for COVID-19 transmission. The model represents individual-
level contact tracing information via dynamic graphs, where each individual represent a node and interaction is de-
scribed by edges. The S, E, I ,R compartments are treated as probabilistic entities as to capture uncertainty associated
with the stochastic process of disease propagation, sparse COVID-19 testing, and model inadequacies. As illustrated
by numerical simulations, this model can help healthcare professionals in issuance of early warnings to individuals
who are likely exposed or infected by COVID-19. Furthermore, the model identifies those individuals who are likely
to be asymptomatic. We then proposed the use of arbitrary Polynomial Chaos Expansion (aPCE) to quantify uncertain-
ties in the model, while maintaining computational scalability. By estimating the expected risk as well as minimizing
uncertainty we prescribe optimal testing for individuals under limited testing and tracing resources. The framework
offers a decision tool for balancing between immediate disease spread threat intervention and informed assessment of
the pandemic state. Lastly, the framework provides means for policy makers as to estimate the required testing budget
for a given acceptable risk tolerance.
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