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In this issue ofNeuron, Yamaguchi et al. (2013) demonstrated that inactivation of two parallel neural pathways
connecting the posterior septum with the medial habenula differentially affects fear and anxiety in mice,
providing insights into how animals choose defensive behaviors under threats.Fear and anxiety are two different facets
of emotion that are accompanied by
distinct environmental triggers and re-
sultant defensive behaviors. Fear is
induced by an imminent and identifiable
threat, and elicits behaviors such as flight,
freezing, and fight (defensive attack)
depending on the imminence of the
incoming threat and the possibility of
escape (defensive distance). In contrast,
anxiety is elicited by an unidentifiable
and unlocalizable potential threat and
induces the animal to suspend ongoing
behaviors and increase arousal levels for
the assessment of potential danger. Iden-
tification and localization of the source of
danger can enable the animal to make
a transition in their behavior from an
anxiety-driven defense pattern to a more
goal-directed fear driven pattern (Gray
and McNaughton, 2003).
Animal behaviors associated with
anxiety and fear are mediated by a neural
circuitry that includes the hypothalamus,
hippocampus, and amygdala. Electro-
physiological and pharmacological stud-
ies have implicated several other brain
regions in fear or anxiety. The midbrain
periaqueductal gray (PAG) is known to
act as a center for controlling fear-
induced panic behaviors via activation
of the rostral and caudal parts of the
lateral column, and the caudal part of
the ventrolateral column inducing defen-
sive fight, flight, and freezing, respectively
(Bandler et al., 2000). More recently,
studies using optogenetic manipulation
of a subset of neurons in the bed nucleus
of stria terminalis (BNST) revealed distinc-
tive modulatory roles of BNST nuclei in
anxiety behaviors during elevated plusmaze test (EPM) and place aversion
(Johansen, 2013).
Although these results suggested the
presence of distinct neural circuits
responsible for animal behaviors associ-
ated with fear and anxiety, it remains
unclear whether the brain has dedicated
neural circuits for regulation of the choice
between fear and anxiety. In this issue of
Neuron, Yamaguchi et al. (2013) address
this question and demonstrate the critical
involvement of the two connected brain
areas, the posterior septum and the
medial habenula (MHb), in the regulation
of fear and anxiety.
TheMHb occupies the most dorsal part
of the diencephalon and acts as a relay
station connecting afferents from the
limbic forebrain including the septum
with the interpeduncular nucleus (IPN)
that is located at the ventral border
between the midbrain and the hindbrain
(Klemm, 2004). The IPN in turn sends
descending projections to the midbrain
raphe, nuclei in the dorsal tegmental
area, and ascending projections to the
limbic forebrain nuclei including the
hippocampus and septum (Klemm,
2004). These afferent and efferent con-
nections with the IPN have inspired the
hypothesis that the posterior septum-
MHb-IPN pathway regulates emotion
and that impairment of this pathway
may contribute to psychiatric disorders
(Klemm, 2004). In fact, photo-bleaching
of Killer-Red-expressing cells of zebrafish
larvae (Danio rerio) in the lateral region of
the ventral pallium, which is the putative
homolog of the mammalian septum and
projects to the habenula, revealed an
increase of anxiety, i.e., facilitation ofNeurothe contextual fear conditioning and
enhanced startle responses (Lee et al.,
2010).
Yamaguchi et al. (2013) now provide
concrete evidence for this long-standing
hypothesis. The posterior septum con-
sists of the triangular septum (TS) and
the bed nucleus of the anterior com-
missure (BAC) receiving inputs primarily
from the hippocampus and the amygdala,
respectively. They showed that topo-
graphic connections from the TS and the
BAC to the ventral and dorsal subregions
of the medial habenula (vMHb and dMHb)
differentially regulate fear and anxiety
behaviors. To demonstrate functional
dissociation of this circuit, the authors first
established transgenic mice that express
a fusion protein human interleukin 2
receptor a subunit (hIL-2Ra) in the TS
and the BAC. Then, they injected the
immunotoxin (IT) into either the TS or
BAC. IT is a recombinant protein
composed of the variable heavy and light
chains of a monoclonal antibody against
human IL-2Ra and fused to a truncated
form of Pseudomonas exotoxin (PE38)
that is internalized by neuronal cells
bearing human IL-2Ra and kills them,
leading to specific elimination of cells ex-
pressing IL-2Ra (Watanabe et al., 1998).
Yamaguchi et al. (2013) show that
injection of IT into the TS almost
completely eliminated the projection
from the TS to the vMHb, and in com-
parison with wild-type mice showed a
significant increase in the relative fre-
quencies of traversing the central field
in the open-field test, in entering the
open arms of the EPM, and a reduction
in the tendency to bury glass marbles.n 78, May 8, 2013 ª2013 Elsevier Inc. 411
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port the concept that ablation of the pro-
jection from the TS to the vMHb reduced
anxiety. In contrast, injection of IT into
the BAC eliminated the projection to
the dMHb, and injected mice showed a
significant enhancement in the freezing
response to conditioned stimulus after
they were trained under a classical fear
conditioning. The mice also showed an
increase in learning in a passive avoid-
ance test, indicating that ablation of
the projection from the BAC to the
dMHb showed enhancement of fear
responses and fear learning. Since the
TS-ablated mice showed no such abnor-
mality in fear-related behaviors, while
BAC-ablated mice showed no defect in
anxiety-related behaviors, the authors
conclude that the TS-vMHb and BAC-
dMHb pathways have distinct roles
in the regulation of anxiety and fear,
respectively.
Recently, another area of the habe-
nula, the lateral habenula (LHb), was
shown to send indirect inhibitory signals
by way of the rostomedial tegmental
nucleus to dopaminergic neurons in the
ventral tegmental nucleus (VTA) and sub-
stantia nigra, pars compacta when ani-
mals fail to obtain expected reward or
receive aversive stimuli, and has been
implicated in avoidance learning (Hiko-
saka, 2010). Adding these findings to
the current study, it is evident that three
different parts of the habenula, the
dMHb, vMHb, and LHb, differentially
process three different behavioral pro-
grams for coping with imminent threat,
i.e., anxiety, panic freezing, and goal-
oriented escape.
Further support for differential control
of threat response behavior in this circuit
was found in a human fMRI study, where
imminent threat caused panic behavior
and the activation of the central amygdala
and the PAG, while threats approaching
from a distance caused goal-oriented
escape behaviors and activation of the
lateral amygdala and the prefrontal
cortex, suggesting that the different com-
binations of the brain regions are acti-
vated coordinately to respond to threat
depending on ‘‘defensive distance’’
(Mobbs et al., 2007). Anatomically, the
dMHb, vMHb, and LHb, are connected
by unidirectional excitatory connections
from the dMHb to the vMHb and from412 Neuron 78, May 8, 2013 ª2013 Elsevier Ithe MHb to the LHb (Kim and Chang,
2005). It is intriguing to examine whether
local neural circuits within the habenula
act as ‘‘defensive distance’’-dependent
switchboard for making the right choice
of defensive behaviors.
The results from this study also connect
to potential future perspectives on the role
of local habenula circuitry. For example, a
mutant strain of congenitally helpless rat
selectively bred to display an immediate
helpless response showed elevated
metabolic activities in the MHb, LHb,
and IPN (Shumake et al., 2003) and excit-
atory synaptic transmission onto neurons
in the LHb projecting to the VTA was
increased (Li et al., 2011). It is intriguing
to examine whether defects in local neural
circuits of the habenula or IPN have any
influence on the generation of the helpless
state in such animals during imminent
threat.
Another intriguing aspect of Yama-
guchi et al. (2013) is the apparent
functional conservation of this neural
pathway in vertebrate evolution. Zebra-
fish habenula and its subnuclear struc-
tures are known to be similar to mamma-
lian habenula, wherein the dorsal and
ventral habenula of zebrafish (dHb and
vHb) are functional homologs of the
mammalian medial and lateral habenula
(MHb and LHb), respectively (Okamoto
et al., 2012). In an earlier study in zebra-
fish, the dHb was shown to be further
subdivided into lateral and medial sub-
nuclei (dHbL and dHbM) (Okamoto
et al., 2012), and genetic perturbation of
neural transmission from the dHbL to
the dIPN by transgenic expression of
tetanus toxin in the dHbL caused fish to
respond by freezing to presentation of a
conditioned fear stimulus instead of the
standard agitation (increase in turning
frequency) response observed in the
wild-type fish (Agetsuma et al., 2010).
Since wild-type fish showed a gradual
transition of response from freezing to
agitation as they experienced repetition
of the fear conditioning trials, the dHbL-
silenced fish were thought to have an
impairment in the capacity to re-evaluate
the level of danger during trials to
convert their responses from freezing to
agitation. The dIPN is reciprocally con-
nected with the dorsal tegmental area
including the structure homologous to
the PAG, so it is possible that this behav-nc.ioral switch could be caused by a change
in which subregion of the PAG is acti-
vated in response to the conditioned
aversive stimulus. Together with the
observed enhancement of the freezing
response in BAC-ablated mice in the cur-
rent study, this evidence supports the
hypothesis that the dMHb in mice may
be the functional homolog of the dHbL
in zebrafish.
Emerging evidence implicates the
medial and lateral habenula in the patho-
physiology of several major psychiatric
disorders such as depression, nicotine
dependence, anxiety disorder, and
schizophrenia (Hikosaka, 2010). Toward
understanding the role of the habenula in
these diseases, the conservation of
anatomy and function in mice and zebra-
fish will allow use of the two species inter-
changeably to study the mechanism of
the Hb-IPN projection in the regulation of
fear and anxiety. Genetic and optogenetic
dissection of habenular input-output
pathways and local circuits in both fish
and mouse will now provide a unique
opportunity to elucidate the conserved
functional roles of this important but
poorly understood circuitry in both
normal responses to environmental threat
including fear and anxiety and disorders
of adaptive behavior resulting in psychi-
atric diseases.REFERENCES
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Sleep has many inherent benefits, including an important role in memory consolidation. In this issue
of Neuron, Ngo et al. (2013b) demonstrate that appropriately timed sounds delivered during sleep can
invigorate electrophysiological oscillations conducive to memory stabilization.While many are inclined to devalue sleep
as what Virginia Woolf called a deplorable
curtailment of the joy of life, sleep
deserves credit both for its major restor-
ative properties and its clandestine bene-
fits for memory consolidation. We are
oblivious to this brain modification when
it happens during sleep. We wake up
none the wiser—but are we?
During sleep, new memories are
reactivated, strengthened, reorganized,
and integrated into existing networks
(Stickgold and Walker, 2013). At the
same time, synapses that have been
strengthened during wake activity may
be downscaled, which may be beneficial
both for the fate of memory storage
and for possibilities for new memory
storage the following day (Tononi and
Cirelli, 2006).
Slow-wave sleep may be particularly
conducive to these memory and homeo-
static processes. Cortical slow oscilla-
tions are not a sign of sleep so deep that
nothing is happening; rather, these oscil-
lations set the stage for brain plasticity.
Neuronal ‘‘up states’’ and ‘‘down states’’
take turns in repeating alternations of
excitation and quiescence, each cycle
lasting about a second. Widespread
depolarization during up states may be
ideal for neural synchronization acrossbrain regions; the depolarization orches-
trates a flurry of neuronal activity as
faster rhythms nested within the up state
also take hold. In particular, spindles and
ripples can be observed as cortical and
hippocampal networks interact so as to
consolidate recently learned information
(Mo¨lle and Born, 2011).
Sleep, unfortunately, is not always
optimal. In aging, slow-wave amplitudes
tend to decline and sleep becomes
dramatically less efficient (Ancoli-Israel,
2009). Sleep quality is also altered in
many pathological conditions, including
primary sleep disorders (e.g., sleep
apnea) and many psychiatric disorders
(e.g., depression).
Even in individuals with no sleep distur-
bances or other health issues, there is
room for improving brain functioning
during sleep. An interesting challenge for
researchers would be to optimize our
time asleep and to thus produce improve-
ments in memory. Pharmacological sleep
aids that might seem up to this challenge
(Mednick et al., 2013) usually bring un-
wanted side effects like drowsiness and
nausea. Ultimately, we need to under-
stand the neural mechanisms of memory
change during sleep. New neuroscientific
understanding could lead to revolutionary
ideas for mastering our sleep.Rhythms in the brain matter. This
insight has powerful implications; rein-
forcing rhythms in the right way could
help sleep do its magic. For example,
slowly rocking a bed can be sufficient to
synchronize the brain, increasing the
power of slow oscillations (Bayer et al.,
2011). Applying an electric current on
the scalp surface at a slow frequency
potentiates both slow oscillations and
memory (Marshall et al., 2006). Tone
pips delivered at a constant rate of about
one per second, starting prior to sleep
onset, can also facilitate slow-wave activ-
ity (Ngo et al., 2013a). A number of other
strategies have been applied (Tononi
et al., 2010).
Yet, there may be even better ways to
entrain the sleeping brain. In this issue of
Neuron, Ngo et al. (2013b) describe an
innovative method to entrain slow oscilla-
tions during sleep by taking into account
the specific phase of ongoing oscillations.
All prior methods to enhance slow-wave
sleep disregarded the phase of con-
current slow oscillations.
The key innovation was to tune the
auditory stimulation to the phase of the
slow wave. Phase-dependent auditory
stimulation was found to increase slow
oscillations as well as phase-coupled
spindle activity.n 78, May 8, 2013 ª2013 Elsevier Inc. 413
