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Abstract
Using a metric conformal formulation of the Einstein equations, we develop a construction of
4-dimensional anti-de Sitter-like spacetimes coupled to tracefree matter models. Our strategy
relies on the formulation of an initial-boundary problem for a system of quasilinear wave
equations for various conformal fields by exploiting the conformal and coordinate gauges. By
analysing the conformal constraints we show a systematic procedure to prescribe initial and
boundary data. This analysis is complemented by the propagation of the constraints, showing
that a solution to the wave equations implies a solution to the Einstein field equations. In
addition, we study three explicit tracefree matter models: the conformally invariant scalar
field, the Maxwell field and the Yang-Mills field. For each one of these we identify the
basic data required to couple them to the system of wave equations. As our main result,
we establish the local existence and uniqueness of solutions for the evolution system in
a neighbourhood around the corner, provided compatibility conditions for the initial and
boundary data are imposed up to a certain order.
1 Introduction
The study of solutions to the Einstein equations with negative Cosmological constant, the so-
called anti-de Sitter-like spacetimes, results particularly challenging due to the presence of a
timelike conformal boundary located at spatial infinity. This boundary makes the spacetime non-
globally hyperbolic and, thus, hinders its construction from an initial-value problem. Accordingly,
information on the conformal boundary must also be provided. In this scenario, the methods of
conformal geometry offer a natural approach to face this challenge by providing an (unphysical)
auxiliary spacetime where the boundary is located at a finite distance.
Although the use of conformal methods into General Relativity can be traced back to Penrose’s
seminal work [27], a satisfactory conformal formulation of the Einstein field equations from the
point of view of the theory of partial differential equations was first obtained by Friedrich [15].
The latter enabled a systematic study of asymptotically simple solutions to Einstein equations.
In particular, it made possible a construction of vacuum anti-de Sitter-like spacetimes where a
non-metric formulation of conformal Einstein field equations is employed [18, 19]. At the heart of
this approach lies a first order symmetric hyperbolic system for a set of conformal fields obtained
by exploiting the properties of certain conformal invariants—the so-called conformal geodesics.
For this evolution system, maximally dissipative boundary conditions are considered in order to
establish a result of local existence of solutions. Despite identifying some boundary data in a
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covariant manner, the type of equations used in this construction, in conjunction with the gauge
choice, makes difficult to implement this scheme in numerical codes.
The latter issue becomes particularly relevant in view of the growing interest in the conjec-
tured instability of the anti-de Sitter spacetime—see [5] for an entry point into the subject. A
considerable amount of effort has been directed to understand the dynamics of this class of solu-
tions via numerical methods—see, for example, [4, 6, 14, 13, 1, 11]. Also, alternative hyperbolic
formulations coupling the scalar field have been discussed in [28, 29] and a proof of this conjecture
has been obtained for the Einstein-Vlasov system with spherical symmetry [25].
As an alternative to solving first order systems, Paetz [26] showed that, in the vacuum case, it
is possible to construct a second order evolution system from the conformal Einstein equations.
Based on this result, an alternative construction for vacuum anti-de Sitter-like spacetimes has
recently been presented in [7]. Using a metric version of the conformal Einstein fields equations,
a suitable choice of coordinates makes possible to obtain a quasilinear system of wave equations
for a set of conformal fields. Moreover, the identified free boundary data consist of a Lorentzian
3-metric on this hypersurface together with a linear combination of the incoming and outgoing
gravitational radiation. Due to the manifestly hyperbolic nature of the system under considera-
tion, it is expected that this scheme can be more easily adapted to current numerical codes.
The study of the Einstein field equations coupled to some suitable matter model is generally
carried out on a case-by-case manner. Remarkably, in the context of conformal methods, tracefree
matter models are amenable to a more systematic study. This class of matter models contains
several cases of interest such as the electromagnetic and Yang-Mills fields. In [17], Friedrich has
provided a suitable conformal formulation of the Einstein field equations coupled to a tracefree
energy-momentum tensor, which, in turn, has been exploited to establish stability results for
the Einstein-Yang-Mills system with positive and zero Cosmological constant. Motivated by this
investigation, a local existence and uniqueness result for the same system has been presented
in [24] under the assumption of spherical symmetry. Despite the complications from consider-
ing non-trivial matter fields, advances have been made in a variety of scenarios using different
approaches—see, for example, [22, 20, 21]. Nevertheless, a satisfactory conformal formulation
allowing a methodical study of general matter models remains elusive.
In the present article we generalise the analysis in [7] and consider the construction of anti-de
Sitter-like spacetimes coupled to tracefree matter models. Exploiting the conformal freedom we
set an appropriate gauge yielding a system of geometric wave equations for the relevant conformal
fields [8]. A suitable coordinate choice allows us to cast it as a system of quasilinear wave
equations, provided the matter field has good properties. For this type of hyperbolic evolution
equations there are available results concerning the local existence and uniqueness of solutions—
see e.g. [9, 12]. The conformal constraints supply the system with adequate initial and boundary
data. In this work three models of tracefree matter are considered: the conformally invariant
scalar field, the Maxwell field and the Yang-Mills field. Initial and boundary data have been
identified for each one of them, as well as an analysis of the corresponding propagation of the
constraints. Given the amount of heavy calculations some parts of this work require, the suite
xAct of Mathematica for tensorial computations has been employed—see [31].
The main result of the article can be stated as follows:
Theorem 1. Let S? be a 3-dimensional spacelike hypersurface with boundary ∂S? and on it
smooth tracefree anti-de Sitter-like initial data for the Einstein field equations coupled to either: (i)
the conformally invariant scalar field, (ii) the Maxwell field or (iii) the Yang-Mills field. Consider
the cylinder Iτ• ≡ [0, τ•) × ∂S? for some τ• > 0 endowed with a set of smooth fields satisfying
the conformal Einstein constraints on Iτ• . Assume suitable basic boundary data for the tracefree
matter fields. If, in addition, the data on S? and on Iτ• satisfy, up to some order, compatibility
(i.e. corner) conditions at ∂S?, then there exists a smooth solution to the Einstein field equations
with λ < 0 coupled to any of the aforementioned tracefree matter fields in a neighbourhood of ∂S?.
The proof of this theorem follows from the analysis of the various sections of the article. The
detailed boundary conditions for the geometric fields are shown in Proposition 3 while those for
the matter fields can be found in Lemmas 4, 5 and 6. To the best of our knowledge, the results
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in Theorem 1 are the first results regarding the local existence of non-vacuum anti-de Sitter-like
spacetimes in the absence of symmetries available in the literature.
1.1 Outline of the article
This article builds on the theory developed in [7] and [8]. In order to ease the presentation we
make direct use of the relevant results of these references and refer the reader to them for full
details. Accordingly, in this article we emphasise the novel aspects of the analysis and how the
ideas of the above references fit together.
Sections 2 and 3 introduce the basic definitions related to the conformal formulation of the
Einstein equations, as well as sum up and discuss some of the main results in [8], namely, the
evolution system for the conformal fields and the role the gauge choice plays in its successful
recasting as a hyperbolic system. Section 4 presents some results about the conformal constraint
equations on spacelike and timelike hypersurfaces. In Section 5 we focus on analysing the bound-
ary data required to establish a well-posed problem for the system of wave equations and their
relation to the zero-quantities. In Section 6 we provide a brief discussion of how the boundary
data enables us to propagate the constraints on the conformal boundary. In Section 7 several
explicit matter models are studied in detail, focusing on the basic data necessary to couple them
to the evolution system. Finally, Section 8 provides some final remarks.
Conventions
Throughout this work, (M̃, g̃) will denote a 4-dimensional Lorentzian spacetime satisfying the
Einstein equations with Cosmological constant λ. The signature of the metric in this article will
be (−,+,+,+). Lowercase Latin letters a, b, c, . . . are used as abstract spacetime tensor indices
while the indices i, j, k, . . . are abstract indices on the tensor bundle of hypersurfaces of M̃. Greek
letters α, β, γ, . . . will be used as coordinate indices on either spacelike or timelike hypersurfaces.
Our conventions for the curvature are
∇c∇dua −∇d∇cua = Rabcdub.
2 The tracefree metric conformal Einstein field equations
This section introduces some properties of the tracefree conformal Einstein field equations, the
basic tool to be used in the remainder of this article, along with their relation to the Einstein
field equations.
2.1 Basic definitions
Let (M̃, g̃) denote a physical spacetime satisfying the Einstein field equations
R̃ab = λg̃ab + (T̃ab − 12 g̃abT̃ ), (1)
where R̃ab is the Ricci tensor of the metric g̃ab, T̃ab the energy-momentum tensor and T̃ ≡ g̃abT̃ ab
its trace. Let (M, g) be a spacetime conformally related to (M̃, g̃) via a conformal embedding
M̃
ϕ
↪→M, g̃ab
ϕ7→ gab ≡ Ξ2
(
ϕ−1)∗g̃ab, Ξ|ϕ(M̃) > 0.
with Ξ the so-called conformal factor. Abusing of the notation we write
gab = Ξ
2g̃ab. (2)
We will refer to (M, g) as the unphysical spacetime. The set of points ofM for which Ξ vanishes
define the conformal boundary. We use the notation I to denote the parts of the conformal
boundary which are a hypersurface of M.
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In what follows let Rabcd, Rab, R and C
a
bcd denote, respectively, the Riemann tensor, the
Ricci tensor, the Ricci scalar and the (conformally invariant) Weyl tensor of the metric gab. For
the discussion of the metric conformal Einstein field equations we conveniently introduce the
fields
Lab ≡ 12Rab −
1
12gabR, (3a)
s ≡ 14∇
c∇cΞ + 124RΞ, (3b)
dabcd ≡ Ξ−1Cabcd, (3c)
known, respectively, as the Schouten tensor, the Friedrich scalar and the rescaled Weyl tensor.
2.2 The energy-momentum tensor
Unlike the various geometrical objects associated to the metric g̃ab, the rescaling (2) does not
determine the transformation rule for the energy-momentum tensor. Then, for simplicity, let
define its unphysical counterpart Tab as
Tab ≡ Ξ−2T̃ab. (4)
From here we have that
∇aTab = 0 ⇐⇒ T = 0.
Equation (4) also implies that T = 0 if T̃ = 0. In view of this it will be assumed hereafter that the
physical matter model is tracefree. In this context it results convenient to introduce the rescaled
Cotton tensor
Tabc ≡ Ξ∇[aTb]c − gc[aTb]d∇dΞ− 3Tc[a∇b]Ξ, (5)
which possesses the symmetries Tabc = T[ab]c and T[abc] = 0.
Remark 1. The physical counterpart of the rescaled Cotton tensor is defined as
Ỹabc ≡ ∇̃aL̃bc − ∇̃bL̃ac.
From this, and assuming the Einstein field equations, expression (5) follows. Moreover, the
relation between these two objects is Tabc = Ξ
−1Ỹabc.
2.3 Basic properties
Let introduce the following set of zero-quantities:
Υab ≡ ∇a∇bΞ + ΞLab − sgab −
1
3
Ξ3Tab, (6a)
Θa ≡ ∇as+ Lac∇cΞ−
1
2
Ξ2Tab∇bΞ, (6b)
∆abc ≡ ∇aLbc −∇bLac −∇eΞdecab − ΞTabc, (6c)
Λabc ≡ Tbca −∇edeabc, (6d)
Z ≡ λ− 6Ξs+ 3∇cΞ∇cΞ, (6e)
P abcd ≡ Rabcd − Ξdabcd − 2δ[caLd]b − 2L[cagd]b. (6f)
Then the metric tracefree conformal Einstein field equations can be expressed as
Υab = 0, Θa = 0, ∆abc = 0, Λabc = 0 Z = 0, P
a
bcd = 0, (7)
from where the zero-quantities take their name. A detailed derivation of the system (6a)-(6f), first
obtained by Friedrich in [17], can be found in [30]. As a consequence of imposing the tracefree
condition on the matter sector, the system is supplemented with the conservation law
∇aTab = 0. (8)
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Remark 2. Assuming the vanishing of the zero-quantities, equations (6a)-(6d) are read as dif-
ferential conditions for the fields Ξ, s, Lab and d
a
bcd subject to condition (8). Equation (6e)
plays the role of an algebraic constraint which is satisfied if it holds at a single point by virtue
of the other equations—see Lemma 8.1 in [30]. Equation (6f), on the other hand, establishes the
irreducible decomposition of the Riemann tensor.
Remark 3. Direct evaluation of (6e) with Z = 0 on the conformal boundary shows that for anti
de Sitter-like spacetimes (λ < 0) I is timelike—see e.g. Theorem 10.1 in [30].
By a solution to the tracefree metric conformal Einstein field equations it is understood a
collection (gab, Ξ, s, Lab, d
a
bcd, Tab) satisfying conditions (7) and (8). The relation between the
metric tracefree conformal Einstein field equations and the Einstein field equations (1) is given
by the following statement:
Proposition 1. Let (gab, Ξ, s, Lab, d
a
bcd, Tab) denote a solution to the metric tracefree con-
formal Einstein field equations such that Ξ 6= 0 on an open set U ⊂M. If, in addition, condition
Z = 0 is satisfied at a point p ∈ U , then the metric
g̃ab = Ξ
−2gab
is a solution to the Einstein field equations (1) on U .
A proof of this proposition is given in [30]—see Proposition 8.1.
3 The evolution system
In [26] Paetz has proved that for Tab = 0, the vanishing of Υab, Θa, ∆abc and Λabc implies a
system of geometric wave equations for the collection of conformal fields (Ξ, s, Lab, d
a
bcd), where
 ≡ gab∇a∇b is the relevant second order operator applied to the various fields. This has been
generalised to the tracefree matter case in [8], Lemma 1, under the assumption that conditions (7)
and (8) are satisfied. In particular, the condition P cacb = 0 renders an equation for the metric,
namely
Rab = 2Lab +
1
6
Rgab. (9)
Remark 4. Here, Rab encodes the derivatives of gab once a system of coordinates has been
adopted, while Lab is an independent field. The last equation can be viewed as an Einstein field
equation for gab coupled to some unphysical matter fields. In view of this, equation (9) will be
known as the unphysical Einstein equation.
Remark 5. The operator  does not provide satisfactory quasilinear wave equations however,
as undesired second order derivatives of the components of gab emerge in the principal part of the
system once coordinates are introduced. Furthermore, the system obtained in [8] poses two more
challenges: (i) the appearance of second order derivatives of R and (ii) the existence of second
(and possibly higher) order derivatives of the matter field under consideration. In order to apply
results from the theory of partial differential equations these problems must be addressed. The
first two issues have been discussed in [7], Section 2.3, and will be briefly presented in the next
subsection, while the third one has been analysed in [8] for some particular models.
3.1 Gauge considerations
3.1.1 Conformal gauge source function
Given two conformally related metrics gab and g
′
ab, the relation between their corresponding
Ricci scalars can be read as a differential equation for the corresponding conformal factor. Then,
prescribing the Ricci scalar is equivalent to the specification of the representative of the conformal
class [g̃]. Accordingly, the Ricci scalar associated to the unphysical metric gab will be specified
by the gauge function R(x)—that is
R = R(x).
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3.1.2 Generalised harmonic coordinates and the reduced Ricci operator
The second piece of the gauge freedom is contained in the coordinate choice. Let x = (xµ) be
coordinates satisfying the generalised wave condition
2xµ = −Fµ(x), (10)
where Fµ(x) are the so-called coordinate gauge source functions. A simple calculation shows that
these are related to the contracted Christoffel symbols Γµ ≡ gστΓµστ via
Fµ(x) = Γµ.
In this context, we introduce the reduced Ricci operator
Rµν [g] ≡ Rµν − gσ(µ∇ν)Γσ + gσ(µ∇ν)Fσ(x). (11)
Here, Rµν is given explicitly in terms of first and second order partial derivatives of gµν . This
operator, along with R(x), produces a hyperbolic equation for gµν when equation (9) is written
in terms of them.
3.1.3 The reduced wave operator
Making use of the generalised wave coordinate condition a suitable hyperbolic operator can be
defined as follows:
Definition 1. Let Tλ···ρ be a tensor field. The action of the reduced wave operator, , on it is
given by:
Tλ···ρ ≡ Tλ···ρ +
(
(2Lτλ +
1
6
R(x)gτλ −Rτλ)− gστ∇λ(Fσ(x)− Γσ)
)
T τ ···ρ + · · ·
· · ·+
(
(2Lτρ+
1
6
R(x)gτρ −Rτρ)− gστ∇ρ(Fσ(x)− Γσ)
)
Tλ···
τ ,
where  ≡ gµν∇µ∇ν . The action of  on a scalar field φ is simply given by
φ ≡ gµν∇µ∇νφ.
Further details and motivation behind this definition can be found in [7]. In this sense, we will
say that a system of wave equations expressed in terms of  is proper.
3.1.4 Summary: gauge reduced evolution equations
In view of the previous discussion, and as presented in [8], when generalised wave coordinates are
adopted, the system of wave equations for the components of the conformal geometric fields to
be considered is the following:
Ξ = 4s− 1
6
ΞR(x), (12a)
s = − 16sR(x) + ΞLµνL
µν − 16∇µR(x)∇
µΞ + 14Ξ
5TµνT
µν − Ξ3LµνTµν + Ξ∇µΞ∇νΞTµν , (12b)
Lµν = −2ΞdµρνλLρλ + 4LµλLνλ − LλρLλρgµν + 16∇µ∇νR(x) +
1
2Ξ
3dµλνρT
λρ
−Ξ∇λTµλν − 2T(µ|λ|ν)∇λΞ, (12c)
dµνλρ = −4Ξdµτ [λσdρ]σντ − 2Ξdµτ νσdλρτσ + 12dµνλρR(x)− T[µ
σΞ2dν]σλρ − Ξ2T[λσdρ]σµν
−Ξ2gµ[λdρ]σντT τσ + Ξ2gν[λdρ]σµτT τσ + 2∇[µT|λρ|ν] + εµνστ∇τ ∗Tλρσ, (12d)
gµν = f(g, ∂g). (12e)
Here, the last equation corresponds to expression (9) written in terms of the reduced wave operator
by means of relation (11).
Remark 6. The reduced system (12a)-(12e) constitutes a system of quasilinear wave equations for
the fields Ξ, s, Lµν , dµνλρ and gµν . Strictly speaking though, this is a system of wave equations
only if gµν is known to be Lorentzian. Precise statements concerning the local existence and
uniqueness results for this type of systems can be found in [9, 12].
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3.2 The subsidiary evolution equations
Once a proper system for the conformal fields has been obtained, it is necessary to prove that
any solution to this system corresponds to a solution to the metric tracefree conformal Einstein
field equations. In [8], Section 5, it has been shown that the evolution of the zero-quantities can
be encoded in a system of homogeneous geometric wave equations. Suitable initial and boundary
data for this system will be discussed in Section 6.
Remark 7. A further piece in the analysis is to prove the consistency of the gauge with the field
equations. In [8] it has been shown how to construct a system of homogeneous wave equations
for an additional set of subsidiary fields under the assumption of a tracefree energy-momentum
tensor. The conditions required to establish vanishing initial and boundary data for these fields
have been described in [7], from where the propagation of the gauge follows.
4 The conformal constraint equations
This section will be devoted to the discussion of the constraint equations implied by the metric
tracefree conformal Einstein field equations. This system, first discussed in [16], will serve to
construct the initial and boundary data sets required to establish a well-posed initial-boundary
problem for the wave equations (12a)-(12e). A detailed discussion of their derivation and prop-
erties in the general matter case can be found in [30], Chapter 11.
4.1 Basic definitions
Let H denote a (spacelike or timelike) hypersurface of the unphysical spacetime (M, g) with unit
normal vector na. Then, we define the norm of na as:
ε ≡ nana,
so that ε take the values 1 or -1 for timelike or spacelike hypersurfaces H, respectively. The
normal vector induces a decomposition via the projector to H
ha
b ≡ gab − εnanb.
The intrinsic derivative Da on H is defined in the following way: let f be a scalar function and
Aa
b be a tensor field on M, then
Daf ≡ hab∇bf,
DeAa
b ≡ hefhachdb∇fAcd.
Expressions involving higher rank tensors follow an analogous rule. The derivative in the direction
of na (simply called the normal derivative) is given by
D ≡ na∇a.
The extrinsic curvature of H is defined as
Kab ≡ hachbd∇cnd.
In the following let
Σ, s, hij Li, Lij , dij , dijk, dijkl
denote, respectively, the pull-backs of the following geometric objects
na∇aΞ, s, gab, nchadLcd, hachbdLcd,
nbndhe
ahf
cdabcd, n
bhe
ahf
chg
ddabcd, he
ahf
bhg
chh
ddabcd
to H. In order to take into account the contributions from the matter fields, let ρ, ji, Tij , Ji, Jij
and Tijk stand, respectively, for the pull-backs of the projections
nanbTab, n
bhc
aTab, hc
ahd
bTab, n
bnchd
aTabc, n
chd
ahe
bTabc, hd
ahe
bhf
cTabc.
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Remark 8. The tensor hij corresponds to the 3-metric induced by gab on H and it will be either
Lorentzian if H is timelike or Riemannian if it is spacelike. Similarly, we will denote by Kij the
pull-back of Kab and by K = h
ijKij its trace.
Remark 9. The fields dij and dijk encode, respectively, the electric and magnetic parts of the
rescaled Weyl tensor dabcd with respect to the normal na. It can be verified that
dij = dji, di
i = 0, dijk = −dikj , d[ijk] = 0,
dijkl = 2ε(hi[ldk]j + hj[kdl]i).
From this point onwards, the restriction of the conformal factor Ξ to the conformal boundary
will be denoted by Ω—that is,
Ω ≡ Ξ|I .
Next, we define the Schouten tensor of the intrinsic 3-metric hij as
lij ≡ rij −
1
4
rhij ,
where rij and r are the corresponding intrinsic Ricci tensor and scalar. In terms of these fields,
a number of constraints are obtained from the different projections of equations (7) to H. This
results in the intrinsic equations
DiDjΩ = −εΣKij − ΩLij + shij +
1
2
Ω3Tij , (13a)
DiΣ = Ki
kDkΩ− ΩLi +
1
2
Ω3ji, (13b)
Dis = −εLiΣ− LikDkΩ +
1
2
Ω2(εΣji + TijD
jΩ), (13c)
DiLjk −DjLik = −εΣdkij +DlΩdlkij − ε(KikLj −KjkLi) + ΩTijk, (13d)
DiLj −DjLi = DlΩdlij +KikLjk −KjkLik + ΩJij , (13e)
Dkdkij = ε
(
Kkidjk −Kkjdik
)
+ Jij , (13f)
Didij = K
ikdijk + Ji, (13g)
λ = 6Ωs− 3εΣ2 − 3DkΩDkΩ, (13h)
DjKki −DkKji = Ωdijk + hijLk − hikLj , (13i)
lij = −εΩdij + Lij + ε
(
K
(
Kij −
1
4
Khij
)
−KkiKjk +
1
4
KklK
klhij
)
. (13j)
Here, the last two relations are purely geometric and correspond to the conformal Codazzi-
Mainardi and Gauss-Codazzi equations. Expressions (13a)-(13j) are called the metric tracefree
conformal constraint equations. A full derivation of this system can be found in [30] along with
an extensive discussion of their properties.
4.1.1 The conformal constraints on the conformal boundary
Let `ab be the intrinsic Lorentzian 3-metric associated to the conformal boundary with normal
vector 6na. In the following, objects and operators crossed by a line / will represent projections
obtained via `a
b and 6na. Also, ' will denote an equality valid on I . Evaluating the conformal
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constraints on the conformal boundary (Ω = 0, ε = 1) we obtain the following simplified system:
6Σ 6Kij ' s`ij , (14a)
6Di 6Σ ' 0, (14b)
6Dis ' −6Li 6Σ, (14c)
6Di 6Ljk − 6Dj 6Lik ' −6Σ 6dkij − (6Kik 6Lj − 6Kjk 6Li), (14d)
6Di 6Lj − 6Dj 6Li ' 6Kik 6Ljk − 6Kjk 6Lik, (14e)
6Dk 6dkij ' 6K
k
i 6djk − 6K
k
j 6dik + 6J ij , (14f)
6Dj 6dij ' 6K
jk 6djik + 6J i, (14g)
λ ' −36Σ2, (14h)
6Dj 6Kki − 6Dk 6Kji ' `ij 6Lk − `ik 6Lj , (14i)
6 lij ' 6Lij + 6K
(
6Kij −
1
4
6K`ij
)
− 6Kki 6Kjk +
1
4
6Kkl 6K
kl`ij . (14j)
A procedure to solve these equations in the vacuum case has been discussed in [18] where the solu-
tion is given in terms of a gauge quantity related to the Friedrich scalar and `ab. For convenience,
we introduce the rescaled Cotton tensor of `ab:
yijk ≡ 6Di 6 ljk − 6Dj 6 lik.
Adopting this approach, the following result can be enunciated:
Proposition 2. Let (M, g) be a 4-dimensional manifold and I ⊂ M a timelike conformal
boundary with intrinsic 3-dimensional Lorentzian metric `ij and normal 6na. Consider a tracefree
energy-momentum tensor Tab with 6ji its orthogonal-normal projection with respect to 6n
a. Let
κ(x) be a smooth scalar gauge function defined on I . Then a solution to the tracefree conformal
constraint equations (14a)-(14j) on I is given by the fields
6Σ '
√
|λ|
3
, (15a)
s ' 6Σκ, (15b)
6Kij ' κ`ij , (15c)
6Li ' −6Diκ, (15d)
6Lij ' 6 lij −
1
2
κ2`ij , (15e)
6dkij ' −6Σ
−1yijk, (15f)
along with a tracefree symmetric tensor field 6dij satisfying
6Dj 6dij ' −6Σ 6ji. (16)
Proof. Firstly, 6Σ is given by (14h). As mentioned before, s is a gauge quantity on I and
expressed by equation (15b). Direct substitution into constraints (14a), (14c), (14j) and (14d)
readily leads to the solutions for 6Kij , 6Li, 6Lij and 6dijk, respectively. Using these, equations (14b),
(14e) and (14i) are trivially satisfied. Regarding the equations with matter terms, when the fields
6J ij and 6J i are written explicitly in terms of the energy-momentum tensor via equation (5), a
straightforward calculation yields
6J ij ' 0, 6J i ' −6Σ 6ji.
On the other hand, by virtue of the definition of yijk, it follows that that 6Dkyijk ' 0. Using this
and the expressions for 6J i and 6J ij stated above, it is found that (14f) is trivially satisfied and
(14g) corresponds to equation (16).
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Having obtained the solutions for the constraint equations on the conformal boundary, a
converse-like result can be formulated with the addition of an auxiliary assumption:
Lemma 1. Let T ⊂M be a timelike hypersurface such that conditions (15a)-(15e) hold. If Ω = 0
on some fiduciary spacelike hypersurface C? of T , then one has that Ω = 0 on T .
Proof. Consider the case when κ 6= 0 on C?. Using equations (15b), (15c) and (15e), the trace of
the conformal constraint (13a) provides the following wave equation for Ω to be satisfied on T :
6Di 6D
iΩ ≡ `Ω = −Ω
(
r
4
− 3
2
κ2
)
− 1
2
Ω3ρ, (17)
where it has been used that for a tracefree unphysical energy-momentum tensor Ti
i = −ερ. On
the other hand, when (15a), (15c) and (15d) are substituted into constraint (13b) we have
κ 6DiΩ = −Ω 6Diκ −
1
2
Ω3ji. (18)
As κ 6= 0 and Ω = 0 on C?, it follows from the last equation that 6DiΩ = 0 on C?, which represents
a first order initial condition for Ω. Due to the homogeneity of (17), along with the uniqueness
of its solutions, we conclude then that Ω = 0 on T , that is to say, it corresponds to the conformal
boundary. Regarding the case κ = 0, it has been showed in [7] how the conformal gauge freedom
can be exploited to render this case into the κ 6= 0 one.
4.1.2 Solutions to the conformal constraints on a spacelike hypersurface
Constraint equations (13a)-(13j) enable us to obtain the conformal version of the so-called Hamil-
tonian and Momentum constraints on a spacelike hypersurface (ε = −1). A straightforward
calculation shows that for a tracefree matter field these take the form:
Ω
2
2
(r +K2 −KijKij) = 2KΩΣ− 2ΩDiDiΩ− 3Σ2 + 3DiΩDiΩ + λ+ Ω4ρ, (19a)
Ω(DjKi
j −DiK) = 2(KijDjΩ−DiΣ) + Ω3ji. (19b)
It follows that under a conformal approach, the collection of fields (hij ,Kij ,Ω,Σ, ρ, ji) satisfying
the previous equations must be prescribed as the basic initial data, i.e. they determine the
remaining fields on a spacelike hypersurface. Together with the boundary data, this set will serve
to evolve the wave equations for the conformal fields. Directly from the conformal constraints
one obtains the following expressions for the initial data:
s =
1
3
(
∆Ω +
1
4
Ω
(
r +K2 −KijKij
)
− ΣK + 1
2
Ω3ρ
)
, (20a)
Lij =
1
Ω
(
shij + ΣKij −DiDjΩ
)
+
1
2
Ω2Tij , (20b)
Li =
1
Ω
(
Ki
kDkΩ−DiΣ
)
+
1
2
Ω2ji, (20c)
dij =
1
Ω
(
− Lij + lij +
(
K
(
Kij −
1
4
Khij
)
−KkiKjk +
1
4
KklK
klhij
))
, (20d)
dijk =
1
Ω
(
DjKki −DkKji + hikLj − hijLk
)
. (20e)
The fact that these expressions are singular at Ω = 0 leads to the following:
Definition 2 (anti-de Sitter-like initial data with tracefree matter). For a tracefree anti-
de Sitter-like initial data set it is understood a 3-manifold S? with boundary ∂S? ≈ S2 together
with a collection of smooth fields (hij ,Kij ,Ω,Σ, ρ, ji) such that:
(i) Ω > 0 on intS?;
(ii) Ω = 0 and |dΩ|2 = Σ2 − 13λ > 0 on ∂S?;
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Figure 1: Penrose diagram of the set-up for the construction of anti-de Sitter-like spacetimes as
described in the main text. Initial data prescribed on S? \ ∂S? allows to recover the dark shaded
region D+(S? \∂S?). In order to recover D+(S?∪I +) it is necessary to prescribe boundary data
on I +.
(iii) the fields s, Lij, Li, dij and dijk computed from relations (20a)-(20e) extend smoothly to
∂S?.
Remark 10. Anti-de Sitter-like initial data sets are closely related to the so-called hyperboloidal
data sets for Minkowski-like spacetimes—see [23]. By means of this correspondence it is possible
to adapt the existence results for hyperboloidal initial data sets in [2, 3] to the anti-de Sitter-like
setting. In particular, this shows the existence of a large class of time symmetric data, i.e. data
for which Kij = 0.
5 General set-up
In this section we identify the relevant boundary data required for the formulation of the initial-
boundary problem for anti-de Sitter-like spacetimes with tracefree matter. Except for the data
corresponding to the electric part of the Weyl tensor, the rest of the construction is identical to
the one for the vacuum case analysed in [7] where a more detailed discussion is presented.
Let (M, g,Ξ) be a conformal extension of an anti-de Sitter-like spacetime (M̃, g̃) where gab
and g̃ab are conformally related metrics. Let S? ⊂ M be a smooth, compact and oriented
spacelike hypersurface with boundary ∂S?. Furthermore, S? ∩I = ∂S? is the so-called corner.
The portion of I in the future of S? will be denoted by I +. In addition, it will be assumed that
the causal future J+(S?) coincides with the future domain of dependence D+(S? ∪I +) and that
S? ∪I + ≈ S? × [0, 1) so that, in particular, I + ≈ ∂S? × [0, 1)—see Figure 1.
5.1 Coordinates
Let us introduce adapted coordinates x = (xµ) such that S? and I are given as
S = {x ∈ R3 | x0 = 0}, I = {x ∈ R3 | x1 = 0},
so the corner is defined by the condition x0 = x1 = 0. Coordinates are propagated off S? via
the generalised wave coordinated condition (10). Observe that this can always be locally solved:
the expression above provides the value of the coordinates on S? while their normal derivatives
are obtained from the requirement that the coordinates (xµ) are independent, that is to say, the
coordinate differentials dxµ must be linearly independent.
5.2 Boundary conditions for the conformal evolution equations
In order to formulate an initial-boundary problem for anti-de Sitter-like spacetimes we must
provide Dirichlet boundary data for the wave equations (12a)-(12e) on the conformal boundary.
Next we summarise the results found in [7] which directly extend to the tracefree case.
Adopting a Gaussian gauge on the conformal boundary, the metric can be written as
g ' dx1 ⊗ dx1 + `αβdxα ⊗ dxβ , (α, β = 0, 2, 3)
with `αβ the components of the Lorentzian 3-metric `ij . In terms of this the boundary data are
Ξ ' 0, s ' 6Σκ(x), 6Lα ' −6Dακ, 6Lαβ ' 6 lαβ − 12κ
2(x)`αβ ,
6L11 ' 16R(x)−
1
4r +
3
2κ
2(x), 6dαβγ ' −6Σ
−1yαβγ ,
where 6Σ is given by (15a). However, the data for the electric part of the Weyl tensor 6dij differs
from the one in the vacuum case, so it will be analysed in the next subsection.
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5.2.1 Boundary data for 6dij
As showed in Proposition 2, the electric part of the rescaled Weyl tensor is determined by equation
(16). In order to analyse this differential equation it is convenient to perform a 2+1 decomposition
on the conformal boundary. For this purpose consider a foliation of I given by a family of
spacelike hypersurfaces ∂St with normal vector νi. This induces the projector
si
j = `i
j + νiν
j .
In an analogous manner to Section 4, we define the intrinsic derivative operator δi satisfying
δisjk = 0 along with a normal derivative δ ≡ νi 6Di—see Table 1 for a clear distinction of the
various hypersurfaces and the relevant objects defined on them. The projector si
j allows us to
further decompose tensors 6dij and 6ji with respect to νi:
6dij = wij − νiwj − νjwi + wνiνj , 6ji = pi − pνi,
where the different components are defined as
wij ≡ `ik`j l 6dkl, wi ≡ νl`ik 6dkl, w ≡ νiνj 6dij , pi ≡ sik 6jk, p ≡ νi 6ji.
From this it follows that wi
i = w. Assuming that the acceleration νj 6Djνi locally vanishes,
we introduce the extrinsic curvature kij ≡ 6Diνj associated to the foliation, as well as its trace
k ≡ sijkij . A calculation shows that equation (16) implies the system
δiwi − δw = −2kijw{ij} − 6Σp, (21a)
2δwi − δiw = −2kwi − 2wjkij + 2δjw{ij} + 2 6Σpi, (21b)
with w{ij} ≡ wij − 12sijw being the s-tracefree part of wij .
Table 1
Hypersurface Normal vector Intrinsic metric Derivative operator
S? na (↑) hab = gab + nanb Da
I 6na (←) `ab = gab − 6na 6nb 6Da
∂St νa (↑) sab = `ab + νaνb δa
The arrows next to the normal vectors indicate their direction with respect to
the diagram in Figure 1.
Remark 11. If w{ij}, pi and p are given, then equations (21a)-(21b) constitute a symmetric
hyperbolic system for w and wi. In this sense, these fields constitute additional pieces of basic
boundary data. The particular tracefree matter model in consideration will determine pi and p
in an explicit way. On the other hand, it was noticed in [7] that the two independent components
of w{ij} can be related to the notions of incoming and outgoing radiation. By exploiting the
Newman-Penrose formalism, this can be expressed in terms of two complex-valued scalar fields
ψ0 and ψ4.
The above discussion leads to:
Lemma 2. Let I be endowed with the following smooth fields:
(i) a 3-dimensional Lorentzian metric `ij;
(ii) a set of coordinate gauge source functions Fµ(x) and the gauge function κ(x);
(iii) a symmetric tensor w{ij} which is spatial with respect to the foliation induced on I by
the functions Fµ(x) and tracefree with respect to the metric induced on the leaves of the
foliation;
(iv) a spatial (in the same sense as in (iii)) vector pi, and scalars p and 6Σ;
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(v) a choice of fields w and wi on a fiduciary hypersurface ∂S? of I .
Then there exists t• > 0 such that on the cylinder It• ≈ [0, t•) × ∂S? the fields w and wi are
uniquely determined and, together with the fields prescribed in (iii) and (iv), satisfy the constraint
(16).
5.3 Summary
The analysis of this section can be summarised in the following:
Proposition 3. Let (`ij , w{ij}, pi, p) be a collection of smooth fields defined on I as in Lemma 2
and (6Σ, s, 6Kij , 6Li, 6Lij , 6dijk) be the fields constructed according to the procedure described in
the previous subsection. Then, the zero-quantities (6a)-(6f) satisfy
`b
aΘa ' 0, Z ' 0
`c
a`d
bΥab ' 0, 6na`cbΥab ' 0,
`e
c`f
d`g
b∆cdb ' 0, 6nb`ec`f d∆cdb ' 0,
6nb`ec`f dΛbcd ' 0, 6nb 6nd`ecΛbcd ' 0,
`a
e`b
f `c
g`d
hPefgh ' 0, 6nd`ae`bf `cgPedfg ' 0,
at least on It• ≈ [0, t•)× ∂S?.
Remark 12. Notice that the boundary data discussed throughout this section is not necessarily
consistent with the initial data at the corner. Demanding the compatibility of these two sets of
data requires to impose so-called corner conditions. If one considers asymptotically hyperbolic
initial data, a gluing construction allows to satisfy these conditions to any arbitrary order [10].
In the present construction, this issue can be addressed by exploiting the conformal constraint
equations and the conformal Einstein field equations leading to a recursive procedure where the
n-th order conditions are dependent on the ones at (n−1)-th order for n > 1. For a more detailed
discussion see [24, 7].
6 Boundary data for the zero-quantities
Proposition 3 establishes that the boundary conditions discussed in Section 5.2 represent the
vanishing of a number of components of the zero-quantities on I —specifically, the ones involving
intrinsic derivatives. In order to show that these, in turn, imply the vanishing of the remaining
ones, we make use of their properties along with the geometric wave equations—see [8] for further
details. In particular, the relevant expressions are:
P cacb = 0, (22a)
Υa
a = 0, (22b)
∇aΘa = ΥabLab − 12Ξ
2ΥabTab, (22c)
∇dPabcd = −∆abc − ΞΛcab, (22d)
∇c∆acb = Υcddacbd + Λabc∇bΞ− LcdPacbd, (22e)
3∇[d∆ab]c = Λabdce∇eΞ + 3Υ[aedbd]ce + 3L[aePbd]ce − 32Ξ
2P[ab|c|
eTd]e + 2ΞΥ[a
egb|c|Td]e
+ΞΥ[a
eg|c|bTd]e, (22f)
where Λdabce ≡ 3Λc[dagb]e − 3Λe[dagb]c.
Boundary data for P abcd. By definition, the field P
a
bcd inherits the symmetries of the Riemann
tensor. This makes possible to decompose it into three main components:
P̂abcd ≡ `ae`bf `cg`dhPefgh, P̂abc ≡ 6nd`ae`bf `cgPedfg, P̂ab ≡ 6nc 6nd`ae`bfPecfd.
The first two vanish by virtue of the constraints (14i) and (14j), while a calculation shows that
P̂ab ' P cacb − 6na 6nb 6n
c 6ndP eced. From equation (22a) it follows that P̂ab ' 0.
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Boundary data for Υab. The zero-quantity Υab can be decomposed with respect to 6na by
defining the projections γab ≡ `ac`bdΥcd, γa ≡ 6nb`acΥbc and γ ≡ 6na 6nbΥab. Accordingly, we can
write
Υab = γab + 2γ(a 6nb) + γ 6na 6nb.
The prescription of the boundary data discussed in the previous section implies that γab ' 0 and
γa ' 0. On the other hand, by writing equation (22b) in terms of these projections one has that
γ ' γaa ' 0.
Boundary data for Θa. Consider the projections θa ≡ `abΘb and θ ≡ 6naΘa. Then we have
that
Θa = θa + 6naθ.
The boundary data prescription for 6Li is equivalent to θa ' 0. In order to prove the vanishing of
θ we use the identity (22c). Since Υab ' 0, a short calculation yields
6Dθ ' −3θκ(x).
Without loss of generality, it is always possible, under a further conformal rescaling of the form
g′ab = ω
2gab, to choose a conformal representation for which κ ' 0—see Lemma 1—meaning that
6Dθ ' 0. Last equation then implies that θκ(x) ' 0; nevertheless, thanks to the conformally
invariance, this result is valid in general. If κ = 0, the above rescaling enables us to find a
representation for which κ 6= 0 leading, in any case, to conclude that θ ' 0.
Boundary data for ∆abc. Consider the system of wave equations for the geometric fields (12a)-
(12e). As initial and boundary data sets for the system have already been established, a solution
can then be locally obtained in a neighbourhood of ∂S?. In particular, dabcd and its derivatives
are well-defined, which means that all the components of Λabc are regular. Moreover, it can be
checked that the trivial data for P abcd imply that ∇dPabcd ' 0. Thus, from equation (22d) we
conclude that ∆abc ' 0.
Boundary data for Λabc. In the case of Λabc we introduce the independent components λabc ≡
`a
d`b
e`c
fΛdef , λab ≡ 6nc`ad`beΛcde, Λab ≡ 6nc`ad`beΛdce and Λa ≡ 6nb 6nc`adΛbcd. In terms of these
we have that
Λabc = λabc + λbc 6na + 2Λa[c 6nb] + 2Λ[c 6nb] 6na. (23)
The boundary data for the electric and magnetic parts of dabcd are equivalent to λab ' 0 and
Λa ' 0. Next, we proceed to prove that the two remaining components vanish as well. First,
consider the normal derivative of the identity (22d) and project all its free indices onto I . This
results in
6Σλabc ' −6Dδabc,
where δabc ≡ `ad`be`cf∆def . Furthermore, projecting the identity (22f) with 6na`f b`gd`hd and
using the vanishing of Υab, ∆ab and P
a
bcd on I , a calculation yields
6Dδabc ' 0,
which then implies that λabc ' 0.
To complete the proof, define two further components of ∆abc: ∆ab ≡ 6nc`ad`be∆cde and
∆a ≡ 6nb 6nc`ad∆bdc. Observe that multiplying (22e) by 6nc, one readily finds that 6D∆a ' 0. This,
in turn, can be used to obtain expressions for the normal derivative of ∆ab by means of equations
(22d) and (22e), namely
6D∆ab ' 6ΣΛab, (24a)
6D∆ab ' −6ΣΛba. (24b)
From here we have that Λ(ab) ' 0. On the other hand, by exploiting the identity Λ[abc] = 0, a
simple calculation shows that 2Λ[ab] = λab ' 0, which proves that Λab ' 0.
The above results can be summarised as:
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Lemma 3. Assume that the wave equations for the conformal fields are valid. If the boundary
data for the geometric fields are given as in Proposition 3, then the geometric zero-quantities
vanish on I .
Remark 13. The components of the zero-quantities on S? corresponding to projections on this
hypersurface vanish by the way the anti-de Sitter-like initial data have been constructed. Com-
ponents with a transversal (i.e., timelike) projection can be read as a first order evolution system
for the geometric conformal fields. Thus, in order to ensure the vanishing of the zero-quantities
on S?, one needs, firstly, to produce a solution to the conformal constraint equations. Secondly,
one reads the transversal components of the zero-quantities as definitions for the normal deriva-
tives of the conformal fields which can be readily computed from the solution to the conformal
constraints. In this sense, the transversal components of the zero-quantities vanish a fortiori.
Furthermore, as a consequence of this procedure, the normal derivatives of the zero-quantities
trivially vanish on S?.
7 Matter models
In this section several specific tracefree models of interest are studied. Namely, the conformally
invariant scalar field, the Maxwell field and the Yang-Mills field. The problem coupling these
matter models to the system (12a)-(12e) poses has been addressed in [8]. In particular, a system
of wave equations has been obtained in conjunction with an analysis for the respective subsidiary
variables. The aim of this section is to identify the basic boundary data corresponding to each
matter model required by the systems (12a)-(12e) and (21a)-(21b). An investigation of their
relation to the propagation of the constraints on I is also provided.
7.1 The conformally invariant scalar field
The conformally invariant scalar field is a first example of an explicit tracefree matter model of
interest. Let φ̃ be a scalar field on (M̃, g̃) governed by the equation
∇̃a∇̃aφ̃−
1
6
R̃φ̃ = 0.
Defining the unphysical scalar field φ ≡ Ξ−1φ̃, this equation remains invariant under the conformal
rescaling (2). This means that φ satisfies
∇a∇aφ−
1
6
Rφ = 0. (25)
Furthermore, the energy-momentum tensor associated to this field is
Tab = ∇aφ∇bφ− 12φ∇a∇bφ−
1
4gab∇cφ∇
cφ+ 12φ
2Lab. (26)
Due to the second order derivatives of φ in the last expression, the coupling of this matter
model to the wave equations (12a)-(12e) will result in the appearance of up to fourth order
derivatives of φ in the evolution system. This can be remedied by first noticing that the third
order derivatives are of the form ∇[a∇b]∇cφ—see equation (5)—so using the commutator of
covariant derivatives they can be expressed in terms of ∇aφ. First and second derivatives, on the
other hand, can be removed by introducing the auxiliary fields
φa ≡ ∇aφ, φab ≡ ∇a∇bφ, (27)
satisfying the system of wave equations
φa = 2φ
bLab +
1
3
Rφa +
1
6
φ∇aR, (28a)
φab = 12φabR−
1
3RφLab − 2φ
cdLcdgab − 16φ
cgab∇cR+ 16φ∇(a∇b)R− 2Ξφ
cddacbd
+8φ(a
cLb)c + 2Ξφ
cT(a|c|b) +
2
3φ(a∇b)R+ 2φ
c∇(aLb)c − 2φcd(a|c|b)d∇dΞ. (28b)
Writing them in terms of the reduced wave operator, these equations together with (25) must be
coupled to the system (12a)-(12e).
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7.1.1 Basic boundary data
Next, we analyse the data one must prescribe on I . As the fields φ, φa and φab satisfy wave
equations, we prescribe suitable Dirichlet boundary data for them. First, notice that φ can be
freely prescribed as its value is not constrained by any equation intrinsic to I ; this in turn deter-
mines its derivatives on the boundary. Moreover, the normal derivative is not independent since
(25) can be written as an equation constraining 6Dφ. Alternatively, observe that the prescription
of Neumann boundary conditions, instead of Dirichlet ones, also yields a well-posed problem.
7.1.2 Boundary data for the evolution systems
In order to analyse the Dirichlet boundary data for the auxiliary fields it is convenient to introduce
the projections
ϕa ≡ `abφb, ϕ ≡6naφa, φ̄ab ≡ `ac`bdφcd, φ̄a ≡6nc`abφbc.
From the discussion above, ϕa and ϕ can be obtained directly once the basic data have been
imposed; these represent the boundary data for φa. On the other hand, observing that φa
a = 16Rφ
we can write
φab = φ̄ab+ 6naφ̄b+ 6nbφ̄a + ( 16Rφ− φ̄a
a) 6na 6nb.
Since φ̄ab and φ̄a can, via commutation of covariant derivatives, be determined from φ on the
conformal boundary, it follows that the boundary data for φab is completely determined from the
basic data.
Finally, we focus on the boundary data pi and p required for the system (21a)-(21b). From
the decompositions for φa and φab, along with expression (26), one has that
6ji ' ϕϕi −
1
2
φ2 6Diκ +
1
2
φ(κϕi − 6Diϕ).
This shows that 6 ji can be expressed in terms of the basic boundary data and, in consequence,
the fields pi and p are computable.
7.1.3 Boundary data for the subsidiary fields
In the same spirit of the discussion in Section 3.2, it is now necessary to prove the consistency of
the definitions (27). To this end we introduce the subsidiary fields
Qa ≡ φa −∇aφ, (29a)
Qab ≡ φab −∇a∇bφ, (29b)
where Qab is symmetric and tracefree. From the previous discussion, it can be easily checked that
the prescription of boundary data for φ is equivalent to
`a
bQb ' 0, 6naQa ' 0, `ac`bdQcd ' 0, 6nb`acQbc ' 0.
Exploiting the fact that Qa
a = 0, it readily follows that 6na 6nbQab ' −`abQab ' 0, implying the
vanishing of Qa and Qab on I .
Remark 14. Similarly, we prescribe initial data consisting of φ and Dφ on S? in an analogous
manner as it was done on I . In consequence, vanishing initial data for Qa and Qab are obtained,
which in turn implies that their intrinsic first derivatives vanish. Furthermore, it can be directly
checked that their normal derivatives vanish too. Hence, ∇aQb = 0 and ∇aQbc = 0 on S?.
On the other hand, assuming the validity of wave equations for φ, φa and φab the subsidiary
fields satisfy geometric wave equations. Denoting Qa and Qab as Q and Q
′, respectively, we have
Qa = Ha(Q,Q
′),
Qab = Hab(Q,Q
′,∆),
where Ha and Hab are homogeneous functions of their arguments. From the discussion above,
along with Lemma 3 and Remark 13, this system can be supplemented with suitable vanishing
initial-boundary data. In consequence, the unique solution on the spacetime is the trivial one,
i.e. Qa = Qab = 0, proving the consistency of definitions (27).
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7.1.4 Summary
The material of this subsection can be summed up as:
Lemma 4. Let φ be the conformally invariant scalar field satisfying equation (25) with energy-
momentum tensor given by (26). If φ and its normal derivative are prescribed on S? and I , then
the system (12e)-(12e) coupled to (25), (28a) and (28b), written in terms of the reduced wave
operator, constitute a proper system of quasilinear wave equations for the Einstein-conformally
invariant scalar field system.
7.2 The Maxwell field
The next example under consideration is the electromagnetic field. In the physical spacetime the
information is encoded in the antisymmetric Faraday tensor F̃ab which satisfies Maxwell equations
∇̃aF̃ab = 0,
∇̃[aF̃bc] = 0.
Defining the rescaling Fab ≡ F̃ab, the unphysical Maxwell equations have the same form, namely
∇aFab = 0, (30a)
∇[aFbc] = 0. (30b)
In terms of the Hodge dual F ∗ab ≡ − 12εab
cdFcd, equation (30b) can be written, alternatively, as
∇bF ∗ab = 0. (31)
Also, the energy-momentum tensor of the Maxwell field takes the form
Tab = FacFb
c − 1
4
gabFcdF
cd, (32)
in agreement with conservation law (8).
From equation (32) is clear that the coupling of the Maxwell field to the system (12a)-(12e)
results in the appearance of second order derivatives of Fab. The hyperbolicity of the system
can be restored adopting a similar strategy as for the conformally invariant scalar field. For this
purpose we introduce the fully tracefree tensor field
Fabc ≡ ∇aFbc. (33)
Formulae (30a)-(30b) imply that Fab and Fabc satisfy the following system of geometric wave
equations:
Fab = 13FabR− 2ΞF
cddacbd, (34a)
Fabc = −2ΞFadTbcd + 4ΞF[bdT|ad|c] − 2ΞFadedbdce − 4ΞF d[bedc]ead + 12FabcR+ 4F
d
bcLad
−4F da[bLc]d − 4F d[begc]aLde + 13Fbc∇aR− 2F
dedade[b∇c]Ξ− 4ΞF de∇[bdc]ead
− 13Fa[b∇c]R− 2F[b
edc]ead∇dΞ− Fdedaebc∇dΞ− 4F[bedc]dae∇dΞ− Faedbcde∇dΞ
+2F efga[bdc]edf∇dΞ + 13ga[bFc]d∇
dR. (34b)
Replacing  by the reduced wave operator, these are cast as hyperbolic wave equations and can
be coupled to the system (12a)-(12e).
7.2.1 Basic boundary data
The Faraday tensor accepts a simple decomposition with respect to 6na in terms of its electric
and magnetic parts defined, respectively, as Fa ≡6nc`abFbc and F ∗a ≡6nc`abF ∗bc; namely
Fab = Fa 6nb − Fb 6na + εcabF ∗c , F ∗ab = F ∗a 6nb − F ∗b 6na − εcabFc. (35)
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Here εabc ≡ 6ndεadbc is the 3-volume form induced on I . These components must satisfy two
additional constraints on I implied by Maxwell equations:
6DiFi ' 0, (36a)
6DiF ∗i ' 0. (36b)
In order to identify the basic data for the Maxwell field we perform a further decomposition with
respect to νi. Introducing the projections fi ≡ sijFj , f ≡ νiFi, f∗i ≡ sijF ∗j and f∗ ≡ νiF ∗i ,
these take the form
δf − kf − δifi ' 0, (37a)
δf∗ − kf∗ − δif∗i ' 0, (37b)
which represent an evolution system for f and f∗. Observe that the data required to establish
a well-posed problem for this system correspond to the fields fi and f
∗
i on I along with initial
conditions for f and f∗ at ∂S?.
7.2.2 Boundary data for the evolution systems
Having identified the basic data for the Maxwell field, we now proceed to verify that 6 ji can be
determined in terms of the basic data. A calculation using equation (32) yields
6ji = −εijkF jF ∗k. (38)
Directly from the definitions of pi and p it follows that
pi = εij(f
∗f j − ff∗j), p = −εjkf jf∗k. (39)
where εij ≡ νkεkij is the 2-dimensional volume form on the foliation ∂St satisfying νiεij = 0.
Here f and f∗ can be obtained from evolving equations (37a)-(37b). Therefore, the boundary
data for the system (21a)-(21b) are completely determined.
Next we show that the basic data also provides data for Fabc. For this purpose, we introduce
a number of components with respect to 6na:
fabc ≡ `ad`be`cfFdef , fab ≡ 6nd`ae`bfFdef , f̂ab ≡ 6ne`ad`bfFdef , Fa ≡ 6nb 6nc`adFbcd.
As Fabc possesses the same symmetries as Λabc—see equation (23)—we can write
Fabc = fabc + fbc 6na + 2f̂a[c 6nb] + 2F[c 6nb] 6na. (40)
From their definitions, a series of straightforward calculations results in
fabc ' κ(x)f[b`c]a + κ(x)εdefg`ae`bf `cgf∗d + εegh`bg`ch 6Daf∗e, (41a)
f̂ab ' −κ(x)εdfc`af `bcf∗d − 6Dafb. (41b)
On the other hand, one can exploit the symmetries of Fabc to obtain expressions for the remaining
components. In particular, using that F[abc] = 0 and Fab
a = 0, along with decomposition (40),
we obtain
fab ' 2f̂[ab], (42a)
Fa ' fbab. (42b)
Thus, once basic data for fa and f∗a have been provided on I , all the boundary data for the
field Fabc are computable.
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7.2.3 Boundary data for the subsidiary fields
In the next step of the analysis, we are now required to prove that any solution to the wave
equations (34a)-(34b) is also a solution to the unphysical Maxwell Equations. Accordingly, we
define the subsidiary fields
Ma ≡ ∇bFab, (43a)
Mabc ≡ ∇[aFbc], (43b)
Qabc ≡ Fabc −∇aFbc. (43c)
Boundary data for the fields obtained from the constraints (36a)-(36b) is equivalent to
6naMa ' 0, `ad`be`cfMdef ' 0.
Additionally, we also have that Qabc ' 0 as a consequence from the way the data for Fabc were
constructed. The vanishing of the remaining boundary data for the subsidiary fields follows from
observing that
`a
bMb = `a
b(F ccb −Qccb) ' f cca + Fa ' 0, (44a)
6nc`ad`beMcde = 6nc`ad`be(F[cde] −Q[cde]) ' 13 (fab + 2f̂[ba]) ' 0. (44b)
Remark 15. Following a similar argument, the constraints on S? establish basic initial data
which implies the vanishing of the subsidiary variables involving intrinsic derivatives, as well as
of Qabc. In the same vein as in Remark 13, Maxwell equations additionally provide evolution
equations for the corresponding electric and magnetic fields. Taking these as definitions for the
normal derivatives, the remaining components of Ma and Mabc trivially vanish on S?. In this
regard, a solution to the Maxwell equations must first be obtained. Under this construction, the
first derivatives of the subsidiary fields vanish on S?.
The propagation of the constraints is proven with the help of the system of geometric wave
equations satisfied by the subsidiary variables. Using an analogous notation as in the previous
subsection, and representing Ma and Mabc by M and M
′, respectively, we have that
Ma = Ha(M),
Mabc = Habc(M
′),
Qabc = Labc(M ,M
′,Q,Λ).
As vanishing initial and boundary data for the subsidiary fields have already been established,
Lemma 3 and Remark 13 help us to show that the homogeneity of the above system implies that
the only solution on the spacetime corresponds to Ma = 0, Mabc = 0 and Qabc = 0. In other
words, the Maxwell equations are satisfied.
The discussion of this subsection can be summarised in the following statement:
Lemma 5. Let Fab be the Faraday tensor satisfying the Maxwell equations (30a)-(30b) with
energy-momentum tensor given by (32). If the fields fi, f
∗
i are prescribed on I together with f
and f∗ at ∂S?, then the system (12a)-(12e) coupled to (34a)-(34b), written in terms of the reduced
wave operator, constitute a proper system of quasilinear wave equations for the Einstein-Maxwell
system.
7.3 The Yang-Mills field
As a third and last example of a tracefree matter field we consider the Yang-Mills field. Due to its
similarities with the Maxwell field, the analysis is, in great measure, analogous to the one in the
previous section. Let g be the Lie algebra of a group G. The physical Yang-Mills field consists
of a set of fields F̃ aab and gauge potentials Ã
a
a, where the indices a, b, . . . take values in g. Let
Cabc = C
a
[bc] be the structure constants of g. The physical Yang-Mills equations are
∇̃aÃab − ∇̃bÃaa + CabcÃbaÃcb − F̃ aab = 0,
∇̃aF̃ aab + CabcÃbaF̃ cab = 0,
∇̃[aF̃ abc] + CabcÃb[aF̃ cbc] = 0.
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Defining the rescaled fields F aab ≡ F̃ aab and Aaa ≡ Ãaa, the unphysical Yang-Mills equations
are obtained:
∇aAab −∇bAaa + CabcAbaAcb − F aab = 0, (45a)
∇aF aab + CabcAbaF cab = 0, (45b)
∇[aF abc] + CabcAb[aF cbc] = 0. (45c)
By defining the Hodge dual of the strength field F ∗aab ≡ − 12εab
cdFcd, relation (45c) can be
equivalently expressed as
∇bF ∗aba + CabcAbaF ∗cab = 0.
As the associated energy-momentum tensor is given by
Tab =
1
4δabF
a
cdF
bcdgab − δabF aacF bbc, (46)
undesired second order derivatives of F aab will emerge in the system (12a)-(12d). Inspired by the
analysis of the Maxwell field, we can deal with this problem by defining the auxiliary field
F aabc ≡ ∇aF abc + CabcAbaF cbc. (47)
The motivation behind the addition of the term containing the structure constants will become
evident when the boundary data for the subsidiary variables are computed.
Remark 16. One key aspect that characterises the coupling of the Yang-Mills field to the main
system for the geometric fields is the fact that, in order to carry out a hyperbolic reduction, we
require to incorporate a set of gauge source functions
fa(x) ≡ ∇aAaa. (48)
In terms of this gauge quantity, the fields F aab and F
a
abc satisfy a system of geometric wave
equations, namely
Aaa = 16A
a
aR+ 2A
abLab + C
a
bcF
c
abA
bb + Cabcf
c(x)Aba − CabcAbb∇bAca +∇afa(x), (49a)
F aab = −2ΞF acddacbd + 13F
a
abR+ 2C
a
bcF
b
a
cF cbc − 2CabcF ccabAbc + Cabcfb(x)F cab
−CabeCecdF dabAbcAcc, (49b)
F aabc = 12F
a
abcR+ 4F
ad
bcLad + 2F
bd
bcF
c
adC
a
bc − F cabcfb(x)Cabc + 13F
a
bc∇aR
−F dabcAbdAcdCabeCecd − 2AbdCabc∇dF cabc − F adedaebc∇dΞ− F aaedbcde∇dΞ
+2ΞF ade∇edadbc − 4ΞF ad[bed|ad|c]e − 2ΞF aaded[b|d|c]e − 4F ada[bLc]d + 4ΞF a[bdTc]da
+4ΞF a[b
dT|ad|c] − 13F
a
a[b∇c]R+ 4F ba[bdF cc]dCabc − 4F ad[beL|dega|c]
−2ΞF adeT[b|dega|c] − 4F a[bdd|ad|c]e∇eΞ− 2F a[bdd|a|ec]d∇eΞ + 2F adedad[b|e|∇c]Ξ
− 13F
a
[b
dg|a|c]∇dR− 2F adega[b∇|d|Lc]e. (49c)
Again, one must express these equations in terms of the reduced wave operator when they are
coupled the system (12a)-(12e).
7.3.1 Basic boundary data
Due to the presence of the gauge potentials Aaa in the Yang-Mills equations, which are coupled
to the strength potentials, the identification of its basic data will require a bit more of work.
Nevertheless, the approach to be adopted will be the same as for the Maxwell field. First,
introducing the projections F aa ≡ 6nc`abF abc and F aa ≡ 6nc`abF ∗abc, the fields F aab and F ∗aab
accept decompositions that are completely analogous to the ones in (35). On the other hand, for
the gauge potentials we define Aaa ≡ `abAab and Aa ≡ 6naAaa. Accordingly, we have
Aaa = Aaa + 6naAa. (50)
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Equations (45a)-(45c), provide a set of relations that are intrinsic to the conformal boundary.
The projections defined above enable us to write them as follows:
6DiF ai ' CabcAciF bi, (51a)
6DiF ∗ai ' CabcAciF ∗bi, (51b)
6DiAaj − 6DjAai ' εmkl`ik`j lF ∗am − CabcAbiAcj . (51c)
This system is supplemented with the corresponding decomposition of equation (48), namely
6DiAai ' fa(x)− 3κ(x)Aa − 6DAa. (52)
The last expression makes evident that the derivatives of the components of Aaa are not inde-
pendent of each other. In particular, this suggests that 6DAa is a piece of the basic data to be
prescribed on I .
Next, a further decomposition on I with respect to the timelike vector νa can be carried
out. For this purpose we define a number of objects: fai ≡ `ijF aj , fa ≡ νiF ai, aai ≡ `ijAj and
aa ≡ νiAai. It turns out that after suitable contractions, equations (51a)-(51c) and (52) produce
the intrinsic relations
δfa ' Cabc(acfb − acifbi) + kfa + δifai, (53a)
δf∗a ' Cabc(acf∗b − acif∗bi) + kfa + δif∗ai, (53b)
δaai − δiaa ' Cabcabaci + 2εijf∗aj , (53c)
δiaai − δaa ' kaa + fa(x)− 3κ(x)Aa − 6DAa. (53d)
Prescribing the fields fai, f
∗a
i, f
a(x), Aa and 6DAa on the conformal boundary, this constitutes
a symmetric hyperbolic system for the fields fa, f∗a, aai and a
a provided that initial values for
them are given at ∂S?.
7.3.2 Boundary data for the evolution equations
In view of the fact that F aab has the same symmetries as its counterpart Fab, it is clear that the
energy flux can be calculated in an analogous fashion. This results in the relation
6ji = −εijkF ajF ∗bkδab, (54)
from where the boundary data pi and p can be directly computed. The data for A
a
a, on the other
hand, can be extracted from solving the system (53a)-(53d). Regarding F aabc, its symmetries
make possible to perform a decomposition similar to the one carried out in (40). Ultimately, this
shows that the basic data on I allow us to determine F aabc.
7.3.3 Data for the subsidiary fields
The final piece in the analysis of this matter field corresponds to proving that the basic data on
I implies vanishing data for the relevant subsidiary fields. The system (51a)-(51c) is represented
the relations
6naMaa ' 0, `ad`be`cfMadef ' 0, `ac`bdMacd ' 0.
Analogous to the Maxwell field, the construction of the data for F aabc implies that Q
a
abc ' 0.
The parallelism between the Yang-Mills and Maxwell fields makes clear that the components
`a
bMab and 6nc`ad`beMacde vanish on the conformal boundary. Concerning Maab, it is possible
to show that it satisfies the identity
1
2C
a
bcF
babM cab − CabcAbaM ca = 0.
As it has been argued that Maa ' 0, then it follows that for an arbitrary field F aab the condition
Maab ' 0 must be satisfied. For completeness, the consistency of the gauge can be proved by
defining a further subsidiary field: P a ≡ ∇aAaa − fa(x). Trivially, equation (52) implies that
P a ' 0.
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Remark 17. Vanishing data for the subsidiary variables and their first derivatives on S? follow
from an argument similar to the one in Remark 15.
The subsidiary variables associated to the Yang-Mills field satisfy a set of homogeneous geo-
metric wave equations. Adopting a similar notation for functions which are for homogeneous in
their arguments as in the two previous sections, one can write
Maa = H
a
a(M ,∇M ,M ′,M ′′,Q,∇Q),
Maab = H
a
ab(M
′,M ′,∇M ′,M ′′,Q),
Maabc = H
a
abc(M
′,M ′′,∇M ′′,Q,∇Q),
Qaabc = L
a
abc(M ,M
′,M ′′,Q,∇Q,Λ),
P a = Ha(M ,M ′,P ,P ′),
where M , M ′, M ′′ stand, respectively, for Maa, M
a
ab and M
a
abc. Again, Lemma 3 and
Remark 13 allow us to establish the existence and uniqueness of the trivial solution for this
system, which proves that the Yang-Mills equations are satisfied.
7.3.4 Summary
Next, we summarise the above discussion:
Lemma 6. Let F aab and A
a
a be fields satisfying the Yang-Mills equations (45a)-(45c) with
energy-momentum tensor given by (46), and subject to a set of gauge source functions given by
(48). If the fields fai, f
∗a
i, f
a(x), Aa and 6DAa are prescribed on I together with values for
fa, f∗a, aai and a
a at ∂S?, then the system (12a)-(12e) coupled to (49a)-(49c), written in terms
of the reduced wave operator constitute a proper system of quasilinear wave equations for the
Einstein-Yang-Mills system.
8 Final remarks
The construction presented in this work depends crucially on the existence of a quasilinear system
of wave equations for the conformal fields coupled to tracefree matter. Remarkably, the construc-
tion of a homogeneous system of geometric wave equations for the geometric zero-quantities only
assumes a tracefree matter field, without the specification of the particular model being neces-
sary. Nevertheless, if a different tracefree matter model is examined, one must proceed to couple
it by constructing suitable quasilinear wave equations as well as initial and boundary data, not
to mention this may require the propagation of a set of subsidiary variables. The construction of
anti-de Sitter-like spacetimes with an arbitrary matter component under conformal methods still
remains as an open problem.
Based on the structural properties of the system of wave equations, we expect that this scheme
can be implemented in a straightforward manner in current numerical codes. In this respect, a
key ingredient of the boundary data is the prescription of the electric part of the Weyl tensor,
which is determined through the solution of a symmetric hyperbolic system. However, neither the
properties of suitable data for this system nor their implications for the stability of the system
are clear. A possible approach consists in exploiting the theory of symmetric hyperbolic systems
to identify the conditions leading to a well-posed Cauchy problem. This, potentially, might shed
further light on the effect of particular choices of boundary conditions on the stability/instability
of the anti-de Sitter spacetime.
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