Abstract-Complex systems are those systems composed of many, often very simple, interacting autonomous entities. Interactions between these entities give rise to behaviour and patterns at the global level that cannot be predicted by examining the behaviour of any single individual component in the system. By this definition, pervasive computing environments are complex systems. This paper develops the idea that complex systems theory can aid the design of service discovery, and that results from the field of complex networks research can be applied to service discovery protocols to improve their scalability and robustness. We describe the influences of complex systems theory on the design of an existing service discovery protocol for pervasive computing environments, and show that the application of complex systems ideas can improve scalability, performance and robustness of service discovery protocols.
I. INTRODUCTION
Pervasive computing environments are complex systems. These are environments where devices are distributed throughout, and the applications executing on each device operate with a higher level of autonomy than traditional applications. This autonomy is achieved through the use of such elements as service discovery and context information. These devices are often simple, with limited capabilities and dedicated to just one or two specialised tasks. It is their interaction with other devices that makes them useful. The composition of these devices, or more precisely the services executing on those devices, enables a broad range of tasks to be completed in the distributed environment. In essence, the whole is greater than the sum of the parts, a key feature of complex systems. Although in current computing environments, both the traditional and pervasive kinds, protocol and application specifications attempt to fully specify the allowable interactions and relationships between services and other entities in the system, other more intriguing and unexpected behaviours may arise from these interactions. In some cases, these emergent properties can contribute in a positive or negative way to the overall operation of the system, by influencing such factors as efficiency and robustness. The important thing to note is that these properties were neither designed nor predicted by the designer of the system. This paper shows the application of ideas from the field of complex system to service discovery by using our own service discovery protocol, Superstring [8] as an example. Superstring contains elements to support wide-area and dynamic localarea interactions. We apply complex systems ideas to both the local-area and wide-area components of Superstring.
The remainder of this paper is organised as follows. Section II contains a discussion of the related work in the field of service discovery, and points out why these existing protocols do not meet the demands of large scale pervasive computing environments. Section III gives a short introduction to complex systems theory, and introduces some common terms to be used throughout this paper. In Section IV, we show how some of the ideas introduced in Section III have been applied to Superstring and the distributed hashtable algorithm on which it is based. Section V outlines other areas of pervasive computing which may benefit from the application of complex systems science, and concludes the paper.
II. RELATED WORK
Existing service discovery protocols can be classified as commercial and widely available, or as academic research. It is interesting that most of the service discovery protocols developed as part of recent research projects take an entirely different approach than commercial protocols. The research focus in recent times has been on scalability. INS/Twine [2] and Superstring [8] , for example, utilise an underlying peerto-peer distributed hashtable as a basis for a service discovery protocol able to scale to at least metropolitan area networks.
In contrast, the available commercial protocols are focused on providing a discovery mechanism to relatively small networks. Hence, they utilise techniques such as multicast as exemplified by the Simple Service Discovery Protocol component of UPnP [4] , centralised directories or resolvers such as that used in Jini [12] , or rely on lower level protocols to discover other devices, each of which may be queried for services individually. This approach is used in Salutation [13] and Bluetooth [3] . Their emphasis is not to scale to large numbers of nodes and resources, rather it is to provide a simple discovery mechanism for a small community of devices.
INS/Twine and Superstring utilise the Chord protocol [11] as the underlying key lookup mechanism. The basic Chord algorithm utilises a circular skiplist structure. Each key identifier and node identifier is drawn (by means of hashing the key for key identifiers and hashing the IP address for node identifiers) from the set of m bit identifiers, where m is large enough that the probability of two nodes or keys hashing to the same identifier is negligible. Each key maps to a single Chord node. The mapping is such that the key is stored at the first node whose identifier is equal to or succeeds the key. Every node maintains a structure known as a finger table whose entries map identifiers to IP addresses. The first entry in the finger table contains the ID and IP address of the next node on the identifier circle. The second entry contains the address of the node distance 2 away. The third contains the address of the node distance 4 away and so on. Thus the table contains m entries, with each successive entry being twice the distance from the current node as the preceeding entry. The routing of a key proceeds by finding the entry in the table whose identifier most closely preceeds the key in the identifier space. The node at that entry is contacted and provides the address of the next hop node by executing the same algorithm. In this fashion, the distance to the target node is reduced by half for each successive contact.
INS/Twine generates Chord keys by hashing strands extracted from hierarchical service descriptions and queries. These keys allow INS/Twine to identify nodes to which advertisements and queries should be routed. Superstring also defines a hierarchical service description and query structure. It generates Chord keys from the root component of service descriptions and queries. Again, Chord provides a scalable means to identify the nodes to which Superstring advertisements and queries should be sent. Any improvement to Chord will therefore carry over to Superstring and INS/Twine.
III. AN OVERVIEW OF COMPLEX SYSTEMS
Complex systems is a relatively new field of science concerned with the way in which the behaviour of parts of a system give rise to global behaviours. A key aspect that differentiates complex systems from complicated systems is the nature of the interactions between the components in the system. A complicated system, such as a nuclear submarine, consists of many components that interact in a predictable fashion. In complex systems parlance, such a system is known as linear due to the predictable sequence of cause and effect. A complicated system (as opposed to a complex one) may consist of many thousands of components, but each component has a static set of other components with which it can interact. On the other hand, complex systems such as societies, economies and, we argue, pervasive computing environments, contain components that often interact in a non-linear fashion. An often quoted example of a non-linear relationship is the way in which the effectiveness of a particular medication changes as the dosage increases. A medicine may be completely ineffective until a threshold dosage is reached. The medication remains effective for dosage levels above this threshold, but may become ineffective or harmful if the dosage is too high.
These complex relationships can give rise to emergent behaviours. Emergent behaviours are those that arise at the global or system level and cannot be predicted from observing the behaviour of the individual components. Emergence is the formalism behind the common saying "the whole is greater than the sum of the parts". Some common emergent behaviours are those of self-organisation such as flocking and swarming in birds and insects. Computer networks such as the Internet organise themselves into scale-free networks. Such emergent patterns are not unique to computer networks. Indeed, social networks, the graphs formed by disease propagation and so forth, have all been found to have the scale-free property.
In many cases, when emergent patterns and behaviours are observed, a power-law relationship lies at the heart of the interactions. Among other things, this aspect of complexity science is being used to combat the spread of viri, and also to study social interactions.
Recently, scientists have begun investigating how to improve the performance of various communication protocols armed with the knowledge that much of the time, computer networks have a scale-free structure. For example, researchers are improving the Gnutella peer-to-peer protocol [6] , which had previously been shown to scale very poorly [7] , by altering the protocol to exploit the scale-free topology of the peers. Anthill [1] is a framework for peer-to-peer computing that makes use of complex systems theory to provide scalability and adaptability. Anthill and Gnutella variants are only two of the attempts to apply complex systems theory to computer network protocols. Complex systems science, in our view, has much to offer the pervasive computing research community and distributed computing in general.
IV. APPLYING COMPLEX SYSTEMS THEORY TO SERVICE DISCOVERY
A pervasive computing environment is an immense sociotechnical system composed of people, institutions, devices, computer networks and protocols. All these elements interact with each other in diverse ways. Often an interaction is precipitated by environmental conditions (or context) surrounding a user or device. These elements and the interactions between them give a sense of the enormous complexity that can arise in a pervasive system.
The following sections present the design of an adaptable service discovery protocol, which uses complex systems theory and ideas from natural complex systems to provide scalability, robustness and flexibility in the face of diverse computing environments and mobility.
A. Overview
The wide variety of computing environments poses a problem to service discovery protocols (though these problems are not unique to service discovery). The differences in network characteristics and device behaviour of a wide-area environment with predominently static nodes as compared to a small ad hoc network of limited capability devices are enormous.
The following sections present a service discovery protocol that abstracts away the differences in computing environments using a layered approach. The lower layers are optimised for particular environments, but each of these specialised layers utilises complex systems theory in order to improve its operation. This protocol defines two underlying layers. The first is based on the concept of ant foraging and is intended for use in small, highly dynamic environments. The second utilises an existing protocol overlayed on a distributed hashtable algorithm, to provide scalability to the wide-area [8] . Complex network theory is used to improve the performance of the distributed hashtable algorithm. Above these layers, a single service discovery interface exists to provide a consistent means for clients and services to access service discovery functions regardless of the nature of the underlying network characteristics. Figure 1 shows the organisation of this layered service discovery protocol. 
B. A Biological Model for Small Dynamic Networks
Many biological systems exhibit properties of selforganisation and emergence, and can be classified as complex systems. Such systems are inherently adaptive, but there is no centralised control. There is no authority determining when or how the system should adapt. Rather, the behaviour exhibited by the biological system as a whole emerges from the behaviours of the individuals within the system. Clearly such systems have parallels with pervasive computing environments, which likewise lack a central authority and must adapt to prevailing conditions. The service discovery protocol described here is based on the process used by ants to discover food resources. In a process known as stigmergy, ants leave behind pheromone trails from food resources to the nest. This allows other ants to follow the trail. The service discovery protocol envisaged here also uses stigmergy. However, in this protocol (see algorithm below), pheromone trails can be differentiated by the type of resource they lead to. When a service is deployed it sends its service description to nearby nodes, thereby slightly increasing the chance of its discovery by a matching query. procedure
else if
end if
The above algorithm is executed at each node. Nodes receive messages. If the message is a query then it is checked against stored query results that have previously traversed through this node on their way back to a querying client. If there is a match, then the query terminates and the matching service record is returned. If there is no match and the query has reached its hop limit, then the query is unresolved and a message to that effect is sent in response. Otherwise, the query is forwarded to a randomly chosen neighbour. If the message is a positive query response, then the response is stored at this node and then forwarded in the direction of the querying client. Stored records eventually timeout unless they are reinforced by further queries. This simplified version of the algorithm ignores issues such as routing loops and query backtracking (if a loop or dead end is detected, the query should backtrack to the first node that has other neighbours to which the query can be sent).
If a service (or more correctly, queries for a particular kind of service) is popular, then the pheromone trails become reinforced. If a service is not popular, then the pheromone trail leading to it (which was created as the result of a matching query) will dissipate. This means that an already popular service will have more chance of being discovered than a less popular one because there are more pheromone trails leading to it, and thus likely that a query will come across an existing pheromone trail. In complex systems parlance, it can be said that the network evolves to favour popular services because resolution times for popular services will be faster than for unpopular services. The protocol adapts to node failures by reforming pheromone trails as time goes by, thereby providing some robustness. In the event of many simultaneous node failures resolution times, even for popular services, may be long, but they regain their former levels as more queries are issued.
Not only do ideas from complex systems -such as emergence, self-organisation and adaptation -aid the design of protocols for pervasive computing environments, but complex systems analysis techniques may also prove useful. Visualisaton is a powerful analysis technique used by many complex systems theoreticians. Whilst other methods of analysis may also be utilised, visualisation often provides quick insights into potential problems and unexpected behaviour. A visualisation of interacting agents created by Spector and Klein [10] provides a striking example of the way in which unexpected, seemingly intelligent, behaviour can arise from simple interactions. Whilst we do not elaborate on complex systems analysis techniques in this paper, we provide an example where visualisation can aid the design of a protocol such as that described above.
The above protocol based on ant foraging displays many advantageous behaviours such as biasing popular services and adapting to topology changes. However, a closer examination reveals a potential problem, and one that would become immediately obvious with a relevant visualisation. The creation of pheromone trails has the effect of hiding some matching services. The problem is that if multiple matching services exist, then the one to have been discovered first has a much higher chance of being discovered first by future queries since the pheromone trail means it becomes more widely known. This has the unwanted effect of burdening some service instances while other service instances remain largely unutilised. A simple visualisation loaded with an example community of nodes (devices) and a simulation of the service discovery protocol will highlight this problem almost immediately. Ants themselves, provide a solution to this problem. A small proportion of worker ants in a colony will not follow established pheromone trails, electing instead to discover other food sources. We add this behaviour to our protocol by randomly deciding not to follow an established pheromone trail for a small percentage of queries.
The ant foraging algorithm has several benefits over existing protocols for small dynamic environments. Existing protocols either use an immobile central registry, or they require queries to be sent to all devices until the required service is found. The pheromone trail in the ant foraging algorithm allows all nodes to be mobile because there is no central repository and because pheromone trails will heal over time. Furthermore the pheromone trail allows the community to grow to many more than one hundred devices since service descriptions can be propagated throughout the network.
This section has shown the way complex systems theory can inform the design of a service discovery protocol for pervasive computing environments. The next section details an adjunct to a distributed hash table protocol inspired by ideas from the field of complex networks.
C. A Deterministic Model for the Wide Area
Another challenge is to find a protocol that will scale to much larger networks than the ant foraging protocol described above and that will provide the guarantee of no false negative responses. Peer-to-peer hashtable protocols such as Chord [11] and Pastry [9] offer a way in which to guarantee, in the absence of node failures, the success of key lookups in a distributed environment. INS/Twine [2] and previous work by the authors [8] are built upon these distributed hashtables to create a reliable service discovery mechanism. But by building on top of a deterministic hashtable structure negates any benefits of the scale-free nature of the underlying network upon which the distributed hashtable is built. That is, capable, highly connected nodes are forced to play the same role as less capable and less connected nodes. An obvious question to ask, in light of this discussion of complex and scale-free networks is, can the distributed hashtable be made scale-free? Doing so has the important benefit of reducing the average path length from one node to any other node in the peer-to-peer hashtable. In turn, any service discovery protocol overlaying such a scale-free hashtable would achieve lower query latency. The remainder of this section is devoted to detailing the mechanism by which Chord can be influenced toward a scalefree topology.
First of all, note that any type of caching in Chord will result in a reduced average path length from one Chord node to another. As such, a simple modification to the algorithm and the structures used to support the algorithm can yield a more scalable protocol in terms of the average number of nodes that need to be contacted during lookup. The simplest addition to the Chord algorithm is to cache the addresses of nodes which are discovered during a lookup. The finger table then stores as many identifiers and IP addresses for each interval as it is capable of doing. During lookup, the node can then choose to contact either the node with the closest ID to the target node, or it can measure response times, and choose to contact the node with the fastest response. This elementary improvement, or one very similar to it, is suggested in the Chord paper itself.
Complex network theory suggests a way in which this cache can be used to transform the Chord protocol to tend toward a scale-free set of interactions, thereby reducing the average number of nodes contacted during each lookup further than the above simple caching mechanism could do. In a heterogeneous network, such as one might find in a pervasive computing environment, one will find all manner of devices, some of which are capable of storing large amounts of data and are connected to high bandwidth links. Other devices will be resource poor, and are connected to other devices only through low bandwidth links. If a caching function is introduced to Chord, the size of the cache will vary with the capability of the Chord node. Nodes with large caches will generally have information about nodes closer to the target than would be the case in the original Chord algorithm. This is true because complex network theory holds that highly connected nodes, or hubs as they are known, can usually reach every other node in the network in a small number of hops. In the context of our hashtable protocol, it means that it is likely that highly connected nodes can more than halve the distance to the target on each hop, since it is probable they know of nodes closer to the target than was possible under the original Chord protocol. The new algorithm maintains correctness since each step brings the querying node at least twice as close to the target node as the previous step.
Capable nodes cache the ID and IP address of each node contacted during their own lookup operations. This requires no additional message overhead. Less capable nodes operate similarly, but only cache the IDs and IP addresses of the most highly connected nodes within an interval. The size of the cache is completely adjustable for each node. In our simulation, nodes are assigned a random capability that represents a space metric. In our testing, the maximum capability that can be assigned to a node is ten percent of the total number of nodes in the simulation. The minimum capability is one.
Our results indicate that this simple modification of the original Chord algorithm results in a significant lowering of the average path length between nodes. In fact, as more and more lookups are performed, the average path length between nodes shortens. Figure 2 summarizes the results obtained from our simulation of the modified Chord algorithm. For each test, a million lookups were performed, and the average path length calculated. For example, in a network of 512 nodes, the average path length in the original Chord algorithm is approximately four. In the modified algorithm, after a million lookups, the average path length is one. In larger networks, where our simulation shows the hop length has been reduced to two thirds of its original length, the hop length is reduced even further if more than a million queries are issued since knowledge of highly connected nodes will propagate further through the network. The choice of caching algorithm does have an effect on the average path length. To determine this, the caching algorithm was modified to cache the least connected nodes. In a network of 512 nodes, the average path length is two. Therefore, the cache replacement algorithm has a bearing on the average path length in the network. Furthermore, we do not consider a least-recently used purging policy since node popularity changes dynamically when new nodes join the network and when new keys are added to the distributed hashtable. The capability of a node, in terms of its capacity to store pointers to other nodes, is a static property, and therefore a better choice on which to base a cache purging policy. Superstring and Twine can benefit from the performance improvement gained from the above modification to Chord. Superstring, because it is targeted at those situations in which ad hoc communities of devices are linked by more permanent infrastructure, can especially benefit from this scalability gain, since the core infrastructure is not mobile. That is, it is very likely that nodes in the core infrastructure will make millions of lookups during their lifetimes, and thus benefit from these modifications.
V. CONCLUSION
Our foray into the application of complex systems techniques to service discovery has suggested many other areas of pervasive computing where complex systems theory could be applied.
For example, our previous work on context [5] indicates that the relationships between context elements, such as location, user preferences and device capability are not simple or linear. Rather, they are interdependent and can be affected by actions of the user. Therefore, context is a primary example of a necessary pervasive computing component that meets the definition of a complex system. Treating it as such may provide new insights into creating a scalable context management system, and might yield useful emergent context elements that go unnoticed using existing techniques. Current approaches to context management tend to focus on small subsets of context information (primarily location information), and this is inadequate for the pervasive environments of tomorrow.
Applications for complex systems theory are being found in fields as wide-ranging as sociology, biotechnology and immunology. In this paper, we show a novel application of complex systems theory to service discovery. In particular, this paper shows that the theory of complex networks can be applied to create a scalable distributed hashtable algorithm, which can benefit any service discovery protocols overlayed on them.
Pervasive computing environments are complex systems. They abound in intricate relationships that give rise to complex behaviours. This paper highlights how the pervasive computing research community could benefit by embracing complex systems approaches as a way to designing more robust and scalable components for pervasive computing environments.
