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CRITICAL SURFACE OF THE 1-2 MODEL
GEOFFREY R. GRIMMETT AND ZHONGYANG LI
Abstract. The 1-2 model on the hexagonal lattice is a model of statistical me-
chanics in which each vertex is constrained to have degree either 1 or 2. There
are three edge-directions, and three corresponding parameters a, b, c. It is proved
that, when a ≥ b ≥ c > 0, the surface given by √a = √b+√c is critical. The proof
hinges upon a representation of the partition function in terms of that of a certain
dimer model. This dimer model may be studied via the Pfaffian representation of
Fisher, Kasteleyn, and Temperley. It is proved, in addition, that the two-edge cor-
relation function converges exponentially fast with distance when
√
a 6= √b +√c.
Many of the results may be extended to periodic models.
1. Introduction and background
The 1-2 model on the hexagonal lattice was introduced by Schwartz and Bruck
[32] as an intermediary in the calculation of the capacity of a constrained coding
system. They expressed the capacity via holographic reductions (see [36]) in terms
of the number of perfect matchings (or dimer configurations), and the latter may be
studied via the Pfaffian method of Fisher, Kasteleyn, and Temperley [12, 18, 34].
The 1-2 model may be viewed as a model of statistical mechanics of independent
interest, and it is related to the Ising model and the dimer model. In the current
paper, we study the 1-2 model within this context, and we establish the exact form
of the associated critical curve.
A 1-2 configuration on the hexagonal lattice H = (V,E) is a subset F of edges
such that every vertex is incident with either one or two edges of F . There are three
real parameters a, b, c > 0, which are associated with the three classes of edges of H.
The weight of a configuration on a finite region is the product over vertices v of one
of a, b, c chosen according to the edge-configuration at v. (See Figure 2.2.)
Through a sequence of transformations, the 1-2 model turns out to be linked to an
enhanced Ising model, a polygon model, and a dimer model. These connections are
pursued here, and in the linked paper [16]. The main result (Theorem 3.1) states in
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effect that, when a ≥ b, c > 0, the surface given by √a = √b +√c is critical. This
is proved by an analysis of the behaviour of the two-edge correlation function 〈σeσf〉
as |e− f | → ∞. The model is called uniform if a = b = c = 1, and thus the uniform
model is not critical in the above sense.
There has been major progress in recent years in the study of two-dimensional Ising
models via rhombic tilings and discrete holomorphic observables (see, for example, [4,
7, 8, 21]). There is a rhombic representation of the critical polygon model associated
with the 1-2 model, and an associated discrete holomorphic function, but this is not
explored here.
Certain properties of the underlying hexagonal lattice are utilized heavily in this
work, such as trivalence, planarity, and support of a Z2 action. It may be possible to
extend many of the results of this paper to certain other graphs with such properties,
including the Archimedean lattice (3, 122) and the square/octagon lattice (4, 82).
Further extensions are possible to periodic models on hexagonal and other lattices.
(See Remarks 3.2, 4.3 and Section 10.2.)
It was shown already in [25] that a (geometric) phase transition exists for the 1-2
model on H. An a-cluster is a connected set of vertices each having local weight a (as
above). It was shown that there exists, a.s. with respect to any translation-invariant
Gibbs measure, no infinite path of present edges. In contrast, for given b, c, there
exists no infinite a-cluster for small a, whereas such a cluster exists for large a. The
a.s. uniqueness of infinite ‘homogeneous’ clusters was proved in [27].
This paper is concentrated on the 1-2 model and its dimer representation. A
related representation involves the polygon model on H, and the phase transition of
the latter model is the subject of the linked paper [16]. The polygon representation
is related to the high temperature expansion of the Ising model, and results in an
inhomogeneous model that may regarded as an extension of the O(n) model with
n = 1; see [11] for a recent reference to the O(n) model.
The structure of the current work is as follows. The precise formulation of the 1-2
model appears in Section 2, and the main theorem (Theorem 3.1) is presented in
Section 3.
The 1-2 model is coupled with an Ising model in Section 4, in a manner not
dissimilar to the Edwards–Sokal coupling of the random-cluster model (see [15, Sect.
1.4]). It may be transformed into a dimer model (see [25]) as described in Section
5. In Section 6, we gather some conclusions about infinite-volume free energy and
infinite-volume measures that are new for the 1-2 model. Theorem 3.1 is proved in
Sections 7–8 by an analysis using Pfaffians, and further in Sections 4.5 and 9. Section
10 is devoted to extensions of the above results to periodic 1-2 and Ising models to
which the Kac–Ward approach of [29] does not appear to apply.
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2. The 1-2 model
Let G = (V,E) be a finite graph. A 1-2 configuration on G is a subset F ⊆ E
such that every v ∈ V is incident to either one or two members of F . The subset
F may be expressed as a vector in the space Σ = {−1,+1}E where −1 represents
an absent edge and +1 a present edge. Thus the space of 1-2 configurations may be
viewed as the subset of Σ containing all vectors σ such that∑
e3v
σ′e ∈ {1, 2}, v ∈ V,
where
(2.1) σ′(e) = 1
2
(1 + σ(e)).
(In Section 4.2, we will write Σe for Σ, in order to distinguish it from a space of
vertex-spins to be denoted Σv.)
a
b
c
Figure 2.1. An embedding of the hexagonal lattice. Horizontal edges
are said to be of type a, NW edges of type b, and NE edges of type c.
Suppose now that G is a finite part of the hexagonal lattice H, suitably embedded
in R2, see Figure 2.1. The embedding is such that each edge may be viewed as one of:
horizontal, NW, or NE. (Later we shall consider a finite box with toroidal boundary
conditions.) Let a, b, c ≥ 0 be such that (a, b, c) 6= (0, 0, 0), and associate these three
parameters with the edges as indicated in the figure. For σ ∈ Σ and v ∈ V , let σ|v
be the sub-configuration of σ on the three edges incident to v. There are 23 = 8 pos-
sible local configurations, which we encode as words of length three in the alphabet
with letters {0, 1}. That is, for v ∈ V , we observe the states σ(ev,a), σ(ev,b), σ(ev,c),
where ev,a, ev,b, ev,c are the edges of type a, b, c (respectively) incident to v. The
corresponding signature sv is the word σ
′(ev,c)σ′(ev,b)σ′(ev,a) of length 3, where σ′ is
given in (2.1). That is, the signature of v is given as in Figure 2.2, together with the
local weight w(σ|v) associated with each of the eight possible signatures.
The hexagonal lattice H is, of course, bipartite, and we colour the two vertex-
classes black and white. The upper diagrams of Figure 2.2 are for black vertices, and
the lower for white vertices.
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000, 0 001, a 010, b 100, c111, 0 110, a 101, b 011, c
000, 0 001, a 010, b 100, c111, 0 110, a 101, b 011, c
Figure 2.2. The eight possible local configurations σ|v at a vertex v
in the two cases of black and white vertices. The signature of each is
given, and also the local weight w(σ|v) associated with each instance.
To the vector σ ∈ Σ, we assign the weight
(2.2) w(σ) =
∏
v∈V
w(σ|v).
These weights give rise to the partition function
(2.3) Z =
∑
σ∈Σ
w(σ),
which leads in turn to the probability measure
(2.4) µ(σ) =
1
Z
w(σ), σ ∈ Σ.
It is easily seen that the measure µ is invariant under the mapping (a, b, c) 7→
(ka, kb, kc) with k > 0. It is therefore natural to re-parametrize the 1-2 model
by
(2.5) (a′, b′, c′) =
(a, b, c)
‖(a, b, c)‖2 .
We will work mostly with a finite subgraph of H subject to toroidal boundary
conditions. Let n ≥ 1, and let τ1, τ2 be the two shifts of H, illustrated in Figure 2.3,
that map an elementary hexagon to the next hexagon in the given directions. The
pair (τ1, τ2) generates a Z2 action on H, and we write Hn for the quotient graph of H
under the subgroup of Z2 generated by τn1 and τn2 . The resulting Hn is illustrated in
Figure 2.3, and may be viewed as a finite subgraph of H subject to toroidal boundary
conditions.
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τ1τ2
Figure 2.3. The graph Hn is an n × n ‘diamond’ wrapped onto a
torus, as illustrated here with n = 4.
Our purpose in this paper is to study the 1-2 measure (2.4) on Hn in the infinite-
volume limit as n→∞, and to identify its critical surface. As an indicator of phase
transition, we shall use the two-point function 〈σeσf〉n, where e, f are two edges and
〈·〉n denotes expectation.
We do not explore in detail the nature and multiplicity of infinite-volume measures
in this paper. There are certain complexities in such issues arising from the absence
of a correlation inequality, and some partial results along these lines may be found
in [25, Thm 0.1]. These results are developed in Section 6, where the main result of
current value is the existence of the infinite-volume limit of the toroidal 1-2 measure,
see Theorem 6.2.
3. Main results
Consider the 1-2 model on Hn with parameters a, b, c > 0. We write e = 〈x, y〉
for the edge e with endpoints x, y, and we use 〈X〉n to denote expectation of the
random variable X with respect to the probability measure of (2.4) on Hn. We
shall make use of a measure of distance |e − f | between e and f , and it is largely
immaterial which measure we take. For definiteness, consider H embedded in R2 in
the manner of Figure 2.3, with unit edge-lengths, and let |e − f | be the Euclidean
distance between their midpoints.
We shall sometimes require the following geometric condition on two NW edges
e, f ∈ E:
(3.1)
there exists a path pi = pi(e, f) of Hn from e to f
using only horizontal and NW half-edges.
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Theorem 3.1. Let a, b, c > 0, and e, f ∈ E.
(a) The limit 〈σeσf〉 = limn→∞〈σeσf〉n exists.
(b) Subcritical case. Let a ≥ b > 0 and √a−√b < √c < √a+√b. There exists
α(a, b, c) > 0 such that
(3.2) |〈σeσf〉| ≤ e−α|e−f |, e, f ∈ E.
(c) Supercritical case. Let a ≥ b > 0, and let e, f be NW edges satisfying (3.1).
For almost every c > 0 satisfying either
√
a >
√
b +
√
c or
√
c >
√
a +
√
b,
we have that lim|e−f |→∞〈σeσf〉2 exists and is non-zero. The convergence is
exponentially fast in the distance |e− f |.
The two-edge function 〈σeσf〉 behaves (when a ≥ b > 0) in a qualitatively different
manner depending on whether or not
√
a−√b < √c < √a+√b. Here is a motivation
for condition (3.1). Consider the ‘ground states’ when either c = 0 or a = b = 0. By
examination of the different cases in Figure 2.2, we may see, subject to (3.1), that
(3.3) 〈σeσf〉 = 1 if either a, b > 0, c = 0, or a = b = 0, c > 0.
The result of part (c) will follow from this by an argument using analyticity (and,
moreover, the set of c at which the conclusion of (c) fails is a union of isolated points).
Part (c) holds with e, f assumed to be horizontal rather than NW.
Theorem 3.1 is not of itself a complete picture of the location of critical phenomena
of the 1-2 model, since the conditions on the parameters in part (c) are allied to
the direction of the vector from e to f . (The direction NW is privileged in the
above theorem. Similar results hold for the other two lattice directions with suitable
permutations of the parameters.) We have not ruled out the theoretical possibility
of further critical surfaces in the parameter-space [0,∞)3.
Remark 3.2. The quickest proof of Theorem 3.1(b), the subcritical case, (given in
Section 4.5) is based on a result of [29] that imposes a condition on the parameters
of edges incident to a vertex v, uniformly in v. This condition is satisfied in the
current setting (see Section 4.5). In the more general setting of certain periodic but
non-constant families of parameters, or possibly of the 1-2 model on other graphs
such as the square/octagon lattice, much of Theorem 3.1 remains true, but the con-
dition of [29] does not generally hold. In order to overcome this lacuna for more
general systems, we present a further proof of Theorem 3.1(b) in Section 9 (in the
more general form of Theorem 9.1) using the dimer-related techniques of the proof of
Theorem 3.1. Such results may be extended in part to more general periodic settings,
see Section 10.2.
The proof of Theorem 3.1 utilizes a sequence of transformations between the 1-2
model and the Ising and dimer models, as described in the forthcoming sections.
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Theorem 3.1(b) is proved in Section 4.5. Most of the remaining proof is found in
Section 7, with the exponential rate of part (c) proved in Section 8. The last is
proved via a general result concerning the convergence rate of the determinants of
large truncated block Toeplitz matrices to their limit when the symbol is a smooth
matrix-valued function on the unit circle.
4. Spin representations of the 1-2 model
Two spin representations of the 1-2 model are presented here. In the first, the 1-2
partition function is rewritten in terms of edge-spins. The second is reminiscent of
the random-cluster representation of the Potts model. A further set of spin-variables
are introduced at the vertices of the graph, together with an Ising-type partition
function.
4.1. The 1-2 model as a spin system. Let Hn = (Vn, En) be the quotient hexago-
nal lattice embedded in the torus in the manner of Figure 2.3. Let Σn = {−1,+1}En ,
where −1 (respectively, +1) represents an absent edge (respectively, present edge).
For σ ∈ Σn and v ∈ Vn, let σv,a, σv,b, σv,c denote the spins on the incident a-
edge, b-edge, c-edge of v. Two partition functions Z, Z ′ generate the same measure
whenever they differ only in a multiplicative factor (that is, their weight functions
satisfy w(σ) = cw′(σ) for some c 6= 0 and all σ ∈ Σ), in which case we write Z + Z ′.
We represent the 1-2 model as a spin system as follows.
Proposition 4.1. Let a, b, c ≥ 0 such that (a, b, c) 6= (0, 0, 0). The 1-2 model with
parameters a, b, c on Hn has partition function Zn satisfying Zn + Z ′n where
(4.1) Z ′n :=
∑
σ∈Σn
∏
v∈Vn
(
1 + Aσv,bσv,c +Bσv,aσv,c + Cσv,aσv,b
)
,
and
A =
a− b− c
a+ b+ c
, B =
b− a− c
a+ b+ c
, C =
c− a− b
a+ b+ c
.(4.2)
Proof. By examination of (4.1), we see that a vertex with local configuration labelled
a in Figure 2.2 has weight
1 + A−B − C = 4a
a+ b+ c
,
with similar expressions for vertices with the other possible signatures. This is in
agreement with (2.2)–(2.3), and the claim follows. 
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4.2. Coupled Ising representation. Let AHn = (AVn, AEn) be the graph derived
from Hn = (Vn, En) by adding a vertex at the midpoint of each edge in En. Let
MEn = {Me : e ∈ En} be the set of such midpoints, and AVn = Vn ∪MEn. The
edges AEn are precisely the half-edges of En, each being of the form 〈v,Me〉 for some
v ∈ Vn and incident edge e ∈ En.
We introduce an Ising-type model on the graph AHn. The marginal of the model
on midpoints MEn is a 1-2 model, and the marginal on Vn is an Ising model. This
enhanced Ising model is reminiscent of the coupling of the Potts and random-cluster
measures, see [15, Sect. 1.4]. It is constructed initially via a weight function on
configuration space, and via the associated partition function. The weights may
be complex-valued, and thus there does not always exist an associated probability
measure.
The better to distinguish between Vn and MEn, we set Σ
e
n = {−1,+1}MEn as
before, and Σvn = {−1,+1}Vn . An edge e ∈ En is identified with the element of MEn
at its centre. A spin-vector is a pair (σe, σv) ∈ Σe×Σv with σe = (σv,s : v ∈ Vn, s =
a, b, c) and σv = (σv : v ∈ Vn), to which we allocate the (possibly negative, or even
complex) weight
(4.3)
∏
v∈Vn
(1 + aσvσv,a)(1 + bσvσv,b)(1 + cσvσv,c),
where a, b, c ∈ C are constants associated with horizontal, NW, and NE edges,
respectively, and σv,a, σv,b, σv,c denote the spins on midpoints of the corresponding
edges incident to v ∈ Vn. If u and v are endpoints of the same edge 〈u, v〉 of Hn, then
σu,a = σv,a. In (4.3), each factor 1 + sσvσv,s (s = a, b, c) corresponds to a half-edge
of Hn. Recalling that
(4.4) exσ1σ2 = (1 + σ1σ2 tanhx) coshx, x ∈ R, σ1σ2 = ±1,
the above spin system is a ferromagnetic Ising model on AHn when a, b, c ∈ (0, 1).
4.3. Marginal on the midpoints MEn. The partition function of (4.3) is
(4.5) Zn(I) :=
∑
σe∈Σen
∑
σv∈Σvn
∏
v∈Vn
(1 + aσvσv,a)(1 + bσvσv,b)(1 + cσvσv,c).
(The notation Zn(I) is chosen for consistency with the polygon partition function
Zn(P ) used in this article and imported from [16].) The product, when expanded,
is a sum of monomials in which each σv has a power between 0 and 3. On summing
over σv, only terms with even powers of the site-spins σv survive, and furthermore
σ2v = 1, so that
Zn(I) = 2
|Vn|
∑
σe∈Σen
∏
v∈Vn
(
1 + bcσv,bσv,c + acσv,aσv,c + abσv,aσv,b
)
.
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Let a, b, c > 0 be such that ABC 6= 0 where A, B, C are given by (4.2), and let
(4.6) a =
√
BC
A
, b =
√
AC
B
, c =
√
AB
C
.
By (4.1),
(4.7) Zn(I) = 2
|Vn|Z ′n,
whence the marginal model of (4.3) on the midpoints of edges of Hn, subject to (4.6),
is simply the 1-2 model with parameters a, b, c.
4.4. Marginal on the vertices Vn. This time we perform the sum over σ
e in (4.5).
Let g = 〈u, v〉 ∈ En be an edge with weight g. We have∑
σg=±1
(1 + gσuσg) (1 + gσvσg) = 2
(
1 + 2gσuσv
)
,(4.8)
∑
σg=±1
σg (1 + gσuσg) (1 + gσvσg) = 2g(σu + σv).(4.9)
By (4.5) and (4.8),
(4.10) Zn(I) = 2
|En|
∑
σv∈Σvn
∏
g=〈u,v〉∈En
(
1 + 2gσuσv
)
.
By (4.4), this is the partition function of an Ising model on Hn with (possibly com-
plex) weights.
Let e = 〈u, v〉, f = 〈x, y〉 be distinct edges in En. Motivated by Section 4.3 and
the discussion of the two-edge correlation 〈σeσf〉n of the 1-2 model, we define
(4.11) σ(e, f) =
1
Zn(I)
∑
σe∈Σen
∑
σv∈Σvn
σeσf
∏
v∈Vn
(1 + aσvσv,a)(1 + bσvσv,b)(1 + cσvσv,c).
By (4.9)–(4.10), this equals
1
Zn(I)
2|En|
∑
σv∈Σvn
e(σu + σv)f (σx + σy)
(1 + 2eσuσv)
(
1 + 2fσxσy
) ∏
g=〈u,v〉∈En
(
1 + 2gσuσv
)
(4.12)
=
∑
σv∈Σvn
De,f (σ
v)w(σv)
/ ∑
σv∈Σvn
w(σv),
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where
w(σv) =
∏
g=〈u,v〉∈En
(
1 + 2gσuσv
)
,
De,f (σ
v) =
e(σu + σv)f (σx + σy)
(1 + 2eσuσv)
(
1 + 2fσxσy
) , e = 〈u, v〉, f = 〈x, y〉.
We interpret De,f (σ
v) as 0 when its denominator is 0. Since σ1 + σ2 = 0 when
σ1σ2 = −1, we may write
(4.13) De,f (σ
v) =
e(σu + σv)f (σx + σy)
(1 + 2e)(1 + 
2
f )
.
If the weights w(σv) are positive (which they are not in general), the ratio on the
right side of (4.12) may be interpreted as an expectation. This observation will be
used in Section 4.5.
By inspection of (4.10), if 2g = ±1 for some g ∈ {a, b, c}, then zero mass is placed
on configurations σ for which there exists an edge 〈u, v〉 of type g with σuσv = ∓1.
We turn to the special case of (4.6) and (4.2) with ABC 6= 0. Then
(4.14) 2a =
{
−1 if and only if a2 = b2 + c2,
1 if and only if bc = 0,
and similarly for b, c. Note in this case that σ(e, f) = 〈σeσf〉n, the two-edge
function for the associated 1-2 model.
4.5. Proof of Theorem 3.1(b). Let e = 〈u, v〉, f = 〈x, y〉 be distinct edges in En
such that u, x are white and v, y are black. By (4.11)–(4.13),
(4.15) 〈σeσf〉n =
〈
De,f (σ
v)
〉I
n
,
where 〈·〉In denotes expectation in the Ising model of (4.10). Recall that this Ising
model may have complex weights.
By [29, Cor. 2.5] and known results for the Kac–Ward operator (see [6, 17, 28]),
we have that 〈σeσf〉 := limn→∞〈σeσf〉n → 0 exponentially fast as |e − f | → ∞, so
long as the three acute angles with tangents |2g|, g = a, b, c, have sum θ satisfying
θ < 1
2
pi.
It suffices to assume that a ≥ b, c > 0 and √a < √b +√c. Suppose first that, in
addition,
(4.16) a 6= b+ c.
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Let A, B, C be given by (4.2) and (4.6), so that A ∈ (−1, 1) \ {0} and B,C < 0.
Note that the g of (4.6) are purely imaginary if A < 0, and real otherwise. Now,
(4.17) tan θ = |ABC|A
−2 +B−2 + C−2
1− A2 −B2 − C2 ,
which is finite under (4.16) and strictly positive if
(4.18) A2 +B2 + C2 < 1.
Using (4.2), it is a short calculation to see that (4.18) holds if a2 + b2 + c2 − 2ab −
2bc − 2ca < 0, which is indeed valid when √a < √b + √c. (See also the proof of
Proposition 5.1.) This establishes (3.2) subject to (4.16).
Suppose finally that a = b + c, so that A = 0 and B,C < 0, B + C = −1. It
is useful to represent the 1-2 model as a polygon model, via its high-temperature
expansion. As explained in [16], the two-edge function satisfies
〈σeσf〉n = Zn,e↔f
Zn(P )
,
where Zn,e↔f and Zn(P ) are given at [16, eqns (2.3), (2.7)] with
bc = A, ac = B, ab = C.
For a polygon configuration pi (that is, a set of edges such that every vertex has
even degree), a vertex of Hn is said to be of type ab if it is incident to two edges with
types a and b (and similarly for ac and bc). Since each vertex in the polygon model
has even degree, and A = 0, no vertex of Hn has type bc. Therefore, any polygon
configuration with non-zero weight in Zn(P ) is a disjoint union of cycles comprising
ac-type and ab-type vertices. The vertices on such a cycle form consecutive pairs with
the same type, and each such pair contributes weight either B2 or C2. It follows that
Zn(P ) is a sum of positive weights.
Suppose first that e and f are a-type (horizontal) edges. Let pi′ be a path between
the midpoints of e and f that contributes a non-zero weight to Zn,e↔f , and let h be
the number of its a-type edges (with each a-type half-edge contributing 1
2
). Then pi′
contains exactly 2h vertices of Hn, which appear in consecutive pairs with the same
type (either ab or ac). The product of the weights of the vertices of pi′ is B2vC2(h−v)
(> 0), where v is the number of consecutive pairs with type ac. We denote by T (h, v)
the set of all such pi′.
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Since the removal of pi′ gives a configuration contributing to Zn(P ), and in addition
D := B2 + C2 < 1,
0 ≤ 〈σeσf〉n = Zn,e↔f
Zn(P )
≤ 1
Zn(P )
∑
h,v
∑
pi′∈T (h,v)
B2vC2(h−v)Zn(P )
≤ 2
∞∑
h=H
h∑
v=0
(
h
v
)
B2vC2(h−v) =
2DH
1−D,
where H = inf{h : T (h, v) 6= ∅ for some v}. Since H ≥ c|e− f | for some c > 0, the
claim follows for horizontal e, f .
If either e or f is not horizontal, an extra term appears at one or both of the ends
of pi′, and such a term contributes a factor bounded by |max{B,C}| < 1.
Remark 4.2. The conclusion (3.2) of Theorem 3.1(b) may be proved as follows
subject to the more restrictive condition a2 < b2 + c2. Under this condition, we have
that A,B,C < 0. The graph Hn is bipartite with vertex-classes coloured black and
white (see the discussion around Figure 2.2). We now reverse the signs of the spins
of black vertices, thereby obtaining a ferromagnetic Ising model. It is easily checked
that this is a high-temperature model (as in (4.17)), and it follows that 〈σeσf〉 → 0
exponentially fast as |e− f | → ∞.
Remark 4.3. A further proof of parts of Theorem 3.1 is presented in Section 9.
This proof is based on ‘dimer’ rather than ‘Ising’ methods, and may be extended to
periodic 1-2 models which appear to be currently beyond the Kac–Ward techniques of
[29]. See Section 10.
5. Dimer representation of the 1-2 model
5.1. The decorated dimer model. Let Hn,∆ = (Vn,∆, En,∆) be the decorated
toroidal graph derived from Hn and illustrated on the right of Figure 5.1. It was
shown in [25] that there is a correspondence between 1-2 configurations on Hn and
dimer configurations on Hn,∆. This correspondence is summarized in the figure
caption, and a more detailed description follows.
Let σ be a 1-2 configuration on Hn, and let v ∈ Vn (⊆ Vn,∆). The vertex v has
three incident edges in Hn,∆, which are bisectors of the three angles of Hn at v. Such
a bisector edge is present in the dimer configuration on Hn,∆ if and only if the two
edges of the corresponding angle have the same σ-state, that is, either both or neither
are present. The states of the bisector edges determine the dimer configuration on
the entire Hn,∆. Note that the 1-2 configurations σ and −σ generate the same dimer
configuration, denoted Dσ.
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Figure 5.1. Part of a 1-2 configuration on Hn, and the corresponding
dimer (sub)configuration on Hn,∆. When two edges with a common
vertex of Hn have the same state in the 1-2 model, the corresponding
‘bisector edge’ is present in the dimer configuration. The states of
the bisector edges determine the dimer configuration on the rest of
Hn,∆. The edges of Hn,∆ are allocated weights consistently with the
1-2 weights of Figure 2.2. The central lozenge of the right-hand figure
is expanded in Figure 5.3.
To the edges of Hn,∆ we allocate weights as follows: edge e = 〈i, j〉 is allocated
weight wi,j where
(5.1) wi,j =

a if e is a horizontal bisector edge,
b if e is a NW bisector edge,
c if e is a NE bisector edge,
1 otherwise.
The weight of a dimer configuration is the product of the weights of present edges.
To each 1-2 configuration σ on Hn, there corresponds thus a unique dimer con-
figuration on Hn,∆. The converse is more complicated, and we preface the following
discussion with the introduction of the planar graphH′n, derived fromHn by a process
of ‘unwrapping’ the torus.
LetH′n be the planar graph obtained fromHn by cutting through the two homology
cycles γx and γy of the torus, as illustrated in Figure 5.2. That is, H′n may be viewed
as the set of edges that intersect the region marked in Figure 5.2 (in which n = 4
and the central edge is labelled 〈u, v〉). We may consider H′n as a ‘partial-graph’
H′n = (Vn, E˜n, Hn), where Vn is the vertex set, E˜n is the ‘internal’ edge set, and Hn
is the set of half-edges having one endpoint in Vn and one outside Vn. We write H
1
x
and H2x (respectively, H
1
y , H
2
y ) for the sets of half-edges that cross the upper left and
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lower right sides (respectively, upper right and lower left sides) of the diamond of
Figure 5.2. Let Hu = H
1
u ∪H2u for u = x, y.
w1 w2u v
γx γy
Figure 5.2. The n × n ‘diamond’ of H, with n = 4. The region H′n
comprises all edges and half-edges that intersect the larger diamond.
The annulus between the given boundaries comprises a cycle Cn (drawn
above in bold), and two further edges incident with the wi.
A 1-2 configuration on H′n is a subset of edges and half-edges such that, for v ∈ Vn,
the total number of edges and half-edges that are incident to v is either 1 or 2.
It is explained in [25, p. 4] that dimer configurations on Hn,∆ are in one-to-two
correspondence to 1-2 configurations on H′n satisfying any of the following (pairwise
exclusive) conditions:
(ss) for e ∈ Hx∪Hy, the two corresponding half-edges e1 ∈ H1x∪H1y , e2 ∈ H2x∪H2y
have the same state (either both are present or neither is present);
(os) for e ∈ Hx, the two corresponding half-edges e1 ∈ H1x, e2 ∈ H2x have the oppo-
site states (exactly one of them is present); for e ∈ Hy, the two corresponding
half-edges e1 ∈ H1y , e2 ∈ H2y have the same state;
(so) for e ∈ Hx, the two corresponding half-edges e1 ∈ H1x, e2 ∈ H2x have the same
state; for e ∈ Hy, the two corresponding half-edges e1 ∈ H1y , e2 ∈ H2y have
the opposite states;
(oo) for e ∈ Hx∪Hy, the two corresponding half-edges e1 ∈ H1x∪H1y , e2 ∈ H2x∪H2y
have the opposite states.
We refer to the above as the mixed boundary condition on H′n.
The above mixed boundary condition is more permissive than the periodic con-
dition that gives rise to 1-2 configurations on the toroidal graph Hn, although the
difference turns out to be invisible in the infinite-volume limit (see Theorem 6.2).
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5.2. The spectral curve of the dimer model. We turn now to the spectral curve
of the above weighted dimer model on Hn,∆. The reader is referred to [26] for relevant
background, and to [25, Sect. 3] for further details of the following summary.
The fundamental domain of Hn,∆ is the central lozenge of Figure 5.1, as expanded
in Figure 5.3. The edges ofHn,∆ are oriented as in the latter figure. It is easily checked
that this orientation is ‘clockwise odd’, in the sense that any face of Hn,∆, when
traversed clockwise, contains an odd number of edges oriented in the corresponding
direction. The fundamental domain has 16 vertices, and its weighted adjacency
matrix (or ‘Kasteleyn matrix’) is the 16× 16 matrix B = (bi,j) with
bi,j =

wi,j if 〈i, j〉 is oriented from i to j,
−wi,j if 〈i, j〉 is oriented from j to i,
0 if there is no edge between i and j,
where wi,j is given by (5.1). From B we obtain a modified adjacency (or ‘Kasteleyn’)
matrix B(z, w) as follows.
u1 v2
c
c
γx γy
u2
v1
w
wz
z
Figure 5.3. A single fundamental domain of the decorated graph
Hn,∆ obtained from the central lozenge of Figure 5.1. See that figure
for an illustration of the relationship between this fundamental domain
and the original hexagonal lattice H. Note the homology cycles γx, γy
of the torus, and also the two weight-c edges crossed by the central
dashed line.
We may consider the graph of Figure 5.3 as being embedded in a torus, that is, we
identify the upper left boundary and the lower right boundary, and also the upper
right boundary and the lower left boundary, as illustrated in the figure by dashed
lines.
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Let w, z ∈ C be non-zero. We orient each of the four boundaries of Figure 5.3
(denoted by dashed lines) from their lower endpoint to their upper endpoint. The
‘left’ and ‘right’ of an oriented portion of a boundary are as viewed by a person
traversing in the given direction.
Each edge 〈u, v〉 crossing a boundary corresponds to two entries in the weighted
adjacency matrix, indexed (u, v) and (v, u). If the edge starting from u and ending
at v crosses an upper-left/lower-right boundary from left to right (respectively, from
right to left), we modify the adjacency matrix by multiplying the entry (u, v) by z
(respectively, z−1). If the edge starting from u and ending at v crosses an upper-
right/lower-left boundary from left to right (respectively, from right to left), in the
modified adjacency matrix, we multiply the entry by w (respectively, w−1). We
modify the entry (v, u) in the same way. The ensuing matrix is denoted B(z, w), for
a definitive expression of which, the reader is referred to [25, Sect. 3].
The characteristic polynomial is given (using Mathematica or otherwise) by
P (z, w) = det B(z, w) = f(a, b, c;w, z),(5.2)
where
f(a, b, c;w, z) = a4 + b4 + c4 + 6a2b2 + 6a2c2 + 6b2c2 − 2ab
(
z +
1
z
)(
a2 + b2 − c2)
− 2ac
(
w +
1
w
)(
a2 + c2 − b2)− 2bc( z
w
+
w
z
) (
b2 + c2 − a2) .
The spectral curve is the zero locus of the characteristic polynomial, that is, the
set of roots of P (z, w) = 0. It is proved in [25, Lemma 3.2] that the intersection
of P (z, w) = 0 with the unit torus T2 is either empty or a single real point (1, 1).
Moreover, in the situation when P (1, 1) = 0, the zero (1, 1) has multiplicity 2. It
will be important later to identify the conditions under which P (1, 1) = 0.
Proposition 5.1. Let a, b > 0 and c ≥ 0.
(a) If any of the following hold,
(i)
√
a =
√
b+
√
c, (ii)
√
b =
√
c+
√
a, (iii)
√
c =
√
a+
√
b,
the curve P (z, w) = 0 intersects the unit torus T2 = {(z, w) : |z| = 1, |w| = 1}
at the unique point (1, 1).
(b) If none of (i)–(iii) hold, the curve does not intersect the unit torus.
Proof. The intersection of P (z, w) = 0 with T2 can only be either empty or a single
point (1, 1), by [25, Lemma 3.2]. Moreover, since
(5.3) f(a, b, c; 1, 1) = (a2 + b2 + c2 − 2ab− 2bc− 2ca)2,
we have that f(a, b, c; 1, 1) = 0 if and only if
√
a±√b±√c = 0. 
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We note for future use that
(5.4) P (1, 1) = f(a, b, c; 1, 1) = 1
4
[
(A2 +B2 + C2 − 1)(a+ b+ c)2]2,
where A, B, C are as in (4.2).
6. Infinite-volume limits
This paper is directed primarily at the asymptotic behaviour of the two-edge cor-
relation function of the 1-2 model, rather than at the existence and multiplicity of
infinite-volume measures. Partial results in the latter direction are reported in this
section. In Section 6.1, the weak limit of the toroidal 1-2 measure is proved via a
relationship with the dimer model on a decorated graph. In Section 6.2 we prove
the non-uniqueness of Gibbs measures for the ‘low temperature’ 1-2 model. The
existence of the infinite-volume free energy is proved in Section 6.3.
6.1. Toroidal limit measure. The 1-2 model may be studied via the dimer repre-
sentation of Section 5. The dimer convergence theorem of [25] is as follows.
Theorem 6.1. [25, Prop. 3.3] Consider the dimer measure δn,∆ on Hn,∆ with pa-
rameters a, b, c > 0. The limit measure δ∆ := limn→∞ δn,∆ exists and is translation-
invariant and ergodic.
Let µmixn (respectively, µn) be the 1-2 probability measure on H′n (respectively, on
the toroidal Hn) with parameters a, b, c and mixed boundary condition. By the
results of [25] and the invariance of µmixn under sign changes,
(6.1) µmixn (σ) = µ
mix
n (−σ) = 12δn,∆(Dσ),
where Dσ is the dimer configuration on Hn,∆ corresponding to the 1-2 configura-
tion σ on H′n. Since the topology of weak convergence may be given in terms of
finite-dimensional cylinder events, the weak convergence δn,∆ → δ∆ entails the weak
convergence of µmixn to some probability measure µ
mix on H. By Theorem 6.1, µmix
is translation-invariant. It is noted at [25, p. 17] that the ergodicity of δ∆ does not
imply that of µmix, and indeed there exist parameter values for which µmix is not
ergodic, by the result of [25, Thm 4.9].
Theorem 6.2. Let a, b, c > 0. The limit µ∞ := limn→∞ µn exists and satisfies
µ∞ = µmix. In particular, for edges e, f of H, the limit
(6.2) 〈σeσf〉 := lim
n→∞
〈σeσf〉n
exists.
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Proof. Let Ωn,∆ be the sample space of the dimer model on Hn,∆. Let δevn be the
probability measure of the dimer model on Hn,∆ on the subspace Ωevn,∆ of configu-
rations with the property that, along each of the two zigzag paths of H that are
neighbouring and parallel to γx and γy, there are an even number of present bisector
edges.
As explained above (see also [25]), elements of Ωn,∆ correspond to 1-2 model
configurations on H′n with the mixed boundary condition, and of Ωevn,∆ to 1-2 model
configurations on the toroidal graph Hn. We show next that
(6.3) δevn,∆ → δ∆,
where δ∆ := limn→∞ δn,∆ is given in Theorem 6.1.
Let Zn,∆ (respectively, Z
ev
n,∆) be the partition function of Ωn,∆ (respectively, Ω
ev
n,∆),
and let Kn(z, w) be the modified Kasteleyn matrix of Hn,∆ (see [25] and Section 5.2).
As explained in [32, Sect. 4B], for z, w ∈ {−1, 1}, Pf Kn(z, w) is a linear combination
of partition functions of dimer configurations of four different classes, depending on
the parity of the present edges along the two zigag paths winding around the torus.
In particular, by [32, Table 1, Sect. 4B], when n is even,
Zevn,∆ =
1
4
[
Pf Kn(1, 1) + Pf Kn(−1, 1) + Pf Kn(1,−1) + Pf Kn(−1,−1)
]
.
Let ei = 〈ui, vi〉, 1 ≤ i ≤ k, be edges of Hn,∆, and let M(e1, . . . , ek) be the event that
every ei is occupied by a dimer. Let wi > 0 be the edge weight of ei. Then
δevn (M(e1, . . . , ek))
=
k∏
i=1
wei
∣∣∣∣∣Pf K̂n(1, 1) + Pf K̂n(−1, 1) + Pf K̂n(1,−1) + Pf K̂n(−1,−1)Pf Kn(1, 1) + Pf Kn(−1, 1) + Pf Kn(1,−1) + Pf Kn(−1,−1)
∣∣∣∣∣ ,
where K̂n is the submatrix of Kn obtained by removing rows and columns indexed
by u1, v1, . . . , uk, vk. As in [3, Thm 4],
δn,∆(M(e1, . . . , ek))
(6.4)
=
k∏
i=1
wei
∣∣∣∣∣−Pf K̂n(1, 1) + Pf K̂n(−1, 1) + Pf K̂n(1,−1) + Pf K̂n(−1,−1)−Pf Kn(1, 1) + Pf Kn(−1, 1) + Pf Kn(1,−1) + Pf Kn(−1,−1)
∣∣∣∣∣ .
As in the proof of [3, Thm 6], δevn,∆(M(e1, . . . , ek)) and δn,∆(M(e1, . . . , ek)) converge
as n→∞ to the same complex integral. Since the events M(e1, . . . , ek) generate the
product σ-field, we deduce (6.3).
Finally, we deduce the claim of the theorem. An even (respectively, odd) corre-
lation function is an expectation of the form 〈σA〉, with σA =
∏
e∈A σe where A is
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a finite set of edges of H with even (respectively, odd) cardinality. In order that
µn → µmix, it suffices that the correlation functions of µn and µmixn have the same
limit. By invariance under sign change, the odd correlation functions equal 0.
The relationship between a 1-2 measure µ and the corresponding dimer measure
δ is as follows. Let e1, . . . , ek be bisector edges of Hn,∆, and let S(e1, . . . , ek) be the
event that every ei separates two edges of Hn with the same 1-2 state. Using the
correspondence between 1-2 and dimer configurations,
µ(S(e1, . . . , ek)) = δ(M(e1, . . . , ek)).
Let k ≥ 1, let e1, e2, . . . , e2k be distinct edges of Hn, and write σi = σei . Then
(6.5) 〈σ1 · · · σ2k〉µ = 1− 2µ(σ1 · · · σ2k = −1).
For i = 2, 3, . . . , 2k, let pii be a self-avoiding path between the midpoints of e1 and ei
comprising edges of Hn and two half-edges, and let Ai be the event that the number
of absent bisector edges encountered along pii is odd. As we move along pii in the
1-2 model, the edge-state changes at a given vertex if and only if the corresponding
bisector edge is absent. Therefore, σ1σi = −1 if and only if Ai occurs, so that
(6.6) 〈σ1σi〉µ = µ(Ai)− µ(Ai).
Let A be the event that the set I = {i : Ai occurs} has odd cardinality. Since
I = {i : σ1 6= σi}, we have that
(6.7) µ(σ1 · · ·σ2k = −1) = δ(A).
We return to the measures µn and µ
mix
n . By (6.3)–(6.7), the even correlation
functions of µn and µ
mix
n are convergent as n→∞, with equal limits. It follows that
µn → µ∞ where µ∞ = µmix. 
6.2. Non-uniqueness of Gibbs measures. We show the existence of at least two
Gibbs measures (that is, ‘phase coexistence’) for the ‘low temperature’ 1-2 model
on H. Let Σ be the set of 1-2 configurations on the infinite lattice H, and let
G = G(a, b, c) be the set of probability measures on Σ that satisfy the appropriate
DLR condition. (We omit the details of DLR measures here, instead referring the
reader to the related discussions of [2, Sect. 2.3] and [15, Sect. 4.4].) Since Σ is
compact, by Prohorov’s theorem [1, Sect. 1.5], every sequence of probability measures
on Σ has a convergent subsequence. It may be shown that any weak limit of finite-
volume 1-2 measures lies in G, and hence G 6= ∅.
Theorem 6.3. Let a ≥ b > 0. For almost every c satisfying either 0 < √c < √a−√b
or
√
c >
√
a+
√
b, we have that |G| ≥ 2.
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Proof. This proof is inspired by that of [2, Thm 6.2], and it makes use of Theorem
3.1, the proof of which has been deferred to Section 7. Let e be a given horizontal
edge of Hn, and let fm be an edge satisfying (3.1) such that pi(e, fm) has length m.
By Theorem 3.1(b) and translation invariance, for almost every c satisfying the given
inequalities, there exists α > 0 such that
(6.8) lim
m→∞
〈σeσfm〉2 = α2,
where 〈σeσf〉 is the limiting two-edge correlation as n → ∞ (see Theorem 6.2). It
suffices to show that, subject to (6.8), |G| ≥ 2.
By (6.8), there exists a subsequence (mk : k ≥ 1) along which 〈σeσfmk 〉 converges
to either α or −α. Assume the first; the proof is essentially the same in the second
case. For simplicity of notation, we shall assume that
lim
m→∞
〈σeσfm〉 = α.
By the invariance of µ∞ under sign change of the configuration,
lim
m→∞
µ∞(σe = 1 | σfm = 1) = 12(1 + α),
lim
m→∞
µ∞(σe = 1 | σfm = −1) = 12(1− α).
Find M such that
µ∞(σe = 1 | σfm = −1) < 12(1− 12α)
< 1
2
(1 + 1
2
α) < µ∞(σe = 1 | σfm = 1), m ≥M.
We may find an increasing subsequence (rm : m ≥M) such that
µrm(σe = 1 | σfm = −1) < 12(1− 13α)
< 1
2
(1 + 1
3
α) < µrm(σe = 1 | σfm = 1), m ≥M.
Let µ+ (respectively, µ−) be a subsequential limit of µrm(· | σfm = 1) (respectively,
µrm(· | σfm = −1)), so that
µ+(σe = 1) > µ
−(σe = 1).
In particular, µ+ 6= µ−. Since |e− fm| → ∞ as m→∞, the measures µ± satisfy the
DLR condition, and therefore they lie in G. 
6.3. Free energy. A boundary condition Bn is a configuration on the half-edges
Hn of the planar graph H′n = (Vn, E˜n, Hn), in the notation of Section 6.1. Let
Zn(a, b, c,Bn) be the partition function of the 1-2 model on H′n with parameters a,
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b, c and boundary condition Bn (as in (4.1), say). The free energy, for given a, b, c
and boundary conditions (Bn : n ≥ 1), is defined to be
(6.9) F(a, b, c, (Bn)) := lim
n→∞
1
|Vn| logZn(a, b, c,Bn),
whenever the limit exists.
Proposition 6.4. Let (a, b, c) 6= (0, 0, 0). The free energy of (6.9) exists and is
independent of the choice of boundary conditions (Bn). Moreover, up to a smooth
additive constant, it satisfies
(6.10) F(a, b, c) = 1
4pi2
∫∫
[0,2pi]2
logP (eiθ, eiφ) dθ dφ,
where P is given in (5.2).
Proof. The correspondence between 1-2 model configurations on H′n (with the mixed
boundary condition) and dimer configurations on Hn,∆ was explained in Section
6.1. It follows that the free energy of that 1-2 model is the same as that of the
corresponding dimer model. The expression (6.10) follows for that case from a general
argument used to compute the free energy of this dimer model, given that either the
spectral curve does not intersect the unit torus, or the intersection is a unique real
point of multiplicity 2. See Proposition 5.1 and also [23, Thm 3.5] and [3, Thm 1].
Next we prove that the free energy of (6.9) is independent of the choice of (Bn). To
this end, we consider the boxes H′n and H′n−2 illustrated in Figure 5.2. We claim that,
for any boundary condition on H′n (that is, any present/absent configuration on Hn)
and any 1-2 model configuration on H′n−2 (so that the edge-states on E˜n−2∪Hn−2 are
given), there exists a configuration on E˜n \ (E˜n−2 ∪Hn−2) such that the composite
configuration is a 1-2 configuration on H′n.
This claim is shown as follows. Consider a given boundary condition on Hn and a
1-2 configuration onH′n−2. The vertex-set Vn\Vn−2 forms a cycle Cn with even length,
together with two further vertices w1, w2 at the left and right corners, see Figure
5.2. From Cn we select a perfect matching. By considering the various possibilities,
we may see that it is always possible to allocate states to the two edges between Cn
and the wi in such a way that, in the resulting composite configuration, each wi has
degree either 1 or 2.
Let B0n be the free boundary condition, under which no half-edge is present. We
have that ∣∣logZn(a, b, c,Bn)− logZn−2(a, b, c,B0n−2)∣∣ ≤ |Vn \ Vn−2|K,
for some K = K(a, b, c) > 0 and all Bn. Divide by |Vn| and let n→∞ to obtain the
claim. The theorem follows on noting that the number of boundary configurations
is 2|Hn|, and |Hn|/|Vn| → 0 as n→∞. 
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7. Proofs of Theorem 3.1(a) and of the limit in Theorem 3.1(c)
The basic structure of the proof is as follows. As in Section 5, the 1-2 model may
be represented as a dimer model on a certain decorated graph Hn,∆ derived from
Hn. Subject to condition (3.1), the two-edge correlation 〈σeσf〉n of the 1-2 model
may be represented in terms of certain cylinder probabilities of the dimer model.
Using the theory of dimers, these probabilities may be expressed in terms of ratios
of Pfaffians of block Toeplitz matrices, and a similar representation follows for the
infinite-volume two-edge correlation 〈σeσf〉. By Widom’s theorem [37, 38], the limit
Λ(a, b, c) := lim|e−f |→∞〈σeσf〉2 exists, and furthermore Λ is analytic except when the
spectral curve intersects the unit torus. This identifies the phases of the 1-2 model,
and they may be identified as sub/supercritical via the extreme values of (3.3).
We shall refer to the following condition on the edges e, f of H:
(7.1)
e and f are midpoints of two NW edges such that
there exists a path pi = pi(e, f) in AHn from e to f
using only horizontal and NW half-edges.
See Figure 7.1. The principal step in the proof is the following.
e
f
v1
vn
Figure 7.1. A path pi comprising horizontal and NW mid-edges, con-
necting the midpoints of two NW edges e and f .
Theorem 7.1. Let e, f be two edges satisfying (7.1), and let a ≥ b ≥ 0. The limit
Λ(a, b, c) := lim|e−f |→∞〈σeσf〉2 exists and is complex analytic in c ≥ 0 except when√
c =
√
a−√b and √c = √a+√b.
Before giving the proof of Theorem 7.1, we explain how to deduce some of the
claims of Theorem 3.1(a, c); the exponential rate of convergence in part (c) is proved
in Section 8.
Proof of Theorem 3.1(a, c), without the exponential rate. Part (a) holds by Theorem
6.2.
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Let a ≥ b > 0, and let e, f satisfy (7.1). By Theorem 7.1, the function Λ3(·) :=
Λ(a, b, ·) is complex analytic on each of the intervals
C1 =
[
0, (
√
a−
√
b)2
)
,
C2 =
(
(
√
a−
√
b)2, (
√
a+
√
b)2
)
,
C3 =
(
(
√
a+
√
b)2,∞).
(That is to say, for c ∈ Ci considered as a line in the complex plane, Λ3 is analytic
on some open neighbourhood of c.)
Remark 7.2. Note in passing that, by Remark 4.2, we have Λ3(c) = 0 for c lying
in the interval S := (
√
a2 − b2,√a2 + b2). Since S ⊆ C2 and Λ3 is analytic on C2,
we have as implied in part (b) that 〈σe, σf〉 → 0 as |e − f | → ∞. (This is trivial if
a = b.)
We turn to part (c). Consider first the interval C1, and assume a > b. Since
non-trivial analytic functions have only isolated zeros, it follows that: either Λ3 ≡ 0
on C1, or Λ3 is non-zero except possibly on a set of isolated points of C1. By (3.3),
Λ3(0) = 1, whence the latter holds.
By (3.3), 〈σeσf〉 = 1 when a = b = 0 and c = 1. Since Λ3 is analytic (and hence
continuous) on C3, there exists α > 0 such that Λ(a, b, c) ≥ α in a small (real)
neighbourhood of (0, 0, 1). Since Λ depends only on the ratios a : b : c (cf. (2.5)), we
deduce that, for fixed a, b > 0 and sufficiently large c, we have Λ3(c) ≥ α > 0. By
Theorem 7.1, Λ3 is analytic on C3, and the claim holds as above. 
The remainder of the section is devoted to the proof of Theorem 7.1. We shall
develop the notation and arguments of Section 6.1. Let µmixn be the 1-2 measure on
H′n with the mixed boundary condition of Section 6.1, and let µmix := limn→∞ µmixn ,
as after Theorem 6.1. By Theorem 6.2, the 1-2 measure µn on Hn satisfies µn →
µ∞ = µmix as n→∞.
Let e, f be edges of the hexagonal lattice H satisfying (7.1). Let the path pi of
(7.1) traverse a total of 2k− 1 edges and two half-edges, so that pi passes 2k bisector
edges of the infinite decorated graph H∆. We denote this set of bisector edges by
(7.2) B =
{
bi = 〈ui, vi〉 : i = 1, 2, . . . , 2k
}
,
where vi ∈ pi.
Our target is to represent 〈σeσf〉 as the Pfaffian of a truncated block Toeplitz
matrix, as inspired by [20, Sect. 4.7]. A principal difference between [20] and the
current work is that, whereas bipartite graphs are considered there and the determi-
nants of weighted adjacency matrices are computed, in the current setting the graph
is non-bipartite and we will compute Pfaffians.
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To H∆ we assign a clockwise odd orientation as in Figure 5.3: the figure shows a
clockwise odd orientation of H1,∆, embedded in a 1×1 torus, that lifts to a clockwise
odd orientation of H∆. As in (5.1), a horizontal (respectively, NW, NE) bisector edge
of H∆ is assigned weight a (respectively, b, c), and all the other edges are assigned
weight 1. The bisector edges gi = 〈ui, vi〉 are oriented in such a way that each gi is
oriented from ui to vi in this clockwise-odd orientation.
Let Kn be the Kasteleyn matrix of Hn,∆ (as in Section 5.2 and [25]), and let |v|
denote the index of the row and column of Kn corresponding to the vertex v. Assume
that |vi| = |ui|+ 1 for 1 ≤ i ≤ 2k, and furthermore that
(7.3) |u1| < |v1| < |u2| < |v2| < · · · < |u2k| < |v2k|.
Let K−1 be the infinite matrix whose entries are the limits of the entries of K−1n as
n → ∞. The existence of K−1 may be proved by an explicit diagonalization of Kn
using periodicity, as in [9, Sect. 7] and [24].
We now construct the modified Kasteleyn matrix K1(z, w) of H1,∆ by multiplying
the corresponding entries in its Kasteleyn matrix by z or z−1 (respectively, w or
w−1), according to the manner in which the edge crosses one of the two homology
cycles γx, γy indicated in Figure 5.3. As remarked in Section 5.2, the characteristic
polynomial P (z, w) = detK1(z, w) is the function f(a, b, c;w, z) of (5.2), see also [25,
Lemma 9]. The intersection of the spectral curve P (z, w) = 0 and the unit torus T2
is given by Proposition 5.1.
Consider the toroidal graph Hn,∆. Let γx, γy be homology cycles of the torus,
which for definiteness we take to be shortest cycles composed of unions of boundary
segments of fundamental domains as in Figure 5.3. Let Kn(z, w) be the modified
Kasteleyn matrix of Hn,∆.
For I ⊆ {1, 2, . . . , 2k}, let MI be the event that every bi with i ∈ I is present in
the dimer configuration. Assume n is sufficiently large that
(7.4) for 1 ≤ i ≤ 2k, the edge bi intersects neither γx nor γy.
For n even, as in (6.4),
µ∞(MI) = lim
n→∞
µn(MI)
(7.5)
= lim
n→∞
JI
−Pf K̂n,I(1, 1) + Pf K̂n,I(1,−1) + Pf K̂n,I(−1, 1) + Pf K̂n,I(−1,−1)
−Pf Kn(1, 1) + Pf Kn(1,−1) + Pf Kn(−1, 1) + Pf Kn(−1,−1) ,
where
(7.6) JI =
∏
i∈I
[Kn]ui,vi ,
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and ÂI denotes the submatrix of the matrix A after deletion of rows and columns
corresponding to {ui, vi : i ∈ I} (see [25, Thm 0.1]). Note that µ∞(M∅) = 1.
The limit of (7.5) can be viewed as follows. Each monomial in the expansion of
Pf Kn(z, w), z, w ∈ {−1, 1}, corresponds to the product of edge-weights of a dimer
configuration, with possibly negative sign. The coefficients in the linear combination
of Pf Kn(1, 1), Pf Kn(1,−1), Pf Kn(−1, 1), and Pf Kn(−1,−1) are chosen in such a
way that the products of edge-weights of different dimer configurations correspond
to monomials of the same sign. The numerator of (7.5) is the sum over dimer
configurations containing every bi, i ∈ I; this can be computed by the corresponding
sum of monomials in the expansion of the denominator. Under (7.4), [Kn]ui,vi :=
[Kn(z, w)]ui,vi is independent of z, w ∈ {−1, 1}. Since each bi is oriented from ui to
vi, we have that [Kn]ui,vi = c, whence JI = c
|I|.
Lemma 7.3. Let A be a 2m × 2m invertible, anti-symmetric matrix, and let L ⊆
{1, 2, . . . , 2m} be a nonempty even subset. Let ÂL be the submatrix of A obtained by
deleting the rows and columns indexed by elements in L, and let A−1L be the submatrix
of A−1 with rows and columns indexed by elements in L. Then
(−1)S(L)Pf ÂL = Pf (A)Pf (A−1L ), where S(L) =
∑
l∈L
l.
Proof. See, for example, [5, Lemma A.2]. 
The conclusion of Lemma 7.3 holds also when L = ∅, subject to the convention
that Pf (A−1∅ ) = 1.
Returning to (7.5), take L = {|ui|, |vi| : i ∈ I}, so that (−1)S(L) = (−1)|I|, by the
choices before (7.3). When the spectral curve does not intersect the unit torus T2,
by Lemma 7.3,
lim
n→∞
Pf K̂n,I(z, w)
Pf Kn(z, w)
= lim
n→∞
(−1)|I|Pf K−1n,I(z, w)
= (−1)|I|Pf K−1I ,
where the limit is independent of z, w ∈ {−1, 1}; see [24, Lemma 4.8] for a proof of
the existence of the limits of the entries of K−1n . By (7.5)–(7.6),
(7.7) µ∞(MI) = (−c)|I|Pf K−1I .
We shall make use of the following elementary lemma, the proof of which is omitted.
Lemma 7.4. Let S be a random subset of the finite nonempty set B. The probability
generating function (pgf) G(x) = E(x|S|) satisfies
G(1 + λ) =
∑
I⊆B
λ|I|P(S ⊇ I), λ ∈ R.
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Let B be the set of bisector edges along pi (see (7.2)), and let S be the subset of
such edges that are present in the dimer configuration. By (6.6),
〈σeσf〉 = G(−1),
where G is the pgf of |S| under the measure µ∞. By (7.7) and Lemma 7.4,
〈σeσf〉 =
∑
I⊆B
(−2)|I|µ∞(MI) =
∑
I⊆B
(2c)|I|Pf K−1I .(7.8)
This may be recognized as the Pfaffian of a certain matrix defined as follows.
Let Y1(λ) be the 2× 2 matrix
Y1(λ) =
(
0 λ
−λ 0
)
,
and let Y2k(λ) be the 4k×4k block diagonal matrix with diagonal 2×2 blocks equal to
Y1(λ). More precisely, Y2k(λ) has rows and columns indexed u1, v1, u2, v2, . . . , u2k, v2k,
and
Y2k(λ) =

Y1(λ) 0 · · · 0
0 Y1(λ) · · · 0
...
...
. . .
...
0 0 · · · Y1(λ)
 .
Lemma 7.5. We have that
(7.9) 〈σeσf〉 = Pf [Y2k(1) + 2cK−1Vpi ],
where Vpi = {u1, v1, u2, v2, . . . , u2k, v2k}.
Proof. It suffices by (7.8) that
(7.10) Pf [Y2k(1) + A] =
∑
I⊆B
Pf AI ,
where A = (ai,j) is a 4k × 4k anti-symmetric matrix with consecutive pairs of
rows/columns indexed by the set B = {1, 2, . . . , 2k}, and AI is the submatrix of
A with pairs of rows and columns indexed by I ⊆ B.
Let G = (V,E) be the complete graph with vertex-set V = {1, 2, . . . , 4k}, and
recall that
(7.11) Pf A =
∑
µ∈Π
sgn(piµ)
∏
(i,j)∈µ
i<j
ai,j,
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(see [18, 35]), where Π is the set of perfect matchings of G, and the permutation
piµ ∈ S4k is given by
(7.12) piµ =
(
1 2 3 4 · · · 4k − 1 4k
ii j1 i2 j2 · · · i2k j2k
)
where µ = {(ir, jr) : 1 ≤ r ≤ 2k}, i1 < i2 < · · · < i2k, and ir < jr.
By (7.11),
Pf [Y2k(1) + A] =
∑
µ∈Π
sgn(piµ)
∏
(i,j)∈µ
i<j
[Y2k(1) + A]i,j(7.13)
=
∑
K⊆V
(∑
µ∈Π
sgn(piµ)
∏
(i,j)∈µ
i∈K, i<j
[Y2k(1)]i,j
∏
(i,j)∈µ
i/∈K, i<j
ai,j
)
.
The penultimate product is 0 unless every i ∈ K is odd and satisfies (i, i + 1) ∈ µ.
Therefore, with J = 1
2
(K + 1) ⊆ B,
Pf [Y2k(1) + A] =
∑
J⊆B
(∑
µ∈Π
sgn(piµ)
∏
(i,j)∈µ, i<j
i,j /∈(2J−1)∪(2J)
ai,j
)
=
∑
J⊆B
Pf AB\J ,
as required for (7.10). 
Recall that a matrix is Toeplitz if every descending diagonal is constant, and a
block matrix is block Toeplitz if each block is Toeplitz and every descending diagonal
of blocks is constant. Now, Y2k (1)+2cK
−1
Vpi
is a truncated block Toeplitz matrix each
block of which has size 4×4. We propose to use Widom’s formula (see Theorem 7.8)
to study the limit of its determinant as k → ∞. In this limit, the matrix becomes
an infinite block Toeplitz matrix T (ψ) with symbol given by
(7.14) ψ(z) =
1
2pi
∫ 2pi
0
φ(z, eiθ) dθ
where
(7.15) φ(z, eiθ) = Y2(1) + 2cK
−1
1 (z, e
iθ)(1:4),
and A(1:4) denotes the 4×4 submatrix of the matrix A with rows and columns indexed
by u1, v1, u2, v2 as in Figure 5.3. This follows by the explicit calculation
(7.16) [K−1]u,v =
1
4pi2
∫ 2pi
0
∫ 2pi
0
eikφ[K−11 (e
iθ, eiφ)]u,v′ dθ dφ, u, v ∈ Vpi,
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where v′ is the translation of v to the same fundamental domain as u, and k is
the number of fundamental domains traversed in moving from v′ to v, with sign
depending on the direction of the move. When k 6= 0, (7.16) is the kth Fourier
coefficient of the symbol (7.14). See [24, Sect. 4] for a similar computation.
Lemma 7.6. Let z ∈ C with |z| = 1. When the spectral curve does not intersect the
unit torus T2, we have that detψ(z) = 1.
Proof. Let Hm,n,∆ be the toroidal graph comprising m× n fundamental domains (a
fundamental domain is drawn in Figure 5.3). We can think of Hm,n,∆ as the quotient
graph of H∆ under the action of mZ× nZ. To Hm,n,∆ we allocate the clockwise-odd
orientation of Figure 5.3.
Let Km,n(z, w) be the corresponding modified Kasteleyn matrix. Assume the cycle
γx (respectively, γy) crosses 2n (respectively, 2m) edges, whose weights are multiplied
by z or z−1 (respectively, w or w−1), depending on their orientations. Note that
K1,1 = K1.
The toroidal graph H1,n,∆ is a line of n copies of the graph of Figure 5.3, aligned
parallel to γx. It contains 2n (bisector) edges with weight c, of which we select
two, denoted e1, e2, lying in the same fundamental domain. Let H∗1,n,∆ be the
oriented graph obtained from H1,n,∆ by reversing the orientations of e1 and e2, and
let K∗1,n(z, w) be the modified Kasteleyn matrix of H∗1,n,∆.
Let X(λ) be the 4n× 4n matrix
X(λ) =
Y1(λ) 0 00 Y1(λ) 0
0 0 0
 .
Since e1 and e2 have weight c,
detK∗1,n(z, w)
detK1,n(z, w)
=
det[K∗1,n(z, w)−K1,n(z, w) +K1,n(z, w)]
detK1,n(z, w)
(7.17)
=
det [X(−2c) +K1,n(z, w)]
detK1,n(z, w)
= det
[
X(−2c)K−11,n(z, w) + I
]
= det
[
Y2(−2c)K−11,n(z, w)(1:4) + I
]
= det
[
2cK−11,n(z, w)(1:4) + Y2 (1)
]
,
for w = ±1, since Y2(1)Y2(−1) = I and detY2(1) = 1. Here, K−11,n(z, w)(1:4) is the
submatrix of K−11,n(z, w) comprising the rows and columns indexed by the four vertices
incident with the ei, see Figure 5.3.
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By an explicit diagonalization of K−11,n as in [9, Sect. 7], for any two vertices u, v
in the same fundamental domain, the limit
(7.18) lim
n→∞
[K−11,n(z, w)]u,v =
1
2pi
∫ 2pi
0
[K−11 (z, e
iθ)]u,v dθ
exists and is independent of the choice of w = ±1. The proof of the next lemma is
deferred until the current proof is completed.
Lemma 7.7. For z ∈ C, the limit
(7.19) δ(z, w) = lim
n→∞
detK∗1,n(z, w)
detK1,n(z, w)
satisfies δ(z,−1) = δ(z, 1) = ±1.
We deduce that
detψ(z) = lim
n→∞
det
[
Y2 (1) + 2cK
−1
1,n(z, 1)(1:4)
]
by (7.14), (7.15), (7.18)
= δ(z, 1) = ±1 by (7.17) and Lemma 7.7.
Setting z = 1, we have by (7.19) that detψ(1) ≥ 0 since it is the limit of a ratio of
determinants of two anti-symmetric matrices. By (7.14) and the forthcoming (7.25),
ψ is continuous on the unit circle when the spectral curve does not intersect T2, and
the claim follows. (Note that (7.25) is a general fact whose proof does not depend
on Lemma 7.6.) Therefore, ψ(z) = 1 for |z| = 1. 
Proof of Lemma 7.7. By (7.17)–(7.18), δ(z,−1) = δ(z, 1) =: δ(z), say. We claim
that
(7.20) detK∗1,n(z,−1) = detK1,n(z, 1), detK∗1,n(z, 1) = detK1,n(z,−1).
By (7.19)–(7.20), δ(z,−1) = 1/δ(z, 1), so that δ(z) = ±1 as claimed.
We prove (7.20) next. Each non-vanishing term in the expansion of detK∗1,n(z,−1)
and detK1,n(z, 1) corresponds to a cycle configuration on H∗1,n,∆, that is, a configu-
ration of cycles and doubled edges in which each vertex has two incident edges. Let
C be an oriented cycle of H∗1,n,∆ viewed as an unoriented graph, and recall that e1
and e2 have opposite orientations in H1,n,∆ and H∗1,n,∆. It suffices that C contributes
the same sign on both sides of the left equation of (7.20). Let c(C) (respectively,
w(C)) be the number of c-type (respectively, w-type) edges crossed by C. By a
consideration of parity, c(C) is even if and only if w(C) is even, and in this case
C contributes the same sign. We claim that w(C) = 1 if c(C) = 1. It is standard
that C is either contractible or essential, and that C, if essential, has homology type
±1 in the direction γx. Therefore, w(C) = 1, and the claim follows. The second
equation of (7.20) follows similarly. 
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We remind the reader of Widom’s theorem.
Theorem 7.8 (Widom [37, 38]). Let Tm(ξ) be a finite block Toeplitz matrix with
given symbol ξ and m×m blocks. Assume
∞∑
k=−∞
‖ξk‖+
( ∞∑
k=−∞
|k| · ‖ξk‖2
) 1
2
<∞,
det ξ(eiθ) 6= 0, 1
2pi
∆0≤θ≤2pi arg det ξ(eiθ) = 0,
where ‖ · ‖ denotes Hilbert–Schmidt norm, ξk is the kth Fourier coefficient of ξ, and
1
2pi
∆0≤θ≤2pi arg det ξ(eiθ) =
1
2pii
∫
|ζ|=1
dζ
∂
∂ζ
log det ξ(ζ).
Then
lim
m→∞
detTm(ξ)
G(ξ)m+1
= E(ξ),
where
G(ξ) = exp
{
1
2pi
∫ 2pi
0
log det ξ(eiθ) dθ
}
,(7.21)
E(ξ) = det
[
T (ξ)T (ξ−1)
]
,(7.22)
where T (ξ) is the semi-infinite Toeplitz matrix with symbol ξ, and the last det refers
to the determinant defined for operators on Hilbert space differing from the identity
by an operator of trace class.
We note that, when the spectral curve does not intersect the unit torus, ψ given
by (7.14) is a smooth matrix-valued function on the unit circle, whence
‖ψk‖ ≤ Cαk,
for some C > 0, α ∈ (0, 1), and all k > 0, where ψk is the kth Fourier coefficient of
ψ.
Proof of Theorem 7.1. This holds as in the proofs of [24, Lemmas 4.4–4.7], and the
full details are omitted. Here is an outline.
The symbol ψ is a 4×4 matrix-valued function. Let n be the number of NW edges
in the path of (3.1) connecting e and f . By the computations of Section 7 (see (7.9)
and (7.14)),
(7.23) 〈σeσf〉2 = detTn(ψ),
where Tn(ψ) is a truncated block Toeplitz matrix consisting of the first n× n blocks
of an infinite block Toeplitz matrix T (ψ) with symbol ψ (so that Tn(ψ) is a 4n× 4n
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matrix). By Lemma 7.6, when the spectral curve does not intersect the unit torus
T2, we have G(ψ) = 1, where G(ψ) is given in (7.21). By Theorem 7.8,
(7.24) Λ(a, b, c) = lim
n→∞
detTn(ψ) = E(ψ),
where E(ψ) is given in (7.22).
Non-analyticity of Λ may arise only as follows. One may write
(7.25) [K−11 (z, w)]i,j =
Qi,j(z, w)
P (z, w)
,
where Qi,j(z, w) is a Laurent polynomial in z, w derived in terms of certain cofactors
of K1(z, w), and P (z, w) = detK1(z, w) is the characteristic polynomial of the dimer
model on Hn,∆. It follows that Λ is analytic when P (z, w) has no zeros on the unit
torus T2. The last occurs only under the condition of Proposition 5.1, and the claim
follows. 
8. Proof of exponential convergence in Theorem 3.1(c)
We develop the method of proof of Widom’s formula, Theorem 7.8, see [37, 38].
For a positive integer r, let Ar ∩ Kr be the Banach algebra of r × r matrix-valued
functions on the unit circle under the norm
‖φ‖ =
∞∑
k=−∞
‖φk‖+
( ∞∑
k=−∞
|k| · ‖φk‖2
) 1
2
,
where φk is the kth Fourier coefficient of the matrix-valued function φ. Note that
the trigonometric polynomials are dense in Ar ∩Kr.
The main theorem of this section is as follows.
Theorem 8.1. Let T (ψ) be a semi-infinite block Toeplitz matrix with symbol ψ,
where ψ is an r × r matrix-valued, C∞-function on the unit circle. Let Tn(ψ) be the
truncated block Toeplitz matrix consisting of the first n × n blocks of T (ψ). In the
limit as n→∞, detTn(ψ) converges to its limit exponentially fast.
We recall (7.23) from the last section, and note that ψ is a matrix-valued function
in A4 ∩K4. Let H(ψ) be the Hankel matrix with symbol ψ,
H(ψ) =
(
ψi+j+1
)
0≤i,j<∞,
and write
(8.1) ψ˜(z) = ψ(z−1).
Lemma 8.2. Let e, f be NW edges of the hexagonal lattice satisfying (3.1). In the
representation (7.23) of the edge–edge correlation 〈σeσf〉n, the symbol ψ is C∞ on
the unit circle whenever the spectral curve does not intersect the unit torus.
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Proof. We recall from Proposition 5.1 that, when a ≥ b, c > 0 and
√
a 6=
√
b+
√
c,
√
c 6= √a+
√
b,
the characteristic polynomial P (z, w) has no zeros on the unit torus. As in Section
7, ψ(ξ) is a matrix-valued function defined on the unit circle, each entry of which
has the form
1
2pi
∫ 2pi
0
Q(ξ, eiφ)
P (ξ, eiφ)
dφ,
where P (z, w) is the characteristic polynomial, and Q(z, w) is a Laurent polynomial.
When P (z, w) has no zeros on the unit torus, ψ(ξ) is a C∞ function on the unit circle,
and the nth Fourier coefficient of ψ(ξ) decays exponentially to 0 as |n| → ∞. 
Assume first that the operator T (ψ˜) is invertible as an operator on l2
sequences of r-vectors. This is equivalent to assuming that the matrix-valued
function ψ has a factorization of the form
(8.2) ψ = ψ+ψ−,
where the ψ± are invertible in Ar ∩Kr, and the ψ±1+ (respectively, ψ±1− ) have Fourier
coefficients that vanish for negative (respectively, positive) indices. As in [38, Sect.
3], we have
(8.3)
detTn(ψ)
G(ψ)n+1
= det
(
I − PnH(ψ)H(ψ˜−1− )PnT (ψ−1+ )Pn
)
,
where PnA is the submatrix of A consisting of its first nr rows, and BPn is the
submatrix of B consisting of its first nr columns. Recall that G is given by (7.21).
Now we define operator norms, and discuss inequalities regarding these norms.
Definition 8.3. For a compact operator A on a Hilbert space, and 1 ≤ p ≤ ∞,
let ‖A‖p denote the p-norm of the eigenvalue-sequence of (A∗A) 12 , where A∗ is the
conjugate transpose of A. The ∞-norm is the usual operator norm and is so defined
even if A is not compact. The 2-norm is the Hilbert–Schmidt norm, and the 1-norm
is the trace-norm. The set of compact operators with finite p-norm is denoted by
Φp. Thus Φ1 is the set of operators of trace class; Φ2 is the set of Hilbert–Schmidt
operators; and Φ∞ is the set of compact operators.
As in [38, Sect. 2], we have the following lemma
Lemma 8.4.
(a) Let 1 ≤ p ≤ ∞. If A ∈ Φp and B,C ∈ Φ∞, then BAC ∈ Φp. Moreover,
‖BAC‖p ≤ ‖A‖p‖B‖∞‖C‖∞.
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(b) If A,B ∈ Φ2, then AB ∈ Φ1. Moreover,
‖AB‖1 ≤ ‖A‖2‖B‖2.
Lemma 8.5. Assume that ψ(ζ) is a C∞ r×r matrix-valued function on the unit circle
with exponential decaying Fourier coefficients. Assume also that ψ has a factorization
given by (8.2). Then ψ±1+ , ψ
±1
− , ψ˜
±1
+ , ψ˜
±1
− are all C
∞ r × r matrix-valued functions
on the unit circle with exponential decaying Fourier coefficients.
Proof. By the arguments of [38, p. 10], when T (ψ˜) is invertible, ψ˜−1− is a matrix-valued
function whose sequence of non-negative Fourier coefficients is T−1(ψ˜)(I, 0, 0, . . . ).
By [33, Thm 1.3], the entries in the first column of T (ψ˜)−1 decay exponentially as
the entry moves away from the diagonal, whence the nth Fourier coefficient of ψ˜−1−
decays to zero exponentially as |n| → ∞.
The exponential decay of Fourier coefficients and smoothness of ψ±1+ , ψ
±1
− , ψ˜
±1
+ ,
ψ˜±1− follow. 
By explicit computations (see [38]),
H(ψ)H(ψ˜−1− )T (ψ
−1
+ ) = H(ψ)H(ψ˜
−1).
Moreover,∥∥∥H(ψ)H(ψ˜−1− )PnT (ψ−1+ )−H(ψ)H(ψ˜−1− )T (ψ−1+ )∥∥∥
1
=
∥∥H(ψ)H(ψ˜−1− )(Pn − I)T (ψ−1+ )∥∥1
≤ ∥∥H(ψ)H(ψ˜−1− )(Pn − I)∥∥1 · ‖T (ψ−1+ )‖∞
≤ ‖H(ψ)‖2 · ‖H(ψ˜−1− )(Pn − I)‖2 · ‖T (ψ−1+ )‖∞.
Lemma 8.6. Assume that ψ is a r×r matrix-valued, C∞ function on the unit circle
with exponential decaying Fourier coefficients, and assume that ψ has a factorization
given by (8.2). Let Tr(A) be the trace of A. Then there exists 0 < β1 < 1 such that
‖T (ψ−1+ )‖∞ <∞,(8.4)
‖H(ψ)‖2 =
[
Tr(H∗(ψ)H(ψ))
] 1
2 <∞,(8.5)
‖H(ψ˜−1− )(Pn − I)‖2 = Tr
[
(Pn − I)H∗(ψ˜−1− )H(ψ˜−1− )(Pn − I)
] 1
2 < βn1 .(8.6)
Proof. Note that ‖T (ψ−1+ )‖∞ is exactly the maximal singular value of T (ψ−1+ ). Note
also that T (ψ+)
−1 is an upper triangular matrix whose off-diagonal entries decay
exponentially fast. Let
A = [T (ψ+)
−1]∗T (ψ+)−1 = (ai,j)i,j∈N.
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It is not hard to check that the off-diagonal entries of A decay exponentially fast
with respect to their distance to the diagonal. Moreover, ‖T (ψ−1+ )‖2∞ is the maximal
eigenvalue of A. It is well known that
‖T (ψ−1+ )‖2∞ ≤ max
j
∞∑
i=1
|aij| <∞,
and (8.4) follows. The inequality (8.5) is obtained since the diagonal entries of
H∗(ψ)H(ψ) decay exponentially when moving down the diagonal. Equation (8.6) is
similar. 
Now,
∥∥∥PnH(ψ)H(ψ˜−1)Pn −H(ψ)H(ψ˜−1)∥∥∥
1
(8.7)
≤ ∥∥PnH(ψ)H(ψ˜−1)(Pn − I)∥∥1 + ∥∥(Pn − I)H(ψ)H(ψ˜−1)∥∥1
≤ ‖Pn‖∞ · ‖H(ψ)H(ψ˜−1)(Pn − I)‖1 + ‖(Pn − I)H(ψ)‖2 · ‖H(ψ˜−1)‖2
≤ ‖H(ψ)‖2 · ‖H(ψ˜−1)(Pn − I)‖2 + ‖(Pn − I)H(ψ)‖2 · ‖H(ψ˜−1)‖2
≤ βn2 ,
where 0 < β2 < 1. The last inequality holds because the (i, j) entries of H(ψ) and
H(ψ˜) decay exponentially in i+ j.
The following cases may occur:
I. I −H(ψ)H(ψ˜−1) is invertible,
II. I −H(ψ)H(ψ˜−1) is not invertible.
Assume Case I occurs. By the formula of [13, p. 116],∣∣∣det(I − PnH(ψ)H(ψ˜−1− )PnT (ψ−1+ )Pn)− det(I −H(ψ)H(ψ˜−1))∣∣∣(8.8)
≤ e‖H(ψ)H(ψ˜−1)‖1(eQn − 1)
≤ βn3 ,
where
Qn :=
∥∥∥(I −H(ψ)H(ψ˜−1))−1(PnH(ψ)H(ψ˜−1− )PnT (ψ˜−1+ )Pn −H(ψ)H(ψ˜−1))∥∥∥
1
and 0 < β3 < 1.
Assume Case II occurs. We follow the approach of [13, pp. 116–117]. When I −
H(ψ)H(ψ˜−1) is not invertible, the point 1 is an isolated eigenvalue of finite type for
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H(ψ)H(ψ˜−1). Let P be the corresponding Riesz projection, and put H1 = ImP ,
H2 = KerP , so that H1 is finite-dimensional. For simplicity, we write
Fn := PnH(ψ)H(ψ˜
−1
− )PnT (ψ
−1
+ )Pn,
A := H(ψ)H(ψ˜−1).
With respect to the decomposition H = H1 ⊕H2, we have
Fn =
(
K
(n)
11 K
(n)
12
K
(n)
21 K
(n)
22
)
, A =
(
A11 0
0 A22
)
,
and it follows as in (8.7) that
‖Fn − A‖2 ≤ ‖Fn − A‖1 ≤ βn4 ,
for some 0 < β4 < 1. Moreover,
(Fn − A)∗(Fn − A) =
(
L1 · · ·
· · · L2
)
,
where
L1 = (K
(n)
11 − A11)∗(K(n)11 − A11) + (K(n)21 )∗K(n)21 ,
L2 = (K
(n)
12 )
∗K(n)12 + (K
(n)
22 − A22)∗(K(n)22 − A22).
Therefore,
‖Fn − A‖22 = Tr
(
(K
(n)
11 − A11)∗(K(n)11 − A11)
)
+ Tr
(
(K
(n)
21 )
∗K(n)21
)
+ Tr
(
(K
(n)
22 − A22)∗(K(n)22 − A22)
)
+ Tr
(
(K
(n)
12 )
∗K(n)12
)
= ‖K(n)11 − A11‖22 + ‖K(n)21 ‖22 + ‖K(n)12 ‖22 + ‖K(n)22 − A22‖22.
Hence,
‖K(n)11 − A11‖2 ≤ βn4 ,
‖K(n)12 ‖2 ≤ βn4 ,
‖K(n)21 ‖2 ≤ βn4 .
As in [13, pp. 116–117], with each Ij an identity matrix of suitable size,
det(I − Fn) = det
(
I1 −K(n)11 +K(n)12 (I2 −K(n)22 )−1K(n)21
)
det
(
I2 −K(n)22
)
,
and
lim
n→∞
det
(
I2 −K(n)22
)
= det(I − A22).
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Moreover,∥∥∥I1 −K(n)11 +K(n)12 (I2 −K(n)22 )−1K(n)21 − (I1 − A11)∥∥∥
1
≤ ‖K(n)11 − A11‖1 + ‖K(n)12 ‖2 · ‖I2 −K(n)22 ‖∞ · ‖K(n)21 ‖2
≤ βn6 ,
for some 0 < β6 < 1. Since I1 −K(n)11 + K(n)12 (I2 −K(n)22 )−1K(n)21 is a finite matrix, all
the norms are equivalent, we have∣∣∣det(I1 −K(n)11 +K(n)12 (I2 −K(n)22 )−1K(n)21 )− det(I1 − A11)∣∣∣ ≤ βn7 ,
for some 0 < β7 < 1.
Since (by Lemma 7.6) G(ψ) = 1, we obtain that, when T (ψ˜) is invertible, 〈σeσf〉2
converges to its limit exponentially fast in the limit as |e− f | → ∞. This completes
the consideration of Case II.
Assume now that T (ψ˜) is not invertible. Since T (ψ˜) is Fredholm of index 0, by
[38], there exists φ with only finitely many non-zero Fourier coefficients, such that
T (ψ˜ + φ˜) is invertible for sufficiently small  6= 0. Therefore,
lim
n→∞
detTn(ψ + φ)
G(ψ + φ)n+1
= det
[
T (ψ + φ)T
(
(ψ + φ)−1
)]
,
for  belonging to some punctured disk with centre 0. Using the same arguments as
above we obtain that, for sufficiently small || > 0,
(8.9)
∣∣∣∣detTn(ψ + φ)G(ψ + φ)n+1 − det[T (ψ + φ)T((ψ + φ)−1)]
∣∣∣∣ ≤ βn5
for some 0 < β5 < 1 independent of . This is obtained by first expressing the
ratio on the left side of (8.9) as in (8.3), then follow the previous argument. Note
that β5 depends on the exponential decay rate of (ψ + φ)k as k → ∞, which can
be made universal for  with || sufficiently small. Since the component functions
on the left side of (8.9) are analytic in  on some disk { ∈ C : || ≤ c0}, by the
maximum principle, (8.9) holds for  = 0 also. Hence 〈σeσf〉2 converges to its limit
exponentially fast. The proof of Theorem 8.1 is complete.
9. Alternative proof of Theorem 3.1(b)
We find it slightly more convenient to work here with horizontal edges rather than
NW edges, and there is no essential difference in the proof. Let e, f ∈ E be horizontal
edges. There exists a horizontal edge g ∈ E such that: e and g (respectively, f and
g) are connected by a path leg (respectively, lfg) of AH comprising only horizontal
and NW (respectively, NE) edges, and the unique common edge of leg and lfg is g.
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Let m+ 1 (respectively, n+ 1) be the number of horizontal edges in leg (respectively,
lfg). Write m ∧ n = min{m,n} and m ∨ n = max{m,n}.
Theorem 9.1. Assume the parameters of the 1-2 model satisfy
(9.1) a ≥ b > 0, c > 0, √a 6=
√
b+
√
c,
√
c 6= √a+
√
b.
(a) The limit
Λ(a, b, c) := lim
m,n→∞
〈σeσf〉2
exists, and
(9.2)
∣∣〈σeσf〉2 − Λ∣∣ ≤ Cαm∧n,
where C > 0, α ∈ (0, 1) are constants independent of m, n.
(b) If, in addition,
√
a <
√
b +
√
c and
√
c <
√
a +
√
b, then C > 0, α ∈ (0, 1)
may be chosen such that
(9.3) |〈σeσf〉| ≤ Cα|e−f |.
Proof. (a) By a computation similar to that leading to (7.9), 〈σeσf〉2 may be ex-
pressed in the form
〈σeσf〉2 = det
(
Tm(ψ1) Am,n
Bn,m Tn(ψ2)
)
,
where ψi is a 4× 4 matrix-valued function (see (7.14)), Tr(ψi) is a 4r× 4r truncated
block Toeplitz matrix with symbol ψi, and Am,n (respectively, Bn,m) is a 4m × 4n
(respectively, 4n× 4m) matrix with entries satisfying
|Am,n(i, j)| ≤ Cβi+j1 , |Bn,m(i, j)| ≤ Cβi+j1 ,
where C > 0, β1 ∈ (0, 1) are constants independent of i, j.
Let φ1, φ2 be two matrix-valued functions defined on the unit circle with only
finitely many non-vanishing Fourier coefficients, such that T (ψ˜1+φ˜1) and T (ψ˜2+φ˜2)
are invertible for complex  6= 0 with sufficiently small modulus (recall (8.1)). Let
 > 0 be given accordingly, and let
ψi, = ϕi + φi, i = 1, 2.
Since T (ψ˜i,) is invertible, we have (as in Section 8) that
ψi, = ψi,,+ψi,,−, i = 1, 2,
where the ψi,,± are invertible in A4∩K4, and ψ±1i,,+ (respectively, ψ±1i,,−) have Fourier
coefficients that vanish for negative (respectively, positive) indices.
Subject to (9.1), by Proposition 5.1 the spectral curve has no zeros on the unit
torus. As explained after Theorem 7.8, the entries of the Toeplitz matrix (Fourier
38 GEOFFREY R. GRIMMETT AND ZHONGYANG LI
coefficients of a smooth function on the unit circle) decay exponentially as their
distances from the diagonal go to infinity.
By computations similar to those of [38, p. 8],(
Tm(ψ1,) Am,n
Bn,m Tn(ψ2,)
)(
Tm(ψ
−1
1,,−)Tm(ψ
−1
1,,+) 0
0 Tn(ψ
−1
2,,−)Tn(ψ
−1
2,,+)
)
(9.4)
=
(
Tm(ψ1,)Tm(ψ
−1
1,,−)Tm(ψ
−1
1,,+) Am,nTn(ψ
−1
2,,−)Tn(ψ
−1
2,,+)
Bn,mTm(ψ
−1
1,,−)Tm(ψ
−1
1,,+) Tn(ψ2,)Tn(ψ
−1
2,,−)Tn(ψ
−1
2,,+)
)
= I4m+4n − Sm,n,
where Ir is the r × r identity matrix and
Sm,n =
(
PmH(ψ1,)H(ψ˜
−1
1,,−)PmTm(ψ
−1
1,,+) −Am,nTn(ψ−12,,−)Tn(ψ−12,,+)
−Bn,mTm(ψ−11,,−)Tm(ψ−11,,+) PnH(ψ2,)H(ψ˜−12,,−)PnTn(ψ−12,,−)
)
.
We now take determinants of (9.4). As in [38, p. 8],
det[Tm(ψ
−1
1,,−)] det[Tm(ψ
−1
1,,+)] = G(ψ
−1
1,,−)
m+1G(ψ−11,,+)
m+1
=
1
G(ψ1,)m+1
,
whence
1
G(ψ1,)m+1G(ψ2,)n+1
det
(
Tm(ψ1,) Am,n
Bn,m Tn(ψ2,)
)
= det (I4m+4n − Sm,n) .(9.5)
Let
S =
(
H(ψ1,)H(ψ˜
−1
1,,−)T (ψ
−1
1,,+) −AT (ψ−12,,−)T (ψ−12,,+)
−BT (ψ−11,,−)T (ψ−11,,+) H(ψ2,)H(ψ˜−12,,−)T (ψ−12,,−)
)
,(9.6)
where A and B are infinite matrices obtained as the limits of Am,n and Bn,m, as
m,n → ∞. Note that S is a trace-class operator. Therefore, det(I − S) is well-
defined and complex analytic in a, b, c, whenever the entries of S are analytic in
a, b, c (see [14], and also [13, Lemma 3.1] and [24, Lemma 4.6]). Then,
‖Sm,n − S‖1 ≤
∥∥Am,nTn(ψ−12,,−)Tn(ψ−12,,+)− AT (ψ−12,,−)T (ψ−12,,+)∥∥1
+
∥∥Bn,mTm(ψ−11,,−)Tm(ψ−11,,+)−BT (ψ−11,,−)T (ψ−11,,+)∥∥1
+
∥∥PmH(ψ1,)H(ψ˜−11,,−)PmTm(ψ−11,,+)−H(ψ1,)H(ψ˜−11,,−)T (ψ−11,,+)∥∥1
+
∥∥PnH(ψ2,)H(ψ˜−12,,−)PnTn(ψ−12,,−)−H(ψ2,)H(ψ˜−12,,−)T (ψ−12,,−)∥∥1.
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Using similar arguments as in (8.7), we can show that∥∥PmH(ψ1,)H(ψ˜−11,,−)PmTm(ψ−11,,+)−H(ψ1,)H(ψ˜−11,,−)T (ψ−11,,+)∥∥1 ≤ βm2 ,∥∥PnH(ψ2,)H(ψ˜−12,,−)PnTn(ψ−12,,−)−H(ψ2,)H(ψ˜−12,,−)T (ψ−12,,−)∥∥1 ≤ βn2 ,
where β2 ∈ (0, 1) is a constant independent of m,n, . Moreover,
|A(i, j)| ≤ Cβi+j1 , |B(i, j)| ≤ Cβi+j1 , |T (ψ∗)(i, j)| ≤ Cβ|i−j|3 ,
subject to (9.1). Here, ψ∗ ∈ {ψ−12,,−, ψ−12,,+, ψ−11,,+, ψ−11,,−}, and β1, β3 ∈ (0, 1) are
independent of i, j, . Therefore,∣∣AT (ψ−12,,+)T (ψ−12,,−)(i, j)∣∣≤ C1βi+j4 , ∣∣BT (ψ−11,,+)T (ψ−11,,−)(i, j)∣∣≤ C1βi+j4 ,
|AT (ψ−12,,+)(i, j)|≤ C1βi+j4 , |AT (ψ−12,,−)(i, j)|≤ C1βi+j4 ,
|BT (ψ−11,,+)(i, j)|≤ C1βi+j4 , |BT (ψ−11,,−)(i, j)|≤ C1βi+j4 ,
where C1 > 0, β4 ∈ (0, 1) are constants independent of i, j, .
Hence, ∥∥∥PmAT (ψ−12,,+)T (ψ−12,,−)Pn − AT (ψ−12,,−)T (ψ−12,,+)∥∥∥
1
≤ C2βm∧n5 ,
where C2 > 0, β5 ∈ (0, 1) are constants independent of i, j, .
Moreover,∥∥∥PmAT (ψ−12,,−)PnT (ψ−12,,−)Pn − PmAT (ψ−12,,−)T (ψ−12,,+)Pn∥∥∥
1
= ‖PmAT (ψ−12,,−)(Pn − I)T (ψ−12,,+)Pn‖1
≤ ‖PmAT (ψ−12,,−)(Pn − I)‖1 · ‖T (ψ−12,,+)Pn‖∞
≤ C3βn6 ,
and ∥∥∥PmAPnT (ψ−12,,−)PnT (ψ−12,,−)Pn − PmAT (ψ−12,,−)PnT (ψ−12,,+)Pn∥∥∥
1
= ‖PmA(Pn − I)T (ψ−12,,−)PnT (ψ−12,,+)Pn‖1
≤ ‖PmA(Pn − I)‖1 · ‖T (ψ−12,,−)PnT (ψ−12,,+)Pn‖∞
≤ C3βn6 ,
where C3 > 0, β6 ∈ (0, 1) are constants independent of m,n, .
We consider the following cases:
I. I − S is invertible,
II. I − S is not invertible.
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If Case I occurs, following arguments similar to those of Section 8,∣∣det(I − Sm,n)− det(I − S)∣∣ ≤ C4βm∧n7 ,(9.7)
where C4 > 0, β7 ∈ (0, 1) are constants independent of m,n, . If Case II occurs, by
considering the Riesz projection and following similar arguments,∣∣det(I − Sm,n)− det(I − S)∣∣ ≤ C5βm∧n8 ,(9.8)
where C5 > 0, β8 ∈ (0, 1) are constants independent of m,n, .
Letting → 0 and using analyticity (as in Section 8) subject to (9.1), we have
Λ := lim
m,n→∞
〈σeσf〉2 = det(I − S)
∣∣
=0
,
by (9.5), (9.7), (9.8) and the fact that G(ψi) = 1 (the last follows by Lemma 7.6 and
(7.21)). Moreover, (10.2) holds.
(b) The above argument applies also when m is fixed and n → ∞. In this case,
we replace S in (9.6) by
Sm =
(
PmH(ψ1,)H(ψ˜
−1
1,,−)PmTm(ψ
−1
1,,+) −Am,∞T (ψ−12,,−)T (ψ−12,,+)
−B∞,mTm(ψ−11,,−)Tm(ψ−11,,+) H(ψ2,)H(ψ˜−12,,−)T (ψ−12,,−)
)
,
where Am,∞, B∞,m are matrices obtained from Am,n, Bn,m by letting n→∞. Now,
det(I − Sm) exists since Sm is a trace-class operator, and
(9.9) lim
n→∞
〈σeσf〉2 = det(I − Sm)
∣∣
=0
, m ≥ 0,
as above. We claim that there exists C > 0, α ∈ (0, 1), independent of m,n, such
that
(9.10)
∣∣∣〈σeσf〉2 − lim
n→∞
〈σeσf〉2
∣∣∣ ≤ Cαn, m, n ≥ 0.
To show (9.10), first, following the same computations as above, we obtain
‖Sm,n − Sm‖1 ≤ C7βn9 ,
for constants C7 > 0, β9 ∈ (0, 1) independent of m,n, .
We consider the following cases:
I. I − S is invertible,
II. I − S is not invertible.
In Case I, for sufficiently large m, I−Sm is also invertible. Following the arguments
of [13, pp. 115–116], we obtain∣∣det(I − Sm,n)− det(I − Sm)∣∣ ≤ C8βn10,
for C8 > 0, β10 ∈ (0, 1) independent of m,n, .
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In Case II, the point 1 is an isolated eigenvalue of finite type for S. Let P be the
corresponding Riesz projection, and put H1 = ImP , H2 = KerP , so that H1 is finite
dimensional. With respect to the decomposition, we have
Sm,n =
(
K
(m,n)
11 K
(m,n)
12
K
(m,n)
21 K
(m,n)
22
)
, Sm =
(
K
(m)
11 K
(m)
12
K
(m)
21 K
(m)
22
)
.
We now follow the argument of [13, pp. 115–116] and the proof in Section 8, to obtain
(9.10).
Fix m, and note that Sm
∣∣
=0
is an operator of trace class. By [24, Thm 4.6] (see
also [14]) and (9.9), limn→∞〈σeσf〉2 = det(I − Sm)
∣∣
=0
is analytic in a, b, c subject to
(9.11) a, b, c > 0,
√
a <
√
b+
√
c,
√
b <
√
a+
√
c,
√
c <
√
a+
√
b.
By Remark 4.2, limn→∞〈σeσf〉2 = 0 when
(9.12) a, b, c > 0, a2 < b2 + c2, b2 < a2 + c2, c2 < a2 + b2.
The set of (a, b, c) satisfying (9.12) is a subset of the (connected) subset of R3 given
by (9.11), and it follows by analyticity that
(9.13) lim
n→∞
〈σeσf〉2 = 0, m ≥ 0,
subject to (9.11).
By the arguments that led to (9.10), there exists C > 0, α ∈ (0, 1), independent
of m,n, such that, subject to (9.11),
(9.14)
∣∣∣〈σeσf〉2 − lim
m→∞
〈σeσf〉2
∣∣∣ ≤ Cαm, m, n ≥ 0,
and, in addition,
(9.15) lim
m→∞
〈σeσf〉2 = 0, n ≥ 0,
We combine (9.10)–(9.15) to obtain
〈σeσf〉2 ≤ Cαm∨n,
which implies (10.3) with amended C, α.

10. Periodic 1-2 models
10.1. Two-edge correlation for periodic models. Some of the previous results
may be extended to certain periodic models, as explained next. Since each edge
of H touches exactly one white vertex, a 1-2 model may be specified by assigning
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a parameter-vector (aw, bw, cw) to each white vertex w. For k, l ∈ N, we call the
ensuing model k × l periodic if
(aw, bw, cw) = (av, bv, cv), v = τ
k
1 τ
l
2w,
where the maps τi are illustrated in Figure 2.3.
By the techniques of Sections 7, if the parameter-vectors of a periodic model
are such that the associated spectral curve does not intersect the unit torus, then
the entries of the corresponding inverse Kasteleyn matrix K−1(v, w) converge to 0
exponentially as |v − w| → ∞. Following the procedure of Section 9, we obtain the
following (in which the notation of Theorem 9.1 has been adopted).
Theorem 10.1. Let k, l ≥ 1. Assume the 1-2 model is k×l periodic, and the spectral
curve does not intersect the unit torus.
(a) The limit Λ := limm,n→∞〈σeσf〉2 exists, and
(10.1)
∣∣〈σeσf〉2 − Λ∣∣ ≤ Cαm∧n,
where C > 0, α ∈ (0, 1) are constants independent of m, n. If m = 0, we
have
(10.2)
∣∣〈σeσf〉2 − Λ∣∣ ≤ Cαn.
(b) If, in addition, lim|e−f |→∞〈σeσf〉2 = 0, then C > 0, α ∈ (0, 1) may be chosen
such that
(10.3) |〈σeσf〉| ≤ Cα|e−f |.
10.2. 1-2 and Ising models with period k × 1. We discuss a special case of pe-
riodic 1-2 models, namely, models with period k × 1. By the forthcoming Theorem
10.2, the spectral curves of such models can intersect the unit torus only at real
points. The conclusions of Theorem 10.1 follow whenever the corresponding char-
acteristic polynomial P (z, w) satisfies P (±1,±1) 6= 0. Similar arguments are valid
for periodic Ising models, as exemplified in the forthcoming Example 10.4, which
illuminates the differences between the assumptions of the current paper and those
of [29].
Let k ≥ 2 and consider a k × 1 periodic 1-2 model. Let H∆ be as in Section 5,
and let H∆,k,1 be the quotient graph of H∆ under the weight preserving action of Z2.
Note that H∆,k,1 is a finite graph that can be embedded in a torus. We can divide
H∆,k,1 into k parts, each of which is bounded by a quadrilateral region enclosing a
NE/SW edge of the original lattice H, see Figure 10.1.
There are two vertices of H lying in the ith such quadrilateral region (see Figure
5.1), and to these we assign local weights (ai1, bi1, ci1) and (ai2, bi2, ci2), respectively.
As in Section 5.2, we derive the modified weighted adjacency matrix K(z, w) of
H∆,k,1, with characteristic polynomial P (z, w).
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Figure 10.1. The decorated graph H∆,2,1; the hexagonal lattice H is
represented by green lines.
Theorem 10.2. The only possible intersection of the spectral curve {(z, w) : P (z, w) =
0} with the unit torus T2 = {(z, w) : |z| = 1, |w| = 1} is a single real point.
Proof. Note that a double dimer configuration is a union of cycles and doubled edges
with the property that each vertex is incident to exactly two present edges. An
(unoriented) z-edge is an edge which has weight z or z−1 when oriented. Each
double-dimer configuration of the determinant P (z, w) falls into exactly one of the
following two cases:
1. it occupies each z-edge exactly once, i.e., each z-edge is in a cycle of the
double dimer configuration.
2. each z-edge is either unoccupied or occupied exactly twice, i.e., each z-edge
is either absent or a doubled edge in the double dimer configuration.
Each k× 1 fundamental domain is comprised of k 1× 1 blocks. For 1 ≤ i ≤ n, let
ui, vi be the two vertices of the hexagonal lattice lying in the ith block, see Figure
10.1.
Each configuration in Case 1 consists of a single essential cycle of even length,
together with some doubled edges. The partition function of configurations in Case
1 is
P1 =
1
z
k∏
i=1
[Aiw +Bi] + z
k∏
i=1
[
Ai
w
+Bi
]
,
44 GEOFFREY R. GRIMMETT AND ZHONGYANG LI
where
Ai =− a2i1ai2bi2 − ai1a2i2bi1 − ai1bi1b2i2 + ai1bi1c2i2 − ai2b2i1bi2 + ai2bi2c2i1,
Bi =− a2i1ai2ci2 − ai1a2i2ci1 + ai1b2i2ci1 − ai1ci1c2i2 + ai2b2i1ci2 − ai2c2i1ci2.
Configurations in Case 2 depend on configurations of each 1 × 1 block, which
are determined by configurations of boundary edges. Let Q00i (respectively, Q
22
i )
denote the partition function at the ith block when both its z-edges are unoccupied
(respectively, occupied). Let Q20i (respectively, Q
02
i ) denote the partition function at
the ith block when its left (respectively, right) z-edge is occupied twice, while the
right (respectively, left) edge is unoccupied. Then we have
Q00i =
(
ai1ai2 − bi1ci2
w
+ bi1bi2 + ci1ci2 − bi2ci1w
)
×
(
ai1ai2 − bi2ci1
w
+ bi1bi2 + ci1ci2 − bi1ci2w
)
,
Q02i = W
[
a2i2bi1ci1 + ai1ci2ai2bi1 + ai1bi2ai2ci1 + bi2ci2
(
b2i1 − bi1ci1
(
w +
1
w
)
+ c2i1
)]
,
Q20i = W
[
a2i1bi2ci2 + ai2ci1ai1bi2 + ai2bi1ai1ci2 + bi1ci1
(
b2i2 − bi2ci2
(
w +
1
w
)
+ c2i2
)]
,
Q22i = −bi1bi2ci1ci2
(
w − 1
w
)2
+ (ai1bi2 + ai2bi1)
2 + (ai1ci2 + ai2ci1)
2
+
(
a2i2bi1ci1 + a
2
i1bi2ci2 + ai1ai2bi1ci2 + ai1ai2bi2ci1
)(
w +
1
w
)
,
where W = (w − w−1).
Let zi be the z-edge connecting the ith 1× 1 block and the [(i+ 1) mod k]th 1× 1
block, and let ti ∈ {0, 1, 2} denote the occupation time of zi by a given double dimer
configuration, which is to say that
ti =

0 if zi is absent,
2 if zi is a doubled edge,
1 if zi is in a cycle.
The partition function in Case 2 is
P2 =
∑
t1,...,tk∈{0,2}
i∏
i=1
Q
ti−1ti
i .
Let w = eiφ, so that Q00i , Q
22
i ≥ 0. By periodicity, in each configuration, the number
of Q02 blocks equals the number of Q20 blocks. Therefore in all terms in P2 where
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sinφ appears, which are exactly the terms where Q02 and Q20 appear, sinφ has even
degree. Moreover, given that all the local weights are strictly positive, each term in
the expansion of P2 with sinφ is non-negative. Therefore,
P (z, w) = P1 + P2 = P1 +
k∏
i=1
Q00i +
k∏
i=1
Q22i + F (w),
where F (w) ≥ 0 is the sum of all terms in P2 in which Q02 and Q20 appear at some
1× 1 blocks. Let G(z, w) = z[P (z, w)− F (w)]. For given w, G(z, w) is a quadratic
polynomial in z. Let
C0 =
k∏
i=1
[Aiw +Bi] , C1 =
k∏
i=1
Q00i +
k∏
i=1
Q22i .
The roots of G(·, w) are
(10.4) z± =
C1 ±
√
C21 − 4|C0|2
2C0
.
Let w = eiφ, and note that
C21 − 4|C0|2 ≥ 4
(
k∏
i=1
[Q00i Q
22
i ]−
k∏
i=1
[
A2i +B
2
i + 2AiBi cosφ
])
.
Moreover,
Q00i Q
22
i −
(
A2i +B
2
i + 2AiBi cosφ
)
= −
(
w − 1
w
)2
× (a2i1bi2ci2 + ai2ci1ai1bi2 + ai2bi1ai1ci2 + bi1ci1 (b2i2 + c2i2 − 2bi2ci2 cosφ))
× (a2i2bi1ci1 + ai1ci2ai2bi1 + ai1bi2ai2ci1 + bi2ci2(b2i1 − 2bi1ci1 cosφ− c2i1)) .
Let ai, bi, ci > 0. Then C
2
1 − 4|C0|2 ≥ 0 with equality only if w is real. If C21 −
4|C0|2 > 0, then |z±| 6= 1 and G(·, w) has no zeros on the unit circle. Hence G(z, w)
has no zeros on T× (T \ {±1}). Since there exists at least one pair θ, τ ∈ {0, 1} with
P
(
(−1)θ, (−1)τ) = detK((−1)θ, (−1)τ) > 0,
we have that G(z, w) ≥ 0 on T2, with equality only if w is real. By (10.4), when
w is real and C21 − 4|C0|2 = 0, then z+ = z− is real. Therefore, the only possible
intersection of P (z, w) with T2 is a single real point. 
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The above technique applies also to the spectral curve of the Ising model (not
necessarily ferromagnetic) with k×1 periodicity on the triangular lattice. The details
are omitted.
Proposition 10.3. Consider a periodic Ising model on the triangular lattice. To
each edge e, associate a coupling constant Je ∈ R. Assume the coupling constants are
translation-invariant with period k × 1 where k ≥ 1. The only possible intersections
of the spectral curve with the unit torus are real points.
Example 10.4. Here is an example which explores the generality of the arguments of
the current paper. We start with an Ising model on the triangular lattice T, with edge
interactions Je ∈ R that are periodic with period 2× 1. Let H be the dual hexagonal
lattice of T. The corresponding Fisher graph F is obtained from H by replacing each
vertex by a triangle. Each triangle edge is assigned weight 1, and a non-triangle edge
crossing an edge e of T has weight e2Je.
The dimer model on F with the above edge-weights corresponds to the Ising model
on the triangular lattice. Note that the spins of the Ising model are placed at centres of
the dodecagons of F. Two adjacent spins have the same state (respectively, opposite
states) if and only if the corresponding non-triangle edge of F separating the two
dodecagons are present (respectively, absent).
See Figure 10.2 for an illustration, where a1, b1, c1, a2, b2, c2 are the edge-weights
e2Je.
a1
a2
b1 c1
c2 b1
b2
b2c1
Figure 10.2. The Fisher graph with 2× 1 periodic edge weights
Given the clockwise-odd orientation of Figure 10.2, we can compute the charac-
teristic polynomial P (z, w) = detK(z, w), where K(z, w) is the modified weighted
adjacency matrix whose rows and columns are indexed by vertices in the 2 × 1 fun-
damental domain. By Corollary 10.3, when a1, b1, c1, a2, b2, c2 > 0, the only possible
intersection of P (z, w) with the unit torus are real.
The function P (z, w) may be calculated as in Section 5.2, and it may be checked
that, when (a1, b1, c1, a2, b2, c2) = (1.1, 0.9, 0, 0, 0.5, 0.5),
(10.5) P (1, 1)P (1,−1)P (−1, 1)P (−1,−1) 6= 0.
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Let (a1, b1, b2, c2) = (1.1, 0.9, 0.5, 0.5) and assume that c1, a2 are positive and suffi-
ciently small that (10.5) continues to hold. By Proposition 10.3, the spectral curve
does not intersect the unit torus. As in [3, 9, 23], the Ising free energy may be ex-
pressed in the form (6.10). However, when (a1, b1, b2, c2) = (1.1, 0.9, 0.5, 0.5) and
c1, a2 are positive and sufficiently small, then neither the high-temperature nor the
low-temperature condition of [29] is satisfied.
Moreover, using the technique of [24], the square of the spin–spin correlation may
be expressed as the determinant of a block Toeplitz matrix. By applying similar
techniques as in Sections 8–9, we can obtain the convergence rate of the spin–spin
correlation of the Ising model of (10.1) whenever the spectral curve does not intersect
the unit torus.
10.3. Harnack curve. We present next another sufficient condition for the spectral
curve P (z, w) = 0 to intersect the unit torus at only real points. The exponential
convergence rate for two-edge correlation functions follows by Theorem 10.1.
Harnack curves were studied in [30, 31]. Simply speaking, a Harnack curve is the
real part of a real algebraic curve A (real zeros of a Laurent polynomial with real
coefficients) such that the map (10.6) from A to R2 is at most two-to-one. It was
proved in [22, 23] that the spectral curve of any positive-weight, bi-periodic, planar,
bipartite dimer model is a Harnack curve. Using the combinatorial results of [10],
we infer that the spectral curve of any ferromagnetic, bi-periodic, planar Ising model
is also a Harnack curve. If the Ising model is not ferromagnetic, there may exist a
concrete counterexample in which the spectral curve is not Harnack, [19]. We give
here a simple proof that, under certain conditions, the assumption that the spectral
curve is Harnack implies that its intersections with the unit torus are necessarily
real.
Proposition 10.5. Let P (z, w) be a Laurent polynomial taking real values on the
unit torus. If A := {(z, w) ∈ C2 : P (z, w) = 0} is a Harnack curve, then A can only
intersect the unit torus T2 at real points.
Proof. Define the logarithmic Gaussian map γP : A→ CP 1 by
γP (z, w) =
(
z
∂P
∂z
, w
∂P
∂w
)
,
and also Log : A→ R2 by
(10.6) Log : (z, w) 7→ (log |z|, log |w|).
By [30, Lemma 5], A is Harnack, whence the real zeros satisfy A ∩ R2 = γ−1P (RP 1).
By [30, Lemma 3], γ−1P (RP 1) consists of the singular points of the map Log.
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Let (z, w) = (eiθ, eiφ) ∈ A ∩ T2. Since P (z, w) is a Laurent polynomial, we have
that
∂P
∂z
= 0,
∂P
∂w
= 0,
and hence
γP (z, w) =
(
i
∂P
∂θ
, i
∂P
∂φ
)
.
Given that P takes real values on T2, γP (z, w) ∈ RP 1. Hence A∩T2 ⊆ γ−1P (RP 1) =
A ∩ R2. Therefore, any zero of P (z, w) on T2 is real. 
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