Abstract. We give a necessary and sufficient condition for the global existence of the classical solution to the Cauchy problem of the compressible Euler-Poisson equations with radial symmetry. We introduce a new quantity which describes the balance between the initial velocity of the flow and the strength of the force governed by Poisson equation.
introduction
We consider the compressible Euler-Poisson equations: where (t, x) ∈ R + ×R n . These are the conservation of mass, Newton's second law, and the Poisson equation defining, say, the electric field in terms of the charge, respectively. The unknowns are the mass density ρ = ρ(t, x), the velocity field v = v(t, x), and the potential Φ = Φ(t, x). λ is a given physical constant.
In this paper, we assume that the unknowns have radial symmetry and concentrate on the multi-dimensional isotropic model: r n−1 ρ t + ∂ r (r n−1 ρv) = 0, (1.4) v t + v∂ r v + λ∂ r Φ = 0, (1.5) ∂ r (r n−1 ∂ r Φ) = r n−1 ρ (1.6) for (t, r) ∈ R + × R + with initial data (1.7) (ρ, v)(0, r) = (ρ 0 , v 0 )(r), ρ 0 0.
Here, r 0 denotes the distance from the origin. Now, the unknowns are ρ = ρ(t, r), v = v(t, r), and Φ = Φ(t, r).
The Euler-Poisson equations arise in many physical problems such as fluid mechanics, plasma physics, gaseous stars, quantum gravity and semiconductors, etc. There is a large amount of literature available on the global behavior of Euler-Poisson and related problem, from local existence in the small H s -neighborhood of a steady state [19, 21, 11 ] to global existence of weak solution with geometrical symmetry [8] . For the two-carrier types in one dimension, see [25] . The relaxation limit for the weak entropy solution, consult [22] for isentropic case, and [15] for isothermal case. The global 1 existence for some large class of initial data near a steady state is obtained by Guo [14] assuming the flow is irrotational.
For isotropic model, the finite time blowup for three dimensional case with the attractive force, pressure, and compactly supported mass density is obtained in [20] , and the blowup for the repulsive case in the similar settings is deduced in [23] . In [10] , the global existence/finite-time breakdown of the strong solution is studied from the view point of critical threshold. They give a complete criterion in one-dimensional case without spatial symmetry and with spatial symmetry in one and four dimension. A sufficient condition for finite-time breakdown without spatial symmetry is obtained in [7, 6] , and the complete description of the critical threshold phenomenon for the two-dimensional restricted Euler-Poisson equations is given in [18] .
In this paper, applying the method in [10] , we discuss the necessary and sufficient conditions for the global existence of the solution to the EulerPoisson equations with spatial symmetry (1.4)-(1.7) in multi-dimensional case. 
where h is a positive parameter corresponding to the scaled Planck's constant. For simplicity, we suppose that a 0 and φ 0 in the initial data are independent of the parameter. In the limiting process h → 0, following WKB type approximation is often considered;
(a(t, x) + ha 1 (t, x) + h 2 a 2 (t, x) + · · · ).
One way to justify this approximation is to employ Madelung's transform u h (t, x) = ρ h (t, x)e 
(ρ h (0, x), ∇S h (0, x)) = (|a 0 | 2 , ∇(φ 0 + h arg a 0 )).
The term (h 2 /2)∇(∆ ρ h / ρ h ) is called quantum pressure. Taking where ρ = lim h→0 ρ h , v = lim h→0 ∇S h . This limit is treated in [26] and the convergence of the quadratic quantities
is proved in the sense of Radon measure with some restrictive assumptions. Though this convergence suggests that the solution u h may have the asymptotics u h = e iS/h ( √ ρ + o(1)), it is not satisfactory.
Another way to justify (1.8) is to employ a modified Madelung transform
and consider the system
(a h (0, x), ∇Ψ h (0, x)) = (a 0 , ∇φ 0 ).
It is essential that a h takes complex value. and so, S h = Ψ h , in general. The point is that the system (QEP ′ ) can be regarded as a symmetric hyperbolic system with semilinear perturbation. It is proven in [2] that this system is locally well-posed for 0 h ≪ 1 and the solution (a h , Ψ h ) can be expanded as a h = a + ha 1 + h 2 a 2 + · · · , Ψ h = Ψ + hΨ 1 + h 2 Ψ 2 + · · · .
Plugging this to (1.9), we obtain WKB type estimate (1.10) u h (t, x) = e i Ψ h (β 0 (t, x) + hβ 1 (t, x) + hβ 2 (t, x) + · · · ) with β 0 = ae iΨ 1 in a time interval which is small (in general) but independent of the parameter. This method is first applied to analytic data ( [12] ) and to Sobolev data ( [13] ) for certain class of nonlinearities, and it is generalized in [1, 9, 16, 4, 17, 2, 5] . We also note that the approximation of the form (1.10) leads to some ill-posedness results for the "usual", that is, non-scaled nonlinear Schrödinger equations ([3, 24, 5] ). One verifies that the principal part of the solution (a, Ψ) solves
Hence, we see that ρ := |a| 2 = |β 0 | 2 and v := ∇Ψ also solves (EP). Either way, the problem of the justification of the global estimate of the form (1.10) is closely related to the problem of global existence of the solution to (EP). If the solution of (EP) is not global and breaks down in finite time, it immediately implies that the WKB type estimate breaks down at the same time. The converse is not so clear. In one-dimensional case, this limit and the large time WKB type estimate is given in [17] using the result in [10] .
1.2. Critical thresholds. Before stating our main result, we briefly recall the part of the result in [10] . They introduce the notion of critical thresholds and give several sufficient conditions for global existence and finite-time breakdown in terms of the initial velocity. We restrict our attention to the positive time t 0. The necessary and sufficient condition for global existence is obtained in the case n = 1 or 4. For a nonnegative integer s, we define 
where, in both inequalities, we allow the case where the both sides equal zero. If ρ 0 and v 0 satisfy (1.12) then the corresponding solution of (1.4)-(1.7) satisfies
The solution is unique in
and also solves (1.1)-(1.3) in the distribution sense. 
where, in the last inequality, we allow the case where the both sides equal zero. If ρ 0 and v 0 satisfy the above condition then the corresponding solution of (1.4)-(1.7) satisfies
The solution is unique in
and also solves (1.1)-(1.3) in the distribution sense. Remark 1.3. The above two theorems are true also in the case s = 0. However, in that case, ρ is not differentiable. Then, introducing a new unknown m(t, r) := r 0 ρ(t, s)s n−1 ds and replacing (1.4) with the equation ∂ t m + v∂ r m = 0, we say the solution (ρ, v, Φ) is "classical" in the sense that (m, v, Φ) solves this equation and (1.5)-(1.7) in the classical sense. This is also true for Theorems 1.6, 1.7, and 1.12, below. Remark 1.4. The assumption v 0 (0) = 0 is natural because when we try to reconstruct the solution (r, v, P) of (1.1)-(1.3), the velocity v should be v(t, x) = (x/|x|)v(t, |x|).
is a solution to (1.4)-(1.7), then, for any constant c, (ρ, v, Φ + c) also solves (1.4)-(1.7). Therefore, in above theorems, the solution is unique under certain condition on Φ, such as Φ(0, 0) = 0. This is valid for all results below (Theorems 1.6, 1.7, 1.12 and Corollaries 1.17 and 1.20).
One-dimensional case is so simple that everything is made explicit. On the other hand, what is special in four-dimensional case is that we can write down some integral quantity explicitly. Essentially, their method gives necessary and sufficient condition for all other dimensions. However, when we try to state them in terms of the slope of the initial velocity, complex descriptions are inevitable. This is why they give only sufficient conditions for global existence and finite-time breakdown. They mentioned in [10] that some further tedious calculations may enable us to obtain a complex criterion.
1.3. Main results. The purpose of this paper is to perform the "further tedious calculation" and determine the necessary and sufficient condition for global existence/finite-time breakdown in the case other than n = 1, 4. We introduce a new quantity with which we state the necessary and sufficient condition for global existence (we have already used in Theorem 1.2). For n 3, we define
This quantity represents the balance between the initial velocity and the strength of the force governed by the Poisson equation. This quantity clarifies the conditions for higher dimensions. Note that
which contains the information about v ′ 0 . When we restrict ourselves to the case v 0 > 0, then the use of ∂ r C does not change the representation of the conditions so much. However, in this paper, we modify the method in [10] and allow the case v 0 0. The point is that some condition is given in terms of C and independent of the sign of v 0 . For example, if n 3 then one sufficient condition for finite-time breakdown is that there exists R > 0 such that ∂ r C(R) < 0 (Theorem 1.7, below). Thus, the use of C makes the statement slightly clearer.
Before treating the repulsive case λ < 0, we first illustrate the result in the attractive case λ > 0. Then, it turns out that the quantity C(r) is very useful for the description of the necessary and sufficient condition for the global existence. 
and also solves (1.1)-(1.3) in the distribution sense.
In this case, the global existence of the solution is completely characterized as the non-negativity and non-decreasing property of the quantity C. Roughly speaking, if C(R) is negative then the attractive force is so strong that the characteristic curve starting at r = R reaches r = 0 in finite time. If ∂ r C(R) is negative then it implies that the shock is formed because outer wave propagates slower than inner wave does. The proof appears somewhere.
We now turn to the repulsive case λ < 0. In spite the fact that C becomes always nonnegative, the situation becomes more complicated; negative v 0 is allowed, that is, the property v 0 < 0 does not necessarily lead to finitetime breakdown. Moreover, positive ∂ r C does not necessarily gives the global existence, either. We introduce the notion of pointwise condition for finite-time breakdown (PCFB, for short) which is a necessary and sufficient condition for finite-time blowup given only with the information of initial data at r = R. Rigorous definition is given in Definition 2.8. We also introduce the quantity A:
We now state our main result. 
As stated above, this theorem holds also for s = 0, see Remark 1.3.
Then, the PCFB is that either one of following three conditions holds:
Proposition 1.9 (PCFB for v 0 = 0). Suppose λ < 0, n 3, and v 0 (R) = 0. Then, the PCFB is that either one of following three conditions holds:
where I n is a constant given by
(3) ∂ r C(R) > 0 and (a) n = 3 and
7 (c) n 5 and
Here, we omit R variable in C, ∂ r C, and v ′ 0 , for simplicity. Proposition 1.10 (PCFB for v 0 < 0). Suppose λ < 0, n 3, and v 0 (R) < 0. Then, the PCFB is that A(R) = 0 or either one of following five conditions holds:
(1) ∂ r C(R) < 0; (2) ∂ r C(R) = 0 and
These conditions are very complex but explicit. Once we know the initial density ρ 0 and the initial velocity v 0 , we can calculate the condition. Of course, in the four-dimensional case, the condition obtained by Propositions 1.8, 1.9, and 1.10 becomes the same one as in Theorem 1.2. Corollary 1.11. If n = 4, the PCFB given in Propositions 1.8, 1.9, and 1.10 is reduced to the following condition:
In the two-dimensional case, the quantities A and C have different definitions. We introduce A(r) := 2|λ|m 0 (r) 8 and
With these quantities, we obtain a similar theorem.
Theorem 1.12. Suppose λ < 0, n = 2, and ρ 0 ∈ D s , and v 0 ∈ D s+1 with v 0 (0) = 0 for an integer s 1. Then, the classical solution of ( 1.4) 
and that either one of following conditions holds:
Proposition 1.14 (PCFB for v 0 = 0). Suppose λ < 0, n = 2, and v 0 (R) = 0. Then, the PCFB is A(R) > 0 and that either one of following conditions holds:
Proposition 1.15 (PCFB for v 0 < 0). Suppose λ < 0, n = 2, and v 0 (R) < 0. Then, the PCFB is A(R) = 0 or either one of following conditions holds (we omit all R variables, for simplicity):
(c) ∂ r (v 2 0 ) < A/R and
1.4. Some applications. (1) n = 1, λ < 0, and
(2) n = 2, λ < 0, and
is not identically zero and v 0 ∈ D 1 satisfies v 0 (0) = 0 and v 0 → 0 as r → ∞. Then, the solution of (1.4)-(1.7) is global if and only if λ > 0 and n 3, and the initial data is of particular form 
Proof. In the case where n = 1, 2 and λ > 0, we deduce from Theorem 1.6 that the solution breaks down in finite time because ρ 0 is nontrivial. Let n 3, then the assumptions ρ 0 ∈ L 1 ((0, ∞), r n−1 dr) and v 0 → 0 as r → ∞ imply C(R) → 0 as R → ∞. Since C(0) = 0 by assumption, we see from Theorems 1.6 and 1.7 that the solution is global only if C ≡ 0. In the case λ < 0, C ≡ 0 implies ρ 0 ≡ 0, which is excluded by assumption. In the case λ > 0, the solution is global if we take the positive root v 0 (R) =
10 Remark 1.18. In Corollary 1.17, the global solution has an explicit representation. This is because we can solve (2.4), below, explicitly by separation of variables. In this corollary, the case λ < 0, n = 1 and the case λ < 0, n = 2 are excluded. If λ < 0 and n = 2 then it is not clear whether or not the assumption of Corollary 1.17 leads to nonexistence of global solution, but following another non-existence result holds. On the other hand, the case where λ < 0 and n = 1 must be excluded since the first example in Example 1.16 is a counter example. This example also suggests that the following different version also fails if n = 1. Proof. In the n 3 case, v 0 (r j ) = 0 leads to
Since ρ 0 is nontrivial, r j 0 ρ 0 (s)s n−1 ds > 0 for large j. Moreover, r n j ρ 0 (r j ) → 0 as j → ∞ by assumption. Hence, we conclude that ∂ r C(r j ) < 0 for large j, which is a sufficient condition for finite-time breakdown.
Let us proceed to the two dimensional case. We now show that, if j is sufficiently large, then the PCFB for R = r j (given in Proposition 1.14) is satisfied and so the solution breaks down in finite time. Since ρ 0 is nontrivial, we can suppose A(r j ) = 2|λ| r j 0 ρ 0 (s)sds > 0. The case ρ 0 (r j ) = 0 is trivial and so we now suppose ∂ r A(r j ) > 0. It suffices to prove that the inequality
is true for some j. Since the left hand side is upper bounded for large j, by assumption, it suffices to show that the right hand side is arbitrarily large for large j. Notice that the right hand side of (1.13) can be written as (A(r j )/2)f (A(r j )/r j ∂ r A 0 (r j )), where
Thus, the right hand side of (1.13) goes to infinity as j → ∞. 
Proof. We first consider positive λ case. Since ρ 0 is not zero, solution breaks down if n = 1, 2. In the case n 3, we have C(R) < 0 for all R > 0, which immediately leads to finite time breakdown. Let us show that the solution is global if λ < 0. The one-dimensional case is obvious from Theorem 1.1. In the two-dimensional case, we apply Theorem 1.12. The PCFB is given by Proposition 1.14 for all R > 0 because v 0 ≡ 0. Notice that A(R) = |λ|ρ c r 2 > 0 and ∂ r A(R) = 2|λ|ρ c r > 0 for all R > 0. Therefore, in the end, we see that the solution breaks down if and only if there exists R 0 > 0 such that
However, the left hand side is zero, and the second term of the right hand side is also zero by the relation 2A(R) − R∂ r A(R) ≡ 0. Since the first term in the right side is negative, such R 0 does not exist and so the solution to (1.4)-(1.7) is global.
We proceed to the case n 3. The proof is the same as in two-dimensional case. Notice that ∂ r C(R) = 4|λ|ρ c R/n(n − 2) > 0 and so that Proposition 1.9 gives the PCFB. In the case n = 4, it is obvious that there does not exist
In the cases n = 3 and n 5, by using the fact that C(R) = 2|λ|ρ c R 2 /n(n − 2) and so R∂ r C/2C ≡ 1, we verify nonexistence of R 0 for which the PCFB holds.
The rest of paper is organized as follows: We first collect some preliminary results and illustrate the strategy for proof in Section 2. The main issues there are a reduction of the Euler-Poisson and an introduction of the notion of pointwise condition for finite-time breakdown. Then, we prove our main theorems in section 3.
2. Preliminaries 2.1. Reduction of the Euler-Poisson equations to an ODE for characteristic curve. We reduce the above system (1.4)-(1.7) by employing the characteristic curve X defined by an ODE d dt X(t, R) = v(t, X(t, R)), X(0, R) = R and introducing the "mass"
Then, an integration of (1.4) yields
which is written as
Integrating (1.6) and combining with (1.5), we also have
Note that (2.1) implies that the mass is conserved along the characteristic curve. Thus, we get an ODE for X:
where m 0 is the "initial mass" m 0 (R) = R 0 ρ 0 (s)s n−1 ds. This reduction is the key for our analysis. Multiply both sides by X ′ to obtain
if n 3 and
We now state the result about existence of X. We regard X(t, R) as a function R + × R + → R. For a nonnegative integer s, we define
For nonnegative integers s 1 , s 2 and intervals I 1 , I 2 , we define . Let X be characteristic curve, then
Moreover, the solution of (1.4)-(1.7) is given by
Using the above representation of the solution, we deduce the following Proposition, which plays a crucial role in our proof. 4)-(1.7) ). Suppose n 1 and λ ∈ R. Let s be a nonnegative integer and assume ρ 0 ∈ D s and v 0 ∈ D s+1 with v 0 (0) = 0. Let X be the solution of (2.3) given by Proposition 2.1. Define Γ by (2.6). If X(t, R) > 0 and Γ(t, R) > 0 hold for all R > 0 and t ∈ [0, T ) and if lim inf R→0 Γ(t, R) > 0 for t ∈ [0, T ), then X(t, 0) = 0 for t ∈ [0, T ) and (1.4)-(1.7) has a unique solution
Remark 2.5. In above proposition, if s = 0 then ρ is not spatially differentiable. In that case, we use the mass m instead of ρ and consider the modified equations (1.4 ′ ) and (1.5)-(1.7). Proof. We first show X(t, 0) = 0 for t ∈ [0, T ). Since lim inf R→0 Γ(t, R) > 0, we have R CX(t, R) for small R. Then, the fact that m 0 (R) = O(R n ) as R → 0 gives
as R → 0. Taking the limit R → 0, we obtain X ′′ (t, 0) = 0 for t ∈ [0, T ). By X ′ (0, 0) = v 0 (0) = 0 and X(0, 0) = 0, we have X ′ (t, 0) = X(t, 0) = 0 for t ∈ [0, T ). It gives the continuities of X, X ′ , and X ′′ (and higher time derivatives) around R = 0:
Then, the existence part is an immediate consequence of Lemma 2.2. We prove the uniqueness. It suffices to show in the case s = 0. Let (ρ i , v i , Φ i ) (i = 1, 2) be two solutions to (1.4 ′ ), (1.5)-(1.7) which satisfy
Without loss of generality, we can suppose that Φ i (0, 0) = 0 since, otherwise, we only have to replace
, we can define the characteristic curves X 1 and X 2 , and the indicator functions Γ 1 and Γ 2 . Then, we have
Since two solutions exist until t < T , for all R > 0 and δ > 0 there exist positive constants c 1 = c 1 (R, δ) and c 2 = c 2 (R, δ) such that
Recall that both X 1 and X 2 solve
We fix R > 0 and δ > 0. If n = 1 then we immediately obtain X 1 (t, R) = X 2 (t, R) for t ∈ [0, T − δ]. Let us proceed to the case n 2. Using the fact that 1
, and applying Gronwall's lemma to
Since R > 0 is arbitrary, we also have X 1 (t, 0) = X 2 (t, 0) for all t ∈ [0, T − δ] by continuity. Thus, we see that X 1 (t, R) = X 2 (t, R) for all R 0 and t ∈ [0, T ) since δ > 0 is also arbitrary. Applying Lemma 2.2, we conclude that ρ 1 = ρ 2 , v 1 = v 2 , and so Φ 1 = Φ 2 .
2.3. Pointwise condition for finite-time breakdown. Let us proceed to the discussion on global existence. By means of Lemma 2.2 and Proposition 2.3, it is clear that the existence of t c > 0 such that Γ(t c , R) = 0 implies the finite-time breakdown of the solution. The next elementary lemma suggests that the existence of t c > 0 such that X(t c , R c ) = 0 with some R c > 0 also leads to the same situation.
Lemma 2.7. Let X be a characteristic curve. If X(t 0 , R 1 ) = X(t 0 , R 2 ) for some t 0 > 0 and 0 R 1 < R 2 , then there exist t ∈ [0, t 0 ] and R ∈ [R 1 , R 2 ] such that Γ(t, R) = 0. In particular, if X(t 0 , R 0 ) = 0 for some t 0 > 0 and R 0 > 0, then there exist t t 0 and R R 0 such that Γ(t, R) = 0.
By Proposition 2.3, to ensure the existence of the global regular solution, it suffices to start with the initial data for which X(t, R) > 0, ∀R > 0 and Γ(t, R) > 0, ∀R 0 hold for all t > 0. Now, we introduce the notion of pointwise condition for finite-time breakdown, which is "almost" the necessary and sufficient condition for the existence of t c ∈ (0, ∞) such that Γ(t c , R) = 0: Definition 2.8. For fixed R > 0, we call a necessary and sufficient condition for the existence of t c ∈ (0, ∞) such that X(t c , R) = 0 or Γ(t c , R) = 0 hold as a pointwise condition for finite-time breakdown. In the case of R = 0, we regard a necessary and sufficient condition for the existence of t c ∈ (0, ∞) such that Γ(t c , 0) = 0 as a pointwise condition for finite-time breakdown. We denote PCFB, for short.
With this notion, Propositions 2.3 and 2.4 are reduced as follows: Proposition 2.9. The local solution to the radial Euler-Poisson equations (1.4)-(1.7) given in Proposition 2.4 breaks down in finite time if and only if there exist some R 0 such that the PCFB is met.
The meaning of "pointwise" will be clear with this proposition. Therefore, specification of the PCFBs is the key for the proof of Theorems 1.7 and 1.12.
2.4. Construction of the solution of (1.1)-(1.3) . At the end of this section, we confirm that the solution of (1.4)-(1.7) solves the original equation. 
in the distribution sense.
Proof. Suppose that the solution of (1.4)-(1.7) exists for t < T . We take a test function ϕ(t, x) ∈ C ∞ 0 ([0, T ) × R n ). Since (m, v, Φ) solves (1.4 ′ ), (1.5)-(1.7) in the classical sense, the triplet (r, v, P) solves the (1.1 ′ )-(1.3 ′ ) in the distribution sense in {|x| = 0}. Indeed, for all R > ε > 0 and fixed 0 < t < T , we have
Hence, we only consider the case where ([0, T ) × {0}) ∩ suppϕ = ∅. Put a positive small number ε > 0 and set Q(ε) := {x ∈ R n | sup 1 i n |x i | < ε} and χ ε (x) := 1 Q(ε) (x). Then, denoting f g dxdt by f, g , we have (2.10)
We show that the left hand side is equal to zero. The first term of the right hand side is bounded by
We write the inverse map of R → X(t, R) by X → R(t, X). This is welldefined as a map from R + to itself and the two limits R → 0 and X → 0 are equivalent since ∂ R X(t, R) > 0 for all R > 0 and X(t, 0) = 0 as long as solution exists. By the formula of ρ given in Lemma 2.2, it holds that
as ε → 0 since ρ 0 (0) < ∞ by continuity. The second term in the right hand side of (2.10) is written as n i=1 χ ε ∂ i (rv), ϕ . We estimate only the case i = 1 and n = 2:
Since v(t, 0) = d dt X(t, 0) = 0 and v is continuous, we see that v(t, x) is bounded in [0, T ] × Q(ε), and so is v. Thus, both terms of the right hand side of (2.10) tend to zero because Q(ε) r(t, x)dx → 0 as ε → 0, as checked above. Therefore, the left hand side of (2.10) is zero since ε is arbitrary.
Similarly, we can verify that v t + v · ∇v + λ∇P, ϕ = 0 and ∆P − r, ϕ = 0. We only note that r n−1 ∂ r Φ = r 0 ρs n−1 ds by (1.6), and so that 3. Proof of Theorems 3.1. Proof of Theorems 1.1 and 1.2. Let us first introduce the proof of critical thresholds in n = 1, 4 by Engelberg, Liu, and Tadmor in [10] . What is special in these cases is that the equation (2.3) can be solved explicitly.
We begin with the one-dimensional case.
Proof of Theorem 1.1. Integrating (2.3) twice, we immediately obtain
and so
The Proof of Theorem 1.2. Plugging (2.3) to (2.4), we see that
which implies (X(t, R) 2 ) ′′ = 2C(R). Then, integrating twice gives
. 
Therefore, we obtain the stated criterion.
3.2. PCFBs for repulsive n 3 case. We prove Theorem 1.7. From Propositions 2.9 and 2.10, all our task is to determine the PCFB, that is, to show Propositions 1.8, 1.9, and 1.10.
Proof of Proposition 1.8. We first note that, by (2.3) and the assumption λ < 0, X ′′ (t, R) > 0 holds as long as X(t, R) > 0. Since X ′ (0, R) = v 0 (R) > 0, we have X ′ (t, R) > 0, at least for small time t ∈ [0, T 0 ]. Note that X ′ (t, R) > 0 for t ∈ [0, T 0 ] implies that, for t ∈ [0, T 0 ], X(t, R) X(0, R) = R > 0 and so X ′′ (t, R) > 0. Then, it means that X ′ is also increasing for t ∈ [0, T 0 ]. Thus, we can choose T 0 arbitrarily large, that is, X ′ (t, R) > 0 for all t 0. Then, for all t 0, it follows from (2.4) that
This identity tells us that X(t, R) → ∞ as t → ∞ (This also follows from the fact that X ′ (t, R) X ′ (0, R) = v 0 (R) > 0). For simplicity, we omit the R variable in the following. Differentiate with respect to R to obtain
We put
C − Ay −(n−2) 3/2 dy.
Assume ∂ r C(R) < 0. Then, since X(t) → ∞ as t → ∞,
holds for sufficiently large t. Hence, we have B(t) → −∞ as t → ∞, and so there always exists a time t 0 0 such that B(t 0 ) 0. We see that ∂ r C(R) < 0 is a sufficient condition for finite-time breakdown.
Next we assume ∂ r C(R) = 0. Then, B(t) is monotone decreasing because
Therefore, there exists a time t 0 0 such that B(t 0 ) 0 if and only if lim t→∞ B(t) < 0 (including the case lim t→∞ B(t) = −∞). This condition is equivalent to
C − Ay −(n−2) 3/2 dy < 0.
We finally assume ∂ r C(R) > 0. We first consider the case ( ∂rA ∂rC ) 1 n−2 > R. Then, B(t) takes it minimum at a time t = t 1 0 such that Remark 3.1. The argument for above proof is essentially the same as in [10] . However, this argument is not directly applicable to the case v 0 = 0. This is because the differentiation of X R (C − Ay −(n−2) ) −1/2 dy produces the term 1/v 0 . Therefore, more delicate analysis is required if v 0 = 0.
Proof of Proposition 1.9. First note that we have, at least in a small time interval, X(t, R) > 0 because X(0, R) = R > 0. Since X ′′ (t, R) > 0 holds as long as X(t, R) > 0 by (2.3), we can find a time t 0 > 0 such that X ′ (t 0 , R) > X ′ (0, R) = v 0 (R) = 0. Note that t 0 can be chosen arbitrarily small. Then, repeating the argument as in the proof of Proposition 1.8, we see that, X ′ (t, R) X ′ (t 0 , R) > 0 for all t t 0 , which shows X ′ (t, R) > 0 for all t > 0 and X(t, R) → ∞ as t → ∞. Moreover, X(t, R) ∼ C(R) 1/2 t for sufficiently large t since X ′ (t, R) → C(R) 1/2 as t → ∞. It reveals that if ∂ r C(R) < 0 then the characteristic curves must cross and so the solution breaks down in finite time by Lemma 2.7.
We now suppose ∂ r C(R) 0. We omit R variable in the following. Since X ′ (t) 0 for all t 0, an integration of (2.4) gives
By a change of variable z = y/R, the left hand side is equal to
We temporally assume that v 0 > 0 and take the limit v 0 ↓ 0 later. This computation is justified, for example, by replacing v 0 by X ′ (εR, R) > 0 with small ε > 0 and taking the limit ε ↓ 0. Differentiation with respect R yields 0 = R∂ R (X(t)/R)
dz.
For simplicity, we omit t variable in X and ∂ R X for a while because the following computations do not include any differentiation. An elementary
It also holds that
.
Fix a small ε > 0. Then, we have
since the integral is uniformly bounded with respect to v 0 . Moreover,
as v 0 → 0. Since ε > 0 is arbitrary, we obtain (3.2).
Taking the limit v 0 ↓ 0 in (3.1),
Thus, we have
We denote this by B(t). Case 1. We first assume that ∂ r C(R) = 0. We put
) .
An elementary calculation shows, for s > 1,
and so G is monotone decreasing. Moreover, considering the inverse map of z → (1 − z −(n−2) ) −1/2 , we have
Therefore,
One verifies that if n = 3 then lim s→∞ G(s) = −∞. We now put, for n 4,
For any m > l 4 and y ∈ (1, ∞), it holds that
This gives I m < I l for m > l 4. If n = 4 then
Thus, we obtain
we conclude that there exists t 0 ∈ [0, ∞) such that Γ(t 0 ) 0 if and only if
(1) n = 3; (2) n = 4 and v ′ 0 R < 0; (3) n 5 and
Case 2. We assume that ∂ r C(R) > 0. We write B(t) = H(X(t)/R). Then, it holds that
Therefore, the minimum of H, hence of B, is
The solution breaks down in finite time if and only if this value is less than or equal to zero. This leads us to the condition
Using the identity
− we obtain the equivalent condition
In particular, if n = 3 or 4, then the above integral is computable, and we have more explicit condition
Proof of Proposition 1.10. We first note that if A(R) = 0, then X ′ (t, R) ≡ v 0 (R) < 0. Therefore, the solution breaks down no latter than t = R/|v 0 (R)| by Lemma 2.7. Hence, we assume A(R) > 0. Then, since X ′ (0, R) = v 0 (R) < 0, X ′ (t, R) = − C − AX(t) −(n−2) as long as X ′ (t, R) 0. Take
We see that, for all t ∈ [0, t * ), X(t, R) > X(t * , R) = (A(R)/C(R)) 1/(n−2) > 0 and X ′ (t, R) < X ′ (t * , R) = 0. Since X ′′ (t * , R) > 0 by (2.3), using the same argument as in the proof of Proposition 1.9, we have X ′ (t, R) 0 for all t t * and so
We also obtain X(t, R) → ∞ as t → ∞. In the following, we omit R variable.
For sufficient large t, X(t) ∼ C 1/2 t holds since X ′ (t) → C 1/2 as t → ∞. It implies that if ∂ r C(R) < 0 then the characteristic curves must cross and so the solution breaks down in finite time by Lemma 2.7. Differentiation of X(t * , R) = (A/C) 1/(n−2) with respect to R gives
Using the fact that X ′ (t * ) = 0, we obtain
Hence, if ∂ r (A/C) 1/(n−2) 0 then the solution breaks down no latter than t * .
Thus, we assume ∂ r C(R) 0 and (∂ r (A/C)(R)) 1/(n−2) > 0 in the following. Notice that the latter condition is equivalent to the following two conditions:
Step 1. We determine the condition that solution can be extended to time t = t * . For t t * , we have
Differentiation with respect to R yields
For 0 t < t * , it holds that
Therefore, Γ(t) has the same sign as
∂ r C − ∂ r Ay −(n−2) (C − Ay −(n−2) ) 3/2 dy.
Taking time derivative, one verifies that B 1 takes it minimum at t = t 1 ∈ [0, t * ) such that
Note that (A/C) 1/(n−2) < X(t 1 ) by assumption, and that (∂ r A/∂ r C) 1/(n−2) < R is equivalent to ∂ r C > ∂ r AR −(n−2) . Since we have already known that Γ(0) = 1 > 0, the solution can be extended to the time t = t * UNLESS ∂ r C > ∂ r AR −(n−2) and
is satisfied. Notice that this condition is a sufficient condition for finite-time breakdown.
Step 2. We consider the condition that the solution can be extended from the time t = t * to t = ∞. For simplicity, we suppose that solutions are extended to time t = t * (we keep assuming 0 ∂ r C < ∂ r A(R −(n−2) + v 2 0 /A) holds). Recall that, for t t * , X ′ (t) = C − AX(t) −(n−2) 0. As in the case v 0 = 0, this inequality with X ′′ (t) > 0 gives X(t) ∼ C 1/2 t → ∞ as t → ∞.
We define t * * as the time that t * * > t * and X(t * * ) = R. Then, we have
Therefore, t * * = 2t * and
for all t t * . As in the previous step, we set
B 2 (t) and Γ(t) has the same sign for t t * . We also note that B 2 (t) → ∞ as t ↓ t * because Γ(t * ) > 0 and C − AX(t) −(n−2) → 0 as t ↓ t * . It holds that
(1) If ∂ r C(R) = 0 then B 2 is monotone decreasing because 
(2) If ∂ r C(R) > 0 then B 2 takes it minimum at t = t 2 such that X(t 2 ) = (∂ r A/∂ r C) 1/(n−2) . Therefore, solution can be extended to t = ∞ if and only if
Before proceeding to the two-dimensional case, let us see that Theorem 1.7 gives the same criterion as in Theorem 1.2 if n = 4. Namely, we prove Corollary 1.11.
Proof of Corollary 1.11. Before the proof, we prepare some elementary computations. We note that
and that
where we have used
From Propositions 1.8, 1.9, and 1.10, we see that ∂ r C < 0 is the sufficient condition for blow-up. Moreover, the PCFB in the case ∂ r C = 0 is
Hence, the PCFB is summarized as v 0 + Rv ′ 0 < 0. Let us proceed to the case ∂ r C > 0. If v 0 > 0 then Proposition 1.8 implies that the PCFB is ∂ r C < ∂ r AR −2 ⇔ v 0 + Rv ′ 0 < C/v 0 and
We put α = v 0 + Rv ′ 0 , β = v 0 R∂ r C/C > 0, and γ = ∂ r C(C∂ r A − A∂ r C)/C 2 . Note that, by assumption, we have 0 < A/C < R 2 < ∂ r A/∂ r C, which implies γ > 0. Then, (3.3) can be written as α β − √ γ. We make this condition clearer. An elementary computation shows that δ := γ + 2αβ − β 2 = 2R∂ r C > 0, and that δ − 2αβ = R∂rC(−∂rC+∂rAR −2 ) C > 0. The 27 latter one means β 2 < γ. Thus, the inequality α β − √ γ < 0 is reduced
This condition is stronger than ∂ r C < ∂ r AR −2 ⇔ v 0 + Rv ′ 0 < C/v 0 . If ∂ r C > 0 and v 0 = 0, then it immediately follows from Proposition 1.9 that α − √ δ is the PCFB. We next consider the case ∂ r C > 0 and v 0 < 0. Proposition 1.10 gives the PCFB. If ∂ r C ∂ r AR −2 , then the condition is
We keep the above notations α, β, γ, and δ. Then, this is written as α β − √ γ. Note that the right hand side is negative. By the same argument as above, it is also written as
which is written as √ γ |α − β|. Note that ∂ r C < ∂ r A(R −2 + v 2 0 /A) = C∂ r A/A is equivalent to γ > 0. By assumption, we also have β < 0 and γ − β 2 = δ − 2αβ < 0. We now show that α β leads to the contradiction. In this case, √ γ |α − β| is equivalent to α β + √ γ. However, this is also written as
The last inequalities cannot be iquivalent to α β + √ γ since √ δ > 0 and β + √ γ < 0. This is the contradiction. Hence, β α. Then, √ γ |α − β| = β − α corresponds to α − √ δ. We finally treat the case ∂ r C ∂ r A(R −2 +v 2 0 /A). We prove this condition is stronger than α
Moreover, introducing the function P (t) = ∂ r Ct 2 + 2αt + 2R, we see that
3.3. PCFBs for repulsive 2D case. We finally prove the two-dimensional case. Though we can calculate the characteristic curve in an implicit way ( [10] ), we use the argument similar to the previous n 3 case.
Proof of Proposition 1.13. We first note that X ′ (t, R) v 0 (R) > 0, ∀t 0 follows from the same argument as in the proof of Proposition 1.8. Then, X(t, R) → ∞ as t → ∞, and, by (2.5),
for all t 0. For simplicity, we omit the R variable in the following. Differentiate this with respect to R to get
dy.
Since X ′ (t) > 0 for all t 0, B(t) and Γ(t) has the same sign. Since ∂ r A 0 by definition, the right hand side is positive for all time if 2v 0 v ′ 0 − A/R 0. Now, we suppose 2v 0 v ′ 0 − A/R < 0. Recall that X(t) → ∞ as t → ∞ and that A and v 0 are independent of time. If ∂ r A = 0 then one sees that there exist t 0 > 0 such that " R ∂ r C + ∂ r A log y (C + A log y) 3/2 dy 0.
Proof of Proposition 1.14. Let us begin with pointing out that the exactly same argument as in the proof of Proposition 1.9 shows X ′ (t, R) > 0 for all t > 0 and X(t, R) → ∞ as t → ∞. We omit R variable in the following. As in the proof of Proposition 1.9, we temporarily suppose that v 0 > 0 and let v 0 → 0 later. Integration of (2.5) gives
29 By a change of variable z = y/R, the left hand side is equal to
Hence, differentiation with respect R yields 0 = R∂ R (X(t)/R)
For a while, we omit also t variable. An elementary calculation shows
We now show that Case 1. We first assume that ∂ r A = 0. We put
An elementary calculation shows G ′ (s) = −(1/2)(log s) −3/2 < 0 for s > 1, and so G is monotone decreasing. We also see that G ′ is not integrable, and so that lim s→∞ G(s) = −∞. Since B(t) = G(X(t)/R) + 2Rv ′ 0 A 1/2 , we conclude that there always exists t 0 ∈ (0, ∞) such that Γ(t 0 ) = 0.
Case 2. We next assume that ∂ r A > 0. We write B(t) =: H(X(t)/R). Proof of Proposition 1.15. If A(R) = 0, then X ′ (t, R) = v 0 (R) < 0 for all t 0. Therefore, we deduce from Lemma 2.7 that the solution breaks down no latter than t = R/|v 0 (R)|. Hence, we assume A(R) > 0. Then, since X ′ (0, R) = v 0 (R) < 0, X ′ (t) = − v 0 (R) 2 + A(R) log(X(t, R)/R) as long as X ′ (t, R) 0. Put Then, one sees that, for t ∈ [0, t * ), X(t, R) > X(t * , R) = Re −v 2 0 /A > 0 and X ′ (t, R) < X ′ (t * , R) = 0. Since X ′′ (t * , R) > 0, the same argument as in the 31 proof of Proposition 1.9 shows that X ′ (t, R) 0 for all t t * and so that X ′ (t, R) = − v 0 (R) 2 + A(R) log(X(t, R)/R), for t t * , v 0 (R) 2 + A(R) log(X(t, R)/R), for t t * .
X(t, R) → ∞ as t → ∞ is also deduced. We omit R variable in the following. Differentiation of the identity X(t * , R) = Re −v 2 0 /A with respect to R gives ∂ R X(t * ) = e Hence, if R∂ r (v 2 0 /A) 1 then the solution breaks down no latter than t = t * . Thus, we assume R∂ r (v 2 0 /A) < 1 in the following. This is equivalent to ∂ r v 2 0 < A/R + (v 2 0 /A)∂ r A and to −C/A < −∂ r C/∂ r A. Step 1. We first consider the condition that solution can be extended to time t = t * . For t t * , we have R X(t) dy √ C + A log y = t.
∂ r C + ∂ r A log y (C + A log y) 3/2 dy = 0.
For 0 t < t * , 0 < C + A log X(t) C + A log R = |v 0 | holds. Therefore, Γ(t) has the same sign as B 1 (t) := Γ(t) C + A log X(t) = 1
∂ r C + ∂ r A log y (C + A log y) 3/2 dy.
Taking time derivative, one verifies that B 1 takes it minimum at t = t 1 ∈ [0, t * ) such that X(t 1 ) = min R, exp − ∂ r C ∂ r A .
Here, note that X(t * ) = exp(−C/A) < X(t 1 ) by assumption. Also note that exp − ∂ r C ∂ r A = R exp − ∂ r v 2 0 − A/R ∂ r A .
Since we have already known that Γ(0) = 1 > 0, the solution can be extended to the time t = t * UNLESS ∂ r v 2 0 > A/R and
∂r A
" ∂ r C + ∂ r A log y (C + A log y) 3/2 dy 0 is satisfied. Notice that this condition is a sufficient condition for finite-time breakdown.
Step 2. We next consider the condition that the solution can be extended from the time t = t * to t = ∞. For simplicity, we suppose that solutions are extended to time t = t * (we keep assuming ∂ r v 2 0 < A/R + (v 2 0 /A)∂ r A holds). Recall that, for t > t * , X ′ (t) = C + A log X(t) > 0.
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We define t * * as a time such that t * * > t * and X(T * * ) = R. Then, we have t * * − t * = R Re −v 2 0 /A dy √ C + A log y = t * , and so t * * = 2t * . Thus, X(t) R dy √ C + A log y = t − 2t * for all t t * . As in the previous step, we set B 2 (t) := Γ(t) C + A log X(t) = 1 |v 0 | + 1 2 X(t) R ∂ r C + ∂ r A log y (C + A log y) 3/2 dy − 2∂ r t * = 1 |v 0 | + 1 2 X(t) R ∂ r v 2 0 − (A/R) + ∂ r A log(y/R) (C + A log y) 3/2 dy − 2∂ r t * .
B 2 (t) and Γ(t) has the same sign for t > t * . We also note that B 2 → ∞ as t ↓ t * because Γ(t * ) > 0 and √ C + A log X → 0 as t ↓ t * . It holds that d dt B 2 (t) = ∂ r v 2 0 − (A/R) + ∂ r A log(X(t)/R) (C + A log X(t)) 3/2 X ′ (t).
If ∂ r A(R) = 0 then B 2 is monotone decreasing by assumption ∂ r v 2 0 − A/R < 0. Moreover, dt B 2 (t) is uniformly bounded by (∂ r v 2 0 − (A/R))/|v 0 | < 0 from above, and so there exists time t 2 such that B 2 (t 2 ) = 0. Therefore, now we suppose ∂ r A(R) > 0.
B 2 takes it minimum at t = t 2 such that X(t 2 ) = exp(−∂ r C/∂ r A). Therefore, the solution can be extended to t = ∞ if and only if " R ∂ r C + ∂ r A log y (C + A log y) 3/2 dy − 2∂ r t * > 0.
