We present a maximum entropy approach for inferring amino acid interactions in proteins subject to constraints pertaining to the mean numbers of various types of equilibrium contacts for a given sequence or a set of sequences. We have carried out several kinds of tests for a two-dimensional lattice model with just two types of amino acids with very promising results. We also show that the method works very well even when the mean numbers of contacts are not known and therefore can be applied to real proteins. DOI: 10.1103/PhysRevLett.100.078102 PACS numbers: 87.15.Cc, 02.70.Rr Globular proteins [1], the workhorse molecules of life, are linear chains of amino acids which fold rapidly and reproducibly into their native state conformations [2] . An important goal in the protein problem is the prediction of the native state structure given the amino acid sequence of a protein. A vast simplification arises because the number of distinct folds adopted by proteins is limited to just a few thousand [3] . This has led to a powerful method, called threading [4] , for predicting the native state structure of a sequence -one mounts the sequence on candidate structures obtained as pieces of all known folds and determines the best fit structure through a scoring function [5] [6] [7] , which provides a measure of the interactions between pairs of amino acids which are close by in a given conformation.
Globular proteins [1] , the workhorse molecules of life, are linear chains of amino acids which fold rapidly and reproducibly into their native state conformations [2] . An important goal in the protein problem is the prediction of the native state structure given the amino acid sequence of a protein. A vast simplification arises because the number of distinct folds adopted by proteins is limited to just a few thousand [3] . This has led to a powerful method, called threading [4] , for predicting the native state structure of a sequence -one mounts the sequence on candidate structures obtained as pieces of all known folds and determines the best fit structure through a scoring function [5] [6] [7] , which provides a measure of the interactions between pairs of amino acids which are close by in a given conformation.
Our principal goal is to present and validate a knowledge-based method, using the principle of maximum entropy [8] [9] [10] for determining the scoring function subject to constraints pertaining to the mean numbers of various types of equilibrium contacts for a given sequence or a set of sequences. At zero temperature, this information is encoded in the native state structures of the sequences. In order to assess how well our method works and its ease of application, we will focus on extensive studies of the lattice HP model pioneered by Chan and Dill [11] . This model, while simple enough for exact enumerative studies, provides an unbiased framework for carrying out an extensive series of tests.
Entropy maximization has proved powerful in the derivation of equilibrium statistical mechanics [8] , and in the analysis of complex equilibrium and nonequilibrium systems as neural networks [9] and global climate [10] . The underlying rationale is that each macroscopically observable state of a system corresponds to a number of microscopic states satisfying known macroscopic constraints. Because the number of ways of realizing a given macroscopic state can vary widely, the most likely state of the system as a whole is the one that corresponds to the largest number of microscopic states. As pointed out by Shannon [8] , information and entropy are interlinked: the more information one has, the lower the entropy. The logic of our approach is to determine the scoring function subject to the entropy-reducing constraint that the available information on the mean number of certain contacts is faithfully encoded. Because the resulting scoring function is selected by the maximum entropy principle and assumes nothing about missing information, any system with lower entropy requires more information than is available from the given data.
Let C be the space of possible conformations and Pÿ the probability of a given sequenceŜ adopting conformation ÿ. The Shannon entropy is defined as
Pÿ lnPÿ:
Let the average values c a of various observable quantities C a ÿ, a 0; 1; . . . , be specified:
This description includes the normalization condition, P ÿ Pÿ 1 on choosing C 0 ÿ 1 and c 0 1. The maximum entropy principle states that the optimal choice for P is one that maximizes the entropy S while satisfying the constraints given by Eq. (2). This solution is unique. This is because the entropy SP is a convex function and its domain in P space is compact. Since the constraints are linear, from the theory of convex functions, SP has a single maximum. On using a set of N Lagrange multipliers (f a g 1 ; 2 ; . . . ; N ) to enforce the constraints, the solution takes the form
where
and the a 's satisfy the equation 
Numerically, an efficient way to obtain the solution of Eq. (5) is by finding the minimum of the quantity
c a a ; (6) which is unique since
The analysis can be extended to the quenched case of the simultaneous consideration of many sequences (we denote a sequence byŜ). In this case the probability PÿjŜ, the observables C a ÿjŜ, and their average values over conformations C a Ŝ P ÿ2C C a ÿjŜPÿjŜ depend on another statistical variable,Ŝ. The constraint is then imposed through the quenched average
where qŜ represents the probability of occurrence of the variableŜ. This case can be mapped into the standard one by introducing the joint probability distribution
where qŜ is given a priori and the entropy is
Its maximum is given by the straightforward generalization of Eqs. (3) and (4), where the a s satisfy the equation
This is (apart from the ÿ B T term) the quenched free energy used in the standard approach of disordered statistical mechanics systems (see, e.g., [12] ). Again the a 's correspond to the unique minimum of the function
We now proceed to illustrate the method and carry out several tests of its efficiency within the framework of the HP lattice model in two dimensions [11] . It has been recognized that in proteins a simply binary pattern of hydrophobic and hydrophilic residues along the chain encode structure at the coarse grained level [13] . Thus the simplest model of proteins consists of sequences made up of just two kinds of amino acids (H and P representing hydrophobic and polar residues) configured as self-avoiding chains on a lattice and described by a contact Hamiltonian [11] . Such models are known to adequately describe proteins at the coarse-grained level with the advantage that the native states can be determined exactly. Furthermore, they provided a controlled laboratory for theoretical investigations and rigorous testing of concepts and ideas for future use in studies on real proteins [7, 11, 14] . We work with short chains constrained to lie on a square lattice. Two amino acids interact when they sit next to each other and are not contiguous along the chain, yielding a scoring energy function
where the index a 1, 2, 3 labels HH, HP, and PP type of interactions, respectively, and C a ÿjŜ counts the number of type a interactions when the sequenceŜ is in the conformation ÿ. In order to assess the effect of a redundant, incomplete, or wrong parametrization, we have considered a second scoring function to include next nearest neighbor interactions
where the index a 4, 5, 6 labels next nearest neighbor interactions of type HH, HP, and PP, respectively. The hydrophobic nature of a protein is encapsulated typically by using a scoring function in which HH contacts are favored over HP and PP contacts. In our studies, we considered different choices of the interactions energies. Most of our studies were carried out with a chain of length L 16 for which there is an ensemble C of 802 075 distinct (compact and noncompact) conformations ÿ unrelated by simple symmetry transformations. We also considered chains of length L 12 in additional tests. The Lagrange multipliers which minimize the functions D and D q in Eqs. (6) and (11) (15) and then the average number of different types of contacts in equilibrium at a given temperature through exact enumeration [using Eq. (2) for a single sequence and Eq. (7) for the quenched case, with qŜ 1=N s for N s sequences], (iii) using the c a as constraints in the maximum entropy approach to estimate the interaction energies and assess the quality of agreement of these estimates with the actual values (the scoring function H could be either H nn or H nnn ). We have carried out extensive studies and in all cases (single sequence, multiple sequences, either of the same or of different lengths, contact potentials excluding or including next nearest neighbors, calculations at different temperatures) the results are excellent with the deduced scoring function being virtually exact, as summarized in Tables I, II , and III.
The equilibrium stability of various contacts of a specific protein sequence or set of sequences could be in principle deduced by means of NMR experiments, but this would require the computation of the partition function (4) many different times within the entropy maximization procedure. More simply, one can test or deduce scoring function by ranking the native state against competitive conformations called decoys. In this spirit, we carried out a second class of tests of the HP model employing the knowledge of the ground state conformation for a given sequence as well information pertaining to the native state conformations for other sequences to be used as decoys. In order to obtain a measure of the mean numbers of different contacts, we postulated that a given sequence has probability P 0 to be in its native state and a probability 1 ÿ P 0 =M ÿ 1 (where M is the number of known ground state conformations in the data bank) of being in one of the other structures. We note that there are simple alternative schemes that one might consider -the key point is that the maximum entropy method works well even if the average numbers of contacts are not known with great accuracy.
We considered the ensemble GS of the nondegenerate conformations which are unique ground states for the HP model with nearest neighbor interactions and interaction strength HH 5, HP 3, PP 1. The number of such conformations is M 1131 and the partition function Z was computed on the ensemble GS, while implementing the maximum entropy procedure. We then used the solution Figure 1 reports the rate of success as a function of the probability P 0 of occupancy of the ground state for different cases. When single sequences were considered, the rate TABLE III. Reconstruction of interaction energies with the maximum entropy procedure in the presence of next nearest neighbor interactions for a single, randomly selected, sequence. In all rows, 1 1, 2 0, 3 0, with a chain of length 16. In all rows, but the second one, 4 0:5, 5 0:2, 6 ÿ0:1. In the first row, the full knowledge of the scoring function is used and all six 's are determined. In the second row, the next nearest neighbor interaction strengths are set equal to zero and all six 's are determined. In the third and fourth row, only the three 's corresponding to nearest neighbor interactions are reconstructed. Interestingly, when one uses a subset of constraints, the results are temperature dependent. This property can be used to assess whether our parametrization of the scoring function is complete or not. The f a g are different from the original ones, as expected. Yet, the sequence with the reconstructed energies of interaction yield exactly the same ground state as the original scoring function with all 6 energy parameters. (13), for which the maximum entropy method correctly predicts the true ground state as a function of the probability P 0 . The different curves correspond to different sequence sets considered.
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078102-3 of success was strongly dependent on the chosen sequence. For a given sequence, the method worked with varying degree of success for an optimal value of P 0 for which the actual Boltzmann distribution obtained with the Lagrange multipliers [Eq. (3)] approximated our assumption of a probability P 0 of being in the ground state and an equal probability of all remaining conformations.
On averaging multiple sequences together (quenched case), one would expect an overall smoothing to occur so that, at low temperatures (high P 0 ), our assumption might well be satisfied approximately. This is indeed the case for the quenched case of 10 sequences and the situation is much improved when 100 sequences are considered. For two distinct sets of sequences, we obtained 100% success, for values of P 0 greater than 0.95, in predicting the native state structure of all the sequences from the deduced interaction energies.
In summary, we have presented a novel method for determining the all-important scoring function for the interaction between amino acids of a protein. The method entails the use of the principle of maximum entropy which provides an unbiased method for inferring the scoring function while incorporating all available information, thus entirely avoiding unwarranted assumptions which may be present in other approaches [15] . Detailed studies on a lattice HP model have yielded very promising results. Note that there are other methods which work well in the context of lattice models [6, 7, 16] . However, in such approaches, the energy parameters are typically obtained by ensuring that the native state conformation has a lower energy than the alternative conformations. In general, one encounters situations in which the problem is unlearnable [17] and no solution exists. In contrast, in our approach, one is guaranteed to find the optimal solution which satisfies physical constraints derived from experimental observations in terms of average values. This is quite important in light of one's increasing ability to perform single molecule experiments. Furthermore, the ease with which one can incorporate other information such as the solvent accessible area and/or local conformational biases make the maximum entropy inference (maxent) approach a very promising tool for study of the daunting protein problem. We have employed the procedure employed in the second class of tests to investigate a single protein sequence (PDB code 1CTF) together with 498 decoys from the local minima decoy set (lmds) [18] . By defining the scoring function in terms of solvent accessible areas, 20 surface tension parameters are recovered using the maxent method which correctly selects the native state conformation from among all the decoys [19] .
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