ABSTRACT
INTRODUCTION
One of the goals of a variety of approximate reasoning models is to cope with inference patterns more flexible than those of classical reasoning. For
wll~a w2~B
Based on such measures, Ruspini provides then a formalization of the generalized modus ponens in fuzzy logic. This framework has been recently extended in [8] and [6] and compared with the possibilistic approach in [5] and [7] . See also [12] for another approach to similarity-based reasoning.
From a logical point of view, several formalisms can be envisaged to capture a notion of similarity-based reasoning system. In [9] , Esteva, Garcia, and Godo describe some of the work done in this direction and point out some open problems. The basic reference is [3] , where the authors consider different types of graded consequence relations which make sense in similarity-based reasoning. They also turn their attention to a nonstandard fuzzy logic approach, and the frameworks of sphere semantics and multimodal logics are examined at the semantic level, as Farifias and Herzig did for possibility theory [10] . Links among all approaches were also provided.
Usually, the notion of a similarity relation, relative to a t-norm ®, on a set W is defined [17] as a function S : W × W ~ [0, 1], verifying:
1. reflexivity 1 S(w,w') = 1 iff w = w'; 2. symmetry S(w, w') = S(w', w);
®-transitivity S(w,w") > S(w,w') ® S(w',w").
In this paper we will consider a slightly more general notion of similarity relation. We shall consider a (G, ® )-similarity relation on a set W as a function
S:W×W~G,
where G ___ [0, 1] with 0, 1 ~ G, fulfilling reflexivity, symmetry, and ®-transitivity with respect to a t-norm-like binary operation ® on G, i.e. an operation
®:G×G~G
with the properties of a t-norm, that is, continuous (w.r.t. the usual topology in [0, 1]), nondecreasing in both variables, commutative, associative, and having 1 as neutral element and 0 as absorbent element. Moreover, for the sake of simplicity, we shall consider only denumerable subsets G, since we are going to use them in the next section in the definition of our language. Henceforth, we shall say that any denumerable G _c [0, 1] with 0, 1 ~ G is a range. It is obvious that when a range G is finite the continuity condition on ® is meaningless, but on the other hand there are many such operations that are not the restriction to G of any continuous t-norm in [0, 1] .
In [3] , given a ®-similarity relation S on the set 12 of interpretations of a finite boolean algebra of propositions, a graded consequence relation I~ s between propositions is defined as follows.
DEFINITION 1.1 A I~ B iff ls(BlA) > a.
It is shown that this graded consequence relation can be in turn equivalently defined from the following graded satisfaction relation between interpretations and propositions: w I~ B iff there exists a B-world w' such that S(w, w') >_ a, with the following intended meaning: although B may be false in world w, B is close to being true at least to the degree a. In particular, when a = 1 we recover the notion that, in world w, B is true.
1Actually, this is a strong notion of reflexivity, also called separation.
However, in the general case of dealing with a nonfinite set ~ of interpretations, the latter definition is not completely equivalent to the former one; it is slightly stronger.
In this paper we shall be concerned with a modal approach to similarity-based reasoning. Modal logics are specially tailored to allow for relations on the set of interpretations or possible worlds. Due to the above remark, we can envisage two different, but closely related, multimodal systems.
1. Given an arbitrary set of possible worlds W, a similarity relation S on W induces, for each world w ~ W, an implication measure on propositions
Is(Zlw) = sup S(w,w'). for /3<a.
In this paper we focus on the former multimodal system. The paper is organized as follows. In Section 2 we introduce a language for the similarity-based graded modal logic and we propose a possible worlds semantics for that logic and prove the soundness of the system MSS(G, ® 
(Jl', w) I~ -~ A iff (~', w) ~ A. 3. (.~, w) I~ A --* B iff (At', w) IF A implies (.~', w) IF B. 4. (,It, w)I~ <>CA iff I~r(AIw) > t~. 5. (~',w) I~ <>° A iff I~t(AIw) > ~.
Here I~(AIw) = sup(~,,w,)~ ~ .4 S(w, w') is a free adaptation of the above-defined implication measure when the second variable is not a proposition but a world.
As has been already noticed in the Introduction, <>o is a normal modal operator in the sense that it has an associated accessibility relation R ° which provides it with the standard Kripke semantics:
(.JC, w) IF ~°A iff (.~¢',w') I~A forsome w' suchthat (w,w') ~R°~, where the accessibility relation R ° is defined as
This is not the general case for the operators <>~, i.e., they do not have, in general, a corresponding accessibility relation. However they do have it whenever the sup appearing in the expression for I~r(AIw) is reached for any A and any w, i.e., when I~(Alw) becomes max(~r,w,),~A S(w,w'). In particular, this is the case when either the range G is finite or the set of possible worlds W is finite. In these particular cases we also have that In this paper we shall focus our attention on some particular classes of similarity models, defined by ®-similarity relations, for a fixed t-norm-like ®, with values on some subset G _c [ for all a ~ G.
• When restricted to some particular classes of models, we can prove the validity of some more schemes. PROPOSITION Notice that the schemes K*, T*, B*, and 4", where * is either c or o, are direct counterparts, for the graded modal operators, of the well-known axioms of the classical $5 modal logic. The scheme C c corresponds to the fact that, under the assumption of finite range G or finite set of worlds W, I~(AIw) = 1 only if A is true in w. Schemes N* stand for the nested properties of the graded modal operators, while schemes EX* set up the extremal conditions for them. Finally, schemes OC and CO establish the obvious relations between strict and nonstrict inequalities. All these schemes, except B* and 4", already appear in [14] . Obviously this axiom system is not minimal, in the sense that some axioms and rules can be redundant. For instance, the schemes T ~ could be reduced to the axiom [] ~A --, A, and the necessitation inference rules RN ° could be reduced to only one nile: from A infer [] ~A.
The schemes

DE~NrrION 2.7 Given a range G and a t-norm-like ® on G, the basic similarity multimodal logic MSS(G, ® ) is the smallest set of sentences containing every instance of the following axiom schemes and closed under the last two inference rules". PL : propositional tautologies K C : [] ]C ( A -, B ) --, ( [] C A -, [] C B ) V a ~ G , K ° : [] ° ( A --, B) ~ ( [] ° A ---, [] ° B ) V a ~ G,
Since the theorems of a system are just the sentences in it, we shall write ~-~a, ®) A to mean that A is a theorem of MSS(G, ® ); this is ~-~a, ®) A iff A ~ MSS(G, ® ). 
DEFINITION 2.9 COn(G ' ®)F iff F ~(G. ®) ± •
From Proposition 1, it is clear that MSS(G, ® ) is sound with respect to the class of structures Wff, for any G and ®. The question whether, in general, MSS(G, ® ) is also complete remains so far open. However, it is possible to get completeness in particular cases. The next section shows that the system MSS(G, ® ), augmented by the scheme C c, is complete w.r.t. ~'ff whenever the range G is finite. Section 4 provides completeness results of this augmented system w.r.t, to the class 5r~'~ for ® = min and G dense.
COMPLETENESS RESULTS FOR G FINITE
In this section, given a finite range G = {a 1 ~-0 <~ a 2 < "'" < a n = 1} and an arbitrary t-norm like ® on G, we shall prove completeness of the corresponding graded systems MS5(G, ® ) with respect to the classes ~ff of similarity structures, provided that we add to the system the scheme
The basic point in considering finitely valued similarity relations is that this results in a multimodal logic with a finite number of modal operators with standard Kripke semantics. Moreover, the system can be simplified, since, as an immediate consequence of the CO The notions of proof, consistency, and related concepts are analogous to the previous section. We shall use the symbol ~-(c, ®)+ to denote provability in MS5+(G, ® ).
Due to Propositions 2.1 and 2.2, MSS+(G, ® ) is obviously sound w.r.t. ~. To prove completeness we shall use the standard technique of building a canonical model. Before introducing the concept of canonical model, as usual we need to introduce the concept of maximal consistent sets of formulas in MS$+(G, ® ). Intuitively, a set of formulas is maximally consistent if it is consistent and contains as many formulas as it can without becoming inconsistent. We write Max(a ' ~,)+ F to mean that F is MS5+(G, ® )-maximal, and we state the definition as follows. Proof As usual (see [2] Proof Let us prove that S* is a ®-similarity relation. 1. S* is reflexive. This is clear by the reflexivity of R*. Notice that it also holds that S*(w, w') = 1 iff w = w', by property 3 of Proposition 3.1. 2. S* is symmetric. This is also a direct of consequence of the symmetry of R*.
3. S* is ®-transitive. Namely, S*(w,w') ® S*(w',w")= max{a e GI (w, w') ~ R*} ® max{a ~ G I (w', w") ~ R*} = max{a ® /3 1 (w, w') R*, (w',w") ~ R~} < (by property 6 of Proposition 1) max{a ®/3 I(w,w") ~ R*®a} < S*(w,w").
Finally, it is straightforward to check that the a-cuts of S* are nothing but the relations R*.
• Now we define the canonical model.
3Notice that, for any w,w'~ W*, the set {a ~ Gl(w,w')~ R~} is nonempty since by construction at least 0 always belongs to the set. It is clear that ~¢'* belongs to the class of models ~'ff. Now we prove the truth lemma for ~tr*. 
COROLLARY 3.1 For any finite range G, the system MSS+(G, ® ) is complete with respect to the class of models ~.
Proof As usual. Suppose A is consistent; then it belongs to some maximal consistent set w 0 ~ W*. Then A is true in (.Jr*, w 0) and thus satisfiable in ~¢*.
•
COMPLETENESS RESULTS FOR G DENSE AND ® = min
The generalization of the above completeness results to the case of G no longer finite is not a straightforward matter, and it is only partly addressed in this section. Namely, we get completeness only in the case of ® being the minimum operation, i.e. ot ®/3 = min(ot,/3) (we shall also use the notation a/x/3), and G being an arbitrary dense range, i.e. a denumerable subset of [0, 1] such that for any or,/3 ~ G, if a </3, there always exists ~ ~ G such that ot < 8 </3. We extend the completeness proof given in [14] for multimodal systems corresponding to reflexive and serial fuzzy relations. Our interest is when the fuzzy relation is also symmetric and ®-transitive. The main difficulty is to cope with the transitivity property, which puts into relation modal operators D~ with different a's. As will become clear below, to adapt the above Liau and Lin's method we basically need two requirements: first, ® must be closed in any finite subset of G, and thus ® = min, and second, the density of G.
Consider the system obtained by adding to MSS(G, min) the axioms 
RN °: from A infer [] o A for all a ~ G, MP: from A and A ---> B infer B.
Before continuing, we comment about the modal degree and the MS5++(G, min) reduction theorems. The modal degree of a modal formula is the number of nested modal operators (do not confuse nested with iterated). For instance, in the classical $5 system every modal formula is reducible to a first degree formula. In MS5++(G, min) this result is not valid, although $5 reduction laws are still valid for each a. We will prove that in MS5++(G, min) the subindexes of irreducible modalities form a nonincreasing sequence with at most two equal indexes. The next proposition shows some reduction laws which are valid in MS5++(G, min) (see proof in Section 7). 
Dually, the corresponding reduction rules for the modalities of type <> ~,* ~ and <> ~* [] ~ also hold.
We could ask ourselves whether these reduction laws would still be valid for other choices than ® = min. In this point it is worth noticing that the only modalities of order two whose reducibility we have not proved are the following:
• ~D~ and D~ ~ ~_<t3* 1, Therefore any nonreducible 4 modality is a chain of modal operators whose subindexes form a nonincreasing sequence with at most two equal successive indexes. When G is finite, the set of irreducible modalities is finite and the degree of the irreducible modalities is at most two times the cardinality of G.
The rest of the section is devoted to prove that the system MS5++(G, min) is complete with respect to the class of models ~r~n. In contrast with last section, now the system MS5++(G, min) may be noncompact (this is also the case in [1, 14] ). For instance, if we take the rationals of [0,1] as G, the infinite set of formulas {~*l_l/nA} t3 {-~<>~A} is not satisfiable in any model, but any finite subset is indeed satisfiable in some model of c 3r~n. This fact forbids proving completeness by building a standard canonical model as we did in the previous section for the systems MS5 + + (G, min).
4In the sense of the reduction rules of Proposition 4.1.
The technique we shall use is partially inspired by [14] . The basic idea is to build, for any consistent formula A, a (G, min)-similarity structure .C A with a finite set of worlds in which A will be satisfiable. This is obtained in [14] by building a model starting from the set Sub(A) of all subformulas of A dosed by negation. However, this is not enough in our case, because the fuzzy relation must be symmetric, which leads us to take a larger set including any modalities. The above reduction laws assure that only finitely many of such modalities are not provably equivalent.
Let Sub(A) be the set of all subformulas of A dosed by negation, and let G(A) = {a ~ GI either D~B, D°B, <Y~B, or <>~B is in Sub(A)} U {0, 1}. Obviously, both Sub(A) and G(A) are finite. Then we can define the closure of Sub(A) by the modalities with indices in G(A) as follows. 
If B ~ ModSub( A ) then D ~ B, D ~ B, <>C~ B, ~° B ~ ModSub( A ) for every a ~ G( A ).
The construction of a model a¢" A = (W A, SA, II IIA> is done according to the following steps:
• LetG(A)={oq=O<a 2< ---<an_ l<a n=l}. 
NC(u, a) c u' iff N~(u ', a) c u;
N°(u, a) c_ u' iff N°(u ', a) c_ u, for a < 1.
NC(u, a) c_ u' and NC(u ', ~) c_ u" imply NO(u, a A ~) c_ u'; N°(u, a) c_ u' and N°(u ', ~) c_ u" imply N°(u, a A ~) C_ u'
, for a,13 < 1.
• As in [14] , any similarity on W A should verify, for all a ~ G(A): A) ) is also finite. Thus WA is also finite, because every maximally consistent set of formulas of Mod(Sub(A)) is a union of classes of provably equivalent formulas.
• Now it only remains to prove the truth lemma for -g"A. First we need the following lemma. Proof The proof is analogous, using the previous lemma, to that of Theorem 3.1.
• COROLLARY 4.1 For any range G, the system MSS++(G, min) is complete with respect to the class ~n"
RELATED WORK
From a logical point of view, the multimodal systems we have presented in this paper have strong relationships with at least [11, 14, 15, 1] . In [11] Goble describes the modal systems $5 k with a finite number of nested graded modalities. Despite the fact the motivations are very different, Goble's systems S5k coincides with our MSS++(G, min) system in the case of G finite. In [14, 15] Liau and Lin develop the QML system of quantitative modal logic, where their graded modal operators have semantics related to possibility measures definable from rational-valued accessibility relations. Finally, in [1] Boldrin and Saffiotti propose a multimodal system PL~ to deal with aggregation of beliefs from multiple agents. They define, for each agent, a family of graded modal operators whose semantics is based on necessity measures definable from a fuzzy binary relation on the set of worlds which, in turn, induces a possibility distribution for each world. All these systems are provided with completeness results.
Let us comment now about the relationships between these systems and ours. As already mentioned in the introduction section, we can basically devise two kind of graded modal operators: those whose semantics are based on a family of accessibility relations and those whose semantics are based on some kind of measure defined on the set of possible worlds. Both kinds are not disjoint. For instance, our modal operators ~o and~C are semantically interpreted by means of the so-called implication measures. However, O ° can be always equivalently defined from the accessibility relations R ° too. This is not the case for ~ in general, although it is when G is finite or the models are finite. This situation is very similar to Liau and Lin's (closed and open) modal operators. On the other hand, Boldrin and Saffiotti only use, for each agent, (closed) belief modal operators corresponding to lower bounds of necessity measures which can be also defined by means of suitable accessibility relations on finite sets of possible worlds.
The systems MSS+(G, ® ) extend Goble's systems in the sense that they provide complete axiomatizations for arbitrary t-norm-like operations, not only for ® = rain. Liau and Lin provide completeness results for QML with respect to arbitrary models where the many-valued accessibility relation fulfills generalized reflexive and serial properties, but not for symmetric and ®-transitive accessibility relations as we propose here with the systems MSS+(G, ® ) (for G finite) and MS5++(G, min) (for finite models). Finally, let us remark that the main difference from the PL~ nonaggregated belief operators is that they would correspond to nonstrict upper bounds of our implication measures.
CONCLUSIONS AND FINAL REMARKS
In this paper we have been concerned in a modal formalization of some aspects of similarity-based reasoning, providing a general system of multimodal logic, with completeness resuRs for two particular cases. It remains to investigate whether we can also get completeness for more general caseS. Now, concerning the initial aim of providing a modal account for the different kinds of notions of consequence which make sense in a similarity framework, it is clear that the basic similarity-based graded consequence relation proposed in [3] (see Section 1) is fully captured inside our multimodal systems. Namely, given a ® -similarity S on the set of interpretations fl of the propositional language L, if A and B are nonmodal formulas, then we have that AI~B iff I~x~ A ~B, where .4tr~ = (fl, S, II II>. However, in a forthcoming paper [4] it is shown that in modeling interpolation reasoning patterns, given some background knowledge K in the form of a conjunction of propositions, two basic kinds of similarity-based consequence relations play a role: the approximate entailment, corresponding to the above graded consequence relation, and the so-called proximity entailment, formally defined as follows:
Approximate entailment: A I~, x B iff Is, r(BlA) > a; In this way, we recover the proximity entailment in the sense that
The logical analysis of this extended modal framework is a matter of current research. After this paper was finished there came into our hands the paper [13] by Liau where he defines what he calls residuated implication operators Ot Ot + =, and corresponding to our [ I],~ and its strict counterpart respectively. He shows how to capture the three types of similarity-based consequence relations proposed in [3] with these implication operators. However, the results are only at the semantic level.
ANNEX
In this annex we prove the reduction laws for modalities in the MSg++(G, min) system presented in Proposition 4.1. The main result is that any modality can be reduced, at least, to a formula with a decreasing grades. Moreover any formula with more than two modal operators with the same grade can be reduced.
First of all we recall that from the axioms of MS5++(G, min) and Lemma 2.1 the following schemes and rules are derivable:
[]4*A-~A if a=/=l or * =c,
fromAinfer []4*A if a~=0 or * =o.
Next we prove the above-mentioned reduction laws. For the sake of clarity we split the proof into two propositions. •
