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Abstract
In the last two decades, significant effort has been put in understanding
and designing so-called structure-preserving numerical methods for the simu-
lation of mechanical systems. Geometric integrators attempt to preserve the
geometry associated to the original system as much as possible, such as the
structure of the configuration space, the energy behaviour, preservation of con-
stants of the motion and of constraints or other structures associated to the
continuous system (symplecticity, Poisson structure...). In this article, we de-
velop high-order geometric (or pseudo-variational) integrators for nonholonomic
systems, i.e., mechanical systems subjected to constraint functions which are,
roughly speaking, functions on velocities that are not derivable from position
constraints. These systems realize rolling or certain kinds of sliding contact and
are important for describing different classes of vehicles.
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1 Introduction
During the last twenty-five years, there has been a continuous interest in numerical
methods for differential equations preserving some of its relevant geometric features.
These methods constitute a new discipline called Geometric integration [1] and
now it is possible to find hundred of papers devoted to this topic and in multiple
applications in applied sciences (see as main monogrographs [2, 3, 4, 5, 6] among
others).
These methods arise in contrast to classical integrators which are mainly focused
on solving numerically generic ordinary differential equations on an euclidean space.
But in many cases of interest in mathematics, physics and engineering, we know
some important qualitative and geometric features of the continuous system to be
simulated, as for instance, preservation of the energy, linear or angular momenta,
symplectic form, volume form, Poisson structures, etc. and as we will see in this
paper, also the preservation of constraints on configuration or phase spaces.
A very relevant subclass of structure-preserving integrators are variational inte-
grators (see [7, 8]). This type of geometric integrators is based on a discretization
of the corresponding variational principles and admits very interesting interpreta-
tion and can be extended to forced systems, higher order Lagrangian theories, field
theories... The idea behind these is to replace the action integral associated to a
continuous Lagrangian by a discrete action sum and extremize it over all the se-
quences of points with fixed-end point conditions. Assuming a regularity condition,
the derived numerical method is guaranteed to be symplectic or Poisson preserving
and also, provided symmetry invariance, it is possible to obtain preservation of the
associated constants of the motion. These methods can be extended naturally to
systems subjected to holonomic constraints [7, 9].
Most important is that for these methods we have the variational error analysis
framework to rigorously analyse their order (see [7, 10] and also [11] for forced
systems). This tells us that for a regular Lagrangian system L : TQ → R we can
relate the error of the derived numerical method with that obtained by measuring
the difference between its corresponding discrete Lagrangian and the exact discrete
Lagrangian, derived from the continuous solutions of the Euler-Lagrange equations.
To construct high-order variational integrators it is natural to consider the class
of Runge-Kutta (RK) methods that arises when we discretize a Hamilton-Pontryagin
action [12] using a RK scheme and take variations. The resulting methods are known
as variational partitioned Runge-Kutta (VPRK) methods (see [5, 7, 13]).
An important class of problems not covered by the above developments are
related with problems subjected to nonholonomic constraints which are, roughly
speaking, constraints depending on the velocities describing the mechanical system.
Great interest has been shown recently in this class of systems due to its applica-
tions to control theory and robotics [14]. Traditionally, the equations of motion for
nonholonomic mechanics are derived from the Lagrange-d’Alembert principle, which
is non-variational since it restricts the set of infinitesimal variations (or constrained
forces) and these variations are not derivable from constrained curves in the space of
admissible curves satisfying the boundary conditions. Therefore, we do not have at
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our disposal any variational error analysis result to construct high-order geometric
integrators for nonholonomic systems. Thus it has been necessary to prove new
results about local and global convergence for the methods that we propose in this
paper.
The paper is structured as follows. In section 2 we give a short introduction to
Lagrangian and Hamiltonian mechanics to keep the paper mostly self-contained and
to fix the notation throughout. Section 3 is devoted to the case of nonholonomic
systems describing both the Lagrangian and Hamiltonian formalisms for constrained
systems. In section 4 we introduce discrete mechanics, variational integrators and,
in particular, partioned Runge-Kutta methods derived using a discrete Hamilton-
Pontryagin action. There it is shown how these methods can be extended to holo-
nomic constrained mechanical systems. The most important results of the paper are
given in section 5 where a new class of nonholonomic pseudo-variational partitioned
Runge-Kutta integrators are proposed of arbitrary order. In section 6 we extend the
previous results to the case of Lie group integrators using a retraction map to derive
our methods. Finally, in section 7 we study several nonholonomic examples using
our methods. In particular, a nonholonomic particle in an harmonic potential, a
pendulum-driven continuous variable transmission (CVT), a fully chaotic nonholo-
nomic system, the nonholonomic vertical disc (unicycle) with an elastic spring and
the nonholonomic ball on a turntable. Several appendices are added at the end of
the paper to introduce the order conditions in numerical methods and to summarize
the numerical methods derived on the paper to facilitate their use in other examples.
2 Lagrangian and Hamiltonian systems
2.1 Lagrangian description
Let Q be a smooth manifold of dimQ = n and let TQ denote its tangent bundle with
canonical projection τQ : TQ→ Q. Let L : TQ→ R be a C2 function. We say that
the pair (Q,L) form a Lagrangian system where Q is denoted as the configuration
manifold, TQ is the velocity phase space and L the Lagrangian function of the
system which determines its dynamics [15]. Consider local coordinates (qi) on Q,
i = 1, ..., n. The corresponding fibered coordinates on TQ will be denoted by (qi, vi)
and consequently τQ(q
i, vi) = (qi).
Consider curves c : [a, b] ⊆ R → Q of class C2 connecting two fixed points
q0, q1 ∈ Q and the collection of all these curves
C2(q0, q1, [a, b]) =
{
c : [a, b]→ Q | c ∈ C2([a, b]), c(a) = q0, c(b) = q1
}
.
whose tangent space is
TcC
2(q0, q1, [a, b]) ={
X : [a, b]→ TQ |X ∈ C1([a, b]), τQ ◦X = c and X(a) = X(b) = 0
}
.
Given a Lagrangian L we can define the action functional :
J : C2(q0, q1, [a, b]) −→ R
c 7−→ ∫ ba L(c(t), c˙(t))dt
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where c˙ = dcdt . Together with the following variational principle, this gives us the
equations of motion for our system.
Definition 2.1. (Hamilton’s principle) A curve c ∈ C2(q0, q1, [a, b]) is a solution
of the Lagrangian system defined by L : TQ→ R if and only if c is a critical point
of the functional J , i.e. dJ (c)(X) = 0, for all X ∈ TcC2(q0, q1, [a, b]).
Using standard techniques from variational calculus, it is easy to show that
the curves c(t) = (qi(t)) solutions of the Lagrangian system defined by L are the
solutions of the following system of second order implicit differential equations:
DELL(c) =
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= 0
which are the well-known Euler-Lagrange equations.
Let us denote by S = dqi ⊗ ∂
∂vi
and ∆ = vi ∂
∂vi
the vertical endomorphism and
the Liouville vector field on TQ (see [16] for intrinsic definitions).
The Poincare´-Cartan 2-form is defined by ωL = −dθL, θL = S∗(dL) and the
energy function EL = ∆(L)− L, which in local coordinates read as
θL =
∂L
∂vi
dqi
ωL = dq
i ∧ d
(
∂L
∂vi
)
EL = v
i ∂L
∂vi
− L(q, v).
Here S∗ denotes the adjoint operator of S. We may construct the transformation
FL : TQ→ T ∗Q, called Legendre transform or fibre derivative, where 〈FL(vq), wq〉 =
d
dt
∣∣
t=0
L(vq + twq). In coordinates, FL(qi, vi) = (qi, ∂L∂vi (q, v)). We say that the
Lagrangian is regular if FL is a local diffeomorphism, which in local coordinates is
equivalent to the regularity of the Hessian matrix whose entries are:
(gL)ij =
∂2L
∂vi∂vj
.
In this case, ωL is a symplectic form on TQ. Observe that in this case, the Euler-
Lagrange equations are written as a system of explicit second order differential
equations We will assume for the rest of the paper that L is regular.
The Euler-Lagrange equations are geometrically encoded as the equations for
the flow of the vector field XEL :
ıXELωL = dEL.
2.2 Hamiltonian description
The cotangent bundle T ∗Q of a differentiable manifold Q is equipped with a canon-
ical exact symplectic structure ωQ = −dθQ, where θQ is the canonical 1-form on
T ∗Q defined point-wise by
(θQ)αq(Xαq) = 〈αq, TαqpiQ(Xαq)〉
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where Xαq ∈ TαqT ∗Q, αq ∈ T ∗qQ.
In canonical bundle coordinates these become
θQ = pi dq
i , ωQ = dq
i ∧ dpi .
Given a Hamiltonian function H : T ∗Q → R we define the Hamiltonian vector
field
ıXHωQ = dH
which can be written locally as
XH =
∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
.
Its integral curves are determined by the Hamilton’s equations:
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −∂H
∂qi
.
using canonical coordinates (qi, pi) ∈ T ∗Q.
Given a function H : T ∗Q → R, a Hamiltonian function, we may construct
the transformation FH : T ∗Q → TQ where 〈βq,FH(αq)〉 = ddt
∣∣
t=0
H(αq + tβq). In
coordinates, FH(qi, pi) = (qi, ∂H∂pi (q, p)). We say that the Hamiltonian is regular
if FH is a local diffeomorphism, which in local coordinates is equivalent to the
regularity of the Hessian matrix whose entries are:
gijH =
∂2H
∂pi∂pj
. (1)
If we have a regular Lagrangian problem L, we can define an associated Hamilto-
nian problem as H = EL ◦ (FL)−1. Additionally one gets that θQ =
(
FL−1
)∗
θL and
ωQ =
(
FL−1
)∗
ωL which proves that in this case ωL provides TQ with a symplectic
structure. In this particular case, FH = FL−1 and also that FL∗XEL = XH . .
3 Nonholonomic mechanical systems
3.1 Lagrangian description
Nonholonomic mechanics is the study of mechanical systems whose evolution is
constrained depending on both its current position and velocity, more rigorously,
the nonholonomic constraints are specified by a submanifold N ⊂ TQ. This is
in contrast with the holonomic case where N ⊂ Q. In most applications N is a
vector subbundle completely described by a non-integrable distribution D and so
one identifies N = D, although that need not be the case for us. Thus let us state
the following:
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Definition 3.1. A nonholonomic mechanical system is a triple (L,Q,N) where
L : TQ→ R is a Ck regular Lagrangian, with k ≥ 2, andN ⊂ TQ such thatN 6= TX
for some X ⊂ Q.
In what follows we will assume for simplicity that τQ(N) = Q, where τQ : TQ→
Q. See more details in [14, 17, 18].
One is commonly given a function Φ : TQ → Rm, with m = codimTQ(N) such
that its null-set is N (i.e. Φ−1(0) = N). Clearly if iN : N → TQ then we could
define a restricted Lagrangian, LN = L ◦ iN , and a priori this latter description
would be the most natural for the system but that is not necessarily true. In fact,
for a nonholonomic Lagrangian system the equations of motion still rely on the
complete Lagrangian L. Only a subset, albeit an important one, of these systems
admit a complete description in terms of LN , the constrained variational system or
vakonomic systems (see [17]).
An important space that will appear later is the Chetaev bundle, S∗(TM0),
where (TM)0 ⊆ T ∗Q denotes the annihilator of TM . This is locally spanned by
S∗(dΦ) which can be understood a set of separated semibasic 1-forms
∂Φa
∂vi
dqi, ∀a = 1, ...,m.
It will always be assumed that Φ is such that rankS∗(dΦ) = m (admissibility con-
dition). Additionally we will assume that L and Φ satisfy that the matrix whose
elements are:
Cab = gijL
∂Φa
∂vi
∂Φb
∂vj
,
where gijL are the elements of the inverse of (gL)ij , is regular (compatibility condition)
(see [19]).
Once we are given a nonholonomic mechanical system, the next thing to do
is to obtain its corresponding equations of motion. Mathematically it is easier to
formulate the equations of motion for the (L,Φ) system in an augmented setting
through the method of Lagrange multipliers. An intrinsic derivation of the equations
in N (restricted setting) exist which sidesteps the use of these multipliers, but we
will use the former. It is well known that the equation of motion of a nonholonomic
system are not described using constrained variational calculus for LN (see [20]).
The main departure point of nonholonomic mechanics from its holonomic coun-
terpart is that its evolution equations are non-variational, i.e. they cannot be derived
from a purely variational principle like Hamilton’s principle. As we will see in a mo-
ment we will need to use Chetaev’s principle instead, which can be understood as an
instance of the Lagrange-D’Alembert principle for a particular kind of constraints
(linear or affine) [19, 17].
Consider the submanifold C˜2(q0, q1, [a, b]) of C
2(q0, q1, [a, b]) consisting of those
curves compatible with the constraint:
C˜2(q0, q1, [a, b]) =
{
c˜ ∈ C2(q0, q1, [a, b]) |
(
c˜(t), ˙˜c(t)
) ∈ N} .
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For each c˜ we can consider the vector subspace of Tc˜C
2(q0, q1, [a, b]),
VΦc˜ (q0, q1, [a, b]) =
{
X ∈ Tc˜C2(q0, q1, [a, b]) | ∀X¯(t) ∈ T(c˜(t), ˙˜c(t))TQ
s.t. TτQ
(
X¯
)
= X,S∗ (dΦ) (X) = 0
}
.
Given a vectir field along a solution c˜, X = Xi ∂
∂qi
, then X ∈ VΦc˜ (q0, q1, [a, b]) if
and only if:
Xi
∂Φa
∂q˙i
∣∣∣
c˜
= 0, ∀a = 1, ...,m. (variational constraint)
Definition 3.2. (Chetaev’s principle) A curve c˜ ∈ C˜2(q0, q1, [a, b]) is a solution
of the nonholonomic Lagrangian system defined by L : TQ→ R and Φ : TQ→ Rm
if and only if c˜ satisfies dJ (c˜)(X) = 0, for all X ∈ VΦc˜ (q0, q1, [a, b])
This means that c˜ is a solution of the nonholonomic problem if and only if:
DELL(c˜)(X) =
(
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
)
Xi = 0,
for all Xi satisfying the variational constraint, i.e. DELL(c˜) is in the Chetaev bundle.
This implies that the equations of motion can be written as:
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= λa
∂Φa
∂q˙i
, ∀i = 1, ..., n; (2)
where λ1, ..., λm are Lagrange multipliers. These multipliers are determined by
ensuring that the curve belongs to C˜2(q0, q1, [a, b]), i.e. imposing the constraint
equations:
Φa(q, q˙) = 0, ∀a = 1, ...,m. (3)
To ensure that the resulting system of equations for the multipliers has a unique
solution it is necessary to invoke the compatibility condition ((Cab) is a regular
matrix or see next section).
3.2 Geometric description
Geometrically the equations of motion derived from Chetaev’s principle can be re-
formulated as:
ıXωL − dEL ∈ F 0nh,
where X ∈ TN and F 0nh = S∗((TN)0) is the Chetaev bundle. Define also the space
F⊥nh by [L
(
F⊥nh
)
= F 0nh where [L : T (TQ)→ T ∗(TQ) and ]L : T ∗(TQ)→ T (TQ) are
the musical endomorphisms defined by ωL, that is, [L(X) = iXωL and ]L = ([L)
−1.
The regularity assumption about a nonholonomic system stated above can be recast
as:
• codimN = rankF 0nh (admissibility condition),
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• TN ∩ F⊥nh = 0 (compatibility condition) .
A solution X will be of the form X = ξL + λbζ
b, where ξL is the Hamiltonian
vector field of the unconstrained problem and ζa = ]L(S
∗(dΦa)). To determine the
Lagrange multipliers we need to use the tangency condition X(Φ) = 0, where we
get:
X(Φa) = ξL(Φ
a) + λbζ
b(Φa) = 0 (4)
where ζb(Φa) = Cba. In [19, 21] it is shown that the regularity of this matrix implies
the geometric compatibility condition just stated.
3.3 Hamiltonian description
As in the Lagrangian setting, the nonholonomic problem from the Hamiltonian point
of view would be described by a function H : T ∗Q→ R and a constraint submanifold
M ⊂ T ∗Q with codimT ∗QM = m [22]. This manifold can be locally described by a
function Ψ : T ∗Q→ Rm.
For deriving the Hamiltonian description we need to rely on the Lagrangian
description of the Chetaev bundle and pull it back using the Legendre transform FH
induced by our Hamiltonian. This forces us to admit that H must be regular. The
matrix in eq.(1) allows us to define a definite quadratic form gH : T
∗Q× T ∗Q→ R
with corresponding isomorphisms ]H : T
∗Q → TQ and [H : TQ → T ∗Q. Thus the
Hamiltonian Chetaev bundle
(
F 0nh
)∗
can be locally described by [H (TτQ (]ωdΨ)),
where ]ω : T
∗(T ∗Q)→ T (T ∗Q) is the musical isomorphism induced by the canonical
structure and TτQ : T (T
∗Q)→ TQ.
As in the Lagrangian case, the resulting equations of motion are:
ıXωQ − dH ∈
(
F 0nh
)∗
Using the notation (gH)ij for the elements of the inverse of g
ij
H =
∂2H
∂pi∂pj
, we can
write these equations in local coordinates as:
q˙i =
∂H
∂pi
,
p˙i = −∂H
∂qi
+ λa (gH)ij
∂Ψa
∂pj
, ∀i = 1, ..., n
together with the constraint equations
Ψa(q, p) = 0, ∀a = 1, ...,m.
4 Discrete mechanics and variational integrators
Let Q¯ = R × Q denote the time extended configuration space. The discrete coun-
terpart of Lagrangian mechanics can be seen to arise from the complete solution
S¯ : Q¯× Q¯→ R of the Hamilton-Jacobi PDE [7, 5] :
H
(
t1, q1,
∂S¯
∂q1
(t0, q0, t1, q1)
)
= − ∂S¯
∂t1
(t0, q0, t1, q1)
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A solution S¯(t0, q0, t1, q1) can be understood as a type 1 generating function
when seen in the framework of canonical transformations [23]. Its partial derivatives
with respect to q1 and q0 are
∂S¯
∂q1
(t0, q0, t1, q1) ∈ T ∗q1Q and ∂S¯∂q0 (t0, q0, t1, q1) ∈ T ∗q0Q,
respectively.
As Jacobi himself showed, this function corresponds to the action integral:
S¯(t0, q0, t1, q1) =
∫ t1
t0
L(q(τ), q˙(τ), τ)dτ = J (c) (5)
where c ∈ C2(q0, q1, [t0, t1]) satisfies Hamilton’s principle, i.e. it is a solution of
the Euler-Lagrange equations, satisfying the boundary conditions q(0) = q0 and
q(t) = q1.
Assuming that our Lagrangian is time-independent, we can then work with
S(q0, q1, t1− t0) := S¯(0, q0, t1− t0, q1), which is perhaps a better-known presentation
of a complete solution of the Hamilton-Jacobi equation. If L is regular then for suffi-
ciently small h ∈ R we know that q(hτ), with τ ∈ [0, 1], is unique and so S(q0, q1, h)
is well-defined. This function is what we call the exact discrete Lagrangian of the
system and in the jargon of variational integrators it is usually denoted as S ≡ Led.
Given an extremal trajectory c(t) ∈ C2(qa, qb, [ta, tb]) for the Hamilton’s principle
with tb > ta and a set of values ti ∈ (ta, tb), for i = 1, ..., N − 1 we may divide the
trajectory into smaller segments, ci(t) ∈ C2(qi, qi+1, [ti, ti+1]), where qi = c(ti).
With ta ≡ t0, tb ≡ tN , qa ≡ q0 and qb ≡ qN , we say that cd : {ti}Ni=0 → Q, ti 7→ qi is
a discrete exact trajectory. From the definition, we have
Led(qa, qb, tb − ta) =
N−1∑
k=0
Led(qk, qk+1, tk+1 − tk) .
Let us restrict to constant step-size discretizations so that ti+1 − ti = h,∀i =
0, ..., N − 1, and consider the space of discrete trajectories connecting qa, qb ∈ Q.
Cd (qa, qb) =
{
cd : {ti}Ni=0 → Q | cd(t0) = qa, cd(tN ) = qb
}
.
whose tangent space is:
TcdCd (qa, qb) =
{
Xd : {ti}Ni=0 → TQ |piQXd = cd, Xd(t0) = Xd(tN ) = 0
}
.
If we define the functional
J ed : Cd (qa, qb) −→ R
cd 7−→
∑N−1
k=0 L
e
d(qk, qk+1),
where Led(qk, qk+1) := L
e
d(qk, qk+1, h), we can check that if cd discretizes c(t), the
solution of the Euler-Lagrange equations, then dJ ed (cd)(Xd) = 0, which leads us to
stablish the following
Definition 4.1. (Discrete Hamilton’s principle) cd ∈ Cd (qa, qb) is a solution
of the discrete Lagrangian system defined by a discrete Lagrangian Ld : Q×Q→ R
if and only if cd is a critical point of the functional Jd, i.e. dJd(cd)(Xd) = 0, for all
Xd ∈ TcdCd(qa, qb).
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Here Ld : Q×Q→ R is an arbitrary C2-function not necessarily related with a
continuous lagrangian although typically we will choose an suitable apporoximation
of the exact discrete Lagrangian Led (see [7]).
It is easy to show that discrete curves cd satisfying the discrete Hamilton’s prin-
ciple are the solutions of the following system of implicit difference equations
D2Ld(qi−1, qi) +D1Ld(qi, qi+1) = 0, i = 1, ..., N − 1; (6)
where Di denotes partial derivation with respect to the i-th variable. These are
the discrete Euler-Lagrange equations [7]. Each of these equations gives us a map,
called discrete Lagrangian map
FLd : Q×Q → Q×Q
(qi−1, qi) 7→ (qi, qi+1)
which evolves our discrete system.
Following [7], we have that if cd is a critical point of Jd, then dJd(cd) =
Θ+Ld(qN−1, qN )−Θ−Ld(q0, q1) =
[(
FN−1Ld
)∗
Θ+Ld −Θ−Ld
]
(q0, q1), where
Θ−Ld(q0, q1) = −D1Ld(q0, q1)dq0
Θ+Ld(q0, q1) = D2Ld(q0, q1)dq1
are called the discrete Poincare´-Cartan forms. Applying a second exterior derivative
to these we find that:
ΩLd = dΘ
−
Ld
= dΘ+Ld =
∂2Ld
∂qi0∂q
j
0
dqi0 ∧ dqj1.
As in the continuous case, this form is nondegenerate if and only if the matrix
(∂2Ld/∂q0∂q1) is nonsingular (a symplectic 2-form), and in this case we say that
the discrete Lagrangian is regular.
From d2Jd(cd) = 0 we get that
(
FN−1Ld
)∗
ΩLd = ΩLd , which is true for any
number of steps. Therefore the discrete Lagrangian map preserve 2-form ΩLd and
therefore its is a symplectic trasnformation in the regular case.
Now, if we consider the maps FL±d : Q×Q→ T ∗Q defined by:
FL−d (q0, q1) = (q0, p0 = −D1Ld(q0, q1))
FL+d (q0, q1) = (q1, p1 = D2Ld(q0, q1))
called discrete fibre derivatives or discrete Legendre transforms, eqs.(6) can be rein-
terpreted as a matching condition for the momenta:
−D2Ld(qi−1, qi) = p−i = p+i = D1Ld(qi, qi+1), i = 1, ..., N − 1.
This in turn leads us to the following commutative diagram:
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Q×Q : (q0, q1) (q1, q2)
T ∗Q : (q0, p0) (q1, p1) (q2, p2)
FL−d FL
+
d
FLd
FL−d FL
+
d
F˜Ld F˜Ld
Here F˜Ld receives the name of discrete Hamiltonian map and is also symplectic for
the canonical symplectic form ωQ, i.e., F˜
∗
Ld
ωQ = ωQ. It is also worthwhile noting
that together with the continuous fibre derivative we can relate (q0, v0), the initial
values of our IVP, with (q0, q1) via (q0, p0):
Q×Q : (q0, q1)
T ∗Q : (q0, p0)
TQ : (q0, v0)
(FL−d )
−1
FL
which will be useful for the initialization of a numerical integration procedure.
4.1 Variational integrators
Although warranted to exist, it is generally impossible to obtain an analytic expres-
sion for the exact discrete Lagrangian. What we can do is try to approximate the
action integral by a finite sum and hope that the extremum of this approximation
converges to the extremum of the continuous problem as the quality of our quadra-
ture augments and as the length of our intervals, h, diminishes. This leads to the
following definition:
Definition 4.2. Let L : TQ→ R a regular lagrangian, Led the corresponding exact
discrete Lagrangian and Ld : Q×Q→ R be a discrete Lagrangian. We say that Ld
is a discretization of order r if there exist an open subset U1 ⊂ TQ with compact
closure and constants C1 > 0, h1 > 0 so that:
‖Ld(q(0), q(h))− Led(q(0), q(h))‖ ≤ C1hr+1
for all solutions q(t) of the second-order Euler-Lagrange equations with initial con-
ditions (q0, q˙0) ∈ U1 and for all h ≤ h1.
Using these approximations Ld ≈ Led we can apply the discrete Hamilton’s prin-
ciple which leads us again to eq.(6). The resulting discrete flows, be it the discrete
Lagrangian map FLd our the discrete Hamiltonian map F˜Ld , become our variational
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integrator. By construction, variational integrators automatically preserve symplec-
ticity and momentum and exhibit quasi-energy conservation for exponentially long
times ([7] and references therein).
Following [7, 10], we have the next result about the order of a variational inte-
grator.
Theorem 4.1. If F˜Ld is the Hamiltonian map of an order r discretization Ld :
Q×Q→ R of the exact discrete Lagrangian Led : Q×Q→ R, then
F˜Ld = F˜Led +O(hr+1).
In other words, F˜Ld gives an integrator of order r for F˜Led = F
h
H .
Note that given a discrete Lagrangian Ld its order can be calculated by expanding
the expressions for Ld(q(0), q(h)) in a Taylor series in h and comparing this to the
same expansions for the exact discrete Lagrangian. If the series agree up to r terms,
then the discrete Lagrangian is of order r [7].
This result is key as it essentially tells us that the order of the quadrature rule
we use to approximate our discrete Lagrangian will be the order of the resulting
variational integrator.
4.2 Discrete Hamilton-Pontryagin action and partitioned Runge-
Kutta methods
In order to construct variational integrators of arbitrary order it will be important for
us to consider the Hamilton-Pontryagin action and its corresponding discretization
[24, 25]. First, consider the extended space of curves
C1((qa, va, pa), (qb, vb, pb), [a, b])
=
{
(q, v, p) : [a, b]→ TQ | q ∈ C2([a, b]), v, p ∈ C1([a, b]),
(q, v, p)(a) = (qa, va, pa), (q, v, p)(b) = (qb, vb, pb)}
where TQ := TQ ⊕ T ∗Q = {(vq, αq), vq ∈ TqQ,αq ∈ T ∗q ,∀q ∈ Q} denotes the
Whitney sum of the tangent and cotangent bundles of Q.
Let us denote by pi⊕ : TQ→ Q the corresponding bundle projection, pi⊕(vq, αq) =
q. Then if c ∈ C1((qa, va, pa), (qb, vb, pb), [a, b]) and pi⊕c = q ∈ C2(q0, q1, [a, b]) we
say that c is over the curve q.
Let JHP : C1((qa, va, pa), (qb, vb, pb), [a, b]) → R denote the functional defined
by:
JHP(q, v, p) =
∫ h
0
[L(q(t), v(t)) + 〈p(t), q˙(t)− v(t)〉] dt . (7)
This is the so-called Hamilton-Pontryagin action functional and it can be inter-
preted as a constrained action functional where the p’s act as Lagrange multipli-
ers and we are imposing the kinematic constraint q˙(t) = v(t). It can be checked
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that for the extended curve (q, v, p) to be a compatible critical point of the action,
dJHP(q, v, p) = 0, then the following equations must be satisfied:
dp(t)
dt
= D1L(q(t), v(t)),
p(t) = D2L(q(t), v(t)),
dq(t)
dt
= v(t), ∀t ∈ [0, h].
These imply that q(t) must be a critical point of J (q), and that the Lagrange
multipliers must coincide with the canonical momenta, hence the notation.
Incidentally, if variations are taken without imposing fixed end-point conditions
we obtain the boundary term:
〈p(t), δq(t)〉|h0 = 〈p(h), δq(h)〉 − 〈p(0), δq(0)〉 = θL(δq)(h)− θL(δq)(0)
This variational principle does not add much in the continuous realm for regular
Lagrangian systems, but higher order variational integrators can be generated by
discretising such an action. To proceed we must choose how to discretise the con-
straint q˙ = v. Assuming we are working on a vector space Q (later we will explore
the case of a Lie group), the usual way to do so is by using an s-stage Runge-Kutta
(RK) scheme for the integration of such an ODE:
Qi0 = q0 + h
s∑
j=1
aijV
i
0 , q1 = q0 + h
s∑
j=1
bjV
i
0
From here on it will be assumed that the RK coefficients satisfy the consistency
condition
s∑
j=1
aij = ci,
which often appears as part of the definition of RK method, and at least the order
1 condition:
s∑
j=1
bj = 1. (order 1)
Following [24], given an s-stage RK scheme, let us consider the space of s-stage
variationally partitioned RK ( s-stage VPRK) sequences:
Csd(qa, qb)
=
{(
q, p˜,
{
Qi, V i, P˜ i
}s
i=1
)
: {tk}Nk=0 → T ∗Q× (TQ)s | q(a) = qa, q(b) = qb
}
.
Then we can define the following discrete Hamilton-Pontryagin functional, (JHP)d :
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Csd(qa, qb)→ R, by:
(JHP)d =
N−1∑
k=0
s∑
i=1
hbi
L (Qik, V ik)+
〈
P ik,
Qik − qk
h
−
s∑
j=1
aijV
j
k
〉
(8)
+
〈
p˜k+1,
qk+1 − qk
h
−
s∑
j=1
bjV
j
k
〉
Theorem 4.2. Let L : TQ→ R be a C l function with l ≥ 2 and an s-stage VPRK
sequence cd ∈ Csd(q0, qN ). Then cd is a critical point of the discrete Hamilton-
Pontryagin functional, (JHP)d, if and only if for all k = 0, ..., N − 1 and i = 1, ..., s
it satisfies
qk+1 = qk + h
∑s
j=1 bjV
j
k , pk+1 = pk + h
∑s
i=1 bˆjW
j
k ,
Qik = qk + h
∑s
j=1 aijV
j
k , P
i
k = pk + h
∑s
j=1 aˆijW
j
k ,
W ik = D1L(Q
i
k, V
i
k ), P
i
k = D2L(Q
i
k, V
i
k ),
(9)
where the RK coefficients satisfy biaˆij + bˆjaji = bibˆj and bˆi = bi.
The condition on the RK coefficients is called the symplecticity condition of the
partitioned method.
Proof. Computing the variations of this action we get:
〈d (JHP)d , δcd〉
=
N−1∑
k=0
s∑
i=1
hbi
〈D1L (Qik, V ik) , δQik〉+ 〈D2L (Qik, V ik) , δV ik〉
+
〈
δP˜ ik,
Qik − qk
h
−
s∑
j=1
aijV
j
k
〉
+
〈
P˜ ik,
δQik − δqk
h
−
s∑
j=1
aijδV
j
k
〉
+
〈
δp˜k+1,
qk+1 − qk
h
−
s∑
j=1
bjV
j
k
〉
+
〈
p˜k+1,
δqk+1 − δqk
h
−
s∑
j=1
bjδV
j
k
〉
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Let us collect all the different terms separately:
δq :
N−1∑
k=0
s∑
i=1
bi
[
−
〈
P˜ ik, δqk
〉
+ 〈p˜k+1, δqk+1 − δqk〉
]
=
N−1∑
k=0
s∑
i=1
bi
[
−
〈
P˜ ik + p˜k+1, δqk
〉
+ 〈p˜k+1, δqk+1〉
]
=
N−1∑
k=1
s∑
i=1
bi
[〈
−P˜ ik + p˜k − p˜k+1, δqk
〉]
+
s∑
i=1
bi 〈p˜N , δqN 〉 −
s∑
i=1
bi
〈
P˜ i0 + p˜1, δq0
〉
=
N−1∑
k=1
〈
p˜k − p˜k+1 −
s∑
i=1
biP˜
i
k, δqk
〉
+ 〈p˜N , δqN 〉 −
〈
s∑
i=1
biP˜
i
0 + p˜1, δq0
〉
where we have used the order 1 condition.
δQ :
N−1∑
k=0
s∑
i=1
bi
[〈
hD1L
(
Qik, V
i
k
)
, δQik
〉
+
〈
P˜ ik, δQ
i
k
〉]
=
N−1∑
k=0
s∑
i=1
bi
〈
hD1L
(
Qik, V
i
k
)
+ P˜ ik, δQ
i
k
〉
δV :
N−1∑
k=0
s∑
i=1
hbi
〈D2L (Qik, V ik) , δV ik〉−
〈
P˜ ik,
s∑
j=1
aijδV
j
k
〉
−
〈
p˜k+1,
s∑
j=1
bjδV
j
k
〉
−
〈
s∑
i=1
bip˜k+1,
s∑
j=1
bjδV
j
k
〉
=
N−1∑
k=0
h
〈 s∑
i=1
biD2L
(
Qik, V
i
k
)
, δV ik
〉
−
s∑
i=1
s∑
j=1
〈
bjP˜
j
k , ajiδV
i
k
〉
−
〈
p˜k+1,
s∑
i=1
biδV
i
k
〉]
=
N−1∑
k=0
s∑
i=1
h
〈
biD2L
(
Qik, V
i
k
)− s∑
j=1
bjajiP˜
j
k − bip˜k+1, δV ik
〉
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δp˜ :
N−1∑
k=0
s∑
i=1
hbi
〈
δp˜k+1,
qk+1 − qk
h
−
s∑
j=1
bjV
j
k
〉
δP˜ :
N−1∑
k=0
s∑
i=1
hbi
〈
δP˜ ik,
Qik − qk
h
−
s∑
j=1
aijV
j
k
〉
From these last two variations we recuperate the original discrete kinematic
constraints, as expected.
From δQ we get that:
P˜ ik = −hD1L
(
Qik, V
i
k
)
Inserting this in δq we get:
p˜k+1 = p˜k + h
s∑
i=1
biD1L
(
Qik, V
i
k
)
Comparing the boundary terms from the continuous and discrete cases we see
that these p˜k variables are approximations to the continuous p(tk). Thus we will
drop the tildes, making this identification explicit.
From δV we find that:
D2L
(
Qik, V
i
k
)
= pk+1 − h
s∑
j=1
bjaji
bi
D1L
(
Qjk, V
j
k
)
Inserting what we found from δq here, we get:
D2L
(
Qik, V
i
k
)
= pk + h
s∑
j=1
bj
(
1− aji
bi
)
D1L
(
Qjk, V
j
k
)
Rewriting the equations using bˆi, aˆij , P
i
k and W
i
k we get the result we were
after.
The resulting system of equations from theorem 4.2 defines a discrete Hamilto-
nian map, i.e. a mapping (qk, pk) 7→ (qk+1, pk+1) and in order to determine these we
will also need to determine the set
{
Qik, V
i
k
}s
i=1
. By theorem 4.1, the order of the
discrete Hamiltonian map will coincide with the order of the RK method applied
[5, 7].
4.3 Discrete holonomically constrained mechanical systems
We will not go into much detail here as it would take much space to delve into
the details and the caveats involved in the study of holonomically constrained me-
chanical systems [26]. Conceptually and geometrically there is not a big departure
from the unconstrained case save for the particularities of the augmented picture,
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where we include Lagrange multipliers which make the augmented Lagrangian and
its corresponding discrete counterpart singular. The reader is referred to [7, 27, 28]
for more information.
As in the continuous case, let iN : N ↪→ Q denote the inclusion map of the
submanifold N in Q. We may naturally extend this inclusion to Q × Q where
discrete Lagrangians live as iN×N : N×N ↪→ Q×Q, iN×N (q0, q1) = (iN (q0), iN (q1)).
Given a discrete Lagrangian Ld we may define the restricted discrete Lagrangian
LNd = Ld ◦ iN×N .
Let us now define the augmented space, Q × Λ, where Λ ∼= Rm is the space
of Lagrange multipliers and m = codimQN , the number of independent holonomic
constraints. With this we may also define an augmented discrete Lagrangian L˜d :
Q × Λ × Q × Λ → R as an approximation to the exact discrete Lagrangian for
L˜ = L+ 〈λ,Φ〉. We will be more interested in the augmented approach, as we will
use that for nonholonomic systems in the next section (see [29] for a more intrinsic
approach using Lagrangian submanifolds).
Variation of the augmented discrete action leads to:
0 = δ
N−1∑
k=0
Ld(qk, qk+1) +
N−1∑
k=0
[〈
f−d (qk, λk, qk+1, λk+1), δqk
〉
+
+
〈
f+d (qk, λk, qk+1, λk+1), δqk+1
〉]
+ h
N−1∑
k=0
s∑
i=1
bi
〈
δΛik,Φ
(
Qik
)〉
(10)
where:
f−d (qk, λk, qk+1, λk+1) = h
s∑
i=1
bi
〈
Λik, DΦ
(
Qik
) ∂Qik
∂qk
,
〉
(11a)
f+d (qk, λk, qk+1, λk+1) = h
s∑
i=1
bi
〈
Λik, DΦ
(
Qik
) ∂Qik
∂qk+1
,
〉
(11b)
are the forcing terms arising from the constraints. Let us assume that we discretize
our Lagrangian applying the trapezoidal rule, which simplifies these to:
f−d (qk, λk, qk+1, λk+1) =
h
2
〈λk, DΦ (qk)〉 ,
f+d (qk, λk, qk+1, λk+1) =
h
2
〈λk+1, DΦ (qk+1)〉 .
Then the constrained discrete Euler-Lagrange equations take the form:
D2Ld(qk−1, qk) +D1Ld(qk, qk+1) = −h 〈λk, DΦ(qk)〉
Φ(qk) = 0, ∀k = 0, ..., N
which means the solution must satisfy:
(T ∗iN )qk [D2Ld ◦ iN×N (q˜k−1, q˜k) +D1Ld ◦ iN×N (q˜k, q˜k+1)] = 0.
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where q˜k ∈ N .
Using the restricted discrete Lagrangian the equations simplify to the expected:
D2L
N
d (q˜k−1, q˜k) +D1L
N
d (q˜k, q˜k+1) = 0
The equivalent symplectic integrator written in Hamiltonian form becomes:
p0 = −D1Ld(q0, q1)− h
2
〈λ0, DΦ(q0)〉
p1 = D2Ld(q0, q1) +
h
2
〈λ1, DΦ(q1)〉
0 = Φ(q1)
0 =
〈
DΦ(q1),
∂H
∂p
(q1, p1)
〉
where the last equation must be enforced so that p1 ∈ T ∗q1N . This latter method is
known as RATTLE and its augmented Lagrangian version is the SHAKE method
[30, 31, 32, 26, 7].
Working with the augmented discrete Hamilton-Pontryagin action:
(
J˜HP
)
d
=
N−1∑
k=0
s∑
i=1
hbi
L (Qik, V ik)+
〈
P˜ ik,
Qik − qk
h
−
s∑
j=1
aijV
j
k
〉
(12)
+
〈
p˜k+1,
qk+1 − qk
h
−
s∑
j=1
bjV
j
k
〉
+
〈
Λik,Φ(Q
i
k)
〉
we can obtain a constrained version of the symplectic partitioned Runge-Kutta
method:
qk+1 = qk + h
s∑
j=1
bjV
j
k , pk+1 = pk + h
s∑
j=1
bˆjW
j
k , (13a)
Qik = qk + h
s∑
j=1
aijV
j
k , P
i
k = pk + h
s∑
j=1
aˆijW
j
k , (13b)
W ik = D1L(Q
i
k, V
i
k ) +
〈
Λik, DΦ(Q
i
k)
〉
P ik = D2L(Q
i
k, V
i
k ) (13c)
0 = Φ(Qik) 0 = 〈DΦ(qk+1), D2H(qk+1, pk+1)〉 (13d)
where (aij , bi) and (aˆij , bˆi) are a pair of symplectically conjugated methods. The
tangency condition on qk+1 (eq.(13d), right) must be judiciously added to close the
system, allowing us to obtain a Hamiltonian map (qk, pk) 7→ (qk+1, pk+1).
Unfortunately not every choice of RK method will give us the expected varia-
tional order for the Hamiltonian flow on N (see [33, 28, 34, 7, 35]. Indeed, numerical
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tests already tell us that for a 2-stage Gauß method whose corresponding variational
order should be 4 actually has order 2 when projected to N .
Forcing the order to coincide, the corresponding augmented discrete Hamilton-
Pontryagin action must restrict to N as well. To warrant that the method restricts
to N we impose that (aij , bi) satisfy the hypotheses:
H1 a1j = 0 for j = 1, ..., s;
H2 the submatrix A˜ := (aij)i,j≥2 is invertible;
H3 asj = bj for j = 1, ..., s (the method is stiffly accurate).
If (aˆij , bˆi) are the coefficients of the symplectic conjugated of the former method,
then they must satisfy:
H1’ aˆis = 0 for i = 1, ..., s;
H2’ aˆi1 = bˆ1 for i = 1, ..., s.
H1 and H3 imply that c1 = 0 and cs = 1, and thus for any given k = 0, ..., N − 1
the first and last internal stages must coincide with the nodal values, i.e. Q1k =
qk and Q
s
k = qk+1, which ensures that we can impose the constraints on purely
variational grounds and so the associated augmented discrete Hamilton-Pontryagin
must restrict to N .
A particular member of the family is the Lobatto IIIA-B pair, whose 2-stage
version is the well-known trapezoidal rule that we applied first.
5 Discrete nonholonomic mechanics
It is natural to wonder whether we can construct integrators for mechanical nonholo-
nomic systems in a similar manner as we have done with our variational integrators
[17, 36, 37, 38, 39]
As we already know, nonholonomic mechanics is not variational, yet we know
that Chetaev’s principle is not a radical departure from Hamilton’s principle and
the resulting equations of motion are fairly similar to those of a holonomic system
[18, 14, 40, 17]. It is also true that nonholonomic mechanics is not symplectic
either, so the value of applying the philosophy of symplectic integrators seems at
least questionable, since there is not, in general, preservation of any symplectic or
Poisson structure [41, 42]. Still, given that the departure from holonomic mechanics
is not that dramatic and the generally good behaviour of variational integrators we
still believe it is worth trying to extend our approach to nonholonomic systems.
The fact that these systems are not variational implies that the important result
of theorem 4.1 does not apply anymore, which strips us from one of our main tools
to prove the order of the resulting methods. This leaves us with standard numerical
analysis techniques and results to try and prove the order on a per family basis.
Again we will focus on symplectic RK pairs satisfying all the hypotheses stated in
the holonomically constrained case.
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Without further ado, we present the following nonholonomic partitioned Runge-
Kutta integrator: Let (L,Φ) be a regular nonholonomic Lagrangian system, with
Ψ = Φ ◦ FL−1, then the equations for the integrator are:
qk+1 = qk + h
s∑
i=1
biV
i
k , pk+1 = pk + h
s∑
i=1
bˆiW
i
k, (14a)
Qik = qk + h
s∑
j=1
aijV
j
k , P
i
k = pk + h
s∑
j=1
aˆijW
j
k , (14b)
W ik = D1L(Q
i
k, V
i
k ) +
〈
Λik, D2Φ(Q
i
k, V
i
k )
〉
, P ik = D2L(Q
i
k, V
i
k ), (14c)
qik = Q
i
k, p
i
k = pk + h
s∑
j=1
aijW
j
k , (14d)
Ψ(qik, p
i
k) = 0. (14e)
where (qk, pk, λk) are the initial data that must be supplied. This generates a flow
F˜d,nh : T
∗Q|M × Λ → T ∗Q|M × Λ
(qk, pk, λk = Λ
1
k) 7→ (qk+1, pk+1, λk+1 = Λsk).
Of course, it is possible to apply the continuous fibre derivative FL, and work
only with Φ and forget about Ψ. We need only to introduce the variables vk, v
i
k ∈
TQ implicitly defined using the continuous Lagrangian by pk = D2L(qk, vk) and
pik = D2L(q
i
k, v
i
k) respectively and change the constraint equations to Φ(q
i
k, v
i
k),
thus generating the flow
Fd,nh : TQ|N × Λ → TQ|N × Λ
(qk, vk, λk = Λ
1
k) 7→ (qk+1, vk+1, λk+1 = Λsk).
A purely Hamiltonian version of this method would be:
qk+1 = qk + h
s∑
i=1
biV
i
k , pk+1 = pk − h
s∑
i=1
bˆiW
i
k, (15a)
Qik = qk + h
s∑
j=1
aijV
j
k , P
i
k = pk − h
s∑
j=1
aˆijW
j
k , (15b)
V ik = D2H(Q
i
k, P
i
k), W
i
k = D1H(Q
i
k, P
i
k)−
〈
Λik, [H (D2Ψ) (Q
i
k, P
i
k)
〉
, (15c)
qik = Q
i
k, p
i
k = pk − h
s∑
j=1
aijW
j
k , (15d)
Ψ(qik, p
i
k) = 0. (15e)
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The method admits a similar interpretation as its holonomic counterpart:
0 = δ
N−1∑
k=0
Ld(qk, qk+1) +
N−1∑
k=0
[〈
f−d,nh(qk, λk, qk+1, λk+1), δqk
〉
+
+
〈
f+d,nh(qk, λk, qk+1, λk+1), δqk+1
〉]
+ h
N−1∑
k=0
s∑
i=1
bi
〈
δΛik,Φ
(
qik, v
i
k
)〉
(16)
where now eqs.(11) become:
f−d,nh(qk, λk, qk+1, λk+1) = h
s∑
i=1
bi
〈
Λik, D2Φ
(
Qik, V
i
k
) ∂Qik
∂qk
〉
(17a)
f+d,nh(qk, λk, qk+1, λk+1) = h
s∑
i=1
bi
〈
Λik, D2Φ
(
Qik, V
i
k
) ∂Qik
∂qk+1
〉
(17b)
with λk = Λ
1
k and λk+1 = Λ
s
k. Note that once qk, λk and qk+1 are set, λk+1 is fixed by
the equations of the integrator. Still, these allow us to define discrete nonholonomic
Legendre transforms over the solutions of the integrator:
FL−d,nh(q0, λ0, q1, λ1) = (q0, p0 = −D1Ld(q0, q1)− f−d,nh(qk, λk, qk+1, λk+1), λ0)
FL+d,nh(q0, λ0, q1, λ1) = (q1, p1 = D2Ld(q0, q1) + f
+
d,nh(qk, λk, qk+1, λk+1), λ1)
This interpretation lends itself to a nonholonomic Hamilton-Jacobi viewpoint which
we hope we will be able to explore in the future. It also leads to the possibility of
diagrammatically representing our algorithm as:
Q× Λ×Q× Λ : (q0, λ0, q1, λ1) (q1, λ1, q2, λ2)
T ∗Q× Λ : (q0, p0, λ0) (q1, p1, λ1) (q2, p2, λ2)
TQ× Λ : (q0, v0, λ0) (q1, v1, λ1) (q2, v2, λ2)
FL−d,nh FL
+
d,nh
F
LΛ
d
FL−d,nh FL
+
d,nh
F˜d,nh
FL−1
F˜d,nh
FL−1 FL−1
Fd,nh Fd,nh
where FLΛd
is implicitly defined to close the diagram.
We can prove the following theorems concerning the convergence of the method
(please, refer to appendix A for the definition of the symplifying assumptions and
the function R(∞)):
Theorem 5.1. Local convergence. Assume an s-stage Runge-Kutta method
(aij , bj) whose coefficients satisfy hypotheses H1, H2 and H3 together with the sym-
plifying assumptions B(p), C(q) and D(r). Assume also that (aˆij , bˆj) represents the
symplectic conjugate of the former (consequently satisfying H1’ and H2’ together with
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the symplifying assumptions B̂(p), Ĉ(r) and D̂(q)). Then the the integrator defined
by eqs.(14) for a regular nonholonomic Lagrangian system (L,Φ) with Ψ = Φ◦FL−1
with consistent initial condition (q0, p0, λ0), i.e. such that Ψ(q0, p0) = 0 and with λ0
determined from the continuous problem, satisfies the local convergence estimates:
q1 − q(t0 + h) = O(hmin(p,q+r+1)+1) (18a)
p1 − p(t0 + h) = O(hmin(p,2q,q+r)+1) (18b)
λ1 − λ(t0 + h) = O(hq) (18c)
where (q(t), p(t), λ(t)) is the exact solution of the nonholonomic problem.
Theorem 5.2. Global convergence. In addition to the hypotheses of theorem 5.1,
suppose that ‖RA(∞)‖ ≤ 1, where RA denotes the stability function of the method
(aij , bj), and q ≥ 1 if RA(∞). Then for tN − t0 = Nh ≤ C, where C is some
constant, the global error satisfies:
qN − q(tN ) = O(hmin(p,q+r+1)) (19a)
pN − p(tN ) = O(hmin(p,2q,q+r)) (19b)
λN − λ(tN ) =
{ O(hq) if − 1 ≤ RA(∞) < 1,
O(hq−1) if RA(∞) = 1. (19c)
Proof. Both result from the application of [43], Theorems 3.6-7 to the particular
case of nonholonomic mechanical equations.
Corollary 5.2.1. The global error for the Lobatto IIIA-B method applied to eqs.(14)
is:
qN − q(tN ) = O(hmin(2s−2)) (20a)
pN − p(tN ) = O(hmin(2s−2)) (20b)
λN − λ(tN ) =
{ O(hs) if s even,
O(hs−1) if s odd. (20c)
Proof. To prove this it suffices to substitute p = 2s − 2, q = s, r = s − 2 and
RA(∞) = (−1)s−1 in the former theorem.
These prove that the order of our method on the submanifold M corresponds to
the expected order.
The equations of the integrator should remind the reader of eqs. 13, and it is so
by construction. The inspiration and intuition behind the proposed method comes
precisely from the Lobatto IIIA-B pair mentioned before and we will now proceed
to explain how we arrived at these equations.
5.1 Origin and idea behind the algorithm
How would the nonholonomic SHAKE would look like? Let us look back at the
holonomic case and in particular at eq.(10). We see that we need to determine an
adequate forcing and impose the constraints.
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The natural way to extend the forcing found in the holonomic case, eqs.(11),
would be as was already shown in eqs.(17). If we apply the trapezoidal rule, these
simplify to:
f−d (qk, qk+1, λk, λk+1) =
h
2
〈
λk, D2Φ
(
qk,
qk+1 − qk
h
)〉
,
f+d (qk, qk+1, λk, λk+1) =
h
2
〈
λk+1, D2Φ
(
qk+1,
qk+1 − qk
h
)〉
.
As for the constraint, we could enforce Φ(Qik, V
i
k ) = 0, which in the trapezoidal
case would lead to:
Φ
(
qk,
qk+1 − qk
h
)
= Φ
(
qk+1,
qk+1 − qk
h
)
= 0, ∀k
Note that this would not warrant that our integrator would preserve the con-
tinuous constraint, Φ(qk, vk) = Φ(qk+1, vk+1) = 0, where vk = FL−1(pk). Also this
is a direct discretization of the constraint manifold, which feels both arbitrary and
rough. The more sensible option is indeed to impose the preservation of the contin-
uous constraint, which we prefer to impose as Ψ(qk, pk) = Ψ(qk+1, pk+1) = 0. Thus
the integrator becomes:
D2Ld(qk−1, qk) +D1Ld(qk, qk+1) = −h
〈
λk, D2Φ
(
qk,
qk+1 − qk
h
)〉
Ψ(qk, pk) = 0, ∀k = 0, ..., N
The discrete Euler-Lagrange equations are still a matching of momenta,
p−k (qk−1, qk, λk) = p
+
k (qk, qk+1, λk)
and we can chose either p−k or p
+
k to impose the constraint without difference ( see
[37]).
The question now is, how does this method generalize to higher order? When we
use the Lobatto IIIA method in eqs.(8) and apply the discrete Hamilton-Pontryagin
principle we automatically obtain the Lobatto IIIB method in eqs.(9) for the P ik
momenta. The first method is a continuous collocation method (fig. 1a) and the
second is a discontinuous collocation method (fig. 1b).
Continuous collocation provides a relatively good (cf. eq.(37)) continuous ap-
proximation of the solution whereas discontinuous (cf. eq.(40)) offers a poorer one,
forming something akin to a scaffolding to obtain the actual nodal values pk instead
of trying to provide a good approximation on the interval (fig. 1). For a better
exposition of the matter we recommend the reader to check [5] although in the
appendices A and B the reader can find a brief summary.
From the study of order conditions we know that at inner stages the convergence
is related to the C(q) simplifying assumption that each method satisfies, which
are C(s) and Ĉ(s − 2), thus coinciding in this case with the former estimates.
At nodal points, the convergence is related to the B(p) simplifying assumption
(superconvergence) which both satisfy for p = 2s− 2.
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t0 t0+hc2 t0+h
y1
(a) Continuous collocation
y0
t0 t0+hc2 t0+h
y1
u(t0)
u(t0+hc2)
u(t0+h)
{ {hb1 hb3
(b) Discontinuous collocation
Figure 1: On the left we have a continuous collocation method where the collocation polynomial (in blue)
tries to give a good continuous approximation of the solution (in red). On the right we have a discontinuos
collocation method applied to the same problem. The collocation polynomial u(t) is a poor approximation
of the solution, particularly at collocation points, but it allows us to compute y1 to the same order as the
continuous method.
This means that, in our case, Qik is an approximation of order s to q(t
i
k), whereas
P ik is an approximation of order s−2 to p(tik) and if we try to enforce a nonholonomic
constraint using these values we will be asking our solution to lie far away from the
corresponding point that the real trajectory would pass through. Thus, the question
would be whether we can generate better approximations of p(tik) and whether we
can do this cheaply. As it turns out, the answer is yes. We need only to apply the
same Lobatto IIIA quadrature rule to the momenta and, better yet, we can reuse
the W ik values used for the determination of P
i
k. As a side effect this provides us with
a better continuous approximation of p (order s− 1, cf. proposition B.2), although
not as good as the continuous approximation of q (see fig.2).
Surprisingly the new values we obtain using this method, which we call pik, are
an approximation of order s to our desired p(tik). This is so because the Lobatto
IIIA-B pair satisfies the mixed symplifying assumption CĈ(s) [28].
Intuitively speaking, enforcing the constraints with these, should give better
results. These better estimates of p(tik) can be obtained for any other symplectic
integrator in holonomic systems, but there they become completely decoupled and
can be obtained a posteriori.
6 Lie group integrators
6.1 Hamilton-Pontryagin formulation and numerical methods in
Lie groups
In section 4 we used the Hamilton-Pontryagin action as our entry point for high-
order variational numerical methods. This will also be the case for Lie groups, where
we will follow the approach of [24].
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Figure 2: Continuous collocation polynomial v(t) (in orange) obtained from discontinuous collocation
data.
In the continuous case we can work exactly as we did in section 4 by simply
prescribing that our configuration manifold is a Lie group G [44, 45]. The continuous
problem becomes more interesting when we consider the possibility of left or right
trivialization (we will only consider the first, but computations are analogous). This
is a recurring theme in Lie group systems, where the Lagrangian usually is G-
invariant, i.e. for ∀h ∈ G and (g, vg) ∈ TG, L(g, vg) = L(hg, TgLhvg). App,lying
standar reduction theory we canderive the corresponding Euler-Poincare´ equations
from a reduced Lagrangian defined on g [46].
In any case, we can define a new trivialized Lagrangian ` : G× g→ R, `(g, η) =
L(g, TeLgη) where e is the neutral element of the group and g = TeG. Manipulating
the integrand of the Hamilton-Pontryagin action in eq.(7) we obtain:
`(g(t), η(t)) +
〈
µ(t), Tg(t)Lg−1(t)g˙(t)− η(t)
〉
(21)
Therefore, it is natural to consider the space of curves
C1((ga, ηa, µa), (gb, ηb, µb), [a, b])
=
{
(g, η, µ) : [a, b]→ G× g× g∗ | g ∈ C2([a, b]), η, µ ∈ C1([a, b]),
(g, η, µ)(a) = (ga, ηa, µa), (g, η, µ)(b) = (gb, ηb, µb)} ,
and define the trivialized functional JHP : C1((ga, ηa, µa), (gb, ηb, µb), [a, b])→ R:
JHP(g, η, µ) =
∫ h
0
[
`(g(t), η(t)) +
〈
µ(t), Tg(t)Lg−1(t)g˙(t)− η(t)
〉]
dt. (22)
It can be checked that for the extended curve (g, η, µ) to be a compatible critical
point of the action, dJHP(g, η, µ) = 0, then the following equations must be satisfied:
dµ(t)
dt
= ad∗η(t)µ(t) +
(
Lg(t)
)∗
D1`(g(t), η(t)),
µ(t) = D2L(g(t), η(t)),
dg(t)
dt
= TeLg(t)η(t), ∀t ∈ [0, h].
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These are the corresponding Euler-Poincare´ and Lie-Poisson equations of the prob-
lem, and again the µ coincide with the trivialized canonical momenta on g∗. Inserting
the second equation into the first we may cast these equations in the more familiar
form:
d
dt
(
∂`
∂η
)
− ad∗η(t)
(
∂`
∂η
)
= L∗g(t)
∂`
∂g
If variations are taken without imposing fixed end-point conditions we obtain
the boundary terms:
〈µ(t), ζ(t)〉|h0 = 〈µ(h), ζ(h)〉 − 〈µ(0), ζ(0)〉
where ζ(t) = Tg(t)Lg−1(t)δg(t).
In order to obtain numerical integrators we need to discretise this action, and
in particular we need to know how to properly discretise the kinematic constraint
g˙(t) = v(t) = TeLg(t)η(t). Again, we will consider RK methods for this but we must
be mindful of the manifold structure of the configuration manifold.
The work of [47] was one of the firsts to tackle the problem of generalizing RK-
type algorithms to more general manifolds and specifically to the Lie group case. In
this work the author acknowledges the fact that one needs a vector space structure
in order to apply a RK method, as they rely heavily on its linear structure. In order
to address this issue, one can exploit the structure of Lie group of G and its relation
with its Lie algebra g, which is a vector space. In summary, the resulting methods,
commonly called Runge-Kutta-Munthe-Kaas (RKMK) methods, move back and
forth from the group to the algebra in order to respect the geometry of the group.
To perform these back-and-forth operations it is convenient to introduce the
following concept [48].
Definition 6.1. A retraction on a manifold Q is a smooth mapping R : TQ→ Q
satisfying the following properties. If we denote by Rq = R|TqQ the restriction of R
to TqQ then:
• Rq(0q) = q,
• Identifying T0qTqQ ≡ TqQ then T0qRq = idTqQ.
In the case of Lie groups, we will consider the local diffeomorphism τ : g→ Ue ⊂
G, where Ue is a neighbourhood of the identity element, as retraction maps. The
most common instances of these are the exponential map, exp, and the Cayley map,
cay (in the case of quadratic Lie groups).
Assuming that G is connected, we will be able to translate a neighbourhood of
any point to Ue and from Ue to g and back thanks to τ
−1 and τ . Not only that,
but this will be also possible in TG = TG ⊕ T ∗G, which is what we need for our
mechanical problems.
For some h ∈ G, the complete geometric scheme is as follows:
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Tg TUe TG
g Ue G
pig
Tτ
Tτ−1
piU
TLh
TL−1h =TLh−1
piG
τ
τ−1
Lh
L−1h =Lh−1
with
Tτ(ξ, ηξ, µξ) = (τ(ξ), Tξτ(ξ), (Tτ(ξ)τ−1)∗µξ)
where ξ ∈ g, ηξ ∈ Tξg ∼= g and µξ ∈ T ∗ξ g ∼= g∗ and similar definitions for the other
maps.
Assume we work with adapted coordinates (g, vg, pg) ∈ TG and (ξ, ηξ, µξ) ∈ Tg.
According to this diagram, if h is such that Lh−1g ∈ Ue, we find the following
correspondences:
TLh−1gτ
−1TgLh−1(g, vg, pg)
=
(
τ−1 (Lh−1g) , dLτ
−1
τ−1(Lh−1g)
TgLg−1vg,
(
dLττ−1(Lh−1g)
)∗
(TeLg)
∗ pg
)
= (ξ, ηξ, µξ)
Tτ(ξ)LhTξτ(ξ, ηξ, µξ)
=
(
Lhτ(ξ), TeLLhτ(ξ)d
Lτξηξ,
(
TLhτ(ξ)L(Lhτ(ξ))−1
)∗ (
dLτ−1ξ
)∗
µξ
)
= (g, vg, pg)
where dLτ : g × g → g is the left-trivialised tangent to τ defined by the relation
(Tξτ)vξ = TeLτ(ξ)
(
dLτξvξ
)
, for (ξ, vξ) ∈ Tg, and dLτ−1 is its inverse, defined by
(Tgτ
−1)vg = dLτ−1τ−1(g)
(
TgLg−1vg
)
[24, 49].
Let us also take this opportunity to define ddLτ : g × g × g → g the sec-
ond left-trivialised tangent, which will be necessary for later derivations. This
is a linear map in the second and third variables such that ∂ξik
(
dLτξik
ηik
)
δξik =
dLτξik
ddLτξik
(ηik, δξ
i
k). It appears naturally when representing elements (g, vg, avg) ∈
T (2)G, the second order tangent bundle of G (see [50]), with elements of (ξ, ηξ, ζηξ) ∈
T (2)g, which using matrix notation becomes:(
e, g−1vg, g−1avg − g−1vgg−1vg
) 7→ (0, dLτξηξ, dLτξ [ζηξ + ddLτξ (ηξ, ηξ)])
With this, RKMK methods for our kinematic constraint can be obtained (see
appendix C). Using matrix notation, our continuous constraint becomes g˙(t) =
g(t)η(t), and its discrete version can be written as:
τ−1((gk)−1Gik) = h
s∑
j=1
aijd
Lτ−1
τ−1((gk)−1G
j
k)
(Gjk)
−1V jk ,
τ−1((gk)−1gk+1) = h
s∑
j=1
bjd
Lτ−1
τ−1((gk)−1G
j
k)
(Gjk)
−1V jk .
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which, if V ik = G
i
kd
Lττ−1((gk)−1Gik)
Hik (where H corresponds to the variable η), re-
duces to
τ−1((gk)−1Gik) = h
s∑
j=1
aijH
j
k,
τ−1((gk)−1gk+1) = h
s∑
j=1
bjH
j
k.
6.2 Variational Lie group integrators
With the above expressions, the discrete Hamilton-Pontryagin equation (8) on a Lie
group transforms into:
(JHP)d =
N−1∑
k=0
s∑
i=1
hbi
[
L
(
Gik, V
i
k
)
+
〈
P˜ ik,
1
h
Gikτ
−1((gk)−1Gik)−Gik
s∑
j=1
aijd
Lτ−1
τ−1((gk)−1G
j
k)
(Gjk)
−1V jk
〉
+
〈
p˜k+1,
1
h
gk+1τ
−1((gk)−1gk+1)− gk+1
s∑
j=1
bjd
Lτ−1
τ−1((gk)−1G
j
k)
(Gjk)
−1V jk
〉
where P˜ ik ∈ T ∗GikG and p˜k+1 ∈ T
∗
gk+1
G. We can shorten this expression to:
(JHP)d =
N−1∑
k=0
s∑
i=1
hbi
[
L
(
Gik, V
i
k
)
+
〈
M˜ik,
1
h
τ−1((gk)−1Gik)−
s∑
j=1
aijd
Lτ−1
τ−1((gk)−1G
j
k)
(Gjk)
−1V jk
〉
+
〈
µ˜k+1,
1
h
τ−1((gk)−1gk+1)−
s∑
j=1
bjd
Lτ−1
τ−1((gk)−1G
j
k)
(Gjk)
−1V jk
〉
where µ˜k, M˜
i
k ∈ g∗.
Using elements (Ξik,H
i
k) ∈ Tg as representatives of (Gik, V jk ) ∈ TG, we find:
(JHP)d =
N−1∑
k=0
s∑
i=1
hbi
[
L
(
gkτ(Ξ
i
k), gkτ(Ξ
i
k)d
LτΞik
Hik
)
+
〈
M˜ik,
1
h
Ξik −
s∑
j=1
aijH
j
k
〉
+
〈
µ˜k+1,
1
h
τ−1((gk)−1gk+1)−
s∑
j=1
bjH
j
k
〉
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Expressing the Lagrangian L : TG→ R as ` : G× g→ R using left translation,
this expression simplifies to
(JHP)d =
N−1∑
k=0
s∑
i=1
hbi
[
`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)
(23)
+
〈
M˜ik,
1
h
Ξik −
s∑
j=1
aijH
j
k
〉
+
〈
µ˜k+1,
1
h
τ−1((gk)−1gk+1)−
s∑
j=1
bjH
j
k
〉 .
which is the discrete equivalent of (22) and the one we will work with from here on.
Similarly as we did in the vector space case, let us consider the space of s-stage
variationally partitioned Runge-Kutta-Munthe-Kaas sequences ( s-stage VPRKMK
sequences):
Csd(ga, gb)
=
{(
g, µ˜,
{
Ξi,Hi, M˜i
}s
i=1
)
: {tk}Nk=0 → G× g∗ × (Tg)s | g(a) = ga, g(b) = gb
}
.
Note that Tg ∼= g× g× g∗.
Now we are in a position to state the Lie group analogue of theorem 4.2. This
will be a more general version of [24], theorem 4.9, which is order 2-bound. In fact
ours is essentially equivalent to what is stated in [49].
Theorem 6.1. Let ` : G × g → R be a C l function with l ≥ 2 and an s-stage
VPRKMK sequence cd ∈ Csd(g0, gN ). Then cd is a critical point of the discrete
Hamilton-Pontryagin functional, (JHP)d, if and only if for all k = 0, ..., N − 1 and
i = 1, ..., s it satisfies
Ξik = τ
−1 (g−1k Gik) = h s∑
j=1
aijH
j
k, (24)
ξk,k+1 = τ
−1 (g−1k gk+1) = h s∑
j=1
bjH
j
k, (25)
Mik = Ad
∗
τ(ξk,k+1)
µk + h s∑
j=1
bj
(
dLτ−1−Ξjk
− aji
bi
dLτ−1−ξk,k+1
)∗
Njk
 , (26)
µk+1 = Ad
∗
τ(ξk,k+1)
µk + h s∑
j=1
bj
(
dLτ−1−Ξjk
)∗
Njk
 ; (27)
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where
Nik =
(
dLτΞik
)∗
L∗gkτ(Ξik)D1`
(
gkτ(Ξ
i
k),d
LτΞik
Hik
)
,
Mik =
(
dLτ−1ξk,k+1
)∗ Πik + h s∑
j=1
bjaji
bi
(
ddLτ
Ξjk
)∗ (
Hjk,Π
j
k
) ,
Πik =
(
dLτΞik
)∗
D2`
(
gkτ(Ξ
i
k),d
LτΞik
Hik
)
,
µk =
(
dLτ−1ξk−1,k
)∗
µ˜k.
Proof. We know that cd is a critical point of the discrete Hamilton-Pontryagin func-
tional if and only if d (JHP)d (cd)(δcd) = 0, ∀δcd ∈ TcdCsd(g0, gN ). Let us write
δcd =
(
δg, δµ˜,
{
δΞi, δHi, δM˜i
}s
i=1
)
and compute each of the individual variations
separated from each other:
δg :
N−1∑
k=0
s∑
i=1
hbi
[〈
D1`
(
gkτ(Ξ
i
k),d
LτΞik
Hik
)
, δgkτ(Ξ
i
k)
〉
+
〈
µ˜k+1,
1
h
Dτ−1((gk)−1gk+1)(−(gk)−1δgk(gk)−1gk+1 + (gk)−1δgk+1)
〉]
As it is customary we will define new variations ζk = (gk)
−1δgk ∈ g and use these
to rewrite this equation, together with the trivialised tangents and the short-hand
ξk,k+1 = τ
−1((gk)−1gk+1):
δg :
N−1∑
k=0
s∑
i=1
hbi
[〈
D1`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)
, gkτ(Ξ
i
k)τ(−Ξik)ζkτ(Ξik)
〉
+
〈
µ˜k+1,
1
h
dLτ−1ξk,k+1(−Ad
−1
τ(ξk,k+1)
ζk + ζk+1)
〉]
=
N−1∑
k=0
[〈
h
s∑
i=1
bi
(
Ad−1
τ(Ξik)
)∗
L∗gkτ(Ξik)D1`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)
, ζk
〉
−
〈(
Ad−1
τ(ξk,k+1)
)∗ (
dLτ−1ξk,k+1
)∗
µ˜k+1, ζk
〉
+
〈(
dLτ−1ξk,k+1
)∗
µ˜k+1, ζk+1
〉]
where we have used the order one condition. If we rearrange the sum so that terms
with the same ζk appear together (the discrete analogue of integration by parts) we
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are left with:
δg :
N−1∑
k=1
[〈
h
s∑
i=1
bi
(
Ad−1
τ(Ξik)
)∗
L∗gkτ(Ξik)D1`
(
gkτ(Ξ
i
k),d
LτΞik
Hik
)
−
(
Ad−1
τ(ξk,k+1)
)∗ (
dLτ−1ξk,k+1
)∗
µ˜k+1 +
(
dLτ−1ξk−1,k
)∗
µ˜k, ζk
〉]
+
〈
h
s∑
i=1
bi
(
Ad−1
τ(Ξik)
)∗
L∗gkτ(Ξik)D1`
(
g0τ(Ξ
i
0), d
LτΞi0
Hi0
)
−
(
Ad−1τ(Ξ0,1)
)∗ (
dLτ−1Ξ0,1
)∗
µ˜1, ζ0
〉
+
〈(
dLτ−1ΞN−1,N
)∗
µ˜N , ζN
〉
Identification of the boundary terms with their counterparts on the continuous
realm suggests the change
(
dLτ−1ξk−1,k
)∗
µ˜k = µk.
Moving on to a different variation:
δΞ :
N−1∑
k=0
s∑
i=1
hbi
[〈
D1`
(
gkτ(Ξ
i
k),d
LτΞik
Hik
)
, gkDτ(Ξ
i
k)δΞ
i
k
〉
+
〈
D2`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)
, ∂Ξik
(
dLτΞik
Hik
)
δΞik
〉
+
〈
1
h
M˜ik, δΞ
i
k
〉]
Using the definition of ddLτ we can rewrite this as:
δΞ :
N−1∑
k=0
s∑
i=1
hbi
[〈
D1`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)
, gkτ(Ξ
i
k)d
LτΞik
δΞik
〉
+
〈
D2`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)
, dLτΞik
ddLτΞik
(Hik, δΞ
i
k)
〉
+
〈
M˜ik,
1
h
δΞik
〉]
=
N−1∑
k=0
s∑
i=1
hbi
[〈(
dLτΞik
)∗
L∗gkτ(Ξik)D1`
(
gkτ(Ξ
i
k),d
LτΞik
Hik
)
, δΞik
〉
+
〈(
ddLτΞik
)∗ (
Hik,
(
dLτΞik
)∗
D2`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
))
+
1
h
M˜ik, δΞ
i
k
〉]
.
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It is now the turn of variations with respect to δH:
δH :
N−1∑
k=0
s∑
i=1
hbi
[〈
D2`
(
gkτ(Ξ
i
k),d
LτΞik
Hik
)
,dLτΞik
δHik
〉
−
〈
M˜ik,
s∑
j=1
aijδH
j
k
〉
−
〈
µ˜k+1,
s∑
j=1
bjδH
j
k
〉
=
N−1∑
k=0
s∑
i=1
h
[〈
bi
(
dLτΞik
)∗
D2`
(
gkτ(Ξ
i
k),d
LτΞik
Hik
)
, δHik
〉
−
〈
s∑
j=1
bjajiM˜
j
k, δH
i
k
〉
− 〈biµ˜k+1, δHik〉
 .
where we have used again the order 1 condition and we have also rearranged sum-
mation indices.
The last two variations are the easiest ones, as they are nothing but the RKMK
constraints:
δM˜, δµ˜ :
N−1∑
k=0
s∑
i=1
hbi
〈δM˜ik, 1hΞik −
s∑
j=1
aijH
j
k
〉
+
〈
δµ˜k+1,
1
h
τ−1((gk)−1gk+1)−
s∑
j=1
bjH
j
k
〉 .
After imposing fixed-end variations we are left with the following set of equations
for k = 1, ..., N − 1 and i = 1, ..., s:
µk+1 = Ad
∗
τ(ξk,k+1)
[
µk + h
s∑
i=1
bi
(
Ad−1
τ(Ξik)
)∗
L∗gkτ(Ξik)D1`
(
gkτ(Ξ
i
k),d
LτΞik
Hik
)]
,
(28)
M˜ik = −h
[(
dLτΞik
)∗
L∗gkτ(Ξik)D1`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)
(29)
+
(
ddLτΞik
)∗ (
Hik,
(
dLτΞik
)∗
D2`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
))]
,
(
dLτΞik
)∗
D2`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)
−
s∑
j=1
bjaji
bi
M˜jk −
(
dLτξk,k+1
)∗
µk+1 = 0, (30)
Ξik = h
s∑
j=1
aijH
j
k, (31)
ξk,k+1 = h
s∑
j=1
bjH
j
k. (32)
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Using some of the shorthand variables defined in the statement of the theorem
we may rewrite eqs. (28) and (29) as
µk+1 = Ad
∗
τ(ξk,k+1)
µk + h s∑
j=1
bj
(
dLτ−1−Ξjk
)∗
Njk
 ,
M˜ik = −h
[
Nik +
(
ddLτΞik
)∗ (
Hik,Π
i
k
)]
,
where in the first one we have also used the fact that dLτ−1Ξ Ad
−1
τ(Ξ) = d
Lτ−1−Ξ. This
first one is in fact one of the equations we were after.
Inserting both of these in eq.(30), and leaving only terms with Πk on the left-
hand side we finally obtain:
Mik = Ad
∗
τ(ξk,k+1)
µk + h s∑
j=1
bj
(
dLτ−1−Ξjk
− aji
bi
dLτ−1−ξk,k+1
)∗
Njk

which is the remaining equation we wanted to obtain.
Remark. It is worth noting that perhaps eq.(26) is not the most geometric way to
express such a relation. That form has been chosen for notational economy and
mnemotechnic reasons.
In order to give a more geometrically sound version of this equation we should
identify the different elements that appear in it. First, let us consider a point
(Gik, V
i
k ) ∈ TG and the section of T ∗TG induced by dL on that point, i.e.,(
Gik, V
i
k , D1L(G
i
k, V
i
k ), D2L(G
i
k, V
i
k )
)
.
One may rush to the conclusion that if we represent such an element in T ∗Tg
we should get:(
Ξik,H
i
k,
(
dLτΞik
)∗
L∗
Lgkτ(Ξ
i
k)
D1L(Lgkτ
(
Ξik
)
, (Lgk)∗ d
LτΞik
Hik),(
dLτΞik
)∗
L∗
Lgkτ(Ξ
i
k)
D2L(Lgkτ
(
Ξik
)
, (Lgk)∗ d
LτΞik
Hik)
)
,
which, using the invariance of the Lagrangian, reduces to(
Ξik,H
i
k,
(
dLτΞik
)∗
L∗
Lgkτ(Ξ
i
k)
D1`(Lgkτ
(
Ξik
)
, dLτΞik
Hik),(
dLτΞik
)∗
D2`(Lgkτ
(
Ξik
)
,dLτΞik
Hik)
)
,
but this is not correct in this instance. The reason for this is that this expres-
sion is not compatible with the restriction of the natural inner product 〈·, ·〉 :
TTG × T ∗TG → R to T (2)G. This compatibility is required to obtain the cor-
rect invariance when considering Tulczyjew’s triple, which allows us to interpret the
third component as the velocity associated to the canonical momenta. In particular,
α−1G : T
∗TG→ TT ∗G, (g, v, Pq, Pv) 7→ (g, p = Pv, Vg = v, Vp = Pq).
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Thus the correct representation in T ∗Tg must be:(
Ξik,H
i
k,
(
dLτΞik
)∗
L∗
Lgkτ(Ξ
i
k)
D1`(Lgkτ
(
Ξik
)
,dLτΞik
Hik)
+
(
ddLτΞik
)∗ (
Ξik,
(
dLτΞik
)∗
D2`(Lgkτ
(
Ξik
)
, dLτΞik
Hik)
)
,(
dLτΞik
)∗
D2`(Lgkτ
(
Ξik
)
, dLτΞik
Hik)
)
.
Clearly M˜ik is proportional to this third component. If we transport this element
from Ξik to 0 ∈ g we are left with:(
0,dLτΞik
Hik, L
∗
Lgkτ(Ξ
i
k)
D1`(Lgkτ
(
Ξik
)
, dLτΞik
Hik), D2`(Lgkτ
(
Ξik
)
,dLτΞik
Hik)
)
.
which shows that this third component becomes
(
dLτ−1
Ξik
)∗
Nik.
In order to simplify the final expression, let us write these as
(
ξik, ηξ
i
k, νξ
i
k, µξ
i
k
)
and
(
0, η0
i
k, ν0
i
k, µ0
i
k
)
respectively. Taking this into account we can finally rewrite
eq.(26) as(
dLτ−1ξk,k+1
)∗
µξ
i
k =
Ad∗τ(ξk,k+1)
µk + h
s∑
j=1
bj
[(
Ad−1
τ(ξjk)
)∗
ν0
j
k −
aji
bi
(
Ad−1τ(ξk,k+1)
)∗ (
dLτ−1ξk,k+1
)∗
νξ
j
k
] ,
and if we use the notation
(
dLτ−1ξk,k+1
)∗
ζξ
i
k = ζˆξ
i
k, this reduces to
µˆξ
i
k = Ad
∗
τ(ξk,k+1)
µk + h
s∑
j=1
bj
[(
Ad−1
τ(ξjk)
)∗
ν0
j
k −
aji
bi
(
Ad−1τ(ξk,k+1)
)∗
νˆξ
j
k
] .
6.3 Holonomic constraints
In order to consider nonholonomic constraints we will first check the holonomic case.
Assume now that our system is subjected to a set of holonomic constraints locally
spanned by a function Φ : G → Rm. The inclusion of these constraints amounts
to the addition of a new set of terms to the discrete Hamilton-Pontryagin action,
eq.(23): (
J˜HP
)
d
= (JHP)d +
N−1∑
k=0
s∑
i=1
hbi
〈
Λik,Φ(gkτ(Ξ
i
k))
〉
Once more, we restrict to methods satisfying hypotheses H1, H2 and H3. Vari-
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ation of these new terms sheds the following:
δg :
N−1∑
k=0
s∑
i=1
hbi
〈
Λik,
〈
DΦ(gkτ(Ξ
i
k)), δgkτ(Ξ
i
k)
〉〉
=
N−1∑
k=0
s∑
i=1
hbi
〈〈
Λik,
(
dLτ−1−Ξik
)∗ (
dLτΞik
)∗
L∗gkτ(Ξik)DΦ(gkτ(Ξ
i
k))
〉
, ζk
〉
,
δΞ :
N−1∑
k=0
s∑
i=1
hbi
〈
Λik,
〈
DΦ(gkτ(Ξ
i
k)), gkDτ(Ξ
i
k)δΞ
i
k
〉〉
=
N−1∑
k=0
s∑
i=1
hbi
〈〈
Λik,
(
dLτΞik
)∗
L∗gkτ(Ξik)DΦ(gkτ(Ξ
i
k))
〉
, δΞik
〉
,
δΛ :
N−1∑
k=0
s∑
i=1
hbi
〈
δΛik,Φ(gkτ(Ξ
i
k))
〉
.
The first two manifest in a modification of eqs.(26) and (27) with Nik 7→ Nik+Tik,
where:
Tik =
〈
Λik,
(
dLτΞik
)∗
L∗gkτ(Ξik)DΦ(gkτ(Ξ
i
k))
〉
Of course, the variations in Λ are nothing more than the constraint equations
themselves, which must be added to the rest of the equations.
As in the vector space case, we will still need to add the tangency condition
to these equations to generate a well-defined Hamiltonian map F˜Ld : (gk, µk) 7→
(gk+1, µk+1). This final equation must read:〈
L∗gk+1DΦ(gk+1), D2h (gk+1, µk+1)
〉
= 0
where h : G× g∗ → R is the corresponding reduced Hamiltonian function.
6.4 Nonholonomic constraints
This time, assume that our system is subjected to a set of nonholonomic constraints
locally spanned by a function Φ : TG→ Rm and that Φ ◦ FL−1 = Ψ : T ∗G→ Rm.
Applying the same reasoning as in the vector space case it is clear that we need
to apply the substitution Nik 7→ Nik + (Tnh)ik, where:
(Tnh)
i
k =
〈
Λik,
(
dLτΞik
)∗
L∗gkτ(Ξik)D2Φ
(
gkτ(Ξ
i
k), gkτ(Ξ
i
k)d
LτΞik
Hik
)〉
Aside from that, we need to introduce the equations
µik = Ad
∗
τ(Ξik)
µk + h s∑
j=1
aij
(
dLτ−1−Ξjk
)∗
Njk
 ,
together with the constraint equations
Ψ
(
gkτ(Ξ
i
k), L
∗
(gkτ(Ξik))
−1µ
i
k
)
= 0.
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If the constraint functions can be (left) trivialized so that we can write φ :
G× g→ Rm and ψ : G× g∗ → Rm, then
(Tnh)
i
k =
〈
Λik,
(
dLτΞik
)∗
D2φ
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)〉
,
and the constraint equations that must be imposed become
ψ
(
gkτ(Ξ
i
k), µ
i
k
)
= 0.
For the resulting nonholonomic integrators the results of theorems 5.1 and 5.2
still hold thanks to the way in which we have handled the discretisation. Thus
the order of these integrators matches the expected order one would obtain in the
holonomic case.
7 Numerical experiments
In this section we study several nonholonomic systems using our methods. These
will allow us to compare our theoretical results with actual numerical simulations
and shown some of the properties of our integrators.
7.1 Nonholonomic particle in an harmonic potential
In this case we have Q = R3 and its corresponding Lagrangian and constraint
functions can be written as
L(x, y, z, vx, vy, vz) =
1
2
(v2x + v
2
y + v
2
z)−
1
2
(x2 + y2),
Φ(x, y, z, vx, vy, vz) = vz − yvx.
This is a classic nonholonomic system frequently used as an academic example.
As it can be seen in fig. 3, the numerical order obtained coincides with the expected
one.
7.2 Pendulum-driven continuous variable transmission (CVT)
For the sake of simplicity let us consider Q = R3 as the configuration manifold for
this system. Its corresponding Lagrangian and constraint functions are
L(x, y, z, vx, vy, vz) =
1
2
(v2x + v
2
y + v
2
z)−
1
2
(
x2 + z2 − 2 cos(y) +  sin(2y)) ,
Φ(x, y, z, vx, vy, vz) = vz + sin(y)vx.
with  ≥ 0. This system was featured in a recent preprint, [51], where it was used
as a benchmark for the behaviour of different numerical integrators. In particular
those authors wanted to draw attention towards the behaviour of the energy of
the (x, z, vx, vz), passanger, and (y, vy), driver, subsystems when  = 0,
1
2 . This is
done for two sets of initial conditions, one corresponding to low energy where the
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Figure 3: Relative error w.r.t. reference values obtained for h = 1e-4 for integrators of various orders.
As can be seen, the behaviour of the Lagrange multipliers differs from the other variables, as predicted.
driver subsystem is restricted to its oscillatory regime, and one corresponding to
high energy where the driver subsystems rotates.
The corresponding initial conditions are
~q0 = (1, 0, 1) , ~v0 =
(
0,
3
√
10
5
, 0
)
for the low energy case, with total energy ET =
9
5 (Ed =
4
5 , Ep = 1), and
~q0 = (1, 0, 1) , ~v0 =
(
0,
√
8, 0
)
for the high energy case, with total ET = 4 (Ed = 3, Ep = 1).
It is interesting to note that for the time step chosen in that paper, namely
h = pi/10, our integrator exhibits a rather erratic behaviour which suggests that the
step might be too big. If a more sensible value, such as h = 1/10 is chosen, the
behaviour of our integrator displays an excellent energy behaviour, as can be seen in
figures 4 and 5. This is true both for each subsystem and for the complete system.
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(b) Short term Ep behaviour
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Figure 4: Energy behaviour of the different subsystems for the oscillating regime (ET = 9/5) with  = 1/2
for the Lobatto-2 method.
7.3 A Fully Chaotic nonholonomic System
Our configuration manifold in this case is Q = Rn, with n = 2m+1 and m ≥ 2. The
corresponding Lagrangian and constraint functions for this system are (see [36])
L(~q, ~v) =
1
2
‖~v‖22 −
1
2
(
‖~q‖22 + q2m+2q2m+3 +
m∑
i=1
q21+iq
2
m+1+i
)
,
Φ(~q, ~v) = v1 +
n∑
i=m+2
qivi.
This is a chaotic system displaying some strange behaviour. As Φ is linear in
the velocities, the continuous system must preserve energy and one would expect
the discrete system to neatly oscillate around that energy. Numerical results show
otherwise, where the energy seems to perform a random walk and its mean squared
error for ensembles of initial conditions on the same energy sheet appears to grow
with time.
We performed numerical tests following those of [52], where m = 3 (n = 7) and
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Figure 5: Energy behaviour of the different subsystems for the rotating regime (ET = 4) with  = 1/2
for the Lobatto-2 method.
ensembles of initial conditions with E0 = 3.06,
~q0(j, J) = (α(j, J), 0.6, 0.4, 0.2, 1, 1, 1) , ~v0(j, J) = (0, β(j, J), 0, 0, 0, 0, 0) ,
where α(j, J) = cos(jpi/(2J)), β(j, J) = sin(jpi/(2J)) and j = 0, ..., J .
The mean squared error of the energy at the k-th step is defined as:
µ(E, k) =
1
J + 1
J∑
j=0
(Ejk − E0)2 (33)
where Ejk is the energy of the particle corresponding to the j-th initial condition
measured at time step k.
Our integrator matches the behaviour of other non-energy preserving integrators
such as SPARK or DLA with no apparent gain over any of these, but no loss either.
7.4 Nonholonomic vertical disc (unicycle) and elastic spring
As a first example of our integrators in the Lie group setting we consider the simple
example of a vertical disc subjected to a harmonic potential which can be thought
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Figure 6: µ(E, k)/h4 and µ(E, k)/h10 behaviour with time for the Lobatto-2 and Lobatto-3 methods
respectively.
of as an elastic spring binding it to the origin. In this case Q = SE(2) and the
Lagrangian and constraint functions are:
L(x, y, θ, vx, vy, vθ) =
1
2
[
m(v2x + v
2
y) + Izv
2
θ
]− 1
2
(x2 + y2),
Φ(x, y, θ, vx, vy, vθ) = vy cos θ − vx sin θ.
These can be left-trivialized so that our velocity phase space becomes SE(2)×
se(2):
`(x, y, θ, v1, v2, ω) =
1
2
[
m(v21 + v
2
2) + Izω
2
]− 1
2
(x2 + y2),
φ(x, y, θ, v1, v2, ω) = v2.
For the discretization, the cay map was used. As it can be seen in fig. 7, the
numerical order obtained coincides with the expected one.
7.5 Nonholonomic ball on a turntable
As a second and final example in the Lie group setting we consider the classic
example of a ball rolling without slipping on a turntable that rotates with constant
angular velocity. In this case Q = SO(3) × R2 and the left-trivialized Lagrangian
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Figure 7: Relative error w.r.t. reference values obtained for h = 1e-4 for integrators of various orders.
As can be seen, the behaviour of the Lagrange multipliers differs from the other variables, as predicted.
and constraint functions are:
`(φ, θ, ψ, x, y, ωξ, ωη, ωζ , vx, vy) =
1
2
(
v2x + v
2
y
)
+
r2
2
(
aω2ξ + bω
2
η + cω
2
ζ
)
,
φ1(φ, θ, ψ, x, y, ωξ, ωη, ωζ , vx, vy) = vx + Ωy − rωη,
φ2(φ, θ, ψ, x, y, ωξ, ωη, ωζ , vx, vy) = vy − Ωx+ rωξ,
42
where ξ, η, ζ are the principal axes of the ball and a, b and c are rescaled moments
of inertia.
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Figure 8: Error evolution of the four first integrals. As noted, for the first three the error is introduced
by the solver and is in fact lower than the tolerance set for the chosen one (fsolve in MATLAB with TolX =
1e-12). The behaviour of the moving energy is similar to that of the energy of a regular holonomic system.
The simulation corresponds to a Lobatto-3 implementation with τ = cay.
The homogeneous case, where a = b = c, is of special interest as it displays
periodic motion, implying the existence of dimQ − 1 = 4 first integrals [53, 54].
Following three,
ωζ , rωξ − Ω
1 + a
x, rωη − Ω
1 + a
y,
are preserved by the integrator, but unless carefully implemented the numerical
solver will introduce error (see fig. 8). The fourth, dubbed the moving energy of
the ball,
1
2
(
v2x + v
2
y
)
+
ar2
2
(
ω2ξ + ω
2
η + ω
2
ζ
)
+ rΩ (xωξ + yωη)− Ω2
(
x2 + y2
)
displays the sort of behaviour one expects from the energy of a holonomic system.
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8 Conclusions and future work
In this paper we have introduced a new class of high-order geometric numerical
integrators for nonholonomic systems defined on a vector bundle and on a Lie group.
Moreover, we have tested its performance in some interesting and relevant examples.
In future papers, we will study its relation to the nonholonomic Hamilton-Jacobi
equation and we will explore its extension to other interesting problems related with
optimal control theory, nonholonomic systems subjected to additional external forces
and also the discretisation of thermodynamical systems.
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A Appendix. Brief introduction to the numerical solu-
tion of systems of ODEs
Assume we are interested in solving the following generic initial value problem (IVP)
numerically: {
y˙(t) = f(t, y(t))
y(t0) = y0
(34)
where y(t) ∈ Rn.
The exact (or analytic) solution of problem (34) is a mapping (a flow) Φ :
I × Rn → Rn, where I ⊆ R, such that y(t) = Φ(t)y0,∀t ∈ I.
A numerical solution of problem (34) is a mapping Φh : y0 7→ y1, where y1 ≈
y(t0 + h). We say the order of approximation of our numerical solution is p if, as
h→ 0, it satisfies:
y1 − y(t0 + h) = O(hp+1)
We are going to take an interest in methods based on polynomial interpolation
rules and more specifically, in collocation type methods. These methods consist
on finding a polynomial whose derivative at certain interpolation nodes (collocation
points) coincides with the vector field f of the problem (see [55, 56, 57]).
A.1 Continuous collocation
An s-stage continuous collocation polynomial u(t) (of degree s) for problem (34)
must satisfy (see [5]):{
u(t0) = y0
u˙(t0 + cih) = f(t0 + cih, u(t0 + cih)), i = 1, ..., s
(35)
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where ci are distinct real numbers. s is called the number of steps of the collocation
polynomial. Using Lagrange interpolation the polynomial must be such that:
u˙(t) =
s∑
j=1
kj`j(t) =
s∑
j=1
f(t0 + cjh, u(t0 + cjh))`j(t) (36)
where `j(t) is the j-th element of the Lagrange basis of dimension s. Thus each
element of this basis is a polynomial of degree s− 1.
The most well-known and widely used methods of this kind are Gauß, Radau
and Lobatto methods. We will be focusing on the latter for reasons that will become
clear later.
A Lobatto continuous collocation polynomial has the highest order possible
subject to the condition c1 = 0, cs = 1, i.e. they must include the endpoints
as interpolation nodes. Said interpolation nodes are the zeros of the polynomial
x(x− 1)J (1,1)s−2 (2x− 1), where J (α,β)n (x) is a Jacobi polynomial. They are also sym-
metric, meaning Φ−1h = Φ−h, which warrants that their order is even. Its quadrature
order is p = 2s− 2, and its lowest order member is the implicit trapezoidal rule.
One of the most interesting features of continuous collocation methods is that
they provide us with a continuous approximation of the solution between t0 and
t1 = t0 + h, namely the interpolation polynomial u(t), instead of just a discrete set
of points. This polynomial is an approximation of order s to the exact solution ([5],
Lemma 1.6, p.33), i.e.:
‖u(t)− y(t)‖ ≤ Chs+1 ∀t ∈ [t0, t0 + h] (37)
and for sufficiently small h.
Moreover, the approximation at quadrature points is of order p (immediate con-
sequence of [5], Theorem 1.5, p.32).
A.2 Discontinuous collocation
An s-stage discontinuous collocation polynomial u(t) for problem (34) is a polyno-
mial of degree s− 2 satisfying (see [5]):
u(t0) = y0 − hb1(u˙(t0)− f(t0, u(t0)))
u˙(t0 + cih) = f(t0 + cih, u(t0 + cih)), i = 2, ..., s− 1
y1 = u(t1)− hbs(u˙(t1)− f(t0, u(t1)))
(38)
where t1 = t0 + h, b1, bs and ci are distinct real numbers. s is called the number of
steps of the collocation polynomial. Using Lagrange interpolation the polynomial
must be such that:
u˙(t) =
s−1∑
j=2
kj`j−1(t) =
s−1∑
j=2
f(t0 + cjh, u(t0 + cjh))`j−1(t) (39)
where `j(t) is the j-th element of the Lagrange basis of dimension s− 2. Thus each
element of this basis is a polynomial of degree s− 3.
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Contrary to continuous methods the generated interpolation polynomial provides
a poor continuous approximation of the solution ([5], Lemma 1.10, p.38), i.e.:
‖u(t)− y(t)‖ ≤ Chs−1 ∀t ∈ [t0, t0 + h], (40)
and is better seen as providing a scaffolding from which to build an approximation
of y1. Again we consider Lobatto collocation polynomials, again subject to c1 =
0, cs = 1. These methods still provide an approximation of order p = 2s − 2 for y1
([5], Theorem 1.9, p.37).
A.3 Runge-Kutta methods
The collocation methods discussed above can be seen separately as a particular
instance of a Runge-Kutta method, completely defined by a set of coefficients
(aij , bi, ci), where
∑s
j=1 aij = ci. In particular, for continuous collocation meth-
ods ([55, 56]):
aij =
∫ ci
0
`j(τ)dτ bi =
∫ 1
0
`i(τ)dτ. (41)
A numerical solution of (34) can be found using an s-stage Runge-Kutta method
with coefficients (aij , bj) leading to:
y1 = y0 + h
∑s
j=1 bjkj
Yi = y0 + h
∑s
j=1 aijkj
ki = f(Yi, Zi)
(42)
In order to analyse the properties of a given Runge-Kutta scheme it is useful to
stablish a series of simplifying assumptions that it satisfies:
B(p) :
s∑
i=1
bic
k−1
i =
1
k
for k = 1, ..., p (43)
C(q) :
s∑
j=1
aijc
k−1
j =
cki
k
for i = 1, ..., s, k = 1, ..., q (44)
D(r) :
s∑
i=1
bic
k−1
i aij =
bj(1− ckj )
k
for j = 1, ..., s, k = 1, ..., r (45)
When referring to these assumptions for a Runge-Kutta method (aˆij , bˆi) we will
write them as X̂(yˆ).
Lastly there is a function associated to a Runge-Kutta method that we need to
define. Consider the linear problem y˙ = λy, and apply one step of the given method
for an initial value y0. The function R(z) defined by y1 = R(hλ)y0 is the so-called
stability function of the method.
For an arbitrary Runge-Kutta method we have that
R(z) = 1 + zb(Id− zA)−11,
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where A = (aij), b = (b1, ..., bs) and 1 = (1, ..., 1)
T . In the particular case of a
method satisfying hypothesis H3 this can be reduced to:
R(z) = es(Id− zA)−11,
where ei denotes an s dimensional row vector whose entries are all zero except for
its i-th entry which is 1.
A.3.1 Partitioned Runge-Kutta methods
Apart from the usual Runge-Kutta methods there exists a slightly more general
class of methods called partitioned Runge-Kutta methods. These methods are of
special relevance when the ODE system of problem (34) can be partitioned, i.e. it
has a natural partition of the form:{
y˙(t) = f(y(t), z(t))
z˙(t) = g(y(t), z(t))
(46)
Such is the case of problems derived from classical mechanics, where the phase space
is usually T ∗Q which can be naturally partitioned at each point as Q× Rn.
These methods consist on applying different Runge-Kutta schemes to each part
in order to take advantage of the structure of the problem. As such, a partitioned
Runge-Kutta method is defined by a pair (aij , bi), (aˆij , bˆi).
In the realm of mechanics a very important set of partitioned Runge-Kutta
methods arises naturally from the application of the discrete Hamilton’s principle.
These are the so-called symplectic partitioned Runge-Kutta methods which manage
to preserve the symplectic structure of the original problem. Such methods satisfy
([5], Theorem 4.6, p.193):
biaˆij + bˆjaji = bibˆj , i, j = 1, ..., s
bi = bˆi, i = 1, ..., s
Clearly each of the methods need not be symplectic in order for the partitioned
method to be overall symplectic.
Note that if (aij , bi) and (aˆij , bˆi) are two symplectic conjugated methods, each
satisfying the symplifying assumptions B(p), C(q), D(r) and B̂(pˆ), Ĉ(qˆ), D̂(rˆ) then
pˆ = p, C(q) implies rˆ = q, and conversely D(r) implies qˆ = r.
Apart from these, there are a few more simplifying assumptions that pairs of
compatible methods satisfy (see [28]):
CĈ(Q) :
s∑
j=1
s∑
l=1
aij aˆjlc
k−2
l =
cki
k(k − 1) for i = 1, ..., s, k = 2, ..., Q
DD̂(R) :
s∑
i=1
s∑
j=1
bic
k−2
i aij aˆjl =
bl
k(k − 1)
[
(k − 1)− (kcl − ckl )
]
for l = 1, ..., s, k = 2, ..., R
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ĈC(Qˆ) :
s∑
j=1
s∑
l=1
aˆijajlc
k−2
l =
cki
k(k − 1) for i = 1, ..., s, k = 2, ..., Qˆ
D̂D(Rˆ) :
s∑
i=1
s∑
j=1
bˆic
k−2
i aˆijajl =
bˆl
k(k − 1)
[
(k − 1)− (kcl − ckl )
]
for l = 1, ..., s, k = 2, ..., Rˆ
It can be shown that if both methods are symplectic conjugated then, Q = R =
p − r and Qˆ = Rˆ = p − q. In particular, Lobatto methods, which will be very
important for us, satisfy B(2s − 2), C(s), D(s − 2), B̂(2s − 2), Ĉ(s − 2), D̂(s), as
well as CĈ(s), DD̂(s), ĈC(s− 2), D̂D(s− 2).
B Appendix. Brief introduction to order conditions
Order conditions for a Runge-Kutta type method are derived by comparing the Tay-
lor series of the exact solution of (34) with the solution obtained via our numerical
method. This spans a very rich theory developed by Butcher and others during
the second half of last century, using tools such as rooted trees, Hopf algebras and
group theory, but we will not be delving so deeply. For the interested reader, refer
to books such us [5] for an in-depth review.
Focusing on the autonomous case, the idea is to consider the exact solution
y(t), t ∈ [t0, t0 + h] of: {
y˙(t) = f(y(t))
y(t0) = y0
(47)
Our main goal is to compute the Taylor expansion of y(t0 + h) in powers of h
and compare same order terms. We can compute higher derivatives by inserting our
solution in f and recursively using the chain rule as:
y˙ = f(y)
y¨ = f ′(y)y˙
y(3) = f ′′(y)(y˙, y˙) + f ′(y)y¨
...
after which we eliminate all derivatives from the right-hand side, starting from the
top, by inserting the preceding formulas:
y˙ = f
y¨ = f ′f
y(3) = f ′′(f, f) + f ′f ′f
...
Each term on the right-hand side has a rooted-tree representation, denoted by
F (τ) (see Hairer, Lubich, Wanner), and each comes multiplied by certain combina-
torial coefficients α(τ) (all of them 1 in the examples shown). This leads to a neat
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and compact expression for all derivatives as:
y(q)(t0) =
∑
|τ |=q
α(τ)F (τ)(y0) (48)
We may also do this sort of expansion with our numerical method:
gi = hf(ui)
ui = y0 +
∑
j
aijgj , y1 = y0 +
∑
j
bjgj .
where we would obtain, using g
(q)
i
∣∣∣
h=0
= q · (f(ui))q−1:
g˙i = 1 · (f(y0))
g¨i = 2 · (f ′(y0)u˙i)
g
(3)
i = 3 · (f ′′(y0)(u˙i, u˙i) + f ′(y)u¨i)
...
Using the derivatives of u
(q)
i =
∑
j aijg
(q)
j and successively substituting derivatives
in the right-hand side again, we are left with expressions:
g˙i = 1 · (f)
g¨i = 2 ·
∑
j
aijf
′f

g
(3)
i = 3 ·
∑
jk
aijaikf
′′(f, f) + 2 ·
∑
jk
aijajkf
′f ′f

...
Again this leads to compact expressions:
u
(q)
i (t0)
∣∣∣
h=0
=
∑
|τ |=q
γ(τ) · ui(τ) · α(τ)F (τ)(y0) (49)
g
(q)
i (t0)
∣∣∣
h=0
=
∑
|τ |=q
γ(τ) · gi(τ) · α(τ)F (τ)(y0)
where ui,gi are the factors containing terms in aij , and γ(τ) are the integer coeffi-
cients appearing in each term.
Finally, using the notation:
φ(τ) =
∑
i
bigi(τ)
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the derivatives of the numerical solution become:
y
(q)
1
∣∣∣
h=0
=
∑
|τ |=q
γ(τ) · φ(τ) · α(τ)F (τ)(y0) (50)
Clearly, ([5], Theorem III.1.5, p.56) the method will be of order p iff:
φ(τ) =
1
γ(τ)
for |τ | ≤ p. (51)
Something similar can be done for inner points of a method. It is easy to see
that if we consider y(t) = y(t0 + ch), c ∈ [0, 1] then (48) still holds with slight
modifications:
y
(q)
[i] (t0) = c
q
i ·
∑
|τ |=q
α(τ)F (τ)(y0)
 (52)
Proposition B.1. The order of approximation of the i-th inner node, y[i], of a
method will be k iff:
ui(τ) =
cki
γ(τ)
, for |τ | ≤ k; (53)
with ui(τ) =
∑
j aijgj(τ)
Proof. Direct comparison of each order in (52) and (49) shows sufficiency. As in
([5], Theorem III.1.5, p.56), necessity comes from independence of each F (τ).
These results ((53) and (51)) are directly related to the so-called simplifying
assumptions satisfied by collocation methods:
B(p) :
∑s
i=1 bic
k−1
i =
1
k
, k = 1, ..., p;
C(q) :
∑s
j=1 aijc
k−1
j =
cki
k
, ∀i; k = 1, ..., q.
(54)
In particular, for Lobatto methods, the so called Lobatto IIIA (continuous)
satisfies B(2s − 2), C(s), whereas, Lobatto IIIB (discontinuous) satisfies B(2s −
2), C(s− 2). This means that the inner values calculated by the former method are
an approximation of order s to the exact values, while they are of order s−2 for the
latter. Still, the order of approximation of y1 is 2s−2 for both, i.e., their quadrature
order.
Proposition B.2. Let (aij , bj) and (aˆij , bˆj) be the coefficients of the Lobatto IIIA-
B pair. Let us solve (34), with f Lipschitz, and denote the resulting interpolation
polynomial by u(t). Then for sufficiently small h the polynomial:
v(t) = y0 + h
s∑
j=1
f(t0 + cjh, u(t0 + cjh))
∫ t
t0
`j(τ)dτ
is an approximation of order s− 1 of the solution y(t) in the interval t ∈ [t0, t0 +h],
i.e.,:
‖v(t)− y(t)‖ ≤ Chs ∀t ∈ [t0, t0 + h]
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Moreover, the derivatives of u(t) satisfy:∥∥∥v(k)(t)− y(k)(t)∥∥∥ ≤ Chs−k ∀t ∈ [t0, t0 + h]
Proof. Following by example as in [5], Lemma 1.6, and using the same notation, we
may express the exact solution as:
y˙(t0 + τh) = y0 + h
s∑
j=1
f(t0 + cjh, y(t0 + cjh))`j(τ) + h
sE(τ, h),
where the interpolation E(τ, h) is bounded by a constant M .
By integration of the difference y˙(t0 + τh)− v˙(t0 + τh) we obtain:
y(t0 + τh)− v(t0 + τh) = h
s∑
j=1
δfj
∫ τ
0
`j(σ)dσ + h
s+1
∫ τ
0
E(σ, h)dσ (55)
where δfj = f(t0 + cjh, y(t0 + cjh))− f(t0 + cjh, u(t0 + cjh)).
Now, invoking the result of [5], Lemma 1.10:
‖u(t)− y(t)‖ ≤ Chs−1 ∀t ∈ [t0, t0 + h]
we finally get that:
‖y(t)− v(t)‖ ≤ hC ‖y(t)− u(t)‖+ hs+1M ≤ CLhs + hs+1M
Derivation of (55) and further application of the same lemma proves the second
statement.
C Appendix. Continuous collocation on Lie groups
Let us begin with a general ODE on the Lie group G.
g˙(t) = Φ(t, g(t))
This can be recast into a form which will be easier to work with:
g˙(t) = TeLg(t)φ(t, g(t)) ≡ g(t)φ(t, g(t))
where φ : I ×G→ g, with I = [t0, t0 + h]. We wish to numerically solve an IVP for
this ODE with g(t0) = g0 using an s-stage (continuous) collocation method. This
means that we need to find an approximation of g(t) which we will call u(t), such
that: {
u(t0) = g0
u˙(t0 + cih) = u(t0 + cih)φ(t0 + cih, u(t0 + cih)), ∀i = 1, ..., s
where ci ∈ R are the collocation coefficients of the method.
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Similar to what we would do in the vector space case we begin with an ansatz
of the form:
u(t0 + λh) = g0τ
h s∑
j
ηj
∫ λ
0
`j(σ)dσ

with `i(σ) the i-th element of the s-dimensional Lagrange basis associated with the
ci coefficients and η
i ∈ g. This clearly satisfies the first condition.
Now we need to impose the second condition to find the η’s. Using Lj(λ) =∫ λ
0 `j(σ)dσ, we get:
u˙(t0 + λh) = g0Dτ
h s∑
j
ηjLj(λ)
 s∑
j
ηj`j(λ)

= g0τ
h s∑
j
ηjLj(λ)
 dLτh∑sj ηjLj(λ)
 s∑
j
ηj`j(λ)

= u(t0 + λh)d
Lτh
∑s
j η
jLj(λ)
 s∑
j
ηj`j(λ)
 ,
thus:
dLτh
∑s
j η
jLj(ci)
 s∑
j
ηj`j(ci)
 = φ
t0 + cih, g0τ
h s∑
j
ηjLj(ci)
 . (56)
From Guillou & Soule´ we have the following relations between Runge-Kutta
coefficients and collocation polynomials:
aij = Lj(ci) bj = Lj(1)
We also know that `j(ci) = δij , so we can finally express eq.(56) as:
dLτh
∑s
j aijη
jηi = φ
t0 + cih, g0τ
h s∑
j
aijη
j
 . (57)
For its application to variational integrators we are interested in the case where
φ(t, g(t)) is the (left-)trivialised velocity of the system. If we introduce some auxil-
iary variables ξi to simplify the expressions, we finally obtain:
ξi = h
s∑
j=1
aijη
j ,
Gi = g0τ(ξ
i),(
Gi
)−1
V i = dLτξiη
i,
g1 = g0τ
h s∑
j=1
bjη
j
 .
56
D Summary: Discrete nonholonomic Lagrangian equa-
tions. Vector space
(qk, vk, λk = Λ
1
k) ∈ TQ|N × Λ 7→ (qk+1, vk+1, λk+1 = Λsk) ∈ TQ|N × Λ
qk+1 = qk + h
s∑
i=1
biV
i
k , pk+1 = pk + h
s∑
i=1
bˆiW
i
k,
Qik = qk + h
s∑
j=1
aijV
j
k , P
i
k = pk + h
s∑
j=1
aˆijW
j
k ,
W ik = D1L(Q
i
k, V
i
k ) +
〈
Λik, D2Φ(Q
i
k, V
i
k )
〉
, P ik = D2L(Q
i
k, V
i
k ),
qik = Q
i
k, p
i
k = pk + h
s∑
j=1
aijW
j
k ,
pik = D2L(q
i
k, v
i
k), pk = D2L(qk, vk)
Φ(qik, v
i
k) = 0.
E Summary: Discrete nonholonomic Hamiltonian equa-
tions. Vector space
(gk, pk, λk = Λ
1
k) ∈ T ∗Q|M × Λ 7→ (gk+1, pk+1, λk+1 = Λsk) ∈ T ∗Q|M × Λ
qk+1 = qk + h
s∑
i=1
biV
i
k , pk+1 = pk − h
s∑
i=1
bˆiW
i
k,
Qik = qk + h
s∑
j=1
aijV
j
k , P
i
k = pk − h
s∑
j=1
aˆijW
j
k ,
V ik = D2H(Q
i
k, P
i
k), W
i
k = D1H(Q
i
k, P
i
k)−
〈
Λik, [H (D2Ψ) (Q
i
k, P
i
k)
〉
,
qik = Q
i
k, p
i
k = pk − h
s∑
j=1
aijW
j
k ,
Ψ(qik, p
i
k) = 0.
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F Summary: Discrete nonholonomic Lagrangian equa-
tions. Lie group
(gk, ηk, λk = Λ
1
k) ∈ G× g|N × Λ 7→ (gk+1, ηk+1, λk+1 = Λsk) ∈ G× g|N × Λ
Ξik = τ
−1 (g−1k Gik) = h s∑
j=1
aijH
j
k = ξ
i
k,
ξk,k+1 = τ
−1 (g−1k gk+1) = h s∑
j=1
bjH
j
k,
Mik = Ad
∗
τ(ξk,k+1)
µk + h s∑
j=1
bj
(
dLτ−1−Ξjk
− aji
bi
dLτ−1−ξk,k+1
)∗
Njk
 ,
µik = Ad
∗
τ(Ξik)
µk + h s∑
j=1
aij
(
dLτ−1−Ξjk
)∗
Njk
 ,
µk+1 = Ad
∗
τ(ξk,k+1)
µk + h s∑
j=1
bj
(
dLτ−1−Ξjk
)∗
Njk
 ,
0 = φ
(
gkτ(ξ
i
k), η
i
k
)
;
where
Nik =
(
dLτΞik
)∗ [
L∗gkτ(Ξik)D1`
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)
+
〈
Λik, D2φ
(
gkτ(Ξ
i
k), d
LτΞik
Hik
)〉]
,
Mik =
(
dLτ−1ξk,k+1
)∗ Πik + h s∑
j=1
bjaji
bi
(
ddLτ
Ξjk
)∗ (
Hjk,Π
j
k
) ,
Πik =
(
dLτΞik
)∗
D2`
(
gkτ(Ξ
i
k),d
LτΞik
Hik
)
,
µik = D2`
(
gkτ(ξ
i
k), η
i
k
)
,
µk = D2` (gk, ηk) .
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G Summary: Discrete nonholonomic Hamiltonian equa-
tions. Lie group
(gk, µk, λk = Λ
1
k) ∈ G× g∗|M × Λ 7→ (gk+1, µk+1, λk+1 = Λsk) ∈ G× g∗|M × Λ
Ξik = τ
−1 (g−1k Gik) = h s∑
j=1
aijH
j
k = ξ
i
k,
ξk,k+1 = τ
−1 (g−1k gk+1) = h s∑
j=1
bjH
j
k,
Mik = Ad
∗
τ(ξk,k+1)
µk − h s∑
j=1
bj
(
dLτ−1−Ξjk
− aji
bi
dLτ−1−ξk,k+1
)∗
Njk
 ,
µik = Ad
∗
τ(Ξik)
µk − h s∑
j=1
aij
(
dLτ−1−Ξjk
)∗
Njk
 ,
µk+1 = Ad
∗
τ(ξk,k+1)
µk − h s∑
j=1
bj
(
dLτ−1−Ξjk
)∗
Njk
 ,
0 = ψ
(
gkτ(ξ
i
k), µ
i
k
)
;
where
Nik =
(
dLτΞik
)∗ [
L∗gkτ(Ξik)D1h
(
gkτ(Ξ
i
k),
(
dLτ−1
Ξik
)∗
Πik
)
−
〈
Λik, [h (D2ψ)
(
gkτ(Ξ
i
k),
(
dLτ−1
Ξik
)∗
Πik
)〉]
,
Mik =
(
dLτ−1ξk,k+1
)∗ Πik + h s∑
j=1
bjaji
bi
(
ddLτ
Ξjk
)∗ (
Hjk,Π
j
k
) ,
Hik =
(
dLτΞik
)∗
D2h
(
gkτ(Ξ
i
k),
(
dLτ−1
Ξik
)∗
Πik
)
.
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