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 FOREWORD	
The	Annual	 SMACC	Research	Seminar	 is	 a	 forum	 for	 researchers	 from	VTT	Technical	Research	
Centre	 of	 Finland	 Ltd,	 Tampere	 University	 of	 Technology	 (TUT)	 and	 industry	 to	 present	 their	
research	 in	 the	area	of	 smart	machines	and	manufacturing.	The	2nd	 seminar	 is	held	 in	7th	of	
November	2017	in	Tampere,	Finland.		
The	objective	of	the	seminar	is	to	publish	results	of	the	research	to	wider	audiences	and	to	offer	
researchers	a	 forum	to	discuss	 their	 research	and	to	 find	common	research	 interests	and	new	
research	ideas.		
Smart	Machines	 and	Manufacturing	Competence	Centre	–	 SMACC	 is	 joint	 strategic	 alliance	of	
VTT	 Ltd	and	TUT	 in	 the	area	of	 intelligent	machines	and	manufacturing.	 SMACC	offers	unique	
services	 for	 SME`s	 in	 the	 field	 of	 machinery	 and	 manufacturing	 –	 key	 features	 are	 rapid	
solutions,	 cutting-edge	 research	 expertise	 and	 extensive	 partnership	 networks.	 SMACC	 is	
promoting	digitalization	in	mechanical	engineering	and	making	scientific	research	with	domestic	
and	international	partners	in	several	different	topics	(www.smacc.fi).		
	Tampere	26th	of	October,	2017	
	Editors
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1. DIGITAL	 ASSET	MANAGEMENT	 SERVICE	OFFERING	AS	 AN	 INTEGRATED	 PART	OF	
CUSTOMERS’	BUSINESS	
Toni	Ahonen,	Jyri	Hanski	&	Pasi	Valkokari	
VTT	Technical	Research	Centre	of	Finland	
Toni.ahonen@vtt.fi	
 
ABSTRACT	
Large	Finnish	 technology	companies	had	already	started	developing	knowledge-based	services	
long	before	 any	widespread	discussion	of	 the	 topics	of	 digitalization	or	 the	 industrial	 Internet	
had	appeared.	However,	one	key	problem	is	that	the	service	development	has	 included	rather	
product-centric	practices	and	real	integration	to	customers’	processes	has	not	often	taken	place.	
While	customer’s	decision-making	processes	have	remained	unknown	and	the	real	potential	of	
the	service	offerings	underexploited,	many	companies	have	also	developed	 ICT	solutions	 from	
the	perspective	of	bilateral	partnerships,	neglecting	 the	customers’	multi-vendor	problematics	
and	 needs	 for	 integrated	 solutions.	 Current	 paper	 discusses	 the	 challenges	 of	 digital	 asset	
management	service	development	from	the	perspective	of	how	these	services	are	connected	to	
the	customers’	asset	management	processes	and	systems.	Furthermore,	we	discuss	 the	needs	
for	 finding	 the	 optimal	 development	 practices,	 thus	 finding	 the	 balance	 between	 long-term	
visions	and	rapid	experiments	and	developing	the	new	digital	capabilities	in-house.	
INTRODUCTION	
The	 impact	 of	 the	 Industrial	 internet	 and	 digitalization	 is	 expected	 to	 be	 systemic	 in	 many	
industries.	Therefore,	understanding	the	business	environment	and	the	networked	nature	of	the	
business	is	crucial.	Although	the	literature	does	include	a	number	of	examples	of	digitalization	in	
asset	 management	 (e.g.	 Baines	 &	 Lightfoot,	 2013;	 Lee	 et	 al.	 2015),	 there	 are	 relatively	 few	
examples	 of	 thorough	 transformations	 involving	 the	 efficient	 integration	 and	 exploitation	 of	
digital	channels	of	data	in	industrial	environments.	
While	 many	 of	 the	 impacts	 of	 digitalization	 are	 difficult	 to	 predict	 beforehand	 due	 to	 their	
systemic	nature,	many	companies	have	adopted	productivity,	 lead	times,	 features,	quality	and	
cost	as	the	drivers	behind	the	creation	and	development	of	digital	concepts	(Sommarberg	2016).	
In	 order	 to	 effectively	 develop	 services,	 one	 needs	 to	 understand	 how	 value	 related	 to	 these	
topics	 can	 to	 be	 created	 and	 how	 customers’	 assets	 are	 to	 be	 managed.	 There	 is	 a	 risk	 of	
individual	 tools	 being	 isolated	 from	 the	 customers’	 business	 processes	 and	 remaining	
underexploited,	 despite	 their	 potential	 of	 creating	 customer	 value.	 Thus,	 creation	 of	 novel	
digital	solutions	requires	thorough	understanding	at	strategic,	tactical	and	operational	levels.	
CONSIDERATIONS	ON	CREATING	DATA-BASED	DIGITAL	SERVICE	OFFERINGS	
Development	of	digital	asset	management	services	calls	for	new	capabilities	in	the	organization.	
Understanding	 the	 customer	 needs	 and	 the	 requirements	 related	 to	 the	 networked	 business	
environment	 is	 in	 the	 core	 of	 the	 development.	 The	 transition	 from	 bilateral	 partnerships	
towards	business	ecosystems	is	challenging	the	companies	to	think	differently.	Furthermore,	the	
company	networks	produce	lots	of	data,	which	are	rarely	efficiently	integrated	in	the	decision-
making	 processes	 in	 the	 ecosystem.	 Thus,	 in	 addition	 to	 the	 understanding	 of	 the	 networked	
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business	environment,	we	 find	 the	 capabilities	 to	 integrate	 the	various	 sources	of	data	as	 the	
core	competitive	advantage	of	the	future	asset	management	ecosystems.	
In	 addition	 to	 the	organizational	 capabilities,	 understanding	of	 the	phenomena	 related	 to	 the	
customer’s	 production	 environment	 is	 crucial.	 According	 to	 our	 findings,	 service	 development	
needs	to	address	the	following	generic	trends	and	to	define	the	approach	to	respond	to	them:	
• increase	in	automation	level	and	the	step-wise	approach	towards	autonomous	systems		
• value-based	business	models	and	earning	logics	in	a	business	network	
• from	 analytics-based	 and	 consultative	 services	 towards	 AI-based	 automated	 decision-
making	processes	
FROM	DISTINCT	SERVICES	TOWARDS	INTEGRATED	ASSET	MANAGEMENT	SERVICE	OFFERING		
Companies	 often	 collaborate	 in	 large	 business	 ecosystems	 in	 order	 to	 maximise	 the	 value	
creation.	Customers	are	offered	a	variety	of	services,	platforms	and	digital	tools.	Making	all	the	
solutions	 work	 together	 and	 integrating	 all	 the	 new	 solutions	 with	 the	 older	 ones	 and	 the	
strategic,	tactical	and	operational	practices	of	the	company	is	a	challenging	task.	Development	
of	 data-oriented	 digital	 tools	 is	 often	 seen	 as	 a	 straight-forward	 software	 development	 effort	
where	agile	practices	and	quick	experiments	have	been	found	important.	However,	OEMs	have	
limited	knowledge	of	the	complexity	of	the	customers’	process.	Therefore,	development	is	too	
often	carried	out	with	a	narrow	perspective.	From	customers’	point	of	view,	the	selection	and	
development	of	 the	service	platform	should	be	done	very	carefully	 in	order	not	 to	 reduce	the	
future	opportunities.	Table	1	presents	the	scenarios	that	define	the	OEM’s	role	with	respect	to	
service	offering	and	IT	solutions.	
Table	1.	Scenarios	for	OEM	with	respect	to	service	and	IT	solution	development	(based	on	
Kortelainen	et	al.	2017).	
Service	strategy	 IT	solution	strategy	
OEM	 companies	 develop	 their	 information	 or	
knowledge	 based	 offering	 mainly	 to	 support	
the	customer´s	daily	operations.	
OEM	 focuses	 on	 the	 provision	 of	
measurement	 solutions,	 on-board	 analytics	
tools	and	data	transfer	technology	to	enable	
the	provision	of	asset	level	data.	
OEMs	 and	 service	 providers	 develop	 the	
excellence	 in	 refining	 data	 in	 a	 way	 that	
delivers	more	value	to	the	asset	owner.	
OEM	 companies	 build	 the	 analytics	
capabilities	 and	 integrate	 the	 resulted	
information-based	 service	 in	 the	 platform	
used	by	the	end	customer.	
OEM	 companies	 take	 the	 responsibility	 of	
managing	 and	 optimising	 the	 performance	 of	
customers’	assets	in	the	business	ecosystem.	
OEM	builds	the	capabilities	for	the	provision	
of	 platform	 for	managing	 the	 data	 and	 the	
services	in	the	network.	
There	are	a	number	of	operational	asset	management	processes,	such	as	spare	parts	order	and	
delivery	 processes,	 maintenance	 processes	 and	 customer	 support,	 that	 can	 be	 supported	 by	
digital	 technologies.	Both	 larger	and	smaller	OEMs	have	started	development	of	new	tools	 for	
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supporting	these	processes.	This	may	not	have	to	be	dependent	on	the	choices	made	related	to	
the	 above-described	 service	 and	 IT	 strategies.	 The	 fact	 that	 customers	 are	 different	 in	 their	
needs,	requires	that	OEMs	need	to	be	adaptive	in	how	they	integrate	to	customers’	processes.	
Thus,	while	OEM	develops	the	digital	toolset,	 it	needs	to	be	carefully	planned	how	these	tools	
are	integrated	in	the	customers’	processes	and	IT	infrastructure.	Figure	1	shows	an	example	of	
the	various	sources	of	data	in	customers’	production	environment	and	the	needs	for	integration	
at	1)	operational,	2)	tactical	and	3)	strategic	levels.	
 
Figure	1.	Example	of	the	need	for	integrating	different	sources	of	data	and	the	services	of	OEM	
at	strategic,	tactical	and	operational	levels.	
CONCLUSIONS	
In	 order	 to	 develop	 successful	 digital	 asset	 management	 services,	 OEM	 company	 needs	 to	
understand	the	complexity	related	to	the	business	ecosystem,	various	sources	of	data,	decision-
making	levels	and	service	and	IT	strategies.	Therefore,	OEM	company	needs	to	understand	how	
digital	 asset	 management	 services	 are	 integrated	 into	 customers’	 decision-making,	 asset	
management	processes	and	IT	infrastructure.	
REFERENCES	
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2. MACHINE	 PERFORMANCE	 AND	 AVAILABILITY	 PREDICTION	 THROUGH	 THE	
LIFETIME	
Päivi	Kivikytö-Reponen,	Risto	Tiusanen,	Jari	Halme,	Kalle	Raunio,	Olli	Saarela		
VTT	Technical	Research	Centre	of	Finland	Ltd,	Machine	Health	Team	
paivi.kivikyto-reponen@vtt.fi	
ABSTRACT	
Machine	 performance,	 availability	 and	 long	 lifetime	 play	 important	 role	 in	 operations	 and	
maintenance	planning	for	industrial	players	e.g.	with	heavy	working	machines.	Recently,	circular	
economy	 discussions	 have	 even	 more	 highlighted	 the	 role	 of	 the	 maintenance	 and	 lifecycle	
design	 from	 the	 efficiency	 and	 sustainability	 perspective.	 [1]	 The	 new	 technologies	 are	
considered	enablers	for	circular	economy	change	e.g.	additive	manufacturing	enables	advanced	
solutions	 for	both	 functional	optimization	and	 local	manufacturing,	 furthermore	 the	 increased	
intelligence	of	the	products	and	the	data	availability	during	the	whole	lifetime	enable	reliability	
and	predictability	of	machine	performance.		
The	 manufacturing	 companies	 have	 a	 crucial	 role	 for	 implementing	 these	 changes	 into	 the	
products	and	machines	 they	produce.	Furthermore,	 in	machinery	 industry,	change	 from	single	
machines	 to	 automated	 machinery	 fleets	 brings	 new	 challenges	 for	 safety,	 reliability	 and	
maintenance;	 autonomy	 in	 mobile	 machine	 applications	 will	 increase	 and	 operator-assisting	
technologies	 will	 be	 widely	 utilized.	 New	 energy	 supply	 systems	 in	 machinery,	 like	 hybrid	
technologies,	full	electric	and	fuel	cell	systems	are	coming	to	mobile	work	machines	as	well.	We	
concentrate	 in	 this	 paper	 to	 the	 importance	 of	 early	 state	 concept	 design,	 design	 for	
maintenance,	 reliability,	 availability	 and	 safety	 and	 how	 significant	 advantages	 in	 Overall	
Equipment	 Effectiveness	 (OEE)	 can	 be	 gained	 through	 hybrid	 modelling	 and	 an	 increased	
understanding	of	the	system’s	behaviour	throughout	its	whole	life	cycle.	
INTRODUCTION		
Increased	 awareness	 of	 sustainability	 and	 new	 profitable	 circular	 (economy)	 business	models	
are	 currently	 under	 discussion.	 Circular	 (economy)	 design	 strategies	 heavily	 include	 product	
longer	life,	life	extension	strategies	and	product	maintenance	strategies.		Still	longer	product	life	
strategies	such	as,	 reparability,	 refurbishment,	 remanufacturing	are	currently	underdeveloped.	
[2]		
Data-driven	modelling,	 including	 “Deep	 Learning”	 and	 “Big	 Data	 Analytics”	 receives	 currently	
significant	 business	 focus	 and	 publicity.	 It	 has	 proven	 successful	 in	 several	 application	 areas.	
Further	challenge	is	to	integrate	detailed	knowledge	and	data	through	the	lifecycle	in	all	 levels	
(e.g.	 application	 domain	 knowledge	 with	 measurement	 data	 etc.)	 for	 product	 lifetime	
optimization,	maintenance	 and	 operation	 optimization	 and	 in	 order	 to	 identify	 new	 risks	 and	
probable	failures,	and	to	prove	system	safety	and	availability.	New	systemic	concepts	and	tools	
increase	understanding	of	 the	systemic	challenges,	e.g.	 in	System	Integrated	Metal	Production	
[3]	show	example	for	solving	recycling	related	challenges.	
 
MACHINE	PERFORMANCE	AND	AVAILABILITY	PREDICTION	THROUGH	THE	LIFETIME	
	
-6- 
NEW	CONCEPT	DESIGN	-	NEW	OPPORTUNITIES	AND	NEW	RISKS	
Novel	 technology	 access	 to	 market	 and	 customer	 satisfaction,	 with	 confidence	 of	 safety	 and	
reliability	 in	 the	 first	 of	 the	 kind	 implementations	will	 create	 new	 business	 opportunities	 and	
improves	 profitability	 in	 the	machinery	 business.	 Especially	 safety	 needs	 to	 be	 ensured	 in	 all	
circumstances	when	developing	new	 technology.	 Systematic	 concept	 design	 and	 systemic	 risk	
assessment	 approach	 supports	 the	 development	 of	 new	 technology,	 including	 traceable	
documentation	throughout	the	development	and	decision	making	process.	It	is	essential	to	find	
new	 opportunities	 for	 longer	 machine	 lifetime,	 to	 identify	 uncertainties	 and	 risks	 in	 new	
technologies	 involved	 and	 find	 solutions	 to	 control	 risks	 already	 in	 concept	 design	 level	 for	
managing	lifecycle	costs	and	optimizing	profit.		
DESIGN	AND	MANUFACTURING	FOR	MAINTENANCE	
Investment	 in	 the	 predictive	 maintenance	 increases	 the	 considerably	 safety,	 reliability	 and	
availability	of	the	machine	or	fleet.		The	goal	of	maintenance	is	to	avoid	the	failures	typically	by	
using	 sensor	 data	 to	 monitor	 a	 system.	 The	 knowledge	 and	 data	 from	 maintenance	 and	
operation	 conditions	 are	 vital	 information	 for	 system	 understanding.	Machine	 design	 process	
generally	 combine	 the	 data	 related	 to	 lifecycle	 (design-manufacturing-use/operations-
remanufacturing-reuse/operations-end-of-life),	 unfortunately	 this	 data	 can	 be	 partly	 lacking,	
especially	in	new	technology	launch.	Still	deep	application	domain	knowledge,	understanding	of	
the	machine	performance	during	multiple	operation	conditions	and	available	on-line	monitoring	
history	date	would	give	additional	input	towards	the	design	and	engineering.	
Additionally	 design	 and	 manufacturing	 lay	 ground	 for	 maintenance	 and	 machine	 operation	
optimization.	 Novel	 product	 data	 and	 operational	 data	 management	 including	 predictive	
maintenance	may	require	re-design	starting	from	early	steps	of	product	design	process	in	order	
to	re-built	and	manufacture	built-in	maintenance	and	predictive	capabilities	seamlessly	into	the	
machine.	These	could	be	e.g.	embedded	 intelligence,	on-line	measurement	systems	 inside	 the	
structures	etc.	integrated	into	structures	in	a	manufacturing	phase.	
KNOWLEDGE	DRIVEN	OPERATION	AND	MAINTENANCE	PREDICTION	
Measurement	 data	 together	 with	 application	 domain	 knowledge	 provide	 a	 key	 basis	 for	
optimizing	both	machine	operation	and	maintenance	 (O&M).	Significant	advantages	 in	Overall	
Equipment	 Effectiveness	 (OEE)	 can	 be	 gained	 through	 an	 increased	 understanding	 of	 the	
system’s	behaviour	throughout	its	whole	life	cycle	and	anticipating	the	wear,	corrosion,	fatigue	
and	 other	 failures	 of	 machines,	 structures,	 and	 process	 parts.	 In	 practise	 for	 example	 the	
fracture	mechanics	equations	and	interpretation	of	acoustic	emission	signals	from	the	structures	
and	the	material	dislocation	movements	are	combined	for	increasing	phenomena	understanding	
for	maintenance	purposes.	
Data-driven	 models	 are	 in	 general	 fast	 and	 cheap	 to	 develop,	 and	 can	 consequently	 be	
developed	 for	 most	 applications	 with	 a	 fixed	 amount	 of	 resources.	 For	 machinery	 O&M,	
however,	 the	 data-driven	 approach	 utilizes	 only	 part	 of	 available	 information.	 In	 hybrid	
modelling,	 data	 analytics	 and	 knowledge	 of	machine	 design,	 its	 operating	 characteristics,	 and	
degradation	 mechanisms	 are	 used	 to	 supplement	 each	 other.	 This	 combination	 of	 the	
application	 data	 through	 lifecycle	 provides	 a	 significantly	more	 reliable	 basis	 for	 analytics	 by,	
e.g.,	reducing	sensitivity	to	data	quality	and	representativity	issues.	Even	though	large	amounts	
of	 data	 are	 continuously	 accumulated	 from	 machine	 fleets,	 the	 problem	 space	 spanned	 by	
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possible	 operating	 and	 load	 histories	 of	 mobile	 machinery,	 different	 machine	 designs	 and	
instrumentation	setups,	and	potential	(possibly	multiple	simultaneous)	failure	modes	cannot	be	
covered	 by	 any	 practical	 data	 set.	 The	 relative	 strengths	 of	 the	 modelling	 approaches	 are	
depicted	in	Figure	1.	
		
Figure	1.	Hybrid	modelling	combines	data-driven	and	first	principles	modelling,	balancing	the	
relative	advantages	of	each.	
CONCLUSIONS	
Systemic	thinking	and	data-driven	tools	with	application	data	through	the	lifecycle	can	be	seen	
as	 enabler	 for	 solving	 and	 understanding	 systemic	 challenges	 in	 design,	 operations	 and	
maintenance	in	macro,	meso	and	even	micro	level.	Data-driven	modelling	has	proven	successful	
in	several	application	domains.	Furthered	with	system	approach,	combining	the	domain	data	to	
the	measured	data,	the	next	step	in	performance	understanding	and	predictions	can	be	reached	
by	 utilizing	 hybrid	 modelling.	 In	 hybrid	 modelling,	 data	 analytics	 and	 knowledge	 of	 machine	
design,	its	operating	characteristics,	and	degradation	mechanisms	are	used	to	supplement	each	
other.	Integration	of	detailed	knowledge	and	data	through	the	lifecycle	will	increase	the	safety,	
reliability	and	more	accurate	failure	predictability.	
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ABSTRACT	
This	paper	 introduces	an	open	modelling	concept	 for	 system	availability	and	 reliability	 studies	
and	a	compatible	distributed	computing	platform.	Uniquely	our	approach	allows	combining	and	
connecting	 risk	 assessment	 and	 operation	 models	 defined	 with	 different	 techniques.	 This	
ensures	a	high	degree	of	freedom	to	accurately	describe	the	modelled	system.	The	concept	also	
supports	 to	 include	 custom	 process	 performance	 indicators	 for	 example	 to	 measure	
manufacturing	 productivity.	We	use	Monte-Carlo	methods	 to	 create	 versatile	 analysis	 results.	
The	vast	and	complex	models	require	heavy	calculations	especially	for	sensitivity	analyses.	As	a	
solution	we	 create	 a	parallel	 computing	environment	 to	permit	 very	efficient	 simulations.	We	
see	high	potential	in	using	our	approach	in	performance,	energy	efficiency	and	system	lifecycle	
analyses	of	industrial	processes.	
INTRODUCTION	
Risk	assessment	and	probabilistic	safety	analyses	have	a	long	history	in	systems	engineering	[1].	
Same	 techniques	 can	 be	 used	 for	 assessing	 lifecycle	 performance	 of	 production	 and	
manufacturing	 processes.	 For	 these	 analyses	 industry	 favours	 Overall	 Equipment	 Efficiency	
(OEE)	[2]	as	the	Key	Performance	Indicator	(KPI).	The	OEE	depends	on	reliability	and	availability	
but	might	not	be	direct	result	of	them.	This	was	the	case	in	CERN	collider	operations	[3],	which	
motivated	 us	 to	 define	 an	 Open	Modelling	 concept	 for	 Availability	 and	 Reliability	 of	 Systems	
(OpenMARS).	 The	 concept	 is	 created	 in	 collaboration	 with	 CERN,	 Tampere	 University	 of	
Technology	(TUT)	and	risk	analysis	expert	company	Ramentor	Oy.	The	special	needs	recognized	
in	modelling	CERN	particle	accelerators	are	combined	with	the	decade	long	experience	[4,	5]	in	
modelling	 of	 concrete	 use	 cases	 that	 go	 beyond	 the	 scope	 of	 traditional	 risk	 assessment	
techniques.	
The	 OpenMARS	 concept	 allows	 defining	 models	 with	 the	 most	 common	 risk	 assessment	
modelling	 techniques	 [6],	 such	 as	 Fault	 Tree	 Analysis	 (FTA),	 Reliability	 Block	 Diagram	 (RBD),	
Markov	analysis,	Failure	Mode	and	Effects	Analysis	(FMEA)	and	Petri	Net	(PN).	Furthermore,	our	
approach	 is	 scalable	 and	 open	 to	 support	 additional	 modelling	 techniques	 and	 their	
combinations.	 This	 allows	 to	 collect	 all	 the	 information	 to	 a	 comprehensive	 Reliability,	
Availability,	Maintainability	and	Safety	(RAMS)	model.	Figure	1	illustrates	how	the	RAMS	model,	
technical	performance	and	design	requirements	can	affect	each	other	and	form	the	information	
for	 the	 system	design	 and	development.	 This	 information	 allows	 to	 compare	different	KPIs	 of	
alternative	scenarios	and	designs.	
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Figure	1.	RAMS	model	is	an	integral	part	of	the	system	information	
Various	 data	 formats	 exist	 for	 the	 definition	 of	 RAMS	models	 [7,	 8].	 The	OpenMARS	 uses	 an	
object-oriented	approach	that	allows	to	use	single	data	format	for	definition	of	all	 techniques.	
As	illustrated	in	Figure	2,	this	makes	it	possible	to	create	single	calculation	engine	for	Stochastic	
Discrete	Event	simulation	(DES)	to	produce	detailed,	concrete	and	explicit	results	 from	models	
made	with	any	technique.	
 
Figure	2.	Single	data	format	and	calculation	engine	for	various	modelling	techniques	
OPEN	MODELLING	CONCEPT	FOR	AVAILABILITY	AND	RELIABILITY	OF	SYSTEMS	
The	OpenMARS	models	 consist	of	elements	 that	have	classes.	The	class	defines	which	kind	of	
attributes	 the	 element	 has.	 Each	 risk	 assessment	 modelling	 technique	 has	 a	 catalogue	 of	
available	 classes.	 The	goal	 is	 that	 the	most	 cases	 should	be	 covered	with	 them.	To	 guarantee	
that	 the	 framework	 is	 always	 applicable,	 the	 expert	 users	 are	 allowed	 to	 extend	 the	 model	
specific	 classes	 to	 tailor	 them	 for	 their	 specific	 needs.	 For	 example	 new	KPI	 can	 be	 added	 by	
introducing	a	new	class	for	the	framework.	
The	OpenMARS	defines	models	 in	 tabular	 format.	Tables	are	natural	way	 to	 store	 the	models	
into	a	database	and	 can	be	used	 for	example	 to	efficiently	define	vast	models	with	 repetitive	
structures	 [9].	 The	model	 tables	 are	platform	 independent	and	human	 readable.	 The	Figure	3	
illustrates	how	the	user	selects	 the	studied	approach	and	analyses	the	model.	The	OpenMARS	
database	 collects	 the	 expert	 knowledge	 and	 links	 to	 other	 databases	 containing	 for	 example	
history	data.	Optimally	the	results	of	the	calculation	jobs	are	stored	again	to	the	database.	
Information	for	system	design	and	development
RAMS	Model
Availability
Reliability
(Failures)
Maintainability
(Preventive,	Corrective)
Safety
	(Hazards,	Harms)
Costs
(Break,	Downtime,	Repair)
Risks	/	Damages
(Business,	Property,	Environment,	Human)
Supportability
Technical	
performance
(Operation	profile)
Design	
requirements
(Legislation,	Customers)
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Figure	3.	The	computing	and	data	storage	environment	
The	model	for	CERN	collider	operations	[3]	required	to	combine	semi-Markov	operations	model	
with	 a	 fault	 tree.	 The	 active	 operational	 phase	 can	 change	 the	 failure	 probabilities	 and	 the	
failure	events	can	activate	a	Markov	transition.	In	our	model	the	KPI	is	the	collision	production,	
which	depends	on	time	spend	on	certain	operation	phase.	However,	this	is	not	a	linear	relation.	
A	custom	mathematical	function	is	required	to	calculate	this	specific	KPI.	Our	aim	for	OpenMARS	
is	to	form	an	object-oriented	approach	that	can	support	common	standard	techniques.	We	also	
give	the	expert	users	a	possibility	to	tailor	the	methods,	which	makes	the	approach	expandable.	
CALCULATION	ENGINE	FOR	STOCHASTIC	DISCRETE	EVENT	SIMULATION	
The	 object-oriented	 framework	 is	 designed	 to	 decouple	 the	 model	 specification	 and	 the	
simulation	 engine	 from	 user-interfaces	 and	 custom	 user-supplied	 code.	 The	 Monte	 Carlo	
simulation	 based	 assessment	 of	 a	 system	 is	 parallelizable	 in	 a	 distributed	 computing	 cluster	
leading	 to	 simulation	 speedup	 by	 a	 factor	 10	 to	 100.	 Very	 efficient	 calculations	 can	 be	made	
remotely	from	any	location	with	the	layout	illustrated	in	Figure	4.	
 
Figure	4:	Distributed	computing	environment	
CONCLUSIONS	
OpenMARS	 approach	 allows	 combining	models	made	with	 common	 standard	 risk	 assessment	
techniques	 and	 permits	 tailored	 features	 for	 special	 needs	 such	 as	 defining	 specific	 KPIs.	 The	
approach	 is	 suitable	 for	 distributed	 computing	 environment,	 which	 can	 vastly	 speed	 up	 the	
Monte	Carlo	simulations.	The	adaptability	of	our	approach	for	different	modelling	cases	makes	it	
very	 efficient	 for	 complex	 system	 life	 cycle	 analyses	 and	 we	 see	 high	 potential	 in	 further	
applications	of	our	approach.		
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ABSTRACT	
Lifetime	assessment	of	components	under	extreme	conditions,	such	as	high	temperatures	and	
high	pressures,	require	characterization,	testing	and	modelling.	By	extending	the	lifetime	savings	
can	be	achieved	and	unpredicted	shutdowns	prevented.	Here	we	show	two	industrially	relevant	
cases	for	lifetime	assessment;	high	temperature	component	in	power	plant,	reheater,	and	gear,	
and	how	their	lifetime	can	be	evaluated	and	extended.	Here	we	have	calculated	the	remaining	
lifetime	 for	 the	 components	 with	 defined	 design	 and	 condition	 parameters.	 At	 the	 time	 of	
inspection,	the	reheater	tube	had	been	 in	service	for	about	180	000	h	approaching	the	design	
lifetime	 and	 based	 on	 the	 evaluations	 carried	 out,	 the	 estimated	 minimum	 residual	 life	 of	
comparable	tubes	was	predicted	to	be	50	000	h.	The	lifetime	of	coated	gear	can	be	extended	by	
almost	300%	when	surface	texturing	used.	
INTRODUCTION	
The	 aim	 is	 to	 present	 which	 kind	 of	 tools	 can	 be	 used	 for	 the	 life	 assessment	 of	 different	
industrial	 cases.	The	 first	aims	 to	 show	how	the	appearance	of	creep	damage	 in	 ferritic	 steels	
can	provide	useful	clues	for	 life	assessment	under	varying	initial	and	operational	conditions.	 In	
general,	the	expected	life	is	not	a	strong	function	of	the	material	grade	for	the	same	extent	of	
damage	or	degradation,	mainly	because	the	operational	conditions	should	 largely	compensate	
for	the	differences	in	material	performance.	The	example	case	for	boiler	internals	was	selected	
to	 demonstrate	 the	 long	 term	 impact	 of	 microstructural	 degradation	 and	 oxidation,	 and	 the	
effects	on	the	estimated	service	temperature.	
The	FE	modelling	was	used	to	show	why	the	coatings	with	lower	surface	roughness	have	better	
wear	 resistance	 in	 the	 gear	 applications,	 considering	 the	 location	 and	 propensity	 of	 wear	
damage	initiation	at	different	scales	of	roughness	topographies.	The	initiation	of	surface	damage	
in	 gear	 contacts	 is	 quantified	 for	 surface	design	purposes	by	 introducing	a	wear	 resistance	FE	
model.	The	FE	model	can	be	applied	to	estimate	the	time	the	gear	can	operate	before	initiation	
of	damage	becomes	likely	for	different	surface	loadings	and	topographies.	
LIFETIME	ASSESSMENT	OF	COMPONENT	IN	POWER	PLANT	
Observations	 of	 in-service	 thermal	 degradation	 and	 oxidation	 are	widely	 used	 to	 support	 life	
assessment	of	superheaters	and	reheaters,	particularly	to	establish	the	effective	tube	material	
temperatures.	 In	 parallel,	 observations	 of	 creep	 cavitation	 damage	 in	 hot	 headers	 and	 steam	
lines	 are	 commonly	 providing	 indications	 of	 the	 current	 and	 expected	 integrity	 of	 welded	
components.	Though	relatively	common,	the	methods	are	not	fully	standardized,	but	guidelines	
exist	for	evaluating	creep	cavitation	damage.		
One	of	the	principal	quantities	of	interest	in	life	assessment	of	superheaters	and	reheaters	is	the	
effective	metal	temperature	during	service.	As	creep	and	other	damage	mechanisms	are	highly	
sensitive	to	temperature,	uncertainties	in	assessing	this	temperature	can	result	in	considerable	
errors	 in	 the	 expected	 life.	 Sources	of	 uncertainty	 (error)	 for	 different	 temperature	 indicators	
are	shown	in	Table	1.	
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Table	1.	Error	sources	in	estimating	tube	metal	temperatures.		
Indicator  Sources of error              Notes 
Microstructure  Limited t-T range  Insensitive at low temp. 
Hardness  Limited range    Mainly for 10CrMo9-10  
Internal oxide Spalling, porosity   From layer imbalance 
Thermocouples Drift, temp. limits  Often K-type  
Diffusion couples  Non-standard     - 
Superheaters	 and	 reheaters	 often	 have	 metal	 temperatures	 exceeding	 that	 of	 the	 steam	 by	
some	15-50°C.	 For	 a	 fixed	outlet	 steam	 temperature	 such	 a	 range	of	metal	 temperatures	 can	
mean	a	wide	range	in	the	expected	tube	life,	as	10°C	increase	may	approximately	halve	the	tube	
life.	 The	 tubes	 are	 subjected	 to	 the	 fireside	 environment	 with	 through-wall	 temperature	
gradients	 and	 non-constant	 material	 temperatures	 in	 addition	 to	 wall	 thinning	 by	 external	
oxidation,	 hot	 corrosion	 and	 erosion	 in	 the	 flue	 gas.	 Also,	 thermal	 insulation	 by	 the	 growing	
internal	 oxide	 is	 resulting	 in	 progressively	 increasing	 material	 temperature	 of	 the	 tube,	 if	
approximately	 constant	 heat	 flow	 is	 extracted	 from	 the	 superheater/reheater	 section.	 To	
counter	the	effect	of	the	internal	oxide,	this	layer	may	be	removed	by	chemical	cleaning.		
The	microstructure	and	internal	oxide	for	a	reheater	of	a	coal	fired	plant	is	shown	in	Fig	1.	This	
reheater	tube	(10CrMo9-10	or	T22	steel)	had	been	in	service	for	about	180	000	h.	Life	prediction	
for	the	tubes	was	based	on	a	simplified	effective	temperature	history,	essentially	reducing	the	
three	past	oxide	cleaning	episodes	to	a	single	effective	cycle	and	then	to	a	natural	oxide	growth	
prediction	 from	 the	 time	 of	 assessment	 onwards.	 An	 in-house	 software	 tool	 was	 used	 to	
combine	the	effects	of	stress,	 temperature	and	creep	strength	evolution	to	obtain	a	predicted	
life	(ref.	Auerkari	et.	al.	2010).	 In	this	case	the	thickness	of	 internal	oxide	failed	to	indicate	the	
metal	 temperatures	 due	 to	 oxide	 spalling,	 and	 estimates	 were	 based	 on	 microstructural	
evolution	 and	 hardness.	 A	 Larson-Miller	 type	 of	 expression	 was	 applied	 to	 provide	 a	 time-
temperature	 master	 curve	 with	 constant	 features	 in	 the	 microstructures.	 The	 estimated	
minimum	residual	life	of	comparable	tubes	was	predicted	to	be	50	000	h.		
	
Figure	1.	Degraded	microstructure	of	a	reheater	tube,	suggesting	an	effective	service	
temperature	of	575-600°C	and	observed	internal	oxide	layer	
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LIFETIME	ASSESSMENT	OF	COATED	GEAR	
A	finite-element	(FE)	model	of	gear	contact	was	created	(Fig.	2).	The	mesh	size	of	the	model	was	
one	 millimeter.	 The	 model	 was	 operated	 with	 certain	 parameters	 and	 the	 generated	 forces	
were	applied	into	another	model	where	two	rough	surfaces	were	sliding	on	each	other.	
 
	
Figure	2.	FE-model	of	gear	contact	
Based	on	 the	 simulations	 (Fig.	 3)	 there	 are	 both	 tensile	 (red)	 and	 compressive	 (blue)	 stresses	
formed	on	the	teeth	surface.	The	values	of	these	stresses	were	applied	into	another	model	(ref.	
Holmberg	et.al.	2017)	where	two	rough	surfaces	were	sliding	on	each	other.	
	
Figure	3.	Simulation	of	stresses	formed	in	gear	contact	
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The	stresses	formed	on	the	simulation	were	applied	into	the	model	where	the	stresses	between	
two	rough	surfaces	were	simulated.	The	surface	 rough	surfaces	had	 three	different	 roughness	
levels;	smooth,	average	and	rough.	The	texture	was	formed	by	grinding	marks.	The	average	and	
smooth	surfaces	were	formed	by	polishing	the	rough	samples.	
From	the	simulation	results	it	can	be	calculated	the	lifetime	(cycles)	of		the	gear	if	the	failure	of	
the	 gear	 origins	 from	 the	 coating	 cracking.	 As	 shown	 in	 Fig.	 4	 the	 lifetime	 of	 the	 gear	 is	
significantly	extended	when	 the	 sliding	of	 the	 surfaces	 is	 in	45	degrees	direction	 toward	each	
other.	 In	that	case	there	 is	a	complex	stress	field	formed	 into	the	coatings	and	no	high	tensile	
stresses	are	formed.	
	
Figure	4.	Lifetime	(cycles)	of	the	gear	in	0,	45	and	90	degrees	direction	toward	the	grinding	
marks		
CONCLUSIONS	
The	 estimated	minimum	 residual	 life	 of	 comparable	 tubes	was	 predicted	 to	 be	 50	000	 h.	 The	
reheater	 section	 was	 included	 in	 a	 follow-up	 inspection	 program,	 and	 no	 incident	 has	
contradicted	the	prediction	after	more	than	20	000	h	of	further	service.	
Finite-element	(FE)	-	model	for	gear	contact	was	created.	By	simulations	the	lifetime	for	coated	
gears	can	be	calculated.	The	lifetime	can	be	extended	by	300%	when	sliding	occurs	in	direction	
of	45	degrees	compared	to	grinding	grooves.	
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ABSTRACT	
Connecting	multiple	sources	of	data	from	different	levels	of	a	manufacturing	process	opens	up	
possibilities	for	analysis	and	optimization	of	the	process.	These	data	sources	include	work	piece	
locations,	 sensor	 readings	 from	manufacturing	equipment,	process	data	 such	as	ERP	and	MES	
data,	 and	 eventually	 expanding	 to	 subcontractor	 data	 as	 well	 as	 other	 third	 party	 data,	 e.g.	
weather	data.	Combining	these	sources	in	a	meaningful	way	enables	the	discovery	of	system-of-
systems	 level	 phenomena	 and	 patterns	 and	 thereby	 creates	 knowledge	 to	 support	 process	
optimization	 and	 service	 delivery.	 The	 technology	 required	 for	 a	 decision	 support	 system	 like	
this	include	the	data	gathering,	transfer,	storage,	preprocessing	and	analysis	methods	as	well	as	
presenting	 the	 relevant	 results	 to	 the	 end	 user	 in	 a	 clear	 and	 intuitive	 manner.	 This	 work	
concentrates	 on	 processing,	 analyzing	 and	 visualizing	 data	 gathered	 from	 storages	 and	
databases	 of	 a	 number	 of	 stakeholders.	 A	 Decision	 Support	 Platform	 is	 created	 using	 open	
source	software	and	an	 industrial	 case	 is	presented.	The	main	contribution	of	 this	work	 is	 the	
utilization	 of	 interlinked	 open	 source	 analytics	 to	 perform	 data	 fusion,	 analysis	 and	 decision	
support	creation	for	a	manufacturing	process.				
INTRODUCTION	
The	 Industrial	 Internet	of	Things	paradigm	enables	new	and	more	efficient	ways	of	supporting	
products	and	offering	industrial	services	in	the	Product-Service	System	(Goedkoop	et	al.,	1999)	
concept.	Gathering	data	and	information	from	multiple	sources	related	to	an	industrial	process	
makes	it	possible	to	create	new	knowledge	using	multiple	mutually	supporting	analysis	methods	
(Assahli	et	al.	2017).	These	methods	can	be	linked	to	run	on	a	server	and	automatically	analyze	
and	 predict	 the	 states	 of	 the	 process,	 offering	 near-real	 time	 decision	 support	 for	 industrial	
services.	Such	a	Decision	Support	Platform	was	tested	by	connecting	a	manufacturing	process	of	
a	machine	part	 factory	 to	 cloud	 servers	and	 combining	production	 information	 in	 the	 form	of	
lead	 time	 plans.	 These	 data	 were	 gathered	 in	 a	 database	 and	 then	 used	 as	 inputs	 for	 the	
Decision	 Support	 Platform,	 with	 an	 Agent	 Based	Model	 as	 its	 basic	 structure,	 enhanced	with	
internal	 analytical	 functionalities.	 The	 platform	was	 able	 to	 provide	 near-real	 time	 situational	
information	as	well	as	breakdowns	of	past	event	chains.	The	results	were	visualized	using	both	
HTML-based	dashboards	and	a	3D-model	of	the	factory,	displayed	on	a	website.	All	of	the	tools	
used	in	the	storage	of	data,	analysis	and	visualization	were	created	with	open	source	software.		
DECISION	SUPPORT	PLATFORM	STRUCTURE	
Data	from	an	industrial	process	is	gathered	in	various	ways	and	by	several	organizations.	Sensor	
data,	 process	 data	 and	maintenance	 data	 are	 saved	 to	 a	 number	 of	 locations	 by	 the	 process	
owner	and	service	providers	and	often	some	form	of	preprocessing	is	performed.	The	data	can	
be	accessed	using	a	number	of	protocols,	such	as	HTTP	queries	or	network	socket	connections	in	
case	of	a	cloud	server	database,	or	even	periodical	manually	acted	transmissions	in	case	of	on-
site	data.	 In	each	of	these	cases	there	are	ways	of	 limiting	the	access	to	the	data,	so	that	only	
the	 data	 relevant	 to	 the	 application	 requesting	 it	 is	 available.	 Accessing	 the	 data	 using	 these	
methods,	a	service	provider	is	able	save	the	data	to	a	database	for	preprocessing.	Timestamps	
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and	measurement	frequencies	must	be	matched;	outliers	and	clear	measurement	errors	as	well	
as	missing	data	must	be	cleaned	(Tsai	et.	al,	2014).	After	preprocessing,	data	fusion	and	analysis	
can	 be	 performed.	 The	 approach	 taken	 in	 this	work	 uses	 an	 Agent	 Based	Model	 as	 the	 basic	
structure	 of	 the	Decision	 Support	 Platform.	 The	 various	 data	 are	 used	 as	 inputs	 for	 the	Multi	
Agent	System	(Weiss,	2013),	which	represents	the	components	in	the	industrial	process,	such	as	
work	 orders,	 NC-machines	 or	machine	 subsystems.	 These	 agents,	 aware	 of	 their	 current	 and	
pasts	states,	are	also	able	to	access	process	information,	e.g.	lead	time	plans,	and	compare	their	
actual	 situation	 to	 their	 intended	 situation.	 They	 are	 able	 to	 trace	 delays	 in	 the	 past	 and	
associate	 them	with	error	 reports	 from	other	agents,	 creating	a	holistic	 view	of	 the	 causes	of	
production	delays	and	errors.	Once	enough	data	accumulates,	machine	learning	methods	can	be	
directly	 added	 to	 the	 model	 and	 bottleneck	 detections,	 delay	 predictions	 and	 learning	
optimizers	become	possible.		
The	 output	 of	 the	model	 is	 visualized	 on	 a	website	 using	 HTML-based	 dashboards	 and	 a	 3D-
model	 of	 the	 factory.	 The	 3D-model	 offers	 an	 intuitive	 view	 of	 the	 situation	 at	 a	 glance,	
featuring	 color	 codes	 for	machine	 and	 subsystem	 statuses	 as	 well	 as	 location	 information	 of	
work	pieces	and	their	past	and	planned	paths.	The	dashboards	offer	more	detailed	results	from	
the	agents,	such	as	root	cause	analyses	for	delays,	usage	rates	of	machines	and	subsystems	and	
lead	time	breakdowns.		
The	Decision	Support	Platform	can	be	created	using	open	source	software.	The	tool	set	is	built	
using	Python.	Data	preprocessing	and	fusion	is	performed	using	PANDAS	and	SciPy,	Agent	Based	
Models	 are	 created	with	Mesa,	while	machine	 learning	 tools	 are	 provided	 by	 Scikit-learn	 and	
Keras.	 Analytical	 models	 built	 with	 OpenModelica	 can	 be	 interfaced.	 The	 results	 of	 these	
analytics	can	be	shown	on	a	website	run	on	a	NodeJs-server	with	a	HTML-based	user	interface	
as	well	as	3D-visualizations	created	using	Blender	and	Blend4Web.	These	open	source	methods	
are	 extremely	 versatile	 and	 can	 be	 tailored	 to	meet	 the	 requirements	 of	 vastly	 different	 use	
cases.		
RESULTS	
The	Decision	 Support	 Platform	was	 tested	 in	 a	 factory	 that	manufactures	machine	 parts.	 The	
work	orders	that	move	through	the	process	were	fitted	with	radio	tags	that	allow	their	locations	
to	be	monitored.	Some	of	the	NC	machines	in	the	process	were	also	fitted	with	radio	sensor	tags	
monitoring	 vibration	 and	 heat.	 The	 radio	 tag	 data	 was	 collected	 and	 preprocessed	 by	 the	
company	 providing	 the	 tags	 and	 saved	 on	 their	 cloud	 server.	 The	 PLC	 data	 of	 a	 storage	
management	system	integral	to	the	process	was	also	accessed	through	the	cloud	server	of	the	
company	that	had	manufactured	the	system	and	acted	as	an	 industrial	service	provider	 in	this	
case.	 Lead	 time	 plans	 of	 the	 manufacturing	 process	 were	 sent	 by	 the	 company	 owning	 the	
factory.		
The	Agent	Based	Model	included	agents	representing	the	work	orders,	the	NC-machines	and	the	
subsystems	 of	 the	 storage	 system.	 The	 work	 order	 agents	 were	 able	 to	 calculate	 delays	 and	
create	lists	of	delays	with	related	error	reports.	The	structure	of	the	Decision	Support	Platform	is	
presented	in	Figure	1.	
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Figure	1:	The	structure	of	the	Decision	Support	Platform	
The	visualization	included	a	3D-model	of	the	factory	in	question,	created	from	a	SolidWorks	file	
using	Blender	 and	Blend4Web.	Changing	 status	 colors	 for	 the	machines	 and	 subsystems	were	
added	as	well	as	annotations	displaying	the	current	status	of	the	machine	in	more	detail.	Work	
order	 locations	and	delay	 information	was	displayed	as	well	 as	 the	past	and	planned	paths	of	
the	 work	 orders	 in	 the	 process.	 The	 model	 could	 be	 scaled	 upwards	 to	 present	 the	 entire	
production	network	 including	multiple	sites	owned	by	the	process	owning	company	as	well	as	
subcontractor	 statuses,	 though	 no	 subcontractors	were	 involved	 in	 the	 case	 at	 this	 time.	 The	
HTML-based	 dashboards	 could	 be	 used	 to	 offer	 more	 detailed	 historical	 analyses	 of	 this	
information.	The	different	views	of	the	visualization	are	presented	in	figure	2.		
	
Figure	2:	Machine	level	status	visualizations,	work	piece	location	information	and	production	
network	visualization 
CONCLUSIONS	
Gathering	 data	 and	 information	 from	 an	 industrial	 process	 enables	 efficient	 process	
optimization.	 Such	 optimization	 models	 can	 be	 created	 using	 open	 source	 software,	 which	
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allows	the	customization	of	the	solutions	to	meet	the	needs	of	the	end	user.	Since	it	is	likely	that	
a	 real	 world	 scenario	 includes	 both	 software	 provided	 by	 companies,	 as	well	 as	 open	 source	
tools,	 it	 would	 be	 advisable	 for	 the	 software	 companies	 to	 provide	 standard	 interfaces	 and	
transparent	methods	in	order	to	facilitate	whatever	customization	their	customers	need.	Future	
work	includes	data	analytics	with	machine	learning	methods	and	extending	the	model	to	include	
subcontractors	for	full	network	visibility.	Adding	data	from	third	party	sources	such	as	weather	
agencies	would	enable	the	detection	and	analysis	of	the	effects	of	even	larger	scale	phenomena.	
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ABSTRACT	
Novel	 business	 models	 that	 leverage	 the	 largely	 untapped	 potential	 of	 circular	 economy	 are	
gradually	 emerging	 in	 several	 industries.	 The	 widespread	 use	 of	 circular	 economy	 has	
implications	for	asset	management	in	manufacturing	industry,	as	they	bring	new	challenges	and	
opportunities	for	managing	and	maintaining	machinery	and	equipment.	The	importance	of	asset	
management	and	maintenance	for	the	circular	economy	is	studied	in	the	Tekes	funded	“Data	to	
Wisdom”	project.		
Circular	economy	can	be	defined	as	a	system	which	creates	value	by	minimizing	waste,	energy	
and	 the	 use	 of	 natural	 resources.	 It	 also	 utilises	 solutions	 that	 aim	 at	 slowing,	 closing	 and	
narrowing	 loops	 of	 material	 and	 energy.	 These	 solutions	 include,	 for	 instance,	 long-lasting	
design,	design	for	easy	disassembly	and	maintainability,	maintenance	actions	such	as	repair	and	
refurbishing,	reuse,	remanufacturing	and	recycling.		
In	 this	 paper,	 we	 analyse	 circular	 economy	 archetypes	 from	 the	 life	 cycle	 management	
perspective.	This	is	done	by	comparing	circular	economy	archetypes	against	the	fundamentals	of	
asset	 management.	 Opportunities	 and	 threats	 produced	 by	 the	 circular	 economy	 for	 asset	
management	and	maintenance	are	addressed	with	real	cases	presented	in	Sitra’s	list	of	the	most	
interesting	companies	in	the	circular	economy	in	Finland.	
INTRODUCTION	
Asset	 management	 (AM)	 is	 a	 “coordinated	 activity	 of	 an	 organization	 to	 realize	 value	 from	
assets”	 (ISO	 55000,	 2014).	 Considering	 physical	 assets,	 AM	 aims	 at	 optimising	 the	 life	 cycle	
business	 impact	 of	 cost,	 performance,	 risk	 exposures	 and	 ensuring	 the	 availability,	 efficiency,	
quality,	 longevity	 and	 regulatory/safety/environmental	 compliance	 (IAM,	 2008).	 Asset	
management	 realises	 asset	 value	 through	 operation,	 maintenance	 and	 investment	 activities	
(Komonen,	2008).		
Circular	economy	(CE)	is	a	system	which	creates	value	by	minimizing	waste,	energy	and	the	use	
of	 natural	 resources	 (Geissdoerfer	 et	 al.,	 2017).	 CE	 solutions	 aim	 at	 slowing,	 closing	 and	
narrowing	 loops	 of	 material	 and	 energy.	 These	 solutions	 include,	 for	 instance,	 long-lasting	
design,	design	for	easy	disassembly	and	maintainability,	maintenance	actions	such	as	repair	and	
refurbishing,	reuse,	remanufacturing	and	recycling.	Figure	3	visualises	the	connection	between	
AM	and	CE.	
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Figure	3.	Asset	management	and	circular	economy. 
From	the	perspective	of	CE,	figure	above	illustrates	mainly	technical	cycles	such	as	life	cycle	of	
machinery	and	equipment.	AM	activities	 take	place	 in	different	 life	cycle	phases	and	 feedback	
loops.	Even	though	the	goals	of	CE,	maintenance	and	AM	are	largely	congruent,	the	research	on	
the	 impact	of	CE	on	maintenance	and	asset	management	has	been	 scarce.	Descriptions	of	CE	
solutions	generally	do	not	consider	the	opportunities	and	threats	for	AM.	
Therefore,	our	aim	 is	 to	analyse	circular	economy	archetypes	 from	the	 life	 cycle	management	
perspective.	 We	 compare	 circular	 economy	 archetypes	 against	 the	 fundamentals	 of	 asset	
management	described	in	ISO	55000	(2014).	Opportunities	and	threats	produced	by	the	circular	
economy	 for	 asset	management	and	maintenance	are	addressed	with	 real	 cases	presented	 in	
Sitra’s	list	(Sitra,	2017)	of	the	most	interesting	companies	in	the	circular	economy	in	Finland.	
OPPORTUNITIES	AND	THREATS	OF	CIRCULAR	ECONOMY	FOR	MAINTENANCE		
The	impact	of	maintenance	and	asset	management	on	CE	can	be	viewed	through	the	four	asset	
management	fundamentals:	1.	value	that	is	provided	to	the	organisation,	2.	alignment	of	plans	
and	activities,	 3.	 leadership	 and	 culture	 that	 ensures	 that	 employees	 in	 the	organisation	have	
clear	role	and	responsibilities	and	are	competent	and	empowered,	and	4.	assurance	that	assets	
fulfil	 their	 purpose	 (ISO	 55000,	 2014).	 Sitra	 (2017)	 classifies	 CE	 solutions	 into	 five	 categories:	
product-life	 extension,	 product	 as	 a	 service,	 sharing	 platform,	 renewability,	 and	 resource	
efficiency	 and	 recycling.	 Other	 often	 referred	 classifications	 are	 presented	 in	 Bocken	 et	 al.	
(2016)	and	Lacy	and	Rutqvist	(2015).	
Table	1.	Impact	of	maintenance	on	CE	solutions.	
IMPACT	OF	MAINTENANCE	ON	CIRCULAR	ECONOMY	
	
-22- 
CE	model/example	 	Threats	 Opportunities	
Renewability	
Closing	resource	loops	
	
Example	
St	 1:	 Petrol	 substitute	
from	organic	waste	
Asset	type	
Fleet	 of	 production	
units	
Value	
Treatment	 of	 hazardous	 materials	 and	 occupational	
safety	
Potential	 quality	 challenges	 for	 the	 end	 product	
(heterogeneous	raw	material)	
Uncertainty	 about	 the	 durability	 of	 machinery	 and	
equipment	 due	 to	 changing	 characteristics	 of	 raw	
material	and	lack	of	usage	history	data	
Alignment,	leadership	&	assurance	
More	 actors	 and	 stakeholders	 in	 the	 value	 chain	
increase	 the	complexity	of	 the	production	system	and	
the	 organisation	 and	 cause	 new	 challenges	 for	
decision-making,	 leadership	 and	 the	 assurance	 of	
performance		
Demand	 for	 interoperability	 of	 technical	 and	
information	 systems	 of	 different	 actors	 in	 the	
ecosystem	to	show	the	sustainability	of	products	
Value		
Several	 small	 production	 units	 increase	 delivery	
reliability	in	comparison	to	one	large	unit	
Fleet	 of	 production	 units	 may	 have	 a	 common	
spare	part	stock	
Alignment,	leadership	&	assurance	
Increased	 control	 and	 flexibility	 for	 the	 execution	
of	 planned	 shutdowns	 due	 to	 small	 production	
units	
Accumulated	fleet	data	can	be	used	to	support	the	
assurance	of	the	machinery	reliability	
Product-life	extension		
Slowing	resource	loops		
	
Example	
Valtra:	Remanufacturing	
tractor	gearboxes	
Asset	type	
Tractor	gearbox	
Value	
Recognizing	 when	 it	 is	 not	 feasible	 to	 extend	 the	
lifetime	of	gearboxes	
Alignment,	leadership	and	assurance	
In	 order	 to	 use	 the	 concept,	 there	 is	 a	 need	 for	
extensive	 information	 about	 the	 utilization,	 condition	
and	location	of	machinery	
Remanufactured	 machinery	 needs	 to	 be	 compliant	
with	the	requirements		
New	kind	of	life	cycle	phases	(due	to	remanufacturing)	
require	 the	 implementation	 of	 new	 assurance	
processes	
Value	
Using	 same	 equipment	 for	 remanufacturing	
reduces	costs	(e.g.	reduction	of	new	materials	and	
energy	consumption	in	production)	
Alignment,	leadership	and	assurance	
Predictive	maintenance	enables	early	detection	of	
wear/defects	before	failure	occurs	
Remanufacturing	 demands	 an	 advanced	
performance	monitoring	and	support	processes	to	
be	 successful.	 This	 enables	 indirect	 benefits	 such	
as	 decreased	 failures	 and	 disturbances,	 and	 new	
service	opportunities	
CONCLUSIONS	
Asset	management	and	maintenance	play	a	major	role	when	CE	solutions	are	implemented	and	
targeted	strategic	objectives	are	pursued.	Challenges	related	to	the	maintenance	of	machinery	
increase	due	 to	 the	heterogeneous	materials.	Additionally,	 CE	 solutions	 increase	 the	need	 for	
data	 of	 usage	 history.	 On	 one	 hand,	 the	 implementation	 of	 CE	 solutions	 often	 requires	 the	
renewal	of	the	data	collection	and	analysis.	On	the	other	hand,	increased	utilisation	of	fleet	data	
enables	more	efficient	decision-making	in	AM	activities.	
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ABSTRACT	
The	 generic	VTT	Model	 of	Digimaturity	 helps	 in	understanding	 and	 structuring	 the	 concept	of	
digitalisation.	This	paper	discusses	how	it	should	be	extended	and	made	more	profound	towards	
the	specific	needs	of	manufacturing	industry	and	product	processes.	
INTRODUCTION	
We	are	in	middle	of	the	fourth	industrial	revolution	which	is	based	on	Internet	technologies,	real	
time	information	flow	and	combination	of	available	technology	in	a	new	way	(Kagermann	et	al.,	
2013).	This	 is	not	based	on	totally	new	or	unknown	concepts,	but	 the	scale	and	complexity	of	
digitalization	 will	 be	 in	 totally	 new	 level	 in	 the	 future.	 Therefore	 frameworks	 and	 holistic	
perspectives	 on	 business	 models,	 strategies,	 processes,	 and	 enterprise	 architectures	 for	
structuring	 the	 complex	 concept	 of	 digitalization	 are	 required.	 Germany	 based	 Industrie	 4.0	
(Kagermann	et	al.,	2013)	is	one	name	for	the	fourth	industrial	revolution.	However,	Industrie	4.0	
only	describes	the	vision,	but	does	not	provide	a	clear	definition.	Even	more	unclear	is	how	it	fits	
to	Finnish	companies.	Our	hypothesis	 is	 that	 Industrie	4.0	will	 rule	also	 the	Finnish	 industry	 in	
near	 future,	 which	 requires	 radical	 improvement	 of	 data	 and	 information	 flow	 within	 value	
networks.	
VTT	Model	 of	 Digimaturity	 (http://digimaturity.vtt.fi)	 helps	 in	 understanding	 and	 structuring	
the	 concept	 of	 digitalisation	 (Leino	 et	 al.,	 2017).	 Additionally,	 it	 gives	 an	 estimate	 of	
organisations’	 current	 capabilities	 and	maturity	 as	well	 as	 general	directions	 toward	a	desired	
maturity	level.	Since	it	is	a	generic	model,	it	should	be	extended	towards	more	specific	needs	of	
manufacturing	industry.	This	paper	discusses	how	it	 is	developed	and	made	more	deep,	taking	
manufacturing,	 product	 processes	 and	 the	 Industry4.0	 vision	 into	 account.	 The	 extension	 is	
partly	 based	 on	 the	 ongoing	 Tekes-funded	 ”Digital	 Extended	 Enterprise	 –	 Dexter”	 –project	
(http://smacc.fi/projektit/dexter,	funded	by	Tekes,	VTT,	TUT	and	participating	companies),	and	
its	 preliminary	 results	 and	 conclusions,	 particularly	 the	 “Dexter-model”.	 Dexter	 builds	 on	 the	
Chrysler	 Corporation	 based	 notion	 of	 Extended	 Enterprise	 (EE)	 and	 studies	 how	 digitalization	
enables	better	collaboration,	flexibility,	information	flow,	transparency	and	total	productivity.		
RESEARCH	APPROACH	
The	research	approach	is	constructive.	It	builds	on	top	of	the	VTT	Digimaturity	Model	adding	the	
recognized	 sub-dimensions	 of	 the	Dexter-model	 that	 are	 important	 in	manufacturing	 industry	
and	 networks	 of	manufacturing	 companies.	 The	Dexter	model	 is	 relatively	 rich	 having	 almost	
2000	 different	 mentions/topics	 highlighted	 in	 the	 case	 companies.	 The	 extended	 sub-
dimensions	 were	 analysed	 in	 Dexter-project	 case	 studies	 with	 a	 network	 of	 one	 large	 OEM	
company	and	 four	 SME	 suppliers	of	 them.	 The	 sub-dimensions	were	 reflected	with	 literature.	
Additionally,	 the	 proposed	 extended	model	 has	 been	 tested	 and	 discussed	 in	 interviews	 and	
workshops	with	several	other	SME	manufacturing	companies.	These	were	selected	from	the	list	
of	 companies	 that	 have	 applied	 the	 VTT	 Digimaturity	 Model	 web	 tool,	 and	 indicated	 their	
interest	in	further	discussions.	
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RESULTS	AND	ANALYSIS	
Analysis	 of	 the	 Dexter-model	 raises	 the	 following	 themes	 in	 order	 to	 build	 a	 future	 digital	
manufacturing	extended	enterprise:	Strategical	collaboration	and	development	of	digitalization	
together,	digital	and	model	based	 integration	and	feedback	of	engineering	design	and	product	
development,	 transparency	 on	 every	 level,	 systematization	 and	 discipline	 of	 high	 quality	
processes,	development	of	 reliable	and	predictable	engineering	change	procedures.	As	can	be	
seen,	these	themes	touch	all	six	dimensions	of	the	original	VTT	Digimaturity	Model,	but	as	can	
be	 guessed,	 the	 product	 related	 models	 and	 processes	 are	 emphasized.	 Additionally,	
digitalization	maturity	refers	to	two	different,	but	interrelated	things	(Leino	et	al.,	2017):	Firstly,	
required	capabilities	and	organisation	readiness	for	digitalisation.	This	means	an	organisation’s	
capability	 and	 willingness	 (mindset)	 to	 change	 its	 function,	 processes,	 organisation	 and	
capability	 to	 effectively	 adopt	 new	 technology.	 Secondly,	maturity	 refers	 to	 an	 organisation’s	
performance	 based	 on	 digital	 technology.	 Thus,	 the	 sub-dimensions	 and	 elements	 of	 the	
extended	 models	 are	 categorized	 within	 these	 two	 perspectives	 (Figure	 1).	
Currently	 the	 extended	 model	 includes	 the	 recognized	 (Dexter-model	 and	 other	 industrial	
experience,	 literature)	 elements	 categorized	 as	 sub-dimensions	 of	 the	 six	main	 dimensions	 of	
the	 VTT	 Digimaturity	 Model.	 Practically	 speaking,	 the	 sub-dimensions	 work	 as	 more	 detailed	
structure	and	questions	 that	can	be	used	 for	 instance	 in	workshops	aiming	 to	help	companies	
creating	 steps	on	 their	 future	digitalization	path.	The	 sub-dimensions	 cannot	be	 introduced	 in	
details	in	this	limited	space.	
 
Figure	1.	Required	digitalization	capabilities	are	prerequisites	for	the	potential	increased	business	
performance.	Technology	is	just	one	of	six	digitalization	dimensions.	
As	an	example,	the	required	capabilities	of	the	Organization	&	Processes	dimension	studies	for	
instance	 the	 importance,	 definition	 and	 development	 of	 processes,	 types	 and	 modes	 of	
production,	types	of	product	development,	product	and	process	quality	and	KPIs,	and	definition	
and	 typology	 of	 information	 streams.	 Potential	 performance	 of	 O&P	 includes	 e.g.	 levels	 of	
information	digitation	and	 integration,	data	 flow	and	 transformation	 towards	 information	 and	
knowledge,	level	of	real	time	and	transparent	flows,	total	optimization	of	product	processes	and	
new	roles	in	organizations.	
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DISCUSSION	
Maturity	models	 have	 been	 a	 topic	 in	 academic	 research	 for	 decades.	Maturity	models	 have	
been	developed	and	utilized	 for	 instance	 in	 software	development	and	PLM	 implementations.	
Our	 extended	model	 of	manufacturing	 digitalization	maturity	 contributes	 to	 the	 discussion	 of	
digitalization	as	a	business	concept	and	maturity	model	as	a	method	and	consultancy	tool.	From	
the	 practical	 viewpoint	 it	 is	 proposed	 to	 boost	 digitalization	 in	 manufacturing	 industry	 by	
enabling	 understanding	 and	 structuring	 the	 extensive,	 complex	 and	 systemic	 concept	 of	
digitalization.	The	 first	experiences	and	 feedback	 from	companies	 is	positive	and	encouraging.	
There	seems	to	be	real	demand	for	such	a	framework.	Sample	size	of	companies	is	still	small	and	
results	 are	 partly	 interpretations,	 so	 very	 solid	 conclusions	 cannot	 be	 drawn.	 However,	 the	
model	 will	 be	 developed	 continually	 in	 dialogue	 with	 companies.		
Discussions	 with	 companies	 show	 that	 starting	 point	 for	 digitalization	 is	 mostly	 good:	
Commitment	 from	owners	and	top	management,	optimism	and	positive	attitude	towards	new	
technology,	open	culture,	willingness	to	share	information,	readiness	for	organizational	changes.	
Also	digital	 tools	 such	as	Google	marketing,	 social	media	 (LinkedIn,	 Facebook)	 are	 surprisingly	
well	 utilized	 also	 in	 SMEs.	 Many	 companies	 are	 interested	 in	 novel	 concepts	 and	 pieces	 of	
technology	as	part	of	their	marketing,	sales,	product	development	and	user	experience:	VR/AR,	
AI,	 model-based	 processes,	 Digital	 Twin,	 IIoT.	
For	Finnish	manufacturing	companies,	customization,	flexibility	and	agility	are	typically	essential	
competitive	 edges,	which	 create	 challenges	 for	 digitalization.	On	 one	 hand	 digitalization	 is	 an	
enabler,	but	on	the	other	hand	burden	and	big	investment	particularly	for	SMEs.	Currently	data	
and	 information	 do	 not	 typically	 flow	 optimally	 causing	waste	 in	 processes.	 Some	 companies	
have	 realized	 that	digitalization	could	 result	 in	new	ways	of	 creating	value	and	novel	business	
models	with	 opportunities	 to	 provide	 downstream	 services,	 such	 as	management,	 processing	
and	 infusion	 of	 data	 to	 knowledge.	 Digitalization	 may	 change	 the	 strategic	 position	 in	 value	
networks,	and	creates	opportunities	for	start-ups	to	seam	digital	value	networks	in	a	new	way.	
Digitalization	 is	 essentially	 a	 networked	 and	 systemic	 concept.	 It	 requires	 development	 of	
capabilities	and	interfaces	between	organizational	functions,	departments,	suppliers,	customers,	
partners,	etc.	It	should	be	understood	that	new	data	based	business	models	usually	also	require	
systemic	changes	 for	 instance	to	product	processes,	product	data	management,	and	customer	
interface.	
CONCLUSIONS	
Large	companies	are	often	seen	as	digitalization	forerunners.	However,	as	part	of	their	supplier	
networks,	 SMEs	 should	 be	 strategically	 prepared	 for	 the	 digital	 transformation.	 Actually,	
digitalization	 capabilities	 increase	 credibility	 as	 part	 of	 global	 networks.	 On	 the	 other	 hand,	
starting	 point	 for	 digitalization	 is	 mostly	 good	 also	 in	 SMEs.	 Digitalization	 is	 recognized	 in	
strategical	level	and	there	is	commitment	from	owners	and	top	management,	but	it	is	not	clear	
how	to	proceed.	Therefore	a	framework	for	digitalization	is	needed	including	concept	definitions	
and	terminology	-	together	with	external	perspectives	and	expertise.	The	prototype	of	extended	
Digimaturity	model	 for	manufacturing	 industry	 has	 gained	 positive	 feedback	 from	 companies,	
and	it	will	be	further	developed	in	dialogue	with	companies.	
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ABSTRACT	
Although	 Additive	 Manufacturing	 (AM)	 has	 existed	 for	 several	 decades	 and	 its	 industrial	
applications	are	 increasing,	 it	still	suffers	from	a	reliable	part	qualification	method.	 It	 is	mostly	
due	to	 lack	of	thoroughly	understanding	the	behavior	of	AM	Technologies	and	the	reasons	for	
variability	among	the	additively	manufactured	parts.	Advancement	 in	computational	hardware	
and	 software	 are	 continually	 improving	 the	 modeling	 and	 simulation	 capabilities.	 However,	
recent	 advances	 in	modeling	 and	 simulation	 techniques	were	not	 sufficient	 yet	 to	predict	 the	
parts’	 properties	 and	 to	 certify	 the	 manufactured	 parts.	 This	 refers	 to	 highly	 complex	
interconnections	 between	 the	 different	 physical	 phenomena	 in	 each	 AM	 technology,	 hence	
between	developed	models.	In	other	words,	the	reliability	and	accuracy	of	the	models	with	their	
specific	 scope,	 purposes,	 and	 constraints	 are	 increasing,	 but	 the	 links	 describing	 their	
interconnection	 are	 missing.	 Therefore,	 to	 link	 different	 types	 of	 models	 and	 hence	 better	
understanding	AM	processes,	a	robust	metamodeling	framework	 is	 required.	Toward	this	end,	
the	 following	 paper	 aims	 at	 addressing	 and	 extracting	 the	 fundamental	 requirements	 for	 an	
ideal	metamodeling	framework	for	additive	manufacturing	from	the	literature	review	analysis.	
INTRODUCTION	
In	comparison	to	conventional	processes,	AM	processes	are	more	complex,	less	predictable	and	
more	difficult	to	understand	due	to	their	multi-physics	nature	[1,	2].	In	spite	of	the	advancement	
in	 computational	 hardware	 and	 software	 and	 therefore	modeling	 and	 simulation	 reliability	 in	
AM,	 the	 adoption	 of	 AM	 models	 are	 still	 impractical	 for	 the	 industry	 practitioners	 [1,	 3].	
Presenting	a	suitable	metamodeling	 technique	 is	beneficial	 to	 link	 the	models	and	replace	 the	
expensive	 simulation	 models.	 According	 to	 Yang	 et	 al.,	 although	 the	 importance	 of	
metamodeling	 in	 AM	 is	widely	mentioned	 and	well	 understood	 in	 the	 literature,	 only	 limited	
number	of	research	has	been	articulated	around	it	[1].	To	mention	a	few	of	researches	focusing	
on	developing	metamodels	 in	AM,	ontology-based	metamodeling	 is	presented	by	Witherell	 et	
al.,	 and	 Roh	 et	 al.	 in	 separate	 research	 papers	 [3,4].	 Yang	 et	 al.	 focused	 their	 research	 on	
Polynomial	 Regression	 and	 Kriging	 method	 on	 constructing	 metamodels	 [1].	 Toward	 this	
direction,	 the	 prior	 publications	 of	 the	 authors	 focus	 on	developing	 a	mathematical	modeling	
framework	to	establish	the	simulable	casual	model	between	the	variables	[5-7].	The	integrated	
model	 is	 then	 achieved	 by	 linking	 the	 causal	 models.	 The	 existence	 of	 different	 approaches	
motivate	the	authors	to	highlight	some	of	the	most	important	requirements	(but	not	limited	to)	
that	a	successful	AM	modeling	framework	should	fulfill,	in	following	short	article.		
FUNDAMENTAL	REQUIREMENTS	
For	overcoming	the	challenges	and	complexities	in	the	modeling	of	AM	processes	and	therefore	
being	 able	 to	 certify	 the	 additively	manufactured	 parts,	 a	 robust	metamodeling	 framework	 is	
required	 [1,3].	 Obviously,	 the	 ideal	metamodeling	 framework	 should	 be	 tailored	 for	 AM.	 The	
following	 list	 represents	 the	 minimum	 set	 of	 requirements	 (not	 limited	 to)	 for	 an	 ideal	 AM	
metamodeling	framework:	
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Requirement	1:	Applicable	to	all	AM	technology	with	a	systematic,	repeatable	approach	
The	 framework	 should	 ideally	 represent	 a	 systematic,	 repeatable	 approach	 to	model	 any	 AM	
technology	and	their	associated	functions	and	phenomena.	It	enables	comparative	study	among	
different	 AM	 technologies,	 AM	machines,	 and	 different	 parameter	 settings	 and	 enhances	 the	
decision-making	process.			
Requirement	2:	Multi-Domain,	Multi-Scale	Modeling	
Each	 AM	 process	 involves	 with	multi-physics	 phenomena	 taking	 place	 while	manufacturing	 a	
part.	 Therefore,	 the	 framework	 should	 be	 capable	 of	 developing	 models	 interacting	 with	
different	 energy	 domains,	 and	 linking	 models	 with	 different	 level	 of	 details.	 Toward	 this	
direction,	 Williams	 et	 al.	 presented	 a	 functional	 classification	 framework	 for	 the	 conceptual	
design	of	AM	technologies	[8].	Dimensional	Analysis	Conceptual	Modeling	(DACM)	Framework	is	
another	effort	for	multi-domain,	multiscale	modeling	[5,6].		
Requirement	3:	Data	and	Different	Model	Integration	
The	modeling	procedure	should	provide	the	possibility	to	link	different	type	of	models	and	data.	
An	 effective	 predicting	 model	 might	 be	 the	 combination	 of	 experimental	 models	 and	 the	
existing	validated	theoretical	models.	Toward	this	direction,	Shaw	et	al.	proposed	an	approach	
to	 decompose	 the	 AM	 processes	 for	 representing	 process-related	 data	 [9].	 Ontology-based	
metamodeling	 is	 another	 approach	 suggested	 by	 researchers	 for	 data	 reconciliation	 [4].		
Moreover,	 another	 level	 of	 model	 integration	 is	 refereeing	 to	 integrating	 the	 part’s	 model	
describing	its	geometrical	characteristics	into	AM	process	model.		
Requirement	4:	Enhancement	and	Enabling	Machine	Learning	or	Data	Mining	Techniques	
The	Inter-laboratory	round	robin	study	among	demonstrated	that	AM	processes	are	facing	with	
huge	variability	in	mechanical	properties	of	the	parts	manufactured	with	the	parameter	settings	
[10].	The	variability	in	mechanical	properties	not	only	existed	between	different	laboratory	using	
same	parameter	settings	and	same	AM	process	but	also	between	different	parts	manufactured	
by	each	laboratory.	It	strongly	highlights	the	importance	of	using	machine	learning	techniques	to	
constantly	 adapt	 and	 converge	 the	 developed	model	 to	 the	 desired	 AM	 process	 that	 we	 are	
modeling.	Furthermore,	the	machine	learning	techniques	can	enable	the	automatic	extraction	of	
unknown	relationships	between	the	variables.		
Requirement	 5:	 Qualitative	 and	 Quantitative	 Simulation,	 Multi-criteria	 Simulation	 and	
Contradiction	Detection	
Enhancing	 the	 quality	 of	 the	 additively	 manufactured	 parts	 with	 less	 trial	 and	 error	 and	 less	
experimental	 costs	 requires	 that	 the	 framework	 support	 the	 simulation	 of	 the	 process	model	
qualitatively	and	quantitatively.	Another	important	aspect	is	the	ability	of	detection	of	system’s	
weaknesses	 and	 contradiction	 while	 simulating	 the	 model,	 which	 systematically	 leads	 to	
understanding	 where	 the	 innovation	 or	 optimization	 is	 required.	 Toward	 this	 ability,	 DACM	
Framework	perfectly	provides	the	mathematical	basis	and	the	integration	of	validated	theories	
and	method.	[5-7]		
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CONCLUSION	AND	PERSPECTIVE	
In	 this	 paper,	 some	 of	 the	 most	 important	 requirements	 that	 a	 successful	 AM	 modeling	
framework	 should	 fulfill	 were	 highlighted.	 Concerning	 the	 mentioned	 fundamental	
requirements,	the	authors	developed	the	DACM	Framework	and	tailored	it	for	AM.	Authors	are	
currently	attempting	to	integrate	a	novel	Knowledge-based	Artificial	Neural	Network	(K-ANN)	to	
the	 framework.	 This	 knowledge-based	 ANN	 is	 not	 only	 enabling	 the	machine	 learning	 in	 the	
framework	but	also	boost	the	convergence	of	model	in	comparison	to	the	conventional	ANN.		
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ABSTRACT	
Both	 additive	 and	 hybrid	 manufacturing	 open	 many	 new	 possibilities	 and	 perspectives	 to	
manufacturing	 but	 until	 now	 the	 systems	 have	 been	 stand-alone	 technologies	 without	 real	
industrial	implementation	on	workshop	floor.	The	research	is	concentrated	mainly	in	design	and	
process	 optimization,	 and	 separate	 part	 printing.	 Therefore,	 automatic	 and	 flexible	 industrial	
production	has	not	been	possible	with	current	technologies.	Most	of	the	process	steps	include	
manual	work	and	development	work	is	needed	especially	in	pre-	and	post-processing	of	the	AM	
machines.	Some	trials	have	been	made	e.g.	on	powder	handling	and	part	removal	from	system,	
but	 real	 solutions	are	not	 seen	 in	markets	yet.	Also	post-processes,	 i.e.	 stress	 relief	and	other	
post-heat	 treatments,	 as	 well	 as	 machining	 steps,	 grinding,	 polishing	 etc.	 need	 solutions.	 In	
addition	quality	inspection	should	be	included	in	the	total	system.	
In	the	presentation	the	systems	in	the	market	are	analyzed	giving	the	possibilities	for	different		
and	 the	 current	 barriers	 hindering	 the	 controlled	 automatic	 production	 are	 presented	 to	 give	
perspective	to	the	future	work.	
INTRODUCTION	
There	are	a	few	key	factors	why	the	automatic	and	control	systems	are	going	to	become	more	
important	in	the	integration	and	automation	of	AM	processes	
• Integration	of	AM	technology	into	factory	floor		
• Demand	for	small	batch	production	
• High	variability	between	products	
• Demand	for	ensuring	consistent	quality	for	finished	parts	
• How	to	link	AM	machines	to	the	existing	machinery/work	flow?	
• Capability	of	AM	to	be	integrated?	
The	important	questions	are	also:	
• What	are	the	processes	that	should	be	automated?	
• What	is	the	level	of	automation	that	can	be	realistically	achieved	in	a	near	future	?	
PROCESS	PHASES	
In	 metal	 additive	 manufacturing	 there	 are	 different	 process	 phases	 that	 can	 be	 separately	
analyzed.	 These	 are	presented	 in	 Figure	1;	 design,	material	 handling,	AM	part	manufacturing,	
separate	post	processing	and	quality	control.	
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Fig.	1.	Process	phases	of	additive	manufacturing	(Powder	bed	fusion	and	Directed	energy	
deposition).	
Design	phase	
In the design phase a 3D model of the component is created and modified. In some cases 
modifications to the original 3D model are necessary to improve the printability of the 
part. The orientation of the part is chosen and the support structures are created based on 
the geometry and design criteria of the part. The level of automation at this phase is low 
and user input is required especially for new designs. The design phase can be 
streamlined for parts with little complexity using best practices in AM design. Critical 
process parameters include layer thickness, energy input, scanning strategy, platform 
heating, etc. They affect the quality of printed parts causing issues as high porosity, high 
surface roughness, thermal distortion and failed prints. Currently the existing solution to 
these issues is to use parameters from machine manufacturer or parameters that have been 
obtained experimentally. The challenge in industrial production is the matter of ensuring 
parameters that function properly between different powder batches, machines and part 
geometries 
Powder	handling	
The necessary steps for powder processing and handling depend on the type and 
properties of the powder. The quality of the powder material is typically ensured by the 
supplier who processes the powder to meet the requirements for chemical composition, 
particle size distribution, morphology, humidity and flow properties. These properties 
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affect the behavior of the powder and are controlled to ensure good quality. If the powder 
is ordered directly from manufacturer, the customer could be responsible for the 
processing and inspection of the powder. Information should be collected from all of the 
process steps to ensure comparability between different powder batches. Challenges in 
automation lie in handling the procurement and quality control. Some commercial 
machines have powder-sieving stations with semi-automatic functionality. Powder 
removal from the build chamber is automated in some SLM machines that have a 
modular design, but in practice this step is done manually. 
AM	Part	manufacturing	
The build process itself is usually automated, but many of the preparations before and 
after printing are manual. Build chamber must be cleaned before the next print job. All of 
the information required for the printing can be transferred between the design phase and 
the machines. The major challenge in the build process phase is quality monitoring for 
detecting defects and machine-related problems during the build process. The process 
parameters, build chamber conditions and powder properties all affect the build process 
and the quality of printed parts. For example improper process parameters can result in 
thermal distortions during the build causing re-coater damage and a failed print. The 
proper function of the machines are ensured by performing routine maintenances. There 
are also a number of commercial quality monitoring systems (powder bed, melt pool, 
laser, etc.) under development for the AM machines. The existing monitoring solutions 
are passive systems, but there is a growing demand for systems that adaptively monitor 
the build process and make changes to the process parameters when needed. 
Post	processing	
Post-processing is probably the most challenging part of automation for AM. The 
technique for removing parts from the platform depend on the print layout geometry, 
platform size, surface quality etc. The parts are usually removed after stress relief heat 
treatment. Other heat treatments are also very important steps, e.g. different annealing 
and hardening processes. In most cases the product must also be machined after the 
printing and annealing steps. The dimensional accuracy of the printed parts compared to 
the CAD model depend on material, process parameters and post treatments. The 
challenge is to predict the microstructure and mechanical properties. In addition, the more 
complex geometries pose challenges for machining. Currently parts and support 
structures are removed manually. Conventional heat treatment procedures and machining 
steps are used. In the future the post processing procedures must be adapted to match the 
high variability of small batch production. 
Quality	assurance	
All manufactured parts should meet the required quality standards. A key challenge in 
adopting AM for industrial use is ensuring consistent quality for finished products. AM 
machines that are used for large scale printing typically use only one material, which 
makes quality control measures more straightforward to implement compared to small 
batch production, where the material is changed frequently. The quality aspects are 
important in all of the process phases. 
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Hybrid	manufacturing	
Hybrid	manufacturing	are	called	the	systems	where	additive	and	subtractive	manufacturing	are	
combined	in	the	same	machine.	They	are	based	on	either	powder	bed	fusion	or	directed	energy	
deposition	systems	making	them	very	different	in	practice.		
The	most	usual	systems	in	the	market	are	
• Directed	energy	deposition	combined	with	5-axis	milling	(Fig.	2)	
• Directed	energy	deposition	combined	with	turn	mill	(Fig.	2)	
• Powder	bed	fusion	combined	with	3-axis	milling	
• Cold	metal	spray	combined	with	5-axis	milling	
The	 advantages	 of	 the	DED-hybrid	 process	 over	 other	 solutions	 are	 that	 it	 can	 be	 utilized	 for	
repairing	parts	or	for	adding	additional	features	to	components	using	relatively	high	build	rates,	
high	 geometrical	 flexibility	 and	 the	 ability	 to	 use	 multiple	 materials	 in	 one	 build.	 It	 can	 also	
produce	 high	 dimensional	 accuracy	 of	 milled	 surfaces.	 A	 disadvantage	 is	 that	 cutting	 fluids	
cannot	be	used,	limiting	the	milling	capabilities	of	the	machines.	
In	PBF	and	milling	hybrid	 the	 laser	melting	process	 is	 repreated	 for	 several	 layers	 followed	by	
high	 speed	milling	 of	 selected	 contours.	 The	 advantages	 are	 a	 high	 dimensional	 accuracy	 and	
low	surface	roughness	and	that	the	process	makes	milling	of	internal	channels	possible.	Possibly	
the	 entire	 surface	 area	 of	 the	 part	 can	 be	 milled,	 which	 can	 be	 difficult	 or	 impossible	 	 for	
complex	parts	if	done	after	processing.	The	disadvantages	are	long	build	times	per	part	and	that	
cutting	chip	residue	that	is	left	in	the	build	chamber	(however	small	in	size).	Manufactured	parts	
might	require	heat	treatments	depending	on	the	material.		
In	 the	 hybrid	 systems	 the	 additive	 process	 as	 well	 as	 the	 machining	 steps	 are	 quite	 well	
automated	but	in	a	similar	manner	to	the	standalone	PBF	and	DED	systems,	the	design,	powder	
handling	and	post-processing,	especially	heat	treatment	is	not	fully	automated.	Therefore,	these	
aspects	require	development..	One		important	question	is	how	to	plan	the	heat	treatments	for	
Hybrid	 manufacturing	 processes.Namely,	 the	 heat	 treatment	 is	 not	 included	 in	 the	 hybrid	
system	 itself.	 The	 systems	 have	 also	 quite	 many	 limitations,	 which	 are	 not	 informed	 by	 the	
system	manufacturers.	 Therefore,	 it	 looks	more	 or	 less	 so	 that	many	 of	 the	 systems	 are	 best	
suited	for	certain	product	types.	This	must	be	one	of	the	major	developments	in	the	future.	
	
Fig.	2.	Directed	energy	deposition/Laser	cladding	combined	with	5-axis	milling/Turn	mill	(Mazak).	
[1]	 [2]	
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Control	systems	
Control	system	is	a	key	issue	on	the	factory	automation.	Most	of	the	AM	and	hybrid	systems	in	
the	 market	 are	 stand-alone	 machines	 and	 are	 not	 ready	 for	 automated	 factories.	 Many	
developments	 are	 going	on	and	 in	 the	near	 future	 the	 systems	better	 suitable	 for	 automated	
control	systems	will		likely	be	available.	
CONCLUSIONS	
Additive	 and	 hybrid	manufacturing	 systems	 are	 currently	more	 or	 less	 stand-alone	machines,	
which	do	not	have	the	readiness	for	automatic	production.	The	building	process	itself	is	usually	
automated,	 but	 pre-	 and	 post-processes	 are	 not.	 Design	 phase,	 material	 handling,	 AM	 part	
manufacturing,	 separate	post	processing	 and	quality	 control	 need	a	 lot	of	 development	 to	be	
ready	to	be	combined	in	a	fully	automated	factory	concept.		
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ABSTRACT	
In	OEM’s	producing	capital	goods,	aftersales	services	is	a	major	part	of	the	business.	Managing	
spare	parts	cost-efficiently,	while	providing	high	service	 level	 for	 the	customers	 is	a	challenge.	
Digital	spare	parts	project	(DIVA)	studies	a	digital	supply	chain,	where	spare	parts	are	3D	printed	
on	demand	close	to	the	end	user.	This	could	simultaneously	reduce	costs	and	 increase	service	
level.	 The	 first	 challenge	 is	 how	 to	 identify	 parts	 suitable	 for	 3D	 printing	 from	 the	 tens	 or	
hundreds	of	thousands	of	spare	parts	that	companies	manage,	as	not	all	are	technologically	or	
economically	viable	 to	3D	print.	 In	 this	 study,	a	 similar	method	as	developed	by	Knofius	et	al.	
(2016)	 is	used	to	 identify	such	spare	parts	 in	two	OEMs	producing	capital	goods.	Based	on	the	
case	studies,	it	is	estimated	that	up	to	20	%	of	the	spare	parts	could	be	3D	printable	in	theory.	
This	 is	 reduced	 to	 around	 6	 %	 having	 good	 technological	 potential	 to	 be	 3D	 printed.	
Furthermore,	around	2	%	would	also	be	economically	feasible	to	3D	print	today.	To	improve	the	
accuracy	and	automate	the	identification	process,	more	structured	spare	part	data	is	needed.		
INTRODUCTION	
In	 OEMs	 producing	 capital	 goods	with	 lifecycles	 spanning	 several	 decades,	 aftersales	 services	
could	account	over	50	%	of	their	revenue.	The	traditional	supply	chain	is	compromising	between	
a	large	inventory	for	maximum	service	level	versus	small	inventory	for	minimum	costs.	(Deloitte,	
2013).	A	digital	supply	chain,	where	parts	are	manufactured	on	demand	via	3D	printing	close	to	
the	 end	 user,	 has	 the	 potential	 to	 disrupt	 the	 aftersales	 service	 business	 by	 simultaneously	
reducing	 costs	while	 increasing	 service	 level.	Digital	 spare	parts	 could	help	 reduce	 lead-times,	
costs	related	to	warehousing	and	logistics,	manufacturing	costs	and	secure	the	supply	of	legacy	
parts.	 (Holmström	et	 al.,	 2010).	 The	goal	 of	 this	 study	 is	 to	 identify	 those	parts	 that	 could	be	
digital	spare	parts.	Assessing	the	economic	benefit	that	could	be	gained	via	3D	printing	is	limited	
by	readily	available	data.	As	for	identifying	spare	parts	that	even	can	be	3D	printed,	the	limiting	
factor	 is	 also	 the	availability	and	 structure	of	 relevant	 spare	part	data.	The	most	 fundamental	
classification	attributes	are	material	and	size,	as	only	relatively	small	parts	consisting	of	a	single	
material,	metallic	 or	plastic,	 can	be	3D	printed	with	 today’s	 technology.	However,	 the	explicit	
part	information	such	as	material,	geometry	and	tolerances	are	stored	in	different	files	related	
to	the	spare	part.	Such	scattered	and	non-unified	data	is	not	easily	extracted	from	a	database.	
Therefore,	 for	a	 first	 stage	 identification	of	 spare	parts	with	highest	3D	printing	potential,	 the	
methodology	has	to	be	adapted	for	the	readily	available,	company	specific	spare	part	attributes	
that	are	stored	in	a	structured	database.		
There	has	not	been	many	studies	about	how	to	identify	all	the	potential	3D	printable	parts	from	
a	 large	 spare	 part	 assortment	 and	 how	 much	 such	 parts	 exists	 today.	 Knofius	 et	 al.	 (2016)	
proposed	and	tested	such	a	methodology	for	one	company	working	in	the	field	of	aviation	with	
a	 selected	 spare	part	 assortment	of	 40330.	 In	 the	 studied	 company,	 15.3	%	of	 the	 scope	was	
identified	 as	 technologically	 possible	 to	 3D	 print	 and	 further,	 2.8	 %	 were	 considered	
economically	viable	business	cases.	The	aim	of	this	study	is	to	apply	similar	method	to	identify	
3D	printable	spare	parts	of	two	additional	companies	producing	different	capital	goods.	
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METHODS	
Spare	 parts	 of	 two	 companies,	 referred	 here	 as	 Company	 A	 and	 Company	 B,	 were	 classified	
based	on	the	3D	printing	potential.	The	technological	classification	attributes	were	material	and	
size.	The	material	information	was	indirect	information	derived	from	company	specific	material	
grouping	and	commodity	codes.	As	for	size,	weight	and	dimensions	were	used	when	applicable.	
It	was	recognized	that	after	this	classification,	the	potential	group	still	contained	parts	that	are	
impossible	or	technologically	not	feasible	to	3D	print.	To	exclude	these,	images	were	extracted	
from	the	companies’	databases	for	those	spare	parts	that	had	been	photographed	(sample	size	
30	%	for	Company	A	and	15	%	for	Company	B)	and	a	visual	classification	was	done.	These	results	
were	 extrapolated	with	 the	 assumption	 that	 parts	without	 images	would	 classify	 in	 the	 same	
manner	as	those	with	an	image.	The	economic	classification	of	3D	printing	parts	that	passed	the	
technological	 classification	 was	 done	 based	 on	 a	 ranking	 matrix,	 shown	 in	 table	 1.	 First,	 the	
spare	parts	were	divided	 into	metals	 and	plastics	 and	 further	 into	 stock	 and	non-stock	 items.	
Spare	 parts	without	 specified	 resupply	 lead-time	were	 classified	 into	 a	 separate	 group,	 called	
special.	Based	on	the	material	and	to	which	of	 the	three	categories	the	spare	part	belongs	to,	
the	ranking	limits	and	related	attributes	were	defined.	
The	 economic	 classification	 attributes	 were	 price,	 resupply	 lead-time,	 demand	 rate	 and	
minimum	order	quantity	 (MOQ).	High	price,	resupply	 lead-time	and	MOQ	or	 low	demand	rate	
indicates	 increased	 3D	 printing	 potential.	 Resupply	 lead-time	 is	 only	 considered	 relevant	 for	
non-stock	 items.	 It	was	assumed	that	stock	 items	could	not	yet	be	made	into	digital	non-stock	
items	with	 the	 current	 status	 of	 3D	 printing	 technology.	 To	make	 stock	 items	 into	 non-stock	
items	 (making	 the	 resupply	 lead-time	 a	 critical	 factor),	 would	 drastically	 reduce	 warehousing	
costs,	but	would	require	that	3D	printing	on	demand	could	meet	the	short	(from	hours	to	few	
days)	response	times	specified	in	service	level	agreements.	The	ranking	limits	are	show	for	ranks	
1-3,	which	were	considered	economically	feasible.	Parts	not	fulfilling	any	of	these	criteria	were	
considered	unfeasible.	The	complete	process	can	be	summarized	to	four	steps:	define	the	scope	
and	classification	attributes,	exclude	spare	parts	that	cannot	be	3D	printed,	exclude	spare	parts	
that	 are	not	 technologically	 feasible	 to	3D	print	 and	 rank	 the	 remaining	 spare	parts	based	on	
their	economic	feasibility.	
Table	1.	Economic	feasibility	ranking	matrix	
	 Non-stock	 Stock	 Special	 	
Material	 MOQ	*	Price	
[€]	
Resupply	 lead-
time	[day]	
Price	[€]	 MOQ	 /	
demand+1	
MOQ	 *	
Price	[€]	
Rank	
Metal	 >1000	 	 >1000	 	 >500	 1	
500-1000	 >14	 	 >50	 	
>100	 60-100	 	 	 	
>10	 >100	 	 	 	
100-500	 30-60	 500-1000	 	 100-500	 2	
>10	 >30	 100-500	 1-10	 	
	 	 10-100	 10-50	 	
500-1000	 <14	 100-500	 no	help	 10-100	 3	
>10	 60-100	 10-100	 1-10	 	
100-500	 	 	 	 	
10-100	 30-60	 	 	 	
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Plastic	 >500	 	 >500	 	 >100	 1	
100-500	 >14	 	 >50	 	
>10	 60-100	 100-500	 >1	 	
>1	 >100	 	 	 	
100-500	 <14	 100-500	 	 10-100	 2	
10-100	 30-60	 10-100	 1-10	 	
	 	 1-10	 10-50	 	
10-100	 14-30	 10-100	 no	help	 1-10	 3	
>1	 60-100	 1-10	 1-10	 	
RESULTS	AND	DISCUSSION	
Figure	1	illustrates	the	results	from	the	two	case	studies.	At	step	1,	the	scope	was	defined	and	
related	data	retrieved	from	the	companies’	databases.	Steps	2	and	3	are	interlinked,	as	some	of	
the	 technologically	 not	 feasible	 spare	 parts	 were	 already	 identified	 and	 excluded	 at	 step	 2,	
based	on	 spare	part	attributes.	 In	 the	 same	manner,	 some	spare	parts	 that	 should	have	been	
excluded	as	not	printable	already	in	step	2	were	only	identified	at	step	3.	Largest	of	such	groups	
was	mechanical	parts	 consisting	of	multiple	materials.	At	 step	4,	parts	 that	 received	 rank	1-3,	
were	considered	economically	feasible.	Step	4	was	not	conducted	with	Company	B.	
 
Figure	1.	Results	from	the	case	studies	with	company	A	and	B.	
The	large	difference	between	step	2	and	3	comes	from	excluding	spare	parts,	which	could	be	3D	
printed	 in	 theory,	but	 it	would	not	make	 sense	 to	produce	 these	with	3D	printing.	This	group	
consists	mostly	of	bulk	 items	 (for	example	bolts,	nuts	etc.)	and	simple	geometry	parts	such	as	
sheet	metal	parts.	In	this	analysis,	these	were	excluded	in	step	3	as	technologically	not	feasible	
and	 therefore	 the	 economic	 feasibility	 was	 not	 further	 assessed	 for	 these	 in	 step	 4.	
Counterintuitively,	 this	 group	 may	 contain	 some	 parts,	 which	 would	 actually	 make	 a	 viable	
business	case,	if	examined	in	more	detail.	The	most	common	factor	in	the	spare	parts	identified	
as	technologically	feasible	is	that	they	are	complex	geometry	parts,	typically	cast/molded	today.	
This	indicates	further	economic	benefit	for	3D	printing,	as	expensive	molds	related	to	the	spare	
parts	could	be	eliminated.	On	the	other	hand,	this	study	does	not	consider	the	possible	need	of	
post-processing	or	other	 finishing	after	3D	printing	 to	meet	 tolerances	or	other	 specified	part	
properties.	 This	 factor	 was	 not	 considered,	 as	 this	 information	 for	 the	 spare	 parts	 was	 not	
readily	available.	It	is	believed	that	if	considered,	this	would	render	some	parts	unfeasible.	These	
case	 studies	 and	 the	 one	 conducted	 by	 Knofius	 et	 al.	 (2016)	 indicate	 that	 regardless	 of	 the	
company,	similar	results	can	be	expected.	
CONCLUSIONS	
Based	on	the	case	studies	in	companies	producing	capital	goods,	it	is	estimated	that	up	to	over	
20	%	of	 the	 spare	parts	 could	be	3D	printable	 in	 theory.	 This	 is	 reduced	 to	around	6	%	when	
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parts	with	extremely	simple	or	standardized	geometries	are	excluded.	Furthermore,	around	2	%	
would	also	be	economically	feasible	to	3D	print	today.	To	 improve	the	accuracy	and	automate	
the	identification	process,	more	structured	spare	part	data	is	required.		
REFERENCES	
Deloitte.	 2013.	 Driving	 Aftermarket	 Value:	 Upgrade	 Spare	 Parts	 Supply	 Chain.	 Deloitte	 China	
Auto	Industry	Spare	Parts	Management	Benchmark	Survey	White	Paper.	23	p.	
Holmström,	J.,	Partanen,	J.,	Tuomi,	J.	&	Walter,	M.	2010.	Rapid	manufacturing	in	the	spare	parts	
supply	 chain:	 Alternative	 approaches	 to	 capacity	 deployment.	 Journal	 of	 Manufacturing	
Technology	Management,	21(6),	pp.	687-697.	
Knofius,	N.,	Van	der	Heijden,	M.	&	Zijm,	W.	2016.	Selecting	parts	for	additive	manufacturing	in	
service	logistics.	Journal	of	Manufacturing	Technology	Management,	27(7),	pp.	915	
	
									III	SMART	MACHINES	AND	ROBOTICS	
AWARENESS	IN	HUMAN-ROBOT	INTERACTION	FOR	COLLABORATIVE	TASKS	
	
-42- 
11. AWARENESS	IN	HUMAN-ROBOT	INTERACTION	FOR	COLLABORATIVE	TASKS		
Alexandre	Angleraud,	Roel	Pieters		
Tampere	University	of	Technology,	Laboratory	of	Automation	and	Hydraulics	
alexandre.angleraud@tut.fi	
ABSTRACT	
A	human	and	a	 robot	working	 in	pair	produces	a	better	and	 faster	 result	 than	 if	 they	worked	
individually	[1].	This	collaboration	is	particularly	adapted	to	explicit	tasks	which	makes	it	a	great	
asset	 for	manufacturing	 lines.	However,	 these	 interactions	come	with	challenges	such	as	strict	
time	constraints	in	planning,	advanced	perception	abilities,	and	of	course,	an	absolute	need	for	
safety.	More	practically,	 this	means	 that	human	and	 robot	need	 to	be	aware	of	each	other	 in	
order	 to	 make	 the	 collaboration	 possible.	 To	 investigate	 these	 novelties	 in	 human-robot	
interaction,	 we	 propose	 to	 build	 a	 demonstrator	 composed	 of	 one	 or	 two	 robotic	 arms	
reproducing	an	industrial	context	with	a	collaborative	task	to	perform.	This	demonstrator	will	be	
equipped	with	 different	 sensors	 allowing	 it	 to	 be	 conscious	 of	 its	 environment	 and	 a	 display	
system	 that	 will	 enable	 the	 communication	 with	 a	 human	 agent.	 By	 developing	 a	 cognitive	
system	on	 top	 of	 this	 system	we	want	 to	 showcase	 the	 different	 improvements	 that	 it	 could	
bring	upon	the	manufacturing	world.	
CONCEPT	
Although	robots	are	already	present	in	our	industries,	their	use	is	limited	to	a	restricted	number	
of	tasks	and	it	is	still	hard	to	change	and	reprogram	them	for	another	set	of	actions.	Moreover,	
in	 certain	 cases,	 humans	 just	 tend	 to	 perform	better	 than	 robots	 at	 a	 specific	 task.	 For	 these	
reasons,	 research	 about	 cobots,	 i.e.,	 robots	 meant	 for	 interaction	 and	 collaboration	 with	
humans,	is	an	ongoing	topic	all	around	the	world.	Such	systems	have	the	opportunity	to	mix	the	
best	from	the	robot	side	but	also	from	the	human	side	and	in	this	sense,	cobots	could	be	a	way	
to	rethink	our	industries,	as	part	of	the	industry	4.0	movement	[2].		
However,	 two	 keys	 for	 this	 change	 to	 happen	 are	 the	 cost	 and	 the	 ease	 of	 use	 of	 the	 final	
system.	We	 can	 already	 take	 lessons	 from	 other	 ongoing	 projects	 such	 as	 the	 two	 robots	 of	
Rethink	Robotics	in	the	USA,	Baxter	and	Sawyer	[3].	The	first	one,	Baxter,	is	a	two	robotic	arms	
solution	for	the	manufacturing	lines	featuring	force	sensing	and	7	DoF	for	each	arm	as	well	as	a	
safe	behavior	near	humans.	As	for	Sawyer	it	offers	the	same	flexibility	but	is	composed	of	only	
one	 arm	 	 having	 a	 longer	 reach	 and	 taking	 less	 space	 than	 Baxter.	 They	 both	 use	 a	 software	
called	 Intera	which	consists	 in	a	 train-by-demonstration	 interface	 for	 the	ease	of	deployment.	
We	can	also	think	about	the	German	project	iMRK	conducted	in	collaboration	with	Volkswagen	
[4]	which	 resulted	 in	 a	 dual	 arm	manipulation	 platform	 that	 could	 be	 controlled	with	 human	
gestures.	 This	 shows	 that	 it	 is	 possible	 to	 produce	 robots	 for	 collaboration	with	 humans.	 The	
next	challenge	 is	now	to	make	the	software	evolve	 in	a	way	that	makes	robots	able	to	handle	
more	tasks	while	keeping	in	mind	the	importance	of	having	an	intuitive	interaction.		
On	a	more	technical	 level,	previous	works	with	reasoning	through	ontologies	and	collaborative	
robotics	 include	 [5]	 in	 which	 a	 framework	 has	 been	 developed	 to	 tackle	 the	 human	 activity	
recognition	challenges	that	we	could	need	in	the	process	of	teaching	new	tasks	to	the	cobot.	In	
[6],	 human	 activity	 recognition	 is	 also	 addressed	with	 a	 focus	 on	how	 to	handle	 the	different	
styles	that	could	be	encountered	among	humans	when	doing	the	same	kind	of	action.	This	work	
brings	 the	 idea	 of	 really	 understanding	 what	 is	 being	 demonstrated.	 More	 recently,	 in	 [7]	
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learning	 is	considered	from	the	perspective	of	memory	skills	to	take	 into	account	the	previous	
executions	of	a	task.	Our	ideas	are	similar	but	aim	at	developing	the	potential	interactions	in	the	
reasoning	 process	whereas	 the	 described	works	were	 investigating	 automated	 solutions	 from	
artificial	 intelligence.	Of	 course,	 one	of	 our	 option	would	 be	 to	 build	 an	 hybrid	 system	 taking	
advantage	of	both	sides.		
The	 object	 of	 our	 research	 is	 the	 construction	 of	 a	 demonstrator	 to	 investigate	 collaborative	
tasks	 between	 humans	 and	 robots	 through	 various	 interactions	 with	 a	 certain	 degree	 of	
awareness	 from	 the	 robot.	 The	challenges	addressed	here	are	 the	 following.	 First	we	want	 to	
develop	 the	 existing	 solutions	 for	 the	 perception	 interface	 that	 is	 needed	 to	 gather	 enough	
information	about	 the	environment.	Our	 second	objective	 is	 to	 rethink	 the	 interface	between	
the	 robot	 and	 human	 agents	 allowing	 an	 efficient	 exchange	 of	 information	 adapted	 to	 the	
industrial	environment	in	which	the	robot	will	be	deployed.	Finally,	we	want	to	have	a	software	
that	 can	 use	 ontologies	 to	 build	 a	 knowledge	 base	 about	 the	 different	 components	 of	 the	
environment	and	bring	awareness	in	the	collaboration	between	the	human	and	the	robot.	This	
would	allow	us	to	take	into	accounts	the	task	to	perform	and	plan	an	efficient	way	to	perform	it	
using	the	different	agents	available.	This	software	would	also	contain	a	way	to	enable	humans	to	
teach	 a	 task	 in	 an	 intuitive	 way	 using	 the	 latest	 technologies	 such	 as	 augmented	 reality	 for	
example.	
A	 transversal	 goal	 in	 this	work	 concerns	 the	 safety	 issues	 that	 occur	 during	 the	 collaboration	
between	a	human	and	a	 robot.	Recently,	 standards	have	been	established	 	and	we	 thus	have	
precise	criterias	 to	qualify	 the	 robustness	of	our	 system	[8].	As	an	example,	 the	 ISO/TS	15066	
specifies	the	following	:	“safety	requirements	for	collaborative	industrial	robot	systems	and	the	
work	environment,	and	supplements	the	requirements	and	guidance	on	collaborative	industrial	
robot	operation”.	 Furthermore,	 to	ensure	 the	operationality	of	 our	product,	 testing	 is	 also	 an	
important	part	for	us	and	our	future	partners.	In	[9]	is	described	an	approach	for	this,	to	allow	
more	transparency	in	the	testing	process.	
To	validate	our	research	we	will	mainly	use	the	Franka	Emika	arm	and	its	2-fingers	gripper	even	
though	using	a	second	arm	to	allow	more	potential	applications	is	also	considered.	In	a	first	time	
the	product	will	be	developed	in	collaboration	with	a	limited	amount	of	industrial	partners	but	
enlarging	this	number	would	be	a	goal	for	the	next	part	of	our	research	plan.	
When	working	with	 robots	everyday,	 it	 is	easy	 to	 forget	“'What	can	 I	do	with	 this	 robot	?''	as	
explained	in	[10]	by	an	engineer	of	the	Robotiq	company.	However,	here	is	how	he	classifies	the	
different	 applications	 of	 collaborative	 robotics.	 First	 would	 be	 machine	 tending,	 second	
packaging	and	finally	material	handling.	If	these	terms	can	be	representative	of	a	lot	of	different	
tasks,	 the	 precise	 use	 cases	 and	 how	 to	 adapt	 the	 system	 in	 the	 best	 way	 according	 to	 its	
purpose	is	something	that	we	will	discuss	with	our	industrial	partners.			
GOALS	
By	building	this	demonstrator	our	main	goals	are	as	follows.	First,	to	make	progress	in	what	we	
believe	could	 increase	 the	performances	of	 the	manufacturing	environment.	 Second,	 to	boost	
the	cooperation	between	academia	and	industry,	especially	towards	SMEs.	As	a	result,	by	having	
ways	to	produce	faster	and	better,	companies	having	part	of	their	activities	in	other	countries	to	
reduce	 the	 productions	 costs	 could	 be	 able	 to	 come	 back	 to	 a	 local	 production.	 The	 possible	
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applications	 are	 wide,	 as	 the	 industry	 presents	 an	 important	 amount	 of	 tasks	 that	 could	 be	
affected	by	human-robot	collaboration.	
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ABSTRACT	
Industrial	Internet	of	Things	(IIoT)	and	Cyber	Physical	Systems	(CPS)	have	brought	forth	several	
connected	devices	with	web-based	data	collection	and	monitoring	platforms,	which	can	extract	
machine	 data	 from	 sensors	 and	 provide	 valuable	 insights	 to	 the	 working	 of	 smart	machines.	
Nowadays,	use	of	 such	 IoT	platforms	are	getting	more	common	 in	mobile	 industrial	machines	
and	 manufacturing	 systems.	 However,	 no	 open-source,	 fully	 configurable	 IoT	 platform	 exists	
which	 can	 be	 easily	 integrated	 with	 the	 control	 system	 of	 any	 mobile	 machinery	 including	
machines	 with	 legacy	 systems	 to	 remotely	monitor	machine	 specific	 details	 in	 real-time.	 The	
main	 contribution	 of	 this	 article	 is	 to	 provide	 systematic	 guidelines	 in	 integrating	 various	
enabling	 technologies	 to	 develop	 such	 a	 platform,	which	 collect,	 store	 and	process	 data	 from	
mobile	machineries	 to	 gain	 insights	 on	 its	 condition	 and	 represent	 information	with	 end	user	
devices.			
	INTRODUCTION	
Industrial	 Internet	 of	 Things	 philosophy	 has	 resulted	 in	 a	 rapidly	 growing	 ecosystem	 of	 open	
source	 IoT	 platforms	 for	 monitoring	 physical	 processes	 in	 industrial	 systems	 and	 mobile	
machineries.	 The	 open	 source	 nature	 of	 these	 platforms	 has	 attracted	 large	 communities	 of	
developers,	enthusiast	and	businesses	 to	contribute	and	enhance	 features	of	 these	platforms.	
However,	 adoption	 of	 these	 platforms	 by	 industries	 are	 rare	 because	 of	 the	 complexity	 in	
integrating	 various	heterogeneous	 components	 to	have	 seamless	 interoperation	between	 real	
and	 virtual	 environments	 (Joseph	 Boman,	 2014).	 These	 heterogeneous	 components	 are	
different	hardware	and	software	used	in	developing	the	platform.	It	is	challenging	to	develop	a	
messaging	mechanism	to	communicate	between	these	heterogeneous	components	with	cross-
platform	technologies	in	autonomous	industrial	systems	(Zhaozong	Meng,	2016).	The	rest	of	the	
article	 is	 organized	 as	 follows.	 First	 the	 enabling	 technologies	 are	 introduced	 which	 are	
leveraged	to	build	the	platform.	Then	the	platform	and	its	capabilities	are	discussed	and	finally	
the	conclusion	is	drawn.				
ENABLING	TECHNOLOGIES	
IIoT	 depend	 on	 enabling	 technologies	 like	 smart	 sensors,	 embedded	 devices,	 communication	
and	connectivity	protocols,	public	and	private	cloud	and	data	analytics.	Smart	sensors	help	in	IoT	
sensing	which	means	 gathering	 data	 from	 the	 physical	 environment	 and	 sending	 it	 to	 a	 data	
warehouse	or	cloud	where	this	data	is	processed.		In	industrial	mobile	machineries,	interchange	
of	 digital	 information	 between	 sensors	 and	 electronic	 control	 units	 is	 done	 with	 serial	
communication	 protocol	 ISO	 11898	 (Controller	 Area	Network)	 (ISO,	 2006).	 Embedded	 devices	
are	 critical	 to	 IIoT	 platform	 operation.	 Sometime	 these	 embedded	 devices	 are	 Single	 Board	
Computers	 (SBCs)	with	built-in	TCP/IP	and	security	 functionalities	to	gather,	process,	and	send	
data	 to	 remote	 storage	 (Ala	 Al-Fuqaha,	 2015).	 Connectivity	 protocols	 put	 the	 heterogeneous	
components	 together.	 The	 connectivity	 protocol	 can	 be	 wired	 or	 wireless.	 Example	 of	 wired	
connectivity	protocol	is	IEEE	802.3	(Ethernet)	(Healey,	2017).	Examples	of	wireless	connectivity	
AN	OPEN-SOURCE,	CONFIGURABLE	IOT	PLATFORM	FOR	REMOTE	MONITORING	OF	SMART	MACHINES	
	
-46- 
protocols	are	 IEEE	802.11	(Wireless	Local	Area	Network)	(Stephens,	2017),	BLE	(Bluetooth	Low	
Energy),	 Zigbee,	 Low	Power	Wide	Area	Network	 like	 LoRA	and	 SigFox	or	Cellular	 technologies	
like	GSM,	3G,	LTE	etc.	Communication	protocols	enables	messaging	between	different	hardware	
and	 software	 components.	 There	 are	 two	 communication	 patterns	 widely	 used	 between	
components	 in	 IoT	 platforms	 for	 real-time	 data	 exchange.	 They	 are	 Request-Response	model	
(e.g.	HTTP)	and	Publish-Subscribe	model	(e.g.	MQTT)	(Laurent	Pellegrino,	2013).		
Open	source	software	components	enable	easier	interoperability	between	the	platform	and	the	
physical	device.	NodeJS	is	an	open-source	cross-platform	JavaScript	runtime	environment,	which	
is	a	popular	platform	for	server-side	development.	NoSQL	database	allows	storage	and	query	of	
unstructured	data	from	different	devices.	IoT	platforms	are	capable	of	doing	remote	monitoring	
because	 of	 data	 collection	 strategy	 from	 sensors	 and	 storing	 them	 in	 cloud	 repositories	 or	
remote	databases.	Use	of	public	cloud	services	offered	by	popular	cloud	service	providers	can	
provide	 on-demand	 pay-per-use	 data	 storage,	 analytics,	 devices	 and	 data	 management	
functionalities	 but	 at	 the	 cost	 of	 security.	 Private	 clouds	 on	 the	 other	 hand	 provide	 highest	
degree	of	control	over	performance,	reliability	and	security.	However,	private	cloud	services	are	
built	by	organizations	for	their	own	usage	(Qi	Zhang,	2010).	Computationally	intensive	analytics	
are	more	expensive	on	private	cloud.	Security	is	an	increasing	concern	for	CPS.	Modern	CPS	are	
pervasively	 monitored	 systems	 capable	 of	 networking	 with	 each	 other.	 These	 systems	 are	
resource	constrained	and	safety	critical.	Hence,	the	threat	is	not	just	from	external	cyber-attacks	
trying	to	compromise	information	security	but	also	within	the	system	like	data	integrity.		
THE	PLATFORM	
This	cross-platform	technology	brings	together	heterogeneous	hardware	and	software.	Process	
data	is	collected	from	in-built	sensors	of	the	smart	machine	with	CAN	Bus	based	controller.	This	
controller	uses	low	level	firmware	developed	with	C	following	MISRA	C	guidelines	(C,	2016)	for	
safety	 critical	 applications.	 It	 supports	 standard	 TCP/IP	 protocol	 to	 communicate	with	 remote	
server.	GSM	device	 is	 used	as	 a	 gateway.	GSM	has	 longest	 range	and	 reasonable	data	 rate	 in	
cellular	 networks	 suitable	 for	 near	 real-time	 remote	 monitoring	 applications	 in	 mobile	
machineries.	 The	 firmware	 post	 data	 from	 the	 device	 to	 a	 single-server	 running	 on	 a	 public	
network	instance	over	HTTP.	The	server-side	development	is	done	with	NodeJS.	An	open	source	
NoSQL	 database	 runs	 as	 a	 service	 in	 the	 server	 instance.	 The	 platform	 remotely	 monitors	
process	data	 from	the	smart	machine	as	well	as	display	historic	data	 from	the	smart	machine	
sensors.	 The	 platform	 also	 tracks	 and	 displays	 the	 location	 of	 the	 machine.	 The	 platform	 is	
capable	 of	 doing	 simple	 analytics	 such	 as	 regression	 analysis	 of	machine	 data,	 online	 in	 real-
time.	Figure	1	shows	a	snapshot	of	the	platform	and	its	capabilities.		
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Figure	1.	The	open	source	IoT	platform		
As	standard	open	source	technologies	are	used	to	build	this	platform,	it	is	fully	customizable	and	
configurable.	 It	 is	 also	 easy	 to	 add	 new	 features	 to	 this	 platform	 and	 remove	 unwanted	
components.		
CONCLUSION	
Because	 of	 the	 simplicity	 in	 hardware-software	 integration	 and	 communication,	 this	 platform	
can	be	easily	installed,	configured	and	put	to	use	in	any	mobile	machinery	or	industrial	system	
with	CAN	Bus	based	control	system.	This	platform	can	be	beneficial	for	fleet	owners	who	want	
to	monitor	their	machines	as	well	as	other	 industrial	service	providers	such	as	maintenance	or	
logistic	services.	Smart	machine	platforms	like	this	can	also	serve	as	test-bench	for	researchers	
to	 study	 and	 integrate	 future	 technologies	 such	 as	 AI	 and	 human-machine	 interaction	 with	
industrial	machineries.		
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ABSTRACT	
The	 advances	 in	 robotics,	 artificial	 intelligence,	 and	 communication	 technology	 are	 making	
industrial	 applications	 increasingly	 autonomous.	 For	 manufacturing	 companies	 this	 means	
transformation	 towards	 digitized	 enterprise	 that	 requires	 the	 development	 of	 core	 elements,	
such	 as	 building	 the	 data	 ecosystem,	 choosing	 the	 right	 techniques	 and	 tools,	 integrating	
technology	 into	 workplace	 processes,	 and	 adopting	 an	 open,	 collaborative	 culture.	 The	 rapid	
introduction	of	new	technologies,	combined	with	increasing	human-machine	interaction,	brings	
along	new	and	modified	safety	 risks.	For	most	 industrial	machine	systems,	 the	 lack	of	existing	
standards	and	best	practices	further	complicates	the	design	and	validation	of	these	applications.	
In	this	paper,	we	identify	the	focal	challenges	in	the	design	process	of	safe	autonomous	machine	
systems	from	a	systems	engineering	perspective.	As	a	result,	the	methodology	and	tools	to	be	
used	 in	 various	 phases	 of	 the	 design	 process	 are	 discussed.	 The	 needs	 for	 extensions	 to	 the	
systems	engineering	approach	are	also	considered.	
INTRODUCTION	
Increasing	 autonomy	 is	 a	 global	 trend	 in	 industry,	 with	 industries	 like	 transportation	 and	
manufacturing	 leading	 the	 way	 in	 the	 change.	 Autonomous	 systems	 are	 seen	 as	 means	 to	
increase	 productivity,	 cost	 efficiency	 and	 safety	 –	 not	 only	 by	 reducing	 the	 work	 done	 by	
humans,	 but	 also	 by	 enabling	 completely	 new	 business	 models.	 The	 concept	 of	 autonomy,	
however,	 has	 no	 single	 agreed	 definition	 and	 it	 is	 common	 that	 the	 terms	 “automation”	 and	
“autonomy”	are	used	interchangeably.	Autonomy,	however,	goes	beyond	automation	by	adding	
self-governing	 behavior	 and	 requiring	 intelligent	 decision-making	 abilities	 (NFA,	 2012).	 The	
concept	 of	 autonomy	 also	 involves	 operation	 in	 complex	 domains,	 often	 in	 co-operation	with	
humans.	Autonomy	is	not	a	definite	system	characteristic.	Instead,	the	transformation	towards	
more	 autonomous	 systems	 is	 an	 incremental	 process	 and	 various	 autonomy	 level	
categorizations	 are	 available	 in	 different	 fields	 to	 demonstrate	 the	 gradual	 change.	 In	 these	
categorizations,	 the	 autonomy	 levels	 usually	 range	 from	 fully	 human	 operated	 to	 fully	
autonomous,	with	several	semi-autonomous	levels	in	between.	In	this	paper,	we	focus	only	on	
high	 levels	 of	 autonomy,	 where	 the	 system	 operates	 autonomously	 with	 possible	 human	
supervision,	 but	 without	 the	 need	 for	 human	 interference	 in	 the	 majority	 of	 operational	
scenarios.	 Additionally,	 we	 focus	 on	 the	 safety	 risks	 in	 the	 intended	 performance	 of	 these	
systems,	while	cyber	security	threats	are	excluded	in	this	context.	
Increasing	 autonomy	 is	 not	 a	 limited	 to	 increasing	 the	 autonomy	 levels	 of	 individual	 devices.	
Instead,	in	many	industries,	it	can	cause	disruption	in	the	entire	business	by	enabling	the	usage	
of	 novel	 approaches,	 such	 as	by	 replacing	heavy	machinery	with	 fleets	 of	 lighter	devices.	 The	
resulting	 changes	 in	 the	 ways	 of	 working	 bring	 along	 new	 and	 modified	 safety	 risks.	 While	
general	 guidelines	 for	 safety	 considerations	 exist	 (e.g.	 IEEE,	 2016),	 detailed	 standards	 and	
legislation	are	only	slowly	becoming	available	in	limited	applications,	such	as	in	the	automotive	
industry	 –	 but	 also	 in	 limited	 industrial	 applications,	 such	 as.	 earth-moving	 machinery	 and	
mining	 (ISO17757:2017).	 Instead	 of	 the	 traditional	 prescriptive	 nature	 of	 standards,	 however,	
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the	new	standards	focus	more	on	providing	general	performance	guidelines	 (Danks	&	London,	
2017).	 Thus,	 the	 technology	developers	bear	an	 increasing	 responsibility	 for	ensuring	 the	 safe	
operation	of	autonomous	systems.	This	further	increases	the	importance	of	a	systematic	design	
and	validation	approach.	
CHALLENGES	IN	DESIGN	AND	VALIDATION	
The	 challenges	 in	 design	 and	 validation	 were	 studied	 by	 following	 a	 systems	 engineering	 V-
model,	which	is	a	typical	method	to	facilitate	a	top-down	design	process	of	a	complex	system.	
Several	 versions	 of	 the	 model	 exist	 for	 different	 purposes,	 but	 generally	 they	 represent	 the	
system	development	process	moving	from	concept	development	towards	more	detailed	design,	
implementation,	 and	 testing	 phases.	 In	 Figure	 1,	 a	 simple	 V-model	 is	 presented	 with	 focal	
challenges	brought	along	by	increasing	autonomy	described	in	each	step.		
In	 the	 design	 of	 complex	 autonomous	 systems,	 the	 focus	 of	 activities	 is	 likely	 to	 concentrate	
towards	the	earliest	stages	of	the	design	process.	Organizations	are	putting	increasing	effort	to	
understanding	the	risks	involved	in	the	earliest	possible	phase.	This	sets	increasing	demand	for	
high-quality	 system	 description	 and	 requirements	 management	 methods.	 For	 autonomous	
systems,	 the	 system	 definition	 needs	 to	 be	 broader	 than	 in	 traditional	 system	 design.	 The	
definition	 needs	 to	 include	 the	 relevant	 information	 regarding	 the	 operating	 environment,	
stakeholders	 involved	 in	 the	operation,	and	 the	different	 interfaces	 through	which	 the	system	
interacts	 with	 its	 environment.	 The	 requirements	 for	 the	 autonomous	 system’s	 performance	
within	 all	 relevant	 situations	 need	 to	 be	 documented.	 For	 example,	 a	 Concept	 of	 Operations	
approach	(see	e.g.	Osborne	et	al.	2005)	can	be	used	to	produce	a	comprehensive	description.	
	
Figure	1.	A	systems	engineering	V	model	(adopted	from	Osborne	et	al.,	2005),	with	selected	focal	
challenges	for	design	and	validation	of	autonomous	systems.	
Concept	design	
-	 system	 description	 &	
requirements	management	
	
Architecture	design	
-	 handling	 of	 large	 data	
masses	
Detailed	design	
-	 development	 of	 safe	
learning	algorithms		
Integration,	test,	and	verification	
-	testing	of	the	learning	qualities	
-	transparency	of	learning	
Implementation	
-	 teaching	 the	 machine	
learning	system	
System	 Verification	 and	
Validation	
-	lack	of	prescriptive	standards		
Operation	and	Maintenance	
-	new	operational	logic	
Verification	and	Validation		
-	demonstrating	&	
communicating	the	safety	
SAFETY	CONSIDERATIONS	IN	THE	DESIGN	AND	VALIDATION	OF	AUTONOMOUS	MACHINE	SYSTEMS	
	
-51- 
In	the	architecture	design	phase,	the	largest	challenges	are	set	by	the	large	data	amounts	that	
need	to	be	created	and	processed	reliably	to	enable	autonomous	operation.	This	 involves	also	
the	planning	of	how	the	data	is	used	to	teach	the	autonomous	system	by	using	machine	learning	
methods.	 The	 learning	 capabilities	 of	 the	 autonomous	 system	 also	 need	 to	 be	 considered	
throughout	 the	 rest	 of	 the	 development	 process.	 This	 includes	 validation	 of	 the	 system’s	
learning	in	various	scenarios,	which	is	likely	to	increase	the	need	for	advanced	simulator	testing.	
The	 transparency	of	 the	machine	 learning	principles	adds	 further	challenges,	as	 the	developer	
may	be	unaware	of	the	details	of	the	actual	machine	learning	process.	To	address	these	needs,	
certain	expansions	have	been	proposed	to	the	V-model	to	incorporate	the	adaptive	and	learning	
characteristics.	 For	 example,	 Falcini	 &	 Lami	 (2017)	 propose	 a	 “W-model”	 to	 account	 for	 the	
effects	of	machine	learning	capabilities	in	autonomous	systems.	In	the	W-model	methodology,	a	
parallel	 process	 is	 introduced	 to	 facilitate	 data-driven	 training	 and	 validation	 of	 the	machine	
learning	application.	
In	 the	 verification	 &	 validation	 phase,	 the	 lack	 of	 prescriptive	 standards	 sets	 increasing	
requirements	also	for	the	safety	communication.	A	goal-based	approach	has	been	proposed	as	a	
method	 to	 communicate	 the	 relationship	 between	 the	 system	 requirements	 and	 safety	
validation	 results	 (Heikkilä	 et	 al.,	 2017).	 Finally,	 in	 the	 operation	 phase,	 the	 role	 of	 well-
facilitated	 change	 management	 procedures	 is	 likely	 to	 increase	 when	 modifications	 are	
introduced	into	the	system.		
CONCLUSIONS	
The	 increasing	 autonomy	 in	machine	 systems	 imposes	 increasing	 demands	 on	 the	 design	 and	
validation	 processes.	 Focal	 challenges	 for	 design	 and	 validation	 were	 identified	 as	 follows:	
quality	 of	 system	description	 and	 requirements	management,	 design	&	 validation	of	 safe	 and	
transparent	 machine	 learning,	 and	 safety	 communication	 with	 respect	 to	 the	 system	
requirements.	
While	individual	tools	are	available	for	managing	these	individual	aspects,	and	extensions	have	
been	 proposed	 to	 the	 V-model	 approach,	 a	 holistic	 approach	 for	 the	 design	 of	 autonomous	
systems	has	not	yet	been	developed.	Development	of	such	methodology	is	seen	as	an	important	
area	 for	 future	 research	 to	 ensure	 the	 safe	 and	 sustainable	 introduction	 of	 increasingly	
autonomous	 applications.	 A	 comprehensive	 methodology	 could	 also	 be	 incorporated	 into	 a	
broader	future	framework	for	the	assessment	of	entire	lifecycle	of	autonomous	systems.	
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ABSTRACT	
In	 this	 paper,	 an	 AUV	 pressure	 drag	 simulations	 with	 different	 velocities	 are	 presented.	 The	
AUV’s	 main	 hull	 is	 spherical	 but	 its	 instrumental	 components	 extend	 out	 of	 the	 hull,	 and	
interfere	with	the	flow.	A	pressure	drag	coefficient	of	a	sphere	was	simulated	to	decide	the	used	
turbulence	model	(SST	k-ω),	by	comparing	simulation	results	to	those	found	in	literature.		Then,	
simulations	were	done	with	different	 velocities	 to	understand	 the	behaviour	of	 the	AUV	drag	
coefficient.	 These	 results	 can	 be	 used	 to	 improve	 the	 control	 system	 of	 the	 AUV	 and	 are	 an	
important	factor	in	the	AUV	energy	consumption.	
INTRODUCTION	
One	 of	 the	most	 important	 design	 factors	 of	 an	 autonomous	 underwater	 vehicle	 (AUV)	 is	 its	
shape.	Shape	affects	directly	to	the	drag	coefficient.	Along	with	other	hydrodynamic	derivatives,	
the	drag	coefficient	dictates	the	AUV	motion	and	energy	consumption	while	moving.	The	larger	
the	drag	 the	more	energy	 is	 required	 for	a	 constant	motion.	This	 is	 the	 reason	why	 there	are	
plethora	of	torpedo-shaped	AUVs	found	in	the	literature.			
Conventionally,	 the	 drag	 coefficient	 is	 measured	 using	 a	 tow-tank.	 At	 present,	 the	 drag	
coefficient	 can	be	 simulated	using	 computational	 fluid	dynamics	 (CFD).	 The	 simulation	usually	
requires	validation,	 so	both	 the	measurements	and	simulation	are	used	together.	However,	 in	
the	early	design	stage,	simulation	provides	information	that	is	not	available	otherwise	and	this	
reduces	the	amount	of	required	prototypes	and	measurements.	
Usually	 the	 flow	 around	 an	 AUV	 is	 turbulent.	 Turbulence	 is	 often	 modelled	 using	 so-called	
turbulence	models.	 In	 this	 paper,	 it	 is	 shown	how	 an	 early	 stage	 simulation	 process	 could	 be	
done	by	choosing	a	turbulence	model	and	then	calculating	the	drag	coefficient	of	an	AUV.	
CHOOSING	THE	TURBULENCE	MODEL	
The	drag	coefficient,	Cd,	of	a	sphere	can	be	estimated	using	equation	[1,	p.	624]:	
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where	Re	 is	 the	Reynolds	number	 [1,	p.	622].	 For	a	 sphere	with	a	diameter	of	0.6	m	 the	drag	
coefficient	is	0.28,	with	flow	velocity	of	2	km/h,	which	is	the	AUV	target	velocity.	When	the	flow	
velocity	is	fast	enough,	flow	is	separated	from	the	surface	of	the	sphere.	According	to	[2,	p.	92]	
SST	 k-ω	 turbulence	 model	 is	 suitable	 for	 separating	 flows.	 Using	 this	 turbulence	 model,	 a	
simulation	was	performed	for	the	sphere	with	the	same	velocity	as	above,	shown	in	Figure	4.	
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Figure	4.	A	separated	flow	around	a	sphere	
The	drag	 force	 is	 calculated	 from	the	pressure	 field	around	 the	sphere,	and	 the	pressure	 field	
from	the	velocity	field.	The	drag	coefficient	is:		
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and	from	the	simulation	it	 is	0.29,	which	is	close	to	the	one	calculated	earlier.	 In	this	case,	the	
SST	k-ω	turbulence	model	performs	sufficiently.	
THE	DRAG	COEFFICIENT	OF	THE	SPHERICAL	AUV	
The	AUV	has	cylindrical	instruments	out	of	the	spherical	main	hull.	These	instruments	affect	the	
drag	coefficient	by	disturbing	the	flow,	and	are	shown	in	Figure	5,	which	also	shows	the	CFD	grid	
that	 was	 generated.	 The	 grid	 has	 978	000	 volumes	 and	 most	 of	 those	 are	 near	 the	 AUV	 to	
capture	 the	 flow	 field	 in	 detail.	 Using	 this	 grid,	 simulations	 were	 run	 with	 different	 flow	
velocities.	The	drag	coefficient	was	calculated	for	each	case.		
	
Figure	5.	The	grid	generated	for	the	AUV.	
After	the	initial	seconds	of	the	simulation,	the	drag	coefficient	tends	towards	to	a	single	value.	
The	 protruding	 instruments	 cause	 some	 variation,	 and	 therefore,	 a	 time	 average	 was	 taken	
between	certain	time	steps	of	the	simulation.	The	results	are	shown	below.	
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Table	2.	Drag	coefficients	for	different	velocities.	
Velocity:	 Drag	coefficient:	
1.0	km/h	 0.35	
1.5	km/h	 0.33	
2.0	km/h	 0.30	
3.0	km/h	 0.42	
Velocity	 field	 and	 vortices	 around	 the	AUV	 (2	 km/h)	 are	 shown	 in	Virhe.	 Viitteen	 lähdettä	 ei	
löytynyt..	Changing	velocity	changes	also	vortices	that	the	protruding	instruments	causes.	
Figure	6	shows	the	Equation	1	plotted	with	the	simulated	values	marked.	It	can	be	seen	that	the	
AUV	drag	coefficient	behaves	closely	to	that	of	a	sphere.	More	simulations	and	measurements	
to	 validate	 these	 simulations	are	 required	 to	 fully	understand	 the	hydrodynamics	of	 the	AUV.		
Grid	independence	must	be	studied,	as	the	boundary	layer	grid	around	the	AUV	used	here	was	
designed	 for	 the	 target	velocity	and	might	not	be	 suitable	 for	other	velocities.	Also,	 there	are	
other	hydrodynamic	derivatives	that	need	to	be	studied.		
	
Figure	6.	Equation	1	and	the	simulation	results.	
CONCLUSION	
The	 simulated	 drag	 coefficient	 of	 the	 AUV	 is	 in	 close	 agreement	 with	 that	 of	 a	 sphere.	 The	
turbulence	model	chosen	proved	to	work	well	for	this	application.	However,	more	information	
from	 simulation	 and	 measurements	 are	 required	 to	 fully	 understand	 how	 the	 flow	 develops	
around	the	AUV.		In	the	early	design	stage,	when	measurements	are	not	available,	simulation	is	
a	useful	tool	to	aid	the	design	process.	The	information	gained	here	can	be	used	to	develop	the	
AUV	 control	 system	 and	 to	 calculate	 the	 required	 batteries	 inside	 the	 AUV,	 as	 the	 energy	
consumption	during	movement	is	directly	proportional	to	drag.				
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ABSTRACT	
Autonomous	 robotic	 systems	 are	 becoming	 increasingly	 important	 in	 many	 industries.	 Many	
different	 industries	 include	work	and	tasks	 that	could	be	done	 faster	and	more	safely	without	
any	human	 interaction.	 These	 tasks	 vary	 from	underwater	mining	 and	maritime	 to	borderline	
guarding.	This	research	opening	is	creating	the	basic	methodology	for	an	autonomous	offshore	
robotic	 system	 and	 open	 demonstration	 in	 a	 working	 environment.	 The	 autonomous	 robotic	
system	 includes	 collaborative	 features	 between	 aerial	 subsystems	 (Unmanned	 Aerial	
System/Drone)	 and	 waterborne	 subsystems	 (Autonomous	 Surface	 Vessel	 and	 Autonomous	
Underwater	Vehicle)	 to	 carry	 out	 inspections	 or	 other	 actions	without	 a	 need	 for	 any	 kind	 of	
human	 interaction.	 These	 research	 results	 of	 the	 new	 cooperation	 principles	 will	 provide	
possibility	to	find	new	business	opportunities	in	the	autonomous	maritime	ecosystem.	
INTRODUCTION	
In	this	paper,	the	research	opening	“Autonomous	and	Collaborative	offshore	robotics”	 is	going	
to	be	explained.	The	main	objective	of	 the	 research	opening	 is	 to	develop	novel	 collaborative	
methods	 between	 a	 complete	 autonomous	 robot	 system.	 Additionally,	 this	 robot	 system	
operates	in	an	offshore	environment	and	covers	all	three	possible	scenarios	(air,	water	surface	
and	underwater)	by	an	Unmanned	Aerial	System	(UAS),	an	Unmanned	Surface	Vessel	(USV)	and	
an	 Autonomous	 Underwater	 vehicle	 (AUV)	 respectively.	 The	 ultimate	 goal	 is	 a	 complete	
demonstration	of	the	offshore	system	in	an	open-real	environment.	
The	 research	 opening	will	 focus	 on	 developing	methodology	 for	 shared	 intelligence,	 including	
system	and	mission	 control,	 situational	 awareness	 and	 evolving	 capabilities	 tasks.	 In	 addition,	
offshore	field	testing	and	building	a	demonstration	will	be	highly	focused	in	this	research.	
IMPLEMENTATION	
The	accomplishment	of	 the	research	opening	 is	 the	demonstration	 in	a	complete	autonomous	
operation	of	the	offshore	robotic	system	consisting	of	an	UAS,	an	USV	and	an	AUV,	all	working	in	
collaboration.	 The	 USV	 is	 used	 as	 an	 autonomous	 launch	 and	 recovery	 platform,	 and	 as	 a	
docking	unit,	where	the	UAS/Drone	and	AUV	batteries	can	be	recharged	and	the	data	they	have	
acquired	can	be	uploaded	to	cloud	storage.	The	USV	docking	station	system	is	able	to	process	
data,	monitor	 and	 control	 operations	 to	 enable	more	 reliable,	 faster	 and	more	 efficient	 data	
uploads.	 Furthermore,	 the	 data	 consistency	 can	 automatically	 be	 evaluated	 by	 the	 given	 if	
missions		need	to	be	repeated	in	any	possible	scenario.	The	UAS	is	used	as	a	sensor	platform	for	
the	USV.	 This	 gives	 the	 system	a	 completely	 new	perspective	 and	 a	 lot	more	 range	 for	many	
sensors	that	can	not	be	installed	in	the	USV.	Moreover,	the	UAS	gives	the	USV	some	short	range	
for	mapping	capabilities.	Finally,	 the	UAV	is	used	as	an	autonomous	underwater	explorer.	This	
subsystem	is	able	to	operate	in	inspection-class	or	research-class	missions.	
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Figure	1.	Schematic	of	the	aCOLOR	system	
Apart	 from	 the	 ultimate	 goal	 of	 the	 complete	 demonstration,	 the	 main	 point	 is	 the	 shared	
intelligence	research.	This	shared	intelligence	comprises:		
• System	and	mission	control:	Formed	by	low-level	control	of	each	robot	subsystem,	
the	working	principles	of	each	vehicle	 to	work	autonomously	and	 in	collaboration,	
and	mission	planning,	navigation	and	sensor	data	obtaining.		
• Situational	 awareness:	 Sensor	 data	 obtaining	 and	 obstacle	 avoidance	 of	 the	 three	
subsystems.		
• Evolving	 capabilities:	 Ability	 to	 develop	 when	 the	 robotic	 system	makes	 common	
activities.	The	system	works	faster	as	it	already	learnt	how	to	face	comparable	tasks.	
It	comprises	artificial	intelligence,	situational	awareness	and	mission	control.		
• Demonstration:	 Includes	 the	 implementation	of	 the	autonomous	and	collaborative	
features	 and	 a	 pilot	 scale	 test	 and	 demonstrations	 in	 close	 and	 open-real	
environment.	 Concerning	 about	 the	 needed	 infrastructure	 for	 the	 Pilot	 and	
Demonstration	phases,	field	testing,	piloting	and	demonstrations	will	utilize	existing	
research	and	development	(R&D)	infrastructure.	
	
Figure	2.	Existing	R&D	infrastructure	(Alamarin-Jet	Oy)	
AUTONOMOUS	AND	COLLABORATIVE	OFFSHORE	ROBOTICS	
	
-59- 
Regarding	the	research	cases,	response	to	unknown	environments,	such	as	river	environments	
or	no	satellite	data,	situation	awareness	(monitoring	the	position	and	working	conditions	of	all	
subsystems),	common	missions,	such	as	search	and	rescue	of	the	subsystems,	and	redundancy	
of	the	system	(replacement	radar	with	vision	features)	have	to	be	researched	in	this	offshore	
robotic	system.	Furthermore,	according	to	end-user	cases,	e.g.	underwater	mining,	various	
activities	including	mapping	or	equipment	maintenance	can	be	studied	and	tested	in	this	
research.	
SOCIETAL	IMPORTANCE	
These	 research	 results	 of	 the	 new	 cooperation	 principles	 will	 provide	 possibility	 to	 find	 new	
business	opportunities	 in	 the	autonomous	maritime	ecosystem.	The	results	will	also	enable	 to	
make	 current	 operations	 safer	 and	 more	 efficient	 in	 demanding	 environments.	 Autonomous	
robotic	 systems	 are	 becoming	 increasingly	 important	 in	 many	 industries.	 In	 this	 research	
opening,	 the	 multi-component	 offshore	 robotic	 system	 can	 answer	 needs	 of	 many	 different	
industries	such	as	ocean/sea	transportation	 (e.g.	emerging	autonomous	shipping),	underwater	
mining,	offshore	renewable	energy	or	needs	of	public	authorities	(customs	or	border	guard).	
CONCLUSIONS	
This	research	opening	creates	a	technological	and	methodological	basis	for	unmanned	systems	
required	 in	 several	 applications	 services	needed	 in	 the	 future	maritime	 industries.	As	 the	USV	
used	 in	 this	 research	 opening	 works	 as	 an	 autonomous	 carrier	 platform,	 docking	 unit	 and	
communication	relay	station,	there	is	no	need	for	any	kind	of	human-being	interaction,	making	
every	activity	more	efficient	and	safer.	
In	 general,	 offshore	 inspections	 and	many	 other	 offshore	 operations	 still	 remain	 very	 labour	
intensive	 and	 expensive	 activities,	 typically	 requiring	 at	 least	 support	 surface	 vessels	 being	
manned.	 According	 to	 that,	 this	 research	 contributes	 in	 making	 any	 marine	 and	 offshore	
inspection	operations	autonomous	in	any	scenario	(air,	water	surface	and	underwater).	
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ABSTRACT	
The	 process	 of	 design	 and	 manufacturing	 of	 the	 UX-1	 concern	 with	 considering	 a	 variety	 of	
design	requirements	for	the	purpose	of	creating	an	autonomous	explorer	robot.	However,	due	
to	 restricted	and	harsh	operating	environment,	 the	non-functional	 requirement	 such	as	 space	
and	 weight	 highly	 determine	 overall	 design	 and	 operation	 of	 the	 system,	 and	 therefore	 the	
process	 of	 developing	 and	building	 the	 robot	 comes	with	 several	 trials	 and	 challenges.	Hence	
the	 implemented	 FEM	 analysis	 demonstrates	 the	 optimize	 solution	 by	 considering	 the	 non-
functional	requirement	which	in	turn	directly	effect	on	the	design	and	properties	of	the	robot.	
INTRODUCTION	
The	 process	 of	 design	 and	 development	 of	 autonomous	 robot	 interacts	 with	 numerous	
parameters	 that	need	 to	be	 fulfilled	and	evolve	during	 the	process	of	design.	Although	robots	
are	 designed	 and	 developed	 for	 the	 different	 purpose,	 some	 common	 grounds	 fundamentals	
need	 to	 be	 taken	 to	 account.	 Despite	 the	 fact	 that	 design	 requirements,	 general	 hierarchical	
decomposition	has	been	the	topic	of	system	engineering	in	mechanical	design,	there	have	been	
few	 research	 (refer	 to	 [1]	 and	 [2])	 in	 robotic	 due	 to	 interacting	 with	 complex	 systems.	 In	
following	the	main	requirements	of	the	UX-1	(refer	to	[3])	is	categorized	and	it	is	described	that	
how	Non-Functional	Requirement	(NFR)	parameters	can	effect	on	multiple	functionalities	of	the	
system.	 Later	 general	 hierarchy	 for	 an	 autonomous	 robot	 is	 shown,	 while	 there	 could	 be	 an	
interaction	between	parameters	at	different	levels	or	the	same	level.	
Since	 the	 design	 of	 an	 autonomous	 underwater	 robot	 interacts	 with	 multiple	 disciplines,	
evaluating	the	requirement	of	the	system	[refer	to	4]	become	complex.	In	this	work,	there	are	
requirements	 which	 are	 not	 directly	 related	 to	 the	 technical	 design	 of	 the	 system.	 However,	
they	affect	to	a	high	degree	on	the	system	indirectly.	For	instance,	adaptability	and	portability	in	
the	 context	 of	 robot	 operating	 environment	 (mines	 channels	 and	 tunnels)	 effect	 on	 the	
modeling	 and	 design	 of	 the	 robot.	 However,	 there	 is	 no	 unit	 or	 mathematical	 relation	 to	
measuring	 the	 effect	 exactly.	 But	Analytic	Hierarchy	 Process	 (AHP)	 is	 one	method	 in	 order	 to	
evaluate	and	verify	the	design	method	
REQUIREMENT	CATEGORIZATION	OF	THE	SYSTEM	
The	following	table	demonstrates	the	NFR	and	FR	parameters	prior	or	during	the	development	
phase	of	the	project.	
Table	3:	Requirements	Specification	
Functional	Requirement	 Non-Functional	requirement	
Speed	2km/h	 End	users	(stake	holders)	
5	hours	of	operation	 Pilot	sites	(internal	stakeholder)	
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Operating	depth	of	500	m	 Degree	of	freedom	
Manoeuvre	 in	 vertical	 shafts	 and	
tunnels	
Weight	and	volume	(size)	
 
One	of	the	crucial	non-functional	requirement	of	the	system	is	the	vertical	stability	of	the	robot	
in	the	water,	which	can	be	derived	directly	from	the	buoyancy	and	weight	of	the	robot.	As	the	
robot	is	completely	buoyant,	then	the	weight	of	robot	would	be	maximum	107	kg.	Therefore	the	
difference	between	two	parameters	determine	criteria	which	further	can	evaluate	the	operation	
of	the	robot.	In	our	case,	it	is	decided	that	robot	must	be	completely	buoyant	and	therefore	the	
robot	weight	is	exactly	107	kg.	
GENERAL	HIERARCHY	DECOMPOSITION	OF	THE	SYSTEM	
The	decompositions	 in	 this	paper	 follow	 the	general	hierarchical	decomposition.	 	 It	 should	be	
noted	 that	 the	 robot	 includes	 multiple	 complex	 functions	 however	 for	 the	 purpose	 of	
decomposition	one	objective	can	include	several	functions.	In	brief,	the	main	goal	of	the	robot	
can	be	condensed	to	 ‘Autonomous	vehicle	 for	extracting	mineral	 information’	which	would	be	
on	top	of	the	hierarchy.	Follwing,	several	concepts	can	be	extracted	from	the	former	statement,	
which	 lead	to	several	subsystems.	Solely,	by	considering	 the	mechanical	aspect	of	 the	project,	
the	main	 functionality	of	 the	 system	as	an	autonomous	 robot	 forms	 the	main	various	 level	of	
hierarchy	as	maneuverability,	structure,	feedback,	and	power.	Each	layer	can	relate	to	another	
layer	one	way	or	both	way.		
Motion	 Vision	sensorsStabilityShape	 Motors
Volume	&	
weight
Autonomy
Structure maneuverability Power Feedback
	
Figure	7: General Hierarchy Decomposition 
The	degree	of	 freedom	as	 functional	 requirement	of	 the	 robot	 indicates	 the	properties	of	 the	
system.	 In	 this	 case	 heave,	 surge,	 heading,	 pitch,	 roll,	 and	 sway	 are	 the	 common	 degree	 of	
freedom	for	an	underwater	vehicles.	The	decomposition	of	maneuverability	demonstrates	 the	
necessary	degree	of	freedom	which	is	horizontal	and	vertical	motion	(surge,	heave),	which	can	
be	operated	independently	(decoupled	system),	and	therefore	it	demonstrates	specific	function	
of	the	system.	On	the	other	hand,	degrees	of	freedom	such	as	sway,	roll,	and	pitch	motion	is	not	
prioritized,	 and	 therefore	 they	 don’t	 directly	 effect	 on	 accomplishing	 the	 goal	 of	 the	 project.	
Hence,	 the	 roll	 and	 sway	 motion	 is	 added	 into	 the	 system	 only	 after	 finding	 an	 optimized	
solution	for	thrusters	configuration	that	supports	maneuverability	requirement	(The	functional	
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analysis	 can	 determine	 the	 relation	 between	 sway	 and	 surge	 (or	 heave)	 motion	 that	 can	 be	
deliver	as	mathematic	function.	Indeed,	further	decomposition	from	feedback	system,	indicates	
that	the	robot	must	have	pitch	angle	motion,	which	leads	to	the	design	of	pendulum	system.	
REQUIREMENT	AND	DECOMPOSITION	
Figure	 2	 demonstrates	 how	 the	 non-functional	 requirement	 of	 the	 system	 effect	 on	 the	
hierarchy.	 For	 instance,	 since	 the	 site	 entrance	 tunnel	 is	 limited,	 the	 maximum	 robot	 size	 is	
required	as	60	cm	in	diameter	and	consequently	it	indirectly	effect	on	volume	and	weight	as	two	
major	functional	parameters	of	the	robot.	These	parameters	determine	the	robot	stability	which	
is	 sub	 level	 hierarchy	 decomposition	 of	 maneuverability.	 Simultaneously,	 the	 volume	 can	
determine	 the	 shape	 of	 the	 robot	 which	 in	 turn	 is	 sub	 level	 hierarchy	 decomposition	 of	 the	
structure.	On	the	other	hand,	the	figure	indicates	the	flow	direction	in	which	NFR	can	determine	
the	sub-functions	and	not	the	other	way	around.		
NFR:	Pilot	site Constraint	in	size Volume Wight Stability
Structure
Manauverabiity
Figure	8:	NFR	to	Hierarchy 
CONCLUSION	
Since	 during	 the	 process	 of	 design,	 numerous	 parameters	 need	 to	 be	 taken	 to	 account,	 this	
paper	aim	to	analyzed	the	requirements	of	the	project	in	order	to	find	the	relationship	between	
parameters.	As	future	work	AHP	method	can	be	applied	to	verify	the	final	solution	and	design	of	
the	robot.	
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