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Abstract
Binding and unbinding of ligands to specific sites
of a macromolecule are one of the most elementary
molecular interactions inside the cell that embody
the computational processes of biological regula-
tions. The interaction between transcription fac-
tors and the operators of genes and that between
ligands and binding sites of allosteric enzymes are
typical examples of such molecular interactions. In
order to obtain the general mathematical frame-
work of biological regulations, we formulate these
interactions as finite Markov processes and estab-
lish a computational theory of regulatory activities
of macromolecules based mainly on graphical anal-
ysis of their state transition diagrams. The contri-
bution is summarized as follows:
(1) Stochastic interpretation of Michaelis-Menten
equation is given.
(2) Notion of probability flow is introduced in rela-
tion to detailed balance.
(3) A stochastic analogy of Wegscheider condition
is given in relation to loops in the state transition
diagram.
(4) A simple graphical method of computing the
regulatory activity in terms of ligands’ concentra-
tions is obtained for Wegscheider cases.
(5) A general comutational scheme of the station-
ary probability distribution is obtained in terms of
probability flows.
keywords : Biological regulation, molecular interac-
tion, Markov process, stationary probability distri-
bution, probability flow
1 Introduction
Control is a ubiquitous built-in mechanism sup-
porting a variety of functions of living organisms.
∗Corresponding author. Tel.: +81(52)736-5861, Fax:
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The advent of cybernetics in the late 1940’s estab-
lished a close link between control in living organ-
isms and that of man-made artifact. Notions like
feedback, feedforward, robustness, stability, and
noise, which are fundamental in control engineer-
ing turned out to be relevant to the control mecha-
nisms of living organisms. Rapid progress in molec-
ular biology in the last fifty years opened up a new
world of intracellular control of biochemical pro-
cesses including those of metabolism and gene ex-
pression. Studying control mechanisms became an
important issue of biology. Monod correctly called
this field microscopic cybernetics [31], while others
called it regulatory biology [50]. The continuing en-
deavor to clarify the material basis of regulations
reveals vast complexity of regulatory networks as-
sociated with huge variety of material links inside
a cell, which in turn motivated considerable inter-
est in the quantitative analysis of regulation mech-
anisms through mathematical modeling and sim-
ulation. The modeling/simulation paradigm has
been used to reveal the underlying structural prop-
erties of complex regulatory networks. Existence of
cellular switches [1][8][14][23][30][34][37], evaluation
of molecular fluctuations [16][21][28][43], analysis of
biological oscilations [5][7][17], consideration of net-
work robustness [25][51], theoretical demonstration
of cellular behaviors [11][12][39], are examples of its
contributions. Excellent reviews of these achieve-
ments are found in [41][44][45]. Recently, we pro-
posed the notion of compound control [42] which
captures a salient characteristic feature of biologi-
cal control. Compound control is a biological way
of realizing proper input/output relationship of reg-
ulatory dynamics to cope with diverse, complicated
and unpredictable environmental changes.
It is paradoxical that the theoretical and/or phys-
ical basis of the modeling/simulation paradigm has
not been well exploited, in spite of the remark-
able success it has attained. For instance, in many
papers on intracellular regulations, the traditional
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Michaelis-Menten-Hill equation in enzymology is
extensively used for describing molecular interac-
tions, e.g., the action of repressors in transcrip-
tion regulation, or the effect of feedback [5][14][27]
[30][34][48], without sound justification.
The transcription rate is regulated through bind-
ing of transcription factors in some domains of
DNA, the so-called cis-regulatory elements [6], that
are able to affect transcription initiation. The affin-
ity of cis-regulatory elements to the transcription
factors determines the overall transcription rate of
the gene. They are correlated with each other and
collectively exhibit synergistic effects through which
a complex computation is performed to achieve
adequate transcription control [26]. These fac-
tors are represented in the context of a thermo-
dynamical equilibrium energy distribution suggest-
ing to plausible models of transcription regulation
[3][4][35][47]. This paper aims to establish a unified
framework with solid mathematical grounding and
physical plausibility that is able to capture various
bio-physical attributes of intracellular regulations.
A significant portion of genes encode enzymes
which are involved in metabolic control, another im-
portant form of intracellular regulation. Metabolic
control is a relatively old subject of bio-chemistry,
where allosteric enzymes are the major agents of
control. Allosteric enzyme is a macro-molecule
that has several binding sites which can bind sub-
strate and ligands. The binding pattern of ligands
changes the conformations of the enzyme, through
which the activity of the enzyme for the target re-
action is controlled. Quantification of the activity
changes of allosteric enzyme has been a central issue
in biochemistry since the classical Monod-Wyman-
Changeux model was first proposed [32][49]. Since
then, various theoretical and experimental methods
have been used to predict the conformation changes
due to substrate binding and modification by lig-
ands [3][9][13][15][18][24][29][36][40][46][52].
The regulatory mechanism of allosteric enzymes
is in some sense similar to that of operons, in spite
of the obvious functional and structural differences
between them. Both of them are controlled by in-
teractions between binding sites (catalytic sites for
metabolic cases and cis-regulatory elements for ge-
netic cases) and binding factors (ligands and sub-
strate in the metabolic case and transcription fac-
tors in the genetic case). In the metabolic case, in-
teractions take place between proteins, while in the
genetic case they take place between protein and
DNA. It is interesting that although the allosteric
protein is a player in both regulations, it plays to-
tally different roles. In the metabolic control, it is
controlled by ligands, while in the genetic control it
acts as transcription factors to control genes.
The protein/protein interactions of metabolic
regulation and protein/DNA interactions in tran-
scription control are weak and essentially reversible,
and they share many properties. In fact, equi-
librium statistical mechanics is used to quantify
both metabolic regulation [15] and genetic regula-
tion [4][35][47]. If we view the binding/unbinding
processes taking place between binding sites and
binding factors in both cases as a common stochas-
tic process, it suggests a common theoretical frame-
work to deal with metabolic and genetic regulations
in a unified way.
Along this line, we propose a common theo-
retical framework for describing biological regula-
tors of metabolic and genetic regulations to facil-
litate quantitative descriptions of intracellular bio-
chemical processes. The core of our approach is
to describe protein/protein and protein/DNA in-
teractions with a common Markov process focusing
on the behavior of a single molecule rather than a
population of molecules. This viewpoint enables us
to describe phenomena with a finite state Markov
process, which greatly simplifies the argument by
avoiding the difficulties associated with infinite di-
mensionality [33]. All the quantification features
associated with various complicated physical and
biological phenomena can then be condensed into
transition probabilities. We introduce a new notion
of probability flow that offers a new insight into the
stationary distribution of the Markov process. The
stationary equation is regarded as representing the
conservation of probability flows at each node. It
is closely related to the Wegscheider condition de-
rived a century ago. Based on the notion of prob-
ability flow, we derive a representation of the sta-
tionary probability distribution, which leads to a
unified quantitative form for the general biological
regulator. Our method of computing the station-
ary probability distribution dramatically simplifies
the classical King and Altman method [24], which
is used for computing the stationary distribution of
chemical processes. It is expected to yield a new
computational tool for operon regulation that can
deal with the increasing complexity of operons [38].
Metabolic and genetic controls have been inves-
tigated relatively independently because of their
apparent large differences in modality. Therefore,
there have been few studies dealing with systems
that combine metabolic and genetic regulations
[52]. The unified framework described in this pa-
per will enhance our understanding of intracellular
biochemical processes.
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In the next section, we formulate a biological
regulator in an abstract way as a Markov process.
The abstract biological regulator is defined through
the stationary solution of the Master Equation. In
Section 3, we introduce the notion of probability
flow and explain its relevance to the stationary dis-
tribution. Sections 4 and 5 deal with the single
loop case and introduce the Wegscheider condition,
which guarantees that the probability flow vanishes.
Section 6 generalizes the results of the preceding
section to multi-loop cases. Section 7 discusses the
meaning of transition probabilities to deduce bi-
ologically meaningful representations of biological
regulations.
2 Characterization of biologi-
cal regulations as a finite-
state Markov process
The main stage of genetic control is transcrip-
tion regulation whose fundamental mechanism is to
change the transcription rate of the operon via bind-
ing/unbinding of transcription factors to and from
their cis-regulatory elements. The main agent of
metabolic control is the allosteric enzyme that de-
termine the rate of the target chemical reaction via
binding/unbinding of substrate and ligands. The
fundamental common feature of both regulations
lies in the molecular interaction between sites of the
macro-molecule and molecular binding factors that
work through binding/unbinding processes (see Ta-
ble 1).
These processes are obviously random subject to
certain thermodynamical constraints. Our idea is
to establish a mathematical framework to describe
such regulatory mechanisms in a unified way. We
now formulate the biological regulation in a some-
what abstract way. We assume that the macro-
molecule, which is the main agent of the regula-
tion, has n binding sites (BS), each of which can
bind some of m ligands with different affinities that
depend on the binding patterns of sites. Instead of
the ligand, we use the word binding factors (BF)
to emphasize the bilateral symmetry of sites to be
bound and factors to bind. Each BS can bind only
one BF at each time. The binding sites are de-
noted by b1, b2, · · · , bn, while the binding factors
by U1, U2, · · · , Um. The state of the regulator is
denoted by n-tuples of m alphabet U1, U2, · · · , Um
denoting the BFs being bound and φ which repre-
sents the empty (unoccupied) site. If the regulator
has three BSs, for example, S = (U1φU2) denotes
the state with b1 and b3 being bound by U1 and U2,
respectively, and with b2 empty. Let N be the total
number of non-empty states, which is obviously fi-
nite. Since we have the empty state S0 = (φφ · · · φ),
the total number of states is N + 1.
The state of the regulator changes as its bind-
ing pattern changes, i.e., as BFs bind to and dis-
sociate from BSs. These are clearly stochastic phe-
nomena and are legitimately described as stochas-
tic process. Let the transition probability from the
state Sj to Si during an infinitesimal time duration
∆t be denoted by qij∆t. All the quantitative fea-
tures of the complex biochemical process associated
with protein/protein interactions and protein/DNA
interactions including origomerization [36][49], con-
formational change [13][35] and target localization
[9] can be adequately represented in terms of qij .
For the sake of clarity, we assume that binding or
unbinding of only one BF to and from a BS occurs
during the infinitesimal time duration ∆t. Thus,
the transition from (U1φU2) to (U1φU3) is regarded
as consequtive transitions from (U1φU2) to (U1φφ)
and from (U1φφ) to (U1φU3). The transition prob-
ability for unit time qij represents the rate of reac-
tion from Sj to Si, and sometimes it is regarded as
identical to the rate constant of the corresponding
reaction. We define Ai to be the set of states that
are accessible from Si during the infinitesimal time
duration ∆t. We call it the adjacent set of Si.
Let pi(t) be the probability that the regulator
is in a state Si at time t. Then, the stochastic
time-evolution of the regulator is described by the
chemical master equation (CME),
dpi
dt
=
∑
j∈Ai
qijpj−
∑
j∈Ai
qjipi. i = 0, 1, · · · , N. (1)
The notation
∑
j∈Ai
denotes the sum of all j such
that Sj ∈ Ai. The first term of the right-hand side
of (1) represents the net probability coming from
adjacent states to Si while the second term the net
probability leaving Si to adjacent states. The CME
(1) is written in the matrix form as
dp(t)
dt
= Qp(t) (2)
where p(t) denotes the (N + 1)-dimensional vector
whose (i+ 1)-th component is pi(t). The matrix Q
in (2) is called a transition matrix.
A finite Markov process can be described by the
state-transition diagram. In Figure 1 shows exam-
ples of state-transition diagrams. The most salient
feature of the Markov process for our purpose is
the reflection property that qij 6= 0 always implies
qji 6= 0 because of the reversibility of the molecu-
lar interactions we are interested in this paper. In
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Table 1: Comparison of genetic and metabolic regulations.
Agent Site Factor
Control
Parameters
Genetic Operons
Cis-regulatory
elements
Transcription
factors
Transcription
rate
Metabolic
Allosteric
enzymes
Catalytic sites
Ligands and
substrates
Reaction rate
Figure 1: State transition diagram of (a) Example
1, (b) Example 2,(c) Example 3.
terms of the adjacent set Ai, Sj ∈ Ai always im-
plies Si ∈ Aj .
It is known [46] that the solution of (2) converges
to a unique equilibrium stationary solution p that
satisfies
Qp = 0, (3)
or equivalently,
∑
j∈Ai
qijpj −
∑
j∈Ai
qjipi = 0. (4)
Equaiton (3) or (4) is called the stationary state
equation (SSE). Usually, the convergence is faster
than the chemical reactions controlled by the regu-
lator. Therefore, we can assume that the regulator
is always in a stationary distribution satisfying (3),
together with the normalization constraint,
N∑
i=0
pi = 1. (5)
Let γi be the activity of the regulator at state
Si. The overall activity γ of the regulator is then
defined as the average activity with respect to the
stationary distribution p, i.e.,
γ =
N∑
i=0
γipi. (6)
The examples that follow show that the above def-
inition of the regulation activity adequately de-
scribes both genetic and metabolic regulations.
Example 1. (Stochastic version of Michaelis-
Menten equation)
Consider a molecule of an enzyme E that cataly-
ses the reaction of producing a product P from a
substrate S, i.e.,
E + S
k1
⇄
k
−1
ES
k2
→ E + P. (7)
An enzyme molecule can be regarded as a biolog-
ical regulator with one BS and one BF (the sub-
strate). The enzyme has the two state S0 and S1,
the empty state and the state occupied by a sub-
strate molecule, respectively. The transition dia-
gram is shown in Fig. 1(a). The transition matrix
Q in this case is written as
Q =
[
−q10 q01
q10 −q01
]
, (8)
and the stationary distribution is given by
p0 =
1
1 + q10
q01
, p1 =
q10
q01
1 + q10
q01
. (9)
Since q01 represents the probability of unbinding the
substrate S from the BS during unit time, we can
identy it with k−1. In addition, the probability of
binding S to the BS is proportional to the concen-
tration [S] of the substrate with k1 being its rate
coefficient. Thus,
q01 = k−1, q10 = k1 [S] , (10)
which gives
p0 =
K1
K1 + [S]
, p1 =
[S]
K1 + [S]
, K1 =
k−1
k1
.
(11)
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Since p1 denotes the probability of the state of the
enzyme with S being bound (ES), the total number
of ES molecules is given by p1 [E]T , where [E]T de-
notes the concentration of the total enzyme, which
is assumed to be constant. Therefore, since the
maximum reaction rate is given by k2 [E]T , the ra-
tio of the reaction rate υ to its maximum υmax is
given by
υ
υmax
=
k2p1 [E]T
k2 [E]T
= p1 =
[S]
K1 + [S]
, (12)
which is the celebrated Michaelis-Menten equation.
Here, the rapid equilibrium assumption used in de-
riving the Michaelis-Menten equation [40] has been
replaced with the notion of rapid convergence of
the probability distribution to a stationary one.
Note that we consider the behavior of a single en-
zyme molecule rather than the collective behav-
ior of the enzyme and enzyme-substrate complex.
In this way, a stochastic formulation of biologi-
cal regulation gives an alternative interpretation of
the Michaelis-Menten equation. It should be noted
that we have not assumed the enzyme concentration
is constant, which is required to derive Michaelis-
Menten equation in the traditional way.
It is not difficult to see that the standard devia-
tion συ =
√
υ¯2 − υ¯2 is given by
συ = k2
√
K1 [S]
K1 + [S]
,
which gives a rough estimate of the precision of the
approximation (12). This is a bonus of the stochas-
tic version of the Michaelis-Menten equation that
we have derived.
Example 2. (Allosteric enzyme with an activator
[40])
An allosteric enzyme e with one binding site for an
activator A in addition to the one for a substrate S
is described as
E + S
k1
⇄
k
−1
ES
kp
→ E + P
+ +
A A (13)
k
−2↑↓k2 k−3 ↑↓k3
EA + S
k4
⇄
k
−4
ESA
kpA
→ EA + P
The enzyme has now the two binding sites, one for
the substrate and the other for the activator A. The
enzyme has four states S0 = (φφ), S1 = (Sφ), S2 =
(SA), S3 = (φA). The state transition diagram is
shown in Fig. 1(b). We can associate the transition
probabilities with the rate constants in (13) as
q10 = k1 [S] , q01 = k−1, q21 = k3 [A] , q12 = k−3,
q32 = k−4, q23 = k4 [S] , q03 = k−2, q30 = k2 [A] ,
(14)
where [S] and [A] denote the concentrations of the
substrate and the activator, respectively. The tran-
sition matrix is given by
Q =


D0 q01 0 q03
q10 D1 q12 0
0 q21 D2 q23
q30 0 q32 D3

 . (15)
where D0 = −(q10 + q30), D1 = −(q01 + q21), D2 =
−(q12 + q32), D3 = −(q03 + q23). The rate of the
target chemical reactions producing P is given by
γ = kpp1 + kpAp2
The actual computation of the stationary probabil-
ity distribution for this example is done in Example
6, where you see the result is very complex.
Example 3. (Allosteric enzyme with both activa-
tor and inhibitor)
The reaction scheme is written as
EI + S
k7
⇄
k
−7
ESI
kpI
→ EI + P
k6↑↓k−6 k5 ↑↓k−5
I I
+ +
E + S
k1
⇄
k
−1
ES
kp
→ E + P (16)
+ +
A A
k
−2↑↓k2 k−3 ↑↓k3
EA + S
k4
⇄
k
−4
ESA
kpA
→ EA + P
where I denotes the inhibitor. The enzyme has six
states, namely, S0 = (φφ), S1 = (φA), S2 = (SA),
S3 = (Sφ), S4 = (SI), S5 = (φI). The state transi-
tion diagram is shown in Fig. 1(c). The right part
is identical to the diagram of Fig. 1(a). The state
transition matrix is given by
Q =


D0 q01 0 q03 0 q05
q10 D1 q12 0 0 0
0 q21 D2 q23 0 0
q30 0 q32 D3 q34 0
0 0 0 q43 D4 q45
q50 0 0 0 q54 D5


, (17)
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where D0 = −(q10 + q30 + q50), D1 = −(q01 + q21),
D2 = −(q12 + q32), D3 = −(q03 + q23 + q43), D4 =
−(q34 + q54), D5 = −(q05 + q45). The rate of the
target chemical reactions is given by
γ = kpAp2 + kpp3 + kpIp4
The computation of the stationary probability dis-
tribution is done in Example 6.
Example 4. (Lac operon)
The lac operon, which has been a subject of ge-
netic molecular biology for more than fifty years
([5][38][48][52]), can be regarded as a biological reg-
ulator. A number of different models have been
proposed for it including a very complicated model
with seven cis-regulatory elements [38]. The stan-
dard model has three binding sites [52]. One is the
promoter with RNAP as its unique binding factor.
There are two binding factors associated with the
lac operon, cAMP-CRP and LacI, which have their
own binding sites. They are independent of each
other. cAMP-CRP is an activator of the operon,
while LacI is a repressor. Binding of LacI at its
site prevents the other factors from binding to their
sites.
Denote the RNAP, cAMP-CRP and LacI by U1,
U2 and U3, respectively. Then, the lac operon has
the following five states;
S0 = (φφφ), S1 = (U1φφ), S2 = (U1U2φ),
S3 = (φU2φ), S4 = (φφU3).
The transition diagram is shown in Fig. 2. The
transcription rate is given by
γ = γ1p1 + γ2p2,
where γ1 and γ2 are the transcription rates corre-
sponding to S1 and S2.
Figure 2: State transition diagram of lac operon.
Recently, Santillan et al. proposed a lac operon
model with five binding sites [38]. The number of
binding patterns of its cis-regulatory units is at
least 50. Figure 3 shows the transition diagram
which is very complicated. We need an efficient
computational theory to handle complex operons
like this.
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Figure 3: Transition diagram of lac operon with 50
states.
3 Conservation of probability
flows in stationary distribu-
tion and loop-free transition
diagram
In this section, we introduce the notion of probabil-
ity flow and discuss its meaning in solving the SSE
(4). The SSE (4) can be written as
∑
j∈Ai
(qijpj − qjipi) = 0, i = 0, 1, · · · , N. (18)
The term qijpj−qjipi represents the net probability
of the state transition from Sj ∈ Ai to Si. Hence,
it is reasonable to call it the probability flow from
Sj to Si, which is denoted by
ρij = qijpj − qjipi. (19)
If ρij > 0, the probability flows from Sj to Si and
if ρij < 0, it flows oppositely. Clearly, it is skew-
symmetric, i.e.,
ρij + ρji = 0. (20)
The SSE (18) is represented in terms of probability
flow as ∑
j∈Ai
ρij = 0, ∀i, (21)
which implies that the probability flows are con-
served at each state node. In other words, the net
probability flow incoming to Si (the sum of positive
ρij) is equal to the outgoing flow from Si (the sum
of negative ρij), as is illustrated in Figure 4. Here,
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Figure 4: Conservation of probability flows.
it is important to notice that the probability flow is
directed.
In chemical kinetics, one usually assumes that the
equilibrium state satisfies the relations
qijpj = qjipi, ∀j ∈ Ai, ∀i, (22)
if we interpret qij as the kinetic rate coefficient of
the reaction Sj → Si. The relations (22) are called
detailed balance in chemical kinetics [19]. Due to
(19), the detailed balance holds if and only if ρij =
0, ∀i, j ∈ Ai; i.e., all the probability flows vanish.
The relation (22) is written as
pi = rijpj (23)
where rij is called the transition ratio from Sj to
Si and is defined as
rij =
qij
qji
. (24)
The transition ratio (TR) is directed as shown in
Fig. 5(a) and corresponds to the equilibrium coeffi-
cient of the chemical reaction Sj ⇆ Si. It is some-
times convenient to describe the transition diagram
in terms of the transition ratios (TR), instead of
transition probabilities, as is shown in Fig. 5(b).
We call such a diagram a TR diagram to distin-
guish it from the usual transition diagram. Note
that
rij = r
−1
ji . (25)
Figure 5: TR Diagrams. (a) Description of TR, (b)
TR diagram of Fig. 1(b).
The direction of an edge can be freely assigned in
TR diagrams, but it must be consistent with the
direction of the TR, in the sense that an edge with
rij as its TR must be directed from Sj to Si. Now,
we shall prove that the probability flows vanish at
all edges unless the transition diagram has a loop.
Here, a loop is defined in the context of the TR
diagram. In other words, if the transition diagram
does not have a loop (loop-free), all the probability
flows vanish. To see this remarkable fact, assume
that there exists an edge e with a non-zero proba-
bility flow and a state Sj is connected to this edge.
Then, due to the conservation of probability flow
at Sj, there exists another edge connecting Sj to
another state Si with a non-zero probability flow.
The same reasoning for Si leads one to conclude
that Si must be connected to a new state Sk by an
edge with a non-zero probability flow (Fig. 6). Re-
peating the procedure creates a sequence of states
Sj → Si → Sk → · · · , which are connected by edges
with non-zero probability flows. Since the number
of states is finite, the sequence must visit a state
which has already appeared in the sequence. Hence,
the graph must contain a loop.
Figure 6: Sequence of edges with non-zero proba-
bility flow.
For a while, we concentrate on the loop-free case
where all the probability flows vanish. Take two
arbitrary states Si and Sj . If there are two different
paths connecting Si and Sj , it means that there is
a loop composed of a path from Sj to Si and one
from Si to Sj . Therefore, if the transition diagram
is loop-free, the state Si is connected to Sj through
a unique path. Let this path be composed of l state:
Sj = Si1 → Si2 → · · · → Sil = Si. We can define
the transition probability from Sj to Si as
q¯ij = qiil−1qil−1il−2 · · · qi2j , (26)
where the overbar is used to distinguish the transi-
tion probability computed along a path from those
between adjacent nodes. In this way, we can com-
pute the transition probability for any state pair Si
and Sj which are not necessarily adjacent to each
other.
We can extend the detailed balance (22) to any
pair of states by using the extended transition prob-
abilities (26).
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To see this, assume that three states S0, S1, and
S2 are connected by a path, i.e., S1 ∈ A0 and
S2 ∈ A1. Then, the detailed balance (22) implies
q10p0 = q01p1 and q21p1 = q12p2. Multiplying each
side yields q10p0q21p1 = q01p1q12p2. Cancelling p1
from both sides gives q21q10p0 = q01q12p2, or equiv-
alently, q¯20p0 = q¯02p2. This relation suggests that
the detailed balance holds in terms of the general-
ized transition probability (26) even for state pairs
which are not adjacent to each other. It is not diffi-
cult to see that this is indeed the case by repeatedly
applying it through the unique path connecting the
two states, i.e.,
q¯ijpj = q¯jipi, ∀i, j. (27)
The above relation includes the detailed balance
(22) as a special case. Therefore, we call the re-
lation (27) the generalized detailed balance. Taking
j = 0 in (27), we can represent pj as
pi = r¯i0p0, (28)
where r¯ij is defined as a generalization of (24) with
qij being replaced by q¯ij given by (26), i.e.,
r¯ij =
q¯ij
q¯ji
= riil−1ril−1il−2 · · · ri2j (29)
Here, the overbar is again used to distinguish it
from rij given in (24) for state pairs adjacent to
each other. r¯ij is also called the transition ratio
(TR) from Sj to Si. Note that the relation (25) is
extended to
r¯ij = r¯
−1
ji .
From the normalization constraint (5) and (28), the
statitonary probability distribution is simply given
by
pi =
r¯i0∑N
j=0 r¯j0
, i = 0, 1, · · · , N (30)
where r¯00 = 1.
We sum up the discussion in this section as fol-
lows:
If the transition diagram is loop-free, the following
facts hold:
(1) the probability flows vanish at every edge.
(2) The stationary distribution is given by (30).
(3) The generalized detailed balance (27) holds for
the stationary distribution.
Example 5. (Loop-free Transition Diagram)
Consider a transition diagram of Fig. 7, which is
loop-free. According to (28), we have p1 = q10p0,
p2 = r21r10p0, p3 = r31r10p0, p4 = r43r31p0, p5 =
r50p0 with
p0 =
1
1 + r10(1 + r21 + r31 + r43r31) + r50
Figure 7: A loop-free transition diagram.
The above reasoning can be applied to a loop-free
subgraph of the general (not loop-free) transition
diagram. If a loop-free subgraph is attached to a
state Si which belongs to a loop, we can write down
the probability of the state of that subgraph ac-
cording to (30) with p0 being replaced by pi. As an
example, consider the transition diagram of Fig. 8.
The state Sj is a part of a loop which will be dis-
cussed in the next section. If the state Si is not in
any loop, then it is a part of a path connecting Si
and the terminal state Sk. Thus,
pi = r¯ijpj, (31)
because the probability flow at any edge on the path
connecting Sj and Sk vanishes. This can be shown
by directly applying the argument of this section to
the subgraph of Fig. 8.
Figure 8: A loop-free subgraph.
4 Wegscheider condition
In the preceding section, we showed that the proba-
bility flows vanish if the transition diagram is loop-
free. In that case, the stationary distribution is
simply calculated from (30). There are cases where
the probability flows vanish even if the transition
diagram contains loops.
In order to discuss this issue, we consider the case
where the whole transition diagram is a loop, as
shown in Fig. 9(a). The corresponding TR diagram
is shown in Fig. 9(b). The state transition matrix
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Figure 9: Loop transition Diagram. (a) Transition
probability description, (b) transition ratio descrip-
tion.
is given by
Q =


D0 q01 0 · · · 0 q0N
q10 D1 q12 · · · 0 0
0 q21 D2 · · · 0 0
· · · · · ·
qN0 0 0 · · · qN,N−1 DN

 (32)
with Di = −(qi+1,i + qi−1,i), i = 1, 2, · · · , N − 1,
D0 = −(q10 + qN0), DN = −(q0N + qN−1,N ).
Each state has only two edges, one of which re-
ceives the probability flow, the other dispatches it.
Due to the conservation of probability flows (21),
the incoming probability flow and the outgoing one
are equal. Hence, each edge of the loop has the
same amount of probability flow, which is denoted
by ρ. Taking its direction to be clockwise, that is,
taking the probability flow from Si−1 to Si to be
positive, the probability flow is given by
ρ = qi,i−1pi−1 − qi−1,ipi, i = 1, 2, · · · , N. (33)
Thus, we have the following recursion:
pi = ri,i−1pi−1 −
ρ
qi−1,i
, i = 1, 2, · · · , N, (34)
p0 = r0NpN −
ρ
qN,0
.
In order to obtain a general representation of
stationary probabilities, we introduce the numbers
ξ0, ξ1, · · · , ξN defined sequentially by
ξ0 = 0
ξi = ri,i−1ξi−1 −
1
qi−1,i
, i = 1, 2, · · · , N (35)
Then, due to (34) and (35), pi = ri,i−1pi−1+ρ(ξi−
ri,i−1ξi−1), Therefore, we have
pi − ρξi = ri,i−1(pi−1 − ρξi−1),
which implies pi − ρξi = r¯i0p0. Here, r¯i0 =
ri,i−1ri−1,i−2 · · · r10. Thus, pi is represented as
pi = r¯i0p0 + ρξi, i = 1, · · · , N. (36)
If ρ = 0, the above relations are identical to
(28). Thus, equation (36) represents the stationary
distribution as a sum of the probability distribu-
tion for the case with zero probability flow and a
correction term due to non-zero probability flow.
Since ρ = q0NpN − qN0p0, the relation (36) for
i = N implies ρ = q0N (r¯N0p0 + ρξN ) − qN0p0 =
qN0(r0N r¯N0 − 1)p0 + ρq0N ξN . Therefore, we get
ρ(1 − q0NξN ) = −(1− η)qN0p0 (37)
where η is given by
η = r0N r¯N0 = r0NrN,N−1 · · · r10 (38)
Since ξ1 = −1/q01 < 0 and rij > 0, ξN < 0. Hence,
1 − q0NξN > 0. Therefore, we conclude that the
probability flow vanishes, i.e., ρ = 0, if and only if
η = 1.
The number η is the product of all the TRs along
the loop. If we use the analogy between the TR and
the equilibrium coefficient in chemical kinetics, the
condition η = 1, i.e.,
r10r21 · · · r0N = 1, (39)
corresponds to the condition derived almost a cen-
tury ago by Wegscheider. The condition (39) is re-
ferred to as the Wegscheider condition [22]. We
call the product η of (38) the Wegscheider prod-
uct for a loop as in Fig. 9. The Wegscheider prod-
uct is in some sense directed. The representation
(38) defines the Wegscheider product clockwise in
the context of Fig. 9. It can also be defined in the
opposite direction η′ = rN0rN−1,N · · · r01. Due to
(25), η′ = η−1. Since η = 1 implies η′ = 1, the
Wegscheider condition can be represented by com-
puting the product in either clockwise or counter
clockwise direction.
The Wegscheider condition is a property of a loop
that requires the transition ratio along the total
loop to be unity. This condition is equivalently writ-
ten in terms of transition probabilities as
q10q21 · · · q0N = qN0qN−1,N · · · q01. (40)
The left-hand side represents the transition proba-
bility from a state to itself along a clockwise con-
tour, while the right-hand side represents that along
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a counter clockwise contour. The identity (40) gives
a stochastic interpretation of the Wegscheider con-
dition.
Taking the normalization condition (5) into ac-
count, we have
pi =
r¯i0 + ρξi∑N
j=0
(
r¯j0 + ρξj
) , i = 0, 1, · · · , N, (41)
where r00 = 1, ξ0 = 0. If the Wegscheider condition
holds, then ρ = 0 and the stationary distribution
becomes identical to (30).
The most common method of quantifying the
regulatory activities of operons is based on ther-
mal equilibrium theory [3][4], which assigns a Gibbs
free energy to each binding pattern of the binding
sites. This corresponds to assigning a stationary
probability distribution a priori, rather than con-
structing a Markov process by assigning the tran-
sition probabilities between states. The transition
ratio may then be defined as the ratio between the
state probabilities. In that case, the Wegscheider
condition obviously holds. To see this, consider a
loop S0 → S1 → S2 → S0. Then, r10 = p1/p0,
r21 = p2/p1, r02 = p0/p2. Thus, r10r21r02 = 1.
This proves that the Wegscheider condition is con-
sistent with thermal equilibrium theory. The rela-
tion (41), however, suggests more general types of
equilibrium.
5 Edge removal and modifier
In this section, we consider the meaning of the num-
bers ξi in (35) and try to interpret (36) in the
context of edge removal. From (35), qi−1,iξi −
qi,i−1ξi−1 = −1 and qi,i+1ξi+1 − qi+1,iξi = −1.
These relations yield −qi,i−1ξi−1 − qi,i+1ξi+1 +
(qi+1,i + qi−1,i)ξi = 0. Since ξ0 = 0 and ξ1 =
−1/q01, we have, from (32),
Qξ =


−1
0
...
0
1


(1− q0N ξN ), (42)
where ξ =
[
ξ0 ξ1 · · · ξN
]T
. To further inves-
tigate the meaning of the vector ξ, we consider a
transition diagram which is obtained from the orig-
inal diagram of Fig. 9 by eliminating the edge con-
necting S0 and SN (Fig. 10(a)). The modified tran-
sition diagram has no loop, and hence, the station-
ary distribution is given by p¯i = r¯i0p0, following the
discussion in the preceding section. The transition
matrix Q′ corresponding to the modified diagram
of Fig. 10(a) is obtained by taking q0N = qN0 = 0
in (32). From (42), we have
Q′ξ =


−1
0
...
0
1


. (43)
We call the vector ξ satisfying (43) with ξ0 = 0
the modifier of the loop corresponding to the edge
SN → S0. It is computed through the recursion
formula (35). We shall generalize it in the sequel.
Figure 10: Reduced transition diagrams. (a) Edge
SN → S0 is eliminated, (b) edge Sν → Sν+1 is
eliminated.
If we let p′ be the vector whose (j+1)th element
pi is given by (28), which represents the stationary
probability distribution corresponding to the mod-
ified loop-free diagram of Fig. 10(a), equation (36)
can be written as
p = p′ + ρξ. (44)
This is the general form of the stationary probabil-
ity distribution. It holds for a loop transition dia-
gram as well as for general transition diagram with
multiple loops, as is discussed in the next section.
Note that the stationary distribution is represented
by a stationary distribution p′ corresponding to the
modified loop-free diagram with a correcting term
ρξ due to non-zero probability flow.
Equation (44) is obtained by cutting the edge
SN → S0 as in Fig. 10(a). Here, we can show
that equation (44) is also derived by eliminating
any edge Sν → Sν+1 of the loop (Fig. 10(b)). Since
r¯i0 is defined as the product of each TR along the
path connecting Si to S0, we have
r¯i0 =
{
r10r21 · · · ri,i−1 if i ≤ ν.
rN0rN−1,N · · · ri,i−1 if i ≥ ν + 1.
(45)
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Now, the modifier is defined as
[Forward Recursion]
ξ0 = 0
ξi = ri,i−1ξi−1 −
1
qi−1,i
, i = 1, 2, · · · , ν (46)
[Backward Recursion]
ξN+1 = 0. qN+1,N = q0N
ξi = ri,i+1ξi+1 +
1
qi+1,i
, i = N,N − 1, · · · , ν + 1.
(47)
The recursion formula (46) computes the modifier
elements of the path connecting S0 to Sν , while the
recursion formula (47) computes those of the path
connecting S0 to Sν+1. The paths are oppositely di-
rected, but both recursions are essentially the same
except the signs of the added term. We call (46) for-
ward recursion, while (47) backward recursion. It is
straightforward to see that ξ =
[
ξ0 ξ1 · · · ξN
]T
satisfies
Qξ =


0 0
...
...
0 0
−qν+1,ν qν,ν+1
qν+1,ν −qν,ν+1
0 0
...
...
0 0


[
ξν
ξν+1
]
+


0
...
0
1
−1
0
...
0


.
Since qν+1,ν = qν,ν+1 = 0 in the modified transition
diagram, we have 

0


...
Q′ξ = 1 · · · ν + 1
−1 · · · ν + 2
...
0
(48)
It is not difficult to see that the stationary distri-
bution is given by (36) with r¯i0 and ξi being repre-
sented by (45) and (46)(47), respectively, by apply-
ing the arguments of the preceding section to the
forward and backward recursions separately.
The modifier is extended to any edge Sν → Sν+1
and can be computed through (46)(47). The sta-
tionary probability distribution is given in this case
by (44), where p′ corresponds to the stationary
probability distribution of the reduced loop-free di-
agram. Since ρ = 0 holds under Wegscheider con-
dition, we obtain the following result:
The stationary distribution of a loop is unchanged
if an edge is removed, provided that the Wegschei-
der condition (39) or (40) holds.
In other words, the computation of the stationary
distribution for a loop transition diagram is reduced
to the loop-free case where a very simple form (30)
is already available by eliminating an edge, provided
that the Wegsheider condition holds. We shall ex-
tend this remarkable property to the general tran-
sition diagram with multiple loops in the next sec-
tion.
Example 6. (Stationary Distribution of Example
2)
This is the case of N = 3 in the above algorithm.
Remove the edge e : S2 → S3(ν = 2). The numbers
ξi, i = 0, 1, 2, 3, are given respectively by forward
recursion
ξ0 = 0, ξ1 = −
1
q01
,
ξ2 = −
r21
q01
−
1
q12
= −
q21 + q01
q01q12
(49)
and by backward recursion
ξ3 =
1
q03
The stationary probability distribution is calculated
to be
p1 = r10p0 −
1
q01
ρ
p2 = r¯20p0 − ρξ2 = r21r10p0 −
q01 + q21
q01q12
ρ (50)
p3 = r30p0 +
1
q03
ρ.
The Wegscheider product η is given by
η = r03r32r21r10 =
q03q32q21q10
q30q23q12q01
.
The probability flow ρ = q32p2 − q23p3 is given by
ρ =
q03q32q21q10 − q30q01q12q23
q01q12(q03 + q32) + q03q23(q01 + q21)
p0
6 Eliminating loops from
the transition diagram and
derivation of the flow equa-
tion
Now, we consider the general case where multiple
loops exist, and derive a method of computing prob-
ability flows. If some edges are removed, the tran-
sition diagram becomes loop-free. Although the se-
lection of such loops is not unique, the minimum
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number of such edges required to make the transi-
tion diagram loop-free is unique. As an example,
consider a TR diagram of Fig. 11(a). The elimi-
nation of the edges e1 : S2 → S3 and e2 : S4 →
S5 makes the diagram loop-free, as is illustrated
in Fig. 11(b). We can eliminate, say, the edges
S0 → S1 and S3 → S4 to make the diagram loop-
free. The elimination of two edges is necessary and
sufficient to make the diagram loop-free in this case.
Figure 11: An example with three loops. (a) origi-
nal diagram, (b) modified diagram.
Now, we recover the eliminated edges in the re-
duced loop-free diagram one by one. At each re-
covery step, at least one new loop is recovered and
we select one such loop. These loops constitute ba-
sis loops. In case of Fig. 11, the recovery of edge
e1 : S2 → S3 recovers the loop L1 : S0 → S1 →
S2 → S3 → S0. Then, recovery of e2 : S4 → S5
recovers L2 : S0 → S3 → S4 → S5 → S0 and
L3 : S0 → S1 → S2 → S3 → S4 → S5 → S0. Thus,
we can choose L1 and L2 as basis loops. L1 and L3
can also be basis loops. In this respect, each edge
selected to make the transition diagram loop-free
corresponds to one basis loop.
Now, let us consider an algebraic representation
for edge removal. Consider an edge e : Sj → Si.
The probability flow of the edge e from Sj to Si is
given by (19), which is alternatively represented as
ρij = σ(i, j)
T p, (51)
where σ(i, j) is an (N + 1)-vector given by
[σ(i, j)]k =


qij , k = j + 1
−qji, k = i+ 1
0, otherwise.
(52)
Note that pi appears at the (i+1)-th place instead
of at the i-th place in the vector p because of the
existence of p0 as its first element. Removal of e
from the transition diagram amounts to removal of
ρij and ρji = −ρij from the (i+ 1)-th and the (j +
1)-th components of Qp, respectively. Therefore,
removal of e corresponds to removal of the matrix
∆Q := −δ(i, j)σ(i, j)T , (53)
where δ(i, j) is an (N +1)-dimensional vector given
by
[δ(i, j)]k =


−1, k = i+ 1
1, k = j + 1
0
(54)
The reduced transition matrix Q is given by
Q′ = Q−∆Q. (55)
Hence, from (53) and (51), we have
Q′p =
(
Q+ δ(i, j)σ(i, j)T
)
p = ρijδ(i, j).
Assume that the transition diagram contains l basis
loops L1, L2, · · · , Ll. We can assume that all these
loops contain p0 without loss of generality. Now,
choose a set of edges ek ∈ Lk, k = 1, 2, · · · , l, such
that the elimination of e1, e2 · · · , el makes the tran-
sition diagram loop-free. We assume that the edge
ek connects the states Sµk and Sνk in the direc-
tion from Sµk to Sνk , i.e., ek : Sµk → Sνk . Denote
the probability flow associated with ek by ρk, i.e.,
ρk = ρνkµk . Then, from (51), we get
ρk = qνkµkpµk − qµkνkpνk
= σ(νk, µk)
T p. (56)
The transition matrix Q′ corresponding to the re-
duced loop-free transition diagram is thus
Q′ = Q+
l∑
k=1
δ(νk, µk)σ(νk, µk)
T . (57)
Now we define a vector ξ(νk, µk) satisfying
Q′ξ(νk, µk) = δ(νk, µk), k = 1, 2, · · · , l.
ξ(νk, µk)0 = 0. (58)
We call ξ(νk, µk) the modifier of Lk corresponding
to the edge Sµk → Sνk , which is a generalization of
ξ introduced in the preceding section satisfying (43)
or (48). Since Q′ corresponds to a loop-free transi-
tion matirx, its stationary probability distribution
p′ is given by
p′i = r¯i0p0, i = 1, 2, · · · , N. (59)
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where r¯i0 denotes the transition ratio from S0 to
Si taken along a unique path connecting S0 to Si
in the reduced loop-free transition diagram. From
(57) and (58), we get
Q′
(
I −
l∑
k=1
ξ(νk, µk)σ(νk, µk)
T
)
= Q.
From Qp = 0,
Q′
(
I −
l∑
k=1
ξ(νk, µk)σ(νk, µk)
T
)
p = 0.
From Q′p′ = 0 and the uniqueness of the stationary
distribution, we have
(
I −
l∑
k=1
ξ(νk, µk)σ(νk, µk)
T
)
p = p′.
Taking (51) into account, we can now write the sta-
tionary probability distribution explicitly as
p = p′ +
l∑
k=1
ρkξ(νk, µk), (60)
where p′ denotes the stationary probability distri-
bution of the reduced loop-free transition diagram
given by (59). This generalizes (44). Equation
(60) clearly shows the importance of the probability
flows reflecting the loop structure of the transition
diagram. If the probability flows vanish for each
loop, the stationary distribution is identical to that
of reduced loop-free diagram given in (30). The
modifier ξ(νk, µk) represents the dependence of the
stationary distribution on the probability flow.
It remains to compute the probability flow
ρ1, ρ2, · · · , ρl. Premultiplication of (60) by
σ(νk, µk)
T yields
ρk −
l∑
m=1
σ(νk, µk)
T ξ(νm, µm)ρm = σ(νk, µk)
T p′.
(61)
Now, from the definition of σ(νk, µk) (52), we have
σ(νk, µk)
T p′ = qνkµkp
′
µk
− qµkνkp
′
νk
= qµkνk(−p
′
νk
+ rνkµkp
′
µk
)
= −qµkνk r¯νk0(1− r¯0νkrνkµk r¯µk0)p0
As is shown in Fig. 12, the term r¯0νkrνkµk r¯µk0 corre-
sponds to the product of the transition ratios along
Lk associated with the edge connecting Sνk and
Sµk , i.e., the Wegscheider product of Lk. We de-
note it by ηk. Equation (61) can now be rewritten
as
ρk +
l∑
m=1
θkmρm = αk(1− ηk)p0, k = 1, 2, · · · , l,
(62)
where θkm = −σ(νk, µk)
T ξ(νm, µm), αk =
−qµkνk r¯νk0, and ηk is the Wegscheider product of
Lk. Equation (62) implies that the probability flows
can be computed by solving only a linear equation
of l unknowns, instead of (N +1) unknowns of SSE
(3) or (4). We call (62) the flow equation.
Figure 12: Loop Elimination by Removal of an
Edge.
Now, let us summarize the procedure of comput-
ing the stationary probability distribution.
Step 1. Find the minimum number of edges ek :
Sµk → Sνk , k = 1, 2, · · · , l such that their elimina-
tion makes the transition diagram loop-free.
Step 2. Compute the stationary distribution p′ via
(59) for the reduced loop-free diagram.
Step 3. For each eliminated edge ek, associate a
loop Lk, which is recovered with the edge.
Step 4. For ek, compute the modifier ξ(νk, µk) that
satisfies (58).
Step 5. Solve the flow equation (62) to obtain the
probability flows ρk, k = 1, 2, · · · , l.
Step 6. Compute p from (60).
Step 7. Compute the exact probability distribu-
tion taking the normalization constraint (5) into
account.
The computation of the modifier (Step 4) is dis-
cussed in Appendix.
Example 7. Consider the transition diagram
shown in Fig. 11(a) with 6 states and 3 loops. To
eliminate the loops, two edges, e1 : S2 → S3 and
e2 : S4 → S5, are removed. The modified transition
diagram is shown in Fig. 11(b), which is loop-free.
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We choose L1 : S0 → S1 → S2 → S3 → S0, which
is created by recovering e1 in the modified diagram
and L2 : S0 → S3 → S4 → S5 → S0 which is cre-
ated by recovering e2 in the modified diagram as
basis loops. In terms of the notations introduced
in this section, µ1 = 2, ν1 = 3, µ2 = 4, ν2 = 5,
ρ1 = ρ32 and ρ2 = ρ54. The transition matrices Q
and Q′ for the original diagram and the modified
diagram are given by
Q =


D0 q01 0 q03 0 q05
q10 D1 q12 0 0 0
0 q21 D2
q23 0 0
q30 0
q32 D3 q34 0
0 0 0 q43 D4
q45
q50 0 0 0
q54 D5


,
Q′ =


D0 q01 0 q03 0 q05
q10 D1 q12 0 0 0
0 q21 D
′
2 0 0 0
q30 0 0 D
′
3 q34 0
0 0 0 q43 D
′
4 0
q50 0 0 0 0 D
′
5


where D0 = −(q10 + q30 + q50), D1 = −(q01 + q21),
D2 = −(q12 + q32), D3 = −(q03 + q23 + q43), D4 =
−(q34 + q54), D5 = −(q05 + q45), D
′
2 = −q12, D
′
3 =
−(q03+ q43), D
′
4 = −q34, D
′
5 = −q05. The elements
of Q encircled by dashed boxes are eliminated in Q′.
The modifiers, ξ1 corresponding to L1 for e1 and ξ2
corresponding to L2 for e2, are given as
ξ1 =


0
1/q01
−r21/q01 − 1/q12
1/q03
r43/q03
0


, ξ2 =


0
0
0
−1/q03
−r43/q03 − 1/q34
1/q05


.
(63)
The detail of the above calculation is given in Ap-
pendix.
According to (62), the flow equation is given by
(1 + θ11)ρ1 + θ12ρ2 = α1(1− η1)
θ21ρ1 + (1 + θ22)ρ2 = α2(1− η2)
where θij = −σ
T
i ξj , i, j = 1, 2, with
σT1 = σ(3, 2)
T =
[
0 0 q32 −q23 0 0
]
σT2 = σ(5, 4)
T =
[
0 0 0 q54 −q45 0
]
.
and
α1 = −q23r¯30, α2 = −q45r¯50.
η1 and η2 are Wegscheider products corresponding
to L1 and L2, respectively, and are given respec-
tively:
η1 = r10r21r32r03, η2 = r30r43r54r05.
Example 8. (Enzyme with three effectors)
Consider a more complex block transition diagram
shown in Fig. 13(a). This transition diagram de-
scribes an allosteric enzyme with three different ef-
fectors or an operon with three transcription fac-
tors. A description like (16) for this example is very
complicated and hence, is omitted. Now, we choose
four edges e1 : S1 → S2, e2 : S4 → S5, e3 : S6 → S7
and e4 : S7 → S8 to make the diagram loop-free.
The reduced diagram is shown in Fig. 13(b). A basis
set of loops is composed of the following four loops,
L1 : S0 → S1 → S2 → S3 → S0, L2 : S0 → S3 →
S4 → S5 → S0, L3 : S0 → S1 → S6 → S7 → S0
and L4 : S0 → S7 → S8 → S5 → S0, as is shown
in Fig. 13(a). The stationary probability distribu-
tion corresponding to the reduced loop-free diagram
Fig. 13(b) is easily calculated according to (59), i.e.,
p′1 = r10p0, p
′
2 = r¯20p0 = r23r30p0, p
′
3 = r30p0,
p′4 = r¯40p0 = r43r30p0, p
′
5 = r50p0,
p′6 = r¯60p0 = r61r10p0, r
′
7 = r70p0,
p′8 = r¯80p0 = r85r50p0.
The σ-vectors defined by (52) in this case are σ1 =
σ(2, 1), σ2 = σ(5, 4), σ3 = σ(7, 6), σ4 = σ(8, 7), i.e.,
σ1 =


0
q21
−q12
0
0
0
0
0
0


, σ2 =


0
0
0
0
q54
−q45
0
0
0


, σ3 =


0
0
0
0
0
0
q76
−q67
0


, σ4 =


0
0
0
0
0
0
0
q87
−q78


.
The modifiers ξi, i = 1, 2, 3, 4 for L1, L2, L3, L4 are
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computed in Appendix; they are
ξ1 =


0
−1/q01
r23/q03 + 1/q32
1/q03
r43/q03
0
−r61/q01
0
0


, ξ2 =


0
0
r23/q03
−1/q03
−r43/q03 − 1/q34
1/q05
0
0
r85/q05


,
ξ3 =


0
−1/q01
0
0
0
0
−r61/q01 − 1/q16
1/q07
0


, ξ4 =


0
0
0
0
0
1/q05
0
−1/q07
r85/q05 + 1/q54


(64)
The flow equation (62) is given by
2
664
1 + θ11 θ12 θ13 0
θ21 1 + θ22 0 θ24
θ31 0 1 + θ33 θ34
0 θ42 θ43 1 + θ44
3
775
2
664
ρ1
ρ2
ρ3
ρ4
3
775
=
2
664
α1(1− η1)
α2(1− η2)
α3(1− η3)
α4(1− η4)
3
775 (65)
where θij = −σ
T
i ξj , i = 1, 2, 3, 4, j = 1, 2, 3, 4,
α1 = −q12r¯20, α2 = −q45r¯50, α3 = −q67r¯70,
α4 = −q78r¯80, and ηi, i = 1, 2, 3, 4, are Wegscheider
products for Li, and are given by η1 = r03r32r21r10,
η2 = r05r54r43r30, η3 = r07r76r61r10, and η4 =
r05r58r87r70. The anti-diagonal elements θ14, θ23,
θ32 and θ41 vanish from the loop structure of Fig. 13.
7 Specification of transition
probabilities
In order to obtain a useful representation of the ac-
tivity of the biological regulator discussed so far, we
must give a way to connect transition probabilities
qij with more workable parameters with physical
and/or biological meanings. The state transition
caused by binding a BF to a BS and that caused
by releasing a BF from a BS are essentially differ-
ent in their nature. The former transition is usually
proportional to the concentration of the BF to be
Figure 13: An Example of Transition Diagram. (a)
Original Diagram, (b) Reduced Loop-free Diagram.
Transition probabilities are omitted.
bound, while the latter does not depend on concen-
tration of BFs but possibly depends on the occupa-
tion pattern of other BSs. Therefore, it is natural to
assume the following characterization of transition
probabilities:
qij =
{
αijuk, if Sj → Si is the binding of Uk,
αij , if it is a releasing of a BF
(66)
for each j and i ∈ Aj , where αij denotes a coeffi-
cient and uk the concentration of Uk. The transition
probabilities used in Example 1 (equation (10)) and
these in Example 2 (equation (14)) are special cases
of (66).
From the definition of TR in (24), we have
rij =
{
βijuk, if Sj → Si is the binding of Uk,
βiju
−1
k , if it is the releasing of Uk.
(67)
where βij = αij/αji. We can derive a concrete
form for the overall activity of our biological regu-
lator based on (66), for the case that the Wegschei-
der condition holds, i.e., the stationary distribution
given by (30).
Let Si be a state where l sites are occupied by Ui1 ,
Ui2 , · · · , Uil and the remaining n−l sites are empty.
Then, according to (28) and (66), the probability
pi is pi = aiui1ui2 · · ·uilp0, where ai denotes the
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product of βijs associated with the binding of Ui1 ,
Ui2 , · · · , Uil . Note that the binding and unbinding
of other BFs cannot take place because the path
connecting S0 to Si does not contain any loop. Now,
the normalization constraint (5) yields the overall
activity γ defined in (6) as
γ =
γ0 +Σ
N
i=1γiaiui1ui2 · · ·uil
1 + ΣNi=1aiui1ui2 · · ·uil
. (68)
This is a familiar form for describing operon reg-
ulation, which appears frequently in the literature
e.g., [30] [34][40]. For the Lac operon of Fig. 2,
the transition probabilities given by (66) implies
q10 = α10u1, q01 = α01, q21 = α21u2, q12 = α12,
q30 = α30u2, q03 = α03, q40 = α40u3 and q04 = α04.
Since only the states bound by U1 can initiate tran-
scription, γ0 = γ3 = γ4 = 0 in (68). Thus, we have
γ =
γ1K1u1 + γ2K1K2u1u2
1 +K1u1 +K1K2u1u2 +K3u2 +K4u3
, (69)
where K1 = α10/α01, K2 = α21/α12, K3 = α30/α03
and K4 = α40/α04.
The general form (41), as well as its specification
(68), enables us to derive a variety of complicated
formulae representing enzymic actions (e.g., [40])
almost immediately. Equation (68) also generalizes
the classical MWC model [32] to heterotropic cases.
It is important to notice that the Wegscheider
product is constant and does not depend on concen-
tration of any transcription factor given the spec-
ification (66). To see this, notice that if the loop
contains an edge associated with the binding of Uk,
it must contain an edge associated with unbinding
of Uk, because the loop must recover the starting
state along the path. If the binding transition con-
tains a TR with uk, then it must contain TR as-
sociated with unbinding of Uk which contains u
−1
k ,
so that they cancel out in the Wegscheider product.
Thus, we have shown that the Wegscheider product
is always constant and does not contain the concen-
trations of BF.
8 Conclusions
The metabolic process is controlled by enzymes
whose expressions are controlled by genetic regu-
lations. On the other hand, genetic regulation is
controlled by the products of metabolism that de-
termine the cell state. In this sense, the genetic and
metabolic regulations are closely linked together to
form a huge and complex network of intracellu-
lar regulations. It has been desirable to establish
a common framework for quantitatively describing
these regulations in a unified way. For that purpose,
we used the analogy between genetic and metabolic
regulations shown in Table 1. The core of the anal-
ogy is that the actual computations of the con-
trol action are performed through molecular inter-
actions at the regulatory sites between the sites to
be bound and the factors to bind or to dissociate.
We formulated a finite Markov process describing
both the genetic and metabolic regulations. The
most salient feature of this Markov process is its
reciprocity in transition probability; that is, for
each pair of state, if the transition probability from
one state to another is positive, the opposite tran-
sition probability is also positive. This property re-
flects the reversibility of the molecular interactions
we are dealing with, and it is the source of many in-
teresting properties of the Markov process we have
formulated. The parameters that determine the ac-
tion of regulations is represented as the average rate
of the stationary probability distribution of that
Markov process, based on the assumption that the
dynamics of molecular interactions that compute
the control actions are much faster than the reac-
tion they are regulating. This assumption is analo-
gous to the fast equilibrium assumption used in de-
riving the classical Michaelis-Menten equation [40].
Actually, our approach can derive a stochastic ver-
sion of Michaelis-Menten formula which suggests its
legitimacy. Moreover, we can derive a quantitative
estimate of how precise the Michaelis-Menten equa-
tion is by supplying the variance of the stationary
distribution.
We introduced a new notion of probability flow
associated with each edge of the transition diagram
to represent the loop structure of the transition di-
agram. The state transition diagram is nothing but
a representation of the conservation of probability
flows at each node. Based on this observation, we
derived many interesting properties of the station-
ary probability distributions.
We proved a simple result that the probability
flows vanish if the graph has no loop. This imme-
diately implies that the detailed balance holds for
pairs of adjacent states. This was generalized to in-
clude pairs of states which are not necessarily adja-
cent to each other. A very simple graphical method
of computing the stationary distribution was de-
rived.
We derived a condition which guarantees the de-
tailed balance even if the transition diagram has
a loop. This condition is not new; Wegscheider,
a German chemist, discovered this condition a cen-
tury ago. The condition, which we call the Wegshei-
der condition in this paper, requires that the prod-
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uct of all the transition ratios around a loop be
unity. We combined this condition with the proba-
bilistic flow and directly showed that the probability
flows vanish under it. This result again gives a prob-
abilistic interpretation of this classical result. The
detailed balance has been accepted as an obvious
fact in literature of chemical kinetics and enzymol-
ogy, For instance, a famous book of Segel assumed
this condition without even mentioning Wegschei-
der’s name [40]. We gave a stochastic interpretation
of this condition.
We derived a simple method of computing the
stationary probability distribution for general cases
with multiple loops. We showed that if the Wegshei-
der condition holds for a loop, we can eliminate any
of the edges contained in the loop without chang-
ing the stationary probability distribution. In other
words, if the Wegscheider condition holds for a loop,
we can consider a transition diagram with that loop
by removing an arbitrary edge within that loop.
The stationary probability distribution of the re-
duced diagram is identical to that of the original
diagram.
We derived a purely graphical method of comput-
ing the stationary probability distribution based on
the notions of probability flow and modifiers. We
derived a simple equation for computing the proba-
bility flow. Our method dramatically simplifies the
classical King and Altman method [24].
Our result suggests that there are two kinds of
stationary probability distributions: the one which
satisfies the detailed balance, and one which does
not. The former class is characterized by zero prob-
ability flow, the latter by non-zero probability flows.
In the latter case, the probability distribution is
fixed, but continuous flows of probability exist in
loops, which perhaps reflects a sort of thermal irre-
versibility of molecular interactions. Exploitation of
the bio-chemical characterization of the probability
flow is an interesting issue of theoretical biology.
The theoretical framework developed in this pa-
per is based on the observation that the intracellular
regulations are embedded in a homogeneous com-
putational medium of molecular interactions. This
view is not entirely new, but no serious attempt has
been made so far to mathematically formulate it,
within the best of our knowledge. A finite Markov
process model proposed in this paper captures some
essential features of the computational medium and
explains the versatility, evolvability and flexibility
of the intracellular regulations and various signal
transductions. It offers a potential capability to
deal with systems in which metabolism and gene
expressions are linked and integrated together. We
are now exploiting an analytical tool for investigat-
ing such systems with greater complexity based on
our framework presented in this paper.
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Appendix
Computation of the modifier can be done through
the simple recursions presented in Section 4. The
modifier corresponding to the loop Lk is an (N+1)-
dimensional vector ξk = ξ(νk, µk) satisfying (58).
For the case that the transition diagram itself is
a loop, we have seen that the recursions formulae
(46) and (47) give a vector ξ that satisfies (48),
which corresponds to the special case µk = ν, νk =
ν+1. The computation of the modifier for a general
loop is essentially reduced to (46)(47). To avoid
notational complication, we assume that Lk is the
loop S0 → S1 → S2 → · · · → Spi → S0. Since
ek : Sµk → Sνk is in the loop, we assume µk = ν,
νk = ν + 1, ν ≤ pi − 1. Then, the components
of the modifier corresponding to the states inside
the loop Lk are given by (46) and (47). Thus, we
have a procedure for computing the components of
the modifier corresponding to the states inside the
loop. The components of ξk outside the loop Lk are
computed as follows: let Sj be a state outside Lk.
Since the reduced diagram is loop-free, there exists
a unique path connecting Sj to S0. If the path does
not have a common state with Lk except S0, let the
component of ξk corresponding to Sj be zero. If the
path has some states in common with Lk, there is
a state Skj nearest Sj in Lk. Then, the component
of ξk corresponding to Sj is given by
(ξk)j = r¯jkj ξkj (A1)
where r¯jkj is the TR from the state Skj to Sj and
ξkj is the component of the modifier corresponding
to Skj which has already been computed. The jus-
tification of (A1) is based on the remark at the end
of Section 3 (equation (31)).
Example A1. We compute ξ1 and ξ2 in Fig. 11.
For L1, the forward recursion corresponding to (46)
is given by
ξ10 = 0
ξ11 = −
1
q01
ξ12 = r21ξ11 −
1
q12
= −r21
1
q01
−
1
q12
and the backward recursion corresponding to (47)
is given by
ξ13 =
1
q03
.
From the graph of Fig. 11(b), the path connecting
S4 to S0 meets L1 at S3, while the path connecting
19
S5 to S0 directly reaches S0. Hence, we have
ξ14 = r43ξ13 =
r43
q03
, ξ15 = 0.
For L2, the forward recursion is given by
ξ20 = 0
ξ23 = −
1
q03
ξ24 = r43ξ23 −
1
q34
= −
r43
q03
−
1
q34
and the backward recursion is given by
ξ25 =
1
q05
.
For the states outside L2, S2 and S1 are directly
connected to S0 without meeting L2. Hence, ξ22 =
ξ21 = 0. Thus, (63) has been confirmed.
Example A2. We compute ξ1, ξ2, ξ3 and ξ4 corre-
sponding to the loops L1, L2, L3 and L4 of Example
8.
For L1, the forward recursion (S0 → S1) gives
ξ11 = −1/q01,
and the backward recursion (S0 → S3 → S2) gives
ξ13 = 1/q03,
ξ12 = r23ξ13 + 1/q32.
The probabilities of the states outside L1 are given
by
ξ14 = r43ξ13,
ξ1i = r¯i0ξ10 = 0, i = 5, 6, 7, 8.
For L2, the forward recursion (S0 → S3 → S4)
gives
ξ23 = −1/q03,
ξ24 = r43ξ23 − 1/q34,
and the backward recursion (S0 → S5) gives
ξ25 = 1/q05.
The probabilities outside L2 are given by
ξ22 = r23ξ23,
ξ28 = r85ξ25,
ξ2i = r¯i0ξ20 = 0, i = 1, 6, 7.
For L3, the forward recursion (S0 → S1 → S6)
gives
ξ31 = −1/q01,
ξ32 = r41ξ31 − 1/q14,
and the backward recursion (S0 → S7) gives
ξ37 = 1/q07
. The probabilities outside L3 is given by
ξ3i = r¯i0ξ20 = 0, i = 2, 3, 4, 5, 8
.
For L4, the forward recursion (S0 → S7) gives
ξ47 = −1/q07
, and the backward recursion (S0 → S5 → S8) gives
ξ45 = 1/q05,
ξ48 = r85ξ45 + 1/q54.
The probabilities outside L4 is given by
ξ4i = r¯i0ξ40 = 0, i = 1, 2, 3, 4, 6.
The above scheme verifies (64).
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