Words that are, by some measure, over-or underrepresented in the context of larger sequences have been variously implicated in biological functions and mechanisms. In most approaches to such anomaly detections, the words (up to a certain length) are enumerated more or less exhaustively and are individually checked in terms of observed and expected frequencies, variances, and scores of discrepancy and signi cance thereof. Here we take the global approach of annotating the suf x tree of a sequence with some such values and scores, having in mind to use it as a collective detector of all unexpected behaviors, or perhaps just as a preliminary lter for words suspicious enough to undergo a more accurate scrutiny. We consider in depth the simple probabilistic model in which sequences are produced by a random source emitting symbols from a known alphabet independently and according to a given distribution. Our main result consists of showing that, within this model, full tree annotations can be carried out in a time-and-space optimal fashion for the mean, variance and some of the adopted measures of signi cance. This result is achieved by an ad hoc embedding in statistical expressions of the combinatorial structure of the periods of a string. Speci cally, we show that the expected value and variance of all substrings in a given sequence of symbols can be computed and stored in (optimal) 2 overall worst-case, log expected time and space. The 2 time bound constitutes an improvement by a linear factor over direct methods. Moreover, we show that under several accepted measures of deviation from expected frequency, the candidates over-or underrepresented words are restricted to the words that end at internal nodes of a compact suf x tree, as opposed to the 2 possible substrings. This surprising fact is a consequence of properties in the form that if a word that ends in the middle of an arc is, say, overrepresented, then its extension to the nearest node of the tree is even more so. Based on this, we design global detectors of favored and unfavored words for our probabilistic framework in overall linear time and space, discuss related software implementations and display the results of preliminary experiments.
INTRODUCTION S
earching for repeated substrings, periodicities, symmetries, cadences, and other similar regularities or unusual patterns in objects is an increasingly recurrent task in countless activities, ranging from the analysis of genomic sequences to data compression, symbolic dynamics and the monitoring and detection of unusual events. In most of these endeavors, substrings are sought that are, by some measure, typical or anomalous in the context of larger sequences. Some of the most conspicuous and widely used measures of typicality for a substring hinge on the frequency of its occurrences: a substring that is either too frequent or too rare in terms of some suitable parameter of expectation is immediately suspected to be anomalous in its context.
Tables for storing the number of occurrences in a string of substrings of (or up to) a given length are routinely computed in applications. In molecular biology, words that are, by some measure, typical or anomalous in the context of larger sequences have been implicated in various facets of biological function and structure (refer, e.g., to van Helden et al., 1998 , Leung et al., 1996 , and references therein). In common approaches to the detection of unusual frequencies of words in sequences, the words (up to a certain length) are enumerated more or less exhaustively and are individually checked in terms of observed and expected frequencies, variances, and scores of discrepancy and signi cance thereof. Actually, clever methods are available to compute and organize the counts of occurrences of all substrings of a given string. The corresponding tables take up the tree-like structure of a special kind of digital search index or trie (see, e.g., McCreight, 1976; Apostolico, 1985; Apostolico and Preparata, 1996) . These trees have found use in numerous applications (Apostolico, 1985) , including in particular computational molecular biology (Waterman, 1995) .
Once the index itself is built, it makes sense to annotate its entries with the expected values and variances that may be associated with them under one or more probabilistic models. One such process of annotation is addressed in this paper. Speci cally, we take the global approach of annotating a suf x tree T x with some such values and measures, with the intent to use it as a collective detector of all unexpected behaviors, or perhaps just as a preliminary lter for words to undergo more accurate scrutiny. Most of our treatment focuses on the simple probabilistic model in which sequences are produced by a random source emitting symbols from a known alphabet independently and according to a given distribution. Our main result is of a computational nature. It consists of showing that, within this model, tree annotations can be carried out in a time-and-space optimal fashion for the mean, variance and some of the adopted measures of signi cance, without setting limits on the length of the words considered. This result is achieved essentially by an ad hoc embedding in statistical expressions of the combinatorial structure of the periods of a string. This paper is organized as follows. In the next section, we review some basic facts pertaining to the construction and structure of statistical indices. We then summarize in Section 3 some needed combinatorics on words. Section 4 is devoted to the derivation of formulae for expected values and variances for substring occurrences, in the hypothesis of a generative process governed by independent, identically distributed random variables. Here and in Section 6, our contribution consists of reformatting our formulae in ways that are conducive to ef cient computation, within the paradigm discussed in Section 2. The computation itself is addressed in Section 5. We show there that expected value and variance for the number of occurrences of all pre xes of a string can be computed in time linear in the length of that string. Therefore, mean and variance can be assigned to every internal node in the tree in overall O (n 2 ) worst-case, O (n log n) expected time and space. The worst-case represents a linear improvement over direct methods. In Section 6, we establish analogous gains for the computation of measures of deviation from the expected values. In Section 7, we show that, under several accepted measures of deviation from expected frequency, the candidates over-or underrepresented words may be in fact restricted to the O (n) words that end at internal nodes of a compact suf x tree, as opposed to the £(n 2 ) possible substrings. This surprising fact is a consequence of properties in the form that if a word that ends in the middle of an arc is overrepresented (respect., underrepresented), then its extension to the nearest descendant node (respect., its contraction to the symbol following the nearest ancestor node) of the tree is even more so. Combining this with properties pertaining to the structure of the tree and of the set of periods of a string leads to a linear time and space design of global detectors of favored and unfavored words for our probabilistic framework. Description of related software tools and displays of sample outputs conclude the paper. 
EFFICIENT DETECTION OF UNUSUAL WORDS

PRELIMINARIES
Given an alphabet §, we use § 1 to denote the free semigroup generated by §, and set § ¤ = § 1 [flg, where l is the empty word. An element of § 1 is called a string or sequence or word, and is denoted by one of the letters s, u, v, w, x , y and z. The same letters, upper case, are used to denote random strings. We write x 5 x 1 x 2 . . . x n when giving the symbols of x explicitly. The number of symbols that form w is called the length of w and is denoted by jw j. If x 5 vwy , then w is a substring of x and the integer 1 1 jvj is its (starting) position in x . Let I 5 [i, j] be an interval of positions of a string x . We say that a substring w of x begins in I if I contains the starting position of w, and that it ends in I if I contains the position of the last symbol of w .
Clever pattern matching techniques and tools (see, e.g., Aho, 1990; Aho et al., 1974; Apostolico et al., 1997; Crochemore and Rytter, 1994) have been developed in recent years to count (and locate) all distinct occurrences of an assigned substring w (the pattern) within a longer string x (the text). As is well known, this problem can be solved in O (jx j) time, regardless of whether instances of the same pattern w that overlap-i.e., share positions in x -have to be distinctly detected, or else the search is limited to one of the streams of consecutive nonoverlapping occurrences of w .
When frequent queries of this kind are in order on a xed text, each query involving a different pattern, it might be convenient to preprocess x to construct an auxiliary index tree 1 (Aho et al., 1974; Apostolico, 1985; McCreight, 1976; Weiner, 1973; Chen and Seiferas, 1985) storing in O (jx j) space information about the structure of x . This auxiliary tree is to be exploited during the searches as the state transition diagram of a nite automaton, whose input is the pattern being sought, and requires only time linear in the length of the pattern to know whether or not the latter is a substring of x . Here, we shall adopt the version known as suf x tree, introduced in McCreight (1976) . Given a string x of length n on the alphabet §, and a symbol $ not in § , the suf x tree T x associated with x is the digital search tree that collects the rst n suf xes of x $. In the expanded representation of T x , each arc is labeled with a symbol of § , except for terminal arcs, that are labeled with a substring of x $. The space needed can be £(n 2 ) in the worst case (Aho et al., 1974) . An example of expanded suf x tree is given in Figure 1 .
In the compact representation of T x (see Figure 2) , chains of unary nodes are collapsed into single arcs, and every arc of T x is labeled with a substring of x $. A pair of pointers to a common copy of x can be used for each arc label, whence the overall space taken by this version of T x is O (n). In both representations, suf x suf i of x $ (i 5 1, 2, . . . , n) is described by the concatenation of the labels on the unique path of T x that leads from the root to leaf i. Similarly, any vertex a of T x distinct from the root describes a subword 74 APOSTOLICO ET AL. w (a) of x in a natural way: vertex a is called the proper locus of w (a). In the compact T x , the locus of w is the unique vertex of T x such that w is a pre x of w(a) and w (Father(a)) is a proper pre x of w . An algorithm for the construction of the expanded T x is readily organized as in Figure 3 . We start with an empty tree and add to it the suf xes of x $ one at a time. Conceptually, the insertion of suf x suf i (i 5 1, 2, . . . , n 1 1) consists of two phases. In the rst phase, we search for suf i in T i ¡ 1 . Note that the presence of $ guarantees that every suf x will end in a distinct leaf. Therefore, this search will end with failure sooner or later. At that point, though, we will have identi ed the longest pre x of suf i that has a locus in T i ¡ 1 . Let head i be this pre x and a the locus of head i . We can write suf i 5 head i tail i with tail i nonempty. In the second phase, we need to add to T i¡ 1 a path leaving node a and labeled t ail i . This achieves the transformation of T i¡ 1 into T i .
We can assume that the rst phase of insert is performed by a procedure findhead, which takes suf i as input and returns a pointer to the node a. The second phase is performed then by some procedure addpath that receives such a pointer and directs a path from node a to leaf i. The details of these procedures are left for an exercise. As is easy to check, the procedure buildtree takes time £(n 2 ) and linear space. It is possible to prove (see, e.g., Apostolico and Szpankowski, 1992) that the average length of head i is O (log i), whence building T x by brute force requires O (n log n) time on average. Clever constructions such as by (McCreight, 1976) avoid the necessity of tracking down each suf x starting at the root. One key element in this construction is offered by the following simple fact.
Fact 2.1. If w 5 av, a 2 §, has a proper locus in T x , then so does v.
To exploit this fact, suf x links are maintained in the tree that lead from the locus of each string av to the locus of its suf x v. Here we are interested in Fact 2.1 only for future reference and need not belabor the details of ef cient tree construction.
Irrespective of the type of construction used, some simple additional manipulations on the tree make it possible to count the number of distinct (possibly overlapping) instances of any pattern w in x in O (jw j) steps. For this, observe that the problem of nding all occurrences of w can be solved in time proportional to jw j plus the total number of such occurrences: either visit the subtree of T x rooted at the locus of w , or preprocess T x once for all by attaching to each node the list of the leaves in the subtree rooted at that node. A trivial bottom-up computation on T x can then weight each node of T x with the number of leaves in the subtree rooted at that node. This weighted version serves then as a statistical index for x (Apostolico, 1985; Apostolico, 1996) , in the sense that, for any w , we can nd the frequency of w in x in O (jw j) time. We note that this weighting cannot be embedded in the linear time construction of T x , while it is trivially embedded in the brute force construction: Attach a counter to each node; then, each time a node is traversed during insert, increment its counter by 1; if insert culminates in the creation of a new node b on the arc (Father(a), a), initialize the counter of b to 1 + counter of a. A suf x tree with weighted nodes is presented in Figure 4 below. Note that the counter associated with the locus of a string reports its correct frequency even when the string terminates in the middle of an arc.
In conclusion, the full statistics (with possible overlaps) of the substrings of a given string x can be precomputed in one of these trees, within time and space linear in the textlength.
PERIODICITIES IN STRINGS
A string z has a period w if z is a pre x of w k for some integer k. Alternatively, a string w is a period of a string z if z 5 w l v and v is a possibly empty pre x of w . Often, when this causes no confusion, we will use the word "period" also to refer to the length or size jwj of a period w of z. A string may have several periods. The shortest period (or period length) of a string z is called the period of z. Clearly, a string is always a period of itself. This period is called the trivial period.
A germane notion is that of a border. We say that a nonempty string w is a border of a string z if z starts and ends with an occurrence of w . That is, z 5 uw and z 5 w v for some possibly empty strings u and v. Clearly, a string is always a border of itself. This border is called the trivial border. Proof. Immediate from the de nitions of a border and a period.
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A word x is primitive if setting x 5 s k implies k 5 1. A string is periodic if its period repeats at least twice. The following well-known lemma shows, in particular, that a string can be periodic in at most one primitive period. (Lyndon and Schutzemberger, 1962) ). If w has periods of sizes d and q and jw j ¶ d 1 q then w has period of size gcd (d, q) .
Lemma 3.2 (Periodicity Lemma
A word x is strongly primitive or square-free if every substring of x is a primitive word. A square is any string of the form ss where s is a primitive word. For example, cabca and cababd are primitive words, but cabca is also strongly primitive, while cababd is not, due to the square abab. Given a square ss, s is the root of that square. Now let w be a substring of x having at least two distinct occurrences in x . Then there are words u, y , u 0 , y 0 such that u 6 5 u 0 and x 5 uwy 5 u 0 wy 0 . Assuming w.l.o.g. juj , ju 0 j, we say that those two occurrences of w in x are disjoint iff ju 0 j . juw j, adjacent iff ju 0 j 5 juwj and overlapping if ju 0 j , juw j. Then, it is not dif cult to show (see, e.g., Lothaire, 1982) that word x contains two overlapping occurrences of a word w 6 5 l iff x contains a word of the form avav a with a 2 § and v a word. One more important consequence of the Periodicity Lemma is that, if y is a periodic string, u is its period, and y has consecutive occurrences at positions i 1 , i 2 , . . . , i k in x with i j ¡ i j ¡ 1 µ jy j=2, (1 , j µ k), then it is precisely i j ¡ i j ¡ 1 5 juj (1 , j µ k). In other words, consecutive overlapping occurrences of a periodic string will be spaced apart exactly by the length of the period.
COMPUTING EXPECTATIONS
Let X 5 X 1 X 2 . . . X n be a textstring randomly produced by a source that emits symbols from an an alphabet § according to some known probability distribution, and let y 5 y 1 y 2 . . . y m (m , n) be an arbitrary but xed pattern string on §. We want to compute the expected number of occurrences of y in X , and the corresponding variance. The main result of this section is an "incremental" expression for the variance, which will be used later to compute the variances of all pre xes of a string in overall linear time.
For i 2 f1, 2, . . . , n ¡ m 1 1g, de ne Z i to be 1 if y occurs in X starting at position i and 0 otherwise. Let
so that Z is the total number of occurrences of y . For given y , we assume random X k 's in the sense that:
1. the X k 's are independent of each other, and 2. the X k 's are identically distributed, so that, for each value of k, the probability that
Thus,
and
This also implies that
Before we compute Cov (Z 1 ,
. . , d s g be the periods of y that satisfy the conditions:
Then, for d 2 f1, 2, . . . , m ¡ 1g, we have that the expected value
may be nonzero only in correspondence with a value of d equal to a period of y . Therefore, E [Z 1 Z 11 d ] 5 0 for all d's less than m not in the set fd 1 , d 2 , . . . , d s g, whereas in correspondence of the generic d i in that set we have:
Resuming our computation of the covariance, we then get:
APOSTOLICO ET AL.
which depends on the values of m ¡ 1 and n ¡ m. We distinguish the following cases.
INDEX ANNOTATION
As stated in the introduction, our goal is to augment a statistical index such as T x so that its generic node a shall not only re ect the count of occurrences of the corresponding substring y (a) of x , but shall also display the expected values and variances that apply to y (a) under our probabilistic assumptions. Clearly, this can be achieved by performing the appropriate computations starting from scratch for each string. However, even neglecting for a moment the computations needed to expose the underlying period structures, this would cost O (jy j) time for each substring y of x and thus result in overall time O (n 3 ) for a string x of n symbols. Fortunately, (1), (2) and (3) can be embebbed in the "brute-force" construction of Section 2 (cf. Figure 3 ) in a way that yields an O (n 2 ) overall time bound for the annotation process. We note that as long as we insist on having our values on each one of the substrings of x , then such a performance is optimal as x may have as many as £(n 2 ) distinct substrings. (However, a corollary of probabilistic constructions such as in (Apostolico and Szpankowski, 1992) shows that if attention is restricted to substrings that occur at least twice in x then the expected number of such strings is only O (n log n).)
Our claimed performance rests on the ability to compute the values associated with all pre xes of a string in overall linear time. These values will be produced in succession, each from the preceding one (e.g., as part of insert) and at an average cost of constant time per update. Observe that this is trivially achieved for the expected values in the form E [Z jy ]. In fact, even more can be stated: if we computed once and for all on x the n consecutive pre x products of the form
then this would be enough to produce later the homologous product as well as the expected value E [Z jy ] itself for any substring y of x , in constant time. To see this, consider the productp f , associated with a pre x of x that has y as a suf x, and dividep f byp f ¡ jy j . This yields the probabilityp for y that appears in 1. Multiplying this value by (n ¡ jy j1 1) then gives (n ¡ m 1 1)p 5 E [Z jy ]. From now on, we assume that the above pre x products have been computed for x in overall linear time and are available in some suitable array.
The situation is more complicated with the variance. However, (2) and (3) still provide a handle for fast incremental updates of the type that was just discussed. Observe that each expression consists of three terms. In view of our discussion of pre x products, we can conclude immediately that thep-values appearing in the rst two terms of either (2) or (3) take constant time to compute. Hence, those terms are evaluated in constant time themselves, and we only need to concern ourselves with the third term, which happens to be the same in both expressions. In conclusion, we can concentrate henceforth on the evaluation of the sum:
Note that the computation of B depends on the structure of all d l periods of y that are less than or equal to min(m ¡ 1, n ¡ m). What seems worse, expression B involves a summation on this set of periods, and the cardinality of this set is in general not bounded by a constant. Still, we can show that the value of B can be updated ef ciently following a unit-symbol extension of the string itself. We will not be able, in general, to carry out every such update in constant time. However, we will manage to carry out all the updates relative to the set of pre xes of a same string in overall linear time, thus in amortized constant time per update. This possibility rests on a simple adaptation of a classical implement of fast string searching that computes the longest borders (and corresponding periods) of all pre xes of a string in overall linear time and space. We report one such construction in Figure 5 below, for the convenience of the reader, but refer, for details and proofs of linearity, to discussions of "failure functions" and related constructs such as are found in, e.g., (Aho et al., 1974; Aho, 1990; Crochemore and Rytter, 1994) .
To adapt Procedure maxborder to our needs, it suf ces to show that the computation of B (m), i.e., the value of B relative to pre x y 1 y 2 . . . y m of y , follows immediately from knowledge of bor d(m) and of the values B (1), B (2), . . . B (m ¡ 1), which can be assumed to have been already computed. Noting that a same period d l may last for several pre xes of a string, it is convenient to de ne the border associated with d l at position m to be
However, this correction is not serious unless m . (n 1 1)=2 as in Case 2. We will assume we are in Case 1, where m µ (n 1 1)=2.
Let S(m) 5 fb l,m g s m l5 1 be the set of borders at m associated with the periods of y 1 y 2 . . . y m . The crucial fact subtending the correctness of our algorithm rests on the following simple observation:
Going back to expression B , we can now write using b l, m 5 m ¡ d l : 
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Separating from the rest the term relative to the largest border, this becomes:
Using (4) and the de nition of a border to rewrite indices, we get:
where the fact that B (m) 5 0 for bor d(m) µ 0 yields the initial conditions.
From knowledge of n, m, bord(m) and the pre x products, we can clearly compute the rst term of B (m) in constant time.
Except for (bor d(m) ¡ m), the second term is essentially a sum of pre x products taken over all distinct borders of y 1 y 2 . . . y m . Assuming that we had such a sum and B (bor d(m) ) at this point, we would clearly be able to compute B (m) whence also our variance, in constant time. In conclusion, we only need to show how to maintain knowledge of the value of such sums during maxborder . But this is immediate, since the value of the sum obeys the recurrence:
with T (m) 5 0 for bord (bor d(m) ) µ 0, and the product appearing in this expression is immediately obtained from our pre x products. The above discussion can be summarized in the following statement.
Theorem 5.1. Under the independently distributed source model, the mean and variances of all pre xes of a string can be computed in time and space linear in the length of that string.
This construction may be applied, in particular, to each suf x suf i of a string x while that suf x is being handled by insert as part of procedure buildtree . This would result in an annotated version of T x in overall quadratic time and space in the worst case. We shall see later in our discussion that, in fact, a linear time and space construction is achievable in practical situations. Figure 6 compares the costs of computing B (m) with both methods for all pre xes of some initial Fibonacci words. Fibonacci words are de ned by a recurrence in the form F i1 1 5 F i F i ¡ 1 for i ¶ 1, with F 0 5 b and F 1 5 a, and exhibit a rich repetitive structure. In fairness to the "naive" method, which adds up explicitly all terms in the B (m) summation, both computations are granted resort to the procedure maxborder when it comes to the computation of borders. It may be also of interest to compare values of the variance obtained with and without consideration of overlaps. The data in Figure 7 refer to all substrings of some Fibonacci words and some DNA sequences. The table reports maxima and averages of absolute and relative errors incurred when overlaps and other terms are neglected and the computation of the variance is restricted to the termV ar(Z jy ) 5 (n ¡ m 1 1)p(1 ¡p). As it turned out in the background of our computations, absolute errors attain their maxima for relatively modest values (circa 10) of jy j. Additional experiments also showed that approximating the variance to the rst two terms (i.e., neglecting only the term carrying B (m)) does not necessarily lead to lower error gures for some of the biological sequences tested, with absolute errors actually doubling in some cases.
DETECTING UNUSUAL SUBSTRINGS
Once the statistical index tree for a string x has been built and annotated, the question becomes one of what constitutes an abnormal number of occurrences for a substring of x , and then just how ef ciently substrings exhibiting such a pattern of behavior can be spotted. These issues are addressed in this section.
The Generalized Central Limit Theorem tells us that the distribution of the random variable Z , used so far to denote the total number of occurrences in a random string X of some xed string y , is approximately normal, with mean E (Z ) 5 (n ¡ m 1 1)p and variance V ar (Z ) given by the expressions derived in Section 4. Let f (y ) be the count of actual occurrences of y in x . We can use the table of the normal distribution to nd the probability that we see at least f (y ) occurrences or at most f (y ) occurrences of y in x . However, since an occurrence of substring y is "rare" for most choices of y , then approximating the distribution of f (y ) with the Poisson distribution seems more pertinent (this is the Law of Rare Events). Moreover, Poisson approximation by Chen-Stein Method yields explicit error bounds (refer to, e.g., Waterman, 1995) . We begin by recalling the Chen-Stein Method in general terms.
Theorem 6.1 (Chen-Stein Method) 
be the number of occurrences of dependent events Z i 's and W a Poisson random variable with E
where
with sup maximizing over all possible choices of a set A of nonnegative integers.
Corollary 6.2. For any nonnegative integer k,
and, similarly
Similarly, Z i represent the total number of occurrences of string y in the random string X . Then we have
Moreover, we have
Taking into account the de nition of J i , the above equation becomes:
We may decompose the above into two components. The rst component consists of the elements in which j 5 i and contributes a term (n ¡ m 1 1)p 2 . The second component tallies all contributions where j 6 5 i, which amount to twice those where j . i.
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E (Z ) 5 (n ¡ m 1 1)p is the stored mean, so that b 1 can be computed in constant time. Turning now to b 2 , we have
Therefore,
which gives us
Thus, we can readily compute b 2 from our stored mean and variance of each substring y in constant time.
Since l 5 E (Z ), this part of the claim is obvious.
By the Chen-Stein Method, approximating the distribution of variable Z by Poisson((n ¡ m 1 1)p) gives the error bounded by (b 1 1 b 2 ) . Therefore, we can use the Poisson distribution function to compute the chance to see at least f (y ) occurrences of y or to see at most f (y ) occurrences of y in x , and use the error bound for the accuracy of the approximation. Based on these values, we can decide if this y is an unusual substring of x . For rare events, we can assume thatp is small and (n ¡ m 1 1)p is a constant. Addtionally, we will assume 2m=n , a , 1 for some constant a. Proof. From the previous theorem, we have that
From Section 4, we have: 
Clearly,
Therefore, (6) 5 £( m n ). As regards expression (5), let K 0 5 b(m=d 1 )c, and p 0 5 max m j5 1 p j . If we account separately for the d l 's that are less than or equal to m=2 and those that are larger than m=2, we can write:
Note that y 1 y 2 . . . y m has K 0 or K 0 1 1 copies of y 1 y 2 . . . y d 1 as a pre x. Therefore, we have
We have thus proved that
For any xed n, the magnitude of (5) grows as the value of m increases while that of d 1 is kept unchanged or decreases, the worst scenario being d 1 5 1 and m ' n. If we now let n vary, the conditions under which (5) becomes small and approaches zero as n approaches in nity are precisely those under which
becomes large and approaches in nity. In turn, this happens precisely when
whence also d 1 m log n approaches in nity with n, which requires that
In conclusion, for all y 's that satisfy d 1 =m . . 1= log n and n . . m, we can use the Poisson approximation to compute the P -value and have reasonably good error bound. For all other cases, we need to go back to normal approximation. Again, since those Z i 's are strongly correlated, normal approximation may not be accurate either. However, in these cases the patterns are highly repetitive and they are not of much interest to us. In most practical cases, one may expect d 1 =m . . 1= log n and n . . m to be satis ed.
LINEAR GLOBAL DETECTORS OF UNUSUAL WORDS
The discussion of the previous sections has already shown that mean, variance and some related scores of signi cance can be computed for every locus in the tree in overall O (n 2 ) worst-case, O (n log n) expected time and space. In this section, we show that a linear set of values and scores, essentially pertaining to the branching internal nodes of T x , suf ce in a variety of cases. At that point, incremental computation of our formulae along the suf x links (cf. Fact 2.1) of the tree rather than the original arcs will achieve the claimed overall linear-time weighting of the entire tree.
We begin by observing that the frequency counter associated with the locus of a string in T x reports its correct frequency even when the string terminates in the middle of an arc. This important "right-context" property is conveniently reformulated as follows.
Fact 7.1. Let the substrings of x be partitioned into equivalence classes C 1 , C 2 , . . . , C k , so that the substrings in C i (i 5 1, 2, . . . , k) occur precisely at the same positions in x . Then k , 2n.
In the example of Figure 4 , for instance, {ab, aba} forms one such C i -class and so does {abaa, abaab, abaaba}. Fact 7.1 suggests that we might only need to look among O (n) substrings of a string of n symbols in order to nd unusual words. The following considerations show that under our probabilistic assumptions this statement can be made even more precise.
A number of measures have been set up to assess the departure of observed from expected behavior and its statistical signi cance. We refer to (Leung et al., 1996; Schbath, 1997) for a recent discussion and additional references. Some such measures are computationally easy, others quite imposing. Below we consider a few initial ones, and our treatment does not pretend to be exhaustive.
Perhaps the most naives possible measure is the difference:
wherep is the product of symbol probabilities for w and Z jw takes the value f w . Let us say that an overrepresented (respectively, underrepresented) word w in some class C is d-signi cant if no extension (respectively, pre x) of w in C achieves at least the same value of jdj. 
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z 5 w v be the shortest extension of w with a proper locus in T x , and letq be the probability associated with v. Then, d z 5 f z ¡ (n ¡ jzj 1 1)pq 5 f z ¡ (n ¡ jwj ¡ jvj 1 1)pq. But we have, by construction, that f z 5 f w . Moreover,pq ,p, and (n ¡ jw j ¡ jvj1 1) , (n ¡ jwj1 1). Thus, d z . d w . For this speci cation of d, it is easy to prove symmetrically that the only candidates for d-signi cant underrepresented words are the words ending precisely one symbol past a node of T x .
We now consider more sophisticated "measures of surprise" by giving a new de nition of d of the more general form:
where: (a) f w is the frequency or count of the number of times that the word w appears in the text; (b) E w is the typical or average nonnegative value for f w (and E is often chosen to be the expected value of the count); (c) N w is a nonnegative normalizing factor for the difference. (The N is often chosen to be the standard deviation for the count.) 
Once again it is assumed that d lies on a scale where positive and negative values which are large in absolute value correspond to highly over-and underrepresented words, respectively, and thus are "surprising." We give three assumptions that insure that the theorem above is also true for this new de nition of d.
Let w 1 5 w v be a word which is an extension of the word w , where v is another nonempty symbol or string. First we assume that the "typical" value E always satis es:
This says that the typical or average count for the number of occurrences of an extended word is not greater than that of the original word. (This is automatically true if E is an expectation.)
The next assumption concerns underrepresented words. Of course, if a word w or its extension w 1 never appears, then f w 5 f w 1 5 0. 
We would want the corresponding measure of surprise d to be stronger for a short word not appearing than for a longer word not appearing, i.e., we would want the two negative d values to satisfy:
Thus d w is larger in absolute value (and more surprising) than d w 1 when neither word appears. This is the rationale for the following assumption:
in the case that both N 's are positive. The third assumption insures that for overrepresented words (i.e., d positive), it is more surprising to see a longer word overrepresented than a shorter word. We assume:
The import of all these assumptions is that whenever we have f w 5 f w 1 , then d w µ d w1 . This implies that we can con ne attention to the nodes of a tree when we search for extremely overrepresented words since the largest positive values of d will occur there rather than in the middle of an arc. Likewise, it implies that the most underrepresented words occur at unit symbol extensions of the nodes.
Most of the widely used scores meet the above assumptions. For instance, consider as a possible speci cation of d the following Z-score (cf., Leung et al., 1996; Waterman, 1995) , in which we are computing the variance neglecting all terms due to overlaps: 
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The inferred choices of E and N automatically satisfy the rst two assumptions above. The concave productp(1 ¡p) which appears in the denominator term N w of the above fraction is maximum for p 5 1=2, so that, under the realistic assumption thatp µ 1=2, the third assumption is satis ed. Thus Z increases with decreasingp along an arc of T x .
In conclusion, once one is restricted to the branching nodes of T x or their one-symbol extensions, all typical count values E (usually expectation) and their normalizing factors N (usually standard deviation) and other measures discussed earlier in this paper can be computed and assigned to these nodes and their one-symbol extensions in overall linear time and space. The key to this is simply to perform our incremental computations of, say, standard deviations along the suf x links of the tree, instead of spelling out one-by-one the individual symbols found along each original arc. The details are easy and are left to the reader. The following theorem summarizes our discussion. 
SOFTWARE AND EXPERIMENTS
The algorithms and the data structures described above have been coded in C++ using the Standard Template Library (STL), a clean collection of containers and generic functions (Musser and Stepanov, 1994) . Overall, the implementation consists of circa 2,500 lines of code. Besides outputting information in more or less customary tabular forms, our programs generate source les capable of driving some graph drawing programs such as Dot (Gansner et al., 1993) or DaVinci (Frohlich and Werner, 1995) while allowing the user to dynamically set and change visual parameters such as font size and color. The overall facility was dubbed Verbumculus in an allusion to its visualization features. The program is, however, a rather extensive analysis tool that collects the statistics of a given text le in one or more suf x trees, annotates the nodes of the tree with the expectations and variances, etc.
Example visual outputs of Verbumculus are displayed by the gures which are found in the paper. The whole word terminating at each node is printed in correspondence with that node and with a font size that is proportional to its score; underrepresented words that appear in the string are printed in italics. To save space, words that never occur in the string are not displayed at all, and the tree is pruned at the bottom. Figures 8-10 show an application to the rst 512 bps of the mitochondrial DNA of the yeast under scores d, Z and Z 5 ( f w ¡ (n ¡ jw j 1 1)p)= p V ar (Z jw).
Figures 11-14 are related to computations presented in (Leung et al., 1996) in the context of a comparative analysis of various statistical measures of over-and underrepresentation of words. It should be clari ed that here we are only interested in the issue of effective detection of words that are unusual according to some predetermined score or measure the intrinsic merits which are not part of our concern. The histograms of Figures 11 and 13 represent our own reproduction of computations and tables originally presented in (Leung et al., 1996) and related to occurrence counts of few extremal 4-and 5-mers in some genomes. Such occurrences are counted in a sliding window of length approximately 0.5% of the genomes themselves. We use for a concrete example the counts of the occurrences of GAGGA and CCGCT, respectively, in HSV1 (circa 150k bps). Peaks are clearly visible in the tables, thereby denouncing local 
