Abstract. We investigate how ideas from covariance localization in numerical weather prediction can be used to construct effective Markov chain Monte Carlo (MCMC) methods for sampling high-dimensional distributions with banded covariance and precision matrices. The main idea is to exploit banded structure during problem formulation and numerical solution. In particular, we propose to solve high-dimensional Bayesian inverse problems with nearly banded structure (i.e., small off-diagonal elements) by first replacing the problem with a banded version, and then solving the modified problem using a Metropolis-within-Gibbs sampler that exploits this banded structure. We discuss conditions under which posterior moments of the modified problem are close to those of the original problem. Under the same conditions, the convergence rate of an associated sampler is independent of dimension. We present our ideas in the context of Gaussian problems, where mathematical formulations are precise and for which convergence analysis can be made rigorous.
1. Introduction and motivation. Consider using a Markov chain Monte Carlo (MCMC) algorithm to sample an n-dimensional Gaussian distribution p(x) = N (0, I), where I is the identity matrix of dimension n. Suppose that the current state of the Markov chain is x k . Then the Metropolis-Hastings (MH) algorithm proposes a move to x k+1 by drawing from a proposal distribution q(x k+1 |x k ), and accepts or rejects the move with probability a k+1 = max 1, p(x k+1 )q(x k+1 |x k ) p(x k )q(x k |x k+1 ) ;
see, e.g., [27, 31, 36] . Averages over the samples generated in this way converge to expected values with respect to the target distribution p as k → ∞. A question of practical importance is: how many samples are needed to accurately estimate expectations with respect to the target distribution? The answer depends on the proposal distribution. For a Gaussian proposal IACT as a function of dimension for various MCMC methods applied to an isotropic Gaussian. Dots represent IACT, averaged over all n variables, for emcee (red), RWM (purple), Hamiltonian MCMC (blue), and MALA (teal). The dashed lines represent linear fits (emcee and RWM), fits to a square root (Hamiltonian MCMC), and a fit to a 1/3-degree polynomial (MALA). distribution q(x k+1 |x k ) = N (x k , σ 2 I), which produces a so-called random walk Metropolis (RWM) chain, one must chose the step-size σ such that the acceptance probability is reasonably large while, at the same time, the accepted MCMC moves are large enough to explore the space appropriately. An optimal choice that achieves this trade-off for RWM is σ 2 = O(n −1 ), where n is the dimension of the problem; see, e.g., [4, 44, 45] . Optimal scalings of the stepsize with problem dimension are also known for other MCMC algorithms. For example, the proposal distribution of the Metropolis-adjusted Langevin algorithm (MALA) is defined by
where ∇ denotes a gradient and ξ is a vector of n standard normal variates. An optimal choice for the step-size is σ 2 = O(n −1/3 ). For Hamiltonian Monte Carlo (see, e.g., [15, 35] ) an optimal step-size is O(n −1/4 ) [3] . Setting aside issues of transient behavior [10] , the efficiency of an MCMC algorithm can be assessed by computing the integrated auto-correlation time (IACT). Throughout this paper we use the definitions and numerical approximations of IACT discussed in [55] . Heuristically, the number of effective samples is the number of samples divided by IACT; see, e.g., [27, 31] . In Figure 1 .1 we compute IACT for various MCMC algorithms applied to the n-dimensional isotropic Gaussian, as a function of n. We observe that IACT grows with dimension for all algorithms we consider, but at different rates. For both RWM and an affine invariant sampler [18, 22] called emcee or MCMC Hammer, IACT grows linearly with the dimension n; for Hamiltonian MCMC, we observe that IACT grows with the square root of n, while for MALA, IACT grows as n 1/4 .
If this cartoon example were indicative of "real-world" problems, then IACT may be in the hundreds or more for a problem with millions of variables, which makes computations expensive. The purpose of this paper is to address this issue in the context of Bayesian inverse problems. We explain that the isotropic Gaussian is a meaningful cartoon for how the performance of MCMC scales as the size of the domain and the number of observations increase. Such an increase can lead to high-dimensional problems that have banded structure, i.e., banded covariance and precision matrices. Our main message is that one can design com-putationally efficient MCMC methods for such problems. This is a different setting than that addressed by current MCMC literature on discretization-invariant or dimension-independent algorithms, which focuses on how computational requirements scale as a grid is refined; see, e.g., [2, 8, 11-13, 17, 23, 33, 38] ). Grid refinement increases the number of apparent dimensions, but keeps the size of the domain, and the number of observations, fixed.
Our ideas are inspired by covariance localization of the ensemble Kalman filter (EnKF) in numerical weather prediction (NWP) [16, 51] . Localization, which enforces and exploits the fact that covariance matrices are banded, makes it possible to estimate forecast covariances of a state vector whose dimension can exceed 10 8 , with sample size of less than 100. Our study presents a first step towards leveraging these ideas in Bayesian inverse problems where MCMC techniques are often used. We focus on Gaussian problems because the proofs of our theorems are more manageable in this case. Moreover, we only consider banded covariance or precision matrices, which arise, for instance, in linear-Gaussian Bayesian inverse problems on one-dimensional spatial domains (see our examples in Section 5). We anticipate that many of our ideas can be adapted to matrices with more general sparsity patterns, but defer this investigation to future work. This paper is organized as follows. In Section 2 we consider the Gibbs sampler and show that an upper bound for its convergence rate is dimension independent for Gaussian target distributions with banded covariance matrices. We also show that an upper bound for the convergence rate is dimension independent if the precision matrix is banded. In both cases, however, the upper bound for the convergence rate depends on the condition number of the covariance or precision matrix. Convergence is fast only if the condition number is moderate. A moderate condition number in fact ties our assumptions together: a banded precision matrix implies a nearly banded covariance matrix and vice versa, when the condition number is moderate [6] . In Section 3 we describe localization of Bayesian inverse problems. We first consider localization of prior covariance matrices in Section 3.1, and show that the localized problem, which is obtained by neglecting small off-diagonal elements of the prior covariance, is a small perturbation of the unlocalized problem. We then describe a localized Metropoliswithin-Gibbs (l-MwG) sampler that exploits the banded structure of the localized problem. Section 3.2 describes a precision matrix-based localization for Bayesian inverse problems and an analogous l-MwG sampler. In Section 4, we discuss the physical interpretations of our assumptions and compare them to current notions of low dimensionality in Bayesian inverse problems. We illustrate our ideas with numerical examples in Section 5, where we also compare l-MwG samplers to RWM, MALA, pCN [11] , and Hamiltonian MCMC. The numerical examples indicate that the IACT of l-MwG can be independent of dimension in problems where the IACT of RWM, MALA, pCN, and Hamiltonian MCMC grows with dimension. Proofs of our theorems are given in the Appendix and supplementary materials.
2. Gibbs sampling Gaussians with banded covariance or precision matrices. Let the target probability density be p(x), where x is shorthand for the vector with n elements x 1 , x 2 , . . . , x n . Set j = 1, and let x k be the current state of a Markov chain. Then a Gibbs sampler proceeds as follows:
(iii) Repeat for all n elements x j of x. Repeating this process N e times, one obtains samples such that averages over these samples converge to expected values with respect to the target density p as N e → ∞.
One can also use a blocked Gibbs sampler, in which one groups variables into blocks and samples joint distributions, defined over the blocks, conditioned on the other blocks. For simplicity, we assume that there are m blocks of the same size q so that n = mq. We divide the n elements of x according to the m blocks and write x = (x 1 , · · · , x m ), with the understanding that each x j consists of q consecutive elements in x. We sample from the conditionals defined for each x j , i.e., at the kth step of the blocked Gibbs sampler, we sample the block x j using the
. We call the resulting algorithm a "Gibbs sampler with block-size q" because the "standard" Gibbs sampler above is a Gibbs sampler of block-size 1 in this terminology.
Note that the Gibbs sampler generates independent samples, independently of dimension, for the Gaussian of Section 1 with diagonal covariance and precision matrices. Similarly, the Gibbs sampler with block-size q generates independent samples, independently of dimension if the covariance or precision matrices are block-diagonal with block size q. Perhaps Gibbs samplers can be nearly as effective if the covariance or precision matrices are banded but not (block-) diagonal. We investigate this idea and study convergence rates of Gibbs samplers for Gaussian distributions with banded covariance or precision matrices.
2.1. Gibbs sampling of distributions with tridiagonal covariance matrices. We first consider the Gibbs sampler for Gaussian distributions with tridiagonal covariance matrices. Recall that a matrix C is tridiagonal, if
where [C] i,j are the elements of the matrix C. The convergence rate of the Gibbs sampler is dimension-independent for problems with tridiagonal covariance matrix, as detailed in the following theorem, whose proof is in Appendix A. Throughout this paper, we use · to denote the l 2 norm for a vector x with elements x 1 , . . . , x n , x = n j=1 x 2 j , as well as the l 2 operator norm for a matrix A, A = sup v∈R n , v =1 Av . Theorem 2.1. Suppose the Gibbs sampler is applied to a Gaussian target distribution p = N (m, C), where the covariance matrix C is tridiagonal. Then the distribution of x k converges to p geometrically fast in all coordinates, and we can couple x k and a sample z ∼ N (m, C) such that
where
with C being the condition number of C. Note that the upper bound for the rate of convergence β depends only on the condition number of the covariance matrix but is independent of the dimension. However, the upper bound itself is linear in n and involves a norm of the initial condition which may also scale linearly in n. However, this scaling does not cause practical difficulties. The dimension independent scaling of the convergence rate implies that the number of iterations required to reach a given error level scales logarithmically in n, which is essentially a constant in practice (even when n is large). For example, suppose one wants that the l 2 error E C −1/2 (x k − z) 2 be bounded by a threshold ε. To reach this goal, the Gibbs sampler must perform k iterations, where
Finally, note that we do not use the classical total variance distance to measure convergence. We use the Wasserstein distance generated by the l 2 norm. The Wasserstein metric is more suitable for analyzing high dimensional problems, where the total variance distance may be too discriminative.
2.2.
Gibbs sampling of distributions with banded covariance matrices. We wish to consider Gaussian distributions with banded but not necessarily tridiagonal covariance matrices.
To make matters precise we define the bandwidth l of a matrix C by l = min{r : [C] i,j = 0 if |i − j| > r}, and say that a matrix C is q-block-tridiagonal, if
Here we use C i,j to denote the (i, j)-th q × q block a matrix C. Note that a banded matrix with bandwidth l is l-block-tridiagonal, and a q-block-tridiagonal matrix has bandwidth l ≤ 2q. Figure 2 .1 illustrates a 4-block-tridiagonal matrix with bandwidth l = 4. Theorem 2.1 generalizes naturally to the Gibbs sampler with block-size q. The proof of the following theorem is given in Appendix A.
Theorem 2.2. Suppose the Gibbs sampler with block-size q is applied to a Gaussian target distribution p = N (m, C) with m blocks of size q. Suppose C is q-block-tridiagonal. Then (2.2) as in Theorem 2.1 holds, and the convergence rate β is bounded as in (2.3).
In summary, the convergence rate of a Gibbs sampler for Gaussians with (block-) tridiagonal covariance is dimension independent, and Theorem 2.2 shows that an upper bound for the convergence rate remains dimension independent if the covariance matrix is banded. Note, however, that the upper bound on the convergence rate depends on the condition number of the covariance matrix.
2.3. Gibbs sampling of distributions with banded precision matrices. The convergence rate of the Gibbs sampler, as described above, is also dimension-independent if the precision matrix, rather than the covariance matrix, is banded. In fact, it is straightforward to modify the above theorems to the case of banded precision matrices. For Gaussian distributions with tridiagonal precision matrix, the convergence of the Gibbs sampler is described by a variation of Theorem 2.1. Theorem 2.3. Suppose the Gibbs sampler is applied to a Gaussian target distribution p = N (m, Ω −1 ), where Ω is tridiagonal. Then the distribution of x k converges to p geometrically fast in all coordinates, and we can couple x k and a sample z ∼ N (m, Ω −1 ) such that equation (2.2) holds with
where C is the condition number of Ω.
For Gaussian distributions with banded precision matrix, the convergence of the Gibbs sampler with block-size q is described by a variation of Theorem 2.2. 2.4. Banded covariance matrices vs. banded precision matrices. Assumptions of banded covariance and precision matrix are connected. If the condition number of the covariance matrix is moderate, a banded covariance matrix implies that the precision matrix can be approximated by a banded matrix, and vice versa. This equivalence is made precise in Lemma 2.1 of [6] . Since our convergence rates depend on the condition number of the covariance matrix (or, equivalently, the precision matrix), the assumptions we make and the results we obtain apply to a unified class of problems, rather than two problem classes. As the condition number increases, the convergence rate β increases to (nearly) one, which makes the sampler less effective. Thus, while the convergence rate is independent of dimension, for practical applications one needs that either the covariance or precision matrix is banded and that the condition number is moderate. However, this means that both the covariance and precision matrix are banded, since bandedness of one implies bandedness of the other when C is moderate. In other words, our results apply to Gibbs samplers for Gaussian distributions with banded covariance and banded precision matrices.
Finally, note that while the upper bound of the convergence rate is independent of dimension, the actual computational cost of sampling may not be independent of dimension. The Gibbs sampler for Gaussians with banded covariance matrix requires matrix square roots and linear solves of matrices of sizes m × m and d × d, where d = n − m. These square roots need only be computed once (not once per sample), but the cost of this computation increases with n at a rate that depends on the bandwidth of the covariance matrix. Generating a sample requires, at each block, solution of a banded linear problem, and some matrix-vector multiplications and vector-vector operations. The cost-per-sample is dominated by the linear solve, and this cost also increases with n and at a rate that depends on the bandwidth of the covariance matrix. The computational cost for one sample is thus, roughly, m times the cost of the linear solve.
If the precision matrix is banded, however, then the conditional distributions used during Gibbs sampling simplify and it is sufficient to condition on neighboring blocks (see, e.g., equation A.1 in the appendix). The required matrix operations (square roots, linear solves) thus depend on the size of the blocks q, but not on the number of blocks. For this reason, the computational cost of Gibbs sampling for banded precision matrices is less than that of Gibbs sampling with a banded covariance matrix. Assuming that q m n, the computational cost of a Gibbs sampler for a Gaussian with banded precision matrix is thus, roughly, m times the cost of computations with blocks of size q.
3. Localization of Bayesian inverse problems. Now we consider linear inverse problems in the Bayesian setting. Let x be an n-dimensional real-valued random vector. The observations are defined by
where y is a k-dimensional vector, k ≤ n, that contains noisy versions of linear combinations of the elements of x, and where H is a given k × n matrix. The observations y, along with the distribution of v, define a likelihood p l (y|x). A prior probability distribution p 0 describes prior knowledge about x. For example, one may know that the variables are likely to be within a certain interval. The prior distribution often also describes the smoothness of a random field whose discretization is the vector x. The prior and likelihood together define the posterior distribution
For the rest of this paper, we consider problems with Gaussian errors, v ∼ N (0, R), and Gaussian priors p 0 (x) = N (m, C). Under these assumptions, the posterior distribution is Gaussian and its mean and covariance are given bŷ
where K is the Kalman gain. In addition, we assume that (i) the state dimension n is large, and k = O(n);
(ii) each predicted observation [Hx] j depends only on n consecutive components of x, and R is diagonal. We give a physical interpretation of our assumptions in Section 4 below.
3.1. Localization of Bayesian inverse problems with banded covariance matrix. In this subsection, we introduce the additional assumption that the prior covariance is nearly banded. We will make this notion more precise below, but in simple terms, nearly banded means that the elements away from the diagonal are "small." To localize a covariance matrix is to neglect (set to zero) small off-diagonal elements. Solving a Bayesian inverse problem by localization means that we replace the original prior covariance matrix, with nearly banded structure, by a localized problem that has a banded prior covariance matrix. This process of covariance localization is routinely used in NWP and ensemble Kalman filtering (EnKF), where a forecast covariance is localized in precisely this way. Forecast covariance localization makes it possible to solve a problem with hundreds of millions of variables with an ensemble of (at most) a few hundred samples.
Specifically, suppose that the off-diagonal elements of the prior covariance decay away from the diagonal such that
. . , n − 1. The prior covariance can be localized as follows. Under our assumptions, |[C] i,j | are small when |i−j| ≥ l and we set these elements equal to zero. What "small" means, i.e., how to chose the threshold l, is problem dependent and l must be tuned, or determined from additional prior knowledge, as is commonly done when tuning covariance localization in NWP. The resulting localized covariance matrix C loc is banded and has entries
where 1 |i−j|≤l is an indicator function. The bandwidth (recall Section 2.2) of the localized covariance matrix C loc is less or equal to the threshold l used during localization. A localized covariance matrix is positive definite if the minimum eigenvalue of C is above δ C , where
If C is nearly banded, δ C is small, and we show in Appendix B (Proposition B.2), that, in this case, the localized covariance matrix is a small perturbation of the covariance matrix
In summary, a nearly banded covariance matrix is one whose elements decay away from the diagonal, and a localized covariance matrix is banded because small off-diagonal elements are set to zero. The differences between the nearly banded and banded covariance matrices are small, as indicated by equation (3.3). We use a threshold for localization because it makes our proofs simpler. In practice, one may localize more effectively by multiplying the covariance matrix by a suitable localization function [20] , which sets small off-diagonal elements to zero while maintaining positive-definiteness of the localized covariance matrix without additional assumptions on the condition number.
We can relax our assumption (ii) and can also consider observation matrices that are not strictly local, i.e., each predicted observation [Hx] j may depend on all components of x, but the contributions of many components are negligible. In this case, the observation matrix H can be localized similarly to how we localized the prior covariance. We now make this notion more precise. For a given observation matrix H and a given threshold l H , define a localized observation matrix by
where o j represents the center of the j-th observation. Following (3.2), we can quantify the difference between H and H loc by
In analogy to nearly banded and localized prior covariance matrices, we call observation matrices with small δ H "nearly local," and we propose to localize nearly local matrices by setting small elements equal to zero. The localized prior covariance and localized observation matrix define a localized Bayesian inverse problem, characterized by a localized posterior distribution with mean and covariance given bym
We prove in Appendix B (Proposition B.2) that
Thus, the mean and covariance of the localized problem are small perturbations of the posterior mean and covariance, if C is nearly banded and H is nearly local, i.e., if δ C and δ H are small. Note that the difference between the localized and unlocalized problems depends on the localization thresholds we chose, on the structure of the prior covariance matrix, and the observation matrix H. The bandwidth of localizations of C and H should therefore be tuned to obtain small differences. The motivation for localization is that we can exploit banded covariances and local observations during sampling, as explained below, and, thus, trade numerical efficiency against errors which can be controlled (errors vanish when the localization thresholds are sufficiently small).
3.1.1. Localized Metropolis-within-Gibbs sampling: banded covariance. We now present a localized Metropolis-within-Gibbs (l-MwG) sampler whose stationary distribution is the localized posterior distribution. Suppose the prior covariance matrix is block-tridiagonal, with m blocks of size q, and further suppose that x k , is the current state of a Markov chain.
One iteration of the l-MwG sampler is as follows. Start with the first of m blocks. Use the Gibbs proposal with block-size q (see Section 2.2) to propose a local move x by drawing a sample from the Gaussian prior, conditioned on the current state x k . Accept the move using a local accept/reject criterion that takes into account the observations in the neighborhood of the given block, rather than all observations (see below). Iterating these steps over all m blocks completes one move of the l-MwG.
The local accept/reject step is as follows. We assign the elements of the observations y to the various blocks within the localized prior covariance C loc . For simplicity we first consider the case with one observation per block. A local move is accepted with probability
where y j is the observation corresponding to the current block; [R] j,j is the jth diagonal entry of R, and [H loc x] j is the jth element of H loc x; we drop the time-index k for readability.
More generally, the localized posterior distribution can be written as
where x I j is the set of variables assigned to the observations y j , and where
is the localized prior distribution. Each local update generates a new sample x from x with transition density K i (x, x ), defined by the Gibbs move, such that x j = x j for j = i, and p 0,loc (x) is the invariant distribution of this transition, in the sense that
The proposed local adjustment of the sample, x , is accepted with probability
The stationary distribution of the l-MwG sampler is the localized posterior distribution
with mean and covariance given by equations (3.5) and (3.6). To prove this statement, it suffices to check the detailed balanced relation
for x = x , where Q i is the transition density resulting from the above two steps (propose a local sample using the Gibbs proposal for the prior, then accept or reject it using the local criterion (3.9)). For x = x , the transition density has the explicit form:
Without loss of generality, we assume j:i∈I j H j (x I j , y j ) ≤ j:i∈I j H j (x I j , y j ) which leads to
Because we also have that
, is is now verified.
3.2. Localization of Bayesian inverse problems with banded precision matrices. Working with prior precision matrices, rather than prior covariance matrices, is sometimes more natural. In this case, one can write the prior distribution as p 0 (x) = N (m, Ω −1 ), where Ω is the prior precision matrix. The likelihood is as before, i.e., p l (y|x) = N (Hx, R), and the posterior distribution is p(x|y)
The framework of localization can be adapted to this case because precision matrices can be localized in the same way as covariance matrices, if the elements of the precision matrix decay away from the diagonal. Assuming, as before, that the observation matrix H is local (see assumption (ii)), or can be localized, one obtains a localized Bayesian inverse problem, which is a small perturbation of the unlocalized problem and whose localized posterior distribution can be sampled efficiently by l-MwG. We now describe this process in more detail.
Localizing a prior precision matrix amounts to setting small off-diagonal elements to zero, which does not introduce large additional errors if the off-diagonal elements are small, e.g., if the elements |[Ω] i,j |, are nearly zero when |i − j| > l for a threshold l. All elements that are smaller than the threshold are set to zero which results in a banded prior precision matrix (each row consists of at most 2l nonzero entries). The entries of this matrix are
Moreover, we show in Appendix B, Proposition B.3, that the localized covariance matrix is a small perturbation of the covariance matrix:
Localization of the precision matrix results in a localized prior distribution p 0,loc = N (m, Ω −1 loc ). The observation matrix H can be localized as before (see Section 3.1), which gives H loc and defines a localized likelihood p l,loc (y|x) = N (H loc x, R). The mean and covariance of the localized posterior are given bŷ
The mean and covariance of the localized posterior distribution are small perturbations of the mean and covariance matrix of the unlocalized posterior distribution:
Similar perturbations of the posterior precision matrix, i.e., C −1 − C −1 p,loc , can also be derived. The explicit dependence of D 3 and D 4 on R −1 , C , C −1 can be found in Appendix B (Proposition B.3). Thus, as in the earlier case of covariance localization, localizing the precision matrix introduces bias, but this bias is small under suitable assumptions and is controllable by the choice of bandwidth for the localization.
3.2.1. Localized Metropolis-within-Gibbs sampling: banded precision. The l-MwG sampler of Section 3.1.1 can be applied to the precision-localized inverse problem. The procedure is as described above, but the implementation using precision matrices can be numerically more efficient. If the precision matrix has bandwidth l, then the conditional distribution of a block depends only on a few neighboring blocks, so that the computations required for drawing a sample from the conditional distributions require only matrices of size much less than n (see also Section 2.4, and equation A.1 in the appendix). As an example, consider a localized prior distribution N (m, Ω −1 ) whose localized precision matrix has block size q ≥ l. In this case, the probability of x j conditioned on all other blocks is the same as the probability of x j conditioned on its two neighboring blocks:
The conditional independence also implies that one can sample far-away blocks independently. In our above example, sampling from p(x 2j+1 |x k 2j , x k 2j+2 ) can be done independently of sampling from p(x 2i+1 |x k 2i , x k 2i+2 ), if i = j. This provides opportunities for leveraging advantages of parallel computing to reduce overall wall-clock time.
Computational requirements of l-MwG.
Recall that the convergence rate of the Gibbs sampler for the localized prior is independent of dimension (Theorem 2.2). The acceptance ratio in equation (3.7) depends only on the number of observations within each block, but is also independent of dimension, or the overall number of observations. Our assumption of k = O(n) implies that the number of observations grows with the dimension, but the density of observations remains fixed. Therefore, the acceptance ratio does not change with dimension. Moreover, the size of the proposed moves does not decrease as we increase dimension, since the size of the move depends only on the properties of one of the blocks, rather than the overall number of blocks. Thus, neither the acceptance ratio nor the size of the proposed moves deteriorate as dimension and number of observations increase. For these reasons, one can expect that the convergence rate of the l-MwG sampler is independent of dimension, and that indicators of sampling efficiency, e.g., IACT, depend only on the properties of the blocks within the prior, rather than on the number of blocks. We cannot provide a formal proof for the dimension independence of l-MwG, but we will provide numerical examples in which IACT is indeed independent of dimension, while IACT increases with dimension for other MCMC algorithms. We also present an example in which we deliberately violate some of our assumptions to demonstrate the limitations of our ideas.
Finally, note that, under our assumptions, the posterior covariance matrix is nearly banded, because, as shown in [6] , basic arithmetic operations in (3.6) preserve matrix finitebandedness. One can thus envision another computational route to solving this problem, which consists of explicitly computing the mean and banded covariance of the localized posterior, and then applying the Gibbs sampler of Section 2 to that distribution. Indeed, the convergence rate of the Gibbs sampler is independent of dimension in this case. For Gaussian problems (at least of moderate size) this may be a good approach that can exploit sparse linear algebra. However, the approach requires that one first computes the posterior mean and posterior covariance, and does not easily generalize to nonlinear or non-Gaussian problems. In contrast, a modification of the above l-MwG sampler to non-Gaussian problems is straightforward.
4. Discussion.
4.1. Physical interpretation of our assumptions. Our assumptions correspond to prior distributions with short correlation lengths (e.g., in a Gaussian process) and small neighborhood sizes (e.g., in a Gaussian Markov random field [47] ) relative to the dimensions of the physical domain. The priors are updated to posterior distributions by likelihoods involving observations that depend largely on local properties. We expect that these assumptions are valid in many geophysical and engineering applications of MCMC, where the target distribution is the posterior distribution of a physical quantity defined over some spatial domain. A common choice of prior distribution is a Gaussian with precision matrix defined via a "Laplace-like" operator; see, e.g., [8, 14, 30, 33, 38, 50] and our examples below. These priors typically have banded precision matrices and, in many cases, also have (nearly) banded covariance matrices.
The observation matrix is local if the "quantity of interest" x is directly observed, which is the case in many state estimation problems. Observation matrices in image deblurring are often constructed through the discretization of kernels that have (nearly) compact support, and, for that reason, are also typically local or nearly local. Observations of diffusion processes are local on sufficiently short time scales.Also, PDEs where information is carried mostly along characteristics (e.g., transport equations) give rise to local observations when the quantity of interest is an initial condition. The opposite, however, may also be true: in computed tomography, each observation might depend on material properties along an entire tomographic ray, leading to observation matrices which are not at all local. Localization, and the algorithms we discuss here, are not useful for such problems.
Numerical evidence that the banded covariance and precision structure we assume is common can be found in the NWP literature. A banded covariance structure is routinely assumed and used in applications of the EnKF [16, 51] . During a typical EnKF step, the covariance of 10 8 grid points needs to be estimated accurately, but the number of samples used is usually 100 or less [32] . This seemingly impossible task is made possible by exploiting banded covariance structure of the NWP problem. During forecast covariance localization [24] [25] [26] , a banded structure is imposed on the sample covariance matrix by multiplying each entry of the covariance with a suitable localization function, e.g., the one in [20] . During this localization small off-diagonal elements are set to zero. Practitioners agree that localization is required to make EnKF applicable to large-scale NWP problems. Indeed, the fact that EnKF works so well, in the sense that it produces useful forecasts, is an indication that the NWP problem indeed has the assumed banded structure [34] . From a more theoretical perspective, it was shown in [5] that one can estimate a localized covariance matrix with bandwidth l with O(l + log n) samples. Reference [53] provides detailed explanations of how this result is used in the context of EnKF. Exploiting banded problem structure in importance sampling, or particle filtering, is also a current topic in NWP, and first ideas in this direction can be found in several papers, e.g., [28, 29, 37, 39-43, 52, 54] .
Connections with infinite dimensional inverse problems and effective dimensions.
As indicated above, one can think of x as a physical quantity defined on a grid over a given domain. Its dimension, n, grows as the grid is refined. When we keep the number of observations, k, constant, and let n → ∞, then we describe what happens as the grid is refined, while the domain and observation network remain fixed. This leads to the concept of an effective dimension, which may be small (finite) even when the apparent dimension is large (infinite); see, e.g, [1, 9] .
Related to a small effective dimension are "low-rank updates" from prior to posterior distributions [13, 17, 49] . A low-rank update means that the posterior distribution differs from the prior distribution in n eff n directions. More precisely, for Gaussian problems, a lowrank update means that the difference between prior and posterior covariance is low rank. In practice this occurs, for example, when the number of observations is much less than the parameter dimension, or when the observations constrain only a few linear combinations of the parameters. Indeed, some definitions of effective dimension are directly related to the difference of prior and posterior covariance. In [1] , an effective dimension is defined by:
where C andĈ are prior and posterior covariance and where tr(A) is the trace of a matrix A. Alternatively, one can consider precision matrices and define an effective dimension by
where Ω andΩ are the prior and posterior precision matrices. Other effective dimensions can be defined for specific importance sampling or MCMC algorithms; see, e.g., [1, 9] . Certain MCMC and importance sampling algorithms can exploit a small effective dimension or low rank updates, and can be made discretization invariant-such that indicators of computational efficiency become independent of the chosen grid; see, e.g, [8, 11, 12, 17, 38] . Our assumptions and problem setting describe a different mechanism for large dimension because we assume that the number of observations is on the order of the dimension, k = O(n). The assumptions translate to a problem for which the discretization and observation density remain fixed, while the size of the domain grows. As an example, consider a Gaussian process defined on an interval of length L. Further suppose that this process is measured every r units of distance, i.e., we have L/r observations. We investigate the situation where the interval, or domain size L, gets bigger, but the number of observations per unit length remains constant. The limit n → ∞ may not be meaningful because it would correspond to an infinitely large domain. Considering large n, however, is meaningful because it describes a large domain and a large number of observations. The scaling of performance indicators of MCMC with n (and k) indicates how MCMC algorithms perform on problems over large, well observed, physical domains. The cartoon example in the introduction, i.e., sampling a high-dimensional isotropic Gaussian, illustrates the performance one can expect from MCMC when the size of the domain is large, and the number of observations is on the order of the dimension. Moreover, our assumptions do not necessarily imply that updates from prior to posterior are low-rank. Rather, we replace assumptions about low effective dimension and/or low-rank updates by assumptions about bandedness of the precision and covariance matrices and local observations. The MCMC algorithms we describe are efficient when precision and covariance matrices are banded, and if observations are local. If our assumptions are only approximately satisfied, we propose to replace covariance/precision matrices by banded matrices in a process called "localization." The resulting, localized, problem can be solved efficiently, but at the cost of additional errors due to the localization procedure.
In summary, we conclude that MCMC for generic high-dimensional problems remains difficult, but one can effectively solve two classes of problems. If an effective dimension is small and/or an update from prior to posterior distribution is low-rank, then one can exploit this structure and create effective MCMC algorithms. This case has been discussed extensively over the past years. Our main contribution is to suggest that MCMC can also be made efficient if the covariance and precision matrices are banded. In fact, the situation we describe is analogous to linear algebra. High-dimensional matrices are easy to deal with if they are either low-rank or banded (sparse). The same seems true in MCMC for Bayesian inverse problems-these problems are manageable if either an effective dimension is small, or if the covariance and precision matrices have banded structure.
Numerical illustrations.
5.1. Example 1: Gaussian prior with exponential covariance function. We consider a Gaussian prior on the interval z ∈ [0, L] with mean and covariance function
This results in a slowly varying prior mean and, for a given discretization, the covariance matrix has off-diagonal elements that decay quickly away from the diagonal. We consider the case with ρ = 0.02, C = 10, and fix a discretization of the domain with ∆z = 0.01. For a given domain size L, the dimension of the discretized Gaussian is n = L/∆z, i.e., we have 100 state variables per unit length. For numerical stability we add 10 −6 I to the discretized covariance matrix. Samples from the prior are shown (in teal) for a problem with L = 3 in Figure 5 .1. The data are measurements of a prior sample, collected every 2∆z length units. The measurements are perturbed by Gaussian noise with mean zero and identity covariance matrix, i.e., R = I, the identity matrix of size n/2. Note that the observation network is such that no localization of the observation matrix H is required, because the observations are already local (point-wise measurements and diagonal R). For a given L we have n variables to estimate and n/2 data points, or, equivalently, we have 100 variables and 50 measurements per unit length. The true state and measurements are illustrated (in orange) for a problem with L = 3 in Figure 5 .1. To illustrate the banded structure and relative size of the elements of the prior and posterior covariance/precision matrices, we plot the absolute value of the elements of these matrices, scaled by their largest element, in the left panels of Figure 5 .2. These scaled absolute values are between 0 and 1, and indicate where off-diagonal elements are small. The prior and posterior covariance matrix have nearly banded structure in the sense that the elements near the diagonal are larger than the off-diagonal elements. This structure is exploited during covariance localization by setting small off-diagonal elements of the covariance matrix equal to zero. In the numerical experiments below we use a threshold of 0.1 for covariance localization. The
Algorithm
Step-size Sample size IACT scaling RWM n −1/2 , n −1/2 , n −1/2 10 6 , 10 6 , 10 6 n, n, n MALA n −1/3 , n −1/2 , n −1/2 10 4 , 10 4 , 10 4 n 1/4 , n 1/4 , n 1/4 Hamiltonian MCMC n −1/2 , n −1/2 , n −1/3 10 5 , 10 5 , 10 5 n, n, n pCN n −1/2 , n −1/2 , n −1/3 10 6 , 10 6 , 10 6 n, n, n l-MwG (precision) n/a 500, 500, 5000 const.,const.,n 1/2 l-MwG (covariance) n/a 500, 500, 5000 const.,const.,n 1/2 prior precision matrix is tridiagonal, which is used in the lMwG sampler in "precision matrix implementation," by conditioning on neighbors, rather than the full state. In summary, the l-MwG sampler with covariance localization does not generate samples from the posterior distribution defined by the Bayesian inverse problem above, but rather of a nearby posterior distribution, defined by the localized Bayesian inverse problem. The l-MwG sampler generates samples from the "true" posterior because the precision matrix is tridiagonal and does not require localization. The condition number of the prior precision and covariance matrices is about 64 (independently of the domain length).
For a fixed domain length L, we apply RWM, pCN, MALA, Hamiltonian MCMC and l-MwG (with covariance localization or in precision matrix implementation). We tune the step-size for RWM, pCN, MALA, Hamiltonian MCMC by considering a scaling of the step-size with n −1 , n −1/2 , n −1/3 and n −1/4 and call the step-size leading to the smallest IACT "optimal" (recall that the dimension of our discretization is n = L/∆z). All chains are initialized by a random sample from the prior and we produce 10 6 samples with pCN, 10 6 with RWM, 10 5 with Hamiltonian MCMC, 10 3 with MALA, and 500 with the l-MwG samplers. The set-up for this problem is also summarized in Table 1 .
We perform numerical experiments for domain lengths ranging from L = 0.5 to L = 7, which leads to problems of dimension n = 50 to n = 700, and with 25 to 350 observations. For each domain length and algorithm we compute the corresponding IACT. This leads to the scalings, obtained by least-squares fitting of polynomials, of IACT with dimension, as shown in Table 1 , and as illustrated in Figure 5 .2. We observe that RWM, pCN, Hamiltonian MCMC and MALA exhibit an increasing IACT (at different rates) as the domain size and the number of observations increase, while both implementations of l-MwG are characterized by an IACT that remains constant.
We further compute the acceptance rate (i.e., the acceptance ratio, averaged over all moves) for RWM, pCN, Hamiltonian MCMC and MALA. Results are shown in Figure 5 .2, and we note that our tuning of the step-size for each algorithm keeps the acceptance rate constant as dimension increases. Finally, we compute an error to check that each algorithm indeed samples the correct distribution. We define an "error in posterior mean" by
wherem is the posterior mean and wherex is the average over the MCMC samples. We compute this error, which describes how far our estimated posterior mean is from the actual posterior mean, for each algorithm and show the results in Figure 5 .2. We note that all algorithms lead to a small error. Since this is also true for l-MwG with covariance localization, we conclude that the localized problem is indeed nearby the unlocalized problem we set out to solve. For this problem with tridigaonal precision matrix, l-MwG in precision matrix implementation is exact, i.e., this sampler generates samples from the posterior distribution. The l-MwG sampler in covariance matrix implementation solves a localized problem because we set small off-diagonal elements of the prior covariance matrix equal to zero. The localized problem is a small perturbation of the unlocalized problem so that estimates of the posterior mean of the localized problem are good approximations of the mean of the unlocalized problem. In this example, it is not the overall dimension or the overall number of observations, or the rank of the update of prior to posterior covariance matrix that defines performance bounds for MCMC. If the banded structure is used during problem formulation and during its solution, then the characteristics of each loosely coupled block of variables are important, but the overall number of blocks is irrelevant.
Example 2:
Gaussian prior with squared Laplacian as precision matrix. We now consider a Gaussian prior on z ∈ [0, L] with mean zero and with a precision matrix derived from the squared Laplacian, which leads to a pentadiagonal precision matrix after discretization. As before, we fix the discretization and chose ∆z = 0.01. The Laplacian is approximated by the n = L/∆z dimensional matrix L = 1/(∆z) 2 A, where A is a matrix with 2 on the main diagonal and and −1 on the first upper and lower diagonal. We define the precision matrix by Ω = (1/ρ 2 I + L) 2 , where ρ = 0.06. As in example 1, we collect data by collecting noisy measurements of a prior sample every L/(2∆z) units. The data are perturbed by a Gaussian random variable with mean zero and covariance R = I. As in Example 1, the discretization and observation network yields 100 discrete state variables and 50 data points per unit length. The condition number of the prior precision or covariance matrix is about 21 · 10 3 .
In Figure 5 .3, we illustrate the banded structure of the prior and posterior covariance and precision matrices for a problem with domain length L = 0.5. As in example 1, the prior precision and covariance matrices are banded, i.e., the diagonal elements are much larger than the off-diagonal elements. However, we note that the bandwidths of prior and posterior covariance matrices are larger than the bandwidths of the prior and posterior precision matrices. In particular, the prior precision matrix is pentadiagonal. The l-MwG sampler in precision matrix implementation can make use of this structure and we condition only on the five nearest neighbors (on either side), rather than all other variables. The l-MwG sampler in covariance matrix implementation requires localization and we set the localization threshold to 0.01. We also apply RMW, pCN [11] , MALA, Hamiltonian MCMC, and tune their step-size as described in Example 1 above, with our findings summarized in Table 1 . The number of samples we consider for each algorithm is also given in Table 1 .
We vary the domain length L from L = 0.5 to L = 7, apply the various samplers and compute the corresponding IACTs. This leads to the scalings of IACT with domain length (or, equivalently, dimension) as shown in Table 1 , and as illustrated in Figure 5 the scalings of IACT with domain size for RWM, Hamiltonian MCMC and pCN are equal (all scale linearly), we find that IACT of pCN and Hamiltonian MCMC is reduced compared to RWM. As in Example 1, we find that the l-MwG samplers and MALA exhibit smaller IACT than the other algorithms we tested, and that IACT of the l-MwG samplers remains constant as we increase the domain length. We further find that the acceptance rate of MALA first increases with L, but then levels off (due to our tuning of the step-size). Similarly, the acceptance rate of RWM, pCN, and Hamiltonian MCMC first decreases, but then levels off for large L. All algorithms yield a small error (see e in equation (5.1), which, in the case of l-MwG in covariance matrix implementation, supports the claim that the localized problem is indeed a small perturbation of the unlocalized problem.
5.3. Example 3: banded covariance, but full precision matrix. We now consider a discrete Gaussian prior and Gaussian inverse problem that does not necessarily have a limit as the discretization is refined. We pick this perhaps unphysical problem to illustrate limitations of l-MwG when the condition number is large and when it increases with dimension.
We pick a dimension, n, and chose a zero mean and a covariance matrix given by an n × n matrix C which has 2 on the main diagonal and −1 on the first upper and lower diagonal. We vary the dimension between n = 50 and n = 700 which leads to condition numbers between 1 · 10 3 and 2 · 10 5 (the condition number strictly increases with dimension). Because of the large condition number, the banded covariance does not imply that the precision matrix is also banded. In fact, for this prior, the covariance matrix is tridiagonal, but the precision matrix is full, as illustrated in Figure 5 .4. As in examples 1 and 2, we observe every other variable and perturb these measurements by a Gaussian with mean zero and covariance R = I, where I is the identity matrix of dimension n/2. Because the prior precision matrix is not banded, the posterior precision is also not banded as shown in Figure 5 We solve the Gaussian inverse problem by RWM, MALA, pCN, Hamiltonian MCMC and l-MwG. The set-up and tuning of the algorithms are as described in Examples 1 and 2, and summarized in Table 1 . The l-MwG sampler with covariance localization does not require localization since the prior covariance is banded (tridiagonal). The precision matrix on the other hand cannot be localized efficiently because the bandwidth of the prior precision matrix is large (see Figure 5 .4), and also increases with n. We thus do not localize the l-MwG sampler in precision matrix implementation and condition on all variables during sampling, not only on nearby variables.
For each algorithm and dimension, we compute IACT (see Table 1 for the rates with which IACT increases with dimension for the various algorithms). We observe that IACT increases for all algorithms we consider, as illustrated by Figure 5 .4. We observe that IACT for the l-MwG samplers now also increases. The rate is n 1/2 which is larger than the rate of MALA which, as in examples 1 and 2, is equal to n 1/4 . The increase in IACT with dimension can be understood within our theory by the increase in condition number with dimension. This numerical experiment thus suggests that our assumption of moderate condition number is indeed necessary (rather than being a tool for proving the theorems), which further corroborates our claim that l-MwG is effective (nearly dimension independent) for a unified class of problems with banded precision and covariance matrix. The bandedness of one implies bandedness of the other by the small condition number.
6. Summary and conclusions. We studied the Gibbs sampler for Gaussian distributions with banded covariance and precision matrices. We proved that the distribution of the samples converges geometrically fast to the Gaussian target distribution, and that the rate of convergence is independent of the dimension of the target Gaussian. The convergence rate, however, depends on the condition number of the covariance matrix, and convergence is fast only if the condition number is small. If the covariance matrix is banded and the condition number is small, then the precision matrix is also banded. Thus, the Gibbs sampler is effective for a unified class of problems with banded precision and covariance matrices.
The Gibbs sampler is a building block of a localized Metropolis-within-Gibbs (l-MwG) sampler that can be used to solve Bayesian inverse problems. We argued that l-MwG can be expected to be effective if the Bayesian inverse problem is characterized by banded prior covariance and precision matrices and by local observations. If prior covariance and precision matrices are nearly banded, we propose to "localize" the problem by setting small off-diagonal elements equal to zero. The localization introduces a small error in the resulting posterior distribution. We can explicitly bound these errors and thus specify conditions where the errors are small. We also demonstrated our ideas by numerical examples, and illustrated the limitations of l-MwG by deliberately violating some of our assumptions.
The main goal of our study is to demonstrate that ideas of covariance localization in the ensemble Kalman filter (EnKF) have relevance in MCMC. Covariance localization is routinely used to make EnKF applicable to problems in numerical weather prediction where the dimension can exceed 10 8 , at the cost of a small bias. This bias arises from localizing the problem, i.e., restricting nonzero correlations to a specified neighborhood, and restricting the influence of an observation to its neighborhood. We showed that similar steps can be applied when solving a Gaussian inverse problem by MCMC. Inverse problems with nearly banded structure can be localized to have a banded structure, at the cost of a small bias, and banded problems can be solved efficiently by l-MwG.
Our study neglects many practical challenges; for example, localization may require some tuning, which in itself can be computationally expensive. More importantly, we have not rigorously defined localization for non-Gaussian problems, where enforcing bandedness of the covariance matrices may not be sufficient because higher moments become important. Taking inspiration instead from the sparsity of the precision matrix, a useful route may be to consider the conditional independence structure of more general non-Gaussian Markov random fields [48] . We hope to address these issues in future work.
Appendix A. Convergence rates for Gibbs samplers. In this section, we prove Theorems 2.1-2.4. Since the Gibbs sampler with block-size q is a generalization of the standard Gibbs sampler (with block size q = 1), we only prove Theorems 2.2 and 2.4. Theorems 2.1 and 2.3 follow by setting q = 1.
A.1. Review of Gibbs and Gauss-Seidel. Our strategy for proving these theorems relies on the Gauss-Seidel operator associated with the Gibbs sampler. The connection between the Gibbs sampler and the Gauss-Seidel operator is well documented [19, 21, 46 ], but we briefly review it here so that our paper can be read and understood independently.
We consider sampling x ∼ N (m, Ω −1 ) using the Gibbs sampler of block size q, assuming Ω is of dimension mq × mq. We will use Ω i,j to denote its (i, j)-q × q sub-block, which should not be confused with the matrix entry [Ω] i,j . We say an mq × mq matrix Ω is blockstrictly-lower-triangular (BSLT), if Ω i,j is nonzero only if i > j. We define block-diagonal and block-strictly-upper-triangular (BSUT) in an analogous way. Let Ω = Ω L + Ω D + Ω U be the BSLT + block-diagonal + BSUT decomposition of the precision matrix Ω. In other words, Ω L consists of the blocks {Ω i,j } i>j of Ω, Ω D consists of the diagonal blocks of Ω, and
We investigate how the j-th coordinate is updated at the k + 1-th iteration. For simplicity, let us write the state before this coordinate update as
Then log(p(z)), ignoring a constant term, can be written as
Here F j and F j are functions independent of z j , and
Using Bayes' formula, we find that the probability of x k+1 j conditioned on x k+1 i , i < j and
. In other words, the updated coordinate has the distribution
One way to obtain a sample of this distribution is to find the solution, x k+1 j , of the linear equation
is an independent sample from N (0, Ω j,j ). Let Ω = Ω L + Ω D + Ω U be the BSLT + block-diagonal + BSUT decomposition of the precision matrix Ω. If we concatenate (A.2) for all coordinates j, the equation becomes
where ξ k+1 is the concatenation of ξ k+1 j
, and distributed as
The correlation between two consecutive iterations then is determined by
The spectral radius of G decides how fast the Gibbs sampler converges in l 2 norm. The matrix G is known as the "Gauss-Seidel operator", which is also used in the iterative solution of linear equations. Recall that N (0, C) is the invariant distribution of x k − m. By comparing covariances on both sides of (A.3), we find that
It follows that C GCG T , which in turn implies that the spectral radius of G is less than 1, which implies convergence. Here and below, for two symmetric matrices A and B, we use A B to indicate that B − A is positive semidefinite. However, in order to show the convergence rate is dimension-independent, we need to exploit the banded structure of C or Ω, which will be the purpose of the next section.
A.2. Gauss-Seidel with localized structures. First we need two estimates.
Lemma A.1. For any positive definite qm × qm matrix C, denote its maximum eigenvalue as λ max , its minimum eigenvalue as λ min , its condition number as C = λ max /λ min , its inverse Ω = C −1 . Then the q × q blocks satisfy:
Proof. Let λ i be an eigenvalue of C i,i and v ∈ R q be one of its eigenvectors with norm 1. Let v be the R qm vector with its i-th block being v. Then 
On the other hand,
The left inequality in (A.6) follows. Since the derivation above uses nothing of Ω other than its eigenvalues, so the right inequality in (A.6) also holds.
For our proofs below, we need the following bound for an operator norm. For q = 1, this bound appeared in [7] as inequality (A2). Note that this bound is well-suited for block-sparse A since then the right hand side consists of only a few terms.
Lemma A.2. For any qm × qm matrix A, the following holds
Proof. First we show the claim for symmetric A = A T . In this case, the bound for the norm of A is
This leads to A ≤ m j=1 A i * ,j and hence (A.7). For a general A, note that A = A T A 1/2 . The matrix P = A T A is symmetric, and its blocks are
Applying (A.7) to P, we obtain
This leads to our general claim.
Now we are at the position to establish bounds for the Gauss Seidel operator.
If Ω is block-tridiagonal with C being its condition number, then
Proof. Since Ω is block-tridiagonal, Ω U has at most one nonzero block in each row and each column, and, likewise, Ω
has at most one nonzero block in each row and each column. Therefore, by Lemma A.2
which by Lemma A.1 is bounded by 1 − C −1 .
To continue, we look at the right hand side of (A.4). We want to show that for some γ > 0,
For this purpose, note that
and that
Thus, in order to prove (A.8), it suffices to find a γ such that
By Lemma A.1, this is straight forward, since we have that
since Ω D is diagonal with blocks bounded in operator norm by λ −1 min . Finally, we can plug (A.8) into (A.4), and find that
Lemma A.4. If C is block-tridiagonal with C being its condition number, then
Proof. Since Ω −1 = C, we apply the Woodbury's formula to (
Next, we claim that CΩ U is BUT, and that only the blocks (
Thus (CΩ U ) i,j is nonzero only if i ≤ j, i.e., CΩ U is BUT. Moreover, if j ≥ i + 2, by the identity CΩ = I, we have
Next, not that for j = i, we have
Likewise, for j = i + 1, we have
In other words, (
, which by Lemma A.1 implies that
Consequentially, another application of Lemma A.2 implies that
To continue, we again want to use (A.4) by exploiting relations like (A.8). We first note that
Moreover,
Combining the above inequality with (A.4) leads to
A.3. Proofs of the main theorems. Armed with these results, the proofs for the main theorems follow from an elementary coupling argument.
Proof of Theorems 2.2 and 2.4. As discussed above, and illustrated in Section A.1, we can generate iterates from the Gibbs sampler with block-size q by solving the linear equations
Next we consider a random sample z 0 from N (m, C). We can apply the block-Gibbs sampler with z 0 as the initial condition, while using the same sequence ξ k . In other words, we generate z k+1 by letting
Since N (m, C) is the invariant measure for the Gibbs sampler, marginally z k ∼ N (m, C).
Next we look at the difference between the two Gibbs samplers, ∆ k = x k − z k . Note that we find that
If Ω is block-tridiagonal, then, by Lemma A.3,
Combining the above inequality with (A.9) proves Theorem 2.4.
If C is block-tridiagonal, then, by Lemma A.4,
Combining the above inequality with (A.9) proves Theorem 2.2.
Appendix B. Bias caused by localization. In sections 3.1 and 3.2, we propose to localize the prior covariance or precision matrix, and apply the l-MwG. This leads to samples from the localized posterior distribution, not from the exact posterior distribution. In this section we show that the difference between these two distributions can be small.
First we need the following estimate.
Lemma B.1. Suppose A is a symmetric positive definite matrix, and B is a symmetric matrix such that B ≤ A −1 −1 , then
Proof. Let B = ΨLΨ T be the eigenvalue decomposition of matrix B. Remove columns of Ψ that are eigenvectors of value 0, so L only contains nonsingular terms. Then by the Woodbury matrix identity
Let v be the eigenvector corresponds to the largest absolute eigenvalue of (L −1 + Ψ T A −1 Ψ) −1 . Then |v Proposition B.2. Let C be a prior covariance matrix and H be an observation matrix. Let C loc and H loc be localized covariance and observation matrices, and let δ C and δ H be as defined in (3.2) and (3.4). a) The localized prior covariance and observation matrices are small perturbations of the unlocalized covariance and observation matrices in the sense that
Moreover, if δ C ≤ C −1 −1 , then C loc is positive semidefinite. b) If δ C ≤ C −1 −1 , ∆ 1 ≤ C −1 , the localization creates a small perturbation of the posterior covariance matrix in the sense that
c) Under the same conditions as in b), the localization creates a small perturbation of the posterior mean in the sense that
Proof. For claim a), Define ∆ = C − C loc , apply Lemma A.2 with block size 1,
The bound H − H loc ≤ δ H follows the same argument. For claim b), we will exploit the identity C −1 = C −1 + H T R −1 H. By Lemma B.1,
Under our normalization assumption that H = 1,
We apply Lemma B.1 to C = (C −1 + H T R −1 H) −1 , and obtain
As a consequence, we also have that C loc ≤ The norm of the matrix ( C loc H T loc − CH T )R −1 can be bounded using claim b)
As for the norm of the matrix C loc C −1 loc − CC −1 , we use
From part (b), we have
In summary:
Proposition B.3. Let Ω be a prior precision matrix and H be an observation matrix. Let δ Ω and δ H be as defined in (3.10) and (3.4). Let Ω loc and H loc be the localized precision and observation matrices, then a) If δ Ω ≤ Ω , ∆ 2 ≤ C −1 , the localization creates a small perturbation of the posterior precision and covariance matrix in the sense that C −1 − C b) Under the same conditions as in a), the localization creates a small perturbation of the posterior mean in the sense that
Proof. The proofs are very similar to the proofs of Proposition B.2. To prove a), we follow the proof of Proposition B.2 a) and find that Ω − Ω loc ≤ δ Ω , and (B.1)
We apply Lemma B.1 to C = (Ω + H T R −1 H) −1 ,
As a consequence, we have that C p,loc ≤ The norm of the matrix ( C p,loc H T loc − CH T )R −1 can be bounded directly using claim a)
The norm of the matrix C p,loc Ω loc − CΩ can be bounded by C p,loc Ω loc − CΩ ≤ Ω loc − Ω C p,loc + C p,loc − C Ω .
From part (a), we have
