Abstract: This paper considers wide-band DOA estimation using the spatial resampling method for coherent averaging. In this paper a rough estimate of the resampling error distribution is obtained. Careful examination of this distribution yields an improved resampling formula suitable for, but not limited to, arrays with finite sensors. It is shown that the proposed formula yields resampling error much less than that of conventional resampling. Moreover it is shown how the resampling error can be more reduced by proper choice of the focusing frequency. Based on the this resampling formula a perfect focusing scheme is then proposed and its performance is evaluated and compared to other wide-band methods through simulations. Simulations showed quite satisfactory and robust performance of the proposed scheme. It was shown that it succeeds in situations where all considered wideband methods fail. In addition it is bias-free and can be implemented quite efficiently. Hence it is quite suitable for reliable real-time DOA estimation in reverberant environments.
INTRODUCTION
For many years, sensor arrays have been used to send and receive data wirelessly. A sensor array has several advantages over a single sensor. First, it can increase the Signal to Noise Ratio (SNR). Second, sensor arrays can steer the transmitting/receiving beams and by doing that, they can send/separate multiple signals simultaneously. This is very useful in many applications such as wireless communications, acoustics and seismic applications [1] [2] [3] . For these applications Direction Of Arrival (DOA) estimation of target signals is essential for their detection and localization. In acoustics example applications of DOA estimation include automated systems for video conferencing, surveillance and hands free speech acquisition [2, 5] . Industrial applications include acoustic mapping of machines and vehicles for the identification of noisy regions or parts [4] . Military applications include localization of enemy's ground vehicles, ships and submarines [6] . Localization data can also be used indirectly for other tasks such as dereverberation of speech, fault prediction and analysis of machinery, cuing and tracking of cameras, speaker verification, etc. [5] .
Signal subspace methods are popular DOA estimation methods designed for multiple sources and are characterized by their super-resolution. However these methods are valid only for narrow-band signal model and fail for highly correlated signals. Hence they cannot be directly applied in many situations. One example is acoustic environments which are usually wide-band and reverberant.
Wide-band generalizations of signal subspace methods can be categorized as either coherent [7] or incoherent [10] . Coherent methods perform a preprocessing step called focusing after which narrow-band techniques can be applied. In comparison to incoherent methods, advantages of coherent methods include their ability to handle highly correlated, and even coherent, signals, statistical stability and less measurement and computational time [7] [8] [9] . The first coherent averaging method was introduced by Wang and Kaveh [7] and is called Coherent Signal-Subspace Method (CSM). The main shortcoming of this method is its need for preliminary estimates of the unknown DOA's. The estimation performance of CSM is sensitive to these initial values. In fact, poor initial values can lead to biased estimates [11] . Many methods have been published on how to estimate focusing matrices as in [7, 12, 13] . However every one of these methods assumes a specific sources arrangement.
This led to the emergence of a class of coherent methods, called Perfect Focusing (PF) methods, that do not need preliminary DOA's estimates and hence are bias-free. The first attempt to PF was introduced by Bienvenu et al. [14] who suggested the generation of virtual arrays at every narrow-band frequency f whose dimensions are proportional to 1= f . Output of these virtual arrays could be calculated by interpolating the physical array output. Krolik and Swingler in [15] suggested multi-rate resampling techniques, designed for digital audio and image processing, for interpolating a physical Uniform Linear Array (ULA). Later in [16] they proposed an optimum resampling minimax filter more suitable for finite sensor arrays. Other methods were introduced by Friedlander et al. [17] and Doron et al. [18] for physical array interpolation. These methods do not necessitate uniform physical arrays and can be applied on arbitrary shaped arrays provided that they satisfy the sampling theorem.
Since then, to our best knowledge, no published research applied PF by array interpolation anymore except for that of Sidorovich et al. [19] and Pham et al. [20] . Although Sidorovich [19] showed satisfactory performance of Friedlander's method, Pham in [20] obtained very poor performance of the Array Manifold Interpolation (AMI) method [18] . Moreover Chen in [24] obtained poor performance using the spatial resampling method as compared to the much better performance reported in [15] and [16] .
In this paper, PF by spatial resampling [15, 16] is considered. An improved resampling formula is proposed that shows superior performance as compared to resampling methods suggested in [15, 16] . Based on this improved formula a PF scheme is then proposed. This proposed schemes is then compared to the conventional PF methods of [15, 16] in addition to other wide-band DOA estimation methods. It is shown that the proposed scheme has superior and robust performance and succeeds in situations where all considered wide-band methods fail. Thus by using properly designed arrays [34] , the proposed scheme can yield any desired quality of DOA estimation and poor performance due to the usage of non-suitable arrays can be avoided.
Among array interpolation methods [15] [16] [17] [18] , interpolation by spatial resampling is chosen for many reasons. Firstly, the spatial resampling method is very simple and hence can be straightforwardly used for 2D DOA estimation and 3D localization, as compared to the more complex transformations in [17] and [18] whose extension is much more difficult. Secondly, since all interpolation methods necessitate the satisfaction of the sampling theorem, uniform arrays can give the highest aperture for the same number of sensors in addition to their ease of manufacturing. Moreover the spatial resampling method can still generate any arbitrarily shaped (same dimensional) virtual arrays from the uniform physical array enabling the usage of any optimized/preferred array shape. This provides more flexibility than Friedlander's method which end with 1D ULA's generated from 2D arbitrary shaped physical arrays [25] . In other words, the necessity of uniform arrays can be considered as an advantage of, rather than a constraint on, the spatial resampling method. Thirdly, the spatial resampling method is completely applicable over the entire sensor array and for the full range of DOAs as compared to array sectors in [17] and the finite DOAs range of the AMI method [26] . Furthermore, the AMI method's focusing matrices are not unitary and hence part of the noise subspace can be confused as signal subspace [12] .
Among recent wide-band DOA estimation methods that can avoid preliminary DOA estimates are the Weighted AVErage of Signal-subspaces (WAVES) [21] and the Test of Orthogonality of Projected Subspaces (TOPS) [22] . Although WAVES can avoid preliminary estimates by using a beamforming invariance technique [23] , its performance is worse than when it uses focusing matrices with good initial estimates [21] . The TOPS method is however categorized as incoherent method and hence can not replace coherent ones. This paper is organized as follows. In section 2 theoretical background of PF by spatial resampling and resampling schemes are reviewed. In section 3, a rough estimate of resampling error distribution is obtained. Careful examination of this distribution yields a new improved resampling formula suitable for arrays with finite sensors. Based on this formula, a perfect focusing scheme is then derived. In section 4 several simulations and statistical measures evaluating the proposed scheme are presented. Finally section 5 concludes this paper. 
THEORETICAL BACKGROUND
where f is the temporal frequency, U k ð f Þ is the k-th source signal in the frequency domain, k is its angle of arrival measured from the normal to the line joining the sensors,x x m ð f Þ x m =ð=2Þ ¼ 2 fx m =c is the m-th sensor position normalized by half wavelength =2, N m ð f Þ is the frequency domain noise signal generated at the that sensor and c is the propagation speed. It is clear that Eq. (1) depends on the normalized sensor position rather than the position itself. Although the physical position x m is constant, the normalized positionx x m ð f Þ is proportional to frequency. This in turn means that covariance matrices at different frequencies can not be averaged as they are considered for different sensor arrays. This is the source of pain for which narrow-band DOA techniques cannot be directly applied to wide-band signals.
Bienvenu in [14] overcame this difficulty by using a set of virtual arrays instead of the physical array. Positions of virtual arrays' sensors, x v m , were chosen so that their normalized positions,x x v m , remain independent on frequency. That isx
where f 0 is some reference frequency called the focusing frequency and x m denotes the physical sensor position. From now on the superscript '' v '' will be used to denote properties related to the virtual arrays. Thus it is clear that virtual sensors' positions are inversely proportional to frequency
Thus at a frequency f , the wave field received by the corresponding virtual array can be written as
where N v m ð f Þ denotes the noise signal generated at the m-th virtual sensor in the frequency domain. Thus for different frequencies, the corresponding covariance matrices can be coherently averaged (focused) to obtain the focused covariance matrix defined by
where
the superscript '' F '' denotes focused covariance matrix and n f is the number of narrow-band frequency components within the considered wide frequency band. Thus any narrow-band DOA estimation method can be applied on the focused covariance matrix (5) using the focusing frequency f 0 [14] .
Calculation of Virtual Arrays' Output by Spatial
Resampling Output of virtual sensors, P v m , can be calculated by interpolating the output of the physical sensors, P m , [14] . Considering Eq. (3) for DOA estimation over the wideband f 2 ½ f min ; f max , f should be kept so that f 0 6 f to avoid extrapolation. Usually the equality
is chosen [15] . However, Chen in [24] performed his simulations using the mean frequency. This may be one of the reasons for his obtained poor performance.
For the case of a ULA with physical spacing d and sensor positions x m ¼ md, to avoid spatial and temporal aliasing, both the conditions d 6 min =2 ¼ c=ð2 f max Þ and f sampling > 2 f max must be satisfied, where min is the minimum wave length corresponding to f max and f sampling is the temporal sampling frequency. Under these condition and for the special case when d ¼ c=ð2 f max Þ, Shannon's sampling theorem [27] guarantees that the continuous band-limited function PðxÞ Pðx; f Þ can be exactly recovered from its samples P m Pðx m ; f Þ by the formula
where sincðxÞ sinðxÞ=x is the normalized sinc function. Thus output at the virtual arrays, P 
Resampling of Infinite Sequence of Samples
In some applications such as digital audio and computer graphics and imaging, original samples P m are usually too many so that they can be considered infinite. In practice however not all the available samples are used in evaluating Eq. (8) . The following truncation is used instead [27] 
whereP P P PðxÞ denotes the approximate value of PðxÞ, h is a finite impulse response (FIR) filter of order M and linear phase, M is some odd positive integer, fixðx=dÞ is the integer next to x=d in the zero direction and bM=2c is the integer next to M=2 in the À1 direction. Note that for the current case of infinite sequence of samples, M is the filter order rather than the total number of samples. From now on the over script ''~'' will be used to indicate the approximate value.
The standard problem of optimum filter design is beyond the scope of this paper. Meijering in [28] showed that the Kaiser windowed sinc filter is one of the best interpolation filters for filter order bM=2c > 3. This filter is defined by
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hðxÞ ¼ w Kaiser ðx; bM=2cdÞ sincðxÞ; ð10Þ where w Kaiser ðx; bM=2cdÞ is the Kaiser window with half width bM=2cd defined in terms of a parameter . As was shown in [28] and [30] , for filter orders bM=2c > 3 the choice ¼ 5 is very satisfactory in most situations. Later in [29] Meijering compared spline interpolation [36] to sampling theorem based resampling (c.f. Eq. 9) and showed that spline interpolation offers the best accuracy in terms of computational cost.
Resampling of Finite Sequence of Samples
For our considered problem of resampling a physical sensor array to obtain another virtual array, sensors together with their data acquisition system are usually expensive and hence they are always finite. For a ULA symmetric with respect to the origin and with finite odd number of sensors M, we are obliged to truncate Eq. (8) to only use the available samples at the M sensors
Note that the summation limits of Eq. (11) is fixed in comparison to the moving limits of Eq. (9). Thus Eq. (9) can be considered a special case of Eq. (11) when fixðx=dÞ ¼ 0, or in other words when À1 < x=d < 1. Krolik and Swingler in [15] suggested multi-rate resampling techniques, designed for infinite sample sequences, for implementing Eq. (11) . Later in [16] they proposed an optimum linear shift-variant filter more suitable for finite sensor arrays. Their filter was claimed to minimize the normalized maximum absolute resampling error at each resampled sensor at x ¼ x v m . They showed that this optimum resampling filter is just the truncated sinc filter given by hðxÞ ¼ sincðxÞ sinðxÞ=x; jxj 6 ðM À 1Þd 0; otherwise:
3. NEW RESAMPLING FORMULA
Resampling Error Estimation
Considering resampling finite sequence of samples, resampling error can be evaluated by subtracting Eq. (11) from Eq. (8) as
where E Trunc , called ''Truncation error,'' is the error due to truncation and is defined as
and E Non-sinc , called ''Non-sinc error,'' is the error due to using resampling filter other than the sinc function and is defined as
For demonstration purpose consider the special case of broadside directions of arrival ð k % 0Þ. For this case, the array output P m can be assumed constant, c.f. Eq. (1). Thus a rough estimate of the normalized resampling error " E E Total can be obtained as
where " E E Trunc is the normalized truncation error given by
sincðx=d À mÞ ð17Þ
and " E E Non-sinc is the normalized non-sinc error given by
Fortunately it was found that the infinite series in Eq. (17) can be evaluated in the closed form expression
where T 1 ¼ bM=2c À x=d, T 2 ¼ bM=2c þ x=d and ÉðxÞ is the digamma function [31] .
Thus using equations (19) and (18), " E E Trunc ðxÞ, " E E Non-sinc ðxÞ and " E E Total ðxÞ can be easily plotted for any filter order bM=2c. " E E Trunc ðx=dÞ is plotted in Fig. 1 . " E E Non-sinc ðx=dÞ and " E E Total ðx=dÞ for the Kaiser windowed sinc filter of Eq. (10) is plotted in Fig. 2 . For the truncated sinc filter of Eq. (12), " E E Non-sinc is zero and hence " E E Total is equivalent to " E E Trunc displayed in Fig. 1 .
So as expected, Fig. 2 shows that the Kaiser windowed sinc filter, as any well designed resampling filter, drastically reduces " E E Total in the range À1 < x=d < 1, as compared to the truncated sinc filter shown in Fig. 1 . This concludes that the problem of reducing the error of resampling infinite sequence of samples can be adequately solved using well designed resampling filter of moderate order. Usually bM=2c ¼ 3 ðM ¼ 7Þ is very satisfactory filter order [33] . On the other hand, the situation is different for resampling of finite sequence of samples. As shown in Figs. 1 and 2 , high oscillating resampling error is unavoidable near the array edges irrespective of resampling filter type or order. This is called Gibbs phenomenon [27] . One other thing to mention is that the truncated sinc filter, as shown in Fig. 1 , is one of the worst filters for resampling both finite and infinite samples, as opposed to the claim in [15] . These conclusions are not our own discovery but rather well known facts valid for sampling theorem based resampling irrespective of the assumption P m ¼ const [27, 33] .
New
Resampling Formula with Drastically Reduced Errors Signal subspace methods for DOA estimation are famous for their super resolution. These methods however are very sensitive to errors in estimating covariances [34] . Hence there must be a means to much more reduce resampling errors to facilitate usage of high resolution DOA estimation methods.
The use of the truncated resampling Eq. (11) instead of the exact Eq. (8) implies the assumption of zero samples outside the sensor array span, i.e.
If this assumption could be realized, then Eq. (11) with the truncated sinc resampling filter would be exact. Conversely if it is invalid, resampling errors will have a distribution similar to Fig. 1 . One way to realize the assumption of Eq. (20) is to weight the finite set of samples, P m 8jmj 6 bM=2c, with a smooth function, wðx; bÞ, which decays at both ends towards zero, to obtain the weighted sample sequence Q m as shown in Figs. 3(a), (b) and (c). wðx; bÞ denotes a weighting function with half-width b. As shown in Fig. 3(b) , the halfwidth is set to b ¼ bM=2 þ 1cd not to waste edge sensors' readings. Thus as shown in Fig. 3(c) , the weighted sample sequence Q m realizes the assumption of Eq. (20) and hence it can be exactly resampled using Eq. (11), with the truncated sinc filter, to obtain the continuous function QðxÞ as shown in Fig. 3(d) . Finally QðxÞ is de-weighted using the same weighting function, Fig. 3(e) , to obtain the continuous functionP P P PðxÞ as shown in Fig. 3(f) . This scheme can be cast in the form of following equatioñ P P P PðxÞ ¼ X is an example smooth weighting function that not only has zero ends but also has zero end slopes and smooth derivatives. Hence it will be used with Eq. (21) 
Thus the normalized total resampling error " E E Total can be calculated using Eq. (16) with " E E Trunc given by Eq. (19) . This is shown in Fig. 4 for the truncated sinc resampling filter and Kaiser windowed sinc filter. E E Trunc which is equivalent to " E E Total for the truncated sinc filter.
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As shown in Fig. 4 , as compared to Figs. 1 and 2 , the proposed resampling formula drastically reduces resampling errors, approximately 20 times. Also it is found that the new resampling formula using the truncated sinc filter yields less error than that obtained using the known to be good Kaiser windowed sinc filter. This expected result is because Eq. (11) will be equivalent to the exact Eq. (8) using the truncated sinc filter in case the assumption (20) is valid.
PFISR: Perfect Focusing using Improved Spatial
Resampling Using the proposed resampling formula, Eq. (21), instead of Eq. (11) for focusing by spatial resampling will be denoted ''Perfect Focusing using Improved Spatial Resampling'' or shortly PFISR. From now on Eq. (21) will be always used with the truncated sinc filter as was explained in section 3.2.1.
Further resampling error reduction
More careful examination of Fig. 4 shows, as expected, that resampling error is highest near the edges. If, for example, resampling could be avoided within edge sensors, resampling error will be much more reduced. This exceptional performance can however be achieved without wasting these, precious, edge sensors. Figure 5 shows the virtual arrays distribution, Eq. (3), versus frequency. As shown virtual arrays span decreases with increasing the frequency. Let's define M exec as the number of sensors to be excluded from both array edges due to their large resampling error. Let's also define the ''erroneous regions'' to be the regions occupied by M exec at both edges as indicated in Fig. 5 . If we constrain ourselves to use resampled arrays whose span do not intersect with these erroneous regions, their large resampling errors can then be avoided and a very low resampling error can be expected. As shown in Fig. 5 this goal can be achieved by reducing the focusing frequency f 0 below f min such that
as opposed to the usual choice of Eq. (7). From now on the focusing frequency choices of equations (7) and Eq. (24) will be denoted by f 0 and f 0 ðM exec Þ respectively. In the following sections merit and quality of PFISR scheme will be verified. In these sections we use M exec ¼ 4.
SIMULATIONS
Performance of the PFISR scheme is compared to other wide-band DOA estimation methods through the following examples.
Performance of the Proposed PFISR Method
Example 1: Consider the problem of DOA estimation of 5 white Gaussian noise sources whose angles are
. The last four source angles are the same as those used in Example 1 in [12] . The reason why the first source is added to the current example will be clarified later in Example 2. The third, fourth and fifth signals are exactly delayed versions of the second one. Delays are given by T=8, 3T=8 and 5T=8 where T is measurement snapshot duration. The first source is however uncorrelated with them. All the five sources occupy the wide-band from f min ¼ 6:6 kHz to f max ¼ 10 kHz, or from 0:66 to in the ! domain which is analogous to Example 1 in [12] . A 15 sensor ULA whose sensor spacing is half wave length of the maximum frequency is used.
Fast Fourier Transform (FFT) is performed with maximum frequency of f max and n FFT ¼ 201 narrow-band frequency component per FFT (measurement) snapshot. Averaging is performed using 20 measurement snapshots. Signal to Noise Ratio (SNR) is set to zero at a single frequency component at f ¼ f min . i.e., pure noise exists at this frequency component. This is set intensionally to make the simulations more realistic.
Four other methods are tested for comparison with the proposed PFISR scheme: spatial resampling using truncated sinc resampling filter [16] , spatial resampling using Kaiser windowed sinc resampling filter [15] , spatial resampling using cubic spline interpolation and CSM [7] . The PFISR method is simulated twice using f 0 ¼ f min ¼ 6;600 Hz and f 0 ðM exec ¼ 4Þ ¼ 4;700 Hz in accordance with Eq. (7) and (24) respectively. For the CSM method f 0 was set to 8300 Hz which is the mean frequency [7, 12] . For the residual methods the focusing frequency was set to f 0 ¼ f min ¼ 6600 Hz. About CSM focusing, the strategy proposed in [12] was used as it was claimed to yield substantially better performance than that in [7] for multi-group sources as in the current example. That is, 1) Coarse Resolution: Obtain initial DOA estimates i 2) Fine Resolution: Use i and i AE 0:25BW as focusing angles, where BW 2=ðM À 1Þ is the beamwidth of the array at the frequency whose corresponding half wavelength is the sensor spacing. About the initial DOA estimates i , they were chosen at 0 , 10.5 and 35 , which are the exact first DOA and the means of the following successive DOA pairs. These estimates are the best expected using delay and sum beamforming. Higher resolution methods such as Capon's [3] were not used for i estimation since they fail for correlated sources. Using SNR ¼ 10 dB, resampling error and DOA estimation results using the MUltiple SIgnal Classification (MUSIC) method are calculated and plotted in Figs. 6, 7, 8 and 9 . In Figs. 8 and 9 , DOA estimation using the virtual arrays' exact output, Eq. (4), was also calculated and plotted for f 0 ¼ 4;700, 6,600 and 8,300 Hz as benchmarks for their respective coherent averaging methods.
As shown in Figs. 6(c) and (d) and Fig. 7(a) , spline interpolation outperforms sampling theorem based resampling as was reported in [29] . Also Figs. 6(a) and (b) show how the proposed resampling formula, Eq. (21), used with f 0 ðM exec Þ ¼ 4, Eq. (24), yields resampling error less than that obtained by using f 0 , Eq. (7). For both choices of f 0 , it is clear how the resampling error of the proposed formula is much less than those of the truncated sinc, Kaiser windowed sinc resampling filters and even cubic spline interpolation. Note how resampling error of the proposed formula is drastically reduced at edges. This is why the PFISR performance is very close to its ideal benchmark and is better than that of cubic spline interpolation and much better than that of truncated sinc and Kaiser windowed sinc resampling filters, as shown in Figs. 8 and 9. Also note how the (claimed to be optimum [16] ) truncated sinc resampling filter yields the worst resampling error and weakest DOA estimation. On the other hand Fig. 9 shows good performance of the CSM method as was reported in [12] . However this is not always the case, as will be seen in example (2) .
As a further analysis of the proposed resampling formula, Figs. 7(b) , (c) and (d) show error reduction of cubic spline interpolation and the proposed resampling formula as compared to linear interpolation. These figures can be compared with the error estimates given in [29] in the range À1 < x=d < 1, as was explained in section 2.4. Within this range cubic spline interpolation yielded in Fig. 7(b) a minimum error reduction around 84%, which is within the 28%-91% estimate reported in [29] . In contrast, within the same range the proposed resampling formula yielded in Figs. 7(c) and (d) a minimum error reduction around 99.4% for both f 0 and f 0 ðM exec Þ ¼ 4. This is surprisingly higher than the 66%-98% error reduction estimate obtained in [29] for higher-degree spline interpolation, where splines as high-degree as nonic (9th degree) were examined, albeit the increased computational cost. Note that the advantage of spline over polynomial interpolation stems from its usage of increased number of low degree polynomial pieces rather than increasing the polynomial order [36] . Thus spline interpolation avoids the problem of Runge's phenomenon which occurs when using high degree polynomials [37] . In fact the cardinal spline (spline analog of the sinc function) converges strongly to the sinc function with increasing the spline degree [38, 39] . In this case spline interpolation will yield same artifacts obtained by sampling theorem based resampling [38] . Figs. 10 and 11 . Regarding the actual resampling errors, they were found very similar to Fig. 6 and hence are not plotted herein again. As shown in Figs. 10 and 11 , all the considered methods fail to resolve the last four sources except for the proposed PFISR method and spatial resampling using cubic spline interpolation. As shown in the figures, the PFISR method could correctly estimate all the sources DOAs with good dynamic range for f 0 ¼ f min and reasonable one for f 0 ðM exec ¼ 4Þ. Spline interpolation on the other hand yielded poor dynamic range for the last two sources and wrongly estimated the fourth source DOA. Regarding the CSM method, note how its performance deteriorates in contrast to Example 1. ) which are very close to the the last four sources of the current example, but CSM fails to resolve them. It was found however that CSM succeeds when excluding the initial DOA estimates AE1:8 adjacent to the first actual DOA although they are far enough from the last four sources. This reveals how the CSM results can be seriously affected (biased) by the initial DOA estimates and this is why the first DOA, 1 ¼ 0 , was added to examples 1 and 2 of this paper as compared to Example 1 in [12] . One last note is about the computational time and resources of the CSM method. The RSS [12] focusing strategy used herein requires Singular Value Decomposition (SVD) and a number of matrix multiplications for every narrow-band frequency component used to compute R F of Eq. (5). This is in addition to the computational burden of performing low resolution DOA estimation to obtain the initial estimates i and then iteratively refining them as explained in [7, 12] . In contrast the proposed PFISR method is biasfree, more robust and can succeed in situations where most wide-band methods fail, as was shown in examples (1) and (2) . In addition PFISR only requires the evaluation of the light Eq. (21) for every narrow-band frequency component, which can be implemented quite efficiently using the Digital Signal Processing (DSP) hardware available during data acquisition of sensor measurements [35] . This reveals how PFISR is quite suitable for reliable real-time DOA estimation.
Finally it is clear from Figs. 6, 8 and 10 that although using f 0 of Eq. (24) yields resampling error less than that obtained by using Eq. (7), its corresponding DOA estimation performance is worse. This can be explained by noting that the normalized sensor spacing of the focusing array equalsd d ¼ 2 f 0 d=c (cf. Eq. (2)). Thus using Eq. (24) instead of Eq. (7) reduces the focusing normalized sensor spacing and hence the focusing array aperture with the ratio ðM À 1 À M exec Þ=ðM À 1Þ. This explains why focusing using Eq. (24) for f 0 is not as sharp as that using Eq. (7); refer to [34] for a detailed analysis of DOA estimation performance versusd d. This is true for PFISR for which the array output is approximated by Eq. (21), and even for the spatial resampling benchmarks which use the exact resampled array output, Eq. (4).
Statistical Performance of the Proposed PFISR
Method In this section statistical performance of the proposed PFISR method is evaluated by performing 50 Monte Carlo runs of examples (1) and (2) for different SNR's. Estimation biases for the third source of example (1) and the second and fourth sources of example (2) are shown in Fig. 12 . Only PFISR and cubic spline statistics are displayed in Fig. 12 (c) since they are the only methods that could detect the fourth source of example (2) . Figure 12 shows the superior stability and robustness of the proposed PFISR method, using Eq. (7) for f 0 , for different situations as compared to all the other methods considered. It is shown how the extra resampling accuracy gained by using Eq. (24) is smeared in low SNR. For such a case the reduced array aperture due to using Eq. (24) can deteriorate the results as shown in the figure. It is shown also how the truncated sinc resampling filter [16] yields the worst estimation performance as compared to other resampling filters. It is shown also how spline interpolation overcomes sampling theorem based resampling. Finally  Fig. 12(b) shows how CSM can be biased irrespective of SNR.
CONCLUSION
In this paper, an improved resampling formula suitable for, but not limited to, arrays with finite sensors was developed. This improved resampling formula yielded the PFISR DOA estimation scheme. Merit and quality of this scheme were verified by simulations applied for wide-band DOA estimation using the MUSIC method. Simulations showed quite satisfactory and robust performance of the proposed scheme. In fact it was shown that it succeeds in situations where all other considered wide-band methods fail. In addition the proposed PFISR scheme is bias-free and can be implemented quite efficiently. Hence it is quite suitable for reliable real-time DOA estimation in reverberant environments. Although it was shown how to further improve resampling accuracy by reducing the focusing frequency, this was found not good practice as it reduces the focusing array aperture and hence deteriorates the final DOA estimation performance. This paper considers 1D ULAs for 1D DOA (bearing) estimation, it is however completely extendible for 2D arrays for 2D (zenith and azimuth) DOA estimation and for 3D arrays for 3D (radius, zenith and azimuth) localization of signal sources assuming spherical waves model. Finally although this research is from the perspective of acousticians, it is completely applicable on radio and seismic waves. So it is quite usable in communications and seismic applications as well.
