ABSTRACT As a key technology to improve the coverage and throughput of distributed wireless network, cooperative multiple-input multiple-output (CO-MIMO) system jointly manipulates the precoders of multiple distributed base stations (BSs) to serve multiple mobile stations, simultaneously. However, in time division duplexing mode, independent ambiguity multiplicative factors induced by practical transceiver radio frequency circuits will break the reciprocity between the uplink-downlink channels, resulting in the failure of cooperative precoding in multiple BSs. In this paper, we develop an efficient decentralized reciprocity calibration approach with low overhead and complexity for CO-MIMO systems. Specifically, the calibration problem of CO-MIMO is first modeled as a least square (LS) problem. Based on the decomposition theory, the LS problem is decomposed into a master problem and several subproblems. In order to avoid gathering channel state information from distributed BSs, the master problem is solved jointly and iteratively at the BSs' side, while the subproblems are solved independently at each BS. According to the decomposition results and the solving strategy, the calibration process is described as a decentralized algorithm. The simulation results demonstrate that better performance could be achieved compared with the centralized approach.
I. INTRODUCTION
Cooperative multiple-input multiple-output (CO-MIMO) is an advanced technology that can effectively exploit the spatial domain of mobile fading channels to bring significant performance improvements [1] . It has become an important candidate for many communication networks such as wireless sensor networks, ad hoc networks and vehicular networks [2] .
To obtain the spatial gain, the transceiver design [3] - [6] , beamforming [7] and precoding [8] of MIMO are usually based on the knowledge of channel state information (CSI) at the transmitter side. The CSI can be estimated through the uplink pilots in time division duplexing (TDD) system because of the reciprocity between the propagation wireless channels of uplink and downlink during channel coherent time [9] , [10] . However, in practice, the whole channel consists of both the reciprocal wireless channel and transceiver radio frequency (RF) gains [11] . Generally, the RF gains are asymmetric, resulting in the reciprocity mismatch of the whole channel [12] . In terms of the analyses in [13] , the reciprocity mismatch could result in severe system performance degradation. Therefore, antenna reciprocity calibration is critical for TDD system [14] .
In recent years, reciprocity calibration has attracted much concerns. The calibration methods can be divided into hardware-circuit calibration and signal-space calibration. In the hardware-circuit calibration, the auxiliary circuits, such as couplers and switches, are added to connect the transmit circuits with the receive circuits. In [15] , a hardwarecircuit calibration method was presented for MIMO. And then Bourdoux et al. [16] proposed a calibration method for wide-band MIMO. In contrast, the signal-space calibration utilizes the over-the-air signals between antennas and estimate the calibration coefficients by signal processing methods. It was first proposed in [17] for a single-input single-output system, and the work also presented a linear reciprocity model and modeled the estimation problem of calibration coefficients as a total least square problem. In [18] , the signal-space calibration was applied to multiuser MIMO, where mobile stations (MSs) were involved to feed back the downlink CSI to base station (BS).
When it comes to multiuser massive MIMO, the conventional calibration methods encounter challenges, because of expensive circuits costs or large overhead of feeding back CSI. On the one hand, the hardware-circuit calibration can be used for massive MIMO in some cases, for example, the work in [19] proposed a calibration method for software-define radios. On the other hand, the results in [20] indicated that the signal-space calibration procedure only needed to be performed at BS side, because the RF mismatches at MS side caused slight impact on the system performance. In [21] , a single-side signal-space calibration method was presented for massive MIMO Argos prototype. The Argos calibration chooses an antenna as reference and the calibration signals are transmitted between the reference and the rest of antennas. And in [22] , the least square (LS) method was used for estimating the calibration coefficients. Then, a signalspace calibration framework named over-the-air reciprocity calibration for massive MIMO was presented in [23] . In the framework, antennas are divided into several groups and transmit calibration signals among different groups.
However, it is difficult to apply these available methods to CO-MIMO for several considerations. Firstly, the hardware-circuit methods are just presented for single BS. Hardware-circuit calibration utilizes the auxiliary circuits, while it is hardly to connect the antennas in different BSs by additional hardwares. Secondly, most of signal-space calibration approaches cost much signaling overhead. The signal-space calibration gathers all the CSI in baseband processing unit [23] , which will cost much backhaul overhead of CSI transmitting in the case of multiple BSs. Lastly, almost all the calibration algorithms are centralized. The centralized algorithms operate in a baseband process unit or a schedule center (SC) and solve the full dimension calibration coefficients vectors, which results in high computational complexity.
To the best of our knowledge, reciprocity calibration operated in a decentralized way has never been studied before. The decentralized idea is mature and widely applied to multi-cell cooperative transmission, such as joint precoding, beamforming and power control, to avoid heavy signaling overhead and high computational complexity [24] - [26] . Motivated by these observations, we employ the decentralized approach to calibrate the antennas in CO-MIMO. And the main contributions of this work are summarized as follows.
• Calibration problem formulation: By considering the CO-MIMO as a virtual MIMO, the calibration problem of CO-MIMO is first formulated as an LS estimation problem. Based on the problem, a centralized calibration approach is presented;
• Primal problem decomposition: According to decomposition theory of optimization problems, the primal calibration problem of CO-MIMO is decomposed into a master problem and several independent BS-level subproblems;
• A decentralized algorithm: All the decoupled problems are solved at BS side. And then, the whole calibration process is described as a decentralized algorithm. Throughout the paper, vectors and matrices are denoted in bold lowercase and uppercase respectively: a and A. Let A T , A H and A −1 denote the transpose, conjugate transpose and inverse of a matrix A respectively. tr(·) stands for the trace operator and E(·) represents the expectation operation. Let a 2 denote the norm of vector a. diag(a 1 , · · · , a N ) denotes a N by N diagonal matrix with diagonal entries given by a 1 , · · · , a N .
II. SYSTEM MODEL
We consider a CO-MIMO system operated in TDD mode, which is illustrated in Fig. 1 . There are K single-antenna MSs and M BSs. Each of the BSs is equipped with N antennas. In CO-MIMO, BSs serve all the users with joint precoding and beamforming by sharing CSI and data signals. Considering the downlink phase with linear precoding, the signal received at MSs can be written as
where x ∈ C K is the signal vector transmitted to each MS with power constraint E xx H = P d I K , P d denotes the average transmitting power at BSs, y ∈ C K is the discrete-time received signal vector, n ∈ C K denotes the received noise vector with distribution n ∼ CN (0, σ 2 n I), W ∈ C MN ×K is the joint linear precoding matrix, β = 1/ tr(WW H ), and H DL ∈ C K ×MN denotes the downlink channel from BSs to all the MSs.
In TDD system, the downlink CSI used for precoding is estimated from the uplink pilots of the MSs. However, the uplink and downlink channels are not reciprocal in practice, due to the RF gains mismatches between different RF circuits [11] . The equivalent uplink and downlink channels with mismatch are given as [14] 
where
is the reciprocal wireless propagation channel from BSs to all MSs.T andR are transmitting and receiving RF gain matrices at MS side respectively, while T and R are transmitting and receiving VOLUME 7, 2019 RF gain matrices of BSs respectively. BothT andR can be further regarded as I K , since the performance loss caused by RF gains at single-antenna MS side can be ignored [11] , [20] . Moreover, RF crosstalk can be also ignored for reciprocity calibration referring to the experiment results in [12] . Hence, T and R can be denoted as
where t (m,n) and r (m,n) are transmitting and receiving RF gain of antenna n in BS m respectively. Accordingly, BSs can obtain the downlink CSI by
where N ) ) denotes the calibration coefficients matrix of BSs and the entry
Apparently, it is necessary to design a efficient calibration scheme for CO-MIMO to estimate matrix F.
III. RECIPROCITY CALIBRATION FOR CO-MIMO
In this section, calibration approaches are presented for CO-MIMO. The calibration problem of CO-MIMO is first modeled as an LS problem. According to the problem, a centralized calibration approach is presented. Then, the LS problem is decomposed into a master problem and several subproblems by primal decomposition. In terms of the decomposed results, a decentralized calibration approach is presented for CO-MIMO. Analyses and comparisons of two calibration approaches are given at last.
A. CENTRALIZED CALIBRATION
Since the CO-MIMO can be considered as a virtual MIMO [27] , the calibration problem can be modeled as an LS problem based on the calibration of conventional MIMO. Dependent on the calibration problem, a centralized calibration method based on over-the-air signaling (COC) is proposed for CO-MIMO.
In order to estimate calibration matrix F, antennas broadcast pilots in turn and transmit all the CSI to schedule center. Without loss of generality, we assume all pilots are unit. Letting y (l,j)(m,i) be the signal from antenna j in BS l to antenna i in BS m, and y (m,i)(l,j) be the signal of the opposite direction, the calibration signals are denoted as
where x i , x j are pilots and P c is the power of calibration signals, h (l,j)(m,i) and h (m,i)(l,j) are wireless propagation channels, n (m,i) and n (l,j) are independent and identically distributed (i.i.d) Gaussian noise with zero mean and unit variance. In terms of (5), CSI estimated by LS method can be denoted asĥ
, and according to (6) , observation equations can be given asĥ
. Based on [22] , a joint loss function of calibration can be denoted as
T denotes the calibration coefficients vector consisting of the diagonal entries of F. In order to exclude trivial all-zero solution, antenna 1 in BS 1 is regarded as a reference. More specifically, f (1, 1) is set to 1 when we solve the calibration coefficients f [23] .
then, the calibration problem is given as follows.
Problem 1 (The centralized problem):
The calibration problem of CO-MIMO can be formulated as an LS problem denoted as
The Problem 1 is a typical LS estimation problem, and its closed-form solution can be obtained by derivation [10] , [23] .
Proposition 1 (The centralized solution): The solution of Problem 1 can be given aŝ
whereh 1 is the first column ofH,H 2 consists of the rest columns ofH andf
After computing the calibration coefficients, SC transmitŝ f m (m = 1, · · · , M ) to BS m. According to all above, the COC for CO-MIMO can be described as Algorithm 1.
Algorithm 1 Centralized Calibration (COC)
1: All the antennas broadcast pilots in turn and BSs estimate the CSI by (6); 2: All of BSs transmit the CSI to the SC via backhaul link; 3: SC constructs matrixH in (9) by these CSI; 4: SC estimate calibration vectorf by (11);
Signaling overhead and computational complexity of the COC approach are given as follows.
Remark 1 (The signaling overhead of COC):
The total signaling overhead consists of over-the-air signaling overhead and backhaul signaling overhead. The over-the-air signaling overhead is expressed by the number of slots, while the backhaul signaling overhead is expressed by the sum of the information exchanged between BSs. Since each antenna broadcast pilot in turns, the over-the-air signaling overhead of COC is given by MN . And due to gathering CSI, the backhaul signaling overhead can be given by MN (MN − 1) . 
Hence, the asymptotic complexity is given as O( (MN ) 3 ) .
B. DECENTRALIZED CALIBRATION
In order to overcome the large signaling overhead and high complexity of the primal calibration problem, we proposed a decentralized calibration approach based on over-the-air signaling (DOC) for CO-MIMO.
Problem 1 is coupled between cooperative BSs and it can be decoupled based on primal decomposition method [28] . In order to decompose the primal Problem 1, the calibration coefficients f (m,1) (m = 1, · · · , M ) of first antenna in each BS are regarded as the coupling auxiliary variables, and we let c m = f (m,1) . Furthermore, the calibration signals are divided into two categories that are, respectively, intra-BS signals and inter-BS signals. In light of the division, the loss function (8) of calibration problem can be written as
where g m (f m ) consisting of intra-BS CSI is defined as
andḡ(f) consisting of inter-BS CSI is defined as
According to decomposition theory, the primal problem can be decoupled into several independent BS-level subproblems and a master problem. The subproblems are provided by the following lemma. (14), then we obtain
The equation (16) 
Proof: It can be obtained by (12) and (16) 
2 N (N −1)×N , which is defined as 
and letting G = diag(g 1 (f 1 ), · · · , g M (f M )), the problems by decomposition can be denoted as follows.
Problem 2 (Decentralized calibration problems):
According to Lemma 2 and (20) , the master problem can be denoted as
and based on Lemma 1 and (19), the subproblem in BS m can be given as
where m = 1, 2, · · · , M . In order to avoid transmitting CSI to SC, the idea of solving Problem 2 is that the subproblems (22) are solved in each BS dependently by fixing the auxiliary variables c m (m = 1, · · · , M ), and the master problem (21) updates the auxiliary variables using the information obtained from solving subproblems. The process of solving the problems can be given as follows.
Proposition 2 (The decentralized solution):
The master problem (21) can be solved iteratively and jointly at BSs bŷ
and the subproblem (22) in m can be solved in BS m independently byf
where m = 1, · · · , M , t is the iteration index and µ is a positive step-size, s m (t) is the gradient of g(c) at the point c m (t) denoted as (25) 
denotes the first column of matrixH m ,H (m,2) consists of the rest columns of matrixH m .
whereh m is the mth(m = 1, · · · , M ) column of matrixH.
Proof: See Appendix C.
After solving Problem 2, calibration coefficientsf
where N iter is the number of iteration. According to all above, the whole process of DOC approach to obtain the calibration coefficients can be described as Algorithm 2. (22) by (24);
by (17) It is worth noting that the Algorithm 2 is guaranteed to converge to the optimal solution for each fixed channel realization [5] , [25] , [28] , since the master problem (21) is convex [22] , [29] . And the convergence properties of the master problem depend on the selected fixed step size µ [28] . This paper just focuses on demonstrating decentralized processing idea for reciprocity calibration and selects the parameter µ empirically.
Same as Problem 1, for excluding the trivial all-zero solution, we assume c 1 = f (1,1) = 1 during solving Problem 2, so that the solution of subproblem (22) in BS 1 obtained by (24) is the final calibration coefficients of the BS 1.
Additionally, because of the strong mutual coupling between adjacent antennas [11] and long distance among neighboring BSs, the power of signals in the same BS is much bigger than the power of interference caused by the intra-BS signals from neighboring BSs, so that the interference resulting from cooperative calibration signals is slight. Consequently, BSs transmit intra-BS signals simultaneously.
The signaling overhead and computational complexity of the DOC approach are given as follows.
Remark 3 (The signaling overhead of DOC):
The intra-BS over-the-air signaling needs N slots and the inter-BS over-the-air signaling needs Mq slots, so that the overthe-air signaling overhead is N + Mq. While, there are (25) , the number of multiplication is 3(N − 1) 2 +Mq 2 +(M +1)N iter . The times of multiplication for (17), (23) and (26) 
C. COMPARISON AND ANALYSES 1) COMPARISON OF SIGNALING OVERHEAD AND COMPUTATIONAL COMPLEXITY
According to Remark 1-4, the signaling overhead and computational complexity of COC and DOC are shown in Table 1 .
The comparisons and analyses of them are given as follows. The over-the-air signaling overhead of COC approach is proportional to MN , while the overhead of DOC approach is proportional to N + Mq. Letting N + Mq <= MN , the range of q can be denoted as
Thus, the DOC approach requires less over-the-air signaling overhead than the COC approach, when satisfying the condition q < N (M − 1)/M . The backhaul overhead of the COC approach and the DOC approach are proportional to MN (MN − 1) and (MN − 1) , the range of N iter can be given as
Therefore, the upper bound of N iter is negatively related to the square of q. Further more, substituting the upper bound of q in (27) into (28), a tighter range of N iter is denoted as
Because 3M 2 − 3M + 1 is larger than M 2 when M > 1, the upper bound of N iter is valid. Accordingly, when N iter < N 2 (3M 2 − 3M + 1)/M 2 − N , the backhaul overhead of the DOC approach is smaller than the COC approach, although the over-the-air overhead of them are equal.
The asymptotic computational complexity of COC is O ((MN ) 3 ) . As for DOC, substituting the upper bounds of q and N iter into N 3 + Mq 2 + MN iter , the asymptotic complexity can be denoted as O(N 3 + MN 2 ). In light of the results, DOC is still not as complex as COC, although both of the over-theair overheads and backhaul overheads of the two approaches are equal. Apparently, if q and N iter become smaller, the complexity of Algorithm 2 will be further reduced.
2) THE IMPACT OF THE NUMBER OF ANTENNAS JOINING IN INTER-BS SIGNALING
In general, the solution of the master problem (21) becomes closer to the ideal solution with the increase of the number of observation equations in (7) . The number of observation equations increases as the number q of antennas that participate in inter-BS calibration signaling increases. Hence, when q increases, the performance of the DOC approach becomes better, while the overhead of the decentralized become larger as well as the complexity of Algorithm 2 will increase in terms of above analyses. Moreover, there is a trade-off between the performance and the overhead of DOC approach.
IV. SIMULATION RESULTS
In this section, we provide the performance of calibration methods proposed in Section III by Monte Carlo simulation. A CO-MIMO system is illustrated in Fig. 2 where γ is the median of the mean path at a reference distance d (A,B) , α is the path loss exponent [30] . We assume the path-loss exponent α = 3.0 and γ = 1. As for RF mismatches, we model the amplitudes and phase mismatches independently [11] , [14] . The amplitudes are log-normal distribution with {ln |t (m,i) |, ln |r (m,i) |} ∼ N (0, 0.1) and phases are uniform distribution with { t (m,i) , r (m,i) } ∼ U(−0.1π, 0.1π ). The convergence behavior of Algorithm 2 is illustrated in Fig. 3 versus the iteration number t with P c equal to 10 dB and 15 dB, µ equal to 0.008 and 0.01, respectively. The convergence performance is measured by the amplitude of gradient s m (t)(m = 1, · · · , M ) of objective function in the master problem (21) , which is generated at each iteration t. Since it is equivalent to choose any m for observing the convergence behavior, s 2 (t) is chosen to observe in the simulation, thus s(t) = s 2 (t). Vector c(0) is initialized as [1, 0, · · · , 0] T . From the figure, it can be seen that the log function of s(t) decreases almost linearly and fast as t increases. The curve falling fastest achieves 10 −3 by 40 iterations, while the slowest curve takes 100 iterations. The results can verify that convergence of Algorithm 2 behaves well and the iterative solution can approach the optimal solution of the master problem (21) . The curve of µ = 0.01 decreases faster than it of µ = 0.08 when P c = 10 dB and q = 4. Then, the curve of P c = 10 dB decreases faster than of in P c = 15 dB when both µ and q are the same. Moreover, the curve of q = 6 also falls faster than the curve of q = 4 when P c = 15 dB and µ = 0.008. These results imply that, for fast convergence, a larger step size µ should be set for larger P c , while a larger µ should be chosen for smaller q as well.
In light of the system parameters M = 3 and N = 16, the over-the-air overhead of COC approach is 48, while the backhaul overhead of COC is 2256. It is clear that the backhaul overhead is much larger than the over-the-air overhead. Accordingly, we compare the backhaul overhead with a graph illustrated in Fig. 4 versus the iteration number t with different q. As shown in the figure, the backhaul overhead of DOC approach is increase linearly with the increase of t. On the basis of above results, the number t of iteration is less than 100 with suitable step size µ. Therefore, the backhaul overhead of DOC is much less than the overhead of COC when q less than its upper bound in (27) , which is 10 of the system. Although the over-the-air overhead of DOC is equal to COC, which means q = 10, the backhaul overhead of DOC is still less than COC as long as t < 552. Besides, as q increases, the overhead of DOC also increases while the upper bound of N iter decreases, e.g., the upper bound reduces to 240, when q increases to 16. In the rest of the section, the performance of the approaches is illustrated. It is worth noting that the statistic average iteration number of the simulations is 63, which is much less than the minimum of upper bound 240. It guarantees low overhead and complexity of the DOC approach. And the DOC approach is also compared with the calibration method in [23] , which is a typical framework of centralized reciprocity calibration for massive MIMO. In the existed framework, the antennas in the BS are divided into G groups to reduce the over-the-air overhead. But it can not reduce the backhaul overhead and computational complexity, while the DOC can not only reduce the over-the-air overhead, but also reduce backhaul overhead and computational complexity. In the comparisons, for existed method, the antennas in each 16-antenna BS are divided into G = 8 groups, and each group exploits one time slot to transmit calibration signals in turn.
The performance of two calibration methods can be measured by normalized mean square error (NMSE) off and f, which is computed by NMSE = E{|f − f| 2 /|f| 2 }. Fig. 5 shows the NMSE versus different P c and q. It can be seen that NMSE becomes smaller with the increase of the calibration signal power P c and even decreases almost linearly at high P c regime. For DOC, the NMSE also decreases as q increases. The reason is that the number of equations in (7) increases with the increase of q, while the number of variables solved in master problem (21) is fixed to M , so that the estimating results with larger q are more likely approximate the ideal solutions. The gap of NMSE between q = 8 and q = 16 is much smaller than the gap between q = 4 and q = 8. Hence, it is important for DOC (q > 2) to choose a suitable q. For this system, q = 8 is pretty good. Besides, the NMSE performances of COC is between DOC with q = 2 and DOC with q = 4, which indicates that the DOC approach has better performance and less overhead than COC. The NMSE performance of the method in [23] is between DOC with q = 2 and COC, which shows that both the DOC (q > 2) and COC outperforms the method in [23] . FIGURE 6. The ergodic per user achievable rate using ZF precoding versus calibration power P c with different q and transmitting power P d . Fig. 6 illustrates the ergodic achievable rate with zero-forcing precoding after calibration versus P c and q when transmitting powers P d of signals are 10 dB and 20 dB. From the figure, as P c increasing, the rates boost up and gradually approximate to the perfect calibration. For DOC approach, the growth speed also increases with the increase of q. The curve with q = 8 is quite close to the curve with q = 16 and the gap of them is much smaller than the gap of curve with q = 4 and curve with q = 8. Considering the overhead and performance, q = 8 is pretty for the system. Besides, the achievable rate performance of COC is between DOC with q = 4 and DOC with q = 8, while the achievable rate of the method in [23] is between DOC with q = 2 and DOC with q = 4. The results indicate that the DOC performs better. Furthermore, the performance of bit error rate (BER) based on 16-QAM is illustrated in Fig. 7 versus P c and q while transmitting powers P d of signals are P d = 10 dB and P d = 20 dB. With the increase of P c , the BER decreases and gradually approaches the perfect calibration. For DOC, BER decreases faster when q increases. Same as the performance of NMSE and achieve rate, the gap between two cures with different q reduces as q increases, e.g., when P d = 10 dB, for approximating to perfection, P c of the curve with q = 16 is around 23 dB, which is 10 dB less than q = 2, 4 dB less than q = 4 and 1 dB less than q = 8 respectively. Besides, both the BER performances of COC and the method in [23] are between the DOC with q = 2 and DOC with q = 4, which is consistent with the above results.
V. CONCLUSION
In this paper, we have studied the reciprocity calibration for CO-MIMO and focused on reducing the signaling overhead and the computational complexity. In addition to a centralized calibration approach, we proposed a decentralized approach called DOC by decomposing the centralized calibration problem into a master problem and several BS-level subproblems. The DOC approach exploited a combination of backhaul information exchange and solving process of these problems. The analyses have shown that the DOC required much less both the over-the-air signaling overhead and the backhaul signaling overhead, compared with centralized calibration. The computational complexity of the DOC approach was likewise lower than that of the centralized one. The results of simulation have demonstrated that the DOC approach improved the system performance significantly.
