A recently introduced formulation of time dependent linear response density functional theory within the plane-wave pseudopotential framework ͓J. Hutter, J. Chem. Phys. 118, 3928 ͑2003͔͒ is applied to the study of solvent shift and intensity enhancement effects of the 1 A 2 n→* electronic transition in acetone, treating solute and solvent at the same level of theory. We propose a suitable formalism for computing transition intensities based on the modern theory of polarization, which is applicable to condensed-phase and finite systems alike. The gain in intensity brought about by thermal fluctuations is studied in molecular acetone at room temperature, and in gas-phase (CH 3 ) 2 CO•(H 2 O) 2 at 25 K. The latter system is characterized by the appearance of relatively intense features in the low-energy region of the spectrum, attributable to spurious solvent →solute charge-transfer excitations created by deficiencies in the DFT methodology. The n→* transition can be partially isolated from the charge-transfer bands, yielding a blueshift of 0.17 eV with respect to gas-phase acetone. This analysis is then carried over to a solution of acetone in water, where further complications are encountered in the from of a solute→solvent charge transfer excitations overlapping with the n→* band. The optically active occupied states are found to be largely localized on either solute or solvent, and using this feature we were again able to isolate the physical n→* band and compute the solvatochromic shift. The result of 0.19 eV is in good agreement with experiment, as is the general increase in the mean oscillator strength of the transition. The unphysical charge transfers are interpreted in terms of degeneracies in the spectrum of orbital energies of the aqueous acetone solution.
I. INTRODUCTION
Time dependent density functional theory ͑TDDFT͒ ͑Refs. 1 and 2͒ is rapidly coming to prominence in the field of computational quantum chemistry as a viable and affordable tool for estimating vertical excitation energies of molecular systems, and several implementations have been described during the last decade based on localized orbital basis sets. [3] [4] [5] [6] [7] [8] [9] In principle, the TDDFT method can also be applied using plane-wave pseudopotential techniques. 10 However, only recently, has an efficient perturbative formulation of TDDFT been proposed 11 which makes such calculations feasible for larger systems. Several desirable features, including orthogonality, independence of nuclear positions, absence of basis set superposition errors, make plane-waves an attractive alternative to localized basis sets in several problems of physical and chemical interest. In addition, the extended Lagrangian formalism of Car and Parrinello 12,13 is most naturally implemented using plane-waves, which allows to study the relative importance of thermal relaxation and fluctuation on the absorption profile due to electronic excitations in molecules, 10 and to perform geometry optimizations and, possibly, molecular dynamics simulations on molecules in their excited states. 11 Together with the recent attempts based on TDDFT at computing several properties of excited states of molecular systems directly available from experiment, 14 -17 these latest developments may pave the way for a complete and accurate characterization of excited state surfaces, which is of paramount importance in predicting fluorescence spectra and in elucidating the nature of electron transfers in photochemical reactions.
The application of TDDFT to condensed phase systems is also emerging as a very active and multifaceted field of research 18 -20 ͑for a review and further references see Ref. 21͒ . A major advantage of TDDFT for the solid state, is that it potentially offers a rather inexpensive alternative to manybody Green's function methods, relative ease of implementation within conventional Kohn-Sham density functional theory codes, and the possibility to improve progressively, and possibly systematically, the accuracy of the results through increasingly sophisticated representations of the changes in the exchange and correlation interactions between electrons brought about by the excitation. Moreover, TDDFT is often also capable of providing ways to interpret the excitation process in terms of the underlying one-particle picture which is implicit in the Kohn-Sham representation of the ground state. This may be of particular relevance whenever insight from finite size chemical systems ͑e.g., molecules in the gas phase͒ can be useful in interpreting specific features of confined systems embedded in a condensed phase environment, like defects or impurities in solids or molecules in solution. Plane-wave basis sets are again particularly well suited to represent efficiently the charge density distribution in extended systems and they apply naturally to systems obeying periodic boundary conditions. 13 An important element in the extension of TDDFT calculations to large systems, is the use of relatively simple exchange correlation functionals, such as the various versions of the generalized gradient approximation ͑GGA͒ which have been developed for ground state properties. While TDDFT implementations based on GGA's have been successful in describing valence excitations of single molecules, applications to polar molecules, dimers or molecules with stretched bonds have revealed a number of serious problems. In particular the transition frequencies of excitations involving charge transfer are badly underestimated [22] [23] [24] and exhibit a qualitatively incorrect dependence on intermolecular distance. 24 More serious perhaps are the difficulties encountered in TDDFT treatments of excitations of biradical systems created by homolytic bond breaking or twisting of double bonds. 25, 26 It is an interesting question to what extent these complications are transferred to, and amplified by, the condensed phase. Indeed, the first applications to extended systems ͑solids, polyenes͒ have exposed a number of limitations. Approximations, which proved adequate for calculation of spectral properties of finite molecules, were found to give rise to major discrepancies in the larger systems. For example, while for small molecules ͑or functional groups͒ the corrections to the bare Kohn-Sham excitations can be substantial, there is little or no improvement for the band gaps in solids. 21 In special cases, the response kernels commonly employed in static and time dependent calculations can produce rather pathological behavior. A notorious example is the huge overestimation of the hyperpolarizability of polyenes. [27] [28] [29] In this paper we investigate the performance of TDDFT for a molecular system in solution, namely aqueous acetone. This system has played the role of benchmark model for the computation of solvatochromic effects and has been the subject of numerous investigations using continuum solvation methods [30] [31] [32] [33] [34] or mixed quantum mechanics/molecular mechanics ͑QM/MM͒ techniques. 35, 36 Molecular solutions appear to be a separate class of condensed systems, occupying a position intermediate between, on the one hand, isolated optically active molecules in vacuum and, on the other hand, semiconductors or polyenes. Solutions are extended systems, but still consist of finite molecular units with optical spectra dominated by localized excitations. Indeed, the Ϸ0.2 eV blue shift of the n→* transition of acetone in response to solvation in water can be understood and quantitatively reproduced at the level of a QM/MM calculation in which all solvent molecules ͑including the molecules directly hydrogen bonded to the carbonyl group͒ are treated classically, as has been shown in a previous publication. 36 In the present study we return to this system but this time using a full quantum mechanical description of both solute and solvent. The primary aim of this calculation is to analyze in detail the effect of mixing of solvent and solute states as manifested in the vibronic enhancements of transition intensities. 37 To this end we start with an outline of a novel scheme for the computation of the dipole oscillator strength based on an extension of the modern theory of polarization [38] [39] [40] [41] [42] [43] to the nonadiabatic regime. We will show that such an unbiased description of solute and solvent is beset by complications related to the collective nature of the electronic states, which are circumvented in the QM/MM approach. This includes spurious charge transfer excitations between solvent and solute and entanglement with the onset of solvent→solvent excitations, which as a result of the serious underestimation of the band gap in Kohn-Sham calculations extend down to far too low energies in calculated TDDFT spectra. A second objective of this paper is, therefore, to identify these effects and place them in the wider context of the ongoing development of density functionals.
After a brief introduction to the electronic spectroscopy of aqueous acetone, listing some of the relevant literature ͑Sec. II͒, we summarize in Sec. III the theoretical background of the TDDFT implementation used in this work. A more thorough description of the method can be found in Ref. 11 and detailed discussions of its theoretical foundations in Refs. 2 and 3. In addition, we introduce our scheme for computing oscillator strength in condensed-phase systems and briefly address the problem of transition assignments, which were not treated in Ref. 11 . Technical details of the calculations are presented in Sec. IV. The influence of thermal relaxation effects on the intensity of the n→* transition in gas-phase acetone is studied in Sec. V. This analysis is then carried over to the gas-phase (CH 3 ) 2 CO•(H 2 O) 2 complex, in the optimized geometry and at Tϭ25 K and to the full acetone-water solution. Section VI contains the summary and conclusions.
II. ELECTRONIC SPECTROSCOPY OF AQUEOUS ACETONE
The n→* transition in acetone corresponds to the promotion of one electron from the lone-pair to the antibonding * orbital of the C-O group. The 1 A 2 excitation is symmetry forbidden and the observation of a weak band ͑oscillator strength f Ӎ4ϫ10 Ϫ4 ) at ϳ4.5 eV ͑Refs. 44 -47͒ in the gasphase is attributed to vibronic coupling and intensity borrowing mechanisms. In water solution the transition can also become allowed, owing to the formation of water-acetone complexes, which may break the C 2v symmetry of the molecule. The charge delocalization from the oxygen to the carbonyl carbon brought about by the excitation process reduces the molecular dipole moment and elongates the C-O bond. 48 A large blueshift of the transition energy is observed, ranging from 0.19 ͑Ref. 49͒ to 0.21 eV, [50] [51] [52] explained by the selective solvent stabilization of the ground state. This is accompanied by an increase in the oscillator strength of ϳ50% compared to the gas-phase molecule.
Ab initio calculations on small acetone-water clusters have been used as convenient means to study the blueshift and intensity enhancement effects induced by water coordination. Liao et al. 53 presented thorough results on the structure and stability of several (CH 3 ) 2 CO•(H 2 O) n (nϭ1 -3) complexes in the gas phase. Density functional theory ͑B3LYP͒ and high-level ab initio methods ͓MP2, CCSD͑T͔͒ were used to characterize their structure and energetics and to compute vibrational spectra. The excitation energies and oscillator strengths for the n→* transition were estimated using CIS, CASSCF, and CASPT2. A blueshift of the excitation energy was computed of 0.1-0.4 eV, depending on the number of coordinated water molecules and cluster geometry, and the oscillator strength was shown to increase from zero to ϳ10 Ϫ4 in (CH 3 ) 2 CO•(H 2 O) 3 . Vibronic coupling was found to be the main mechanism responsible for the increase in spectral intensities, compared to orbital mixing resulting from the water molecule coordination. More recently Röhrig et al. 36 investigated the acetone-water solution using a mixed QM/MM Car-Parrinello scheme in which the solvent was treated purely classically. The excited state potential energy surface was described using both TDDFT methods and the restricted open shell Kohn-Sham formalism.. 54 They were able to reproduce the experimental solvent shift in passing from the gas-phase molecule to the condensed phase to good accuracy and thus verify that the dominant mechanism responsible for the solvatochromic shift in solution consists of selective electrostatic stabilization of the ground state relative to the excited state.
III. THEORY AND METHOD

A. The dipole approximation in DFT
The fundamental Hamiltonian for a system of electrons in the presence of a time dependent vector potential A(r,t) and scalar potential ⌽(r,t) is given by
where, in the usual notation, c is the velocity of light, Ϫe is the charge of an electron, and m its mass. The one-electron potential V I (r i ϪR I ) represents the interaction with the nucleus I at position R I . The Hamiltonian of Eq. ͑1͒ is derived assuming the Coulomb gauge (ٌ•Aϭ0) ͑see e.g. Ref.
55͒ and is often referred to as the minimal coupling Hamiltonian. In this gauge the scalar potential ⌽(r,t) describes the longitudinal component E L ϭϪٌ⌽ of the electric field, and is therefore zero in the transversal radiation fields of interest here. The transversal component of the electric field is obtained from the vector potential
where the dot denotes a derivative with respect to time.
In time dependent density functional applications, the minimal coupling Hamiltonian is converted to an energy functional. We will use the functional EϭTϩ e 2 
2
͵ drdrЈ n͑r,t ͒n͑ rЈ,t ͒ ͉rϪrЈ͉
where n(r,t) is the time dependent density which is related to the orbitals as
where summation is over occupied orbitals and we have assumed a spin-restricted approach. As in the majority of TD-DFT studies ͑see however Ref. 19͒ we have adopted the adiabatic local density approximation ͑ALDA͒ ͑Ref. 4͒ setting the exchange correlation action functional of TDDFT equal to the static exchange-correlation energy functional E xc used in the ground state calculation. Moreover, also coupling to currents is neglected, and the kinetic energy term reduces to
where A(r,t) is the external vector potential ͑for the generalization to current density functional theory, see Ref.
56͒.
If we are only interested in the linear response, the kinetic energy functional can be expanded to first order in the vector potential
The first term is the kinetic energy in zero field. Thus, substituting back in Eq. ͑3͒ we see that we can express the total energy in perturbative form
where E 0 is the energy functional in zero field. The interaction term E int is given by
where we have used that in the Coulomb gauge the vector field and momentum operator commute (p"AϪA"pϭϪiបٌ
The interaction functional of Eq. ͑8͒, with the scalar potential ⌽ϭ0, is the basis for linear response calculations of the electronic spectra in DFT. The derivation is completely standard. The reason we have summarized it here is to be able to continue with the next step, the introduction of the dipole approximation for molecular systems. This is usually implemented at the level of the Hamiltonian Eq. ͑1͒ using a gauge transformation involving the polarization operator. 55 However, as the modern theory of polarization has demonstrated, 40 polarization in periodic systems cannot be represented as the expectation value of a Hermitian operator and the Hamiltonian route is not an option. Fortunately, in the simple case of the dipole coupling, it is possible to directly apply a suitable gauge transformation to the energy functional Eq. ͑8͒, as we will now show.
In this derivation the long wave length limit is introduced at the start, ignoring spatial dependence of A. This also eliminates magnetic effects since the magnetic component of the radiation field BϭٌϫA vanishes. Next we define the gauge function
where A(t) is the uniform vector potential and L 3 the volume of the cubic supercell. P(t) the expectation value of the polarization. If the system can be partitioned in nonoverlapping molecular charge distributions ͑Clausius-Mossotti limit͒ we can express polarization as a sum of dipole moments.
P͑t ͒ϭϪ e L 3 ͵ dr n͑r,t ͒r.
͑10͒
Vector potentials transform, under a change of gauge, according to Ã ͑ r,t ͒ϭA͑ r,t ͒Ϫٌ ⌶͑r,t ͒. ͑11͒
Hence, in the long wavelength approximation, A is invariant, since the gauge function ⌶ of Eq. ͑9͒ is constant over space. The scalar potential in the new gauge becomes finite
Integrating over charge density and substituting in Eq. ͑8͒ we find
͑13͒
The first term can be related to the expectation value of the current J flowing through the periodic cell
Again ignoring terms second order in the vector potential the interaction functional can then be written as
The key equation leading to the final result is the familiar relation between the time derivative of polarization and the current Ṗ ϭJ. ͑16͒
A proof of Eq. ͑16͒ for the dipole polarization of Eq. ͑10͒ can be found in the Appendix. Inserting together with Eq. ͑2͒ we obtain the density functional form of the dipole approximation
B. Dynamical polarization in extended systems
In condensed molecular systems the Clausius-Mossotti approximation is not strictly valid because of the small but finite overlap of molecular charge distributions. However, if the molecular identity is preserved, which can be considered as the definition of a condensed molecular system, it would seem that a ''modified'' form of the dipole approximation might still apply. Indeed, this is the assumption underlying perturbative treatments of molecular interactions and spectroscopy ͑see, e.g., Ref. 57͒. This approach crucially depends on an expansion in a basis of zero order molecular orbitals of individual molecules, which has frustrated the implementation in a plane wave basis set codes, where such a basis is not apriori available. This problem has recently been solved in the framework of the modern theory of polarization developed by Vanderbilt, Resta, and others. [38] [39] [40] [41] [42] [43] Their approach enables us to define and compute the polarization in an extended system without any partitioning in molecular units. The central result in this formalism is the Berry phase expression for the electronic polarization P, which in the ⌫ point approximation valid for large supercells can be written as
where denotes a Cartesian component ϭx,y,z, assuming a cubic cell of length L, and G is a vector spanning the corresponding reciprocal lattice with length G ϭ2/L. ͑For generalization to the lattice of lower symmetry, see Ref. 58 .͒ The matrix S is defined by the matrix elements of a phase operator with respect to the Kohn-Sham states m ͑assum-ing a spin-restricted description͒
͑19͒
The Berry phase expression for the polarization, and the equivalent formulation in terms of Wannier functions, has initiated a revolution in the electronic structure computation of the condensed phase. In Car-Parrinello simulation, it has opened up the way to ''first principle'' computation of vibrational spectra of finite temperature condensed molecular systems. This approach was pioneered by Silvestrelli et al. 59 in a study of the infrared absorption of liquid water ͑for a application to an aqueous organic molecule, see Ref. 60͒ and has also been used in a calculation of Raman spectra of ice. 61 Equation ͑18͒ was derived for ground state systems. The present application to electronic spectroscopy is based on an extension to excited states achieved by replacing the KohnSham ͑KS͒ orbitals in Eq. ͑19͒ by the time dependent KS orbitals n (r,t),
The Berry phase expression Eq. ͑20͒ for the dynamical polarization is, at the present, an ansatz, satisfying a number of necessary conditions. One of these conditions, which is absolutely vital, is the relation between the time derivative of the polarization and the current ͓Eq. ͑16͔͒. In the Appendix we will give a demonstration that this equation is still valid. This was the only property of polarization needed in the derivation of the dipole approximation of the previous section, and hence, we conclude that also Eq. ͑17͒ still holds when the polarization is replaced by the Berry phase form.
Note, that neither Eq. ͑20͒ nor the argument leading to Eq. ͑17͒ requires that the system is molecular, which suggests that electronic spectra of covalent solids ͑semiconductors͒, as long as they are insulators, can be treated in the same way.
C. Time dependent linear response method
The time dependent Kohn-Sham equation derived according to the Runge-Gross scheme 1 from the total energy functional of Eq. ͑7͒ can be written as
with local single-particle potential V eff given by
where V I is the potential due to the nuclei ͓see Eq. ͑1͔͒. Just as the exchange correlation potential V xc ͑in ALDA͒ is obtained by a functional derivative
so is, in principle, the interaction potential describing the perturbation
where we have substituted the dipole approximation Eq. ͑17͒. For the dipole form of the polarization ͓Eq. ͑10͔͒ evaluation of the functional derivative yields the familiar er potential. The way we have handled the Berry phase polarization, for which the functional derivative with respect to density is not explicitly known, will be outlined in Sec. III E. In linear response theory the coupling to a dynamical probe, such as V int of Eq. ͑24͒, is treated as a harmonic perturbation of frequency , ␦V͑r,t͒ϭ␦V
The perturbation will induce a change in the effective potential given to first order by ␦V eff ͑ r,t ͒ϭ␦V͑ r,t ͒ϩ␦V SCF ͑ r,t ͒,
͑26͒
where
is the change in the self-consistent field in the frequency domain. The linear density response
is expressed in terms of a set of linear response orbitals ͕ i ͕Ϯ͖ ͖ which can be chosen to be orthogonal to the subspace of the ground state orbitals:
This leads to a set of coupled perturbed Kohn-Sham equations
is the projector on the subspace of the unperturbed unoccupied states, F is the Kohn-Sham Hamiltonian and ⑀ i j are the set of Lagrange multipliers ensuring the orthonormality of ground state orbitals. Excitation energies correspond to the poles of the response functions 3 and lead to singularity in Eq. ͑30͒. Thus they are solutions to the equations 
D. Excitation energies in Tamm-Dancoff approximation
and introducing new sets of coefficients
Eq. ͑30͒ can be recast as
where the superscript indicates the direction of the induced polarization. The operators A and B act on a general (M ϫN) matrix z according to
Azϭ͑FzϪz⑀͒ϩQWc, BzϭQWc, ͑37͒
where the Kohn-Sham Hamiltonian,
Lagrange multiplier,
virtual state projector,
and ␦V SCF ,
matrix elements are all expressed in the plane-wave representation. The matrix
includes the (M ϫM ) perturbation matrix f, whose elements are given by
͑43͒
Within the present formalism, the TDA amounts to setting the expansion coefficients c pi ͕ϩ͖ to zero in Eq. ͑34͒, leading to x ϭϪy . Equation ͑36͒ is therefore replaced by
The excitation energies are now computed from the Hermitian eigenvalue problem
Provided the eigenvectors x I are normalized the linear response can then be obtained using the spectral resolution of A,
E. Dynamical polarizability and oscillator strengths
The Berry phase polarization of Eq. ͑20͒ is not available as an explicit functional of density. In this respect it resembles exchange correlation functionals containing an exact exchange contribution, such as B3LYP. The common procedure to deal with orbital dependent density functionals in quantum chemistry calculations, is using the orbital derivative rather than the density derivative. This approach, deviating from the true spirit of the Kohn-Sham method, will also be employed here for polarization. In the context of a perturbation calculation this amounts to replacing the factor fc in the expression Eq. ͑42͒ for the driving force b by the M ϫN matrix d defined as
.
͑47͒
The key to compute this functional derivative is the expression for the first order variation of the Berry phase ͑see, e.g.,
͑48͒
where i ͕͖ ϵ i ͕͖ (t) represents the linear response of i ͕0͖ to a small perturbation E (t) in the Cartesian direction . Equation ͑48͒ can be applied immediately to obtain the polarizability. In the vector notation introduced above this reads
͑49͒
where we have defined
͑50͒
Inserting the TDA solution of Eq. ͑46͒ for the first order orbitals, we can rewrite Eq. ͑49͒ as
and obtain for the oscillator strength of mode I, following standard time dependent linear response theory
͑52͒
For b we must use the generalization of Eq. ͑42͒ with d of Eq. ͑47͒ instead of the product fc,
The second equality follows as a consequence of Eq. ͑40͒. Substituted into Eq. ͑52͒ this leads after some rearrangement ͓note c T xϭ0, as the linear response orbitals are orthogonal to the ground-state orbitals, Eq. ͑29͔͒ to
͑54͒
The complex arithmetic in Eq. ͑54͒ is somewhat cumbersome. From a practical point of view its function is to ensure that the transition dipoles satisfy the Born-von Karman periodic boundary conditions as assumed when the ⌫ point approximation is enforced. With this in mind, we can simplify Eq. ͑54͒, while strictly adhering to periodic boundary conditions, by setting
Introducing the periodic transition dipoles
the oscillator strength can be expressed as
We note that, in the limit of large cell size and for localized states, ␥ 00 ͉G ͉→1i, and an expansion of the exponential function in Eq. ͑57͒ leads to the conventional formula for the oscillator strengths in confined systems,
where P 01 ϭ͗⌿ 0 ͉x ͉⌿ 1 ͘ is the ''transition dipole'' for an excitation from the ground-state ⌿ 0 to an excited state ⌿ 1 , whose energies differ by I ϭE 1 ϪE 0 .
F. Analysis of the excitations
The eigenvectors x I can be used to compute the relative contribution of Kohn-Sham single-particle excitations to the electronic transition I. To this end a set of L virtual orbitals ͕ i ͖, in canonical form, need be computed from the groundstate Kohn-Sham potential, expressed in plane-wave expansion by
The set of virtual orbitals is supposed to be large enough to allow a complete expansion of the linear response orbitals associated with the transition I,
The ''weight'' of the transition from the occupied KohnSham orbital i to the virtual orbital j for the excitation I, w i→ j , is given by
An important additional piece of information obtained in a Car-Parrinello MD simulation is the modulation by thermal motion of the ions. The frequency I and oscillator strength f I of a transition I follow the adiabatic motion of the molecules, producing a time series I (t) respectively f I (t). The single transition line I is broadened into a band with a spectral profile F I () which can be expressed as
where T is the duration of the MD run. The second identity gives the discretized estimator used to compute F I (). It has the form of an average over N R sample configurations R. The line shape F I () should be distinguished from the the normalized excitation energy density of states ͑EEDOS͒ defined as
describing the distribution of frequencies I without the weights of the intensities. The overall intensity of a band can be quantified by the time averaged oscillator strength of a mode I,
IV. DETAILS OF CALCULATIONS
Kohn-Sham density functional theory calculations and ab initio molecular dynamics ͑MD͒ simulations were performed using CPMD. 66 All the systems were treated within periodic boundary conditions and the Kohn-Sham eigenvectors were expanded in plane-waves at the ⌫ point of the Brillouin zone up to a kinetic energy cutoff of 70 Ry. For the gas-phase systems ͓(CH 3 ) 2 CO and (CH 3 ) 2 CO•(H 2 O) 2 ], ion-electron interactions were described using ab initio norm-conserving dual-space pseudopotentials, 67 with separate potentials for s and p components for C and O, and a local potential for H. For the acetone-water solution, we used pseudopotentials of the Troullier-Martins-type 68 with analogous nonlocal projectors. All the pseudopotentials had been tested extensively in previous calculations. MD simulations were performed within the Car-Parrinello scheme, 12 with exchange-correlation energy described at the BLYP ͑Refs. 69, 70͒ level of theory. A fictitious mass of 600 a.u. and an integration time step of 5 a.u. were used. Temperature was controlled through a Nosé -Hoover thermostat. Excitation energies were computed from TDA TDDFT ͑Refs. 63, 64͒ within the local density approximation to the exchangecorrelation kernel. 4 Equation ͑45͒ was solved using Davidson's iterative subspace method. 
V. RESULTS AND DISCUSSION
A. Acetone molecule
As a preliminary test case, the n→* transition energy in gas-phase acetone was computed. The molecular system was studied using a periodically repeated simulation supercell of size aϭ15.88 Å. The geometry was optimized at the BLYP level, and the 10 lowest excitation energies were estimated starting from the Kohn-Sham eigenvectors and ground-state density. According to the assignment scheme described in Sec. III F the lowest-energy excitation corresponds to a pure HOMO→LUMO ͑Kohn-Sham n→*) transition, with a transition energy TDDFT ϭ4.18 eV. This should be compared to the time independent Kohn-Sham estimate KS ϵ⑀ LUMO Ϫ⑀ HOMO ϭ3.91 eV and to the available experimental values, exp ϭ4.3Ϫ4.5 eV ͑Refs. 45, 49, 73, 74, 75͒ ͑see also Table I͒ . Overall, the application of the TDDFT procedure brings about a shift of the transition energy of ϳ0.27 eV with respect to the time independent Kohn-Sham value ͑an increase of ϳ7% of the Kohn-Sham HOMO-LUMO gap͒, but it does not induce admixture of orbital character from lower-͑occupied͒ or higher-͑virtual͒ states. It remains an open question whether better agreement with experiment can be accomplished by solving the nonHermitian problem of Eq. ͑36͒ without applying the TDA, although in general the corrections in a full TDDFT scheme seem to be minimal. 63, 64 Further improvement may require a more sophisticated representations of the exchangecorrelation potential in the ground-state calculation and of the kernel in the TDDFT procedure, e.g., through inclusion of exact ͑Hartree-Fock͒ exchange. 8 The oscillator strength, estimated through Eq. ͑59͒, turned out to be lower than 3ϫ10 Ϫ5 , consistent with the symmetry-forbidden character of the transition. The small nonzero value may be explained by slight deviations from perfect C 2 symmetry introduced by the ͑unconstrained͒ geometry optimization procedure, or by spurious interactions between molecules in neighboring cells. In order to ascertain the importance of thermal relaxation effects on the transition intensity, we performed a Car-Parrinello MD simulation at 298 K. We computed the time averaged oscillator strength f I of Eq. ͑66͒ for the n→* transition by averaging over N R ϭ100 instantaneous ionic configurations, sampled from a run spanning an overall time of Tϭ2.4 ps. The result is f n→ * ϭ2ϫ10 Ϫ4 , which is comparable to the experimental estimate f n→ * Ӎ4ϫ10 Ϫ4 . 49, 76 We also estimated the full width at half maximum ͑FWHM͒ of the inhomogeneous line shape F n→ * () as defined in Eq. ͑64͒. Our value of ϳ0.6 eV is smaller than the experimental value ͑0.86 eV͒, which may arguably be attributed to the expected systematic underestimation of the oscillator strengths within the TammDancoff approximation 63, 64 or neglect of quantum effects. Overall, these results are nonetheless indicative of the degree of accuracy which our approach is able to yield when applied to finite-size molecular systems.
B. Gas-phase "CH 3 … 2 CO""H 2 O… 2
High-level quantum-chemical calculations have frequently been used to characterize stability, equilibrium geometry, and other static properties of molecules surrounded by a small number of solvent molecules, as clusters in the gas phase, and to estimate transition energies of selected electronic excitations. 53, [77] [78] [79] In acetone-water clusters ͑con-taining up to 3 water molecules͒, the n→* transition energy was found to blueshift of 0.05-0.40 eV upon water coordination, depending on the number of water molecules and cluster geometry. Oscillator strengths increase up to ϳ10 Ϫ4 . 53 This approach is applied here to (CH 3 ) 2 CO
•(H 2 O) 2 . The gas-phase cluster was modeled using a cubic super-cell of size aϭ15.88 Å. The geometry was carefully optimized starting from the 0 K structure of acetone, with two water molecules roughly orienting one of their O-H bonds toward the carbonyl oxygen, at a distance of approximately 2 Å. We performed a short ͑1.2 ps͒ Car-Parrinello MD simulation at 25 K, followed by simulated annealing, until the forces on the ions were lower than ϳ1 ϫ10 Ϫ3 a.u. A full geometry optimization was then performed leading to a configuration with all ionic forces lower than 5ϫ10 Ϫ4 a.u. ͑Fig. 1͒. In this geometry the water molecules, the carbonyl group, and the methyl carbon atom are rather close to lying in the same plane, despite the fact that the initial geometry was not constrained to be planar.
The Kohn-Sham eigenvalue energies of the complex are shown in Fig. 2 , where they are also compared to the orbital energies of isolated water and acetone in the gas phase. The alignment of the 1b 1 ͑HOMO͒ orbitals of the two water molecules which are both in-plane with the carbonyl bond, and the relative proximity in energy to the n orbital of acetone results in the concurrence of three Kohn-Sham states at the Fermi energy within an interval E HOMO ϪE HOMO-2 ϭ0.16 eV. These states delocalize over the whole cluster ͑Fig. 2, right panel͒. Two of them ͑HOMO and HOMO-1͒ are nearly degenerate (⑀ HOMO Ϫ⑀ HOMO-1 ϭ0.04) eV, and the third is at slightly lower energy. The LUMO in the complex maintains pure acetone * character, and remains well separated from higher-energy empty orbitals. This result confirms that the * orbital is not affected by direct chemical interaction with the water molecules and its ͑modest͒ stabilization in solution may therefore arise solely from electrostatic interaction with the solvent.
The HOMO→* and HOMO-1→* Kohn-Sham transition energies are only slightly larger than the KohnSham n→* transition energy in acetone ͑Table I͒, while the HOMO-2→* is 0.20 eV higher in energy. TDDFT excitation energies for the two lowest-energy transitions change only modestly (⌬ϭϩ0.01 eV) with respect to the KohnSham estimates. The third transition energy ͑the highest of the transitions from the three state n manifold͒ is however significantly increased ͑Fig. 3͒, ⌬ϭ0.25 eV, which parallels the n→* energy shift in acetone ͑0.27 eV͒. The corresponding excitation energy is ϳ0.16 eV higher compared to acetone ͑Fig. 3͒.
The effects of thermal relaxation on the transition energies were studied at 25 K. This low temperature was necessary to prevent dissociation into molecular fragments during the simulation ͑this appeared to occur, on the few picosecond scale, already at 50 K͒. 1 ps of thermal equilibration was allowed, followed by a production run of ϳ2.7 ps. The calculation of the TDDFT excitation energies was performed, again, on 100 instantaneous ion configurations, equally spaced in time to cover a period of 2.4 ps. The 10 lowest excitations were computed at each configuration, in order to assess whether higher energy transitions may occasionally mix with the three lowest ones of interest. As for gas-phase acetone, this was found never to occur.
We show in Fig. 4 the normalized excitation energy density of states ͑EEDOS, lower panel͒ as defined in Eq. ͑65͒. The full ͑transition resolved͒ electronic excitation spectrum F I () is given in the upper panel. The two lowest transitions ( 1 and 2 ) give rise to broad (FWHMӍ0.2) features, frequently overlapping with each other, whereas a well separated sharper band appears at slightly higher energy. Intensity-weighted mean transition energies, I ϭ͐d F I (), and frequency-integrated intensities, Eq. ͑66͒, are reported in Table I . The thermal motion leaves 1 and 3 virtually unchanged with respect to the values of the optimised ͑zero temperature͒ geometry, while 2 is shifted to higher energies by ϳ0.09 eV. The integrated f 1 and f 2 oscillator strengths decrease slightly, whereas f 3 is unvaried. Note also that the third ͑highest͒ frequency transition is about an order of magnitude weaker in intensity compared to the lower two transitions ͑Table I͒.
The contrasting behavior of the 1 -2 and the 3 bands is suggestive of a different nature of the underlying excitation processes. All three Kohn-Sham orbitals close to the Fermi energy have mixed water-acetone character. In spite of this similarity we interpret the differences in the transitions to the * state as arising from a varying degree of intermolecular (water→acetone) charge-transfer character. The 3 excitation, in this picture, has predominant, but not exclusive, n→* character, whereas the two low frequency transitions mainly consist of solvent→solute charge transfers. This assignment is in line with the established poor   FIG. 2 performance of TDDFT in describing charge-transfer excitations. [22] [23] [24] Transition energies are badly underestimated with respect to high-level ab initio results. The implication for our calculation is that the 1 -2 band, assuming the origin of the excited electron to be the nonbonding orbital of water, is strongly redshifted. The correct location should be at much higher frequency with respect to the 3 transition. This model could also explain the modest blueshift of the latter transition,
ϭ0.17 eV compared to the CASSCF result of Ref. 53 . For the optimized geometry of the (CH 3 ) 2 CO•(H 2 O) 2 cluster bearing closest resemblance to the system studied here ͑i.e., with both water molecules hydrogen bonded to the carbonyl oxygen͒ the CASSCF estimate is ⌬ n→ * ϭ0.40 eV. The lower TDDFT result is consistent with a residual charge transfer component in this transition which should be largely of n→* character with some admixture of higher acetone excitations. Further support for our interpretation is provided by the difference in intensities. Unlike the n orbital of acetone which is perpendicular to the * orbital, the parallel alignment of the 1b 1 orbitals of the water molecules with the carbonyl * maximizes the transition dipole moments.
C. Acetone water solution
Hydrated acetone was modeled using a periodically repeated cubic simulation supercell of side aϭ9.86 Å, containing one acetone and 28 water molecules. The cell size and the number of water molecules were determined by imposing that the mixed acetone-water system yield a total pressure equal to a sample of liquid water at normal conditions, as computed using classical interaction force-field parameters. 80 A classical MD simulation ͑65 ps, 298 K͒ was also used to set up an initial input configuration for a CarParrinello MD at the same temperature. A short equilibration time of ϳ0.4 ps was allowed, followed by a 3 ps production run.
A first shell of hydrogen atoms around the carbonyl oxygen was found at ϳ2 Å a distance which is only slightly larger than the O͑acetone͒-H͑water͒ separation in the gasphase (CH 3 ) 2 CO•(H 2 O) 2 complex. Examining the details of the dynamical trajectory we observed that although 2 water molecules appeared to be associated with acetone in typical situations, occasionally only one molecule was found to be within the reach of typical hydrogen-bond interactions (ϳ2 Å). In addition, a rapid interchange of the water molecules involved in direct bonding to the carbonyl oxygen was observed, together with wide oscillations (ϳ1 Å) of the O͑acetone͒-H distance of solvent molecules temporarily bound to acetone.
The finite-temperature Kohn-Sham electron density of states ͑EDOS͒, computed from 85 ion configurations spanning 2 ps is plotted in Fig. 5 . Some of the bands can easily be interpreted in terms of water molecular orbitals, as indicated by the conventional symmetry labels, other bands ͑not labeled in the figure͒ arise from acetone states. The top-energy band (1b 1 ) does however show a tail of states extending at higher energy up to ϳϪ6.0 eV, which raises the Fermi energy with respect to clean liquid water. The origin of this feature is ascribed to one Kohn-Sham state oscillating within 1 eV above the top of the 1b 1 band of water ͑Fig. 6͒, with which it can occasionally become degenerate. Frequently, though not always, this quasi-gap state ͑HOMO͒ corresponds to the acetone n orbital, for example in the instantaneous configurations marked at tϭ1.5 and tϭ2.1 ps in Fig. 6 ͑for a graphical representation of the orbitals at t ϭ1.5 ps, see Fig. 7͒ . In other situations, e.g., at tӍ2 ps, the n orbital is buried within the water valence band, corresponding to either HOMO-1 or HOMO-2, and the HOMO of the overall system is replaced by a more delocalized water state. In either case, the n orbital never hybridizes with water molecules other than in negligible amounts, at variance with what was observed in gas-phase (CH 3 ) 2 CO•(H 2 O) 2 . This is likely to be related to the more disordered environment surrounding the solute, which lifts the near degeneracy observed for the optimized cluster ͑Fig. 2͒ and prevents optimal orbital phase matching from occurring ͑see Ref. 81 for a more detailed analysis of the interplay between thermal disorder and electronic interactions in liquid water͒.
The empty states lowest in energy ͑Fig. 6͒ exhibit a similar alternation between solute and solvent character. One of this pair of nearly degenerate orbitals is almost entirely localized on the solute and strongly resembles the * state of isolated acetone ͑Fig. 7͒. This orbital may correspond to the LUMO of the overall system, LUMOϩ1 being a pure water state, as at tӍ1.5 ps ͑Fig. 7͒. Alternatively, the order of these two states can be reversed ͑e.g., at 2.1 ps͒, and the optically active * is pushed up to the LUMOϩ1 level. No hybridization is again observed between * and water states, in analogy with (CH 3 ) 2 CO•(H 2 O) 2 . The solvent partner in this doublet of empty states is of special interest. Similar virtual orbitals, detached from the conduction band, have been observed previously in ab initio simulations of pure liquid water. 82, 83 These semilocalized states are stabilized by regions where the * orbitals are optimally in-phase. However, the clear separation (ϳ1.5 eV) between the lowest virtual state of clean water and higher energy states is an artifact of our calculations and should be attributed to finitesize effects: in the limit of very large simulation cells, progressive accumulation of Kohn-Sham states at the bottom of the conduction band would eventually yield a quasicontinuous EDOS plot even in this gap region. 84 ͑For an experimental view of the electronic states of liquid water see, e.g., Refs. 85 and 86.͒
The electronic absorption spectrum computed from the 10 lowest excitations is shown in Fig. 8 . The 3-4.4 eV region presents several broad low-intensity ( f Ӎ10 Ϫ4 ) features, followed by an abrupt upturn in intensity at ϳ4.4 eV. The resolution into partial spectra arising from subsets of transitions shows that the whole low-energy tail of the spectrum builds up exclusively from the lowest 4 or 5 excitations, and that 1 (t) is the sole responsible for the lowest 3-4 eV region. The deconvolution into single-transition excitation partial spectra F I () according to Eq. ͑64͒ ͑lower half of Fig. 8͒ shows that the moderate increase in intensity in the intermediate 4 -4.4 eV region is largely due to the high density of transitions with similar energy and comparable oscillator strengths ( 2 -5 ). The contribution from 1 in this frequency interval is almost negligible. These intermediateenergy excitations exhibit oscillations of up to 0.6 eV, while 1 is spread out over a considerably larger range of ϳ1.6 eV. The steep rise in intensity at ϳ4.4Ϫ4.6 eV marks the threshold of the solvent→solvent transition region, and may be regarded as a lower bound for the TDDFT energy gap. This appears to be virtually unchanged with respect to the Kohn-Sham value of pure water ͓E g ϭ4.6 eV ͑Ref. 82͔͒. Available experimental estimates from various optical techniques are substantially higher ͓E g ϭ8.40-10.06 eV ͑Refs. 87-91͔͒, with a most probable value of 8.7Ϯ0.5 eV ͑Ref. 85͒. Although additional calculations on clean water would be required for a more precise estimate of the energy gap, our results remain indicative of the failure of TDDFT in predicting excitations in extended systems ͑for further discussion see the next section͒.
Our approach does nonetheless allow for a meaningful interpretation of the low energy region of the spectrum, where the n→* transition is most likely to be found. With respect to gas-phase (CH 3 ) 2 CO•(H 2 O) 2 , the assignment of a particular band in the spectrum to a well defined KohnSham excitation is complicated by the energy oscillations in time of the n and * states close to the edge of the valence and conduction bands of water. The problem is however simplified by the nearly complete lack of hybridization between acetone and water orbitals. This makes it possible to trace a low-energy TDDFT excitation back to a particular KohnSham transition, provided the nature of the Kohn-Sham states at the water band edges are known. We therefore performed a Kohn-Sham Hamiltonian diagonalization ͑includ-ing 2 virtual states͒ for several ionic configurations taken from the MD run and analyzed the resulting orbitals. In all situations we found the n→* transition to correspond either to the second or third lowest TDDFT excitations, much less frequently to the lowest one. This excitation, 1 , was found to arise predominantly from a solute (n)→solvent transition (HOMO→LUMOϩ1 in Fig. 7͒ , while 4 and 5 were either solvent→solvent or solvent→solute (*) transitions.
Oscillator strengths for the n→* transition were computed in a typical range of 10 Ϫ4 -10 Ϫ3 , with occasional maxima up to ϳ10 Ϫ2 . On the basis of our analysis of the spectrum, we determined the n→* transition energy from the composite ( 2 ϩ 3 ) partial spectrum ͑Fig. 9͒. This gave 2ϩ3 ϭ4.37 eV, corresponding to a blueshift of 0.19 eV with respect to gas-phase acetone. We remark that, despite its excellent agreement with experiment, this value should be considered only as an approximate estimate of the n→* transition in solution, as a non-negligible number of spurious solvent→solute and solvent→solvent transitions are likely to be included in the composite spectrum. For the same reason, an accurate estimate of the overall intensity of the transition remains unavailable, though an overall gain in intensity of the n→* transition in solution with respect to the gasphase molecule at the same temperature is evident.
VI. SUMMARY AND OUTLOOK
TDDFT calculations of the n→* excitation energy and oscillator strength in acetone, the gas-phase cluster (CH 3 ) 2 CO•(H 2 O) 2 and acetone in water have been described. For the molecule, a shift of 0.27 eV was computed with respect to the time independent Kohn-Sham HOMO-LUMO energy difference, bringing this value in closer agreement with experiment and high-level ab initio calculations. Thermal excitation effects were found to be responsible for an increase in the oscillator strength up to ϳ10 Ϫ4 at T ϭ298 K. In the gas-phase cluster, three low energy weaklyallowed transitions were identified, arising from the near degeneracy of the three nonbonding (n) orbitals of solute and solvent. This system was studied at low temperature ͑25 K͒, and transition energies and oscillator strengths were computed, only slightly modified by the thermal motion. The highest-energy transition was found to be much more sensitive to adjustment by TDDFT compared to the two lower frequency lines. For this third transition energy a blueshift of 0.17 eV with respect to acetone was obtained. The two other lines were assigned to solvent→solute charge transfer, and, in view of the deficiency of TDDFT in accounting for excitations involving transfer of electrons over large (ϳ1 Å) distances, we argued that these bands should not have been there at all.
The purpose of the hydrated cluster computation was mainly validation and help for the interpretation of the spectrum in solution. The near degeneracy of the nonbonding orbitals of solvent and solute translated to an electronic structure in solution with the n orbital of acetone near or at the edge of the valence band. As a result the same spurious solvent→solute charge transfer excitations persist in solution, overlapping with the physical transition form the nonbonding state of the solute. The solution, however, also exhibited a second type of charge transfer excitation, not seen in the cluster, namely a solute→solvent transition. This transition is the consequence of an effective degeneracy of the acetone * orbital and the delocalized LUMO of the solvent. The n and * state of the solute, together with this one virtual solvent state and at most two other occupied nonbonding water orbitals, are responsible for the low intensity features in the calculated electronic excitation spectrum below the threshold of the solvent→solvent excitations. By analysing the nature of the Kohn-Sham orbitals involved in turn in each TDDFT transition, we were able to estimate a most probable value for the solvent shift of ϳ0.19 eV, consistent with experimental findings. The average intensity of the n→* transition was also found to be enhanced with respect to gas-phase acetone at the same temperature.
We regard this success, confirming a result already obtained in the QM/MM calculation of Ref. 36 , of less significance than the failures uncovered in this investigation. These failures can be traced back to familiar deficiencies in the GGA/ALDA implementation employed in our calculation. The adverse effects, however, are amplified in aqueous acetone by critical degeneracies in both occupied and empty one-electron energy levels. The optically active * state was found at the same energy as the LUMO of the solvent. Of these two levels the energy of the * must be considered the most trustworthy since this localized molecular state is hardly affected by solvent effects. On the other hand, energy gaps in the density of states of extended systems tend to be underestimated by several eV and liquid water is no exception. The coincidence with the acetone * is therefore most likely accidental. The unfortunate consequence, however, is a false resonance between the n→* transition and solute →solvent charge transfer transitions. These interactions will be automatically eliminated if we succeed in increasing the gap in the pure solvent spectrum. The problem of the solute→solvent charge transfer seems to reduce, therefore, to the well known band gap problem of DFT. Several schemes have been proposed to address this problem, mostly with application to semiconductors in mind. Some of these methods involve improvement of the response kernel, e.g., by introducing self-interaction corrections 20 or a dependence on frequency and current. 29 Other approaches focus on enlarging the energy separation between the static KS energies by including exact exchange 92, 93 or other forms of orbital dependence. 28, 94 The degeneracy of carbonyl and solvent HOMO, in contrast, is not accidental but a fundamental feature of the chemistry of this functional group. Adjustment of the static KS eigenvalues may improve the transition frequencies but will not eliminate the interference with solvent→solute charge transfers, which must be resolved at the level of the response kernel. This point is strongly supported by the analysis of Dreuw et al. 24 emphasizing the vital contribution of exact exchange in the response kernel. It remains to be seen whether the problem can be solved by the new kernels that have been proposed. 20, 29 It is, however, this fundamental issue of charge transfer between molecules or across large molecules that stands in the way of the application of TDDFT to more complex systems.. [22] [23] [24] With the present investigation of the electronic absorption spectrum of aqueous acetone, we hope to have demonstrated that this classic model system in computational chemistry continues to be relevant for testing methods in TDDFT. For more on the Berry phase polarization approach to the time dependent ͑non-adiabatic͒ regime see I. Souza, J. Ineguez, and D. Vanderbilt ͑ArXiv:cond-mat/0309259 v1, submitted to Phys. Rev. B͒.
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APPENDIX: PROOF OF EQ. "16…
To determine the time derivative of the polarization P as defined in Eq. ͑10͒, we express P in terms of a sum of expectation values of the position operator with respect to to the one-electron orbitals 
͑A1͒
The commutator is easily evaluated using product rules Substituting in Eq. ͑A1͒ we obtain Ṗ ϭJ with the current J given by Eq. ͑14͒. We have been unable to repeat this derivation with P replaced by the Berry phase expression Eq. ͑20͒ for the dynamical polarization. ͑See, however, Ref. 43 for a related proof of the hypervirial theorem.͒ However, Eq. ͑20͒ is the ⌫ point approximation 40, 41 
