Abstract. In this paper, a method of effectively choosing tests with high reliability is proposed, which is based on the problem that the test optimization is not accurate due to the assumption that the test is a reliable test in the traditional test optimization method. First, based on the fault-test dependency matrix, an optimal test selection model taking the reliability of tests into account is proposed. The optimization goal is to minimize the test cost and maximize the test reliability. The constraints of the model involve fault detection rate and fault isolation rate of system. Then, the binary particle swarm optimization algorithm based on differential mutation strategy is used to solve the optimization model. The simulation results show that the optimization method of considering the reliability of tests can effectively eliminate the problem of inaccurate results of test optimization selection due to the completely reliable assumption test.
Introduction
The traditional test optimization selection method is usually based on minimizing the testing cost as the optimization goal, establishing the mathematical model with the fault detection rate and the fault isolation ratio as constraint conditions, and then optimizing the group intelligence algorithm to obtain the optimization result [1] [2] [3] . The existing test optimization selection methods generally assume that the test is a reliable test, that is, it can correctly detect the corresponding fault with a probability of 100%, and this is often not true in practice. In the actual electronic equipment, each test signal is measured by a sensor. Due to the combined effects of the sensor's own reliability (failure rate), environmental factors, and inherent measurement errors, false alarms or missed tests may occur, which in turn has a serious impact on the accuracy and reliability of test optimization results. This paper focuses on the problem that the test optimization selection result is inaccurate because the hypothesis test is completely reliable in the existing test optimization selection method. From the perspective of the balance between the balance test cost and the detection performance, the test reliability index is introduced into the test optimization selection model. In order to improve the validity and reliability of the construction model and test optimization selection results, the simulation results are used to evaluate the effectiveness of the test optimization selection method.
The Establishment of the Optimization Model
Through the correlation modeling, that is, through fault tree analysis and simulation analysis to analyze the correlation between system faults and tests, the fault-test correlation matrix can be obtained, and the next step of test optimization and selection can be carried out. Let be the fault set of the system, is a set of optional tests, and is the first for each fault mode. The probability vector, is the cost vector for each test. The failure-test correlation matrix is as follows:
The rows of the matrix represent failure modes and the columns represent test sets. The matrix element indicates the correlation between the fault and the test , indicates that the fault can be detected by the test , and indicates that the fault cannot be detected by the test . Although the failure-test correlation matrix visually presents the correlation between the failure mode and the candidate test, in the actual system, even if there is a failure, the test may not be able to detect the failure. That is, when , the probability that test detects fault is also not 100%. Therefore, the test reliability vector is introduced to improve the fault-test correlation matrix as follows: (2) In the formula, represents the probability that the test effectively detects the fault . Test reliability, that is, the test correctly detects the probability of a fault occurring within the specified conditions and the specified time.
Assuming that the selected test set is , the test cost can be expressed as:
(3) Test reliability can be expressed as: (4) The condition that fault is detected by is that the corresponding row vector of fault is not a vector of zero, that is . Among them, is the test number included in the test set .Let the fault set detected by the test set be , that is: Thus, the fault detection rate can be calculated by the following equation:
Let the fault vectors and fault correspond to the line vectors and respectively. Then the conditions for the faults and to be isolated by are: Both the faults and can be detected by , and the vectors and are not the same, that is, . Let the fault set that the test set can isolate be , that is: } Thus, the fault isolation ratio can be calculated by: (6) In summary, the following test optimization selection model is established:
Solution of Optimization Model
The traditional method has good performance for solving the test optimization selection problem of a certain set of scales, but as the scale of the collection increases, it is difficult to quickly obtain accurate results. Because the problem is a combinatorial optimization problem, the difficulty of solving increases as the system scale increases. Therefore, this paper uses a modified binary particle swarm optimization algorithm to solve the problem to improve the efficiency and accuracy of the solution.
Improved Binary Particle Swarm Optimization
Binary Particle Swarm Optimization (PSO) itself has excellent features that can effectively solve the discrete space optimization problem. To further improve the performance of the algorithm and accelerate the convergence rate of the algorithm, this paper is based on the mutation strategy in the differential evolution algorithm [5] . The following improvements are made: based on the DE/current_to_rand/1 mutation strategy, the speed update formula is improved. On the basis of maintaining the population diversity of the particles, the local fine search capability of the particles is further improved, and the optimization speed and quality are effectively improved. Its mutation strategy formula is: In summary, the specific formula of the improved binary particle swarm algorithm based on the differential mutation strategy is as follows:
(9) In the formula, is the differential variation vector; is the population size; is the inertia weight; and are the d-dimensional components of the position and velocity of the particle at the iteration; and are the particle i's respectively. From the d-dimensional component to the t-th iteration, the individual extremes and global extremes are found; , are the accelerating factors, and , , and are the randomly generated positive real numbers between the intervals (0, 1).
Fitness Calculation
Particle swarm algorithm evaluates the quality of particles through the degree of fitness. The calculation method will directly affect the convergence speed and accuracy of the algorithm. Reference [6] proposes an effective fitness calculation method for test optimization selection problems. This method uses the heuristic strategy to make particles feasible based on the failure detection rate index, and applies a penalty function to limit the particle flight direction. In order to improve the influence of test reliability on the particle's fitness to improve the directionality of the test's optimization choice, this paper adds the test reliability related index on the basis of this method.
Assuming that the population evolved to the k-th generation, the current population is X(k)= { , …, }, the i-th particle is , the test set selected for is , and is the fault set detected by According to , an unselected test set = is obtained, and an undetected fault set is obtained based on . The concrete steps for calculating the fitness of the i-th particle in the population are as follows: Figure 1 . Flow of the fitness calculation.
Among them, Per represents the reliable cost-effectiveness ratio of each test in . When does not meet the failure detection rate index, you can select the test with the highest reliability and cost-effective ratio to join the test set , effectively increasing the cost at a smaller test cost. The test effect. Per is calculated by:
(10) Through the above selection, the test set satisfying the fault detection rate is finally obtained, and its fitness is calculated by the following formula:
(11) In the equation, and are the test reliability and test cost of the test , respectively, and and are constants. According to formula (11), when the test set satisfies the fault isolation ratio required by the system, the fitness is only related to the first part of formula (11). When the test set does not satisfy the index, the individual's fitness is mainly determined by (11) The second part decides that this formula ensures that the lower the fault isolation rate, the lower the fitness of the individual, thus correcting out-of-bounds particles.
Algorithm Implementation Process
In summary, the process of testing and optimizing selection based on the improved binary genetic algorithm based on differential mutation strategy is as follows: 
Simulation Results and Analysis
In order to verify the validity of the proposed method and the reliability of the selected results, the super heterodyne receiver system in literature [2] was used as an example for simulation analysis. The system has a total of 22 failures and 36 alternative tests. Table 1 lists the reliability of each test, and the test cost of each alternative test is the same and is a standard unit. As mentioned above, an optimization model that considers the test reliability is first established, and then a binary particle swarm optimization algorithm based on the differential mutation strategy is applied. The specified system's failure detection rate and fault isolation rate shall not be less than 95%.
The remaining parameters are: , , , After 30 independent calculations, the number of iterations in each calculation is 200. The resulting curve of changes in the fitness of successive generations of particles is shown in Figure 3 . As can be seen from the figure, the method of this paper basically satisfies the system requirements and converges to the global optimal solution when iterating to the 40th generation or so. The resulting optimal solution is:［0, 0, 0, 0, 1, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 0, 0, 1, 0, 0］, that is, the selected test set is { t 5 , t 6 Case 2 in literature [6] also uses the data in literature [2] to verify the simulation, and uses the formula (4)- (7) to calculate the testability index of the test optimization selection in literature [6] . For comparison, optimization data of two test optimization selection methods are shown in Table 3 . Compared with the literature [6] , the cost of the method test is the same in this paper, the fault detection rate is improved, and the fault isolation rate is decreased. However, the test reliability index of this method has certain advantages, namely, the optimization selection model established according to this method is more In line with the actual situation, the optimization results are more accurate and reliable.
Conclusion
This paper proposes a directional selection method with high reliability, aiming at the problem that the test optimization selection result is inaccurate due to the assumption that the test is completely reliable. The results of simulation examples show that the test reliability index has certain advantages when applying this method, which verifies the validity and accuracy of the proposed method. It has certain reference value for the test optimization and selection work, and compared with the existing test optimization methods, the test is considered. The reliability of the test optimization method is more practical.
