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Abstract
Assume Mn is the n-dimensional permutation module for the symmetric group Sn, and
let M⊗kn be its k-fold tensor power. The partition algebra Pk(n) maps surjectively onto the
centralizer algebra EndSn(M
⊗k
n ) for all k, n ∈ Z≥1 and isomorphically when n ≥ 2k. We
describe the image of the surjection Φk,n : Pk(n) → EndSn(M
⊗k
n ) explicitly in terms of
the orbit basis of Pk(n) and show that when 2k > n the kernel of Φk,n is generated by a
single essential idempotent ek,n, which is an orbit basis element. We obtain a presentation for
EndSn(M
⊗k
n ) by imposing one additional relation, ek,n = 0, to the standard presentation of the
partition algebra Pk(n) when 2k > n. As a consequence, we obtain the fundamental theorems
of invariant theory for the symmetric group Sn. We show under the natural embedding of the
partition algebra Pn(n) into Pk(n) for k ≥ n that the essential idempotent en,n generates the
kernel of Φk,n. Therefore, the relation en,n = 0 can replace ek,n = 0 when k ≥ n.
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1 Introduction
We assume throughout that F is a field of characteristic 0. The partition algebras Pk(ξ), ξ ∈ F\{0},
were introduced by Martin ([M1],[M2],[M3]) to study the Potts lattice model of interacting spins
in statistical mechanics. The set partitions of the set {1, 2, . . . , 2k} index a F-basis for the partition
algebra Pk(ξ), and thus, Pk(ξ) has dimension equal to the Bell number B(2k). We let Π2k be the
set of set partitions of {1, 2, . . . , 2k}. For example,
{
1, 8, 9, 10 | 2, 3 | 4, 7 | 5, 6, 11, 12, 14 | 13
}
is a
set partition in Π14 with 5 blocks (subsets). The algebra Pk(ξ) has two distinguished bases – the
diagram basis {dπ | π ∈ Π2k} and the orbit basis {xπ | π ∈ Π2k}. The diagram basis elements dπ
in Pk+1(ξ) corresponding to set partitions π having k + 1 and 2(k + 1) in the same block form a
subalgebra Pk+ 1
2
(ξ) of Pk+1(ξ) under diagram multiplication. Identifying Pk(ξ) with the span of
the diagrams in Pk+ 1
2
(ξ) which have a block consisting solely of the two elements k + 1, 2(k + 1)
gives a tower of algebras,
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F = P0(ξ) ∼= P 1
2
(ξ) ⊂ P1(ξ) ⊂ · · · ⊂ Pk(ξ) ⊂ Pk+ 1
2
(ξ) ⊂ Pk+1(ξ) ⊂ · · · . (1.1)
As shown by Jones [J], when ξ = n ∈ Z≥1, there is a Schur-Weyl duality between the partition
algebra Pk(n) and the symmetric group Sn acting as centralizers of one another on the k-fold tensor
power M⊗kn of the n-dimensional permutation module Mn for Sn over F. The surjective algebra
homomorphism given in [J] (see also [HR, Thm. 3.6] and Section 3.1 below),
Φk,n : Pk(n)→ EndSn(M
⊗k
n ) = {T ∈ End(M
⊗k
n ) | Tσ = σT ∀σ ∈ Sn}, (1.2)
is an isomorphism when n ≥ 2k. The partition algebra Pk(n) acts naturally on M
⊗k
n via the
representation Φk,n in (1.2), and if we regard Mn as a module for the symmetric group Sn−1 by
restriction, there is a surjective algebra homomorphism Φk+ 1
2
(n) : Pk+ 1
2
(n) → EndSn−1(M
⊗k
n ),
which is an isomorphism if n ≥ 2k+1 (the details can be found in Remark 3.10). The intermediate
algebras Pk+ 1
2
(n) have played an important role in [MR, HR] in understanding the structure and
representation theory of partition algebras.
In studying the partition algebras Pk(n), for example, in determining their representation theory
[M2, M3, M4, HR] and character theory [H], it is helpful to fix k and assume n ≥ 2k, so that Pk(n)
is isomorphic to EndSn(M
⊗k
n ). Under that assumption, Pk(n) is a semisimple associative algebra,
and the full power of Schur-Weyl duality can be applied to use the representation theory of Sn
to derive results about Pk(n). However, if proving results about the symmetric group Sn and its
representations is the goal, as it is in studies of Kronecker coefficients and symmetric functions in
[BDO1, BDO2, OZ], then fixing n and letting k grow arbitrarily large is the more natural setting.
This amounts to considering increasingly large tensor powers M⊗kn of Mn. When 2k > n, it is
critical to determine the kernel of the homomorphism Φk,n and the dependence relations that are
imposed in the image of Φk,n. The orbit basis, its relation to the diagram basis, and the rule for
multiplying elements in the orbit basis are essential ingredients for describing the kernel and image
of Φk,n.
In this paper, we
(i) describe the change of basis matrix between the diagram basis and the orbit basis in terms of
the Mo¨bius function of the set partition lattice (Section 2.4);
(ii) prove a rule for multiplication in the orbit basis, originally stated by Halverson and Ram in
unpublished notes (Theorem 4.8, see also Lemma 4.3 and Examples 4.5);
(iii) show for k ∈ 12Z≥1 and 2k > n that the kernel of the surjection Φk,n is generated as a two-
sided ideal of Pk(n) by a single essential idempotent element ek,n, which is the orbit basis
element defined in (5.1) for k ∈ Z≥1, and in (5.2) for k ∈
1
2Z≥1 \ Z≥1 (Theorem 5.6, see
also Theorem 5.8);
(v) establish the Second Fundamental Theorem of Invariant Theory for the symmetric group Sn
(Theorem 5.19);
(vi) construct for k ∈ Z≥1 a certain rational linear combination Ξk,n of orbit basis elements in
Pk(n) (see (6.9)) and prove that Ξk,n = Ψk,n(ε[n−k,k]) when n ≥ 2k, whereΨk,n(ε[n−k,k]) is
the image of the primitive central idempotent ε[n−k,k] in the group algebra FSn corresponding
2
to the two-part integer partition [n − k, k] of n under the representation Ψk,n : FSn →
End(M⊗kn ) (Theorem 6.5). The primitive central idempotent Ξk,n of Pk(n) corresponds to
the one-dimensional irreducible Pk(n)-module P
[n−k,k]
k,n ;
(vii) construct for k ∈ Z≥1 a certain rational linear combination Ξk+ 1
2
,n of orbit basis elements
in Pk+ 1
2
(n) (see (6.19) and also (6.28)) and prove that Ξk+ 1
2
,n = Ψk+ 1
2
,n(ε[n−1−k,k]) when
n ≥ 2k + 1, where Ψk+ 1
2
,n(ε[n−1−k,k]) is the image of the primitive central idempotent
ε[n−1−k,k] in FSn−1 corresponding to the integer partition [n − 1 − k, k] of n − 1 under the
representation Ψk+ 1
2
,n : FSn−1 → End(M
⊗k
n ) (Theorem 6.23);
(viii) prove for k ∈ Z≥1 that the kernels of the surjections
Φk,2k−1 : Pk(2k − 1)→ EndS2k−1(M
⊗k
2k−1)
Φk+ 1
2
,2k : Pk+ 1
2
(2k)→ EndS2k(M
⊗k
2k )
are one-dimensional; more precisely, kerΦk,2k−1 is spanned by Ξk,2k−1 which equals ek,2k−1
up to a scalar multiple (Theorem 6.30 (a)), and kerΦk+ 1
2
,2k is spanned by Ξk+ 1
2
,2k which
equals ek+ 1
2
,2k up to a scalar multiple (Theorem 6.30 (b)). The largest value of n for which the
kernel is nontrivial is n = 2k− 1 for k ∈ Z≥1 and n = 2k for k+
1
2 . Moreover, the essential
idempotents ek,2k−1 and ek+ 1
2
,2k are the only central ones among the kernel generators ek,n
(Remark 5.12), so these elements are noteworthy for their exceptional behavior.
In the classical invariant theory of a group G via endomorphism algebras, there is a surjection
Ψ : A → EndG(V
⊗k) from a finite-dimensional associative algebra A onto the centralizer algebra
EndG(V
⊗k) of endomorphisms that commute with the action of G on tensor powers of its natural
module V. The generators and relations of A afford the First Fundamental Theorem of Invariant
Theory for G. The Second Fundamental Theorem of Invariant Theory for G describes generators
for the kernel of Ψ. As a G-module, EndG(V
⊗k) is isomorphic to the space of G-invariants in
(V ⊗ V∗)⊗k, which is isomorphic to the G-invariants in V⊗2k when V is isomorphic to its dual V∗
as a G-module.
For the general linear group G = GLn and the tensor power V
⊗k of its defining module V = Fn,
the algebra A is the group algebra FSk of the symmetric group Sk, where the endomorphisms in
Ψ(Sk) act by place permutation of the tensor factors of V
⊗k. The standard generators and relations
for Sk provide the first fundamental theorem in this setting, and the second fundamental theorem
states that a generator of the kernel is the essential idempotent e =
∑
σ∈Sn+1
(−1)sgn(σ)σ for all
k ≥ n+ 1.
In [Br], Brauer introduced diagrammatic algebras, now known as Brauer algebras, that cen-
tralize the action of the orthogonal group On and symplectic group Sp2n on tensor powers of their
defining modules. The surjective algebra homomorphisms Bk(n)→ EndOn(V
⊗k) (dimV = n) and
Bk(−2n) → EndSp2n(V
⊗k) (dimV = 2n) defined in [Br] provide the First Fundamental Theorem
of Invariant Theory for these groups. (See, for example, [GW, Sec. 4.3.2] for an exposition of these
results.) Generators for the kernels of these surjections give the Second Fundamental Theorem of
Invariant Theory for the orthogonal and symplectic groups. As shown in the work of Hu and Xiao
[HX], Lehrer and Zhang [LZ1, LZ2], and Rubey and Westbury [RW1], the kernels of these sur-
jections are principally generated by a single idempotent when k ≥ n + 1. The recent work of
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Bowman, Enyang, and Goodman [BEG] adopts a cellular basis approach to describing the kernels
in the orthogonal and symplectic cases, as well as in the case of the general linear group GLn acting
on mixed tensor powers V⊗k ⊗ (V∗)⊗ℓ of its natural n-dimensional module V and its dual V∗. A
surjection of the walled Brauer algebra Bk,ℓ(n) → EndGLn(V
⊗k ⊗ (V∗)⊗ℓ) is used for this pur-
pose. (The algebra Bk,ℓ(n) and some of its representation-theoretic properties including its action
on V⊗k ⊗ (V∗)⊗ℓ can be found, for example, in [BCHLLS].)
In [RW1, Sec. 7.4] (see also [RW2]), Rubey andWestbury consider the Brauer algebra Bk(−2n),
the related Brauer diagram category, and the commuting actions of Bk(−2n) and the symplec-
tic group Sp2n afforded by the above surjection. They show that the central idempotent E =
1
(n+1)!
∑
d∈Bn+1
d, obtained by summing all the Brauer diagrams d with 2n + 2 vertices, corre-
sponds to the one-dimensional trivial Bn+1(−2n)-module and generates the kernel of the surjection
Bk(−2n) → EndSp2n(V
⊗k) for all k ≥ n + 1. As a result, they obtain the fundamental theorems
of invariant theory for the symplectic groups from Brauer algebra considerations. The Brauer dia-
gram category also is a key ingredient in the papers of Hu and Xiao [HX] and of Lehrer and Zhang
[LZ1, LZ2] in proving that the kernel of the surjection is principally generated and in establish-
ing analogous results for the quantum version of the Brauer algebra, the Birman-Murakami-Wenzl
algebra.
Theorem 2.9 in Section 2 below gives a presentation for Pk(n) by generators and relations,
and Theorem 3.8 (due originally to Jones [J], see also [HR, Thm. 3.6]) describes a basis for the
image and kernel of Φk,n : Pk(n) → EndSn(M
⊗k
n ). These results combine to provide the First
Fundamental Theorem of Invariant Theory for the symmetric group Sn. The following theorem,
which is Theorem 5.19, gives the second fundamental theorem.
Theorem 1.3. (Second Fundamental Theorem of Invariant Theory for Sn) For all k, n ∈ Z≥1,
imΦk,n = EndSn(M
⊗k
n ) is generated by the partition algebra generators and relations in Theorem
2.9 (a)-(c) together with the one additional relation ek,n = 0 in the case that 2k > n. When k ≥ n,
the relation ek,n = 0 can be replaced with en,n = 0.
The last sentence in Theorem 1.3 is the counterpart of the results for the classical groups, and it
comes from identifying en,n with its embedded image in Pk(n) for k ≥ n (see Theorem 5.17).
The essential idempotent ek,n is the orbit basis element corresponding to the set partition πk,n
in (5.1). In terms of the diagram basis of Pk(n), it has the expression ek,n =
∑
̺ µ2k(πk,n, ̺)d̺,
where µ2k(πk,n, ̺) is the Mo¨bius function of the set-partition lattice, and the sum is over the ̺ ∈ Π2k
with πk,n  ̺. In the special case that n = 2k − 1, the corresponding set partition π = πk,2k−1
has 2k singleton blocks. All the diagram basis elements of Pk(2k − 1) occur in the expression
ek,2k−1 =
∑
̺∈Π2k
µ2k(π, ̺)d̺ in that case, and
(
ek,2k−1
)2
= (−1)
k
k! ek,2k−1 (further details can be
found in Section 2.4).
In [RW1, Sec. 8], Rubey and Westbury discuss the representation theory of the symmetric
groups from the viewpoint of the partition category and the combinatorics of set partitions. For
n ≥ 2k, they consider a certain one-dimensional representation for the algebra EndSn(M
⊗k
n ) and
let E(k) denote the associated central idempotent. When n ≥ 2k, EndSn(M
⊗k
n )
∼= Pk(n), and the
representation is given by the action on the one-dimensional Pk(n)-module P
[n−k,k]
k,n indexed by the
partition [n− k, k] (in our notation). When n ≥ 2k + 1 and the one-dimensional representation for
the EndSn(M
⊗k+1
n )
∼= Pk+1(n) is restricted to the diagrams having k + 1 and 2(k + 1) in the same
block, the result is the one-dimensional module P
[n−1−k,k]
k+ 1
2
,n
of Pk+ 1
2
(n), with corresponding central
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idempotent, which they denote E′(k + 1). They conjecture (see [RW1, Conjecture 8.4.9]) that the
idempotents E(k) and E′(k + 1) satisfy certain recurrence relations. We do not prove their recur-
rence relation conjecture, but rather in (6.33) and (6.35), we give exact expressions for E(k) and
E′(k+1) by showing that E(k) = Ξk,n when n ≥ 2k and E
′(k+1) = Ξk+ 1
2
,n when n ≥ 2k+1.
In the final section of this paper, we explain these connections more fully (see especially Remark
6.34).
2 Two Bases for Pk(ξ)
2.1 Set partition notation
For k ∈ Z>0, we consider the set partitions of [1, 2k] := {1, 2, . . . , 2k} into disjoint nonempty
subsets, referred to as blocks in this context, and define
Π2k = { set partitions of [1, 2k] } ,
Π2k−1 = {π ∈ Π2k | k and 2k are in the same block of π} .
(2.1)
For π ∈ Π2k, we let |π| equal the number of blocks of π. For example, if
π =
{
1, 8, 9, 10 | 2, 3 | 4, 7 | 5, 6, 11, 12, 14 | 13
}
∈ Π14,
̺ =
{
1, 8, 9, 10 | 2, 3 | 4 | 5, 6, 11, 12 | 7, 13, 14
}
∈ Π13 ⊆ Π14,
(2.2)
then π 6∈ Π13 and |π| = |̺| = 5.
2.2 The diagram basis
For k ∈ Z≥1 and π ∈ Π2k , the diagram dπ of π has two rows of k vertices each, with the bottom
vertices indexed by 1, 2, . . . , k and the top vertices indexed by k+1, k+2, . . . , 2k from left to right.
Vertices are connected by an edge if they lie in the same block of π. Thus, to the set partition π in
(2.2), we associate the diagram
dπ =
8 9 10 11 12 13 14
1 2 3 4 5 6 7
.
The way the edges are drawn is immaterial, what matters is that the connected components of the
diagram dπ correspond to the blocks of the set partition π. Thus, dπ represents the equivalence class
of all diagrams with connected components equal to the blocks of π.
Multiplication of two diagrams dπ1 , dπ2 is accomplished by placing dπ1 above dπ2 ; identifying
the vertices in the bottom row of dπ1 with those in the top row of dπ2 ; concatenating the edges;
deleting all connected components that lie entirely in the middle row of the joined diagrams; and
multiplying by a factor of ξ for each such middle-row component. For example, if
dπ1 =
dπ2 =
5
then
dπ1dπ2 = ξ
2 = ξ2dπ1∗π2 , (2.3)
where π1 ∗ π2 is the set partition obtained by the concatenation of π1 and π2 in this process. It is
easy to confirm that the product depends only on the underlying set partition and is independent of
the diagram chosen to represent π. For any two set partitions π1, π2 ∈ Π2k, we let [π1 ∗ π2] denote
the number of blocks removed from the middle of the product dπ1dπ2 , so that the product is given
by
dπ1dπ2 = ξ
[π1∗π2]dπ1∗π2 . (2.4)
For ξ ∈ F \ {0} and k ∈ Z≥1, define the partition algebra Pk(ξ) to be the F-span of {dπ | π ∈
Π2k} under the diagram multiplication in (2.4). We refer to {dπ | π ∈ Π2k} as the diagram basis.
Diagram multiplication is easily seen to be associative with identity element Ik corresponding to the
set partition,
{
1, k + 1 | 2, k + 2 | · · · | k, 2k
}
, where
Ik =
· · ·
· · ·
. (2.5)
For k ∈ Z≥1, the partition algebra Pk(ξ) has a presentation by the generators
si =
· · ·
· · ·
· · ·
· · ·
i i+1
1 ≤ i ≤ k − 1, (2.6)
pi =
1
ξ
· · ·
· · ·
· · ·
· · ·
i
1 ≤ i ≤ k, (2.7)
bi =
· · ·
· · ·
· · ·
· · ·
i i+1
1 ≤ i ≤ k − 1, (2.8)
and the relations in the next result.
Theorem 2.9. [HR, Thm. 1.11] Assume k ∈ Z≥1, and set pi+ 1
2
= bi (1 ≤ i ≤ k − 1). Then
Pk(ξ) has a presentation as a unital associative algebra by generators si (1 ≤ i ≤ k − 1),
pℓ (ℓ ∈
1
2Z≥1, 1 ≤ ℓ ≤ k), and the following relations:
(a) s2i = Ik, sisj = sjsi (|i− j| > 1), sisi+1si = si+1sisi+1 (1 ≤ i ≤ k − 2);
(b) p2ℓ = pℓ, pℓpm = pmpℓ (m 6= ℓ±
1
2), pℓpℓ± 1
2
pℓ = pℓ (p 1
2
:= Ik =: pk+ 1
2
);
(c) sipipi+1 = pipi+1, sipisi = pi+1, sipi+ 1
2
= pi+ 1
2
si = pi+ 1
2
(1 ≤ i ≤ k − 1),
sisi+1pi+ 1
2
si+1si = pi+ 3
2
(1 ≤ i ≤ k−2), sipℓ = pℓsi (ℓ 6= i−
1
2 , i, i+
1
2 , i+1, i+
3
2).
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Remark 2.10. It is easily seen from the relations that Pk(ξ) is generated by si (1 ≤ i ≤ k− 1), p1,
and b1 = p1+ 1
2
. It was observed by East [E, Remark 37] that the relation pipi+1si = pipi+1, which
was included in [HR, Thm. 1.11], can be derived from the others. Several different presentations
for Pk(n) can be found in [E].
If π1, π2 ∈ Π2k−1, so that k and 2k are in the same block in both π1 and π2, then k and 2k are
also in the same block of π1 ∗ π2. Thus, for k ∈ Z≥1, we define Pk− 1
2
(ξ) ⊂ Pk(ξ) to be the F-span
of {dπ | π ∈ Π2k−1 ⊂ Π2k}. There is also an embedding Pk(ξ) ⊂ Pk+ 1
2
(ξ) given by adding a top
and a bottom node to the right of any diagram in Pk(ξ) and a vertical edge connecting them. Setting
P0(ξ) = F, we have a tower of embeddings
P0(ξ) ∼= P 1
2
(ξ) ⊂ P1(ξ) ⊂ P1 1
2
(ξ) ⊂ P2(ξ) ⊂ P2 1
2
(ξ) ⊂ · · · (2.11)
with dimPk(ξ) = |Π2k| = B(2k) (the 2k-th Bell number) for each k ∈
1
2Z≥1.
For π ∈ Π2k, the propagating number pn(π) is the number of blocks of π which intersect both
the bottom row {1, 2, . . . , k} and the top row {k + 1, . . . , 2k}. It is straightforward to verify that
pn(π1 ∗ π2) ≤ min(pn(π1), pn(π2)), (2.12)
and thus, for each 0 ≤ ℓ ≤ k, Jℓ := spanF{dπ | π ∈ Π2k, pn(π) ≤ ℓ} is a two-sided ideal of Pk(ξ).
These ideals are important for the Jones basic construction of Pk(ξ) (see, for example, [HR]).
2.3 The orbit basis
For k ∈ Z≥1, the set partitions Π2k of [1, 2k] form a lattice (a partially ordered set (poset) for which
each pair has a least upper bound and a greatest lower bound) under the partial order given by
π  ̺ if every block of π is contained in a block of ̺. (2.13)
In this case we say that π is a refinement of ̺, and that ̺ is a coarsening of π, so that Π2k is partially
ordered by refinement.
For k ∈ 12Z≥1, there is a second basis {xπ | π ∈ Π2k} of Pk(ξ), called the orbit basis, that is
defined by the following coarsening relation with respect to the diagram basis:
dπ =
∑
π̺
x̺. (2.14)
Thus, the diagram basis element dπ is the sum of all orbit basis elements x̺ for which ̺ is coarser
than π. For the remainder of the paper, we adopt the following convention:
Diagrams with white vertices indicate orbit basis elements, and
those with black vertices indicate diagram basis elements.
(2.15)
For example, the expression below writes the diagram d14|2|3 in P2(ξ) in terms of the orbit basis,
= + + + + .
We define the propagating number of the diagrams dπ and xπ to be the propagating number of
the set partition π, so pn(dπ) = pn(π) = pn(xπ).
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Remark 2.16. We refer to the basis {xπ | π ∈ Π2k} as the orbit basis, because when ξ = n, the
elements in this basis act on the tensor space M⊗kn in a natural way that corresponds to Sn-orbits
on simple tensors (see (3.2)). In fact, in Jones’ original definition of the partition algebra [J], the
orbit basis appears first, and the diagram basis is defined later using the refinement relation (2.14).
However, as we see in Section 4, multiplication is simpler and more natural in the diagram basis,
and for this reason the diagram basis is most commonly used when working with Pk(n).
2.4 Change of basis
The transition matrix between the diagram basis and the orbit basis determined by (2.14) is the
matrix ζ2k, called the zeta matrix of the poset Π2k. It is unitriangular with respect to any extension
to a linear order, and thus it is invertible, confirming that indeed the elements xπ, π ∈ Π2k, form
a basis of Pk(ξ). The inverse of ζ2k is the matrix µ2k of the Mo¨bius function of the set partition
lattice, and it satisfies
xπ =
∑
π̺
µ2k(π, ̺)d̺, (2.17)
where µ2k(π, ̺) is the (π, ̺) entry of µ2k. The Mo¨bius function of the set partition lattice has an
easily computed formula. If π  ̺, and ̺ consists of ℓ blocks such that the ith block of ̺ is the
union of bi blocks of π, then (see, for example, [St, p. 30]),
µ2k(π, ̺) =
ℓ∏
i=1
(−1)bi−1(bi − 1)!. (2.18)
Figure 1: Hasse diagram of the partition lattice Π4 in the refinement ordering.
The Hasse diagram of the partition lattice of Π4 is shown in Figure 1. In the change of basis
between the orbit basis and the diagram basis (in either direction), each basis element is an integer
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linear combination of the basis elements above or equal to it in the Hasse diagram. If we apply
formula (2.17) to express x1 | 2 | 3 | 4 and x14 | 2 | 3 in the orbit basis in terms of the diagram basis in
P2(ξ), we get
= − − − − − − + 2
+ 2 + + + + 2 + 2 − 6 ,
= − − − + 2 .
(2.19)
Remark 2.20. If π ∈ Π2k−1 ⊂ Π2k, then k and 2k are in the same block of π. When expressing xπ
in terms of the diagram basis or dπ in terms of the orbit basis, the sum is over coarsenings of π, so the
expression will always involve only set partitions also in Π2k−1. Thus, the expressions in (2.14) and
(2.17) apply equally well to the algebras Pk− 1
2
(ξ). The corresponding Hasse diagram is given by the
sublattice of partitions greater than or equal to {1 | 2 | · · · | k− 1 | k +1 | k +2 | · · · | 2k − 1 | k, 2k}.
For example, the Hasse diagram for Π3 is found inside that of Π4 in Figure 1 as those partitions
greater than or equal to .
Remark 2.21. The orbit diagram I◦k :=
· · ·
· · · is not the identity element in Pk(n). To get the
identity element Ik, we must add all coarsenings to I
◦
k , as in the first line below:
I3 = = + + + + and
I◦3 = = − − − + 2 .
3 Representation of Pk(n) on the Tensor SpaceM
⊗k
n
3.1 Schur-Weyl duality
Assume k, n ∈ Z≥1. Let {uj | 1 ≤ j ≤ n} be a basis for the permutation module Mn of Sn so that
σ.uj = uσ(j) for all σ ∈ Sn and all 1 ≤ j ≤ n. For r = (r1, . . . , rk) ∈ [1, n]
k = {1, 2, . . . , n}k,
define ur = ur1 ⊗ · · · ⊗ urk . The elements ur form a basis for the Sn-module M
⊗k
n , where the
Sn-action is given by the diagonal action σ.ur = uσ(r) := uσ(r1) ⊗ · · · ⊗ uσ(rn).
Suppose A ∈ End(M⊗kn ) and A =
∑
r,s∈[1,n]k A
s
r E
s
r , where {E
s
r} is a basis for End(M
⊗k
n ) of
matrix units so that Esrut = δr,tus, δr,t being the Kronecker delta. Then for any subgroup G ⊆ Sn
and for EndG(M
⊗k
n ) = {T ∈ End(M
⊗k
n ) | Tσ = σT for all σ ∈ G}, we have
A ∈ EndG(M
⊗k
n ) ⇐⇒ σA = Aσ for all σ ∈ G
⇐⇒
∑
s∈[1,n]k
Asruσ(s) =
∑
s∈[1,n]k
Asσ(r)us for all r ∈ [1, n]
k
⇐⇒ Asr = A
σ(s)
σ(r)
for all r, s ∈ [1, n]k, σ ∈ G. (3.1)
9
We adopt the shorthand notation (r|r′) = (r1, . . . , r2k) ∈ [1, n]
2k when r = (r1, . . . , rk) ∈
[1, n]k and r′ = (rk+1, . . . , r2k) ∈ [1, n]
k. Then for π ∈ Π2k and for all (r|r
′) ∈ [1, n]2k , we define
Φk,n(xπ)
r′
r =
{
1 if ra = rb if and only if a and b are in the same block of π,
0 otherwise,
(3.2)
and set Φk,n(xπ) =
∑
(r|r′)Φk,n(xπ)
r′
r E
r′
r . As {xπ | π ∈ Π2k} is a basis for Pk(n), we can extend
Φk,n linearly to get a transformation Φk,n : Pk(n)→ End(M
⊗k
n ). Observe that
Φk,n(xπ) = 0 if π has more than n blocks, (3.3)
for in that case, there are not enough distinct values ra ∈ [1, n] to assign to each of the blocks.
Furthermore, for σ ∈ Sn,
Φk,n(xπ)
σ(r′)
σ(r) = Φk,n(xπ)
r′
r for all (r|r
′) ∈ Π2k. (3.4)
which, together with (3.1), implies that the image of Φk,n commutes with Sn and thus lies in
EndSn(M
⊗k
n ).
Since the diagram basis {dπ | π ∈ Π2k} is related to the orbit basis {xπ | π ∈ Π2k} by the
refinement relation (2.14), we have as an immediate consequence,
Φk,n(dπ)
r′
r =
{
1 if ra = rb when a and b are in the same block of π,
0 otherwise.
(3.5)
Note that we could, equivalently, define the map Φk,n on the diagram basis using (3.5) and argue
that the action on the orbit basis (3.2) is forced by (the inverse of) the refinement relation (2.14), but
it is more obvious in direction presented above.
Proposition 3.6. For k, n ∈ Z≥1, the mapping Φk,n : Pk(n)→ End(M
⊗k
n ) affords a representation
of Pk(n).
Proof. This result will hold, once we establish thatΦk,n is an algebra homomorphism. For π ∈ Π2k,
we set
Nk(π) = {(r|r
′) ∈ [1, n]2k | ra = rb when a and b are in the same block of π}. (3.7)
Then Φk,n(dπ) =
∑
(r|r′)∈Nk(π)
Er
′
r by (3.5), and for π1, π2 ∈ Π2k, we have
Φk,n(dπ1)Φk,n(dπ2) =
 ∑
(r|r′)∈Nk(π1)
Er
′
r
 ∑
(s|s′)∈Nk(π2)
Es
′
s
 = n[π1∗π2] ∑
(s|r′)∈Nk(π1∗π2)
Er
′
s
= n[π1∗π2]Φk,n(dπ1∗π2) = Φk,n(dπ1dπ2),
where [π1 ∗ π2] is as in (2.4). As a result, Φk,n is an algebra homomorphism.
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Theorem 3.8. [J], [HR, Thm. 3.6] Assume n ∈ Z≥1 and {xπ | π ∈ Π2k} is the orbit basis for
Pk(n).
(a) For k ∈ Z≥1, the representation Φk,n : Pk(n)→ End(M
⊗k
n ) has
imΦk,n = EndSn(M
⊗k
n ) = spanF{Φk,n(xπ) | π ∈ Π2k has ≤ n blocks} and
kerΦk,n = spanF{xπ | π ∈ Π2k has more than n blocks}.
Consequently, EndSn(M
⊗k
n ) is isomorphic to Pk(n) for n ≥ 2k.
(b) For k ∈ Z≥0, the representation Φk+ 1
2
: Pk+ 1
2
(n)→ End(M⊗kn ) has
imΦk+ 1
2
,n = EndSn−1(M
⊗k
n ) = spanF{Φk+ 1
2
,n(xπ) | π ∈ Π2k+1 has ≤ n blocks} and
kerΦk+ 1
2
,n = spanF{xπ | π ∈ Π2k+1 has more than n blocks}.
Consequently, EndSn−1(M
⊗k
n ) is isomorphic to Pk+ 1
2
(n) for n ≥ 2k + 1.
Remark 3.9. The assertion that the maps are isomorphisms for k ∈ 12Z≥0\{0} when n ≥ 2k holds
because no set partition π ∈ Π2k has more than n blocks in that case.
Remark 3.10. In part (b) of Theorem 3.8, we are identifying Sn−1 with the subgroup of Sn of
permutations that fix n and making the identification M⊗kn
∼= M⊗kn ⊗ un ⊆ M
⊗k+1
n , so that M
⊗k
n
is a submodule for both Sn−1 and Pk+ 1
2
(n) ⊂ Pk+1(n). Then for tuples r˜, s˜ ∈ [1, n]
k+1 having
rk+1 = n = sk+1, condition (3.1) for G = Sn−1 becomes
As˜r˜ = A
σ(˜s)
σ(˜r) for all r˜, s˜ ∈ [1, n]
k+1, σ ∈ Sn−1.
Thus, the matrix units for G = Sn−1 in (3.2) correspond to set partitions in Π2k+1; that is, set
partitions of {1, 2, . . . , 2(k + 1)} having k + 1 and 2(k + 1) in the same block. The proof that
Φk+ 1
2
,n : Pk+ 1
2
(n) → End(M⊗kn ⊗ un) is a representation is completely analogous to the proof of
Proposition 3.6.
3.2 Labeled diagrams
In computing Φk,n(xπ)
r′
r and Φk,n(dπ)
r′
r for (r|r
′) ∈ {1, n}k , it is helpful to think of the values of
r and r′ as labeling the vertices on the bottom row and top row, respectively, of the corresponding
diagram of π. For example, when π = {1, 4, 10 | 2, 6, 8, 9 | 3 | 5, 7}, we have
Φk,n(xπ)
r′
r =
r1 r2 r3 r4 r5
r6 r7 r8 r9 r10
=

1 if for distinct a, b, c, d ∈ [1, n],
r1 = r4 = r10 = a; r2 = r6 = r8 = r9 = b;
r3 = c; r5 = r7 = d;
0 otherwise.
(3.11)
Φk,n(dπ)
r′
r =
r1 r2 r3 r4 r5
r6 r7 r8 r9 r10
=

1 if r1 = r4 = r10;
r2 = r6 = r8 = r9; r5 = r7;
0 otherwise.
(3.12)
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Thus,
3 2 5 3 1
2 1 2 2 3
= 1,
3 2 5 3 1
2 1 2 4 3
= 0,
3 2 5 3 5
2 5 2 2 3
= 0,
3 2 5 3 5
2 5 2 2 3
= 1.
For π ∈ Π2k, we designate a special labeling associated to π as follows.
Definition 3.13. Let B1 be the block of π containing 1, and for 1 < j ≤ |π|, let Bj be the block
of π containing the smallest number not in B1 ∪ B2 ∪ · · · ∪ Bj−1. The standard labeling of π is
(bπ|b
′
π), where bπ = (b1, . . . , bk) and b
′
π = (bk+1, . . . , b2k) in [1, n]
k, and
bℓ = j if ℓ ∈ Bj for ℓ ∈ [1, 2k]. (3.14)
For example, when π = {1, 4, 10 | 2, 6, 8, 9 | 3 | 5, 7}, then B1 = {1, 4, 10}, B2 = {2, 6, 8, 9},
B3 = {3}, B4 = {5, 7}, bπ = (1, 2, 3, 1, 4), and b
′
π = (2, 4, 2, 2, 1). We label vertex ℓ with bℓ so
that
Φk,n(xπ)
b′π
bπ
=
1 2 3 1 4
2 4 2 2 1
= 1.
The condition in (3.2) holds exactly when there is a σ ∈ Sn such that r = σ(bπ) and r
′ = σ(b′π).
For (r|r′) and (s|s′), write (r|r′) ∼Sn (s|s
′) if (r|r′) = (σ(s)|σ(s′)) for some σ ∈ Sn. Then the image
of the orbit basis element xπ under the representation Φk,n is given by
Φk,n(xπ) =
∑
(r|r′)∼Sn (bπ |b
′
π)
Er
′
r , (3.15)
which is the sum of matrix units over distinct elements in the Sn-orbit of the standard labeling of π.
In this way, the endomorphisms Φk,n(xπ), for π ∈ Π2k, are the indicator functions for the Sn-orbits
on [1, n]2k , and this is why the term “orbit basis” is used.
As described in Remark 3.10, the partition algebra Pk+ 1
2
(n) acts on M⊗kn by identifying M
⊗k
n
with M⊗kn ⊗ un ⊆ M
⊗k+1
n . The basis then consists of the simple tensors ur1 ⊗ · · · ⊗ urk ⊗ un
with (r1, . . . , rk) ∈ [1, n]
k . If π ∈ Π2k+1, then π has k + 1 and 2(k + 1) in the same block,
and the matrix of Φk+ 1
2
,n(xπ) is the same as Φk+1,n(xπ) but restricted to indices of the form r˜ =
(r1, . . . , rk, n) and r˜
′ = (r′1, . . . , r
′
k, n). Thus, for example, if k +
1
2 = 5
1
2 and n ≥ |π|+ 1 = 5 for
π = {1, 4, 11, 12 | 2, 7, 9, 10 | 3 | 5, 8}, we have
Φk+ 1
2
,n(xπ)
r˜′
r˜ =
r1 r2 r3 r4 r5
r6 r7 r8 r9 r10 n
n
.
In the example above, the labels on the bottom row then would be n, 2, 3, n, 4, n. The standard
labeling of diagrams on the half-integer levels is the same as the integer levels except that the block
containing k + 1 and 2(k + 1) is always labeled by n.
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4 Multiplication in the Orbit Basis
For k, n ∈ Z≥1, let Π2k(n) be the subset of Π2k of set partitions having at most n blocks. Then
Π2k(n) = Π2k if and only if n ≥ 2k. For Φk,n : Pk(n)→ EndSn(M
⊗k
n ), define
Xπ = Φk,n(xπ), π ∈ Π2k, (4.1)
and observe thatXπ = 0 if π has more than n blocks. Theorem 3.8 (a) tells us that {Xπ | π ∈ Π2k}
spans imΦk,n, and {Xπ | π ∈ Π2k(n)} is a basis for imΦk,n. In this section, we first prove
the formula in Lemma 4.3 for the product of two transformations Xπ in EndSn(M
⊗k
n ), which is
isomorphic to Pk(n) when n ≥ 2k. Theorem 4.8 extends this result to the orbit basis of any
partition algebra Pk(ξ).
In stating these results, we apply the following conventions: For ξ ∈ F and ℓ ∈ Z≥0,
(ξ)ℓ = ξ(ξ − 1) · · · (ξ − ℓ+ 1). (4.2)
Thus, when m is a nonnegative integer, (m)ℓ = 0 if ℓ > m; (m)ℓ = m!/(m − ℓ)! if m ≥ ℓ; and
(m)0 = 1. If π ∈ Π2k, then by restriction, π induces a set partition on the bottom row {1, 2, . . . , k}
and a set partition on the top row {k+1, k+2, . . . , 2k}. If π1, π2 ∈ Π2k, then we say π1∗π2 exactly
matches in the middle if the set partition that π1 induces on its bottom row equals the set partition
that π2 induces on the top row modulo k. When that happens, π1 ∗ π2 is the concatenation of the
two diagrams. For example, if k = 4, then π1 = {1, 4, 5 | 2, 8 | 3, 6, 7} induces the set partition
{1, 4 | 2 | 3} on the bottom row of π1, and π2 = {1, 5, 8 | 2, 6 | 3 | 4, 7} induces the set partition
{5, 8 | 6 | 7} ≡ {1, 4 | 2 | 3}mod 4 on the top row of π2. Thus, π1 ∗π2 exactly matches in the middle.
This definition is easy to see in terms of the diagrams.
In the product expression below, X̺ = 0 whenever ̺ has more than n blocks. Recall that
[π1 ∗ π2] is the number of blocks in the middle row of π1 ∗ π2.
Lemma 4.3. Multiplication in the basis {Xπ}π∈Π2k(n) of EndSn(M
⊗k
n ) is given by
Xπ1Xπ2 =

∑
̺
(n− |̺|)[π1∗π2]X̺, if π1 ∗ π2 exactly matches in the middle,
0 otherwise,
where the sum is over all coarsenings ̺ of π1 ∗ π2 obtained by connecting blocks that lie entirely in
the top row of π1 to blocks that lie entirely in the bottom row of π2.
Remark 4.4. By (2.12), pn(π1 ∗ π2) ≤ min(pn(π1), pn(π2)). However, the set partitions ̺ oc-
curring in the product in Lemma 4.3, satisfy pn(̺) ≥ pn(π1 ∗ π2), and so it is possible that
pn(̺) > pn(π1) or pn(π2) (or both) for some ̺. This happens in several of the examples below.
Examples 4.5. Before proving Lemma 4.3, we give some examples to illustrate multiplication in the
basis {Xπ | π ∈ Π2k(n)} of EndSn(M
⊗k
n ). In these examples, the edges added for the coarsenings
are displayed in red. In each case, we assume n is at least equal to the number of parts in the
diagrams being multiplied.
(1) Suppose k = 3, n ≥ 2, and π = {1, 2, 3 | 4, 5, 6} ∈ Π6. Then, in terms of matrix units,
Xπ =
∑
i 6=j∈[1,n] E
jjj
iii so that
X2π = (n− 2)
∑
i 6=j∈[1,n]
E
jjj
iii + (n− 1)
∑
i∈[1,n]
Eiiiiii.
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Writing the corresponding orbit diagrams, we have
= (n− 2) + (n− 1) , n ≥ 2.
Thus, X2π = (n− 2)Xπ + (n− 1)X̺, where ̺ = {1, 2, 3, 4, 5, 6}, as predicted by Lemma 4.3.
(2) Here k = 4, n ≥ 4, and [π1 ∗ π2] = 2 (two blocks are removed upon concatenation of π1 and
π2).
= (n− 5)(n − 6)
+(n− 4)(n − 5)
(
+ + +
)
+(n− 3)(n − 4)
(
+
)
.
(3) Here k = 4, n ≥ 6, and [π1 ∗π2] = 1. In this case, the second vertex in the top row of π1 is in a
block that is not entirely in the top row, so it is not allowed to be connected to a block in the bottom
row of π2.
= (n− 6) + (n− 5)
(
+
)
.
(4) The product on the left is 0, since the diagrams do not exactly match in the middle. In the
product on the right, [π1 ∗ π2] = 0, and the bottom diagram does not have any blocks entirely in the
bottom row, so no coarsenings are possible.
= 0, = .
Proof of Lemma 4.3. Assume π1, π2 ∈ Π2k(n). Then
Xπ1 =
∑
(r|r′)∈[1,n]2k
(Xπ1)
r′
r E
r′
r and Xπ2 =
∑
(r|r′)∈[1,n]2k
(Xπ2)
r′
r E
r′
r ,
where the coefficients are 0 or 1 as in (3.2). The coefficient of Er
′
r in the product Xπ1Xπ2 is given
by
(Xπ1Xπ2)
r′
r =
∑
q∈[1,n]k
(Xπ1)
r′
q (Xπ2)
q
r . (4.6)
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In this expression, q simultaneously labels the bottom row of π1 and the top row of π2, so in order
for Xπ1Xπ2 to be nonzero, it must be that π1 ∗ π2 exactly matches in the middle.
We consider for which (r|r′) the expression for (Xπ1Xπ2)
r′
r in (4.6) is nonzero. The tuple
r′ ∈ [1, n]k is some permutation of the standard labeling b′π1 of the top row of π1, and r is some
permutation of the standard labeling bπ2 of the bottom row of π2, where the standard labelings are
as in Definition 3.13. If a block in the top row of π1 is connected to a block in the bottom row of
π2 in π1 ∗ π2, then those blocks must carry the same label for all (r|r
′) with (Xπ1Xπ2)
r′
r nonzero.
However, blocks that lie entirely in the top row of π1 and blocks that lie entirely in the bottom row
of π2 may or may not have the same label in some (r|r
′). We account for those possibilities by the
coarsenings ̺ of π1 ∗ π2 that are obtained by connecting blocks entirely in the top row of π1 with
blocks living entirely in the bottom row of π2 in the concatenation π1 ∗ π2. (Example 4.7 illustrates
labeled diagrams for the product (Xπ1)
r′
q (Xπ2)
q
r in (4.6).)
Suppose (r|r′) is a labeling of such a coarsening ̺. In summing over the q ∈ [1, n]k , corre-
sponding to the middle row blocks of π1 ∗ π2, we have n − |̺| choices for the entry of q that is
assigned to the first block; n− |̺| − 1 for the next one, as it must be different from the first; and so
forth, since the entries of q must be distinct from those of (r|r′). Hence,
(Xπ1Xπ2)
r′
r =
∑
̺
(n− |̺|)[π1∗π2] (X̺)
r′
r
where the sum ranges over all coarsenings of π1 ∗ π2 obtained by connecting a block lying entirely
in the top row of π1 to a block lying entirely in the bottom row of π2. Since this equality is true
entrywise for all (r|r′) ∈ [1, n]2k, the desired result follows.
Example 4.7. We illustrate the labeled diagrams of (Xπ1Xπ2)
r′
r in the proof of Lemma 4.3 for the
specific case of Example 4.5 (2).
r′1 r
′
2 r
′
2 r2
q1 r2 q2 q2
r1 r2 r1 r3
= (n− 5)(n − 6)
r′1 r
′
2 r
′
2 r2
r1 r2 r1 r3
+(n− 4)(n − 5)
( r1 r′2 r′2 r2
r1 r2 r1 r3
+
r3 r
′
2 r
′
2 r2
r1 r2 r1 r3
+
r′1 r1 r1 r2
r1 r2 r1 r3
+
r′1 r3 r3 r2
r1 r2 r1 r3
)
+(n− 3)(n − 4)
( r1 r3 r3 r2
r1 r2 r1 r3
+
r3 r1 r1 r2
r1 r2 r1 r3
)
.
Theorem 4.8. Assume π1, π2 ∈ Π2k, and let xπ1 , xπ2 be the corresponding orbit basis elements in
Pk(ξ) for ξ ∈ F \ {0}. Then
xπ1xπ2 =

∑
̺
(ξ − |̺|)[π1∗π2] x̺ if π1 ∗ π2 exactly matches in the middle,
0 otherwise,
(4.9)
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where the sum is over all coarsenings ̺ of π1 ∗ π2 obtained by connecting blocks that lie entirely in
the top row of π1 to blocks that lie entirely in the bottom row of π2.
Proof. Consider first Pk(n) with n ≥ 2k. Then xπ1xπ2 −
∑
̺(n − |̺|)[π1∗π2] x̺ (where the sum
is over the coarsenings ̺ of π1 ∗ π2 as in the statement of the corollary) lies in the kernel of the
representation Φk,n, which equals (0) by Theorem 3.8. Thus, (4.9) holds for the partition algebras
Pk(n) for all n ≥ 2k. More generally, when ξ ∈ F \ {0} and we multiply two orbit basis elements
in Pk(ξ), we get a linear combination of orbit basis diagrams x̺ whose coefficients are integer
combinations of powers of ξ. Assuming for the moment that ξ is an indeterminate, we have that
the coefficient of x̺ is a polynomial in Z[ξ]. Moreover, when ξ = n ≥ 2k, that polynomial is
(n−|̺|)[π1∗π2] if ̺ is an appropriate kind of coarsening of π1 ∗π2 or it is 0. These two polynomials
agree on infinitely many values, and so they must be equal since the field has characteristic 0.
Therefore the result must hold for all nonzero values ξ.
4.1 Rook diagrams and permutation diagrams
A set partition π ∈ Π2k is a rook partition if π consists of blocks of size one and two such that
the blocks of size two in π contain one element from the bottom row {1, 2, . . . , k} and one element
from the top row {k + 1, k + 2, . . . , 2k}. Let R2k ⊆ Π2k denote the subset of rook partitions. It is
easy to check that rook partitions are characterized by the property pn(π) + |π| = 2k.
A set partition π ∈ Π2k is a permutation if it consists of k blocks, each of size two, with
exactly one element from the bottom row {1, 2, . . . , k} and one element from the top row {k +
1, k + 2, . . . , 2k} in each block. Let S2k ⊆ Π2k denote the subset of permutations. The cor-
responding set of permutation diagrams {dπ | π ∈ S2k} is isomorphic to the symmetric group
Sk under diagram multiplication. The permutation σ ∈ Sk corresponds to the set partition πσ =
{1, σ(1) | 2, σ(2) | · · · | k, σ(k)}, and we identify σ with its diagram σ = dπσ . By (3.5), σ acts on
ur = ur1⊗ur2⊗· · ·⊗urk ∈ M
⊗k
n as follows: σur =
∑
s∈[1,n]k E
σ(s)
s ur = uσ(r1)⊗uσ(r2)⊗· · ·⊗uσ(rk).
Permutations π are characterized by the property that pn(π) = |π| = k.
If π ∈ Π2k and σ, σ
′ ∈ Sk, then with the above identifications, σ
′dπσ = dσ′∗π∗σ under diagram
multiplication, where σ′ ∗ π ∗ σ ∈ Π2k is the set partition obtained from π by applying σ to
{1, 2, . . . , k} in the bottom row of π and by applying σ′ to {k + 1, k + 2, . . . , 2k} in the top row
of π by sending k + i to k + σ′(i). In other words, σ′ permutes the vertices in the top row of
dπ and σ permutes the vertices in the bottom row while maintaining the edge connections. This
multiplication extends to orbit diagrams, since
σ′xπσ =
∑
π̺
µ2k(π, ̺)σ
′d̺σ =
∑
σ′∗π∗σσ′∗̺∗σ
µ2k(σ
′ ∗ π ∗ σ, σ′ ∗ ̺ ∗ σ)dσ′∗̺∗σ = xσ′∗π∗σ.
For example,
σ′ =
xπ =
σ =
= = xσ′∗π∗σ . (4.10)
Observe that we are multiplying σ, σ′ in the diagram basis with xπ in the orbit basis.
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5 The Kernel of the Representation Φk,n : Pk(n)→ EndSn(M
⊗k
n )
The surjection Φk,n : Pk(n) → EndSn(M
⊗k
n ) from Theorem 3.8 (a) is an isomorphism when n ≥
2k. This section is dedicated to showing that kerΦk,n is generated as a two-sided ideal by a single
(essential) idempotent when 2k > n.
5.1 The kernel is principally generated, kerΦk,n = 〈ek,n〉 when 2k > n
For n, k ∈ Z≥1 with 2k > n, define the following orbit basis elements,
ek,n =

· · ·
· · ·
· · ·
· · ·︸ ︷︷ ︸
n+1−k
︸ ︷︷ ︸
2k−n−1
if n ≥ k > n/2,
· · ·
· · ·
· · ·
· · ·︸ ︷︷ ︸
k
if k > n.
(5.1)
ek− 1
2
,n = ek,n, if 2k − 1 > n. (5.2)
Observe that if k > n, then pn(ek,n) = k, and ek,n has k blocks, which we signify by writing
|ek,n| = k. If n ≥ k > n/2, then pn(ek,n) = 2k − n − 1, ek,n has two rows each with n + 1 − k
isolated vertices, and the number of blocks in ek,n is |ek,n| = 2(n+ 1− k) + 2k − n− 1 = n+ 1.
For example,
e4 1
2
,6 = e5,6 =
has pn(e5,6) = 2 · 5− 6 − 1 = 3 and |e5,6| = 6 + 1 = 7 blocks. The elements ek,n for k ≤ 5 and
n ≤ 9 are displayed in Figure 2.
Remark 5.3. Theorem 5.6 below shows for k ∈ 12Z≥1 and n ∈ Z≥1 such that 2k > n that
kerΦk,n = 〈ek,n〉 as a two-sided ideal, and Theorem 5.8 shows that ek,n is an essential idempotent.
For a fixed value of n, the first time the kernel is nonzero is when k = 12(n + 1) (i.e., when
n = 2k − 1). This is the first entry in each row of the table in Figure 2.
The expression for ek,n in the diagram basis is given by
ek,n =
∑
πk,n̺
µ2k(πk,n, ̺)d̺ (5.4)
where πk,n is the set partition of [1, 2k] corresponding to ek,n. In particular, when k =
1
2(n + 1),
all ̺ in Π2k−1 occur in the expression for ek,n and have integer coefficients that can be computed
using (2.18).
Example 5.5. Here is the diagram basis expansion for e3,3 using the Mo¨bius formulas in (2.17) and
(2.18). The diagram basis expansion for e2,3 = and e3,2 = I
◦
k = can be found in (2.19)
and Remark 2.21, respectively.
e3,3 = = − − − − − −
+ + + + 2 + 2 + 2 + 2 − 6 .
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k = 1 k = 112 k = 2 k = 2
1
2 k = 3 k = 3
1
2 k = 4 k = 4
1
2 k = 5
n = 1
n = 2
n = 3
n = 4
n = 5
n = 6
n = 7
n = 8
n = 9
Figure 2: The elements ek,n for k ≤ 5 and n ≤ 9.
Theorem 5.6. For all n ∈ Z≥1 and k ∈
1
2Z≥1 with 2k > n, kerΦk,n = 〈ek,n〉.
Proof. First, assume that k is an integer such that 2k > n. Then ek,n has n + 1 blocks when
n ≥ k > n/2 and k blocks when k > n. Thus, by Theorem 3.8 (a), ek,n ∈ kerΦk,n, and so
〈ek,n〉 ⊆ kerΦk,n. Theorem 3.8 (a) also tells us that kerΦk,n is spanned by {xπ | |π| > n},
so to establish the reverse inclusion 〈ek,n〉 ⊇ kerΦk,n, it suffices to show that if |π| > n, then
xπ ∈ 〈ek,n〉.
By (4.10), we have the following symmetry property, which we use throughout this proof.
If xπ ∈ 〈ek,n〉 and k ∈ Z≥1, then σ
′xπσ = xσ′∗π∗σ ∈ 〈ek,n〉 for all σ
′, σ ∈ Sk. (5.7)
We say that σ′xπσ = xσ′∗π∗σ is a permutation of xπ.
When k > n, then pn(ek,n) = k, which is the maximum propagating number of any diagram
of Pk(n). When n ≥ k > n/2, then a diagram with n + 1 blocks has a maximum propagating
number of 2k − n− 1. Such a diagram is a rook orbit diagram with 2k − n − 1 edges, and thus is
a permutation of ek,n. This follows from the observation that adding any more propagating blocks
requires merging two blocks. Thus, when k > n/2, ek,n has the maximum possible propagating
number of any orbit diagram in the kernel.
Letm be that maximum propagating number, so thatm = k when k > n, andm = 2k− n− 1
when n ≥ k > n/2. For 0 ≤ t ≤ k, let Ot = {xπ | π ∈ R2k, pn(xπ) = t} be the rook orbit
diagrams with t edges. We show that Ot ⊆ 〈ek,n〉 for t ≤ m by reverse induction on t. When
t = m, every element of Ot is a permutation of ek,n and therefore is in 〈ek,n〉 by (5.7), so assume
t < m, and the result holds for values greater than t. Define xt ∈ Ot to be the orbit diagram with
t orbit identity edges in columns k, k − 1, . . . , k − t + 1. By (5.7), it is sufficient to show that
xt ∈ 〈ek,n〉.
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Let yt ∈ Ok−1 be the diagram with edges in every column except column k − t. By the
inductive hypothesis xt+1 ∈ Ot+1 ⊆ 〈ek,n〉 and so ytxt+1 ∈ 〈ek,n〉. Expanding the product ytxt+1
in the orbit basis gives ytxt+1 = xt + z, where z is a sum of rook orbit diagrams with t+ 1 edges.
Thus by the inductive hypothesis, xt = ytxt+1 − z ∈ 〈ek,n〉, as desired (this is illustrated below for
the product y3x4 when k = 6).
y3 =
x4 =
= ︸ ︷︷ ︸
x3
+ ︸ ︷︷ ︸
in O4
+ ︸ ︷︷ ︸
in O4
.
Since the kernel of Φk,n consists of the orbit diagrams xπ such that π has more than n blocks,
we complete the proof by arguing that the orbit diagram xπ ∈ 〈ek,n〉 whenever |π| > n. Using
(5.7), we may assume that any propagating block of xπ has a unique edge intersecting both the
top row and the bottom row, and that edge is an identity edge. We factor the diagram as xπ =
xτxµxβ , where the three factors are obtained as follows: xτ is the orbit diagram gotten from xπ by
deleting any horizontal edges in the bottom row of xπ and adding all identity edges {i, k+ i}1≤i≤k;
xµ is the orbit diagram obtained from xπ by deleting all horizontal edges; and xβ is the orbit
diagram constructed from xπ by deleting any horizontal edges in the top row of xπ and adding
all identity edges {i, k + i}1≤i≤k, as demonstrated below for the orbit diagram xπ, which has
pn(xπ) = pn(π) = 3, k = 8, and n < 7,
xπ = =
= xτ
= xµ ∈ O3
= xβ
By construction xµ ∈ Ot with t = pn(π) ≤ m, so by the previous paragraph xµ ∈ 〈ek,n〉, and since
〈ek,n〉 is a two-sided ideal, xπ = xτxµxβ ∈ 〈ek,n〉.
Now we consider the half-integer levels and show that kerΦk− 1
2
,n = 〈ek− 1
2
,n〉 for n, k ∈ Z≥1.
We assume that 2k − 1 > n, as kerΦk− 1
2
,n = (0) when n ≥ 2k − 1. When 2k − 1 > n, then
ek− 1
2
,n = ek,n. Furthermore by Theorem 3.8 (b), kerΦk− 1
2
,n equals the span of {xπ | π ∈ Π2k−1 ⊆
Π2k, π has more than n blocks}. The argument above shows that 〈ek− 1
2
,n〉 = 〈ek,n〉 is spanned by
those orbit basis diagrams in Π2k−1 having more than n blocks. When the symmetry argument is
applied in the proof, only permutations in Sn−1 ⊂ Sn are used, as it is not necessary to permute the
rightmost edge of a diagram, since it must remain connecting columns k and 2k.
Theorem 5.8. For all k, n ∈ Z≥1, with 2k > n, ek,n is an essential idempotent such that (ek,n)
2 =
ck,nek,n, where
ck,n =
{
(−1)n+1−k (n+ 1− k)! if n ≥ k > n/2,
1 if k > n.
(5.9)
Therefore, when 2k > n the kernel of Φk,n is generated by the idempotent c
−1
k,nek,n. The kernel
of the representation Φk− 1
2
,n is the ideal of Pk− 1
2
(n) generated by the idempotent c−1k,nek− 1
2
,n =
c−1k,nek,n, when 2k − 1 > n.
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Proof. By Theorem 5.6, kerΦk,n is the ideal of Pk(n) generated by the element ek,n in (5.1). If
k > n, then (ek,n)
2 = ek,n since, when squaring ek,n, there are no blocks in the middle to remove
and no empty blocks entirely in the top or bottom rows to connect.
Now assume n ≥ k > n/2, and set s = n+1−k. For 0 ≤ t ≤ s, let vt be the sum of the
(
s
t
)2
t!
rook orbit diagrams obtained by connecting t empty vertices in the top of ek,n to t empty vertices in
the bottom. Then since ek,n has n+ 1 blocks,
(ek,n)
2 =
s∑
t=0
(n − (n + 1) + t)s vt =
s∑
t=0
(
s∏
i=1
(t− i)
)
vt.
When t = 0, the coefficient is (n − (n + 1))s = (−1)s = (−1)(−2) · · · (−s) = (−1)
ss!. All
the other terms are zero, since for 0 < t ≤ s, the coefficient is
∏s
i=1(t − i) = 0. Thus, (ek,n)
2 =
(−1)n+1−k (n + 1 − k)! ek,n, as claimed. (Example 5.10 below demonstrates the vanishing term
phenomenon.) The assertion about kerΦk− 1
2
,n follows directly from Theorem 5.6 and the definition
of ek− 1
2
,n in (5.2).
Example 5.10. When k = 5 and n = 6, we see that c5,6 = 2 and (e5,6)
2 = 2e5,6 by setting n = 6
in the following expression:
(e5,6)
2 = = (n− 7)(n − 8)
+ (n− 6)(n − 7)
(
+ + +
)
+ (n− 5)(n − 6)
(
+
)
.
Remark 5.11. By (5.7), kerΦk,n = 〈σ
′ek,nσ〉 for σ
′, σ ∈ Sk. Thus, the kernel is generated by any
orbit rook diagram with propagating number equal to pn(ek,n) = 2k − n − 1 when n ≥ k > n/2,
and it is generated by any permutation diagram (i.e., a diagram with propagating number equal to
k) when k > n.
Remark 5.12. The essential idempotent ek,n is not central for all n such that 2k− 1 > n. This can
be seen by multiplying ek,n on either side by the orbit basis element xπ for π = {1, k+1 | 2, k+2 |
· · · | k − 2, 2k − 2 | k − 1 | k, 2k − 1, 2k}. However, as we discuss in Remark 6.31, ek,2k−1 is
central in Pk(2k − 1). The calculations below for k = 5 and n = 7, 8, 9 illustrate the exceptional
behavior of ek,2k−1.
= 0 and = ,
= 0 and = (n − (2k − 2)) ,
20
= 0 and = (n − (2k − 1)) .
In the last case, the coefficient n − (2k − 1) equals 0 when n = 2k − 1, and the two diagrams
commute.
Example 5.13. The surjection Φ2,3 : P2(3) → EndS3(M
⊗2
3 ) has a one-dimensional kernel. The
image is spanned by the the images of the 15 diagrams shown in the Hasse diagram of Figure 1
subject to the dependence relation
0 = = − − − − − − + 2 + 2
+ 2 + 2 + + + − 6 .
5.2 kerΦk,n = 〈en,n〉 when k ≥ n
In this section, we show that under the natural embedding of Pn(n) into Pk(n) for k ≥ n, the kernel
of Φk,n is in fact generated by en,n. Towards this purpose, we adopt the following conventions.
When a is a basis element that is either a diagram or an orbit diagram in Pk(n), and b is similarly
one in Pℓ(n), let a⊗ b be the diagram in Pk+ℓ(n) obtained by juxtaposing b to the right of a. Write
〈a〉k for the two-sided ideal of Pk(n) generated by a.
For k, n ∈ Z≥1 with 2k > n, suppose π = πk,n is the set partition associated with the essential
idempotent ek,n. Then ek,n = xπ, and for ℓ ∈ Z>0, the expression for ek,n ⊗ ( )
⊗ℓ in the diagram
basis is
ek,n ⊗ ( )
⊗ℓ = xπ ⊗ ( )
⊗ℓ =
∑
π̺
µ2k(π, ̺) d̺ ⊗ ( )
⊗ℓ.
We convert this expression to one in the orbit basis, observing that for each j = 1, . . . , ℓ, the
vertices k + j and 2(k + j) must be in the same block in any orbit basis element that appears with
nonzero coefficient:
ek,n ⊗ ( )
⊗ℓ =
∑
π̺
µ2k(π, ̺)
∑
̺ν
ζ2k(̺, ν)xν ⊗ ( )
⊗ℓ
+∑
τ
ξτxτ , (5.14)
where τ runs over the set partitions of [1, 2(k+ ℓ)] which have at least one block that contains k+ j,
2(k + j) and some other element of [1, 2(k + ℓ)] for some j such that 1 ≤ j ≤ ℓ, and ξτ ∈ Z.
Now it follows from (5.14) and the fact that the matrices µ2k and ζ2k are inverses that
ek,n ⊗ ( )
⊗ℓ =
∑
πν
( ∑
̺,π̺ν
µ2k(π, ̺)ζ2k(̺, ν)
)
xν ⊗ ( )
⊗ℓ +
∑
τ
ξτxτ
= xπ ⊗ ( )
⊗ℓ +
∑
τ
ξτxτ = ek,n ⊗ ( )
⊗ℓ +
∑
τ
ξτxτ .
By the rule for multiplication in the orbit basis, ( )⊗(k+ℓ) · xτ · ( )
⊗(k+ℓ) = 0 when τ has any
horizontal edges. Therefore,
( )⊗(k+ℓ) ·
(
ek,n ⊗ ( )
⊗ℓ
)
· ( )⊗(k+ℓ) = ek,n ⊗ ( )
⊗ℓ (5.15)
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holds for 2k > n and all ℓ ≥ 1. Consequently, we have the following:
Proposition 5.16. For k, ℓ ∈ Z≥1,
(i) if 2k > n, then ek,n ⊗ ( )
⊗ℓ is in the two-sided ideal of Pk+ℓ(n) generated by ek,n ⊗ ( )
⊗ℓ;
(ii) if 2k − 1 > n, then ek− 1
2
,n ⊗ ( )
⊗ℓ is in the two-sided ideal of Pk+ℓ− 1
2
(n) generated by
ek,n ⊗ ( )
⊗ℓ.
Proof. Part (i) follows immediately from (5.15). For part (ii), note first that ek− 1
2
,n = ek,n when
2k − 1 > n. Since ( )⊗k+ℓ ∈ Pk+ℓ− 1
2
(n), equation (5.15) allows us to conclude that
ek− 1
2
,n ⊗ ( )
⊗ℓ = ek,n ⊗ ( )
⊗ℓ ∈ 〈ek,n ⊗ ( )
⊗ℓ〉k+ℓ− 1
2
.
Theorem 5.17. (a) The kernel of the representation Φk,n : Pk(n) → EndSn(M
⊗k
n ) is generated
as a two-sided ideal by the element en,n ⊗ ( )
⊗k−n for k ∈ Z≥n.
(b) The kernel of the representation Φk− 1
2
,n : Pk− 1
2
(n) → EndSn−1(M
⊗k−1
n ) is generated as a
two-sided ideal by the element en,n ⊗ ( )
⊗k−n for n > 1 and k ∈ Z≥n.
Proof. (a) We know from Theorem 5.6 that for k ∈ 12Z and 2k > n, the essential idempotent ek,n
generates the kernel of Φk,n as a two-sided ideal. Moreover, en,n = ( )⊗ ( )
n−1. Then for ℓ ≥ 0,(
en,n ⊗ ( )
⊗ℓ
)2
= (n− (n+ ℓ+ 1))en,n ⊗ ( )
⊗ℓ + (n− (n+ ℓ))en+ℓ,n
= −(ℓ+ 1)en,n ⊗ ( )
⊗ℓ − ℓen+ℓ,n.
(5.18)
Therefore, en+ℓ,n ∈ 〈en,n ⊗ ( )
⊗ℓ〉n+ℓ. By Proposition 5.16 (i), 〈en,n ⊗ ( )
⊗ℓ〉n+ℓ ⊆ 〈en,n ⊗
( )⊗ℓ〉n+ℓ for ℓ ≥ 0, which implies that kerΦn+ℓ,n = 〈en+ℓ,n〉n+ℓ ⊆ 〈en,n ⊗ ( )
⊗ℓ〉n+ℓ. Since
en,n ⊗ ( )
⊗ℓ acts as en,n ⊗ Id
⊗ℓ
Mn
on M⊗n+ℓn for all ℓ ≥ 0, it lies in the kernel of Φn+ℓ, and the
reverse containment holds, 〈en,n ⊗ ( )
⊗ℓ〉n+ℓ ⊆ 〈en+ℓ,n〉n+ℓ. Hence, kerΦn+ℓ,n = 〈en+ℓ,n〉n+ℓ =
〈en,n⊗ ( )
⊗ℓ〉n+ℓ for all ℓ ≥ 0. Letting k = n+ ℓ, we have part (a): kerΦk,n = 〈en,n⊗ ( )
⊗k−n〉k
for all k ≥ n.
For part (b), using the fact that ek− 1
2
,n = ek,n for k ≥ n > 1, and applying (5.18) with ℓ = k−n,
we obtain (
en,n ⊗ ( )
⊗k−n
)2
= −(k − n+ 1)en,n ⊗ ( )
⊗k−n − (k − n)ek,n
= −(k − n+ 1)en,n ⊗ ( )
⊗k−n − (k − n)ek− 1
2
,n.
Consequently, ek− 1
2
,n ∈ 〈en,n⊗ ( )
⊗k−n〉k− 1
2
⊆ 〈en,n⊗ ( )
⊗k−n〉k− 1
2
, where the last containment
comes from Proposition 5.16 (ii). Now en,n ⊗ ( )
⊗k−n acts as en,n ⊗ Id
⊗k−n
Mn
on M⊗k−1n ⊗ un,
which is isomorphic to M⊗k−1n as an Sn−1-module. Therefore, en,n ⊗ ( )
⊗k−n ∈ kerΦk− 1
2
,n =
〈ek− 1
2
,n〉k− 1
2
. From these results, we see that kerΦk− 1
2
,n = 〈en,n ⊗ ( )
⊗k−n〉k− 1
2
, as desired.
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5.3 Fundamental theorems of invariant theory for Sn
The fundamental theorems of invariant theory for the symmetric group Sn describe generators and
relations for the invariants of the natural realization of Sn as permutations on the n-dimensional
permutation moduleMn and the Sn-action on tensor powers ofMn. The surjection Φk,n : Pk(n)→
EndSn(M
⊗k
n ), which is an isomorphism when n ≥ 2k, gives a representation-theoretic approach
to the fundamental theorems using the fact that the partition algebra Pk(n) has a presentation as a
unital algebra with generators si (1 ≤ i ≤ k − 1), pi (1 ≤ i ≤ k), and pi+ 1
2
= bi (1 ≤ i ≤ k − 1)
and with the relations given in (a)-(c) of Theorem 2.9. As a consequence of that result and Theorems
5.6 and 5.17, we have the following:
Theorem 5.19. (Second Fundamental Theorem of Invariant Theory for Sn) For all k, n ∈ Z≥1,
imΦk,n = EndSn(M
⊗k
n ) is generated by the partition algebra generators and relations in Theorem
2.9 (a)-(c) together with the one additional relation ek,n = 0 in the case that 2k > n. When k ≥ n,
the relation ek,n = 0 can be replaced with en,n = 0.
Theorem 5.6 shows that ek,n generates the kernel ofΦk,n, Theorem 5.8 shows ek,n is an essential
idempotent, and equation (5.4) gives the expression for ek,n in the diagram basis. The last statement
in Theorem 5.19 comes from identifying en,n with its embedded image in Pk(n) in Theorem 5.17.
Remark 5.20. We know from Theorem 5.19 that gn := en,n ⊗ ( )
⊗k−n (which we have identified
with en,n) generates kerΦk,n as a two-sided ideal for k ≥ n. It is natural to ask if kerΦk,n can be
principally generated by any of the elements
gℓ := eℓ,n ⊗ ( )
⊗k−ℓ = ( )⊗n+1−ℓ ⊗ ( )⊗2ℓ−n−1 ⊗ ( )⊗k−ℓ
for ℓ such that k ≥ n > ℓ ≥ 12(n+1). Let J = Jk−1, the ideal of Pk(n) spanned by all the diagram
basis elements with propagating number less than or equal to k − 1, and set Iℓ = 〈gℓ〉. Since
en,n ⊗ ( )
⊗k−n = ( ) ⊗ ( )⊗n−1 ⊗ ( )⊗k−n ≡ Ik modulo J , we have (In + J)/J ∼= Pk(n)/J .
We claim that (Iℓ + J)/J 6= (Im + J)/J for ℓ < m ≤ n. Indeed, gℓ ≡
∑
σ∈Sn+1−ℓ
σ ⊗
( )⊗k+ℓ−n−1 and gm ≡
∑
τ∈Sn+1−m
τ ⊗ ( )⊗k+m−n−1 modulo J , and because
∑
σ∈Sn+1−ℓ
σ and∑
τ∈Sn+1−m
τ ⊗ ⊗m−ℓ generate different ideals in FSn+1−ℓ, the ideals Iℓ and Im cannot be equal.
Therefore, n is the smallest value such that en,n generates kerΦk,n for all k ≥ n.
6 Connections with Primitive Central Idempotents
6.1 The irreducible module labeled by the partition [n− k, k]
For λ a partition of n (which we write λ ⊢ n), the primitive central idempotent in FSn corresponding
to the irreducible Sn-module S
λ
n indexed by λ is
ελ =
fλ
n!
∑
σ∈Sn
χλSn(σ
−1)σ, (6.1)
where χλSn is the character of S
λ
n, and f
λ is the dimension of Sλn, which can be computed by the
well-known hook formula fλ = n!/
∏
b h(b). The denominator is the product of the hook lengths
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h(b) of the boxes b in the Young diagram of λ (see [FH, (2.32)]). When n ≥ 2k, the partition algebra
Pk(n) can be identified with the centralizer algebra EndSn(M
⊗k
n ), and its irreducible modules P
λ
k,n
can also be indexed by the partitions of n. Since Sn and Pk(n) have commuting actions on M
⊗k
n ,
by Schur-Weyl duality M⊗kn has a multiplicity-free decomposition into a direct sum of bimodules
Sλn ⊗ P
λ
k,n for Sn × Pk(n). Therefore, if
Ψk,n : Sn → End(M
⊗k
n ) (6.2)
is the representation of Sn onM
⊗k
n given by the diagonal action, the projection map fromM
⊗k
n onto
the isotypic component Sλn ⊗ P
λ
k,n corresponding to λ ⊢ n is given by
Ψk,n(ελ) =
fλ
n!
∑
σ∈Sn
χλSn(σ
−1)Ψk,n(σ). (6.3)
Now (Ψk,n(ελ))
2 = Ψk,n((ελ)
2) = Ψk,n(ελ), andΨk,n(ελ) commutes withΨk,n(τ) for all τ ∈ Sn,
because it is the image of the central element ελ of FSn. Thus, the idempotent Ψk,n(ελ) lives in the
centralizer EndSn(M
⊗k
n ), which we identify with Pk(n), whenever n ≥ 2k. With this identification,
Ψk,n(ελ) for any λ ⊢ n can be expressed in the diagram basis {dπ | π ∈ Π2k} or in the orbit
basis {xπ | π ∈ Π2k} of Pk(n). Our interest is in one specific choice of λ, namely, the two-part
partition [n − k, k] ⊢ n. When n ≥ 2k, the corresponding irreducible Pk(n)-module P
[n−k,k]
k,n is
one-dimensional (see [BHH, Cor. 5.14]). The diagram basis elements dπ with pn(π) < k act as 0 on
P
[n−k,k]
k,n , and the permutation diagrams act as the identity element. Thus, the character of P
[n−k,k]
k,n
is
χ
[n−k,k]
Pk(n)
(dπ) =
{
1 if pn(dπ) = k,
0 if pn(dπ) < k,
(6.4)
and when the Pk(n)-module P
[n−k,k]
k,n restricted to the subalgebra FSk, it gives the trivial represen-
tation [H, Cor 4.2.3(b)]. For this particular choice of partition, we show the following:
Theorem 6.5. Assume k, n ∈ Z≥1 and n ≥ 2k. The expression for Ψk,n(ε[n−k,k]) in the orbit basis
is given by
Ψk,n(ε[n−k,k]) = f
[n−k,k]
∑
π∈R2k
c(π, n)xπ, (6.6)
where the sum is over the rook partitions π of {1, 2, . . . , 2k},
c(π, n) =
(−1)k−pn(π)(k − pn(π))!
(n)|π|
=
(−1)k−pn(π)(k − pn(π))!
(n)2k−pn(π)
, and (6.7)
f [n−k,k] =
1
k!
(n − 2k + 1)(n)k−1 =
(n− 2k + 1)n!
k!(n − k + 1)!
=
(n− 2k + 1)
(n− k + 1)
(
n
k
)
. (6.8)
Since |π| = 2k − pn(π) for π ∈ R2k, the coefficient c(π, n) depends only on n, k, and the propa-
gating number pn(π).
The expression for f [n−k,k] in (6.8) follows directly from the hook-length formula. We suppose
that Ξk,n is the right-hand expression in (6.6), so that
Ξk,n := f
[n−k,k]
∑
π∈R2k
c(π, n)xπ =
1
k!
(n − 2k + 1)(n)k−1
∑
π∈R2k
c(π, n)xπ. (6.9)
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Before beginning the proof of Theorem 6.5, we make a few comments and present some examples.
Remark 6.10. For k ≥ 1, Ξk,n is a well-defined element of the partition algebra Pk(n) for all but
finitely many values of n which depend on k. When Ξk,n is defined, it is nonzero, since {xπ | π ∈
Π2k} is a basis of Pk(n), and not all the c(π, n) are zero. Our aim in proving Theorem 6.5 is to
show that when n ≥ 2k, Ξk,n equals Ψk,n(ε[n−k,k]), hence, Ξk,n is a central idempotent of Pk(n).
As a result of Theorem 6.5, we will be able to identify P
[n−k,k]
k,n with the one-dimensional ideal of
Pk(n) spanned by Ξk,n = Ψk,n(ε[n−k,k]) when n ≥ 2k.
The element Ξk,n is defined when n = 2k − 1, as the terms (n − 2k + 1)c(π, n) are exactly
0, except for the set partition π consisting of all singletons, as illustrated in the examples below.
If n = 2k − 1, then dimΦk,n (Pk(n)) = dimPk(n) − 1 = B(2k) − 1, and it is exactly the one-
dimensional subspace spanned by Ξk,2k−1 that gives the kernel of the representation Φk,n. As we
show in Theorem 6.30 below, Ξk,2k−1 equals
(−1)k
k! ek,2k−1 for all k ∈ Z≥1, where ek,2k−1 is the
essential idempotent from (5.1) corresponding to the set partition with all singleton blocks.
Examples 6.11. Here we display Ξk,n for k = 1, 2, 3. In each case, all of the orbit diagrams
occurring inΞk,n have a coefficient containing n−(2k−1) as a factor (and so are 0 when n = 2k−1)
except for the very last one, which is the orbit basis diagram ek,2k−1 and which has coefficient
(−1)k/k!.
Ξ1,n =(n− 1)
(
1
n
+
−1
n(n− 1)
)
,
Ξ2,n =
n(n− 3)
2
(
1
n(n− 1)
[
+
]
+
−1
n(n− 1)(n − 2)
[
+ + +
]
+
2
n(n− 1)(n − 2)(n − 3)
)
,
Ξ3,n =
n(n− 1)(n − 5)
6
(
1
n(n− 1)(n − 2)
[
+ +
(
4 more
with pn = 3
)]
+
−1
n(n− 1)(n − 2)(n − 3)
[
+ + (16 more with pn = 2)
]
+
2
n(n− 1)(n − 2)(n − 3)(n − 4)
[
+ +
(
7 more
with pn = 1
)]
+
−6
n(n− 1)(n − 2)(n − 3)(n − 4)(n − 5)
)
.
Proof of Theorem 6.5. As noted earlier, the element Ξk,n in (6.9) is nonzero and well-defined for all
n ≥ 2k− 1. The partition algebra Pk(n) is generated by the elements si, 1 ≤ i ≤ k − 1, b1, and p1
defined in (2.6)–(2.8). We claim it suffices to show that
(1) siΞk,n = Ξk,nsi = Ξk,n for 1 ≤ i ≤ k − 1;
(2) p1Ξk,n = Ξk,np1 = b1Ξk,n = Ξk,nb1 = 0;
(3) (Ξk,n)
2 = Ξk,n (Ξk,n is an idempotent).
(6.12)
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Indeed, once we establish (1) and (2), we will know that Ξk,n is central in Pk(n), and Ξk,n
spans a one-dimensional submodule (which is also an ideal) of Pk(n), so that (Ξk,n)
2 = cΞk,n
for some c ∈ F. If χ is the character of that submodule, then using the fact that χ(ab) = χ(ba)
along with (1) and (2), we determine that χ(dπ) = 0 unless π is a permutation, in which case
χ(dπ) = 1 by (1). By comparing χ with the character of the irreducible module P
[n−k,k]
k,n in (6.4),
we conclude FΞk,n ∼= P
[n−k,k]
k,n when n ≥ 2k. As a result, we know that Ξk,n maps onto the
[n − k, k]-isotypic component S
[n−k,k]
n ⊗ P
[n−k,k]
k,n
∼= S
[n−k,k]
n (as vector spaces) when applied to
M⊗kn . However, Ψk,n(ε[n−k,k]) is an idempotent projecting onto that space. Since (Ξk,n)
2 = cΞk,n
for c ∈ F, once we prove (3) that c = 1 holds and Ξk,n is an idempotent, we will know that the two
elements Ψk,n(ε[n−k,k]) and Ξk,n must be equal when n ≥ 2k, as asserted in Theorem 6.5.
We will prove that (1) and (2) of (6.12) hold for all k, n for which Ξk,n is defined. In the
calculation below, f [n−k,k] should be interpreted as the right-hand expression in (6.8).
(1) The relation siΞk,n = Ξk,nsi = Ξk,n comes easily from (5.7), which says σ
′xπσ = xσ′∗π∗σ
for all σ, σ′ ∈ Sk, and from the fact that the coefficients satisfy c(σ
′ ∗ π ∗ σ, n) = c(π, n), i.e., the
coefficients depend only on the propagating number and are therefore constant up to permutation of
the vertices.
(2) The relation b1Ξk,n = Ξk,nb1 = 0 in (2) follows from the fact that rook partition diagrams
have no horizontal edges, and b1 contains the block {1, 2, k + 1, k + 2}, so b1xπ = xπb1 = 0 for
any rook partition π, since these diagrams never match in the middle.
The fact that p1Ξk,n = Ξk,np1 = 0 is the most interesting case and makes use of the specific
values of the coefficients c(π, n). To show this, it suffices to work with the element p˜1 := np1,
which enables us to ignore the scalar factor in the definition (2.7) of p1. First, we prove the following
property describing the product of a rook orbit diagram with p˜1.
Claim: For π ∈ R2k, let x̂π be the sum of orbit diagrams obtained from xπ by removing (if it
exists) the edge containing vertex 1 in the bottom row of π and then adding an edge from vertex 1 to
any other block of π. We claim that xπp˜1 = ℓ x̂π, where ℓ = n−|π|+1 if vertex 1 is its own block,
and ℓ = 1 otherwise. Here are two examples of such products, which involve the multiplication of
an orbit basis diagram with a diagram basis element, as pictured below.
= + + +
= (n − 3)
(
+ + +
) (6.13)
We prove the claim for all n ≥ 2k by using labeled diagrams as in Section 3.2. The bottom
row of the product xπp˜1 is labeled with r1, r2, . . . , rk ∈ [1, n]. The middle row is then labeled with
z, r2, . . . , rk as forced by the diagram p˜1 and (3.12). The top row is labeled using the rule: any
vertices in the top row of π connected to the middle row are given the corresponding middle row
labels, and the remaining vertices are labeled with q1, q2, . . . , qt ∈ [1, n] (where possibly t = 0).
These labelings can be seen in the examples (6.14) below. The labelings of xπ must be distinct on
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distinct parts of π, but the labelings on p˜1 need not be distinct.
z r2 r3
r3 q1 r2
r1 r2 r3
= (n− 3)

r1 r2 r3
r3 q1 r2
+
r1 r2 r1
r1 q1 r2
+
r1 r2 r3
r3 r1 r2
+
r1 r1 r3
r3 q1 r1

z r2 r3
r3 z r2
r1 r2 r3
=
r1 r2 r3
r3 z r2
+
r1 r2 r1
r1 z r2
+
r1 r2 r3
r3 r1 r2
+
r1 r1 r3
r3 z r1
.
(6.14)
The constant n − |π| + 1 counts the possible values of z ∈ [1, n], which must be distinct from
the other |π| − 1 labels of xπ. On the right-hand side, the connections from vertex 1 to another
block account for the fact that r1 is allowed to equal any of the other labels, since vertex 1 is not
connected in p˜1.
To complete the proof of (2) in the theorem, we need to show that each of the orbit basis
diagrams xπ in Ξk,np˜1 and in p˜1Ξk,n has coefficient 0. For the product Ξk,np˜1, each such xπ is
a rook orbit diagram or can be obtained from a rook orbit diagram by connecting vertex 1 to another
block in the diagram, as seen above. Assume pn(π) = t and |π| = r, so that then xπ has k − t
isolated vertices in the top row. The first way we can obtain such a diagram xπ is in the product
x̺p˜1 where ̺ is the rook partition obtained from π by removing the connection to vertex 1. These
are the kinds of diagrams that appear in the first line of (6.13). In this case, x̺ has coefficient
f [n−k,k](−1)k−t(k − t)!/(n)t+1 in Ξk,n, and in the product x̺p˜1, the diagram xπ has a factor of
n− t by the previous claim. Thus, the coefficient of xπ coming from x̺p˜1 is
f [n−k,k]
(n− t)(−1)k−t(k − t)!
(n)t+1
= f [n−k,k]
(−1)k−t(k − t)!
(n)t
.
The other way to obtain xπ in Ξk,np˜1 is in a product xδp˜1, where π is obtained from a rook partition
δ by removing the connection of vertex 1 in δ and connecting it to the block that contains vertex 1
in π. These are the kinds of diagrams that appear in the second line of (6.13). There are k − t such
diagrams δ that give π in this way (one for each of the isolated vertices in the top row of π). In this
case, the multiplication factor from xδp˜1 is 1. Thus, there are k− t terms xδp˜1 in Ξk,n that have xπ
with coefficient equal to
f [n−k,k]
(−1)k−t−1(k − t− 1)!
(n)t
The sum of all the coefficients of xπ is 0, as desired. Checking that the coefficient of the diagrams
for which vertex 1 is isolated is entirely similar. Verifying that the product p˜1Ξk,n = 0 can be done
by reflecting the diagrams in the argument above about their horizontal axes. Consequently, (2)
holds.
The proof of Theorem 6.5 will be finished once we prove (3) of (6.12), (Ξk,n)
2 = Ξk,n, which
will be shown in part (iii) of the next proposition.
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Proposition 6.15. If Ξk,n =
∑
̺∈Π2k
a(̺)d̺ is the expression for Ξk,n as a linear combination of
the diagram basis elements, then
(i)
a(̺) = f [n−k,k]
k∑
r=0
(−1)k−r(k − r)!
(n)2k−r
 ∑
π∈R2k,r, π̺
µ2k(π, ̺)
 , (6.16)
where R2k,r ⊆ R2k is the subset of rook partitions π with propagating number pn(π) = r for
0 ≤ r ≤ k, and µ2k(π, ̺) is the Mo¨bius function from (2.17).
(ii) a(̺) = (k !)−1 if ̺ is a permutation.
(iii) (Ξk,n)
2 = Ξk,n so that (3) of (6.12) holds, and the proof of Theorem 6.5 is complete.
Proof. (i) Since the coefficient c(π, n) of xπ in Ξk,n in (6.9) depends only on n, k and the propa-
gating number pn(π), we can sum over rook partitions π with propagating number r for 0 ≤ r ≤ k.
Then we can apply Mo¨bius inversion (2.17) to express xπ in terms of the diagrams d̺ to obtain
Ξk,n = f
[n−k,k]
k∑
r=0
∑
π∈R2k,r
(−1)k−r(k − r)!
(n)2k−r
xπ = f
[n−k,k]
k∑
r=0
(−1)k−r(k − r)!
(n)2k−r
∑
π∈R2k,r
xπ
= f [n−k,k]
k∑
r=0
(−1)k−r(k − r)!
(n)2k−r
 ∑
π∈R2k,r , ̺∈Π2k , π̺
µ2k(π, ̺)d̺
 ,
(6.17)
implying (6.16).
(ii) Let ̺ be a permutation. There are
(
k
r
)
rook partitions π in Π2k with propagating number
r and π  ̺. For each such π, we have µ2k(π, ̺) = (−1)
k−r, since in going from π to ̺ we join
k − r pairs of vertices by propagating edges. Thus, the coefficient of d̺ is
a(̺) = f [n−k,k]
k∑
r=0
(−1)k−r(k − r)!
(n)2k−r
(
k
r
)
(−1)k−r = f [n−k,k]
k∑
r=0
(k − r)!k!
(n)2k−rr!(k − r)!
=
f [n−k,k]k!
n!
k∑
r=0
(n− 2k + r)!
r!
=
f [n−k,k]k!
n!
(n− k + 1)!
(n− 2k + 1)k!
=
1
k!
,
where the fourth equality comes from applying the diagonal sum identity below for binomial coef-
ficients in Pascal’s triangle with ℓ set equal n− 2k:
k∑
r=0
(ℓ+ r)!
r!
= ℓ!
k∑
r=0
(
ℓ+ r
r
)
= ℓ!
(
ℓ+ k + 1
k
)
=
(ℓ+ k + 1)!
(ℓ+ 1)k!
.
(iii) We know that (Ξk,n)
2 = cΞk,n for some constant c, and to determine c we compare the co-
efficient of the identity diagram Ik in Pk(n) (see (2.5)) on both sides of (Ξk,n)
2 = cΞk,n. By Propo-
sition 6.15 (ii), the coefficient of Ik in Ξk,n is (k !)
−1. Since (Ξk,n)
2 =
∑
̺,π∈Π2k
a(̺)a(π)d̺dπ,
the only way to get Ik in a product d̺dπ is if ̺ is a permutation and π = ̺
−1. Thus, again using
Proposition 6.15 (ii), we determine that the coefficient of Ik in (Ξk,n)
2
is
∑
π∈Sk
(k !)−2 = (k !)−1.
Therefore, c = 1.
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Remark 6.18. In [MW], Martin and Woodcock give a recursive construction for what they term a
“splitting idempotent” ϕkk of Pk(n) when n ≥ 2k. The idempotent ϕ
k
k is characterized by the prop-
erty that ϕkky = 0 for all y in the ideal J spanned by the diagram basis elements with propagating
number less than k, and ϕkkσ ≡ σ modulo J for σ ∈ Sk, where we are identifying a permutation σ
with its corresponding permutation diagram basis element in Pk(n) as we have done, for example,
in (5.7). Letting eµ =
fµ
k!
∑
σ∈Sk
χµSk(σ
−1)σ for µ a partition of k, they show that ϕkkeµ is the
primitive central idempotent in Pk(n) projecting onto the irreducible Pk(n)-module labeled by the
partition of n obtained by adjoining a part of size n − k to µ. When µ is the one-part partition
[k] of k, then e[k] =
1
k!
∑
σ∈Sk
σ is the idempotent corresponding to the trivial one-dimensional
Sk-module. In this case, ϕ
k
ke[k] is the primitive central idempotent projecting onto the irreducible
module P
[n−k,k]
k,n . Since Ξk,n has that same property, it follows that Ξk,n = ϕ
k
ke[k] when n ≥ 2k.
In (6.17), we have displayed an explicit expression for ϕkke[k] = Ξk,n in both the diagram and orbit
bases of Pk(n).
6.2 The irreducible module labeled by the partition [n− 1− k, k]
Next, we extend the results of the previous section to the partition algebras Pk+ 1
2
(n).
Suppose n ∈ Z>1 and k ∈ Z≥1, and define
Ξ 1
2
,n := ,
Ξk+ 1
2
,n := Ξk,n−1 =
1
k!
(n− 2k)(n − 1)(k−1)
∑
π∈R2k
(−1)k−pn(π)(k − pn(π))!
(n− 1)2k−pn(π)
xπ ,
(6.19)
where by the second expression, we mean append an orbit vertical edge on the right of each orbit
diagram in Ξk,n−1 so that the adjoined edge is not connected to any of the first k vertices on the top
or bottom, as in the examples below. (We are not using a ⊗ symbol here as we did in Section 5.3,
as only one vertical edge is adjoined.)
Examples 6.20.
Ξ1 1
2
,n =(n− 2)
(
1
n− 1
+
−1
(n− 1)(n − 2)
)
,
Ξ2 1
2
,n =
(n− 1)(n − 4)
2
(
1
(n− 1)(n − 2)
[
+
]
+
−1
(n − 1)(n − 2)(n − 3)
[
+ + +
]
+
2
(n − 1)(n − 2)(n − 3)(n − 4)
)
.
Suppose k ∈ Z≥0, n ∈ Z>1, and n ≥ 2k+ 1. For the partition [n− 1− k, k] of n− 1 consider
the corresponding primitive central idempotent ε[n−1−k,k] in FSn−1 given by
ε[n−1−k,k] =
f [n−1−k,k]
(n− 1)!
∑
σ∈Sn−1
χ
[n−1−k,k]
Sn−1
(σ−1)σ. (6.21)
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When k = 0, this is the idempotent corresponding to the trivial representation of Sn−1, and the im-
age of this idempotent under the representation Ψ 1
2
,n : FSn−1 → End(Fun) is the identity mapping.
Since Ξ 1
2
,n = ∈ P 1
2
(n) acts as the identity map on Fun, the two are equal, Ψ 1
2
,n(ε
[n−1,0]) = Ξ 1
2
,n.
When k > 0, we show that the image of the idempotent ε[n−1−k,k] under the representation,
Ψk+ 1
2
,n : FSn−1 → End(M
⊗k
n ⊗ un), Ψk+ 1
2
,n = Ψk,n ⊗ IdMn (6.22)
is Ξk+ 1
2
,n, where Ψk,n : FSn → M
⊗k
n is restricted to FSn−1. More precisely, we prove the follow-
ing:
Theorem 6.23. Assume k, n ∈ Z≥1 and n ≥ 2k + 1. Then
Ξk+ 1
2
,n = Ψk+ 1
2
,n
(
ε[n−1−k,k]
)
=
f [n−1−k,k]
(n− 1)!
∑
σ∈Sn−1
χ
[n−1−k,k]
Sn−1
(σ−1)Ψk+ 1
2
,n(σ), (6.24)
where Ψk+ 1
2
,n is as in (6.26).
Proof. For each i = 1, 2, . . . , k, let Ui be the subspace of M
⊗k
n ⊗ un spanned by the simple basis
tensors ur1 ⊗ ur2⊗· · ·⊗ urk ⊗ un for which uri = un. The operator Ξk+ 1
2
,n acts as 0 on any simple
basis tensor in Ui, because the orbit diagrams in the expansion of Ξk+ 1
2
,n in the orbit basis are rook
orbit diagrams, so none of them has an edge connecting the ith column to the (k+1)st column. The
remaining basis tensors not in some Ui span the subspace M
⊗k
n−1 ⊗ un, and by definition, Ξk+ 1
2
,n
acts exactly as the operator Ξk,n−1 on that space.
Each space Ui is an Sn−1-submodule isomorphic as an Sn−1-module to M
⊗k−1
n . The Sn−1-
module labeled by the partition [n − 1 − k, k] does not appear as a summand in Ui, because
the partition shape [n − 1 − k, k] first appears after k tensor powers, i.e., in M⊗kn ⊗ un. Thus,
Ψk+ 1
2
,n
(
ε[n−1−k,k]
)
acts as 0 on Ui for i = 1, 2, . . . , k and has a nonzero action given by Ψk,n−1⊗
IdMn on the submodule M
⊗k
n−1 ⊗ un of M
⊗k
n ⊗ un, where Ψk,n−1 : F[Sn−1] → End(M
⊗k
n−1 ⊗ un)
is the representation afforded by M⊗kn−1 ⊗ un. Since Ξk,n−1 = Ψk,n−1
(
ε[n−1−k,k]
)
on M⊗kn−1 for
n ≥ 2k + 1 by Theorem 6.5, we have that the actions of Ξk+ 1
2
,n and Ψk+ 1
2
,n
(
ε[n−1−k,k]
)
on
M⊗kn ⊗ un are identical. But Pk+ 1
2
(n) is represented faithfully on that space when n ≥ 2k + 1 by
Theorem 3.8 (b), so the two must be equal.
6.3 Summary of our results
We have proven the multiplication rule for orbit basis elements of the partition algebra Pk(n).
For n, k ∈ Z≥1 such that 2k > n, we have exhibited an orbit basis element ek,n in (5.1) and
have shown that the two-sided ideal of Pk(n) generated by ek,n is the kernel of the representation
Φk,n : Pk(n) → EndSn(M
⊗k
n ) (Theorem 5.6) and that ek,n is an essential idempotent (Theorem
5.8). From those results, we also know that ek− 1
2
,n = ek,n generates the kernel of the representation
Φk− 1
2
,n : Pk− 1
2
(n)→ EndSn−1(M
⊗k−1
n ).
In Section 5.3, in particular in Theorem 5.19, we have established the Second Fundamental
Theorem of Invariant Theory for the symmetric group Sn using the partition algebra results proven
in this paper.
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According to Theorem 6.5, for n ≥ 2k the image Ξk,n = Ψk,n
(
ε[n−k,k]
)
of the central idempo-
tent ε[n−k,k] ∈ FSn corresponding to the two-part partition [n− k, k] of n under the representation
Ψk,n : FSn → End(M
⊗k
n ) lives in Pk(n)
∼= EndSn(M
⊗k
n ) and has the following expression:
Ξk,n = f
[n−k,k]
∑
π∈R2k
c(π, n)xπ =
1
k!
(n − 2k + 1)(n)k−1
∑
π∈R2k
(−1)k−pn(π)(k − pn(π))!
(n)2k−pn(π)
xπ
=
1
k!
(n− 2k + 1)(n)k−1
∑
̺∈Π2k
( ∑
π∈R2k ,π̺
c(π, n)µ2k(π, ̺)
)
d̺.
(6.25)
Analogously, in Theorem 6.23, we have established that under the representation
Ψk+ 1
2
,n : FSn−1 → End(M
⊗k
n ⊗ un), Ψk+ 1
2
,n = Ψk,n ⊗ IdMn , (6.26)
the image of the central idempotent ε[n−1−k,k] ∈ FSn−1 corresponding to the partition [n−1−k, k]
of n− 1 has the following expression:
Ψk+ 1
2
,n
(
ε[n−1−k,k]
)
=
f [n−1−k,k]
(n− 1)!
∑
σ∈Sn−1
χ
[n−1−k,k]
Sn−1
(σ−1)Ψk+ 1
2
,n(σ). (6.27)
Moreover, we know thatΨk+ 1
2
,n
(
ε[n−1−k,k]
)
= Ξk,n , which we have denoted Ξk+ 1
2
,n. Therefore,
Ξk+ 1
2
,n = Ξk,n−1 =
1
k!
(n− 2k)(n − 1)k−1
∑
π∈R2k
c(π, n)xπ
=
1
k!
(n− 2k)(n − 1)k−1
∑
π∈R2k
(−1)k−pn(π)(k − pn(π))!
(n − 1)2k−pn(π)
xπ ,
=
1
k!
(n− 2k)(n − 1)k−1
∑
̺∈Π2k+1
( ∑
π∈R2k+1,π̺
c(π, n)µ2k(π, ̺)
)
d̺,
(6.28)
where R2k+1 ⊆ R2(k+1) is the set of rook partitions that contain the block {k + 1, 2k + 2}.
The coefficient f [n−k,k]c(π, n) of a rook orbit basis element xπ in Ξk,n equals
(n− 2k + 1)n!
k!(n − k + 1)!
(−1)k−pn(π)(k − pn(π))!
(n)2k−pn(π)
. (6.29)
We observed in Remark 6.10 that this coefficient makes sense for n = 2k−1, and for that particular
value of n, this expression is 0 if the propagating number pn(π) > 0, and when pn(π) = 0, it equals
(−1)k/k!. There is a unique π ∈ R2k with pn(π) = 0, and the associated rook orbit basis element
xπ has 2k singleton blocks. Thus, it equals the essential idempotent ek,2k−1 from (5.1). (Compare
Theorem 5.8 with n = 2k − 1, which shows that (ek,2k−1)
2 = (−1)kk! ek,2k−1.) Consequently, we
know that the following relations hold:
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Theorem 6.30. For k ∈ Z≥1,
(a) Ξk,2k−1 =
(−1)k
k!
ek,2k−1.
(b) Ξk+ 1
2
,2k = Ξk,2k−1 =
(−1)k
k!
ek,2k−1 =
(−1)k
k!
ek+1,2k =
(−1)k
k!
ek+ 1
2
,2k.
Remark 6.31. For all but finitely many values of ξ,
Ξk,ξ :=
1
k!
(ξ−2k+1)(ξ)k−1
∑
π∈R2k
c(π, ξ)xπ , where c(π, ξ) =
(−1)k−pn(π)(k − pn(π))!
(ξ)2k−pn(π)
, (6.32)
is defined. The calculations we have done to establish (1) and (2) of (6.12) show that whenever Ξk,ξ
is defined, it commutes with the generators si for 1 ≤ i ≤ k−1, b1, and p1 of Pk(ξ). Consequently,
Ξk,ξ is central in Pk(ξ) whenever it is defined. In that case, (1) and (2) of (6.12) imply Ξ
2
k,ξ = Ξk,ξ
and FΞk,ξ is a one-dimensional Pk(ξ)-module with dπΞk,ξ = 0 for all π such that pn(π) < k and
σΞk,ξ = Ξk,ξ for all σ ∈ Sk. In particular, we know when ξ = 2k − 1 that Ξk,2k−1 is defined, and
therefore, ek,2k−1 = (−1)
kk! Ξk,2k−1 is central in Pk(2k − 1). The essential idempotent ek,2k−1 is
unique with that property, as ek,n is never central when 2k − 1 > n (compare Remark 5.12).
6.4 Some connections with the work of Rubey and Westbury
In [RW1, Sec. 8], Rubey and Westbury consider a one-dimensional representation for Dk :=
EndSn(M
⊗k
n ) having the property that it is the trivial representation when restricted to the elements
of Dk with propagating number k and is equal to 0 on the other basis elements. If n ≥ 2k, the
diagrams with propagating number k are exactly the permutation diagrams inDk = Pk(n), and the
representation is P
[n−k,k]
k,n . In [RW1], the central idempotent in Dk associated to this representation
is called E(k). Therefore, it follows from (6.17) and (6.25) that the central idempotent in [RW1]
has the following expression
E(k) = Ξk,n when n ≥ 2k, (6.33)
where the expansions of Ξk,n in the orbit and diagram bases of Pk(n) are given in (6.25).
Remark 6.34. Rubey and Westbury go on to say that E(k) is up to scalar multiple the orbit dia-
gram with 2k singleton blocks. We have shown that this is true only if the expression for Ξk,n in
(6.25) is evaluated at n = 2k − 1, and in that case, Ξk,2k−1 =
(−1)k
k! ek,2k−1 by Theorem 6.30 (a).
The idempotent does not correspond to a one-dimensional representation for EndS2k−1(M
⊗k
2k−1)
then. The kernel of the surjection Pk(2k − 1) → EndS2k−1(M
⊗k
n ) is one-dimensional, spanned
by Ξk,2k−1 =
(−1)k
k! ek,2k−1, which is the orbit diagram in Π2k with 2k singleton blocks (see (5.1)).
When k ∈ Z≥1, the restriction of the one-dimensional representation of Dk+1 to D
′
k+1 (the
subalgebra of Dk+1 of diagrams with k + 1 and 2(k + 1) in the same block), corresponds to a
central idempotent of D′k+1, which is denoted by E
′(k + 1) in [RW1]. The algebra Pk+ 1
2
(n) acts
faithfully on M⊗kn when n ≥ 2k + 1 (see Theorem 3.8 (b)) and has a one-dimensional module
P
[n−1−k,k]
k+ 1
2
,n
, with corresponding central idempotent Ξk+ 1
2
,n = Ξk,n−1 by Theorem 6.23. Thus,
E′(k + 1) = Ξk+ 1
2
,n = Ξk,n−1 when n ≥ 2k + 1, (6.35)
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where the expressions for Ξk+ 1
2
,n in the orbit and diagram bases are displayed in (6.28). When n =
2k, the kernel of the surjection Pk+ 1
2
(2k) → EndS2k−1(M
⊗k
2k ) is generated by ek+ 1
2
,2k = ek,2k−1 ,
as in Theorem 6.30 (b). In fact, we know from [BHH, Thm. 5.5] that the kernel is one-dimensional,
since the dimension of EndS2k−1(M
⊗k
2k ) is B(2k+1)−1 = dimPk+ 1
2
(2k)−1, so the kernel is the F-
span of Ξk+ 1
2
,2k = Ξk,2k (see Theorem 6.30(b)). By Theorem 6.30 (b), Ξk+ 1
2
,2k =
(−1)k
k! ek+ 1
2
,2k,
when n = 2k .
We have not verified the conjectured recurrence relations in [RW1, Conjecture 8.4.9] for E(k)
and E′(k + 1), except for some small values of k; however, in this work we have given explicit
expressions for these idempotents in terms of orbit and diagram basis elements.
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