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Let Q be an open bounded subset of R”, the d-dimensional space, and let f be an 
unknown function belonging to H”‘(0), where M is an integer (m > d/2). Given the 
values of.fat n scattered data point in s;2 known with error, i.e., given z, =, f(t,)+~r. 
i= 1, .._, n, where the 6,‘s are i.i.d. random errors, we study the error E[]J- IT,]&], 
where 1’ 1 f,, are the Sobolev semi-norms in H”‘(O) and 6,. is the thin plate 
smoothing spline with parameter i, i.e., the unique minimizer of 1]uii,+ 
(l/n) x;=, (u(r,) - ;,)l. Under the assumption that the boundary of Q is smooth 
and the points satisfy a “quasi-uniform” condition, we obtain E[],f- di If,,] < 
c[i(m “!“’ I,flt,, + D/(t~l’*~ ’ “‘!zm)], k = 0, 1, ,.,, WI - 1. ( 1~88 Academic Press. lnc 
1. INTRODUCTION 
Let H”(Q), m > 1, be the Sobolev space 
where 9’(Q) is the space of Schwartz distributions and 
(1.1) 
(1.2) 
is the usual multi-index notation for partial derivatives. 
For m > d/2, let f be an element of H”(Q) and let z,, z2, . . . . z,~ satisfy 
z;=f(r,) + Cl, i= 1 3 . ..1 n, (1.3) 
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where T= {t 1, . . . . t,,} is a finite set of scattered data points in R and a,, 
i= 1 , . . . . n, are i.i.d. random variables with zero mean and variance r2. 
In order to approximate fit has been proposed to use the P-smoothing 
splines (cf. [S, 15, 18, 191) defined as the unique solution of the variational 
problem 
Minimize Ji( u), 
Ut o-mL*frWd) (1.4) 
where 
and 
D-“L2(Rd)= {uE~‘([Wd)lDaUEL2([Wd), /cl =m}. (1.6) 
It has been proved by Duchon (cf. [9]) that (1.4) has a unique solution 
provided T contains a yD,-, -unisolvent set, where PmP i is the set of 
polynomials defined on R” of total degree less than or equal to m - 1. 
Moreover, Duchon [9] proved that the solution ~, is given by 
aj,(t)= f C;K,(t-ti)+p(t)y (1.7) 
i=l 
where K, is the fundamental solution of the m-times iterated Laplacian 
and p E Pm _ , , i.e., 
A”K, = 6. (1.8) 
Moreover, following Duchon [9] and Schwartz [14] we have for K, 
Km(t) = 
Cmlt12m-; d odd 
C,lt12”P”log Itl, d even 
and 
(1.9) 
(-1) 
r1/2t I +m 
cm= 
2 2”p’n(d/2)(m- l)!(m-d/2) 
d even 
T(d/2 -m) 
22”n(d/2)(m - 1 )! 
d odd 
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The coefficients c,, . . . . c,, and the polynomial of degree m - 1 can be 
found solving the following system of equations: 
n%c,+ i ~,Klll(ti-t,)+p(t,)=Z,, i= 1, . ..) n (1.10) 
,=I 
jJ cjq(t,) = O, anyqgm- 1. (1.11) 
,=I 
For details and computational procedures see [ 11, 12, 191. 
3, > 0 is the smoothing parameter. For computational procedures to 
choose L from the data see [7, 1.5, 191. 
In this paper we aim to obtain error bounds of the type developed in 
[ 131 for the case d = 1. The results obtained will be of the same type as 
those obtained by Cox [6] for the W-smoothing splines based on a boun- 
ded domain (cf. [3, 6, 151). 
More precisely, we will show the following result. 
THEOREM 1 .l. Let 52 be an open bounded domain satkfying the un[form 
cone conditions and having a Lipschitz boundary. Define h,,, and h,,, as 
hmax=sup inf It-t,/ 
TER r= I. ..,,, 
(1.12) 
h mln = min 1 t, - t, 1 
t#i 
(1.13) 
and assume that there exists a constant B > 0 such that 
Lax < B, 
h,,,‘ 
Then there exists 3.,, > 0 and constants P, and Q, such that 
(1.14) 
(1.15) 
for E. 6 i.,, and nAd”“’ 3 1. 
To prove this theorem we will first recall some basic properties of 
smoothing splines and give an expression for E[ If- (TV. 1: n] which will be 
used to bound the error. In the third section we show relakonships between 
standard and discrete Sobolev norms. These results will be used in Sec- 
tion 4 to obtain the error estimates for exact data. In Section 5 we consider 
the study of the eigenvalues related to the spline problem and show how 
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they behave asymptotically. The result generalizes a previous result of the 
author in one dimension and proves the conjecture by Wahba. In Section 6 
we apply those results to bound the error in the presence of noise and 
prove the main theorem. 
2. BASIC PROPERTIES 
In this section we collect several basic properties of P-smoothing 
splines that have been pointed out by several authors (cf. [8,9,6, 15-J) and 
obtain the basic convergence rates. 
Let us first introduce some notation. For YE R” we call S,,(y) the 
smoothing spline of parameter 2 applied to the data yi, . . . . y,, i.e., the uni- 
que solution to 
iluli +i ,f (I --Y;)~ 
1=1 
where 
(2.1) 
(2.2) 
Also for g E H”(Q), m > d/2 we define S,J g) as 
%A(tT) = Lk), 
where 
(2.3) 
g = (dfl), . . . . g(tn)JTE w. (2.4) 
For u E D-“L,*( lFV’) we can define the bounded linear operator 
T: Dp”L2(Rd) -+ [L2(P’)-jdm 
as 
(2.5) T(u) = 
amu d 
> dxi,axi* ” ’ dXim il,i2,...,zm= 1’ 
Finally, in the space [L2(Rd)lP x R” define the norm 
With these notations S,,,(y) is the unique solution to the problem 
Minimize 111 [ Tu, u] - [O, yl III 2. 
UE D-mL*(Rd) 
(2.7) 
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Let < ., . $ be the inner product in [L*(@)]“‘” x iw” associated with 
II/ .I11 *. Using now (2.7) we easily obtain the following: 
LEMMA 2.1. For any dc Dp”L2(Rd), S,,Jy) satisfies 
nlg~s~~,j.(Y~12,,+~ f (g(tl)-S,,,j.(Y)(ti))2+~~lSn.L(Y)lf,r 
,=I 
+t i (y,-s,,(r)(t,))2=~lg:i,+~.~ (g(t,)-J’l)2. (2.8) 
I= I r=l 
Proof: From (2.7) we observe that [ T(S,,,,(y)), S,,,,(y)] is the projec- 
tion of [0, y] onto 
W={[Tu,u]foru~D~“‘L’([W~)}, (2.9) 
hence from the orthogonality of the projection we get 
III CT(g)? 81 - CT(s,,,j.(Y))2 s,z,j.(Y)l l/I2 + III CT(s,Lj.(Y))3 st7,i(Y)l - II03 Yl III’ 
= III [7-(g), 81 - F4 Yl Ill29 
which is the same as (2.8). 1 
It is clear that S,,,, is a linear operator; then 
sn,i(z) = srf,j.(f) + sn,i(E) (2.10) 
where E = (E ,, . . . . E,)~ is the vector containing the noise. This identity was 
also used by Ragozin [ 131 in the case of one-dimensional splines. Thus, 
ECIS~,2(z)-SI~,Q1 = If-s,,j.(f)l:.n+EIIS,,.j.(E)I:,,I (2.11) 
since E(E) = 0. Here I I :.n denotes the semi-norm 
d.x. 
Also we have 
(2.12) 
E ; f IX,.,(z)(f;) -f(t;)l’ 
,=I 1 
=i ,gl Cs,,j,(f)(t,)--f(t,)12 + E[i .f IS,,,;,O(~,)I~]- (2.13) ,=I 
In (2.11), (2.13) the first term corresponds to the error due to 
regularization of the exact function f while the second term is due only to 
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the noise. To get an upper bound of the error due to the noise we will have 
to study the behavior of the eigenvalues of a matrix associated to the spline 
problem. This is done in Section 5. In this section we obtain the error 
bounds for the first term using the properties of ,S,,j,(f). 
By substituting into (2.8) g =fn, the unique minimum semi-norm exten- 
sion off (see (3.2) below, we get 
thus 
(2.14) 
and 
; ,$, (f(t,) - %.(f)k))‘~ Wll. 
This concludes the proof of the following: 
LEMMA 2.2. We have the following error bounds: 
0) If”-%j.(f)l~~ If”lt; 
(ii) (l/n) CY= I (f”(ti)-s,,,(f)(ti))2 d 4fRlt. 
To use these results to obtain bounds for the terms If- s,Jf)l: R we 
need to relate lgli,,, Iglm,a and (l/n) Cr=, [g(ti)12 and then use the mter- 
polation theory of Sobolev spaces (cf. [ 1,2]). We develop this relationship 
in the next section. In one dimension these results were first obtained by 
Ragozin [13]. In the case of multivariate splines Cox [6] and Wahba 
[ 181 have already given proofs of Lemma 2.2. 
3. DISCRETE AND STANDARD SOBOLEV SEMI-NORMS 
We begin this section recalling a result from Duchon [lo]. 
LEMMA 3.1. Let Sz be an open set of Rd satisfying a uniform cone con- 
dition, i.e., there exist r > 0 and 0 > 0 such that for any t E 52 there exists a 
unit vector t(t) E R” such that the cone 
is entirely contained in Q. 
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Then there exist constants M, and Ml (depending on d and 0) and F 
(depending on 0 and r) such that ,for any positive c 6 E,), there exists T, c 52 
safiqjjsing 
(i) B(t, c) c Q,fi~r anI’ t E T,, 
(ii) Oc U B(t, M,E), (3.1) 
I E 7; 
(iii) C 1 B(r.M,i:) 6 MI> 
,E r, 
nxhere B( t, R) is the closed ball of radius r centered t and 1 E is the ,function 
being equal to 1 for x in E and 0 ,for x $ E. 
Remark. Condition (iii) means that any point in Q belongs to at most 
Mz balls B(t, M,E), TV T,. 
Proof: See [lo]. 
For g E W(Q) we can define a unique extension gR to D “‘L’(R’) by 
solving the variational problem (cf. [lo]) 
Minimize I~lf,,. (3.2) 
I, t n mLZ( W’) 
da=9 
We have the following result connecting g and gR. 
LEMMA 3.2. Let r > 0 he such that B(0, R) 3 Q. Then there exists a con- 
.rtant C (depending on R, m, d and 52) such that ,for any g E H”‘(Q) 
/g”l;,B,O,R)+ k”/r’,,.B,O.,& C(lgl;,O+ lgl,“,,.,). (3.3) 
Proof: In the space D “‘L2(Rd) consider the norms 
lI4f = l&2 + IUII 
ll~lli = bl;,B,O.R) +blf,,. 
Given that D- ‘“L’(rWd)/& , is a Hilbert space, Do “‘L?(&‘) together with 
/I ‘11, is a Hilbert space for i= 1, 2. Moreover the injection ,j: (Dp”L2([w”), 
I! .IIZ) + (D “‘LZ( KY’), 11 I/, ) is continuous since 
ll.i(u)ll: = I~lL2 + 143, G lI4i 
Using the open mapping theorem we obtain that j ’ is continuous, so 
there exists C, depending on R, Q, d and m such that 
IlUll:= 1l.i ‘(u)ll$G c, ll4f. (3.4) 
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Thus for u = gR we have 
Now we apply Lemma 3.1 in [lo] to obtain that there exists K (depending 
on m, d and Sz) such that 
I!TRI~~~Igl~,Q. (3.5) 
We combine now (3.5) and (3.4) and get (3.3) for 
C=Max(C,, C,K). 1 
We are now ready to show the first inequality connecting discrete and 
standard Sobolev norms. For the related result in the case d= 1 see 
Ragozin [ 133. 
THEOREM 3.3. Let h,,, and hmin he defined as in (1.12) and (1.13) and 
let s2 be an open bounded set with Lipschitz boundary and satisfying a 
uniform cone condition. Then there exists a constant B, > 0 (depending only 
on m, d, Q, B) and h, > 0 such that for any g E H”(Q) h = h,,, < h, we have 
(3.6) 
ProoJ According to Lemma 3.1 there exists constants M,, M, and 
s0 > 0 such that for E < s0 there exists T, c Q satisfying (3.1). Let h, = Ml~O 
then for h = h,,, 6 h, we can take E = h/M, <E,, and obtain T,,cSZ such 
that 
0) B(t, h/M,) c Q for any te T,, 
(ii) Q c UrtTh B(t, Ml&) = UtB rh B(t, h), 
tiii) ctE Th lB(r,h)< M2. 
Now, given (ii) for each i there exist t E T, such that tic B(t, h). Consider 
now the classical technique of scaling and translation to the origin. Using 
the transformation x -+ (l/h)(x - t) the ball B( t, h) is transformed into the 
ball B(0, 1) and the point ti into a point ti= (l/h)(t,- t). Consider 
gRED -mL2( I@) as defined by (3.2). It is clear that 
S”(5) =g”(t + W 
also belongs to D-“L2(Rd), hence gRIB(0,2j~ H”(B(O,2)). But for any 
v E H”(B(O,2)) we have V< E B(0, 1) 
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since nz > d/2. Then 
thus 
In this way for each ti we have selected one t such that 1, E B(t, h). Let us 
now add all the inequalities that we obtain in this way: 
f, Mfi)12~Const P C ~IgRI~~,,2h~+~2”‘IgRl~l,B~,.2,,~}. 
l(f,) i= I,....?1 
But it is clear that a particular t cannot be repeated in the sum more 
than (2/~,,,,,/h,~,)~ times since that is an upper bound on the number of t,‘s 
that B(t, 2h) can contain, so 
f [g(t,)]2<Const hmd r=l 
h. d 
hd f (g(t,))2 < Const 2” y 
[ 1 
~2w%L2,~ + h2”ld21,‘,,,c~,J 
,=l llll” 
where Qh= {xEW’ lx---I 62h, any t~S2). 
Let R > 0 be such that B(0, R) 2 Q,,,. Then for h < h,, Q,, c B(0, R) and 
we can apply Lemma 3.2 to obtain 
h” i [g(tj)12>Const 2“ ~2~I~RI0,~~~.~~+~2n~l~Rl,r,,.~~~.~~i 
,=I 
hmax ’ d Const 2” - 
I I kin 
M,{lgl~,,+h’“‘lgl~~,,}. (3.7) 
Finally observe that 
h” > Vol(Q) 1 
‘TFyi’ 
(3.8) 
where Vd is the volume of the unit sphere in R”. 
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Equations (3.7) and (3.8) give (3.6) for 
B,= 
Const Vd4d h ‘I 
Vol(Q) 
M,C fy . [ 1 ltll” 
This concludes the proof. 1 
Let U= {b,, h,, . . . . h,}, M=(d+,Y;‘)=dim(Pmmm,) be an arbitrary 
9 m , -unisolvent set in 52. Let rr( U) be the Lagrange interpolation operator 
on pLl, i.e., for any UE H”(Q), rc( U) u is the unique element in Pm , 
satisfying 
(4U) U)(bi) = 4bi)T i = 1) 2, . ..) M. (3.9) 
These polynomials have been extensively studied in the literature; see, for 
example, [4] and the references therein. Let us now prove the last result of 
this section. 
THEOREM 3.4. Under the same hypothesis of Theorem 3.3 there exists a 
constant C, > 0 (depending only on m, d, Q and B) and h, > 0 such that for 
any g E H”(Q) and h = h,,, <h, we have 
lMiJ26Co ; .i C&,)1’+ h’“‘ld,;,). 
,=I 
(3.10) 
Proof. Consider the Pm ~ r -unisolvent set defined by 
ii= zl l2 i( . 
‘d - 
m _ 1 ’ m-l’ ..” ) m-l E W: i, , i,, . . . . i, non-negative integers 
and i, + i, + . + i, < m - 1 
I 
(cf. [4]) and let fj, i= 1, . . . . M, be the Lagrange polynomials associated 
with ii, i.e., 
i,(h-,) = (!) L 
i=j, giE 0 
i#j . 
(3.11) 
Let i be defined as 
i= Max 5 It(-x)I2 dx, 
(3.12) 
I<r<,+f B(0,2M,) 
where M, is defined in Lemma 3.1. Now given that the set of gW , - 
unisolvent sets is open in R”” (its complement is the set of solutions of an 
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algebraic equation) there exists 0 < b < 1 such that if we choose h,, 
i= 1, . . . . M, satisfying 
Jh;-6,I<6 (3.13) 
the set ,&’ = (h,, . . . . h,M} is z,, I -unisolvent. Also the Lagrange polynomials 
IF, i= 1 3 “.> M, associated with B depend continuously on jh,, . . . . /I,~, {, so (i 
may be chosen so that 
Lh= Max i ll;(x)12 Lj.‘c<2i (3.14) 
I GJS.M “B(O.Zh~,) 
holds V’h satisfying (3.13). 
Let us now apply Lemma 3.1 for c = 2h/6 and h d h,, = 26~~. For any 
t E T, consider the transformation 
which transforms B(0, 2) into B(r, E) c 0. Also the balls B(h^,, 6) are trans- 
formed into B(t + (h/d) 6,, h). Thus for i= 1, . . . . A4 there exists a point 
t,-(,) E T, such that t,.(,) E B(t + (h/d) h^,, h). Moreover, given the definition of 
(5, the points { trcz,}lM_, form a $, ~, -unisolvent set. Let us denote by UR the 
set { t,,,, 1;: , and by U= fh;=(d/h), (t,,,,- t), i= 1, . . . . Ml c B(0, 2). We 
then have 
for g(5) =g(r + (h/6) 5). Then 
On the other hand we can apply the Lemma of Section 2 in [IO] to con- 
clude that there exists a constant D, depending only on Q, m, u’ and 6 such 
that 
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Thus 
If%Lwf,i:, ~~~l~~~R~~l~,B(,.M,~)+~O~2ml~RI~,B(,,~,,,l. 
Now we use the fact that I,, ,t zr, B( t, M, E) I Q and conclude that 
Ig”l&2a c hd : (&i,))‘+ 2&h2” C I$Yfn,~~,,~,e~> 
f t T, i= 1 I E T, 
and using now (3.1 )(iii) we obtain 
1 
h" i; (g(ti))2+2M2Doh2mlgR(;. 
r=l 
We then apply Lemma 3.1 in [lo] to conclude that 
hd i k(Q)‘+ Wf, QJ h2”lgl;,, 
i=l 
Finally we use the fact that 
and obtain (3.10) with 
C, = Max 
This concludes the proof. 1 
In the next section we use these results to obtain an error bound for 
If- h,,(f)I&, j= 0. . . . . m. 
4. ERROR BOUNDS FOR EXACT DATA 
We can now use Theorem 3.4 for g =fR - S,,JJ‘), Lemma 2.2 and (3.5) 
to obtain 
If- &,i(f)l;,, G co 
[ 
f ic, (f(ti) - %Af)U,H’ + h’“lf- &,iCl,l’,~] 
G co wlfl;,, + ~2’wfl;,,l 
(4.1) 
CONVERGENCE RATES FOR SPLINE FUNCTIONS 13 
Also 
If- s,f,L(f)li7,Q 6 If” - ~,z,;.(f)l; 6 mi$2. (4.2) 
To get bounds for the intermediate derivatives we only need to apply the 
interpolation inequality (see, for example, [ 1, Theorem 4.141) which gives 
If- s,~.j.(.f)IfQ d ‘tBp (2i’(nrp”lf- sn,2(f)I~,Q +e21f- s,z,j.(.f)li7,Q) 
for each 0 6 B,,. 
Let us take (9 = E.‘” m/)!2n’. Then for I,‘“’ P’)‘2m <8,, j = 1, . . . . m - 1, or 
equivalently j. 6 Oi’, (0, < 1 ), we have 
I.f-s,,,j.(f)I~~~P(E~~““lf-S,,,;.(f)I~,~ + ~“~‘-i”mlf-S,l.~(,f‘)l,S*.~) 
From here it is easy to get the following result. 
THEOREM 4.1. Let f E H”‘(Q), where .Q is an open bounded set w.ith 
Lipschitz boundary and satisfying a uniform cone condition. Let h = h,,, and 
h,i, be defined as in (1.12), (1.13) and assume that there exists a constant 
B > 0 such that 
hmax -<B. 
h 
(4.4) 
ml” 
Then there exist 2, > 0 and P, > 0 such that for an)‘ 0 < 2 GA,, and 
nltid12m 2 1 we have 
l.f- sn,j,(f)ItQ 6 poir'n m"'n'lf Ii,.f2, 0 <,j 6 m. (4.5) 
Proof: Given the definition of h,,, and M, (cf. Theorem 3.3) It is clear 
that 
(9 B(t,, k,,,,l~, 1 c Q2; 
(ii) B(t,, h,,,lM,) n B(t,, k,,lM, I= $3. 
Thus 
Vol(Q)+ Vol(B(i,.+)) 
14 
or 
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1 Vol(Q) h,,, ‘I 
‘ii7 h,,, i-l 
h’“’ 9 M;” kd v [ 1 (Vol(Q) 2m:J B2” d 
Hence 
Vol(Q) 2m:d hZ’“<(M,B)2” 7 - 
[ 1 
1 
E” d n2w R 
and using the hypothesis we get 
We finally put 
1 + CO+ C,(BM,)2m [ ~~“‘“l} (4.6) 
and use (4.3) to get the desired result. 
5. NOISY DATA AND EIGENVALUES ASSOCIATED TO 
THE THIN PLATE SPLINES 
In Section 2 we developed the basic formulas to bound the error f- ~j.. 
The bounds obtained contain two terms, one the error due to the 
smoothing of exact data as studied in the preceding section and the other 
that due strictly to the noise. More precisely (2.11) gives 
Em-- dL21 = If- &,;m:,, + m%,;W~.,l 
and (2.13) 
The first term of these two expressions can be bounded using the results 
of the last two sections. To bound the last term we first write it in a stan- 
dard form (cf. [6, 15, 181). 
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First define the energy matrix f as the one representing the quadratic 
form 
The solution ti to (5.1) is the thin plate spline interpolating the data 
1’1 3 . . . . j’,, at the knots of T. Using this matrix we can now write (cf. 
[15, 191) (1.5) as follows: 
(5.2) 
Thus the solution 2 = (S,,,,(w)(t,), . . . . S,,,j.(~)(t,,))‘. is given by 
.P=(Z+nXm l w=A(i)w. (5.3) 
And we can write for w = E 
t ~ (Sll.j-(~))(lj))2=~ ~ (.~,)” 
,: I ,=I 
1 
=;E7A2(1.)&. 
which together with the properties of E,, i= 1, . . . . n, gives 
E t i (S,,,,(E))(t,)) 
,= I I 
=A t.‘Tr(A”(I.)). 
On the other hand 
IS,,,,(E)lf,, = .t’- f 3 
=c7A(i) z-A(i) E 
=2 E’[A(I.)(A ‘(A)- I) A(i)] E 
(5.4) 
=A E7[A(i) - A’(A)] E 
16 
Also, 
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EC Is,t,j.(E)/~] =A u2[Tr(A(A)) - Tr(A’(h))] 
<-$ II* Tr(A(i)). (5.5) 
We can see that in the study of error bounds for the right-hand sides of 
(5.4) and (5.5) the behavior of Tr(A(I)) and Tr(A2(1)) is of fundamental 
importance. We will analyze these quantities using the eigenvalues of A(;.) 
or, more precisely those of nf. Let 0 < pr,, d ,u2,, d ... d pnn be the eigen- 
values of nT in ascending order. Clearly they are all non-negative real num- 
bers since r is non-negative definite, and obviously 
(5.6) 
(5.7) 
We now proceed to study the eigenvalues of nf using a similar technique 
to that developed in [ 171 for the one-dimensional case. 
THEOREM 5.1. Let Q be an open bounded domain with Lipschitz boun- 
dary and satisfying a uniform cone condition and let {t,, . . . . t,,} satisfy (1.14). 
Then there exist constants c(, /I’ > 0 (depending on Q, h,,,/h,,, and m) such 
that 
Wd&7~PcL,, i = 1 , 2, . . . . n, (5.8) 
where pL1 <p2f ... <p, are the first n eigenvalues of the variational eigen- 
value problem 
and 
is the semi-inner product associated with ( .I;. 
Proof (a) For i= 1, . . . . M, pL,,Z = pLi = 0 and (5.8) holds. 
It is clear that (5.9) holds for any I+II E Ym , , p = 0 and 4 E D -“L’(W’), 
thus p, = p2 . .p,+,,=O since M=(df,“;‘) dimension of P,- ,. But 
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Pi+, #O since (I/, d),,=O any ~EE”‘L’(KV’) implies that I$/:,=0 and 
* E & - I. 
On the other hand let yi = $(r,), i= 1, ,.., n, for $ E PP’,, , ; then clearly 
yTry=o 
since the thin plate spline is the unique function in Dp”‘L2(iWd) taking the 
values at .ri at t, minimizing j . If,, and 1$1:, = 0. 
Since r is symmetric this implies that p ,,1 = p2,, = . . F,~,,~ = 0. 
On the other hand if ,u,,,+ ,,,1 = 0, the A4 + 1 eigenvector is formed by the 
values of a polynomial of degree m - 1, which contradicts the fact that the 
algebraic and geometric multiplicities must coincide. Thus p y + ,.,Z > 0. 
(b) Let x be an eigenvector of nT corresponding to a non-zero eigen- 
value. We have 
d-x = px 
rx=,l, 
n 
or 
yTl-x=p;yTx any y E R”. (5.11) 
Now, let 4 E D~“L*(W’) be such that 
hi,) =x,> i= 1, 2, . . . . n, 
and let s be the thin plate spline interpolating J’,, . . . . ~1,~ at 1,) . . . . t,,. Then 
clearly 
Y =-TX = (.% d),,, (5.12) 
and (5.11) becomes 
any C$ ED “‘La( KY’). (5.13) 
Thus any eigenvalue of nT is also an eigenvalue of (5.13) and vice versa. 
Moreover, consider the eigenvalue problem: 
Find $ E D --mL2(Rd) such that 
(5.14) 
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This problem, which is a “discretized” version of (5.9) has only n finite 
eigenvalues. The reason for this becomes clear when we consider the 
Raleigh quotient formulation of (5.14) (cf. [S, 201). But let us first observe 
that any eigenvalue ~1 of (5.14) is an eigenvalue of (5.13 j. To see this we 
only have to prove that the corresponding eigenfunction is a thin plate 
spline, which is clear from (5.14) since it implies that 
(5.15) 
which is the characterization of a thin plate spline (cf. [8]). 
Thus, kin is characterized by the min-max formulation 
l4i 
% (l/n) I;=, [u(t,)]2’ 
(5.16) 
I’= /,~ED-~L~(W’) ‘i Q(r,)$k,n(t,)=O, 
J=l 
where $,,,, . . . . G,,,, are the first n eigenfunctions of (5.14), has codimension 
i-l=n. 
Moreover, for 4E I’we have lQlK#O (4$PmPl) and$(t,)=O,j= 1, . . ..n. 
since {$k,n};= i is a basis for the space of thin plate splines. (It is a set of n 
orthogonal elements of the space of dimension n.) Thus, for 4 E V we have 
(1/n) CY= I (4(ri))2= + CC 
(5.17) 
and 
PL, + 1.n = see. (5.18) 
The same reasoning works for i >/ n + 1 and thus the eigenvalues of the 
matrix problem are given by (5.16) only for i = 1, . . . . n. 
Now we can use Theorem 3.3 and get for any I$ E DP”L2(IWd) with 
CY= 1 Cd(rj)l2 f” 
(5.19) 
Thus 
1 
i = 1 , 2, . . . . n, (5.20) 
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where p,,,< ... <p,,,, are the first n eigenvalues of the variational eigen- 
value problem 
(ti> 4Ln = PC($> 4)o.n + h2”($3 bL,l 
which are given by 
any 4 E D ‘nL2( I?‘), 
PI = 1 + h2mp,’ i = 1, 2, . . . . n, (5.21) 
Thus (5.20) implies 
1 1 
PL,n 2 1 + h*“p, B, “’ 
i= 1 , . . . . n. 
But as we shall see later /~,h*~, i= 1, . . . . II, is bounded from above, i.e, 
there exists c( > 0 such that 
” B,( 1 + h*“p;) 
i = 1 , 2, . . . . n, 
which gives the first inequality in (5.8). 
Using now Theorem 3.4 we get 
l&2 IdlK, 
ldlL2 Co[(lln) C:‘= 1 i3Ui)12 +h’“ldl;l’ 
which implies that 
,1,+5,,,, i = 1, 2, . . . . n, 
0 
where the t,,,‘s are the first n eigenvalues of 
(5.23) 
wL,.=t[; i ICl(t,)&t,)+h 2”w  m .,] any 4 E D-‘“L2( IF), 
,=I 
which are given by 
t,,= pill 
1 + h*“$,,r’ 
i = 1 , 2, . . . . n. 
Thus 
pin d C,P;( 1 + h*“‘p,,,) 
d COPA 1 + h2”‘v,,n). (5.25) 
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(c) h2”‘~nn is bounded. To see this, let #n, be the corresponding eigen- 
function. Then, given that d,,,, is a thin plate spline, we have 
115n,l;= Min u t D-“Lqwe IUIL. 
u(r,)=&,(r,) r=l,..., n 
Let us now define o as the Cx(Rd) function with support B(0, 1): 
Thus, o E D-“L2(Rd) and so does 
(5.26) 
(5.27) 
(5.28) 
Moreover, given the definition of hmin, we have 
i=j 
i#j’ 
Thus 
u = i AIn 0, (5.29) 
j= I 
belongs to DP”L2(Rd) and u(t,) = q4,,,(t,), j = 1, . . . . n. Using (5.26) we get 
ldnnl5n6 14;. 
But given the definition u and the 0,‘s we have 
To compute h.1~~1~ we use (5.28) and conclude that 
Iqlf,,= h,;m+dlcolt,. 
This together with (5.30) finally gives 
(5.30) 
(5.31) 
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And using ( 1.14) again 
and 
I dm, 15, G h 2m 
B2”‘M;’ Vol( Q ) 
Vd 
which implies that 
P,,,, 6 h 2m 
B2”‘Mf Vol(R) 
Vd ’ 
proving that h2”‘pU,,, is bounded. This together with (5.25), except for the 
problem with (5.22), concludes the proof of the theorem. 1 
Now we study the behavior of the eigenvalues p, d p2 6 . 
LEMMA 5.2. Let Q he an open bounded domain w!ith Lipschitz houndar)) 
and satisfying a uniform cone condition. Let ,a, < p2 < . be the eigenvalues 
qf the variational problem (5.9) and let p, 6 p2 6 he the eigenvalues of 
($3 ~Ln,n = P I R *c$ for any f$ E H”‘(Q). (5.32) 
Then there exists a constant K(Q) such that 
P,~P~GK(Q)P~ i= 1, 2, . . . . (5.33) 
Proof: Let 4, be the eigenfunction of (5.9) corresponding to the eigen- 
value p, normalized by I#iji,n = 1, and let Ic/; be the eigenfunction of (5.26) 
corresponding to the eigenvalue pi normalized by I I/I; / i rr = 1. 
As has been proved in [lo] under the given hypothesis on SL there exists 
a unique @’ extending d, to DM”L’( Rd) which minimizes 1. It,. On the 
other hand 4, IQ, the restriction of 4; to 52, belongs to H”(Q), hence it can 
be extended uniquely to D -mL2(Rd) with minimum /.I: seminorm. Let 4: 
be that extension. We first prove that # = d,. We have 
22 FLORENCIO I. UTRERAS 
but C#P, dji,o,, = 0 since #f = di on Q and I4f”lL G I4,Ih; then 
and we conclude that 
The extension being unique we conclude that c$; = #. Thus pi, ~5~ can also 
be defined by 
pj= Min Iu”I;. (5.34) 
(u.4,)o.n = 0 
ICj<i&l 
l&J = 1 
UE P(R) 
But according to Duchon [lo] there exists a constant K(Q) depending 
only on Q such that for any u E H”(Q) we have 
hence 
pi= Min lu”l~bK(Q) Min l4i.n 
(~~4+,)O.Q = 0 (~,~,/)o.n=o 
<K(Q) Max 
V subspace of H’“(R) 
E; IuI;=K(Q)p;. 
Codim(V)=i-1 IuI&=I 
On the other hand for any u E H”(Q) 
thus 
pi= Min Iu~;,~< Min Iu”li 
(u,ti,)o.n=O klL,)o,n = 0 
but for any UE~-“L~(W) we have luDl~<lul~ and {r~fP(Q)lr=4, 
some u E D-“L2(Rd)} = H”(Q), hence 
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This concludes the proof. 1 
We are now ready to give the main result of this section. 
THEOREM 5.3. Let Q he an open, bounded subset of Rd with Lipschitz 
boundary and satisfying a uniform cone condition and let ,u,,, < p2,1.. 6 p,,,, 
be the eigenvalues qf nf. Then there exist constants CC,, /I, > 0 such that for 
M+ 1 <i<n we have 
i”“’ ‘a , 6 p i,~ < fl , i2m!d. (5.35) 
Proof: According to Theorem 5.1 and Lemma 5.2 it suffices to prove 
that the eigenvalues p, 6 pZ 6 ... satisfy a relationship of the type (5.35). 
To see this we observe that p, d pz 6 ... are the eigenvalues of the differen- 
tial operator (- 1)” d’” which is unbounded in L2(Q) but symmetric in 
C”(Q) with appropriate boundary conditions. We can then apply 
Theorem 14.6 in [2] to conclude that the number of eigenvalues of this 
operator less than or equal to C; 2m’di2”“J is i( 1 + o( 1)). C, is a constant 
independent of i where o( 1) goes to zero as i increases. Thus there exist 
integers N,, N, such that the number of pi’s less than or equal to 
CPzn’ di2n”“ is between N, i and N,i for any i. Thus + 
p, 6 p2 . . < pN,, < C;2m’di2n’ir’ (5.36) 
and 
Thus 
(N2C+)p2m~J(i- 1)2m!d~p,~(N,C+)~2m~d(i)2mid, i= M+ 1, . . . . 
This concludes the proof. 1 
This result had been conjectured by Wahba [IS] in the general case and 
has been proved by the author in one dimension in the case of equally 
spaced data and general m in [ 171 and in the case of arbitrary spaced data 
for cubic splines in [ 161. Related work in several dimensions has been 
done by Cox [6]. 
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Remark. From this result and (5.34) it is clear that 
p, < K(z~)(N,C+)~~ 2m?2mJd 
But we also have h”” = O(n 2m’d) and conclude that 
h2”p,<K(Q)(N1C+)-2”‘dC’ ; 
0 
2m/d 
is bounded. 
6. ERROR BOUNDS FOR NOISY DATA 
With the results of the preceding section we can conclude the proof of 
the main result of this paper. 
Proof of Theorem 1 .l. From (5.4) we have 
E i $ (S,,,;(E)) ti))’ =A u2 Tr(A*(L)) 
I=1 1 
For some constant C, thus if we set 
Q , = M&y” 1 
+ sz: (1 + c,+q2 dx 
we have 
E [ i ,i (S,f,j.(E))(f,)2 1 U’Ql Gp for A < A,). ,=I 
(6.1) 
(6.2) 
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On the other hand from (5.5) 
Thus if we set 
Q, = J44f2” 1 
+ j; 1 + CX2rw‘/ d,x 
we have 
(6.3) 
where the integrals in (6.2) and (6.4) converge since m > d/2. 
We can now use Theorem (3.4) and get 
But NRdl’“’ 3 1; then if we set 
(6.4) 
Q3 = Q, + Qr(B MJ2” F 2nf’i’ 
[ 1 <I 
we have 
25 
(6.5) 
(6.6) 
Finally we use the interpolation theorem for indermediate derivatives 
(cf., for example, Theorem 4.14 in [ 11) to get 
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d J'(QG + QJ v2 
nj (2k + d)/2m 
d Qov' 
ni(2k + rl)!2m (6.7) 
for Qo=P(Q3G+Q2). 
Finally we combine (2.1 l), (4.5) and (6.7) to obtain the desired 
result. 1 
A similar result was obtained by Cox [6] for the case of splines defined 
on a finite domain Q. Also for d = 1 this result was first proved by Ragozin 
[ 131 in the case of equally spaced data points. Finally, let us remark that 
the results of this theorem were already conjectured by Wahba [ 181. 
To conclude this section we state the following straightforward corollary 
of Theorem 1.1. 
COROLLARY 6.1. Let R be an open bounded domain of lRd with Lipschitz 
boundary and satisfying a uniform cone condition. Let f E H”(Q), m > d/2, 
and {t, , . . . . t,,} contain at least a q’, , -unisolvent set and 
Then the optimum upper bound on the rate of convergence is attained for 
j-* = O(n-2”:‘2”+d)) 
and is given by 
(6.8) 
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