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Abstract: The class of α-stable distributions received much interest for modelling im-
pulsive phenomena occur in engineering, economics, insurance, and physics. The lack of
non-analytical form for probability density function is considered as the main obstacle to
modelling data via the class of α-stable distributions. As the central member of this class,
the Cauchy distribution has received many applications in economics, seismology, theoretical
and applied physics. We derive estimators for the parameters of the Cauchy and mixture
of Cauchy distributions through the EM algorithm. Performance of the EM algorithm is
demonstrated through simulations and real sets of data.
Keyword:
1 Introduction
Despite the lack of non-analytical expression for the probability density function (pdf), the
class of α-stable distributions are becoming increasingly popular in such fields as biology,
ecology, economics, finance, genetics, insurance, physics, physiology, and telecommunica-
tions. Details for the applications of α-stable distributions in aforementioned fields can be
found in [6], [8], [15], [20], and [23]. There are only three exceptions including Gaussian,
Levy, and symmetric Cauchy distributions whose pdf has analytical form. This can be re-
garded as a major obstacle in the way of using this class in practice. In our knowledge almost
all of works to unravel the problem of estimating the parameters of α-stable distributions
have been limited to the case of α 6= 1, and no attempt has been made for the Cauchy family
which corresponds to α = 1. The Cauchy distribution itself has many applications in a
variety of such fields, for example, as seismology [9], applied physics [21] and [14], theoretical
physics [10], electrical engineering [25]. Similar to other members of the class of α-stable
distributions, a Cauchy distribution is introduced in terms of its characteristic function (chf).
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The chf of a Cauchy distributions takes different forms (parameterizations). Among them,
we shall refer to two important forms, namely S0 and S1, see [16]. Let Y follow a Cauchy
distribution, then the chf of Y , ϕY (t) = E exp(jtY ) is given by the following, see [16].
ϕY (t) =
 exp
{
− |σt| [1 + j 2
pi
β sgn(t) log |t|] + jµt
}
, for S1 param
exp
{
− |σt| [1 + j 2
pi
β sgn(t) log |σt|] + jµt
}
, for S0 param
(1)
where j2=-1 and sgn(.) is the well-known sign function. We use the generic symbols
C0(β, σ, µ) and C1(β, σ, µ) to indicate a Cauchy distribution in forms S0 and S1, respec-
tively. The C0(β, σ, µ) family has three parameters: skewness β ∈ [−1, 1], scale σ ∈ IR+,
and location µ ∈ IR. If β=0, it would be the class of symmetric Cauchy distributions. In
this case, both forms S0 and S1 are equal. If β=1 (-1), we have the class of totally skewed
to the right (left) Cauchy distributions. If random variable X accounts for a standard (µ=0
and σ=1) Cauchy distribution, then based on representation (1) we have
Y
d
=
{
σX + µ, for S0 param,
σX + µ+ 2
pi
βσ log |σ| , for S1 param. (2)
Hereafter, we write N (a, b) to denote a Gaussian distribution with mean a and variance b
with pdf g(.|a, b). The random variable Z follows N (0, 1) and random variable P comes from
C0(1, 1, 0) with pdf h(.). Also, the random variable Y with pdf f(.) follows C1(β, σ, µ). It
should be noted that we are implementing the EM algorithm for the C1(β, σ, µ) distribution.
1.1 Preliminaries
In the following, Proposition (1.1) gives a useful representation that plays main role for
implementing the EM algorithm.
Proposition 1.1 Suppose Y ∼ C1(β, σ, µ), Z ∼ N ∼ N (0, 1), and P ∼ C0(1, 1, 0). Then,
Y
d
= η
N
Z
+ λP + δ, (3)
where
d
= denotes the equality in distribution, η = σ (1− |β|), λ = σβ, and δ = µ+ 2
pi
λ log |λ|.
All random variables N , Z, and P are mutually independent.
The proof of Proposition 1.1 is given in Appendix A.
1.2 The EM Algorithm
The EM algorithm, introduced in [5], is the most popular approach for estimating the param-
eters of a statistical model when we encounter missing or latent observations. Assume that
2
ξ =
(
ξ
1
, . . . , ξ
n
)
denotes the vector of complete data. We write ξ
i
= (yi, zi, pi) to show the
i-th member of the vector of the complete data consists of observed value yi, the latent obser-
vations, zi and vi; for i = 1, . . . , n, see [12]. Let lc
(
Θ; ξ
)
account for the log-likelihood function
of the complete data. The aim of the EM algorithm is maximizing the conditional expec-
tation of the log-likelihood function of the complete data, Q
(
Θ
∣∣Θ(t)) = E(lc(Θ; ξ)∣∣y,Θ(t))
given the vector of observed data y and a current guess, Θ(t) of the parameters vector. The
EM algorithm has two steps as: the expectation step (E-step) and the maximization step
(M-step). At (t+ 1)-th iteration, the E-step computes Q
(
Θ
∣∣Θ(t)) and the M-step maximizes
it with respect to Θ to get Θ(t+1). Both steps are repeated until convergence occurs.
2 The EM algorithm for Cauchy distribution
Estimating the parameters of a Cauchy distribution through the EM algorithm needs a
hierarchy or stochastic representation. Representation (3) admits the hierarchy
Y |Z = z, P = p ∼ N
(
δ + λp,
η2
z2
)
,
Z ∼ N (0, 1),
P ∼ C1(1, 1, 0), (4)
where Z and P are independent. Assume that y1, . . . , yn constitute a sequence of identically
and independent realizations of C1(β, σ, µ). The vector of the complete data related to (4)
is shown by ξ =
(
ξ
1
, . . . , ξ
n
)
=
(
(y1, p1, z1), . . . , (yn, pn, zn)
)
in which z = (z1, . . . , zn) and
p = (p1, . . . , pn) are realizations of vectors of unobservable variables Z and P , respectively.
Based on hierarchy (4), the complete-data log-likelihood function lc(Θ) is given by:
lc(Θ) = C− n log η − 1
2
n∑
i=1
(yi − δ − λpi
η
)2
z2i ,
where C is a constant independent of the parameters vector Θ = (η, λ, δ)T . The conditional
expectation of log-likelihood of the complete data Q
(
Θ
∣∣Θ(t))= E(lc(Θ; z, v)∣∣y,Θ(t)) is given
by
Q
(
Θ|Θ(t)) =C− n log η − 1
2η2
n∑
i=1
(
yi − δ
)2
E
(
Z2i
∣∣yi,Θ(t))+ λ
η2
n∑
i=1
(
yi − δ
)
E
(
Z2i Pi
∣∣yi,Θ(t))
− λ
2
2η2
n∑
i=1
E
(
Z2i P
2
i
∣∣yi,Θ(t))+ n∑
i=1
E
(
log f
(
pi
))
+
n∑
i=1
E
(
log g
(
zi
∣∣0, 1)), (5)
where Θ(t) =
(
η(t), λ(t), δ(t)
)T
. Based on (5), the required conditional expectations are
E
(
Z2i P
r
i
∣∣yi,Θ(t)); for r = 0, 1, 2. We have
E
(t)
ri = E
(
Z2i P
r
i
∣∣yi,Θ(t)) = 2
piηf
(
y
∣∣Θ)
∫
IR
[
1 +
(
yi − λp− δ
η
)2]−2
prh(p)dp, (6)
3
where, as mentioned before, h(.) is the pdf of the class C0(1, 1, 0). Details for computing
expectation in (6) are given in Appendix B. The steps of the EM algorithm are given by the
following.
• E-step: Given a current guess of Θ, i.e., Θ(t), compute E(t)ri ; for r = 0, 1, 2 and
i = 1, . . . , n.
• M-step: Update Θ(t) as Θ(t+1) by maximizing Q(Θ∣∣Θ(t)) with respect to δ, η, and λ.
We obtain
(
η(t+1)
)2
=
∑n
i=1
(
yi − δ(t)
)2
E
(t)
0i +
(
λ(t)
)2∑n
i=1E
(t)
2i − 2λ(t)
∑n
i=1
(
yi − δ(t)
)
E
(t)
1i
n
, (7)
λ(t+1) =
∑n
i=1
(
yi − δ(t)
)
E
(t)
1i∑n
i=1 E
(t)
2i
, (8)
and
δ(t+1) =
∑n
i=1 yiE
(t)
0i − λ(t+1)E(t)1i∑n
i=1E
(t)
0i
, (9)
where finite quantities E
(t)
ri ; for r = 0, 1, 2 are approximated by the Monte Carlo
method.
If the required expectations in (7)-(9) are evaluated exactly, then the EM algorithm converges
to the global maximum for a small number of iterations. Once we have estimated the
parameters η and λ through the EM algorithm as ηˆ and λˆ, respectively, the parameter β is
obtained as the root of the equation ηˆ(1− |β|)− βλˆ = 0. Having βˆ, we estimate σ and µ as
σˆ = λˆ/(1− |βˆ|) and δ − 2/piβˆσˆ log |βˆσˆ|, respectively, for |βˆ| 6= 1.
When data come from C0(β, σ, µ) distribution, the EM-based estimations of the scale
and skewness parameters remain unchanged but the location parameter is estimated as
µˆ+ 2/piβˆσˆ log σˆ.
3 The EM algorithm for mixture of Cauchy distribu-
tions
The mixture of α-stable distributions has been considered as a suitable model for statistical
analysis of the phenomena with multimodal and heavy-tailed relative frequency, see [2], [18],
[19], and [22]. Let y = (y1, . . . , yn) denote the vector of observed values of a K-component
4
mixture of C1(β, σ, µ) distributions. The pdf of mixture model, i.e., F(y|Θ) is represented
as
F(y|Θ) =
K∑
j=1
ωjf(y|Θj), (10)
where K denotes the number of components, Θj =
(
ηj, λj, δj); for j = 1, . . . , K, f(.|Θj) is pdf
in class C0
(
βj, σj, µj
)
, Θ =
(
Θ1, . . . ,ΘK
)
, and wjs; for j = 1, . . . , K are non-negative values
that sum to one. The complete data related to the mixture model given in (10) is shown
by ξ =
(
ξ
1
, . . . , ξ
n
)
=
(
(y1, p1, z1, b1), . . . , (yn, pn, zn, bn)
)
in which p1, . . . , pn and z1, . . . , zn
are realizations of unobservable variables P1, . . . , P1 and Z1, . . . , Z1; also b = (b1, . . . , bn) in
which bi = (bi1, . . . , biK) is realizations of the latent vector Bi =
(
Bi1, . . . , BiK
)
. For each
observed value such as yi; for i = 1, . . . , n, one of the components of Bi is one and others
are zero. For instance, if yi comes from the j-th component, then Bij = 1 and Bik = 0; for
k = 1, . . . , K and k 6= j. If random variable Y has a pdf of the form F(y|Θ), the Y admits
the hierarchy given by the following.
Yi
∣∣Zi = zi, Pi = pi, Bij = 1 ∼ N(δj + λjpi, η2j
z2i
)
,
Pi ∼ C0(1, 1, 0),
Zi ∼ N (0, 1),
Bi ∼Multinomial(1, ω1, . . . , ωK), (11)
for j = 1, . . . , K and i = 1, . . . , n. Suppose that K is known, based on representation (11),
it is not hard to check that the log-likelihood function of the complete data is
lc
(
Θ; p, z, b
)
= C +
n∑
i=1
K∑
j=1
bij logωj −
n∑
i=1
K∑
j=1
bij
(
log ηj +
(
yi − δj − piλj
)2
z2i
2η2j
)
,
where C is a constant independent of the parameters vector Θ =
(
Θ1, . . . ,ΘK
)
=
(
(δ1, η1, λ1)
, . . . , (δK , ηK , λK)
)
. After simplifications, the conditional expectation of the log-likelihood
function of complete data Q
(
Θ
∣∣Θ(t)) = E(lc(Θ; p, z, b)∣∣y,Θ(t)), at the t-th iteration of the
EM algorithm is
Q
(
Θ|Θ(t)) = n∑
i=1
K∑
j=1
E
(t)
1ij logωj −
n∑
i=1
K∑
j=1
E
(t)
1ij log ηj
− 1
2
n∑
i=1
K∑
j=1
(
yi − δj
ηj
)2
E
(t)
1ijE
(t)
2ij +
n∑
i=1
K∑
j=1
(
yi − δj
)
λj
η2j
E
(t)
1ijE
(t)
3ij
− 1
2
n∑
i=1
K∑
j=1
(
λj
ηj
)2
E
(t)
1ijE
(t)
4ij,
5
where
E
(t)
1ij =E
(
Bij
∣∣∣Θ(t), yi) = pi(t)j f(yi∣∣Θ(t)j )∑K
j=1 pi
(t)
j f
(
yi
∣∣Θ(t)j ) , (12)
E
(t)
2ij =E
(
BijZ
2
i
∣∣∣Θ(t), yi) = E(t)1ijE(Z2i ∣∣∣Θ(t)j , yi), (13)
E
(t)
3ij =E
(
BijZ
2
i Pi
∣∣∣Θ(t), yi) = E(t)1ijE(Z2i Pi∣∣∣Θ(t)j , yi), (14)
E
(t)
4ij =E
(
BijZ
2
i P
2
i
∣∣∣Θ(t), yi) = E(t)1ijE(Z2i P 2i ∣∣∣Θ(t)j , yi), (15)
in which Θ
(t)
j =
(
δ
(t)
j , η
(t)
j , λ
(t)
j
)
. All quantities of the form E
(
Z2i P
r
∣∣Θ(t)j , yi); for j = 1, . . . , K
and i = 1, . . . , n, appeared in (13)-(15) can be computed using the method described in
Appendix B. It follows that
E
(
Z2i P
r
i
∣∣∣Θ(t)j , yi) = 2
piη
(t)
j f
(
yi
∣∣Θ(t)j )
∫
IR
urh(u)du[
1 +
(
yi−δ(t)j −λ(t)j u
η
(t)
j
)2]2 ,
where r = 0, 1, 2. The quantities E
(
Z2i P
r
i
∣∣Θ(t)j , yi); for r = 0, 1, 2 given in (12)-(15) are
approximated by Monte Carlo method similar to the method described in Appendix B. The
steps of the EM algorithm for the mixture of Cauchy distributions are given by the following.
• E-step: At the t-th iteration, given a guess of Θ, i.e., Θ(t), the quantities E(Z2i P ri ∣∣Θ(t)j , yi);
for r = 0, 1, 2, j = 1, . . . , K, and i = 1, . . . , n, given in (12)-(15) are computed.
• M-step: At the t-th iteration, the M step maximizes Q(Θ∣∣Θ(t)) with respect to Θj to
obtain Θ
(t+1)
j as
ω
(t+1)
j =
ω
(t)
j f
(
yi
∣∣Θ(t)j )∑K
j=1 ω
(t)
j f
(
yi
∣∣Θ(t)j ) ,
δ
(t+1)
j =
∑n
i=1 yiE
(t)
1ijE
(t)
2ij − λ(t)j
∑n
i=1 E
(t)
1ijE
(t)
3ij∑n
i=1 E
(t)
1ijE
(t)
2ij
,
(
η
(t+1)
j
)2
=
∑n
i=1 E
(t)
1ijE
(t)
2ij
(
yi − δ(t+1)j
)2
∑n
i=1 E
(t)
1ij
+
(
λ
(t)
j
)2∑n
i=1 E
(t)
1ijE
(t)
2ij∑n
i=1 E
(t)
1ij
− 2λ(t)j
∑n
i=1 E
(t)
1ijE
(t)
3ij
(
yi − δ(t)j
)
∑n
i=1E
(t)
1ij
,
λ
(t+1)
j =
∑n
i=1 E
(t)
1ijE
(t)
3ij
(
yi − δ(t+1)j
)
∑n
i=1E
(t)
1ijE
(t)
4ij
,
for j = 1, . . . , K.
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4 Performance analysis
This section has three parts. Firstly, we perform a simulation study to compare the per-
formance of the EM and ML approaches for estimating the parameters of C1(β, σ, µ) dis-
tribution. Secondly, we carry out a simulation study to investigate the performance of the
EM algorithm for estimating the parameters of a two-component mixture of Cauchy dis-
tributions. Finally, performance of the EM algorithm is demonstrated via two sets of real
data.
4.1 Model validation via simulation
Here, we perform a simulation study to compare the performance of the EM algorithm and
ML approaches for estimating the parameters of C1(β, σ, µ) distribution. For this, we set
µ = 0, σ = 0.1, 2, 5, and β = 0.0, 0.15, 0.30, 0.45, 0.60, 0.75, 0.90. For each setting, a sample
of 300 realizations are generated from C1(β, σ, µ) distribution. Comparisons between the EM
and ML approaches are made based on the root of mean square error (RMSE). As Figure 1
shows, the EM algorithm works satisfactorily and can be considered as a good competitor
for the ML approach.
4.2 EM algorithm for mixture of Cauchy distributions
Here, we perform a simulation study to investigate the performance of the EM algorithm in
estimating the parameters of two-component Cauchy mixture model. For this, we generate
a sample of size 1000 for 200 times under two scenarios given by the following.
1. β = (β1, β2) = (β, β) for β = 0.0, 0.15, 0.30, 0.45, 0.60, 0.75, 0.90, σ = (σ1, σ2) =
(0.25, 0.25), µ = (µ1, µ2) = (−3, 3), and ω = (ω1, ω2) = (0.5, 0.5).
2. β = (β1, β2) = (β, β) for β = 0.0, 0.15, 0.30, 0.45, 0.60, 0.75, 0.90, σ = (σ1, σ2) =
(0.5, 0.5), µ = (µ1, µ2) = (−3, 3), and ω = (ω1, ω2) = (0.5, 0.5).
The results of simulations are displayed in Figure 2.
4.3 Model validation using the real data
Here, we consider the large recorded intensities (in Richter scale) of the earthquake in seis-
mometer locations in western North America between 1940 and 1980. The related features
was reported by [7] and also analyzed by [4]. Among the features, we focus on the 182
distances from the seismological measuring station to the epicenter of the earthquake (in
km) as the variable of interest. To implement the EM algorithm, we used the quantile-based
7
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Figure 1: The RMSE of estimators obtained through the EM and ML approaches. The estimators are obtained when 300
realizations are generated from Cauchy distribution. In each sub-figure, the subscripts ML and EM indicate that the estimators
βˆ, σˆ, and µˆ are obtained using the EM algorithm (blue solid line) or the ML approach (red dashed line). Note that, the levels
of the skewness parameter on the horizontal axis are 0.0,0.15,0.30,0.45,0.60,0.75, and 0.90. The sub-figures in the first, second,
and the third columns correspond to σ = 0.10, σ = 2, and σ = 5, respectively.
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MC0
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for 200 replications. In each sub-figure, dashed red line and blue solid line refer to RMSE of the esti-
mator of the first and the second components, respectively. The levels of the skewness parameter on the horizontal axis
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σ = (0.25, 0.25) and σ = (0.5, 0.5), respectively.
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estimation as the initial values, see [13]. The time series graphs of the updated parameters
versus 2000 iterations are displayed in Figure 3. As it is seen, the convergence occurs after a
large numbers of iterations. By averaging the updated values between 1000-th and 2000-th
iterations, the EM-based estimations for the parameters are: µˆ = 16.9498, σˆ = 11.5981, and
βˆ = 0.9167. The Kolmogorov-Smirnov (K-S) goodness-of-fit and Anderson-Darling (A-D)
criteria are 0.0397 and 0.6980, respectively.
4.4 Mixture Model validation using the real data
Application of the mixture of Cauchy distributions will be illustrated by two sets of data.
The first set is related to the diagnostic tests on patients with cushing’s syndrome, see [24],
and the second set is the survival time in days of 72 guinea pigs infected with virulent
tubercle bacilli, see [1]. For cushing’s syndrome data, we focus on the urinary excretion
rate (mg/24hr) of tetrahydrocortisone. We apply the EM algorithm described in Section 3
to estimate the parameters of two-component Cauchy mixture model applied to this set of
data. For implementing the EM algorithm, the initial values are chosen as: ω0 = (0.70, 0.30),
σ0 = (1, 3), β0 = (0.95, 0.95), and µ0 = (3, 10). The time series graphs of the updated
parameters based on 2000 iterations are displayed in Figure 4. As it is seen, the initial
values are started well away from the EM-based estimations. The fitted cdf to the urinary
excretion rate data are shown in left hand-side of subfigure of Figure 5. For this set of data,
the weight, scale, skewness, and the location vectors are estimated as ωˆ = (0.485, 0.515),
σˆ = (0.964, 2.681), βˆ = (0.954, 0.904), and µˆ = (3.089, 9.852), by averaging the updated
values between 1000-th and 2000-th iterations. As it is seen from Figure 5, the fitted cdf
captures well the general shape of the empirical distribution function. The corresponding
K-S and A-D statistics are 0.083 and 0.147, respectively.
For survival time of guinea pigs, we used initial values ω0 = (0.65, 0.35), σ0 = (20, 55),
β
0
= (0.20, 0.05), and µ
0
= (110, 250). By averaging the updated values between 1000-th
and 2000-th iterations, the EM-based estimators are ωˆ = (0.547, 0.453), σˆ = (16.397, 39.112),
βˆ = (0.112, 0.803), and µˆ = (107.865, 196.269). The corresponding K-S and A-D statistics
are 0.0599 and 0.301, respectively. The fitted cdf to the survival time of guinea pigs are
shown in right-side of subfigure of Figure 5.
5 Conclusion
We have derived the estimators of the parameters of Cauchy and mixture of Cauchy dis-
tributions using the EM algorithm. In the both cases, performance of the EM algorithm
have been demonstrated in the sense of root of mean square error through simulations. The
performance of the EM algorithm has been shown by applying it to the real data. Since the
Monte Carlo approximations have been used to evaluate the required expectation in M-step
of the EM algorithm, time series plots of the updated parameters do not converge to the
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Figure 3: The time series graphs of the updated parameters βˆ, σˆ, and µˆ when the EM algorithm is applied to the large recorded
intensities (in Richter scale) of the earthquake data.
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Figure 4: Time series graphs of the updated parameters ωˆ = (ωˆ1, ωˆ2), βˆ = (βˆ1, βˆ2), σˆ = (σˆ1, σˆ2), and µˆ = (µˆ1, µˆ2) when the
EM algorithm is applied to the tetrahydrocortisone data.
global maximum point, but instead, it converges to the true distribution. Therefore, as a
rule of thumb, we obtain the EM-based estimators by averaging the updated values between
500-th and 1000-th iterations. Our analyses reveal that the proposed EM algorithm is robust
with respect to initial values and they can be chosen well away from their true values.
For introducing a multivariate Cauchy distribution, there are a variety of possible gen-
eralizations. As the first possible future work, the EM algorithm can be applied to a d-
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Figure 5: Empirical distribution functions of urinary excretion rate of tetrahydrocortisone (left-hand side) and survival time
(right-hand side) data. In each sub-figure, the fitted cdf of a two-component mixture of Cauchy distributions is shown by a
blue solid curve.
dimensional Cauchy random vector Y which is represented as
Y =
N
Z
+ ΛV + δ,
where N is a multivariate normal random vector with zero location vector and covariance ma-
trix Σ whose main diagonal entries are of the form Σii = σi(1− |βi|), Λ = (σ1β1, . . . , σdβd)T ,
Z = (Z1, . . . , Zd)
T independent of N, follows a multivariate normal distribution with zero
location vector and unity diagonal covariance matrix, V = (V1, . . . , Vd)
T independent of
N and Z is a vector of d independent random variables that each follows C0(1, 1, 0), and
δ = (µ1 +σ1β1 log |σ1β1|, . . . , µd+σdβd log |σdβd|)T is the location vector. Here, σi and βi; for
i = 1, . . . , d, are the marginal scale and skewness parameters, respectively. Besides, by virtue
of representation (3), a Bayesian approach can be developed to estimate the parameters of
C0(β, σ, µ) distribution. Programs in R language for implementing the EM algorithm can be
obtained from the author upon request.
Appendix A: Proof of Proposition 1
Let T and P denote two independent random variables which follow C1(0, 1, 0) and C0(1, 1, 0).
Define Y = ηT + λP + δ in which η = σ (1− |β|), λ = σβ, and δ = µ + 2
pi
λ log |λ|. We can
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write
E exp(jtY ) =E exp
{
jt
(
σ (1− |β|)T + λP + µ+ 2
pi
σβ log |σβ|)}
=E exp
{
jtσ (1− |β|)T
}
×E exp
{
jt
(
σβP + µ+
2
pi
σβ log |σβ|
)}
= exp
{
−(1− |β|) |σt|
}
×E exp
{
jt
(
σβP + µ+
2
pi
σβ log |σβ|
)}
= exp
{
−(1− |β|) |σt|
}
×E . (16)
Since P comes from C0(1, 1, 0), then σβP + µ +
2
pi
σβ log |σβ| follows C0
(
sgn(β), |σβ|, µ +
2
pi
σβ log |σβ|), see [16, pp. 190]. It follows from (1) that
E = exp
{
− |σβt|
[
1 + j
2
pi
sgn(tβ) log |tσβ|
]
+ jtµ+ jt
2
pi
σβ log |σβ|
}
. (17)
Substituting λ = βσ the right hand-side of (17) and simplifying, we have
E = exp
{
− |σβt| − j 2
pi
βsgn(t)|σt| log |σβt|+ jtµ+ jt 2
pi
βσ log |βσ|
}
= exp
{
− |σβt| − j 2
pi
βsgn(t)|σt| log |t| − j 2
pi
βsgn(t)|σt| log |βσ|+ jtµ+ jt 2
pi
βσ log |βσ|
}
= exp
{
− |σβt| − j 2
pi
βsgn(t)|σt| log |t|+ jtµ
}
. (18)
By replacing right hand-side of (18) with E in (16), we get
E exp(jtY ) = exp
{
−|σt|
[
1 + j
2
pi
βsgn(t) log |t|
]
+ jtµ
}
,
where the last expression is the chf of Y which follows C1(β, σ, µ). Since T is a standard
Cauchy random variable, it is well known that the random variable T can be represented as
the ratio of two independent standard normal random variables, N and Z say. Therefore
Y = ηN
Z
+ λP + δ follows C1(β, σ, µ). The proof is complete.
Appendix B: Proof of Proposition 2
Without loss of generality, suppose I = E
(
Z2P r
∣∣y,Θ); for r = 0, 1, 2. It follows from
(4), that the joint pdf of Z and P given y and Θ, i.e., q(z, p|y,Θ) takes the form
q(z, p|y,Θ) = g
(
y
∣∣λp+ δ, η2/z2)g(z|0, 1)h(p)
f(y|Θ) (19)
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where the pdfs g, h, and f in the right-hand side of (19) are defined after representation (2).
We can write
I =
1
f
(
y
∣∣Θ)
∫
IR
∫
IR
z2prg
(
y
∣∣λp+ δ, η2/z2)g(z|0, 1)h(p)dzdp. (20)
After substituting the algebraic form of the corresponding pdfs in the right-hand side of (20)
and simplifying, we have
I =
1
f
(
y
∣∣Θ)
∫
IR
prh(p)
piη
∫
IR+
z3e−
z2(1+q2)
2 dzdp,
where q =
(
y − λp− δ)/η. Making a change of variable of the form z2(1 + q2)/2 = w yields
I =
2
f
(
y
∣∣Θ)
∫
IR
prh(p)
piη(1 + q2)2
∫
IR+
we−wdwdp
=
2
piηf
(
y
∣∣Θ)
∫
IR
[
1 +
(
y − λp− δ
η
)2]−2
prh(p)dp,
where r = 0, 1, 2. Since h(p) has no closed-form expression, we approximate I through the
Monte Carlo method. For this, we generate 3000 realizations from random variable P which
follows C0(1, 1, 0) using STABLE software based on method developed by [3]. So, a fair
approximation of I is given by
I ≈ 1
1500piηf
(
y
∣∣Θ)
3000∑
j=1
[
1 +
(
y − λpj − δ
η
)2]−2
prj .
We note that f
(
y
∣∣Θ) in denominator of approximation is computed using STABLE software.
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