Abstruct-The paper investigates the application of an emerging learning technique, called support vector machines (SVMs), to construct an adaptive nonlinear multiuser detector (MUD) for directsequence code-division multiple-access @S-CDMA) signals transmitted through multipath channels. Computer simulation is used to study this adaptive SVM MUD, and the results show that it can closely match the performance of the optimal Bayesian one-shot detector, using a relatively small training data block.
I. INTRODUCTION
DS-CDMA constitutes an attractive multiuser scheme that allows users to transmit at the same carrier frequency. However, this creates multiuser interference which, if not controlled, can seriously degrade the quality of reception. For the downlink scenario, the linear minimum mean square error (MMSE) multiuser detector (MUD) [ 11451 is widely used, as its adaptive implementation is very simple. The linear MUD, however, can only work when the underlying noise-free signal classes are linearly separable. As nonlinear separable cases are common in DS-CDMA channels, neural networks have been considered as nonlinear MUDS [6] - [9] . Training times for these nonlinear MUDs, however, are often long and unpredictable. Furthermore, the structures of these neural network MUDS are usually determined by trial and error.
A learning technique known as the support vector machines SVM has gained popularity due to its many attractive features and promising empirical performance [lo]-[ 121. For a brief introduction to SVMs please refer to the Appendix. For binary classification tasks, the SVM approach nonlinearly maps the input space into a high dimensional feature space via simple kernel representations. In the high dimensional feature space, a linear classifier with maximum margin is constructed. Apart from good generalisation properties, the learning process of SVMs is intriguing. A SVM 
604
classifier is determined only by a sparse set of support vectors (SVs), and these SVs are automatically selected from the training data during the learning process.
Since the idea of SVMs originates from finding an optimum hyperplane for separating two classes with maximum margin, it is also very relevant to multiuser detection in DS-CDMA. In this paper, the SVM technique is investigated as an adaptive nonlinear MUD. Our study shows that a SVMbased MUD trained using a relatively small block of noisy received signal samples can closely approximate the performance of the optimal MUD [13] , which requires a complete knowledge of the system in terms of the so-called system matrix P to be introduced during our further discourse in (3) and the noise variance. Another advantage of the SVM approach over the existing nonlinear MUDs is an automatic determination of the detector structure. The main drawback of the SVM method is that it is a block-data based method. 
LINEAR AND OPTIMAL DETECTORS
The linear MUD for user i has the form:
where w = [w1 . . . ?UNIT denotes the detector's weight vector. The most popular solution for the detector (5) is the MMSE solution given by
where pi denotes the i-th column of P. The linear detector (5) is computationally very simple, and the standard LMS or RLS algorithms can be used to implement the MMSE solution adaptively.
However, a linear MUD only performs adequately in certain situations. Let the Nb = 2LN possible combinations of
and b y ) the ith element of b(j)(lc). Let us define the set of the Nb noise-free received signal states as 
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where R can be partitioned into two subsets:
If 77-and R+ are not linearly separable, a linear MUD will exhibit an irreducible error floor even in the noise-free case, as it can only form a hyperplane in the N-dimensional received signal space.
Applying the Bayesian classification theory in a manner similar to the channel equalization problem [14], it can be shown that the optimal detector has the form:
( 1 1) with where b!j) E {fl} serve as class labels, and all the channel states are assumed to be equiprobable with p . -
Iv. THE SUPPORT VECTOR MACHINE DETECTOR
The optimal detector obeying (10) requires the knowledge of all the noise-free signal sates rj, which are unknown to receiver i. In practice the receiver can have access to a block of K training samples {r(k), bi(k)}f=l. Let us denote the training set of K noisy received signal vectors as X = {xk = r(k), 1 5 k 5 K } (12) and the set of corresponding class labels as c = {Ck = bz(k), 15 k 5 K } .
(13)
Applying the standard SVM method [ 101 (see Appendix for a tutorial), an SVM detector can be constructed for user i:
where the set of Lagrangian multipliers { i j j } , denoted in vectorial form as:
is the solution of the quadratic programming (QP) that is, the signal to noise ratio SNRl of user 1 was equal to SNR2 of user 2. In order to construct an SVM-based MUD for user 2, 160 training data points were generated for each given noise variance. The number of SVs was found typically to be around 40.
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Two simulation examples were used for comparing the performance of the proposed SVM-based MUD to those of the linear MMSE and optimal MUDs. It is worth pointing out again that the linear MMSE MUD and the optimal MUD are designed based on the complete knowledge of the system -namely on that of the system matrix P and the noise variance -while the SVM MUD is trained using a block of the noisy received signal samples. as can be seen in Figure 3 , where the BERs of the optimal and the SVM detectors are also shown.
Example 2. A 3-user system employing 8 chips per bit was then also constructed. The code sequences for the three users were (+l, +1, +1, +1, -1, -1, -1, -1); I), respectively, and the transfer function of the CIR was H ( z ) = 0.4 + 0.9~-1 + O.4zF2. The three users had equal signal power. The number of training data points used for constructing SVM models was 640 for each given noise condition. For user 2 and 3, typically 180 SVs were selected from the training data set. The BERs of the resulting SVMbased MUDs for users 2 and 3 are given in Figs. 4 and 5, respectively, in comparison to the corresponding linear MMSE and optimal MUDs. The results again demonstrate that the SVM MUD can closely approximate the performance of the optimal detector.
(+l, -1, +l, -1, -1, +1, -l,+l); (+l,-1,-l,+l,-l,+l,+l,-
VI. CONCLUSIONS
The SVM technique has been applied to adaptive nonlinear multiuser detection for DS-CDMA systems. It has been shown that the SVM-based MUD can closely match the performance of the optimal Bayesian one-shot detector, while having the important advantage of requiring a relatively small training data set, when compared to other neural network based multiuser detectors. A further advantage of the SVM approach is that the structure of the detector is automatically determined during training. A disadvantage of the SVM method is its block-based adaptation nature. Future research is required to investigate how to reduce the number of support vectors further without sacrificing the BER performance too much and how to incorporate the sample-bysample adaptive methodology into the SVM approach. 
In order to obtain a unique solution for the hyperplane parameters, it is appropriate to consider a canonical hyperplane [IO] , where wan& are constrained by: and the solution of the dual problem is given by
min lwTxi + 171 = 1.
xi EX
A canonical separating hyperplane must satisfy:
with the constraints
Observe in Fig. 6 that there is an innumerable number of hyperplanes, which can correctly separate X into two classes.
The best hyperplane is the one exibiting the property that the distance between the closest training vector to the hyperplane is maximal, that is, the optimal hyperplane can be found by maximizing the margin:
. , K , and
i=l Solving the quadratic optimization problem (29) subject to the constraints (30) determines the Lagrange multipliers, and the optimal separating hyperplane is given by 
subject to (24). The solution to this constrained optimization problem is given by the saddle point of the Lagrangian:
Let us now consider the nonlinearly separable case. The basic idea is to nonlinearly map the data space onto a new feature space, on which the problem becomes linearly separable. It turns out that the solution is given in the form of (14), and the corresponding Lagrange multipliers are determined by substituting xTxj in (29) 
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