Abstract: In DEA, there are typically two schemes for measuring efficiency of DMUs; radial and non-radial. Radial models assume proportional change of inputs/outputs and usually remaining slacks are not directly accounted for inefficiency. On the other hand, non-radial models deal with slacks of each input/output individually and independently, and integrate them into an efficiency measure, called slacks-based measure (SBM). In this paper, we point out shortcomings of the SBM and propose 4 variants of the SBM model. The original SBM model evaluates efficiency of DMUs referring to the furthest frontier point within a range. This results in the hardest score for the objective DMU and the projection may go to a remote point on the efficient frontier which may be inappropriate as the reference. In an effort to overcome this shortcoming, we first investigate frontier (facet) structure of the production possibility set. Then we propose Variation I that evaluates each DMU by the nearest point on the same frontier as the SBM found. However, there exist other potential facets for evaluating DMUs. Therefore we propose Variation II that evaluates each DMU from all facets. We then employ clustering methods to classify DMUs into several groups, and apply Variation II within each cluster. This Variation III gives more reasonable efficiency scores with less effort. Lastly we propose a random search method (Variation IV) for reducing the burden of enumeration of facets. The results are approximate but practical in usage.
Introduction
In most DEA models, the production possibility set is a polyhedral convex set whose vertices correspond to the efficient DMUs in the model. A polyhedral convex set can be defined by its vertices or by its supporting hyperplanes (Simonnard [4] ). In DEA literature, main focus is directed to vertices while comparatively few researches are concerned with the supporting hyperplanes.
One of the purposes of this paper is to fill the gap between the two approaches: vertex and hyperplane. We firstly discuss the characteristics of the supporting hyperplanes to the production possibility set in DEA. Then, based on this hyperplanes, we propose several variants of the slacks-based measure of efficiency.
Roughly speaking, we have two types of measure in DEA; radial and non-radial. Radial measures are represented by CCR [2] and BCC [1] models. Their drawbacks exist in that inputs/outputs are assumed to undergo proportional changes and remaining slacks are not accounted for in the efficiency scores.
Non-radial models are represented by the slacks-based measure (SBM) [5] . The SBM evaluates efficiency based on the slacks-based measure to the efficient frontier. However, since its objective is to minimize this measure, the referent point is apt to be far from the objective DMU.
However, there exists other approach; to find the nearest point on the frontier. For this purpose we first modify the SBM to catch the minimum slacks-based measure point on the facet that the SBM found for the DMU. We call this Variation I. Then, after investigation of supporting hyperplanes (facets) to the production possibility set, we extend this approach to consider all facets, resulting in Variation II. Since the enumeration of facets needs massive computation, we propose two more convenient variations; one clustering (Variation III) and the other random search (Variation IV).
This paper unfolds as follows. We introduce the SBM and several properties of facets (hyperplanes) in Section 2. Then we modify the SBM in such a way that instead of minimization of the objective function we maximize it on the facet explored by the SBM (Variation I) in Section 3. We propose a method for finding all facets of the production possibility set in Section 4. Using this result we extend Variation I to employ all facets (Variation II) in Section 5. Then we simplify Variation II to two schemes; one clustering (Variation III) and the other random search (Variation IV) in Section 6. We modify our results to cope with the variable returns-to-scale (VRS) environment in Section 7. We compare our variation with the radial (CCR) model in Section 8. Some concluding remarks follow in the last section.
Preliminaries
In this section we introduce the SBM and discuss several properties of the facets of production possibility set.
Notation and Production Possibility Set
We deal with n DMUs (j=1,…,n) each having m inputs { } ( 1, ,
We denote the DMU j by and the input/output data matrices by
respectively. We assume and . Under the constant returns-to-scale (CRS) assumption the production possibility set is defined by
where is the intensity vector. We introduce non-negative input and output slacks and to express 
Efficiency and SBM

[Definition 1] (Efficient DMU)
A 
This fractional program can be solved by transforming into an equivalent linear program (see [5] ). Let an optimal solution of the SBM be . The projected DMU ( , ) o o x y is CRS-efficient.
(See Appendix A for a proof.)
As the objective function (3) suggests, the original SBM aims to find the minimum (the worst) score associated with the relatively maximum slacks under the constraint (4). This might project the DMU onto a very remote point on the frontier (facet) and sometimes it is hard to interpret. On the other hand, there is the opposite approach, i.e., to look for the nearest point on the facet, by minimizing the slacks-based measure from the frontiers. For this purpose, we need to investigate the facets of the production possibility set, as we show in the following section.
Facets of Production Possibility Set
Let be k DMUs in P. We make a linear combination of these k DMUs with positive
where .
If any member of is CRS-inefficient, then is CRS-inefficient.
Proof: Without losing generality, we assume that is CRS-inefficient. Then, the system ) , ( 
(12) Hence, we have As a contraposition of Lemma 1, we have
We notice that the reverse of this theorem is not always true. Now, we assume in (7) is CRS-efficient and we demonstrate the following theorem.
If defined by (7) is CRS-efficient, then there exists a supporting hyperplane to P at which also supports P at .
Proof: By the strong theorem of complementarity, there exist dual variables with such that
We can obtain such a strong complementary solution by using the additive model or the non-oriented slacks-based measure (SBM) model [3, 5] .
Inserting the definition of in (7) into the first equality in (13), we have
Taking note of and the second inequality in (13), the equality (14) holds if and only if
Hence, the hyperplane passes through
This theorem is helpful in identifying the facets of P. Since the system of equations (15) is homogenous, if is a solution to (15), then is also a solution.
If the rank of the matrix
is not less than , then the coefficient is uniquely determined except for the scalar multiplier t, since the hyperplane passes through the origin (16) is less than , then there exist multiple for the system (13).
We call the supporting hyperplane defined in Theorem 3 a facet of P.
Variation I -Minimizing slacks-based measure from the facet
The first variation is a simple modification of the basic SBM in the preceding section. We maximize the objective function rather than minimization.
For each DMU ( , , we solve the SBM model in (3) (4) . If it is inefficient, we have its reference set R defined by (5) . The projected DMU is efficient by Theorem 1 and hence the DMUs in the reference set are efficient by Theorem 2. Furthermore, by Theorem 3, they form a facet of P. We evaluate the minimum slacks-based measure and hence the maximum score on the facet as follows.
) ( 1, , ) 
Since we deal with the same facet as the basic model, we have the relationship:
This variation demands one additional LP solution for each inefficient DMU and is computationally rather easy. However, since the facet defined by R is an instance of facets and there may be other facets of P to be considered in evaluating the maximum efficiency of DMU , we need to know all facets of P. We discuss this subject in the next section. Now we show an example of the SBM and Variation I. First, we solved this case by the SBM in (3) (4) . Then, knowing the reference set and hence a facet of inefficient DMUs, we solved the Variation I in (17-18). The results are displayed in Table 2 Table 2 here. 
Enumeration of facets
In this section, we propose a method for enumerating all facets of P. Let be the CRS-efficient DMUs in P.
( , ) ( 1, , ) 
[Definition 4] (maximal friends)
A friends is called maximal if any addition of (not in the friends) to the friends is no more friends. j P
[Definition 5] (dominated friends)
A friends is dominated by other friends if the set of DMUs is a subset of other's.
We propose an algorithm for finding the maximal friends of ( , ) ( 1, , )
Let the number of facets thus generated be H. We have H facets to P:
Facet(h) passes through its friends and supports P.
The above facets consist of genuine efficient frontiers of the production possibility set P. However, P has non-efficient boundaries as we see in Figure 1 as example. In the figure line segments AB and BC are efficient facets, while AD and CE are non-efficient boundaries of P. WE notice that, in this paper, we observe and deal only with the efficient portion of the boundary. For every efficient frontier point of P, there exists a Facet(h) that touches the efficient point. Proof: Every efficient frontier point can be expressed by a positive linear combination of a set of efficient vertices of P. By construction of the maximal_friends in the Algorithm A, the set as well as the efficient point is on some Facet(h).
Q.E.D.
Variation II -Minimizing the SBM from all facets
We deal with a set of DMUs defined in Section 2.
Step 1. Finding Efficient DMUs Solve the non-oriented SBM model or the additive model and find the set of efficient DMUs. Let the set be
where K is the number of efficient DMUs.
Step 2. Enumeration of Facets Enumerate all facets applying Algorithm A in Section 4. Let the number of facets thus obtained be H. We deal with only facets in the maximal friends.
Step
Evaluation of Inefficient DMUs
For an inefficient DMU we evaluate its efficiency score as follows. where R(h) is the set of efficient DMUs that span Facet(h). We obtain the efficiency score of DMU as
We have the following inequalities among the three scores:
[Example 2]
In the above example, the set of friends composed of two DMUs are found to be AD, BD, AL, BL and DL. The set of friends composed of three DMUs are ADL and BDL. The set ABDL cannot be a friends (facet). Hence the maximal friends are ADL and BDL. Using ADL and BDL as reference respectively, we solved the program (21-22), and obtained the efficiency score for inefficient DMUs as exhibited in Table 3 . For example, for DMU E, we have (with reference A) and (with reference D, L). Thus . Table 3 here. 
0.7682031
ADL E ρ = 0.7523161 BDL E ρ = 0.7682031 all E ρ = <<Insert
How to reduce a massive enumeration
In Variation II, the enumeration of facets needs an enormous computation time and space for large scale problems, even though advances in recent IT technologies are amazing in both aspects. If we have m=6 (# of inputs), s=5 (# of outputs) and k=20 (# of efficient DMUs), then in the worst case we might enumerate about 20 C 10 =184,756 cases. Of course, most of them would be found to be an inefficient combination.
In this section we propose two modified versions of Variation II which are less time and space consuming.
Variation III -Clustering
Step 1. Clustering DMUs Using some clustering method, we classify all DMUs in clusters, say, Cluster 1 to Cluster L.
Step 2. Finding efficient DMUs
This step is the same as the Step 1 of the Variation II.
Step 
We create the facets composed of the efficient DMUs in using the same procedure as described in Step 2 of the preceding section. We evaluate the efficiency of DMU in reference to the facets thus obtained in the same way as the Step 3 of the preceding section. If the program (21-22) has no feasible solution, DMU is judged to be efficient in this cluster, i.e., it is globally inefficient but locally efficient.
The merits of this modification are as follows: (1) By introducing a considerable number of clusters, we can reduce the number of the candidate combinations.
(2) For inefficient DMUs, the efficiency score is obtained in reference to the efficient DMUs in the same cluster.
Thus, the results are more acceptable and understandable.
[Example 3]
We classified 12 hospitals in Table 1 into two clusters depending on their size (numbers of doctor and inpatient) as described in the column "Cluster" of Table 4 . We solved non-oriented SBM model and found 4 efficient DMUs (A,, B, D, L) and 8 inefficient DMUs with their references as exhibited in the left side of Table 4 where we found several inappropriate references. For example, C has references B and L, whereas L is not in the same cluster as C. In the cluster 1, the maximal friends are AD and BD, and in the cluster 2 we have only one facet L. Finally, we solved the efficiency of inefficient DMUs referring to the facets in the same cluster and found the results recorded in the right half of Table 4 . DMU C has its reference D and efficiency score 0.875069 which was upgraded from the SBM score 0.826. DMUs in the cluster 2 were all evaluated their efficiency against L. We found infeasibility for G and J. Hence, we judged them efficient in this cluster. They are globally inefficient but locally efficient. Table 4 here. 
<< Insert
Variation IV -Random Search
In this section we propose an approximate method for finding facets.
Step 1. Finding center of gravity of efficient DMUs.
Let the set of efficient DMUs be . We calculate their center of gravity G as ( , ) ( 1, , ) Figure 2 illustrate an example. We note that we can utilize any positive linear combination of efficient DMUs instead of the center of gravity for our purpose.
Step 2. Creating random directions around efficient DMUs
For each efficient DMU we compute the direction from G to ( , ) .
Let an optimal solution be . 
Step 4. Repeating the random search
We repeat the random search around the K efficient DMUs until a sufficient number of facets is found.
Evaluating inefficient DMUs
We evaluate the efficiency score of inefficient DMUs using the facets thus found in the same manner as the Variation II.
<<Insert Figure 2 here. Table 5 denotes their center of gravity and direction vectors from the center to A, B, D and L. We disturb these vectors randomly and, for example for D, we have, dx1=0.7, dx2=-13, dy1=8, dy2=-13. Using this direction we solved the program (26) and obtained . Thus, ADL spans a facet of P. In this way we can find facets of P approximately. Table 6 exhibits results of random searches. We tried two random searches (perturbed directions) for each efficient DMU as displayed in the table. Eventually we found the two maximal friends (facets); ADL and BDL. The reason why we perturb the direction around vertices is that several facets are connected at a vertex and we can find facets with high probability.
<<Insert Table 5 here. Table 6 here. 
Variable returns-to-scale (VRS) case
So far we have discussed the constant returns to scale case. We need some alternations in the variable returns-to-scale (VRS) case, which requires the convexity condition on the intensity vector
(27) In this section, we present only important addenda to the preceding sections. 1. The production possibility set (1) and the SBM model (4) have the additional constraint (27). 2. Equation (7) is modified to: 
3. Lemma 1 turns out to:
If any member of is VRS-inefficient, then is VRS-inefficient.
Proof: Without losing generality, we assume that is VRS-inefficient. Then, the system ) , ( 
Theorem 3 changes to:
[Theorem 3A] If defined by (7A) is VRS-efficient, then there exists a supporting hyperplane to P at which also supports P at . 
Taking note of and the second inequality in (13A), the equality (14A) holds if and only if
Hence the hyperplane passes through and supports P. Q.E.D.
Since the system of equations (15A) In what follows, we choose the center of gravity of as , i.e.
5.
We add the convexity condition to the linear program (26) 1 = eλ
Comparisons with the radial model
We compared the scores obtained by the SBM, Variation II and the radial CCR models as displayed in Table 7 . The CCR score is not less than that of the SBM ([3, p. 111]). However, Variation II and the CCR are mixed. We have no theoretical evidence between the two. The results indicate volatility of score and rank depending on the models, and connote the importance of model selection as is always the case in DEA applications.
<<Insert Table 7 here. 
Concluding remarks
In this paper, we have proposed 4 variants of the SBM. They have common characteristics as follows: Q.E.D. 
