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ALGEBRAIC TWISTS OF MODULAR FORMS AND HECKE ORBITS
E´TIENNE FOUVRY, EMMANUEL KOWALSKI, AND PHILIPPE MICHEL
Abstract. We consider the question of the correlation of Fourier coefficients of modular forms
with functions of algebraic origin. We establish the absence of correlation in considerable generality
(with a power saving of Burgess type) and a corresponding equidistribution property for twisted
Hecke orbits. This is done by exploiting the amplification method and the Riemann Hypothesis
over finite fields, relying in particular on the ℓ-adic Fourier transform introduced by Deligne and
studied by Katz and Laumon.
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1. Introduction and statement of results
This paper concerns a certain type of sums involving Fourier coefficients of modular forms,
which we call “algebraic twists”. Their study can be naturally motivated either from a point of
view coming from analytic number theory, or from geometric considerations involving Hecke orbits
on modular curves. We will present them using the first approach, and discuss the geometric
application in Section 2.3.
We will be considering either holomorphic cusp forms or Maass forms. Precisely, the statement
f is a cusp form will mean, unless otherwise indicated, that f is either (1) a non-zero holomorphic
cusp form of some even weight k > 2 (sometimes denoted kf ) and some level N > 1; or (2) a
non-zero Maass cusp form of weight 0, level N and Laplace eigenvalue written 1/4 + t2f . In both
cases, we assume f has trivial Nebentypus for simplicity.
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The statement that a cusp form f of level N is a Hecke eigenform will also, unless otherwise
indicated, mean that f is an eigenfunction of the Hecke operators Tn with (n,N) = 1.
1.1. Algebraic twists of modular forms. Let f : H→ C be a cusp form (as discussed above).
We have f(z + 1) = f(z), so f that admits a Fourier expansion at infinity, and we denote the n-th
Fourier coefficient of f by ̺f (n). Explicitly, if f is holomorphic of weight k, the Fourier expansion
takes the form
f(z) =
∑
n>1
n(k−1)/2̺f (n)e(nz),
and if f is a Maass form, the Fourier expansion is normalized as in (3.8) below. It follows from
Rankin-Selberg theory that the Fourier coefficients ̺f (n) are bounded on average, namely
(1.1)
∑
n6x
|̺f (n)|2 = cfx+O(x3/5)
for some cf > 0. For individual terms, we have
(1.2) ̺f (n)≪ε,f n7/64+ε
for any ε > 0 by the work of Kim and Sarnak [31], and moreover, if f is holomorphic, it follows
from Deligne’s proof of the Ramanujan-Petersson conjecture that the ̺f (n) are almost bounded,
so that
̺f (n)≪ε,f nε
for any ε > 0.
On the other hand, it is also well-known that the Fourier coefficients oscillate quite substantially,
as the estimate
(1.3)
∑
n6x
̺f (n)e(αn)≪ x1/2(log 2x)
valid for x > 1 and α ∈ R, with an implied constant depending on f only, shows (see, e.g., [25, Th.
5.3] and [26, Th. 8.1]).
One may ask, more generally, whether the sequence (̺f (n))n>1 correlates with another bounded
(or essentially bounded) sequence K(n). This may be defined formally as follows: (K(n)) does not
correlate with the Fourier coefficients of f if we have∑
n6x
̺f (n)K(n)≪ x(log x)−A
for all A > 1, the implied constant depending on A.1 There are many known examples, of which
we list only a few particularly interesting ones:
• For K(n) = µ(n), the Mo¨bius function, the non-correlation is an incarnation of the Prime
Number Theorem, and is a consequence of the non-vanishing of the Hecke L-function L(f, s)
for Re s = 1 when f is primitive; more generally, for K(n) = µ(n)e(nα) where α ∈ R/Z,
non-correlation has been obtained recently by Fouvry and Ganguly [18];
• When K(n) = ̺g(n) for g any modular form which is orthogonal to f , non-correlation is
provided by Rankin-Selberg theory;
• For K(n) = ̺g(n + h) with h 6= 0 and g any modular form, whether it is orthogonal to f
or not, non-correlation follows from the study of shifted-convolution sums, and has crucial
importance in many studies of automorphic L-functions.
1 It is not enough to ask that the sum be o(x) because this is then true for K(n) equal to the sign of ̺f (n), see
for instance [13].
2
In this paper we are interested in the absence of correlation of the coefficients (̺f (n))n against
sequences (K(n))n>1 where
K : Z/pZ→ C
is a function defined modulo p, for some prime p, which is extended to all of Z by periodicity. We
will then consider sums of the shape ∑
n6p
̺f (n)K(n),
or rather smoothed versions of these, which we denote
S(f,K; p) = SV (f,K; p) =
∑
n>1
̺f (n)K(n)V (n/p),
for V a smooth compactly supported function on ]0,+∞[ (often V will be omitted from the nota-
tion).
By (1.1), the trivial bound for these sums is
S(f,K; p)≪ p
(1
p
∑
n6p
|K(n)|2
)1/2
≪ p max
16n6p
|K(n)|,
where the implied constant depends on f and V , and our aim will be to improve this bound; we
will prove estimates of the shape
(1.4) S(f,K; p)≪ p1−δ
for some absolute δ > 0, where the implied constant depends only on f , V and easily controlled
invariants of K, such as
‖K‖2 =
(1
p
∑
n6p
|K(n)|2
)1/2
or ‖K‖∞ = max |K(n)|.
A first (slightly degenerate) example is a (normalized) Dirac function located at some u ∈ Fp,
i.e., K(n) = p1/2δn≡u (mod p). Here ‖K‖∞ = p1/2 is large, but ‖K‖2 = 1 and
(1.5) S(f,K; p) = p1/2
∑
n≡u (mod p)
̺f (n)V (n/p)≪ p1−δ
for any δ < 1− 7/64 by (1.2).
Another non-trivial choice (somewhat simpler than the previous one) is an additive character
modulo p given by K(n) = e(an/p) for some fixed a ∈ Z. In that case, |K(n)| 6 1 and the
bound (1.3) gives (1.4) for any δ < 1/2, with an implied constant depending only on f and V .
A third interesting example is given by K(n) = χ(n), where χ is a non-trivial Dirichlet character
modulo p (extended by 0 at p). In that case, the bound (1.4), with an implied constant depending
only on f and V , is essentially equivalent to a subconvex bound for the twisted L-function L(f⊗χ, s)
in the level aspect, i.e., to a bound
L(f ⊗ χ, s)≪s,f p1/2−δ′ ,
for some δ′ > 0 and any fixed s on the critical line. Such an estimate was obtained for the first time
by Duke-Friedlander-Iwaniec in [10] for any δ′ < 1/22. This bound was subsequently improved to
any δ′ < 1/8 (a Burgess type exponent) by Bykovski and Blomer-Harcos2 [4, 3], and to δ′ < 1/6 (a
Weyl type exponent) when χ is quadratic by Conrey-Iwaniec [5].
2 We are very grateful to G. Harcos for pointing out the relevance of these two papers for the present one.
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There are many other functions which occur naturally. We highlight two types here. First, given
rational functions φ1, φ2, say
φi(X) =
Ri(X)
Si(X)
∈ Q(X), i = 1, 2
with Ri, Si ∈ Z[X] coprime (in Q[X]), and given a non-trivial Dirichlet character χ (mod p), one
can form
(1.6) K(n) =
{
e
(
φ1(n)
p
)
χ(φ2(n)), if p ∤ S1(n)S2(n),
0, otherwise,
where inverses are computed modulo p and with the usual convention χ(0) = 0. We will show
that (1.4) holds for such functions with an absolute exponent of Burgess type (see Corollary 2.2
below). The proof depends ultimately on the Riemann Hypothesis over finite fields, which is applied
in order to estimate exponential sums in 3 variables with square-root cancellation, using Deligne’s
results [7].
Second, for m > 1 and a ∈ F×p let
Klm(a; p) =
1
p
m−1
2
∑
· · ·
∑
x1···xm=a
xi∈Fp
e
(x1 + · · ·+ xm
p
)
be the normalized hyper-Kloosterman sum in m−1 variables. Recall that by the work of Deligne [6,
Sommes Trig., (7.1.3)] we have
|Klm(a; p)| 6 m,
and sums involving Kloosterman sums or hyper-Kloosterman sums are frequent visitors of analytic
number theorists. Consider now, for φ = R(X)S(X) ∈ Q[X] a non-constant rational function with
R,S ∈ Z[X], S 6= 0 and Φ(U, V ) ∈ C[U, V ] a polynomial in two variables, the function
(1.7) K(n) =
{
Φ
(
Klm(φ(n); p),Klm(φ(n); p)
)
, if p ∤ S(n)
0 otherwise.
We will also show a bound of the type (1.4) for these rather wild functions.
The precise common feature of these examples is that they arise as linear combination of Frobenius
trace functions of certain ℓ-adic sheaves over the affine line A1
Fp
(for some prime ℓ 6= p). We
therefore call these functions trace functions, and we will give the precise definition below. To state
our main result, it is enough for the moment to know that we can measure the complexity of a
trace function modulo p with a numerical invariant called its conductor cond(K). Our result is,
roughly, that when cond(K) remains bounded, K(n) does not correlate with Fourier coefficients of
modular forms.
As a last step before stating our main result, we quantify the properties of the test function V
that we handle. Given P > 0 and Q > 1 real numbers, we define:
Definition 1.1 (Condition (V (C,P,Q))). Let P > 0 and Q > 1 be real numbers and let C =
(Cν)ν>0 be a sequence of non-negative real numbers. A smooth compactly supported function V
on [0,+∞[ satisfies Condition (V (C,P,Q)) if
(1) The support of V is contained in the dyadic interval [P, 2P ];
(2) For all x > 0 and all integers ν > 0 we have the inequality∣∣ xνV (ν)(x) ∣∣ 6 CνQν .
In particular, |V (x)| 6 C0 for all x.
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Remark. A smooth dyadic sum corresponds to cases where P = 1/2 and Q is absolutely bounded.
This is the most important situation to consider, in a first reading at least. In other situations, we
have in mind that PQ is also absolutely bounded.
As a referee pointed out, the sequence C = (Cν)ν>0 should grow sufficiently fast in order for the
set of functions satisfying (V (C,P,Q)) be non-trivial: for instance if (Cν)ν>0, any such function V
would have to be analytic hence identically zero since compactly supported.
Our main result is:
Theorem 1.2. Let f be a Hecke eigenform, p be a prime number and V a function satisfying
(V (C,P,Q)). Let K be an isotypic trace function of conductor cond(K), as defined in Section 1.3.
There exists s > 1 absolute such that we have
SV (f,K; p)≪ cond(K)sp1−δ(PQ)1/2(P +Q)1/2
for any δ < 1/8, where the implied constant depends only on C, f and δ.
Remark 1.3. The Burgess type subconvex bounds for L(f⊗χ, 1/2) of Bykovski and Blomer-Harcos
mentioned above can easily be retrieved from the special case K(n) = χ(n).
As a consequence of this and (1.1), one has the following non-trivial estimate for sums over
intervals, whose proof is given in Section 2.1:
Corollary 1.4. Under the same assumptions as above, for any interval I ⊂ [1, p], we have
(1.8)
∑
n∈I
̺f (n)K(n)≪ cond(K)sp1−δ/2
for any δ < 1/8, where the implied constant depends only on f and δ.
This result applies almost directly to the functions (1.6) and (1.7) and to a wide range of algebraic
exponential sums. We refer to Section 2 for these and for more elaborate applications.
An important point is that estimates like (1.4) are obviously linear with respect to K, but the
notion of an isotypic function is not. This justifies the following definition:
Definition 1.5 (Trace norms). Let p be a prime number, and let K : Fp −→ C be any function
defined modulo p. Let s > 1 be an integer. The s-trace norm of K is
‖K‖tr,s = inf
{∑
i
|λi| cond(Ki)s +
∑
j
|µj |+
∑
k
|ηk|
}
where the infimum runs over all decompositions of K as a finite linear combination
(1.9) K(x) =
∑
i
λiKi(x) +
∑
j
µjp
1/2δaj (x) +
∑
k
ηke
(bkx
p
)
,
where λi, µj, ηk ∈ C, aj, bk ∈ Fp, and Ki is an isotypic trace function.
The decomposition of a function in Dirac functions shows that these norms are well-defined.
We then have:
Corollary 1.6 (Trace norm estimate). There exists an absolute constant s > 1 with the following
property: for any cusp form f , any prime p, any function K modulo p, for any function V satisfying
(V (C,P,Q)), we have
SV (f,K; p)≪ ‖K‖tr,sp1−δ(PQ)1/2(P +Q)1/2,
for any δ < 1/8, where the implied constant depends only on (C, f, δ).
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Proof. Indeed, for a decomposition (1.9), we can apply Theorem 1.2 for the isotypic trace functions
Ki, with the value of s in that theorem, while we use (1.3) for the components ηke(bkx/p), and (1.2)
for the delta functions. 
Remark 1.7. It is important to remark that this depends on (1.3), and thus this corollary does
not hold for Eisenstein series. For the latter, one can define analogues of the trace norms which
consider decompositions (1.9) with no additive characters.
1.2. Good functions and correlating matrices. To deal with the level of generality we consider,
it is beneficial at first to completely forget all the specific properties that K might have, and
to proceed abstractly. Therefore we consider the problem of bounding the sum SV (f,K; p) for
K : Z/pZ→ C a general function, assuming only that we know that |K(n)| 6M for some M that
we think as fixed.
For the case of Dirichlet characters, Duke, Friedlander and Iwaniec [10] amplified K(n) = χ(n)
among characters with a fixed modulus. Given the absence of structure on K in our situation, this
strategy seems difficult to implement. Instead, we use an idea found in [5]:3 we consider K “fixed”,
and consider the family of sums SV (g,K; p) for g varying over a basis of modular cusp forms of level
Np, viewing f (suitably normalized) as an old form at p. Estimating the amplified second moment
of SV (g,K; p) over that family by the Petersson-Kuznetzov formula and the Poisson formula, we
ultimately have to confront some sums which we call correlation sums, which we now define.
We denote by Kˆ the (unitarily normalized) Fourier transform modulo p of K, given by
Kˆ(z) =
1
p1/2
∑
x (mod p)
K(x)e
(zx
p
)
.
For any field L, we let GL2(L) and PGL2(L) act on P
1(L) = L∪{∞} by fractional linear trans-
formations as usual. Now for γ =
(
a b
c d
)
∈ GL2(Fp) or in PGL2(Fp), we define the correlation
sum C(K; γ) by
(1.10) C(K; γ) =
∑
z∈Fp
z 6=−d/c
Kˆ(γ · z)Kˆ(z).
The matrices γ which arise in our amplification are the reduction modulo p of integral matrices
parameterized by various coefficients from the amplifier, and we need the sums C(K; γ) to be as
small as possible.
If ‖K‖∞ 6 M (or even ‖K‖2 6 M), then the Cauchy-Schwarz inequality and the Parseval
formula show that
(1.11) |C(K; γ)| 6M2p.
This bound is, unsurprinsingly, insufficient. Our method is based on the idea that C(K; γ) should
be significantly smaller for most of the γ which occur (even by a factor p−1/2, according to the
square-root cancellation philosophy) and that we can control the γ where this cancellation does
not occur. By this, we mean that these matrices (which we call the set of correlation matrices)
is nicely structured and rather small, unless Kˆ is constant, a situation which means that K(n) is
proportional to e(anp ) for some a ∈ Z, in which case we can use (1.3) anyway.
In this paper, the structure we obtain is algebraic. To discuss it, we introduce the following
notation concerning the algebraic subgroups of PGL2:
– we denote by B ⊂ PGL2 the subgroup of upper-triangular matrices, the stabilizer of ∞ ∈ P1;
3As pointed out in [5], this idea occured already in the work of Bykovsky [4] and was also used by Blomer and
Harcos [3].
6
– we denote by w =
(
0 1
1 0
)
the Weyl element, so that Bw (resp. wB) is the set of matrices
mapping 0 to ∞ (resp ∞ to 0);
– we denote by PGL2,par the subset of matrices in PGL2 which are parabolic, i.e., which have a
single fixed point in P1;
– Given x 6= y in P1, the pointwise stabilizer of x and y is denoted Tx,y (this is a maximal torus),
and its normalizer in PGL2 (or the stabilizer of the set {x, y}) is denoted Nx,y .
Definition 1.8 (Correlation matrices and good functions). Let p be a prime and K : Fp → C an
arbitrary function. Let M > 1 be such that ‖K‖2 6M .
(1) We let
(1.12) GK,M = {γ ∈ PGL2(Fp) | |C(K; γ)| > Mp1/2},
the set of M -correlation matrices.
(2) We say that K is (p,M)-good if there exist at most M pairs (xi, yi) of distinct elements in
P1(F¯p) such that
(1.13) GK,M = G
b
K,M ∪GpK,M ∪GtK,M ∪GwK,M ,
where
GbK,M ⊂ B(Fp) ∪B(Fp)w ∪ wB(Fp), GpK,M ⊂ PGL2,par
GtK,M ⊂
⋃
i
Txi,yi(Fp), G
w
K,M ⊂
⋃
i
(Nxi,yi −Txi,yi)(Fp).
In other words: given M > 1 and p a prime, a p-periodic function K is (p,M)-good if the only
matrices for which the estimate |C(K; γ)| 6 Mp1/2 fails are either (1) upper-triangular or sending
0 to ∞ or ∞ to 0; or (2) parabolic; or (3) elements which permute two points defined by at most
M integral quadratic (or linear) equations. We note that if we fix such data, a “generic” matrix is
not of this type.
This notion has little content if M is larger that p1/2, but we will already present below some
elementary examples of (p,M)-good functions, together with their sets of correlation matrices for
M fixed and p arbitrary large (not surprisingly, all these examples come from trace functions).
Given a (p,M)-good function K, we next show using counting arguments that the set of matrices
γ constructed from the amplifier does not intersect the set of correlating matrices in a too large set
and we eventually obtain our main technical result:
Theorem 1.9 (Bounds for good twists). Let f be a Hecke eigenform, p be a prime number and
V a function satisfying (V (C,P,Q)). Let M > 1 be given, and let K be a (p,M)-good function
modulo p with ‖K‖∞ 6M .
There exists s > 1 absolute such that
SV (f,K; p)≪M sp1−δ(PQ)1/2(P +Q)1/2,
for any δ < 1/8, where the implied constant depends only on (C, f, δ).
Remark 1.10. Although it is an elementary step (compare (5.14) and (5.15) in the proof) the
beautiful modular interpretation of correlation sums is a key observation for this paper. It gives a
group theoretic interpretation and introduce symmetry into sums, the estimation of which might
otherwise seem to be hopeless.
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1.3. Trace functions of ℓ-adic sheaves. The class of functions to which we apply these general
considerations are the trace functions modulo p, which we now define formally.
Let p be a prime number and ℓ 6= p an auxiliary prime. The functions K(x) modulo p that we
consider are the trace functions of suitable constructible sheaves on A1
Fp
evaluated at x ∈ Fp. To
be precise, we will consider ℓ-adic constructible sheaves on A1
Fp
. The trace function of such a sheaf
F takes values in an ℓ-adic field so we also fix an isomorphism ι : Q¯ℓ −→ C, and we consider the
functions of the shape
(1.14) K(x) = ι((trF)(Fp, x))
for x ∈ Fp, as in [30, 7.3.7].
Definition 1.11 (Trace sheaves). (1) A constructible Q¯ℓ-sheaf F on A
1
Fp
is a trace sheaf if it is a
middle-extension sheaf whose restriction to any non-empty open subset U ⊂ A1
Fp
where F is lisse
and pointwise ι-pure of weight 0.
(2) A trace sheaf F is called a Fourier trace sheaf if, in addition, it is a Fourier sheaf in the sense
of Katz [29, Def. 8.2.2].
(3) A trace sheaf is an isotypic trace sheaf if it is a Fourier sheaf and if, for any open set
U as in (1), the restriction of F to U is geometrically isotypic when seen as a representation of
the geometric fundamental group of U : it is the direct sum of several copies of some (necessarily
non-trivial) irreducible representation of the geometric fundamental group of U (see [29, §8.4]).
If F is geometrically irreducible (instead of being geometrically isotypic), the sheaf will be called
an irreducible trace sheaf.
We use similar terminology for the trace functions:
Definition 1.12 (Trace function). Let p be a prime number. A p-periodic function K(n) defined
for n > 1, seen also as a function on Fp, is a trace function (resp. Fourier trace function, isotypic
trace function) if there is some trace sheaf (resp. Fourier trace sheaf, resp. isotypic trace sheaf) F
on A1
Fp
such that K is given by (1.14).
We need an invariant to measure the geometric complexity of a trace function, which may be
defined in greater generality.
Definition 1.13 (Conductor). For an ℓ-adic constructible sheaf F on A1
Fp
, of rank rank(F) with
n(F) singularities in P1, and with
Swan(F) =
∑
x
Swanx(F)
the (finite) sum being over all singularities of F, we define the (analytic) conductor of F to be
(1.15) cond(F) = rank(F) + n(F) + Swan(F).
If K(n) is a trace function modulo p, its conductor is the smallest conductor of a trace sheaf F
with trace function K.
With these definitions, our third main result, which together with Theorem 1.9 immediately
implies Theorem 1.2, is very simple to state:
Theorem 1.14 (Trace functions are good). Let p be a prime number, N > 1 and F an isotypic
trace sheaf on A1
Fp
, with conductor 6 N . Let K be the corresponding isotypic trace function. Then
K is (p, aN s)-good for some absolute constants a > 1 and s > 1.
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Remark. (1) This sweeping result encompasses the functions (1.6) and (1.7) and a wide range of
algebraic exponential sums, as well as point-counting functions for families of algebraic varieties
over finite fields. From our point of view, the uniform treatment of trace functions is one of the
main achievements in this paper. In fact our results can be read as much as being primarily about
trace functions, and not Fourier coefficients of modular forms. Reviewing the literature, we have,
for instance, found several fine works in analytic number theory that exploit bounds on exponential
sums which turn out to be special cases of the correlation sums (1.10) (see [19, 21, 24, 38, 37]).
Recent works of the authors confirm the usefulness of this notion (see [15, 17]).
(2) Being isotypic is of course not stable under direct sum, but using Jordan-Ho¨lder components,
any Fourier trace function can be written as a sum (with non-negative integral multiplicities) of
isotypic trace functions, which allows us to extend many results to general trace functions (see
Corollary 1.6).
1.4. The ℓ-adic Fourier transform and the Fourier-Mo¨bius group. We now recall the coun-
terpart of the Fourier transform at the level of sheaves, which was discovered by Deligne and
developped especially by Laumon [34]. This plays a crucial role in our work.
Fix a non-trivial additive character ψ of Fp with values in Q¯ℓ. For any Fourier sheaf F on A
1,
we denote by Gψ = FTψ(F)(1/2) its (normalized) Fourier transform sheaf, where the Tate twist is
always defined using the choice of square root of p in Q¯ℓ which maps to
√
p > 0 under the fixed
isomorphism ι (which we denote
√
p or p1/2). We will sometimes simply write G, although one must
remember that this depends on the choice of the character ψ. Then G is another Fourier sheaf,
such that
(trG)(Fp, y) = − 1
p1/2
∑
x∈Fp
(trF)(Fp, x)ψ(xy)
for any y ∈ Fp (see [30, Th. 7.3.8, (4)]).
In particular, if K is given by (1.14) and ψ is such that
ι(ψ(x)) = e
(x
p
)
for x ∈ Fp (we will call such a ψ the “standard character” relative to ι), then we have
(1.16) ι((trG)(Fp, y)) = −Kˆ(y)
for y in Z.
A key ingredient in the proof of Theorem 1.14 is the following geometric analogue of the set of
correlation matrices:
Definition 1.15 (Fourier-Mo¨bius group). Let p be a prime number, and let F be an isotypic trace
sheaf on A1
Fp
, with Fourier transform G with respect to ψ. The Fourier-Mo¨bius group GF is the
subgroup of PGL2(F¯p) defined by
GF = {γ ∈ PGL2(F¯p) | γ∗G is geometrically isomorphic to G}.
The crucial feature of this definition is that GF is visibly a group (it is in fact even an algebraic
subgroup of PGL2,Fp , as follows from constructibility of higher-direct image sheaves with compact
support, but we do not need this in this paper; it is however required in the sequel [15]). The
fundamental step in the proof of Theorem 1.14 is the fact that, for F of conductor 6 M , the set
GK,M of correlation matrices is, for p large enough in terms of M , a subset of GF. This will be
derived from the Riemann Hypothesis over finite fields in its most general form (see Corollary 9.2).
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1.5. Basic examples. We present here four examples where GK,M can be determined “by hand”,
though sometimes this may require Weil’s results on exponential sums in one variable or even
optimal bounds on exponential sums in three variables. This already gives interesting examples of
good functions.
(1) Let K(n) = e(un/p). Then Kˆ(v) = p1/2δv≡−u (mod p), so that C(K; γ) = 0 unless γ · (−u) =
−u, and in the last case we have C(K; γ) = p. Thus, if M > 1, we have
GK,M = {γ ∈ PGL2(Fp) | γ · (−u) = −u}
and, for 1 6M < p1/2, the function K is not (p,M)-good (yet non-correlation holds).
Dually, we may consider the function
K(n) = p1/2δn≡u (mod p)
for some fixed u ∈ Fp, for which the Fourier transform is Kˆ(v) = e(uv/p). Then we get
C(K; γ) =
∑
z 6=−d/c
e
(
u
z − (az + b)(cz + d)
p
)
for γ =
(
a b
c d
)
.
If u = 0, this sum is > p − 1 for every γ and for 1 6 M < p1/2 − 1, the function K is not
(p,M)-good.
For u 6= 0, we get |C(K; γ)| = p if a − d = c = 0, C(K; γ) = 0 if a − d 6= 0 and c = 0 and
otherwise, the sum is a Kloosterman sum so that |C(K; γ)| 6 2p1/2, by Weil’s bound. In particular,
for M > 3 and p such that p > 3
√
p,
GK,M =
{(
1 t
0 1
)}
⊂ PGL2(Fp).
Thus K is (p, 3)-good for all p > 17.
(2) Recall that the classical Kloosterman sums are defined by
S(e, f ; q) =
∑
x∈(Z/qZ)×
e
(ex+ fx¯
q
)
for q > 1 an integer and e, f ∈ Z.
We consider K(n) = S(1, n; p)/
√
p for 1 6 n 6 p. By Weil’s bound for Kloosterman sums, we
have |K(n)| 6 2 for all n. We get Kˆ(v) = 0 for v = 0 and
Kˆ(v) = e
(
− v¯
p
)
otherwise. For γ =
(
a b
c d
)
∈ PGL2(Fp), we find
C(K; γ) =
∑∗
z
e
( z¯ − (cz + d)(az + b)
p
)
where
∑∗
restricts the sum to those z /∈ {0,−d/c,−b/a} in Fp. According to the results of Weil,
we have |C(K; γ)| 6 2p1/2 unless the rational function
(1.17)
1
X
− cX + d
aX + b
∈ Fp(X)
is of the form φ(X)p − φ(X) + t for some constant t ∈ Fp and φ ∈ Fp(X) (and of course, in that
case the sum is > p− 3). Looking at poles we infer that in that later case φ is necessarily constant.
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Therefore, for M > 3 and p such that p − 3 > 3√p, the set GK,M is the set of γ for which (1.17)
is a constant. A moment’s thought then shows that
GK,M =
{(
1 0
t 1
)}
⊂ PGL2(Fp).
Thus K is (p, 3)-good for all p > 17.
(3) Let K(n) = e(n2/p). For p odd, we get
Kˆ(v) =
τp
p1/2
e
(
− 4¯v
2
p
)
by completing the square, where τp is the quadratic Gauss sum. Since |τp|2 = p, we find for
γ ∈ PGL2(Fp) as above the formula
C(K; γ) =
∑
z 6=−d/c
e
( 4¯(z2 − (az + b)2(cz + d)2)
p
)
.
For p > 3, Weil’s theory shows that |C(K; γ)| 6 2p1/2 for all γ such that the rational function
X2 − (aX + b)
2
(cX + d)2
is not constant and otherwise |C(K; γ)| > p− 1.
Thus for M > 2 and p > 7 (when p − 1 > 2p1/2), the set GK,M is the set of γ for which this
function is constant: this requires c = 0 (the second term can not have a pole), and then we get
the conditions b = 0 and (a/d)2 = 1, so that
GK,M =
{
1,
(−1 0
0 1
)}
⊂ B(Fp) ⊂ PGL2(Fp).
Thus that function K is (p, 2)-good for all primes p > 7.
(4) Let K(n) = χ(n) where χ is a non-trivial Dirichlet character modulo p. Then we have
Kˆ(v) = χ¯(v) τ(χ)
p1/2
for all v, where
τ(χ) =
∑
x∈Fp
χ(x)e
(x
p
)
is the Gauss sum associated to χ. Then for γ as above, we have
C(K; γ) =
∑
z 6=−b/a
χ¯(γ · z)χ(z) =
∑
z 6=−b/a
χ
(
z
cz + d
az + b
)
.
Again from Weil’s theory, we know that |C(K; γ)| 6 2p1/2 unless the rational function
X(cX + d)
(aX + b)
is of the form tP (X)h for some t ∈ Fp and P ∈ Fp(X), where h > 2 is the order of χ (and in that
case, the sum has modulus > p− 3). This means that for M > 2, and p > 11, the set GK,M is the
set of those γ where this condition is true. Looking at the order of the zero or pole at 0, we see
that this can only occur if either b = c = 0 (in which case the function is the constant da−1) or, in
the special case h = 2, when a = d = 0 (and the function is cb−1X2). In other words, for p > 11
and M > 2, we have
GK,M =
{(
a 0
0 d
)}
11
if h 6= 2, and
GK,M =
{(
a 0
0 d
)}
∪
{(
0 b
c 0
)}
if χ is real-valued. In both cases, these matrices are all in B(Fp) ∪ B(Fp)w, so that the function
χ(n) is (p, 2)-good, for all p > 11.
1.6. Notation. As usual, |X| denotes the cardinality of a set, and we write e(z) = e2iπz for any
z ∈ C. If a ∈ Z and n > 1 are integers and (a, n) = 1, we sometimes write a¯ for the inverse of a in
(Z/nZ)×; the modulus n will always be clear from context. We write Fp = Z/pZ.
By f ≪ g for x ∈ X, or f = O(g) for x ∈ X, where X is an arbitrary set on which f is defined,
we mean synonymously that there exists a constant C > 0 such that |f(x)| 6 Cg(x) for all x ∈ X.
The “implied constant” refers to any value of C for which this holds. It may depend on the set X,
which is usually specified explicitly, or clearly determined by the context. We write f(x) ≍ g(x) to
mean f ≪ g and g ≪ f . The notation n ∼ N means that the integer n satisfies the inequalities
N < n 6 2N . We denote the divisor function by d(n).
Concerning sheaves, for a 6= 0, we will write [×a]∗F for the pullback of a sheaf F on P1 under
the map x 7→ ax.
For a sheaf F on P1/k, where k is an algebraic closure of a finite field, and x ∈ P1, we write
F(x) for the representation of the inertia group at x on the geometric generic fiber of F, and Fx
for the stalk of F at x.
For F a sheaf on P1/k, where now k is a finite field of characteristic p, and for ν an integer
or ±1/2, we also write F(ν) for the Tate twist of F, with the normalization of the half-twist as
discussed in Section 1.4 using the underlying isomorphism ι : Q¯ℓ → C. From context, there should
be no confusion between the two possible meanings of the notation F(x).
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to thank V. Blomer, T. Browning, J. Ellenberg, C. Hall, H. Iwaniec, N. Katz, E. Lindenstrauss, P.
Nelson, R. Pink, G. Ricotta, P. Sarnak, A. Venkatesh and D. Zywina for input and encouraging
comments. We also thank B. Lo¨ffel and P. Nelson for their careful readings of the manuscript. We
particularly thank G. Harcos, whose decisive comments on an earlier version of this paper have
led to a significant improvement on the value of the exponents as well as the referee who read the
paper with considerable attention, caught many slips and made many helpful comments on the
penultimate version of this paper.
2. Some applications
2.1. Proof of Corollary 1.4. We explain here how to derive bounds for sums over intervals with
sharp cut-offs from our main results.
Taking differences, it is sufficient to prove the following slightly more precise bound: for any
δ < 1/8 and any 1 6 X 6 p, we have∑
16n6X
̺f (n)K(n)≪cond(K),f,δ X3/4p1/4−δ/2,
since the right-hand side is always ≪ p1−δ/2.
Remark 2.1. Observe that, by taking δ close enough to 1/8, we obtain here a stronger bound than
the “trivial” estimate of size ≪cond(K),f X coming from (1.1), as long as X > p3/4+η for some
η > 0.
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By a dyadic decomposition it is sufficient to prove that for 1 6 X 6 p/2, we have∑
X6n62X
̺f (n)K(n)≪cond(K),f,δ X3/4p1/4−δ/2
for any δ < 1/8. We may assume that
(2.1) X > 16p1−2δ
for otherwise the trivial bound (see the previous remark) implies the required bound.
Let ∆ < 1/2 be a parameter, and letW : [0,+∞[−→ [0, 1] be a smooth function with 0 6W 6 1,
compactly supported on the interval [1−∆, 2 + ∆], equal to 1 on [1, 2] and satisfying
xjW (j)(x)≪ ∆−j
for any j > 0. Then, provided ∆X ≫ p3/5, we deduce from (1.1) that∑
X6n62X
̺f (n)K(n) =
∑
n>1
̺f (n)K(n)W
( n
X
)
+O(‖K‖∞∆X),
where the implied constant depends only on f . By Theorem 1.2 applied to V (x) =W (px/X) with
Q = ∆−1 > 2 and P = X/p 6 1, we have∑
n>1
̺f (n)K(n)W
( n
X
)
≪ p1−δ(PQ)1/2(P +Q)1/2 ≪ ∆−1X1/2p1/2−δ
for any δ < 1/8 where the implied constant depends on f , cond(K) and δ. Hence we derive∑
X6n62X
̺f (n)K(n)≪ X
(
∆+∆−1p1/2−δX−1/2
)
.
We pick
∆ =
(
p1/2−δX−1/2
)1/2
.
which is < 1/2 by (2.1).Then we get
∆X > p−δ/2X > p1−5δ/2 > p11/16 > p3/5
so the above inequality applies to give∑
X6n62X
̺f (n)K(n)≪ X3/4p1/4−δ/2.
as we wanted.
2.2. Characters and Kloosterman sums. We first spell out the examples of the introduction
involving the functions (1.6) and (1.7). We give the proof now to illustrate how concise it is given
our results, referring to later sections for some details.
Corollary 2.2. Let f be any cusp form, p a prime and K given by
K(n) =
{
e
(
φ1(n)
p
)
χ(φ2(n)), if p ∤ S1(n)S2(n)
0 otherwise
or by
K(n) =
{
Φ
(
Klm(φ(n); p),Klm(φ(n); p)
)
, if p ∤ S(n)
0 otherwise.
Let V satisfy (V (C,P,Q)). Then for any δ < 1/8, we have
S(f,K; p)≪ p1−δ(PQ)1/2(P +Q)1/2,
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and ∑
n∈I
̺f (n)K(n)≪ p1−δ/2
for any interval I ⊂ [1, p], where the implied constant depends only on C, f, δ, φ1 and φ2 or φ and
Φ.
Proof. The first case follows directly from Theorem 1.2 if φ1 and φ2 satisfy the assumption of
Theorem 10.1. Otherwise we have K(n) = e(an+bp ) and the bound follows from (1.3).
In the second case, we claim that ‖K‖tr,s ≪ 1, where the implied constant depends only on
(m,φ,Φ), so that Corollary 1.6 applies. Indeed, the triangle inequality shows that we may assume
that Φ(U, V ) = UuV v is a non-constant monomial. Let Kℓm,φ be the hyper-Kloosterman sheaf
discussed in §10.3, K˜ℓm,φ its dual. We consider the sheaf of rank mu+v given by
F = Kℓ⊗um,φ ⊗ K˜ℓ
⊗v
m,φ
with associated trace function
K(n) =
(
(−1)m−1Klm(φ(n); p)
)u(
(−1)m−1Klm(φ(n); p)
)v
.
We have
cond(F) 6 5αu+v(2m+ 1 + deg(RS))βu+v
by combining Proposition 10.3 and Proposition 8.2 (3) for some constants αn and βn (determined
by α0 = 0, αn+1 = 2αn+1, β0 = 1, βn+1 = 2βn+2; note that this rought bound could be improved
easily).
We replace F by its semisimplification (without changing notation), and we write
F = F1 ⊕ F2, K = K1 +K2
where F2 is the direct sum of the irreducible components of F which are geometrically isomorphic
to Artin-Schreier sheaves Lψ, and F1 is the direct sum of the other components. The trace function
K2 of F2 is a sum of at most m
u+v additive characters (times complex numbers of modulus 1) so
‖K2‖tr,s 6 mu+v.
On the other hand, each geometrically isotypic component of F1 have conductor bounded by
that of F, and therefore
‖K1‖tr,s 6 (5m)u+v(2m+ 1 + deg(RS))2s(u+v)
(Compare with Proposition 8.3). 
2.3. Distribution of twisted Hecke orbits and horocycles. We present here a geometric
consequence of our main result. Let Y0(N) denote the modular curve Γ0(N)\H. For a prime p
coprime to N , we denote by T˜p the geometric Hecke operator that acts on complex-valued functions
f defined on Y0(N) by the formula
T˜p(f)(z) =
1
p+ 1
∑
t∈P1(Fp)
f(γt · z)
where
γ∞ =
(
p 0
0 1
)
, γt =
(
1 t
0 p
)
, for t ∈ Fp
(note that this differs from the usual Hecke operator Tp = (p + 1)p
−1/2T˜p acting on Maass forms,
defined in (3.2)).
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As we will also recall more precisely in Section 3, the L2-space
L2(N) =
{
g : Y0(N) −→ C |
∫
Y0(N)
|g(z)|2 dxdy
y2
< +∞
}
,
has a basis consisting of T˜p-eigenforms f , which are either constant functions, Maass cusp forms or
combinations of Eisenstein series, with eigenvalues νf (p) such that
(2.2) |νf (p)| 6 2pθ−1/2
for some absolute constant θ < 1/2 (e.g., one can take θ = 7/64 by the work of Kim and Sarnak [31]).
This bound implies the well-known equidistribution of the Hecke orbits {γt ·τ} for a fixed τ ∈ Y0(N),
as p tends to infinity. Precisely, let
µp,τ =
1
p+ 1
∑
t∈P1(Fp)
δΓ0(N)γt·τ
where, for any τ ∈ H, δΓ0(N)τ denotes the Dirac measure at Γ0(N)τ ∈ Y0(N). Then
µp,τ → µ
as p→ +∞, in the weak-∗ sense, where µ is the hyperbolic probability measure on Y0(N).
Note that all but one point of the Hecke orbit lie on the horocycle at height Im (τ)/p in Y0(N)
which is the image of the segment x+ iIm (τ)/p where 0 6 x 6 1, so this can also be considered as
a statement on equidistribution of discrete points on such horocycles.
We can then consider a variant of this question, which is suggested by the natural parame-
terization of the Hecke orbit by the Fp-rational points of the projective line. Namely, given a
complex-valued function
K : Fp → C
and a point z ∈ Y0(N), we define a twisted measure
(2.3) µK,τ =
1
p
∑
t∈Fp
K(t)δΓ0(N)γt ·τ ,
which is now a (finite) signed measure on Y0(N).
We call these “algebraic twists of Hecke orbits”, and we ask how they behave when p is large. For
instance, K could be a characteristic function of some subset Ap ⊂ Fp, and we would be attempting
to detect whether the subset Ap is somehow biased in such a way that the corresponding fragment
of the Hecke orbit always lives in a certain corner of the curve Y0(N). We will prove that, when
1Ap can be expressed or approximated by a linear combination of the constant function 1 and trace
functions with bounded conductors, this type of behavior is forbidden. For instance if Ap = (p)
is the set of quadratic residues modulo p one has
1(p)(t) =
1
2
(
1 +
( t
p
))
,
for ( ·p) the Legendre symbol; this case is discussed in [35, §1.2, 1.3], where it is pointed out that
it is intimately related to the Burgess bound for short character sums and to subconvexity bounds
for Dirichlet L-functions of real characters and twists of modular forms by such characters.
Our result is the following:
Theorem 2.3. Let M > 1. For each prime p, let Kp be an isotypic trace function modulo p with
conductor 6M and Ip ⊂ [1, p] an interval.
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Let µKp,Ip,τ be the signed measure
µKp,Ip,τ =
1
|Ip|
∑
t∈Ip
Kp(t)δΓ0(N)γt·τ .
Then, for any given τ ∈ H, and Ip such that |Ip| > p1−δ for some fixed δ < 1/8, the measures
µKp,Ip,τ converge to 0 as p→ +∞.
Here is a simple application where we twist the Hecke orbit by putting a multiplicity on the γt
corresponding to the value of a polynomial function on Fp.
Corollary 2.4 (Polynomially-twisted Hecke orbits). Let φ ∈ Z[X] be an arbitrary non-constant
polynomial. For any τ ∈ Y0(N) and any interval of length |Ip| > p1−δ for some fixed δ < 18 , the
sequence of measures
(2.4)
1
|Ip|
∑
x∈Fp
φ(x)∈Ip
δΓ0(N)γφ(x) ·τ
converge to the hyperbolic probability measure µ on Y0(N) as p→ +∞.
For φ non-constant, the set Ap = {φ(t) | t ∈ Fp} ⊂ Fp of values of φ has positive density in
Fp for p large, but the limsup of the density |Ap|/p is usually strictly less than 1. The statement
means, for instance, that the points of the Hecke orbit of τ parameterized by Ap can not be made
to almost all lie in some fixed “half” of Y0(N), when φ is fixed.
These result could also be interpreted in terms of equidistribution of weighted p-adic horocycles;
similar questions have been studied in different contexts for rather different weights in [42, 44, 43]
(e.g., for short segments of horocycles). Also, as pointed out by P. Sarnak, the result admits
an elementary interpretation in terms of representations of p by the quaternary quadratic form
det(a, b, c, d) = ad− bc (equivalently in terms of of integral matrices of determinant p). Let
M
(p)
2 (Z) =
{
γ =
(
a b
c d
)
∈M2(Z) | ad− bc = p
}
.
It is well-known that the non-trivial bound (2.2) implies the equidistribution of p−1/2M
(p)
2 (Z) on
the hyperboloid
M
(1)
2 (R) =
{(
x y
z t
)
∈M2(R) | xt− yz = 1
}
= SL2(R)
with respect to the Haar measure on SL2(R) (see [40] for much more general statements). Now,
any matrix γ ∈M (p)2 (Z) defines a non-zero singular matrix modulo p and determines a point z(γ)
in P1(Fp), which is defined as the kernel of this matrix (e.g. z(γt) = −t. By duality, our results
imply the following refinement: for any non-constant polynomial φ ∈ Z[X], the subsets
M
(p),φ
2 (Z) = {γ ∈M (p)2 (Z) | z(γ) ∈ φ(Fp)},
are still equidistributed as p→∞ (compare with [43, Cor. 1.4]).
2.4. Trace functions over the primes. In the paper [15], we build on our results and on further
ingredients to prove the following statement:
Theorem 2.5. Let K be an isotypic trace function modulo p, associated to a sheaf F with conductor
6M , and such that F is not geometrically isomorphic to a direct sum of copies of a tensor product
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Lχ(X) ⊗Lψ(X) for some multiplicative character χ and additive character ψ. Then for any X > 1,
we have ∑
q prime
q6X
K(q)≪ X(1 + p/X)1/12p−η,
and ∑
n6X
µ(n)K(n)≪ X(1 + p/X)1/12p−η
for any η < 1/48. The implicit constants depend only on η and M . Moreover, the dependency M
is at most polynomial.
These bounds are non-trivial as long as X > p3/4+ε for some ε > 0, and for X > p, we save a
factor ≫ε p1/48−ε over the trivial bound. In other terms, trace functions of bounded conductor do
not correlate with the primes or the Mo¨bius function when X is greater than X > p3/4+ε.
This theorem itself has many applications when specialized to various functions. We refer to [15]
for these.
3. Preliminaries concerning automorphic forms
3.1. Review of Kuznetsov formula. We review here the formula of Kuznetsov which expresses
averages of products of Fourier coefficients of modular forms in terms of sums of Kloosterman
sums. The version we will use here is taken mostly from [2], though we use a slightly different
normalization of the Fourier coefficients.
3.1.1. Hecke eigenbases. Let q > 1 be an integer, k > 2 an even integer. We denote by Sk(q),
L2(q) and L20(q) ⊂ L2(q), respectively, the Hilbert spaces of holomorphic cusp forms of weight k,
of Maass forms and of Maass cusp forms of weight k = 0, level q and trivial Nebentypus (which we
denote χ0), with respect to the Petersson norm defined by
(3.1) ‖g‖2q =
∫
Γ0(q)\H
|g(z)|2ykg dxdy
y2
,
where kg is the weight for g holomorphic and kg = 0 if g is a Maass form.
These spaces are endowed with the action of the (commutative) algebra T generated by the
Hecke operators {Tn | n > 1}, where
(3.2) Tng(z) =
1√
n
∑
ad=n
(a,q)=1
(a
d
)kg/2 ∑
06b<d
g
(az + b
d
)
,
where kg = 0 if g ∈ L2(q) and kg = k if g ∈ Sk(q) (compare with the geometric operator T˜p of
Section 2.3).
Moreover, the operators {Tn | (n, q) = 1} are self-adjoint, and generate a subalgebra denoted
T(q). Therefore, the spaces Sk(q) and L
2
0(q) have an orthonormal basis made of eigenforms of T
(q)
and such a basis can be chosen to contain all L2-normalized Hecke newforms (in the sense of Atkin–
Lehner theory). We denote such bases by Bk(q) and B(q), respectively, and in the remainder of
this paper, we tacitly assume that any basis we select satisfies these properties.
The orthogonal complement to L20(q) in L
2(q) is spanned by the Eisenstein spectrum E(q) and
the one-dimensional space of constant functions. The space E(q) is continuously spanned by a
“basis” of Eisenstein series indexed by some finite set which is usually taken to be the set {a}
of cusps of Γ0(q). It will be useful for us to employ another basis of Eisenstein series formed
of Hecke eigenforms: the adelic reformulation of the theory of modular forms provides a natural
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spectral expansion of the Eisenstein spectrum in which the Eisenstein series are indexed by a set
of parameters of the form
(3.3) {(χ, g) | g ∈ B(χ)},
where χ ranges over the characters of modulus q and B(χ) is some finite (possibly empty) set
depending on χ (specifically, B(χ) corresponds to an orthonormal basis in the space of the principal
series representation induced from the pair (χ, χ), but we need not be more precise).
With this choice, the spectral expansion for ψ ∈ E(q) can be written
ψ(z) =
∑∑
χ
g∈B(χ)
∫
R
〈ψ,Eχ,g(t)〉Eχ,g(t) dt
4π
where the Eisenstein series Eχ,g(t) is itself a function from H to C. When needed, we denote its
value at z ∈ H by Eχ,g(z, t).
The main advantage of these Eisenstein series is the fact that they are Hecke eigenforms for T(q):
for (n, q) = 1, one has
TnEχ,g(t) = λχ(n, t)Eχ,g(t)
with
λχ(n, t) =
∑
ab=n
χ(a)χ(b)
(a
b
)it
.
3.1.2. Multiplicative and boundedness properties of Hecke eigenvalues. Let f be any Hecke eigen-
form of T(q), and let λf (n) denote the corresponding eigenvalue for Tn, which is real. Then for
(mn, q) = 1, we have
(3.4) λf (m)λf (n) =
∑
d|(m,n)
λf (mn/d
2).
This formula (3.4) is valid for all m, n if f is an eigenform for all of T, with an additional
multiplicative factor χ0(d) in the sum.
We recall some bounds satisfied by the Hecke eigenvalues. First, if f belongs to Bk(q) (i.e., is
holomorphic) or is an Eisenstein series Eχ,f (t), then we have the Ramanujan-Petersson bound
(3.5) |λf (n)| 6 d(n)≪ε nε
for any ε > 0. For f ∈ B(q), this is not known, but we will be able to work with suitable average
versions, precisely with the second and fourth-power averages of Fourier coefficients. First, we have
(3.6)
∑
n6x
|λf (n)|2 ≪ x(q(1 + |tf |))ε,
uniformly in f , for any x > 1 and any ε > 0, where the implied constant depends only on ε (see [12,
Prop. 19.6]). Secondly, we have
(3.7)
∑
n6x
n squarefree
|λf (n)|4 ≪f x(log x)
for any x > 1 (see, e.g., [33, (3.3), (3.4)]).
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3.1.3. Hecke eigenvalues and Fourier coefficients. For z = x+ iy ∈ H, we write the Fourier expan-
sion of a modular form f as follows:
f(z) =
∑
n>1
̺f (n)n
(k−1)/2e(nz) for f ∈ Bk(q),
f(z) =
∑
n 6=0
̺f (n)|n|−1/2Witf (4π|n|y)e(nx) for f ∈ B(q),(3.8)
where 1/4 + t2f is the Laplace eigenvalue, and
Eχ,g(z, t) = c1,g(t)y
1/2+it + c2,g(t)y
1/2−it +
∑
n 6=0
̺g(n, t)|n|−1/2Wit(4π|n|y)e(nx),
where
(3.9) Wit(y) =
e−y/2
Γ(it+ 12)
∫ ∞
0
e−xxit−1/2
(
1 +
x
y
)it−1/2
dx
is a Whittaker function (precisely, it is denoted W0,itf in [12, §4]; see also [20, 9.222.2,9.235.2].)
When f is a Hecke eigenform, there is a close relationship between the Fourier coefficients of f
and its Hecke eigenvalues λf (n): for (m, q) = 1 and any n > 1, we have
(3.10) λf (m)̺f (n) =
∑
d|(m,n)
̺f
(mn
d2
)
,
and moreover, these relations hold for all m, n if f is a newform, with an additional factor χ0(d).
In particular, for (m, q) = 1, we have
(3.11) λf (m)̺f (1) = ̺f (m).
3.1.4. The Petersson formula. For k > 2 an even integer, the Petersson trace formula expresses the
average of product of Fourier coefficients over Bk(q) in terms of sums of Kloosterman sums (see,
e.g. [26, Theorem 9.6] and [27, Proposition 14.5]): we have
(3.12)
(k − 2)!
(4π)k−1
∑
f∈Bk(q)
̺f (n)̺f (m) = δ(m,n) + ∆q,k(m,n),
with
(3.13) ∆q,k(m,n) = 2πi
−k
∑
q|c
1
c
S(m,n; c)Jk−1
(
4π
√
mn
c
)
.
3.1.5. The Kuznetsov formula. Let φ : [0,∞[→ C be a smooth function satisfying
φ(0) = φ′(0) = 0, φ(j)(x)≪ε (1 + x)−2−ε for 0 6 j 6 3.
Let
φ˙(k) = ik
∫ ∞
0
Jk−1(x)φ(x)
dx
x
,
φ˜(t) =
i
2 sinh(πt)
∫ ∞
0
(J2it(x)− J−2it(x))φ(x)dx
x
,
φˇ(t) =
2
π
cosh(πt)
∫ ∞
0
K2it(x)φ(x)
dx
x
(3.14)
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be Bessel transforms. Then for positive integers m, n we have the following trace formula due to
Kuznetsov:
(3.15) ∆q,φ(m,n) =
∑
q|c
1
c
S(m,n; c)φ
(
4π
√
mn
c
)
with
(3.16) ∆q,φ(m,n) =
∑∑
k≡0 (mod 2), k>0
g∈Bk(q)
φ˙(k)
(k − 1)!
π(4π)k−1
̺g(m)̺g(n) +
∑
g∈B(q)
φ˜(tg)
4π
cosh(πtg)
̺g(m)̺g(n)
+
∑∑
χ
g∈B(χ)
∫ ∞
−∞
φ˜(t)
1
cosh(πt)
̺g (m, t) ̺g (n, t) dt.
3.2. Choice of the test function. For the proof of Theorem 1.9, we will need a function φ in
Kuznetsov formula such that the transforms φ˙(k) and φ˜(t) are non-negative for k ∈ 2N>0 and
t ∈ R ∪ (−i/4, i/4). Such φ is obtained as a linear combination of the following explicit functions.
For 2 6 b < a two odd integers, we take
(3.17) φa,b(x) = i
b−aJa(x)x
−b.
By [2, (2.21)] we have
φ˙a,b(k) =
b!
2b+1π
b∏
j=0
{(
a+ b
2
− j
)2
−
(
k − 1
2
)2}−1
≍a,b ± k−2b−2,
φ˜a,b(t) =
b!
2b+1π
b∏
j=0
{
t2 +
(
a+ b
2
− j
)2}−1
≍a,b (1 + |t|)−2b−2.
(3.18)
In particular,
(3.19)

φ˙a,b(k) > 0 for 2 6 k 6 a− b,
(−1)(k−(a−b))/2φ˙a,b(k) > 0 for a− b < k 6 a+ b
φ˙a,b(k) > 0 for a+ b < k (since b+ 1 is even),
φ˜a,b(t) > 0 for t ∈ R ∪ (−i/4, i/4).
Notice that if we have the freedom to choose a and b very large, we can ensure that the Bessel
transforms of φa,b decay faster than the inverse of any fixed polynomial at infinity.
4. The amplification method
4.1. Strategy of the amplification. We prove Theorem 1.9 using the amplification method ;
precisely we will embed f in the space of forms of level pN (a technique used very successfully by
Iwaniec in various contexts [23, 5]), as well as by others [4], [3]. The specific implementation of
amplification (involving the full spectrum, even for a holomorphic form f) is based on [2].
We consider an automorphic form f of level N , which is either a Maass form with Laplace
eigenvalue 1/4 + t2f , or a holomorphic modular form of even weight kf > 2, and which is an
eigenform of all Hecke operators Tn with (n, pN) = 1.
By viewing f as being of level 2 or 3 if N = 1, we can assume that N > 2, which will turn out
to be convenient at some point of the later analysis. We will also assume that f is L2-normalized
with respect to the Petersson inner product (3.1).
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Finally, we can also assume that p > N , hence p is coprime with N . We will also assume that p
is sufficiently large with respect to f and ε.
The form f is evidently a cusp form with respect to the smaller congruence subgroup Γ0(pN)
and the function
(4.1)
f(z)
[Γ0(N) : Γ0(pN)]1/2
=
f(z)
(p+ 1)1/2
may therefore be embedded in a suitable orthonormal basis of modular cusp forms of level q = pN ,
either B(q) or Bkf (q).
Let a > b > 2 be odd integers, to be chosen later (both will be taken to be large), let φ = φa,b
be the function (3.17) defined in section 3.2. We define “amplified” second moments of the sums
S(g,K; p), where g runs over suitable bases of B(q) and Bkf (q). Precisely, given L > 1 and any
coefficients (bℓ) defined for ℓ 6 2L and supported on ℓ ∼ L, and any modular form h, we define an
amplifier B(h) by
B(h) =
∑
ℓ62L
bℓλh(ℓ) =
∑
ℓ∼L
bℓλh(ℓ).
We will also use the notation
(4.2) B(g, t) = B(Eg,χ(t))
for χ a Dirichlet character modulo N and g ∈ B(χ).
We then let
(4.3) M(L) =
∑
k≡0 (mod 2), k>0
φ˙(k)(k − 1)M(L; k)
+
∑
g∈B(q)
φ˜(tg)
4π
cosh(πtg)
|B(g)|2|SV (g,K, p)|2
+
∑∑
χ
g∈B(χ)
∫ ∞
−∞
φ˜(t)
1
cosh(πt)
|B(g, t)|2|SV (Eχ,g(t),K, p)|2 dt,
where
(4.4) M(L; k) =
(k − 2)!
π(4π)k−1
∑
g∈Bk(q)
|B(g)|2|SV (g,K, p)|2,
for any even integer k > 2.
We will show:
Proposition 4.1 (Bounds for the amplified moment). Assume that M > 1 is such that K is
(p,M)-good. Let V be a smooth compactly supported function satisfying Condition (V (C,P,Q)).
Let (bℓ) be arbitrary complex numbers supported on primes ℓ ∼ L, such that |bℓ| 6 2 for all ℓ.
For any ε > 0 there exist k(ε) > 2, such that for any k > k(ε) and any integers a > b > 2
satisfying
a− b > k(ε), a ≡ b ≡ 1 (mod 2),
we have
(4.5) M(L), M(L; k)≪ {p1+εLP (P +Q) + p1/2+εL3PQ2(P +Q)}M3
provided that
(4.6) pεLQ < p1/4.
The implied constants depend on (C, ε, a, b, k, f).
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We will prove Proposition 4.1 in Sections 5 and 6, but first we show how to exploit it to prove
the main result.
From now on, we omit the fixed test-function V and use the simplified notation SV (f,K; p) =
S(f,K; p). Also (and because we will need the letter C for another variable), we fix the sequence
C = (Cν)ν and we will not mention the dependency in C in our estimates.
4.2. From Proposition 4.1 to Theorem 1.9. We assume here Proposition 4.1 and proceed to
the proof of the main theorem.
The amplifier we use is due to Venkatesh. We put
(4.7) bℓ =
{
sign(λf (ℓ)) if ℓ ∤ pN is a prime ℓ ∼ L and λf (ℓ) 6= 0,
0 otherwise.
(note the use of Hecke eigenvalues, and not Fourier coefficients, here).
With this choice, the pointwise bound |bℓ| 6 1 is obvious, and on average we get∑
ℓ∼L
|bℓ| 6 π(2L) 6 2L.
Moreover, for L large enough in terms of f and L < p, we have
(4.8) B(f)≫ L
(logL)2
where the implied constant depends on f . Indeed, we have
B(f) =
∑
ℓ∼L
ℓ∤N
|λf (ℓ)|,
which we bound from below by writing
L
logL
≪
∑
ℓ∼L
ℓ∤N
|λf (ℓ)|2 ≪ L
(logL)3
+ |L|1/2
(∑
ℓ∼L
|λf (ℓ)|4
)1/2
(using the Cauchy-Schwarz inequality and the Prime Number Theorem for the Rankin-Selberg
L-function L(f ⊗ f, s)) where
L = {ℓ ∼ L | ℓ ∤ N, |λf (ℓ)| > (logL)−1}.
Thus by (3.7), we have
(4.9) B(f) >
|L|
logL
≫f L
(logL)2
.
Now we apply Proposition 4.1 for this choice. We recall from (3.19) that we have
φ˜(t), φ˜(tg) > 0,
in the second and third terms of the sum defining M(L), while for k > 2, even, we have
φ˙(k) > 0 for k 6 a− b or k > a+ b
under our conditions on a and b.
Given ε > 0, we can choose a, b large enough, both odd, depending on ε, so that a − b > k(ε),
and we add a finite number of terms to M(L) to form
M(L) + 2
∑
a−b<k6a+b
φ˙(k)<0
|φ˙(k)|(k − 1)M(L; k)
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which equals
(4.10)
∑
k≡0 (mod 2), k>0
|φ˙(k)|(k − 1)M(L; k) +
∑
g∈B(q)
φ˜(tg)
4π
cosh(πtg)
|B(g)|2|S(g,K, p)|2
+
∑∑
χ
g∈B(χ)
∫ ∞
−∞
φ˜(t)
1
cosh(πt)
|B(g, t)|2|S(Eχ,g(t),K, p)|2 dt
≪ {p1+εLP (P +Q) + p1/2+εL3PQ2(P +Q)}M3,
where the implied constant depends on (f, ε).
Now all the terms of the right-hand side of the equality (4.10) are non-negative. Applying
positivity and recalling (4.1), we obtain
(p+ 1)−1|B(f)|2|S(f,K; p)|2 ≪ {p1+εLP (P +Q) + p1/2+εL3PQ2(P +Q)}M3
and hence
(4.11) |S(f,K; p)|2 ≪
{
p2+ε
P (P +Q)
L
+ p3/2+εLPQ2(P +Q)
}
M3(logL)6
by (4.8), where the implied constant depends on (f, ε).
We let
(4.12) L =
1
2
p1/4−εQ−1,
for arbitrarily small ε > 0 so that (4.6) is satisfied. Therefore, if L is sufficiently large depending
on f , we obtain
(4.13) S(f,K; p)≪M3/2p7/8+ε(PQ)1/2(P +Q)1/2.
On the other hand, if L≪f 1, we have Q≫f 12p1/4−ε, and the estimate (4.13) is trivial. Thus we
obtain Theorem 1.9.
Remark 4.2. In [15, p. 1707], we quote a slighlty different choice of L. This was due to a minor slip
in the proof of (4.11) in the first draft of this paper, which is corrected above. Using the value (4.12)
in [15] does not affect any of the main results of that paper.
4.3. Packets of Eisenstein series. The above argument also yields a similar bound for packets
of unitary Eisenstein series, i.e., when f is replaced by
Eχ,g,ϕ =
∫
R
ϕ(t)Eχ,g(t)dt
where χ is a Dirichlet character of modulusN , g ∈ B(χ) and ϕ is some smooth compactly supported
function. We have the following:
Proposition 4.3 (Twisted sums of Eisenstein packets). Let p be a prime number and M > 1. Let
K be a (p,M)-good function, and V a function satisfying (V (C,P,Q)).
There exists an absolute constant s > 1 such that
SV (Eχ,g,ϕ,K; p)≪M sp1−δ(PQ)1/2(P +Q)1/2
for any δ < 1/8, where the implied constant depends only on (N, δ, ϕ).
Proof. Let T > 0 be such that the support of ϕ is contained in [−T, T ]. Then we have
|SV (Eχ,g,ϕ,K; p)| 6
∫
R
|SV (Eχ,g(t),K; p)ϕ(t)|dt 6 ‖ϕ‖∞
∫ T
−T
|SV (Eχ,g(t),K; p)|dt,
and we will bound the right-hand side.
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Fix some t0 ∈ [−T, T ]. For t ∈ [−T, T ] we let B(g, t) denote the amplifier (4.2) for the coefficients
bℓ =
{
λχ(ℓ, t0) if ℓ ∼ L is prime and coprime to pN,
0 otherwise,
which satisfy |bℓ| 6 2, where we recall that
λχ(n, t0) =
∑
ab=n
χ
(a
b
)(a
b
)it0
gives the Hecke eigenvalues of Eχ,g(t0).
Let αp = exp(−
√
log p). For t such that |t− t0| 6 αp, and for ℓ prime with ℓ ∼ L, we have
ℓ±it = ℓ±it0 +O(α1/2p ),
from which we deduce
λχ(ℓ, t) = λχ(ℓ, t0) +O(α
1/2
p ),
and then
(4.14) B(g, t) = B(g, t0) +O(Lα
1/2
p ).
Our next task it to give an analogue of (4.8), namely we prove lower-bound
(4.15) B(g, t0)≫N,T L
log6 L
,
for L > L0(N,T ), uniformy for |t0| 6 T .
The argument is similar to [15, Lemma 2.4]. We start from the equality
B(g, t0) =
∑
ℓ∼L
∣∣χ(ℓ)ℓit0 + χ(ℓ)ℓ−it0 ∣∣ > 1
2
∑
ℓ∼L
∣∣χ(ℓ)ℓit0 + χ(ℓ)ℓ−it0∣∣2.
Restricting the summation to the primes ℓ ≡ 1 mod N , we obtain the lower bound
(4.16) B(g, t0) > 2
∑
ℓ∼L
ℓ≡1 mod N
cos2(t0 log ℓ).
In [15, p. 1705], the corresponding sum without the condition ℓ ≡ 1 mod N is shown to be
≫ L/(logL)6. Since N is fixed, it is easy to include this condition in the proof of loc. cit., using
the Prime Number Theorem in arithmetic progressions. We leave the details to the reader.
Combining (4.14) and (4.15), we deduce
(4.17) B(g, t)≫ L
log6 L
,
where the implied constant depends only on N and T . We therefore get
L2
(logL)12
∫
|t−t0|6αp
|S(Eχ,g(t),K; p)|2dt≪
∫
|t−t0|6αp
|B(g, t)|2|S(Eχ,g(t),K; p)|2dt,
and the same argument used in the previous section leads to∫
|t−t0|6αp
|S(Eχ,g(t),K; p)|dt≪M3/2p1−δ(PQ)1/2(P +Q)1/2,
for any δ < 1/8, the implied constant depending on (T,M, δ). Finally we get∫ T
−T
|SV (Eχ,g(t),K; p)|dt≪M3/2α−1p p1−δ(PQ)1/2(P +Q)1/2)
≪M3/2p1−δ′(PQ)1/2(P +Q)1/2
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for any δ′ < δ < 1/8, the implied constant depending on (δ, T ), by partitioning the interval [−T, T ]
into roughly α−1p = exp(
√
log p) intervals of length αp. 
Remark 4.4. The bounds (4.9) and (4.17) exhibit a polynomial dependency in the parameters of
f or Eχ,g,ϕ. This is due to the direct use of the prime number theorem for various L-functions.
However, with more sophisticated Hoheisel-type estimates (see [36] for instance), this dependency
can be made polynomial. This is important for instance to obtain polynomial decay rates in p in
Theorem 2.3.
Remark 4.5. Using the non-obvious amplifier of [11]
bℓ =

λf (ℓ) if ℓ ∼ L is prime and coprime to pN,
−1 if ℓ = (ℓ′)2 for ℓ′ ∼ L a prime coprime to pN,
0 otherwise,
and the identity |λf (ℓ)|2 − λf (ℓ2) = 1 for ℓ prime it is possible to obtain a non trivial bound for
the sum SV (f,K; p) when f is of level Np (rather than N); however due to the lacunarity of the
amplifier the resulting bounds are weaker: the exponent 1/8 in Theorem 1.2 and its corollaries has
to be replaced by 1/16. The proof is a little bit more involved as one has to consider more than 3
cases in §5.5 and we will not give it here.
5. Estimation of the amplified second moment
We begin here the proof of Proposition 4.1. Obviously, we can assume that P 6 p, Q 6 p.
We start by expanding the squares in B(g) and |S(g,K; p)|2, getting
M(L; k) =
(k − 2)!
π(4π)k−1
∑
ℓ1,ℓ2
bℓ1bℓ2
∑
n1,n2
K(n1)K(n2)V
(n1
p
)
V
(n2
p
) ∑
g∈Bk(q)
λg(ℓ1)λg(ℓ2)̺g(n1)̺g(n2)
and similarly
M(L) =
∑
ℓ1,ℓ2
bℓ1bℓ2
∑
n1,n2
K(n1)K(n2)V
(n1
p
)
V
(n2
p
)
×
{ ∑∑
k≡0 (mod 2), k>0
g∈Bk(q)
φ˙(k)
(k − 1)!
π(4π)k−1
λg(ℓ1)λg(ℓ2)̺g(n1)̺g(n2)
+
∑
g∈B(q)
φ˜(tg)
4π
cosh(πtg)
λg(ℓ1)λg(ℓ2)̺g(n1)̺g(n2)
+
∑∑
χ
g∈B(χ)
∫ ∞
−∞
φ˜(t)
1
cosh(πt)
λχ(ℓ1, t)λχ(ℓ2, t)̺g(n1, t)̺g(n2, t) dt
}
where we used the fact that the Hecke eigenvalues λg(ℓ2) and λχ(ℓ2, t) which are involved are real
for ℓ2 coprime to pN , because of the absence of Nebentypus.
5.1. First decomposition. We decompose these two moments as
M(L) =Md(L) +Mnd(L), M(L; k) =Md(L; k) +Mnd(L; k)
depending on whether ℓ1 = ℓ2 or ℓ1 6= ℓ2.
We begin with the “diagonal” terms Md(L), Md(L; k) where ℓ1 = ℓ2, which are the only cases
where ℓ1 and ℓ2 are not coprime.
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Lemma 5.1. Assume that |K| 6M . For any ε > 0, we have
Md(L; k), Md(L)≪M2p1+εLP (P + 1),
where the implied constants depend only on ε.
Proof. Consider Md(L): it decomposes as a sum of the holomorphic, Maass and Eisenstein contri-
butions
Md(L) =Md,Hol(L) +Md,Maa(L) +Md,Eis(L)
where, for instance, we have
Md,Maa(L) =
∑
g∈B(q)
φ˜(tg)
4π
cosh(πtg)
∑
ℓ6L
|bℓ|2|λg(ℓ)|2
∣∣∣∑
n
K(n)̺g(n)V
(n
p
)∣∣∣2.
By (3.6) and the bound |bℓ| 6 2, we get∑
ℓ∼L
|bℓ|2|λg(ℓ)|2 6 4
∑
ℓ∼L
|λg(ℓ)|2 ≪ε (p(1 + |tg|))εL,
where the implied constant is independent of f . We can then apply the rapid decay (3.18) of φ˜(t)
at infinity and the large sieve inequality of Deshouillers–Iwaniec [9, Theorem 2, (1.29)] to obtain
Md,Maa(L)≪ε pεL
∑
g∈B(q)
φ˜(tg)
(1 + |tg|)ε
cosh(πtg)
∣∣∣∑
n
K(n)̺g(n)V
(n
p
)∣∣∣2
≪ pεL
(
1 +
pP
pN
)
M2(pP )≪ p1+εLPM2(P + 1)
where the implied constant depends only on ε.
The bounds for the holomorphic and Eisenstein portion are similar and in fact slightly simpler as
we can use Deligne’s bound on Hecke eigenvalues of holomorphic cusp form (or unitary Eisenstein
series) instead of (3.6) (still using [9, Th. 2, (1.28), (1.30)]). And the treatment of Md(L; k) is
essentially included in that of the holomorphic contribution. 
5.2. The contribution of ℓ1 6= ℓ2. The modular forms appearing in Mnd(L) or Mnd(L; k) are
Hecke-eigenforms for the Hecke operators T (n) for (n, q) = (n, pN) = 1, hence we can combine the
eigenvalues at the primes ℓ1 6= ℓ2 using the Hecke relation (3.10) and
λg(ℓ1)λg(ℓ2) = λg(ℓ1ℓ2),
obtaining
λg(ℓ1ℓ2)̺g(n1) =
∑
d|(ℓ1ℓ2,n1)
̺g
(ℓ1ℓ2n1
d2
)
.
By the Petersson formula (3.12), we write
πMnd(L; k) =M1(L; k) +M2(L; k)
where M1(L; k) corresponds to the diagonal terms δ(ℓ1ℓ2n1d
−2, n2) while
M2(L; k) =
∑
ℓ1 6=ℓ2
bℓ1bℓ2
∑
d|ℓ1ℓ2
∑
n1,n2
d|n1
K(n1)K(n2)V
(n1
p
)
V
(n2
p
)
∆q,k
(ℓ1ℓ2n1
d2
, n2
)
where ∆q,k is given in (3.13).
On the other hand, by (3.15), there is no diagonal contribution for Mnd(L), and we write
M2(L) =Mnd(L) =
∑
ℓ1 6=ℓ2
bℓ1bℓ2
∑
d|ℓ1ℓ2
∑
n1,n2
d|n1
K(n1)K(n2)V
(n1
p
)
V
(n2
p
)
∆q,φ
(ℓ1ℓ2n1
d2
, n2
)
,
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where ∆q,φ(m,n) is defined in (3.16).
Remark 5.2. One can obtain a “trivial” bound for M2(L) and M2(L; k) by applying the Cauchy-
Schwarz inequality and again the large sieve inequalities of Deshouillers–Iwaniec [9, Theorem 2],
namely
M2(L), k
−1M2(L; k)≪ε p1+ε((P + 1)L)εLP (P + 1)1/2(L2P + 1)1/2
≪ pL2(P + 1)M2(5.1)
where the implied constant depends on (C, ε, a, b).
5.3. Diagonal terms. We begin with M1(L; k): we have
M1(L; k) =
∑
ℓ1 6=ℓ2
bℓ1bℓ2
∑
d|ℓ1ℓ2
∑
n1,n2>1
d|n1
K(n1)K(n2)V
(n1
p
)
V
(n2
p
)
δ
(ℓ1ℓ2n1
d2
, n2
)
=
∑
ℓ1 6=ℓ2
bℓ1bℓ2
∑
de=ℓ1ℓ2
∑
n1>1
d|n1
K(n1)K(en1d−1)V
(n1
p
)
V
(en1/d
p
)
=
∑
ℓ1 6=ℓ2
bℓ1bℓ2
∑
de=ℓ1ℓ2
∑
m>1
K(dm)K(em)V
(dm
p
)
V
(em
p
)
.
Since V has compact support in [P, 2P ] the sum over m is in fact of length ≪ min(pP/d, pP/e).
But since de = ℓ1ℓ2 with ℓi ∼ L, we have
max(d, e) > L.
Thus, simply using the bound |K(n)| 6M and the boundedness of bℓ, we get:
Lemma 5.3. Let K(n) be such that |K| 6M for some M > 1. Then we have
M1(L; k)≪ pLPM2.
5.4. Arranging the off-diagonal terms. Now comes the most important case of M2(L) and
M2(L; k). Their shape is very similar, so we define
(5.2) M2[φ] =
1
pN
∑
ℓ1 6=ℓ2
bℓ1bℓ2
∑
d|ℓ1ℓ2
∑
n1,n2
d|n1
K(n1)K(n2)V
(n1
p
)
V
(n2
p
)
∑
c>1
c−1S(ℓ1ℓ2n1d
−2, n2; cpN)φ
(
4π
cpN
√
ℓ1ℓ2n1n2
d2
)
,
for an arbitrary function φ. We then have
M2(L) =M2[φa,b] and M2(L; k) =M2[φk]
for φk = 2πi
−kJk−1.
We first transform these sums by writing
M2[φ] =
∑
ℓ1 6=ℓ2
bℓ1bℓ2
∑
de=ℓ1ℓ2
M2[φ; d, e],
where
M2[φ; d, e] =
1
pN
∑
c>1
c−1E˜φ(c, d, e)
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and
E˜φ(c, d, e) =
∑
n1
∑
n2
S(en1, n2; cpN)K(dn1)K(n2)φ
(4π√en1n2
cpN
)
V
(dn1
p
)
V
(n2
p
)
=
∑
n1>1
∑
n2>1
S(en1, n2; cpN)K(dn1)K(n2)Hφ(n1, n2),
with
(5.3) Hφ(x, y) = φ
(4π√exy
cpN
)
V
(dx
p
)
V
(y
p
)
.
Having fixed d, e as above, let C = C(d, e) > 1/2 be a parameter. We decompose further
(5.4) M2[φ; d, e] =M2,C [φ; d, e] +M3[φ; d, e]
where M2,C [φ; d, e] denotes the contribution of the terms with c > C, and correspondingly
(5.5) M2[φ] =M2,tail[φ] +M3[φ].
We begin by estimating those, assuming that
(5.6) |φ(x)| 6 Bxκ
for some κ > 1, B > 0 and all x > 0. Using the trivial bound for Kloosterman sums and the bound
|K(n)| 6M , we get
E˜φ(c, d, e) ≪M2
∑∑
n1≪pP/d, n2≪pP
cp(en1n2)
κ/2(cp)−κ
≪M2c−κ+1
( e
d
)κ/2
p3P 2+κ
for all c > 1, the implied constant depending on B.
For our specific choices of φ, we note that we have the upper-bound
(5.7) |Jk−1(x)| 6 min(1, xk−1)
where the constant implied is absolute. Recalling the definition (3.17), we obtain (5.6) with κ = a−b
for φ = φa,b and with κ = k−1 for φ = 2πi−kJk−1, and we note that in the latter case, the constant
B is independent of k. Then, summing over c > C(d, e) , we obtain:
Proposition 5.4. With notation as above, assuming that |K| 6M , we have
M2,C [φa,b; d, e]≪M2p2CP 2
(P
C
√
e
d
)a−b
,
M2,C [φk; d, e]≪M2p2CP 2
(P
C
√
e
d
)k−1
where the implied constant is absolute.
In view of this proposition, we choose
(5.8) C = max
(
1/2, pδP
√
e
d
)
≪ pδLP,
for some small parameter δ > 0 which is at our disposal. Then taking k = k(δ) and a = a(δ), b =
b(δ) so that k and a−b are large enough, and summing over ℓ1, ℓ2 we see that the total contribution,
M2,tail, to M(L) and M(L; k), of the terms M2,C [φa,b; d, e] and M2,C [φk; d, e] is bounded by
(5.9) M2,tail ≪ p−10L2P 2M2,
so it is negligible.
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5.5. Estimating the off-diagonal terms. It remains to handle the complementary sum (see
(5.4)) which is
(5.10) M3[φ; d, e] =
1
pN
∑
16c6C
c−1E˜φ(c, d, e),
where C is defined by (5.8). In particular, we can assume C > 1 otherwise the above sum is zero.
Recall that we factored the product of distinct primes ℓ1ℓ2 (with ℓi ∼ L) as ℓ1ℓ2 = de. Hence we
have three types of factorizations of completely different nature, which we denote as follows:
• Type (L2, 1): this is when d = ℓ1ℓ2 and e = 1, so that L2 < d 6 4L2;
• Type (1, L2): this is when d = 1 and e = ℓ1ℓ2, so that L2 < e 6 4L2;
• Type (L,L): this is when d and e are both 6= 1 (so d = ℓ1 and e = ℓ2 or conversely), so
that L < d 6= e 6 2L.
We will also work under the following (harmless) restriction
(5.11) pδP < L.
By the definitions (5.8) and (5.10), we infer that C < 1 hence
Proposition 5.5. Suppose that (d, e) is of Type (L2, 1) and that (5.11) is satisfied. Then we have
the equality
M3[φ; d, e] = 0.
It remains to deal with the two types (L,L) and (1, L2). We will transform each of the sums
E˜φ(c, d, e) to connect them with the correlation sums C(K; γ) for suitable matrices γ. First, observ-
ing that (c, p) = 1 because C < p (by combining (4.6), (5.8) and (5.11)), the twisted multiplicativity
of Kloosterman sums leads to
(5.12) E˜φ(c, d, e) =
∑
06x1<cN
∑
06x2<cN
S(ex1p¯, x2p¯; cN)D(c, d, e, x1, x2),
where
D(c, d, e, x1, x2) =
∑
n1>0
∑
n2>0
K(df1(n1))K(f2(n2))S(ef1(n1)cN, f2(n2)cN ; p)Hφ(f1(n1), f2(n2)),
with
fi(x) = xi + cNx.
We split the double sum over n1, n2 into congruence classes modulo p, and apply the Poisson
summation formula and the identity
h1
h2
+
h2
h1
≡ 1
h1h2
(mod 1)
for non-zero coprime integers h1 and h2. This shows that
4
D(c, d, e, x1, x2) =
∑∑
n1,n2∈Z
1
(cpN)2
Ĥφ
( n1
cpN
,
n2
cpN
)
e
(x1n1 + x2n2
cpN
)
× e
(
−cN x1n1 + x2n2
p
)
E(c, d, e, x1, x2, n1, n2)
=
∑∑
n1,n2∈Z
1
(cpN)2
Ĥφ
( n1
cpN
,
n2
cpN
)
e
( p¯x1n1 + p¯x2n2
cN
)
E(c, d, e, x1, x2, n1, n2)
4 We use the same notation n1, n2 for the dual variables, but note that they now range over Z.
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with Ĥφ(x, y) the Fourier transform over R
2 of Hφ and
(5.13) E(c, d, e, x1 , x2, n1, n2) := e
(
cN
x1n1 + x2n2
p
)
×
∑
u1,u2(p)
K(df1(u1))K(f2(u2))S(ef1(u1)cN, f2(u2)cN ; p)e
(u1n1 + u2n2
p
)
=
∑
u1,u2(p)
K(u1)K(u2)S(ecdNu1, cNu2; p)e
(cdNu1n1 + cNu2n2
p
)
.
Note that the last expression is now independent of (x1, x2), so that we will be justified to denote
this simply by E(c, d, e, n1, n2). Opening the Kloosterman sums in (5.13) and changing the order
of summation, we see that
(5.14) E(c, d, e, n1, n2) = p
∑
z∈F×p
Kˆ(cN(dez + dn1))Kˆ(−cN (z−1 + n2)),
and by a further change of variable this becomes
(5.15) E(c, d, e, n1, n2) = pC
(
K;
(
n1 (n1n2 − e)/(cN)
cdN dn2
))
.
Our next step is to implement the summation over x1 and x2 modulo cN in (5.12): we have
∑∑
x1,x2 (mod cN)
S(ex1p¯, x2p¯; cN)e
( p¯x1n1 + p¯x2n2
cN
)
=
{
(cN)2 if e ≡ n1n2 (mod cN), (n2, cN) = 1,
0 otherwise,
by orthogonality of characters modulo cN . Observe also that, sinceN > 2, the congruence condition
e ≡ n1n2 (modN) and the fact that (e,N) = 1 implies that n1n2 6= 0 and is coprime with N .
The outcome of the above computations is, for any c > 1, the identity
(5.16) E˜φ(c, d, e) =
1
p
∑∑
n1n2 6=0, (n2,cN)=1
n1n2≡e (mod cN)
Ĥφ
( n1
cpN
,
n2
cpN
)
C
(
K; γ(c, d, e, n1, n2)
)
where
(5.17) γ(c, d, e, n1, n2) :=
(
n1 (n1n2 − e)/(cN)
cdN dn2
)
∈ M2(Z) ∩GL2(Q).
We make the following definition:
Definition 5.6 (Resonating matrix). For n1n2 ≡ e (mod cN), the integral matrix γ(c, d, e, n1, n2)
defined by (5.17) is called a resonating matrix.
Observe that
det(γ(c, d, e, n1, n2)) = de
and since de is coprime with p, the reduction of γ(c, d, e, n1, n2) modulo p provides a well-defined
element in PGL2(Fp).
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5.6. Estimating the Fourier transform. Our next purpose is to truncate the sum over n1, n2
in (5.16). To do this, we introduce a new parameter:
(5.18) Z =
P
cN
√
e
d
≍

P
cN if (d, e) is of Type (L,L),
LP
cN if (d, e) is of Type (1, L
2).
Note that, since 1 6 c 6 C = pδP (e/d)1/2, we have
(5.19) Z ≫N p−δ.
We will use Z to estimate the Fourier transform Ĥφ(
n1
cpN ,
n2
cpN ). The first bound is given by the
following lemma:
Lemma 5.7. Let (d, e) be of Type (L,L) or of Type (1, L2). Let Hφ and Z be defined by (5.3)
and (5.18). Assume that V satisfies (V (C,P,Q)) and that n1n2 6= 0.
(1) For φ = φa,b, we have
1
(pN)2
Ĥφa,b
( n1
cpN
,
n2
cpN
)
≪ P
2
d
Za−b
(1 + Z)a+1/2
(cdP−1(Q+ Z)
|n1|
)µ(cP−1(Q+ Z)
|n2|
)ν
for all µ, ν > 0, where the implied constant depends on (N,µ, ν, a, b).
(2) For φ = 2πi−kJk−1, we have
1
(pN)2
Ĥφ
( n1
cpN
,
n2
cpN
)
≪ P
2
d
(cdP−1(Q+ Z)
|n1|
)µ(cP−1(Q+ Z)
|n2|
)ν
for all µ, ν > 0, where the implied constant depends on (N,µ, ν), but not on k.
Proof. (1) Recalling (5.3) and (3.17), we have
1
p2
Ĥφa,b
( n1
cpN
,
n2
cpN
)
=
1
d
∫∫
R2
V (x)V (y)ib−a
(
4π
(e/d)1/2
cN
√
xy
)−b
Ja
(
4π
(e/d)1/2
cN
√
xy
)
e
(
−(n1/d)x+ n2y
cN
)
dxdy.
We use the uniform estimates( z
1 + z
)ν
J (ν)a (2πz)≪
za
(1 + z)a+1/2
for the Bessel function, valid for z > 0 and ν > 0, where the implied constant depends on a and
ν (see [14, Chap. VII]). We also remark that Z is the order of magnitude of the variable inside
Ja(· · · ) in the above formula, then integrating by parts µ times with respect to x and ν times with
respect to y, we get the result indicated.
(2) This is very similar: since we want uniformity with respect to k, we use the integral repre-
sentation
Jk−1(2πx) =
∫ 1
0
e(−(k − 1)t+ x sin(2πt))dt
for the Bessel function ([20, 8.411]). After inserting it in the integral defining the Fourier transform,
we find the desired estimates by repeated integrations by parts as before. 
Applying this Lemma with µ, ν very large, remarking that in both cases we have dZ 6 LP ,and
appealing to the bound (1.11), namely
|C(K; γ(c, d, e, n1, n2))| 6M2p,
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we see that, for any fixed ε > 0, the contributions to E˜φ(c, d, e) of the integers n1, n2 with
(5.20) |n1| > N1 = pε cd(Q+ Z)
P
, or |n2| > N2 = N1
d
= pε
c(Q+ Z)
P
are negligible (see (5.16)).
Thus we get:
Proposition 5.8 (Off-diagonal terms). Let (d, e) be of Type (L,L) or of Type (1, L2). Let δ > 0
and ε > 0 be fixed. Let C, N1 and N2 be defined by (5.8) and (5.20). Then for φ = φa,b or
2πi−kJk−1, we have
M3[φ; d, e] =
1
pN
∑
c6C
c−1Eφ(c, d, e) +O(M
2p−2)
where Eφ is the subsum of E˜φ given by
Eφ(c, d, e) =
1
p
∑∑
16|n1|6N1, 16|n2|6N2
(n2,cN)=1
n1n2≡e (mod cN)
Ĥφ
( n1
cpN
,
n2
cpN
)
C
(
K;
(
n1 (n1n2 − e)/(cN)
cdN dn2
))
.
The implied constant depends on (δ, ε,N, a, b), but is independent of k for φ = 2πi−kJk−1.
5.7. A more precise evaluation. In the range |ni| 6 Ni, i = 1, 2 we will need a more precise
evaluation. We will take some time to prove the following result:
Lemma 5.9. Let (d, e) be of Type (L,L) or of Type (1, L2). Let Hφ and Z be defined by (5.3)
and (5.18). Assume that V satisfies (V (C,P,Q)) and that n1n2 6= 0.
(1) For φ = φa,b, we have
1
p2
Ĥφa,b
( n1
cpN
,
n2
cpN
)
≪ pδP
2
d
min
( 1
Z1/2
,
Q
Z
)
,
where the implied constant depends on (C, a, b,N).
(2) For φ = φk, we have
1
p2
Ĥφk
( n1
cpN
,
n2
cpN
)
≪ k3pδP
2
d
min
( 1
Z1/2
,
Q
Z
)
,
where the implied constant depends on C and N .
Proof. We consider the case φ = φk, the other one being similar. We shall exploit the asymptotic
oscillation and decay of the Bessel function Jk−1(z) for large z. More precisely, we use the formula
Jk−1(2πz) =
1
πz1/2
(
cos
(
2πz − π
2
(k − 1)− π
4
)
+O
(k3
z
))
which is valid uniformly for z > 0 and k > 1 with an absolute implied constant (to see this, use the
formula
Jk−1(2πz) =
1
πz1/2
(
cos
(
2πz − π
2
(k − 1)− π
4
)
+O
(1 + (k − 1)2
z
))
from, e.g., [26, p.227, (B 35)], which holds with an absolute implied constant for z > 1 + (k − 1)2,
and combine it with the bound |Jk−1(x)| 6 1.)
The contribution of the second term in this expansion to
1
p2
Ĥφk
( n1
cpN
,
n2
cpN
)
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is bounded by
(5.21) ≪ P
2
d
k3
Z3/2
.
The contribution arising from the first term can be written as a linear combination (with bounded
coefficients) of two expression of the shape
1
dZ1/2
∫
R2+
( P√
xy
)1/2
V (x)V (y)e
(±2√(e/d)xy − (n1/d)x− n2y
cN
)
dxdy
=
8P 2
dZ1/2
∫
R2+
(2xy)1/2 V (2Px2)V (2Py2)e
(
−2P (n1/d)x
2 ∓ 2
√
e/dxy + n2y
2
cN
)
dxdy.
We write these in the form
(5.22)
8P 2
dZ1/2
∫
R2+
G(x, y)e(F±(x, y))dx dy,
where we note that the function
G(x, y) = (2xy)1/2V (2Px2)V (2Py2)
is smooth and compactly supported in [0, 1]2, and – crucially – the phase
F±(x, y) = −2P
(n1/d)x
2 ∓ 2√e/dxy + n2y2
cN
is a quadratic form.
In particular, since Z ≫ p−δ (see (5.19)), we obtain a first easy bound
(5.23)
1
p2
Ĥφk
( n1
cpN
,
n2
cpN
)
≪ k3pδ P
2
dZ1/2
.
We now prove two lemmas in order to deal with the oscillatory integrals (5.22) above, from which
we will gain an extra factor Z1/2. We use the notation
ϕ(i,j) =
∂i+jϕ
∂ix∂jy
for a function ϕ on R2.
Lemma 5.10. Let F (x, y) be a quadratic form and G(x, y) a smooth function, compactly supported
on [0, 1], satisfying the inequality
‖G‖∞ + ‖G(0,1)‖∞ 6 G0,
where G0 is some positive constant. Let λ2 denote the Lebesgue measure on R
2.
Then, for every B > 0, we have∫ 1
0
∫ 1
0
G(x, y)e
(
F (x, y)
)
dx dy ≪ G0
(
λ2(G(B)) +B
−1
)
,
where
G(B) =
{
(x, y) ∈ [0, 1]2 | |F (0,1)(x, y)| 6 B}
and the implied constant is absolute.
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Proof. For 0 6 x 6 1, let
A(x) =
{
y ∈ [0, 1] | |F (0,1)(x, y)| 6 B},
and A(x) its complement in [0, 1]. Note that A(x) is a segment (possibly empty), with length
λ1(A(x)). Using Fubini’s formula, we write∫ 1
0
∫ 1
0
G(x, y)e
(
F (x, y)
)
dx dy =
∫ 1
0
(∫ 1
0
G(x, y)e
(
F (x, y)
)
d y
)
dx
=
∫ 1
0
I(x)dx,(5.24)
say. To study I(x), we use the partition [0, 1] = A(x) ∪A(x), leading to the inequality
|I(x)| 6 G0 λ1(A(x)) +
∣∣∣ ∫
A(x)
G(x, y)e
(
F (x, y)
)
dy
∣∣∣.
To simplify the exposition, we suppose that A(x) is a segment of the form ]a(x), 1] with 0 6
a(x) 6 1 (when it consists in two segments, the proof is similar). Integrating by part, we get
(5.25)
∫
A(x)
G(x, y)e
(
F (x, y)
)
dy =
∫ 1
a(x)
G
F (0,1)
(x, y) · F (0,1)(x, y) · e(F (x, y))dy
=
[ G
F (0,1)
(x, y) · e(F (x, y))]y=1
y=a(x)
−
∫ 1
a(x)
( G
F (0,1)
(x, y)
)(0,1)
· e(F (x, y)) dy.
The first term in the right hand side of (5.25) is ≪ G0B−1. The modulus of the second one is
6 G0
∫ 1
a(x)
{ 1
|F (0,1)| +
|F (0,2)|
|F (0,1)|2
}
(x, y) dy ≪ G0B−1
since, on the interval of integration, F (0,1) has a constant sign and F (0,2) is constant. Inserting
these estimations in (5.24) and using the equality∫ 1
0
λ1(A(x)) dx = λ2(G(B)),
we complete the proof. 
The following lemma gives an upper bound for the constant λ2(G(B)) that appears in the
previous one.
Lemma 5.11. Let F (x, y) = c0x
2 + 2c1xy + c2y
2 be a quadratic form with real coefficients ci. Let
B > 0 and let G(B) be the corresponding subset of [0, 1]2 as defined in Lemma 5.10. We then have
the inequality
λ2(G(B)) 6 B/|c1|.
Proof. By integrating with respect to x first, we can write
λ2(G(B)) =
∫ 1
0
λ1(B(y)) dy,
where
B(y) = {x ∈ [0, 1] | |2c1x+ 2c2y| = |F (0,1)(x, y)| 6 B}.
This set is again a segment, of length at most B/|c1|. Integrating over y, we get the desired
result. 
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We return to the study of the integral appearing in (5.22). Here we see easily that Lemma 5.11
applies with
|c1| = 2P
cN
√
e
d
= 2Z, G0 ≪ Q.
Hence, by Lemma 5.10, we deduce∫
R2
>0
G(x, y)e(F±(x, y))dx dy ≪ Q
(
B/Z +B−1
)
,
for any B > 0. Choosing B =
√
Z, we see that the above integral is ≪ QZ−1/2.
It only remains to gather (5.21), (5.22), (5.23) with the bound Z−3/2 ≪ pδ/2Q/Z to complete
the proof of Lemma 5.9. 
5.8. Contribution of the non-correlating matrices. From now on, we simply choose δ = ε > 0
in order to finalize the estimates.
We start by separating the terms according as to whether
|C(K; γ(c, d, e, n1, n2))| 6Mp1/2
or not, i.e., as to whether the reduction modulo p of the resonating matrix γ(c, d, e, n1, n2) is in
the set GK,M of M -correlation matrices or not (see (1.12)). Thus we write
Eφ(c, d, e) = E
c
φ(c, d, e) + E
n
φ(c, d, e),
where
Ecφ(c, d, e) =
1
p
∑∑∗
16|n1|6N1, 16|n2|6N2
(n2,cN)=1
n1n2≡e (mod cN)
Ĥφ
( n1
cpN
,
n2
cpN
)
C
(
K; γ(c, d, e, n1, n2)
)
,
where
∑∑∗
restricts to those (n1, n2) such that
γ(c, d, e, n1, n2) (mod p) ∈ GK,M ,
and Enφ is the contribution of the remaining terms. Similarly, we write
M3[φ; d, e] =
1
pN
∑
c6C
c−1
(
Enφ(c, d, e) + E
c
φ(c, d, e)
)
+O(M2p−2)
=Mn3 [φ; d, e] +M
c
3 [φ; d, e] +O(M
2p−2),
say.
We will treat Mn3 [φ; d, e] slightly differently, depending on whether (d, e) is of Type (L,L) or of
Type (1, L2). For T = (L,L) or (1, L2), we write
Mn,T3 [φ] =
∑
ℓ1 6=ℓ2
bℓ1bℓ2
∑
de=ℓ1ℓ2, type T
Mn3 [φ; d, e].
Notice that in both cases we have
N1N2
c
= p2ε
(cdQ
P
+
(de)1/2
N
)(Q
P
+
(e/d)1/2
cN
)
≫ L
P
≫ 1,
by (5.11), (5.18) and (5.20); here the implied constant depends on N . This shows that the total
numbers of terms in the sum Eφ(c, d, e) (or its subsums E
n
φ(c, d, e)) is ≪ N1N2c−1.
35
– When (d, e) is of Type (L,L), we appeal simply to Lemma 5.7 with µ = ν = 0, and obtain
c−1Enφ(c, d, e)≪ c−1Mp3/2
∑∑∗
16|n1|6N1, 16|n2|6N2
(n2,cN)=1
n1n2≡e (mod cN)
1
p2
∣∣∣Ĥφ( n1
cpN
,
n2
cpN
)∣∣∣
≪Mp3/2+2εP
2
d
N1N2
c2
≪Mp3/2+2ε(Q+ Z)2 ≪Mp3/2+2ε
(
Q+
P
c
)2
,
for φ = φa,b or φ = φk.
Summing the above over c 6 C ≪ pεP and then over (ℓ1, ℓ2), and over the pairs (d, e) of Type
(L,L), we conclude that
(5.26) M
n,(L,L)
3 [φ]≪Mp1/2+3εL2(Q2P + PQ+ P 2)≪Mp1/2+3εL2PQ(P +Q).
– When (d, e) is of Type (1, L2), we have d = 1 and
c 6 C ≪ pεLP, Z ≍ LP
cN
, N1 = N2 ≍ pε c(Q+ LP/(cN))
P
.
We now apply Lemma 5.9. Considering the case of φ = φk, we get
c−1Enφ(c, d, e)≪ c−1Mp3/2
∑∑∗
16|n1|6N1, 16|n2|6N2
(n2,cN)=1
n1n2≡e (mod cN)
1
p2
∣∣∣Ĥφ( n1
cpN
,
n2
cpN
)∣∣∣
≪Mk3p3/2+2εP
2Q
Z
N1N2
c2
≪Mk3p3/2+2ε cQ
LP
(
Q+
LP
c
)2
.
If φ = φa,b, we obtain the same bound without the factor k
3, but the implied constant then
depends also on (a, b).
We then sum over c 6 C, over (ℓ1, ℓ2) and over the pairs (d, e) of Type (1, L
2), and deduce that
(5.27) M
n,(1,L2)
3 [φk]≪Mk3p1/2+5εL3PQ3, Mn,(1,L
2)
3 [φa,b]≪Mp1/2+5εL3PQ3.
Finally, in view of Proposition 5.5, the combination of (5.26) and (5.27), and a renaming of ε,
show that
(5.28) Mn3 [φa,b]≪Mp1/2+εL3PQ2(P +Q), Mn3 [φk]≪Mk3p1/2+εL3PQ2(P +Q)
for any ε > 0 where the implied constant depends on (ε,N, a, b) for φ = φa,b and on (ε,N) for
φ = φk.
6. Contribution of the correlating matrices
To conclude the proof of Proposition 4.1 we evaluate the contribution M c3 [φ, d, e], corresponding
to the resonating matrices whose reduction modulo p is a correlating matrix, i.e., such that
(6.1) γ(c, d, e, n1, n2) =
(
n1 (n1n2 − e)/(cN)
cdN dn2
)
(mod p) ∈ GK,M .
In that case, we will use the estimate
(6.2)
∣∣∣C(K; γ(c, d, e, n1, n2))∣∣∣ 6M2p
from (1.11).
The basic idea is that correlating matrices are sparse, which compensates the loss involved in
this bound.
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Corresponding to Definition 1.8, we write
Ecφ(c, d, e) = E
b
φ(c, d, e) + E
p
φ(c, d, e) + E
t
φ(c, d, e) + E
w
φ (c, d, e)
where the superscripts b, p, t, and w denote the subsums of Ecφ(c, d, e) where (c, n1, n2) are such that
the resonating matrix γ = γ(c, d, e, n1, n2) is of the corresponding type in Definition 1.8 (in case a
matrix belongs to two different types, it is considered to belong to the first in which it belongs in
the order b, p, t, w).
We write correspondingly
M cor3 [φ, d, e] =M
b
3 [φ, d, e] +M
p
3 [φ, d, e] +M
t
3[φ, d, e] +M
w
3 [φ, d, e],
and
M c3 [φ] =M
b
3 [φ] +M
p
3 [φ] +M
t
3[φ] +M
w
3 [φ].
Most of the subsequent analysis works when d and e are fixed, and we will therefore often write
γ(c, d, e, n1, n2) = γ(c, n1, n2)
to simplify notation.
The main tool we use is the fact that, when the coefficients of γ(c, d, e, n1, n2) are small enough
compared with p, various properties which hold modulo p can be lifted to Z.
6.1. Triangular and related matrices. Note that
B(Fp) ∪B(Fp)w ∪ wB(Fp) =
{(
a1 b1
c1 d1
)
∈ PGL2(Fp) | a1c1d1 = 0
}
,
so that a matrix γ(c, n1, n2) can only contribute to E
b
φ(c, d, e) if p|cNn1n2.
If we impose the condition
(6.3) p3εLQ < p
(which will be strengthened later on), noting the bounds
cd 6 dC 6 pεP
√
de≪ pεLP,
and
N1 = dN2 = p
ε cd(Q+ Z)
P
= pε
(cdQ
P
+
cd
P
P
cN
√
e
d
)
≪ p2εLQ,
we see that
cdn1n2N ≡ 0 (mod p)
is impossible, hence the sum Ebφ(c, d, e) is empty and
(6.4) M b3 [φ; d, e] = 0.
6.2. Parabolic matrices. We now consider Epφ(c, d, e), which is also easily handled. Indeed, a
parabolic γ ∈ PGL2(F¯p) has a unique fixed point in P1, and hence any representative γ˜ of γ in
GL2(F¯p) satisfies tr(γ˜)
2 − 4 det(γ˜) = 0.
Now if there existed some matrix γ(c, n1, n2) which is parabolic modulo p, we would get
(n1 + dn2)
2 = 4de = 4ℓ1ℓ2 (mod p).
Under the assumption
(6.5) p3εLQ < p1/2
(which is stronger than (6.3)), this becomes an equality in Z, and we obtain a contradiction since
the right-hand side 4ℓ1ℓ2 is not a square. Therefore, assuming (6.5), we have also
(6.6) Mp3 [φ; d, e] = 0.
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6.3. Toric matrices. We now examine the more delicate case of Etφ(c, d, e). Recall that this is
the contribution of matrices whose image in PGL2(Fp) belong to a set of 6M tori T
xi,yi . We will
deal with each torus individually, so we may concentrate on those γ(c, n1, n2) which (modulo p) fix
x 6= y in P1(Fp). In fact, we can assume that x and y are finite, since otherwise γ would be treated
by Section 6.1.
We make the stronger assumption
(6.7) p3εLQ < p1/3
to deal with this case.
We therefore assume that there exists a resonating matrix γ(c, n1, n2) whose image in PGL2(Fp)
is contained in Tx,y(Fp). From (6.3), we saw already that γ (mod p) is not a scalar matrix. Now
consider the integral matrix
2γ − tr(γ)Id =
(
n1 − dn2 2(n1n2 − e)/(cN)
2cdN dn2 − n1
)
=
(
u v
w −u
)
(which has trace 0). The crucial (elementary!) fact is that, since γ is not scalar, an element γ1 in
GL2(Fp) has image in T
x,y if and only 2γ1 − tr(γ1)Id is proportional to 2γ − tr(γ)Id (indeed, this
is easily checked if x = 0, y =∞, and the general case follows by conjugation).
Hence, if a resonating matrix γ1 = γ(c1,m1,m2) has reduction modulo p in T
x,y, the matrix
2γ1 − tr(γ1)Id =
(
m1 − dm2 2(m1m2 − e)/(c1N)
2c1dN dm2 −m1
)
=
(
u1 v1
w1 −u1
)
is proportional modulo p to
(
u v
w −u
)
, which gives equations
(6.8) uv1 − u1v = uw1 − u1w = vw1 − v1w = 0 (mod p).
Because of (6.7), one sees that these equalities modulo p hold in fact over Z. We then get
2u2m1m2 = u
2(c1v1N + 2e) = (uc1N)(uv1) + 2u
2e,
where the first term is also given by
(uc1N)(uv1) =
(uw1)(uv1)
2d
=
(u1w)(u1v)
2d
= cNv(m1 − dm2)2,
so that
(6.9) 2u2m1m2 − cNv(m1 − dm2)2 = 2eu2.
We interpret this relation as F (m1,m2) = 2eu
2, where
F (X,Y ) = −cNvX2 + (2u2 + 2cNdv)XY − cNd2vY 2
is an integral binary quadratic form. For u 6= 0, it is non-singular, since its discriminant is given
by
(2u2 + 2Ncdv)2 − 4(cNv)(cNd2v) = 4u2(u2 + 2Ncdv) = 4u2((n1 + dn2)2 − 4de) 6= 0.
Note also that all the coefficients of F (X,Y ) are ≪ pA for some A > 0 and that similarly
|m1|, |m2| 6 pA.
By a classical result going back to Estermann (see, e.g., [22, Theorem 3]), the number of integral
solutions (x, y) to the equation
F (x, y) = 2eu2
such that |x|, |y| 6 pA is bounded by≪ pε for any ε > 0. But when m1 and m2 are given solutions,
the value of c1 is uniquely determined from the second equation in (6.8). Hence the number of
possible triples (c1,m1,m2) is bounded by ≪ε pε.
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Similarly, if u = 0, we have m1 − dm2 = n1 − dn2 = 0, and the third equation vw1 − v1w − 0
becomes
c21(dn
2
2 − e) = c2(dm22 − e).
We view this as G(c1,m2) = −ec2 where
G(X,Y ) = (dn22 − e)X2 − (dc2)Y 2.
This is again a non-degenerate integral quadratic form (note that dn22 − e 6= 0 since d and e are
coprime) with coefficients ≪ pA, and the pairs (x, y) = (c1,m2) also satisfy |x|, |y| ≪ pA, for some
A > 0. Thus the number of solutions (c1,m2) to G(c1,m2) = −ec2 is ≪ pε for any ε > 0. Since
(c1,m2) determine (c1,m1,m2) = (c1, dm2,m2), we get the same bound ≪ pε for the number of
possible triples (c1,m1,m2).
Using Lemma 5.9 and (6.2), we then deduce (for a single torus)
1
p
∑
c6C
c−1Etφk(c, d, e) ≪M2p1+ε max
c6C
16|ni|6Ni
1
cp2
∣∣∣Ĥφk( n1cpN , n2cpN )∣∣∣
≪M2k3p1+εmax
c6C
P 2
d
Q
cZ
≪M2k3p1+εPQ
L
and similarly, without the factor k3, for φa,b. Hence, multiplying by the number 6 M of tori and
summing up over ℓ1, ℓ2, d, e, we have
(6.10) M t3[φa,b]≪M3p1+εLPQ, M t3[φk]≪M3k3p1+εLPQ,
for any ε > 0, where the implied constant depends on (ε,N, a, b).
6.4. Normalizers of tori. We now finally examine the contribution of GwK,M , i.e., of resonating
matrices γ(c, n1, n2) whose image in PGL2(Fp) are contained in the non-trivial coset of the normal-
izer of one of the tori Txi,yi . Again, we may work with a fixed normalizer Nx,y, and we can assume
that x and y are finite. Denote by R the set of resonating matrices with image in Nx,y−Tx,y.
Suppose that γ = γ(c, n1, n2) is in R. We then have
γ2 ≡ det(γ)Id = de Id (mod p),
and
tr(γ) = n1 + dn2 = 0 (mod p).
Assuming, as we do, that (6.7) holds, then we deduce
n1 = −dn2, γ2 = deId
over Z. In particular, γ(c, n1, n2) only depends on the two parameters (c, n2) and we will denote
γ(c, n2) := γ(c,−dn2, n2).
Fix some dyadic parameter D with 1 6 D 6 C. We restrict our attention first to matrices
γ(c, n2) ∈ R with D/2 6 c 6 D; denote by RD the set of these matrices. Our aim is to show that
the total number of resonating matrices in RD is ≪ε pε for any ε > 0.
We distinguish two cases. If RD has at most one element up to multiplication by ±1 we are
obviously done. Otherwise, let γ1 = γ(c1, n1) and γ2 = γ(c2, n2) be two elements of RD with
γ2 6= ±γ1. We denote
γ = γ1γ2.
Because of (6.7) we see that the reduction modulo p of γ1 and γ2 are not scalar multiples of each
other, and similarly γ (mod p) is not a scalar matrix. On the other hand, γ (mod p) ∈ Tx,y which
implies that the matrix 2γ − tr(γ)Id (mod p) anti-commutes with the elements of Nx,y−Tx,y:
(6.11) for all σ ∈ Nx,y−Tx,y, we have σ(2γ − tr(γ)Id) = −(2γ − tr(γ))σ (mod p).
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Finally, let γ3 = γ(c3, n3) ∈ RD. Writing
2γ − tr(γ)Id =
(
u v
w −u
)
the anti-commutation relation leads to the relation
−2udn3 + vNdc3 −wdn
2
3 + e
c3N
= 0 (mod p).
Looking at the sizes of u, v, w, and using the fact that 1/2 6 ci/cj 6 2, we see that if we make
the stronger assumption
(6.12) p3εLQ < p1/4,
this equation is valid over Z (for instance,
udn3 =
c1
c2
((dn2)
2 + de)dn3 − c2
c1
((dn1)
2 + de)dn3,
and the other two are similar). This means that
F (c3, n3) = ew
where
F (X,Y ) = dvN2X2 − 2duNXY − dwY 2
is again an integral binary quadratic form. Since its discriminant is
(2du)2 − 4(dv)(−dw) = 4d2(u2 + vw) 6= 0,
it is non-degenerate. Hence we can argue as in the previous case, and conclude that, under the
assumption (6.12), the total number of resonating matrices in RD is ≪ pε for any ε > 0. Summing
over the dyadic ranges, the total number of resonating matrices γ(c, n1, n2) for c 6 C, |ni| 6
Ni, i = 1, 2 associated to N
x,y−Tx,y is also ≪ pε.
We deduce then as before the bounds
1
p
∑
c6C
c−1Ewφk(c, d, e) ≪M2p1+ε maxc6C
16|ni|6Ni, i=1,2
1
cp2
∣∣∣Ĥφk(−dn2cpN , n2cpN )∣∣∣
≪M2p1+εk3max
c6C
P 2
d
Q
cZ
≪M2k3p1+εPQ
L
,
for one normalizer (and similarly with φa,b without the k
3 factor), and therefore
(6.13) Mw3 [φa,b]≪M3p1+εLPQ, Mw3 [φk]≪M3k3p1+εLPQ,
for any ε > 0, where the implied constants depend on (a, b,N, ε).
6.5. Conclusion. We can now gather Lemma 5.1, Lemma 5.3 and Proposition 5.4 (choosing a− b
and k large enough depending on ε so that (5.9) holds), together with (5.28), (6.4), (6.6), (6.10)
and (6.13). We derive, under the assumptions that (5.11) and (6.12) hold, the bound
M(L), k−3M(L; k)≪M3{pLP + p1+εLP (P + 1) + p1+εLPQ+ p1/2+εL3PQ(P +Q)2}
≪M3{p1+εLP (P +Q) + p1/2+εL3PQ2(P +Q)}
for any ε > 0, where the implied constant depends on f and ε.
Finally, we observe that if (5.11) does not hold, the above bound remains valid by Lemma 5.1
and (5.1), and this concludes the proof of Proposition 4.1.
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7. Distribution of twisted Hecke orbits and horocycles
We prove in this section, the results of Section 2.3, using the main estimate of Theorem 1.9 as
basic tool.
Proof of Theorem 2.3. Let K = Kp be an isotypic trace function with conductor at most M and
I = Ip ⊂ [1, p] an interval. We have to show that if |I| > p7/8+κ for some fixed κ > 0, we have the
limit
µK,I,τ (ϕ) =
1
|I|
∑
t∈I
K(t)ϕ
(τ + t
p
)
−→ 0
as p → +∞, for all ϕ continuous and compactly supported on Y0(N) and all τ ∈ Y0(N). By the
spectral decomposition theorem for Y0(N), it is sufficient to prove the result for ϕ either constant
function 1, or a Maass Hecke-eigenforms or ϕ a packet of Eisenstein series.
Let ϕ = f be a Maass cusp form with Fourier expansion
f(z) =
∑
n∈Z−{0}
̺f (n)|n|−1/2Witf (4π|n|y)e(nx).
We can assume, by linearity, that f is an eigenfunction of the involution z 7→ −z¯, so that there
exists εf = ±1 with
(7.1) ̺f (n) = εf̺f (−n)
for all n ∈ Z. We now derive the basic identity relating Hecke orbits with the twisted sums of
Fourier coefficients: we have (for p > 3)
µK,I,τ (f) =
1
|I|
∑
n
̺f (n)|n/p|−1/2Witf
(4πIm (τ)|n|
p
)
e
(nRe (τ)
p
)
K ′I(n)
with
K ′I(n) =
1
p1/2
∑
t∈I
K(t)e
(nt
p
)
=
1
p
∑
x∈[−p/2,p/2]
Kˆ(n− x)
∑
t∈I
e
( tx
p
)
=
|I|
p
Kˆ(n) +
1
p
∑
|x|6p/2
x 6=0
Kˆ(n− x)
∑
t∈I
e
(tx
p
)
,
where Kˆ is the unitarily-normalized Fourier transform modulo p, as before. Hence, by (7.1), we get
(7.2) µK,I,τ (f) =
1
p
{
SV (f, Kˆ; p) + εfSW (f, [×(−1)]∗Kˆ; p)
}
+
1
|I|
1
p
∑
|x|6p/2
x 6=0
{
SV (f, [−x]∗Kˆ; p) + εfSW (f, [−x]∗[×(−1)]∗Kˆ; p)
}∑
t∈I
e
( tx
p
)
where, for any function L : Fp −→ C, we denote
[−x]∗L(n) = L(n− x) = L
((
1 −x
0 1
)
n
)
, [×(−1)]∗L(n) = L(−n),
and V and W are the functions (depending on tf and on τ) defined on ]0,+∞[ by
V (x) = x−1/2Witf (4πIm (τ)x)e(xRe (τ)), W (x) = x
−1/2Witf (4πIm (τ)x)e(−xRe (τ)).
Let L : Fp −→ C be one of the functions [×(−1)]∗Kˆ or [−x]∗Kˆ or [−x]∗[×(−1)]∗Kˆ for some
x ∈ Fp. By Lemma 8.1, Proposition 8.2 and Proposition 8.4, each such L is an isotypic trace
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functions whose conductor is bounded solely in terms of cond(K). Therefore we would like to
apply Theorem 1.9.
Remark 7.1. For the rest of this section we will not necessarily display the dependency in M or f
or τ of the various constants implicit in the Vinogradov symbols ≪.
The functions V and W above do not a priori satisfy a condition of type (V (C,P,Q)), but it is
standard to reduce to this situation. First, we truncate the large values of n, observing that since
Wit(x)≪ e−x/2,
where the implied constant depends on t (see (3.9)), the contribution of the terms with n > p1+ε
to any of the sums appearing in (7.2) is
≪ exp(−pε/2),
for any ε > 0.
Then, by means of a smooth dyadic partition of the remaining interval, the various sums
SV (f, L; p) and SW (f, L; p) occuring in (7.2), are decomposed into a sum of O(log p) sums of the
shape
P−1/2SV˜ (f, L; p)
where L has conductor bounded in terms of M only, for functions V˜ , depending on τ and tf , which
satisfy Condition (V (C,P,Q)) for some sequence C = (Cν), and
P ∈
[1
2
p−1, pε
]
, Q≪tf ,ε 1.
(the normalizing factor P−1/2 comes from the factorization (x/p)−1/2 = P−1/2(x/pP )−1/2, and is
introduced to ensure that V˜ (x)≪tf ,ε 1).
The trivial bound for these sums is O(P−1/2Pp1+ε) and using
(7.3)
1
p
∑
|x|6p/2
x 6=0
∣∣∣∑
t∈I
e
(tx
p
)∣∣∣≪ log p,
we see that the contribution to µK,I,τ (f) of the sums with P 6 p
−1/2 is
≪ p3/4+ε
(1
p
+
1
|I|
)
= o(1)
provided |I| > p3/4+2ε.
For the remaining sums, we use Theorems 1.9 and 1.14: we have
P−1/2SV˜ (f, L; p)≪ p1−δ+ε
for any δ < 1/8, where the implicit constants depend on (M,C, f, τ, δ, ε). we obtain that
(7.4) µK,I,τ (f)≪ p−δ+ε + 1|I|p
1−δ+ε.
As long as |I| > p7/8+κ for some fixed κ > 0, we can take ε > 0 small enough and δ > 0 small
enough so that we above shows that µK,I,τ (f)→ 0 as p→ +∞, as desired.
The case where ϕ is a packet of Eisenstein series Eχ,g(ϕ) is similar, using Proposition 4.3. Indeed,
the contribution of the non-zero Fourier coefficients are handled in this manner, and the only notable
difference is that we must handle the constant term of this packet. This is given by
(7.5) ̺χ,g(ϕ, 0)(z) =
∫
R
ϕ(t){c1,g(t)y1/2+it + c2,g(t)y1/2−it}dt,
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and contributes to µK,I,τ (Eχ,g(ϕ)) by
1
|I|
∑
t∈I
K(t)̺χ,g(ϕ, 0)
(τ + t
p
)
= ̺χ,g(ϕ, 0)
( τ
p
) 1
|I|
∑
t∈I
K(t) = ̺χ,g(ϕ, 0)
(τ
p
)p1/2
|I| K
′
I(0)
since ̺χ,g(ϕ, 0)(z) does not depend on the real part of z. We have
̺χ,g(ϕ, 0)
(τ
p
)
≪ p−1/2
(since Im τ/p ≪ 1/p) and by (7.3), and the fact that Kˆ is bounded by a constant depending only
on M (a consequence of Proposition 8.2 (1)), we have
K ′I(0)≪ log p
and therefore the contribution of the constant terms of Eisenstein series is bounded by
≪ log p|I| = o(1).
For ϕ = 1 the exact same argument yields
µK,I,τ(1) =
p1/2
|I| K
′
I(0)≪
p1/2 log p
|I|
which is o(1) as long as |I| > pη with η > 1/2. This concludes the proof of Theorem 2.3. 
Proof of Corollary 2.4. We now consider a non-constant polynomial φ of degree deg φ > 1. The
probability measure (2.4) satisfies
1
|I|
∑
x∈Fp
φ(x)∈I
δΓ0(N)φ(x)·τ = µ+ µK,I,τ
where
K(t) = |{x ∈ Fp | φ(x) = t}| − 1
for t ∈ Fp. By §10.2, K is a Fourier trace function (not necessarily isotypic), whose Fourier
transform is therefore also a Fourier trace function, given by
Kˆ(n) =
1
p1/2
∑
x∈Fp
e
(nφ(x)
p
)
, (n, p) = 1
Kˆ(0) = 0.
By Proposition 8.3, we can express Kˆ as a sum of at most deg(φ) functions Kˆi which are
irreducible trace functions with conductors bounded by M . The contribution from the terms Kˆi is
then treated by the previous proof. 
8. Trace functions
We now come to the setting of Section 1.3. For an isotypic trace function K(n), we will see that
the cohomological theory of algebraic exponential sums and the Riemann Hypothesis over finite
fields provide interpretations of the sums C(K; γ), from which it can be shown that trace functions
are good.
In this section, we present some preliminary results. In the next one, we give many different
examples of trace functions (isotypic or not), and compute upper bounds for the conductor of the
associated sheaves. We then use the cohomological theory to prove Theorem 1.14.
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First we recall the following notation for trace functions: for a finite field k, an algebraic variety
X/k, a constructible ℓ-adic sheaf F on X, a finite extension k′/k, and a point x ∈ X(k′), we define
(trF)(k′, x) = tr(Frk′ | Fx¯),
the trace of the geometric Frobenius automorphism of k′ acting on the stalk of F at a geometric
point x¯ over x (seen as a finite-dimensional representation of the Galois group of k′; see [30, 7.3.7]).
Now let p be a prime number, and let ℓ 6= p be another auxiliary prime. Let
ι : Q¯ℓ −→ C
be a fixed isomorphism, and let F be an ℓ-adic constructible Fourier sheaf on A1
Fp
(in the sense of
Katz [30, Def. 8.2.1.2]). Recall that we consider the functions
K(x) = ι((trF)(Fp, x))
for x ∈ Fp = A1(Fp). We also consider the (Tate-twisted) Fourier transform G = FTψ(F)(1/2)
with respect to an additive ℓ-adic character ψ of Fp. It satisfies
(8.1) (trG)(k, v) = − 1|k|1/2
∑
x∈k
(trF)(k, x)ψ(trk/Fp(vx))
for any finite extension k/Fp and v ∈ k = A1(k) (see [30, Th. 7.3.8, (4)]).
We collect here the basic properties of Fourier sheaves and of the Fourier transform, consequences
of works of Deligne, Laumon, Brylinski and Katz (see [30, §7.3.5], [29, Th. 8.2.5 (3)] and [29, Th.
8.4.1]).
Lemma 8.1 (Fourier sheaves). Let p and ℓ 6= p be primes, and let F be an ℓ-adic Fourier sheaf on
A1
Fp
.
(1) The sheaf F is a middle-extension sheaf: if j : U →֒ A1 is the open immersion of a non-empty
open set on which F is lisse, we have
F ≃ j∗(j∗F).
(2) Suppose that F is pointwise ι-pure5 of weight 0, i.e., that it is a trace sheaf. Then
- G = FTψ(F)(1/2) is pointwise ι-pure
6 of weight 0;
- at the points v ∈ A1 where G is not lisse, it is pointwise mixed of weights 6 0, i.e., for any
finite field k with v ∈ k, the eigenvalues of the Frobenius of k acting on the stalk of G at a
geometric point v¯ over v are |k|-Weil numbers of weight at most 0.
(3) If F is geometrically isotypic (resp. geometrically irreducible) then the Fourier transform G
is also geometrically isotypic (resp. geometrically irreducible).
We defined the conductor of a sheaf in Definition 1.13. An important fact is that this invariant
also controls the conductor of the Fourier transform, and that it controls the dimension of cohomol-
ogy groups which enter into the Grothendieck-Lefschetz trace formula. We state suitable versions
of these results:
Proposition 8.2. Let p be a prime number and ℓ 6= p an auxiliary prime.
(1) Let F be an ℓ-adic Fourier sheaf on A1
Fp
, and let G = FTψ(F)(1/2) be its Fourier transform.
Then, for any γ ∈ GL2(Fp), the analytic conductor of γ∗G satisfies
(8.2) cond(γ∗G) 6 10 cond(F)2.
(2) For F1 and F2 lisse ℓ-adic sheaves on an open subset U ⊂ A1, we have
dimH1c (U × F¯p,F1 ⊗ F2) 6 r1r2(1 +m+ cond(F1) + cond(F2)),
5 On the maximal open set on which it is lisse.
6idem
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where
m = |(P1 − U)(F¯p)|, ri = rank(Fi).
(3) Let F1 and F2 be middle-extension ℓ-adic sheaves on A
1
Fp
. Then
(8.3) cond(F1 ⊗ F2) 6 5 cond(F1)2 cond(F2)2.
Note that (8.2) and (8.3) can certainly be improved, but these bounds will be enough for us.
Proof. (1) Since γ is an automorphism of P1, we have cond(γ∗G) = cond(G) and we can assume
γ = 1.
We first bound the number of singularities
n(G) = |P1 − U |
of G. By [29, Cor. 8.5.8] (and the remark in its proof), on Gm, the Fourier transform is lisse except
at points corresponding to Jordan-Ho¨lder components of the local representation F(∞) at∞ which
have unique break equal to 1. The number of these singularities outside of 0,∞ is therefore bounded
by the rank of F, hence by the conductor of F, and
(8.4) n(G) 6 2 + rank(F) 6 3 cond(F).
Now we bound the rank of G. This is given by [30, Lemma 7.3.9 (2)], from which we get
immediately
rank(G) 6
∑
λ
max(0, λ− 1) +
∑
x
(Swanx(F) + rank(F))
where λ runs over the breaks of F(∞), and x over the singularities of F in A1. The first term is
6 Swan∞(F), so that the rank of G is bounded by
(8.5) rank(G) 6 Swan(F) + rank(F)n(F) 6 cond(F)2.
Thus it only remains to estimate the Swan conductors Swanx(G) at each singularity. We do this
using the local description of the Fourier transform, due to Laumon [34], separately for 0, ∞ and
points in Gm.
First case. Let x =∞. By [30, Cor. 7.4.2] we can write
G(∞) = N0 ⊕N∞ ⊕Nm
as representations of the inertia group at∞, where N0, N∞ are the local Fourier transform functors
denoted
FTψ loc(∞,∞)F(∞), FTψ loc(0,∞)(F(0)/F0)
in loc. cit., and Nm is the sum of the similar contributions of the local Fourier transforms at all
s ∈ Gm. Let s0, s∞ and sm denote the corresponding Swan conductors, which add up to Swan∞(G).
By [30, Cor. 7.4.1.1], all breaks of N0 and Nm are 6 1, hence by (8.5)
s0 + sm 6 dim(N0) + dim(Nm) 6 rank(G) 6 Swan(F) + rank(F)n(F).
As for s∞, by a further result of Laumon [30, Th. 7.5.4 (1)], the contribution s∞ is equal to the
similar contribution of breaks > 1 to the Swan conductor Swan∞(F). Hence by (8.5)
(8.6) Swan∞(G) 6 2 Swan(F) + rank(F)n(F) 6 2 cond(F)
2.
Second case. Let x = 0. Then, by [30, Th. 7.5.4 (5)], the Swan conductor Swan0(G) is equal to
the contribution to Swan∞(F) of the breaks in ]0, 1[, so that
(8.7) Swan0(G) 6 Swan∞(F) 6 cond(F).
Third case. Let x ∈ Gm. By translation, we have
Swanx(G) = Swan0(FTψ(F ⊗Lψ(xX))),
45
so that the previous case gives
Swanx(G) 6 Swan∞(F ⊗ Lψ(xX)) 6 rank(F) + Swan∞(F) 6 cond(F).
By (8.4) and (8.5), this leads to∑
x
Swanx(G) 6 2 cond(F)
2 + 3cond(F)2 = 5cond(F)2,
and
cond(G) 6 10 cond(F)2.
(2) We use the Euler-Poincare´ formula: for a lisse ℓ-adic sheaf M on an affine curve U ⊂ P1 over
Fp, we have
(8.8) dimH1c (U × F¯p,M) = dimH2c (U × F¯p,M) + rank(M)(−χc(U × F¯p)) + Swan(M)
(see [29, 2.3.1]).
We apply this formula to M = F1 ⊗ F2. Since H2c (U × F¯p,M) is the space of co-invariants of M
dimH2c (U × F¯p,M) 6 r1r2.
For the second term, we note simply that
rank(M)(−χc(U × F¯p)) 6 mr1r2.
For the last term, we bound the Swan conductor at x ∈ P1 − U of F1 ⊗ F2 in terms of those of
the factors. The existence of such a bound is a well-known result: if λ1 (resp. λ2) is the largest
break of F1 (resp. F2) at x, then all breaks of F1 ⊗ F2 at x are at most
max(λ1, λ2) 6 max(Swanx(F1),Swanx(F2)),
(see [29, Lemma 1.3]) and hence
Swanx(F1 ⊗ F2) 6 rank(F1) rank(F2)(Swanx(F1) + Swanx(F2))
and
(8.9) Swan(F1 ⊗ F2) 6 r1r2(Swan(F1) + Swan(F2)).
Adding this to the previous contribution, we get
dimH1c (U × F¯p,M) 6 r1r2(1 +m+ cond(F1) + cond(F2)),
as claimed.
(3) Let ci = cond(Fi), ri = rank(Fi) and nia the number of singularities of Fi. The rank of
F1 ⊗ F2 is r1r2, and it has 6 n1 + n2 singularities. By (8.9), we have also
Swan(F1 ⊗ F2) 6 r1r2(Swan(F1) + Swan(F2)).
The result follows by the roughest estimate:
cond(F1 ⊗ F2) 6 c1c2 + c1 + c2 + c1c2(c1 + c2) 6 5c21c22.

We can also explain here how to deal with Fourier trace functions which are not necessarily
isotypic.
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Proposition 8.3. Let p be a prime number, ℓ 6= p an auxiliary prime. Let F be a Fourier trace
sheaf modulo p with conductor 6M .
There exist at most rank(F) isotypic trace sheaves Fi modulo p, each with conductor 6M , such
that
(trF)(Fp, x) =
∑
i
(trFi)(Fp, x)
for all x ∈ Fp. In particular, for any s > 1, the trace function
K(n) = ι((trF)(Fp, n))
satisfies ‖K‖tr,s 6M s+1.
Proof. We refer to [28, §4.4–4.6] for basic facts concerning the correspondance between middle-
extension sheaves on A1
Fp
and representations of the e´tale fundamental group.
Let j : U →֒ A1 be an open dense subset, defined over Fp, such that F is lisse on U , and let
G = π1(U, η¯) and
̺ : G −→ GL(V )
the ℓ-adic representation corresponding to the restriction of F on U . Let
̺ss =
⊕
i∈I
̺i
be the semisimplification of this representation, where ̺i is an irreducible representation of G. We
denote by F˜i the corresponding lisse sheaf on U , and let Fi = j∗F˜i. Then each Fi is a Fourier sheaf
modulo p, with conductor 6M , and we have
(8.10) (trF)(k, x) =
∑
i∈I
(trFi)(k, x)
for any finite extension k/Fp and x ∈ k. Indeed, this holds by definition for x ∈ U(k), and this
extends to all x by properties of middle-extension sheaves (see Proposition 8.5).
Each ̺i is arithmetically irreducible, and there are two possibilities concerning its restriction ̺
g
i
to Gg = π1(U × F¯p, η¯): (1) either ̺gi is isotypic, and hence Fi is an isotypic trace sheaf; or (2) there
exists an integer m > 2, and a representation τi of the proper normal subgroup H = π1(U×Fpm, η¯)
of G such that
̺i = Ind
G
H τi
(see, e.g., [41, Prop. 8.1] or [32, Prop. 2.8.20]). We claim that in this second case, the trace
function of Fi is identically zero on Fp, which finishes the proof since we can then drop Fi from the
decomposition (8.10).
To check the claim, note that the formula for the character of an induced representation shows
that
tr ̺i(g) = 0
for any g /∈ H (see, e.g. [32, Prop. 2.7.43]). Hence the trace function vanishes obviously on U(Fp)
since the Frobenius elements associated to x ∈ U(Fp) relative to Fp are not in H.
This property extends to x ∈ (A1 − U)(Fp) by a similar argument (we thank N. Katz for
explaining this last point; note that we could also treat separately the points in A1 − U , which
would lead at most to slightly worse bounds for the trace norm of K).
Let G˜ = π1(A
1, η¯) be the fundamental group of the affine line. There is a surjective homomor-
phism
G˜ −→ G.
The group G˜ contains as normal subgroups
G˜g = π1(A
1 × F¯p, η¯), H˜ = π1(A1 × Fpm , η¯),
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with corresponding surjective morphisms G˜g −→ Gg and H˜ −→ H.
Composing these with τi and ̺i gives representations τ˜i and ˜̺i of H˜ and G˜, respectively, with
˜̺i = Ind
G˜
H˜
τ˜i.
The stalk of Fi at a geometric point above x ∈ (A1 − U)(Fp) is isomorphic, as a vector space
with the action of the Galois group of Fp, to the invariant space ̺
Ix
i under the inertia subgroup at
x, which is a subgroup Ix of G˜.
The space of ˜̺i can be written as a direct sum⊕
σ∈G˜/H˜
Wσ
where the spaces Wσ are H˜-stable and permuted by G˜. Moreover, any g ∈ G − H permutes the
Wσ without fixed points, because H is normal in G.
The point is that since Ix ⊂ G˜g ⊂ H˜ (the inertia group is a subgroup of the geometric Galois
group) and each Wσ is H˜-stable, we have
˜̺Ixi =
⊕
σ∈G/H
W Ixσ .
(in other words, this shows that ˜̺Ixi ≃ IndG˜H˜ τ˜
Ix
i ).
The matrix representing the action on ˜̺Ixi of any element g in the decomposition group Dx
mapping to the Frobenius conjugacy class at x in Dx/Ix is block-diagonal with respect to this
decomposition. Since g /∈ H˜, this block-diagonal matrix has zero diagonal blocks, hence its trace,
which is the value of the trace function of Fi at x, also vanishes. 
The following is relevant to Theorem 2.3.
Proposition 8.4. Let p be a prime number, ℓ 6= p an auxiliary prime. Let F be an ℓ-adic Fourier
trace sheaf modulo p with conductor 6 N . Let K(n) be the corresponding Fourier trace function.
Then, for any x ∈ Fp, [+x]∗K(n) = K(x + n) defines a Fourier trace function associated to the
sheaf
F(x) =
(
1 x
0 1
)∗
F,
and we have cond(F(x)) = cond(F) 6 N for all x ∈ Fp.
Proof. It is clear that F(x) has the right trace function and that it is a Fourier trace sheaf, with the
same conductor as F. 
Finally, we state a well-known criterion for geometric isomorphism of sheaves, that says that two
irreducible middle-extension sheaves are geometrically isomorphic if their trace functions are equal
on A1(F¯p) “up to a constant depending on the definition field”. Precisely:
Proposition 8.5 (Geometric isomorphism criterion). Let k be a finite field, and let F1 and F2 be
geometrically irreducible ℓ-adic sheaves, lisse on a non-empty open set U/k and pointwise pure of
weight 0. Then F1 is geometrically isomorphic to F2 if and only if there exists α ∈ Q¯×ℓ such that
for all finite extensions k1/k, we have
(8.11) (trF1)(k1, x) = α
[k1:k](trF2)(k1, x)
for all x ∈ U(k1).
In particular, if F1 and F2 are irreducible Fourier sheaves, they are geometrically isomorphic if
and only if there exists α ∈ Q¯×ℓ such that for all finite extensions k1/k, we have
(8.12) (trF1)(k1, x) = α
[k1:k](trF2)(k1, x)
48
for all x ∈ k1.
Sketch of proof. This is a well-known fact; it is basically an instance of what is called “Clifford
theory” in representation theory. We sketch a proof for completeness. In the “if” direction, note
that (8.11) shows that F1 and α
deg(·)⊗F2 are lisse sheaves on U with the same traces of Frobenius
at all points of U ; the Chebotarev Density Theorem shows that the Frobenius conjugacy classes are
dense in π1(U, η¯), so we conclude that F1 ≃ αdeg(·)⊗F2) as lisse sheaves on U . But then restriction
to the geometric fundamental group (the kernel of the degree) gives F1 ≃ F2 geometrically on U .
Conversely, if F1 is geometrically isomorphic to F2, and ̺i is the representation of π1(U, η¯)
associated to Fi, then representation theory (see, e.g., [32, 2.8.2]) shows that there exists a character
χ of the abelian group π1(U, η¯)/π1(U × F¯p, η¯) such that
̺1 ≃ χ⊗ ̺2.
But such characters are of the type αdeg(·) since the quotient is isomorphic to the Galois group
Gal(F¯p/Fp).
For the second part, apply the first with the fact that middle-extension sheaves on A1 are
geometrically isomorphic if and only if their restrictions to a common dense open set where they
are lisse are geometrically isomorphic. 
Here is a last definition. If F is a Fourier sheaf on A1/k, we write D(F) for the middle-extension
dual of F, i.e., given a dense open set j : U →֒ A1 where F is lisse, we have
D(F) = j∗((j
∗F)′),
where the prime denotes the lisse sheaf on U associated to the contragredient of the representation
of the fundamental group of U which corresponds to j∗F (see [30, 7.3.1]). If F is pointwise pure of
weight 0, it is known that
(8.13) ι((tr D(F))(k′, x)) = ι((trF)(k′, x))
for all finite extensions k′/k and all x ∈ k′.
9. Application of the Riemann Hypothesis
We can now prove that correlation sums of trace functions are small, except for matrices in the
Fourier-Mo¨bius group. This is the crucial argument that relies on the Riemann Hypothesis over
finite fields.
Theorem 9.1 (Cohomological bound for correlation sums). Let p be a prime number, ℓ 6= p another
prime. Let F be an isotypic trace sheaf on A1
Fp
and let K denote its trace function. We have
(9.1) |C(K; γ)| 6M1 +M2p1/2
if γ /∈ GF where
(9.2) M1 6 6 cond(F)
5, M2 6 24 cond(F)
6.
The bounds (9.2) are certainly not sharp, but they show that the result is completely effective
and explicit.
Proof. We denote by G the Fourier transform of F computed with respect to some non-trivial
additive character ψ, and by U the largest open subset of A1 where G is lisse.
Let
γ =
(
a b
c d
)
∈ PGL2(Fp).
We define the constructible ℓ-adic sheaf
Hγ = γ
∗G⊗D(G)
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on P1
Fp
. This sheaf is lisse and pointwise ι-pure of weight 0 on any open subset of P1 where it is
lisse, in particular on the non-empty open set
Uγ = γ
−1U ∩ U ⊂ A1 − {−d/c},
and for z ∈ Uγ(Fp), we have
ι((trHγ)(Fp, z)) = Kˆ(γ · z)Kˆ(z)
by the definition (1.16) of the Fourier transform and by (8.13). Thus we have
(9.3) C(K; γ) = ι
( ∑
z∈Uγ(Fp)
(trHγ)(Fp, z)
)
+
∑
z∈Fp−Uγ(Fp)
z 6=−d/c
Kˆ(γ · z)Kˆ(z).
According to the Grothendieck-Lefschetz trace formula (see, e.g., [6, Rapport, Th. 3.2]), we have
(9.4)
∑
z∈Uγ(Fp)
(trHγ)(k, z) = tr(Fr | H0c (Uγ × F¯p,Hγ))
− tr(Fr | H1c (Uγ × F¯p,Hγ)) + tr(Fr | H2c (Uγ × F¯p,Hγ))
where Fr denotes the geometric Frobenius of Fp acting on the cohomology groups of Hγ .
Since Uγ is an affine curve, we have H
0
c (Uγ × F¯p,Hγ) = 0 (see, e.g., [7, (1.4.1)b]). Next, the
coinvariant formula for H2c on a curve (see [7, (1.4.1)b]) states that H
2
c (Uγ × F¯p,Hγ) is isomorphic
to the space of coinvariants of π1(Uγ × F¯p, η¯) acting on Hγ,η¯. In particular, we have
H2c (Uγ × F¯p,Hγ) = 0
if this coinvariant space is zero. We next show that this is the case if γ /∈GF.
The sheaf F is geometrically isotypic when restricted to an open set V where it is lisse. Let
j : V →֒ A1 be the open immersion of V in the affine line. There exists a (geometrically)
irreducible lisse sheaf F1 on V × F¯p such that
F ≃ (j∗F1)⊕d
as sheaves on A1 × F¯p (since both sides are middle-extension sheaves which are isomorphic on
V ×F¯p). This formula shows that j∗F1 is a Fourier sheaf onA1×F¯p. Taking the Fourier transforms,
it follows that we have a geometric isomorphism
G ≃ FT(j∗F1))(1/2)⊕d,
and hence (since the Fourier transform of a geometrically irreducible sheaf is geometrically irre-
ducible) that G is geometrically isotypic on Uγ , with irreducible component
G1 = FT(j∗F1))(1/2).
Applying γ and taking dual, we see that γ∗G and D(G) are also lisse and geometrically isotypic
on Uγ . Moreover, the geometrically irreducible components of γ
∗G is γ∗G1, and that of D(G) is
D(G1).
Finally, by Schur’s Lemma, the coinvariant space of π1(Uγ × F¯p, η¯) acting on Hγ,η¯ is zero unless
we have a geometric isomorphism
γ∗G1 ≃ G1,
which holds if and only if γ∗G is geometrically isomorphic to G.
Thus, if γ /∈ GF, the only contribution to the expression (9.4) comes from the cohomology group
H1c (Uγ × F¯p,Hγ). But since Hγ is pointwise pure of weight 0 on Uγ , it follows from Deligne’s fun-
damental proof of the Riemann Hypothesis over finite fields (see [7, Th. 3.3.1]) that all eigenvalues
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of Fr acting on H1c (Uγ × F¯p,Hγ) are algebraic numbers, all conjugates of which are of modulus at
most p1/2.
Thus, using (9.3), we obtain
|C(K; γ)| 6 p1/2 dimH1c (Uγ × F¯p,Hγ) +
∑
z∈Fp−Uγ(Fp)
z 6=−d/c
Kˆ(γ · z)Kˆ(z)
for γ /∈GF. By Lemma 8.1, at the points z ∈ Fp − Uγ(Fp), we have
|Kˆ(γ · z)| 6 rank(γ∗G) = rank(G), |Kˆ(z)| 6 rank(G),
since G and γ∗G have local weights 6 0 at all points. There are at most 2n(G) points where we use
this bound, and thus ∣∣∣ ∑
z∈Fp−Uγ(Fp)
z 6=−d/c
Kˆ(γ · z)Kˆ(z)
∣∣∣ 6 2n(G) rank(G)2.
Finally we have
dimH1c (Uγ × F¯p,Hγ) 6 rank(G)2(1 + n(G) + 2 cond(G)) 6 24 cond(F)6
by Proposition 8.2 and (8.4), (8.5), and similarly
2n(G) rank(G)2 6 6 cond(F)5.

Theorem 9.1 justifies the definition 1.15 of the Fourier-Mo¨bius group GF of an isotypic trace
sheaf. Note that this group GF depends on ψ, although the notation does not reflect this (GF is
well-defined up to Fp-conjugacy, however).
Now from the definition of the Fourier-Mo¨bius group and Theorem 9.1, we get our interpretation
of GK,M for irreducible trace functions:
Corollary 9.2. Let p be a prime number, F an isotypic trace sheaf on A1
Fp
. Let K be the corre-
sponding isotypic trace function. Then, for
M > 6 cond(F)5 + 24 cond(F)6,
we have GK,M ⊂ GF(Fp).
Our goal is now to prove Theorem 1.14: all isotypic trace functions are (p,M)-good, where M
depends only on the conductor of the associated sheaf. This is done by distinguishing two cases,
depending on whether the order of the finite subgroup GF(Fp) is divisible by p or not.
For the first case, we have the following lemma, which is an immediate consequence of the
classification of Artin-Schreier sheaves (or of Weil’s theory, when spelled-out in terms of exponential
sums).
Lemma 9.3. Let p be a prime number, ℓ 6= p an auxiliary prime, ψ a non-trivial ℓ-adic additive
character of Fp. Let γ0 ∈ PGL2(Fp), and let F = Lψ(γ0(X)). Then for γ ∈ PGL2(F¯p), we have
a geometric isomorphism γ∗F ≃ F if and only if γ is in the unipotent radical of the stabilizer of
γ−10 · ∞.
Below we denote by Ux ⊂ PGL2 the unipotent radical of the Borel subgroup of PGL2 fixing
x ∈ P1. Recall that, for x 6= y in P1, we denote by Tx,y ⊂ PGL2 the maximal torus of elements
fixing x and y, and by Nx,y its normalizer.
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Proof of Theorem 1.14. By Corollary 9.2, there exists M 6 30N6 such that
GK,M ⊂ G = GF(Fp),
which is a subgroup of PGL2(Fp). We distinguish two cases:
— If p ∤ |G|, then the classification of finite subgroups of PGL2(F¯p) of order coprime to the
characteristic (see for instance [1] and the references there) show that we have either |G| 6 60, or
G is cyclic or dihedral. In the former situation, the non-trivial elements of G are non-parabolic
and belong to at most 59 different tori Txi,yi and the function K is (p,max(59,M))-good by
Definition 1.8. In the cylic or dihedral situation, one also knows thatG is contained in the normalizer
Nx,y of a certain fixed maximal torus Tx,y (indeed, if G is cyclic, all its elements are diagonalizable
in a common basis, and it is a subgroup of a maximal torus; if G is dihedral of order 2r, the cyclic
subgroup of order r is contained in a maximal torus, and any element not contained in it is in the
normalizer, see e.g., [1, Prop. 4.1]). Hence K is (p,M)-good, with at most one pair (x, y) in (1.13).
— If p | |G|, we fix γ0 ∈ G of order p and denote by x ∈ P1(Fp) its unique fixed point. let
σ ∈ PGL2(Fp) be such that
σ
(
1 1
0 1
)
σ−1 = γ0
and let G1 = σ
∗G. We then have a geometric isomorphism
[+1]∗G1 ≃ G1.
Suppose first that G1 is ramified at some x ∈ A1(Fp). Then, by the above, it is ramified at x,
x+ 1,. . . , x+ p− 1, and therefore we obtain
cond(G) = cond(G1) > p+ rank(G1) = p+ rank(G),
and in that case K is (p,N)-good for trivial reasons.
Now assume that G1 is lisse on A
1(Fp). The geometrically irreducible component G2 of G1
satisfies also [+1]∗G2 ≃ G2. Hence, by [16, Lemma 5.4, (2)] (applied with G = Fp and Ph = 0),
either
cond(G1) > Swan∞(G2) > p+ rank(G)
(and we are done as above) or else G2 is geometrically isomorphic to some Artin-Schreier sheaf Lψ
for some non-trivial additive character ψ of Fp.
In that case, we see that G1 is geometrically isomorphic to a sum of copies of Lψ. Hence there
exists a ∈ F×p and algebraic numbers α1, · · · , αrank(G), all of weight 0, such that
ι((trG1)(Fp, n)) = (α1 + · · ·+ αrank(G))e
(an
p
)
= ι((trG1)(Fp, 0))e
(an
p
)
for all n ∈ Fp.
Hence we get
Kˆ(n) = e
(aσ−1(n)
p
)
Kˆ(σ · 0)
for all n 6= x in Fp. By Proposition 8.5, the trace function K(n) is a multiple of the trace function of
the (possibly) different Fourier trace sheaf F˜, whose Fourier transform is geometrically isomorphic
to the irreducible sheaf
Lψ(aσ−1(X)).
But for this sheaf, we know by Lemma 9.3 that G
F˜
= Ux, and in particular all elements of G
F˜
are parabolic. Furthermore, the conductor of F˜ is absolutely bounded (the conductor of its Fourier
transform is 3, and we apply the Fourier inversion and Proposition 8.2, or we could do a direct
computation). Since we have
|Kˆ(σ · 0)| = |α1 + · · ·+ αrank(G)| 6 rank(G) 6 10N2,
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and
C(K; γ) = |Kˆ(σ · 0)|2C(K˜; γ)
where K˜ is the trace function of F˜, it follows that GK,aN4 ⊂ GF˜(Fp) for some absolute constant
a > 1. It follows by Definition 1.8 that the function K is (p, aN4)-good. 
10. Examples of trace functions
In this section, we will discuss four classes of functions K(n) that arise as trace functions. In a
first reading, only the definitions of these functions may be of interest, rather than the technical
verification that they satisfy the necessary conditions.
We note that these examples are by no means an exhaustive list. One can find more examples,
in particular, in [30, §7.11].
10.1. Additive and multiplicative characters. We recall now how the characters (1.6) of Corol-
lary 2.2 fit in the framework of trace functions. Let η be an ℓ-adic-valued multiplicative character
η : F×p −→ Q¯×ℓ
and let ψ be an ℓ-adic additive character
ψ : Fp −→ Q¯×ℓ .
The classical constructions of Artin-Schreier and Kummer sheaves show that, for any ℓ 6= p, one
can construct ℓ-adic sheaves Lψ(φ) and Lη(φ) on A
1
Fp
such that we have
(trLψ(φ))(Fp, x) =
{
ψ(φ(x)) if φ(x) is defined,
0 if x is a pole of φ,
and
(trLη(φ))(Fp, x) =
{
η(φ(x)) if φ(x) is defined and non-zero,
0 if x is a zero or pole of φ
(these are the extensions by zero to A1 of the pullback by φ of the lisse Artin-Schreier and Kummer
sheaves defined on the corresponding open subsets of A1).
Fix an isomorphism ι : Q¯ℓ → C. We assume that ψ is the standard character, so that
ι(ψ(x)) = e
(x
p
)
,
for x ∈ Fp. Similarly, if χ is a Dirichlet character modulo p, there is a multiplicative character η
such that
ι(η(x)) = χ(x)
for x ∈ Fp.
Let then φ1, φ2 ∈ Q(X) be rational functions as in (1.6), with φ2 = 1 if χ is trivial. The ℓ-adic
sheaf
(10.1) F = Lη(φ2) ⊗ Lψ(φ1),
is such that
ι((trF)(Fp, x)) =
{
χ(φ2(x))e
(
φ1(x)
p
)
if φ1, φ2 are defined at x,
0 otherwise,
which corresponds exactly to (1.6).
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Proposition 10.1 (Mixed character functions are trace functions). Assume that either φ1 is not
a polynomial of degree 6 1, or if χ is non-trivial and φ2 is not of the form tφ
h
3 , where h > 2 is the
order of χ.
(1) The function above is an irreducible trace function.
(2) Let d1 be the number of poles of φ1, with multiplicity, and d2 the number of zeros and poles
of φ2 (where both are viewed as functions from P
1 to P1). The analytic conductor of the sheaf F
satisfies
cond(F) 6 1 + 2d1 + d2.
Proof. (1) The sheaf F is pointwise pure of weight 0 on the open set U where φ1 and φ2 are both
defined and φ2 is non-zero, which is the maximal open set on which F is lisse. Moreover, it is of
rank 1 on this open set, and therefore geometrically irreducible. By [29, Proof of Lemma 8.3.1], F
is a Fourier sheaf provided it is not geometrically isomorphic to the Artin-Schreier sheaf Lψ(sX) for
some s ∈ A1, which is the case under our assumption.
(2) The rank of F is one. The singular points are the poles of φ1 and the zeros and poles of φ2,
so their number is bounded by d1 + d2. Furthermore, the Swan conductor at any singularity x is
the same as that of Lψ(φ1), since all Kummer sheaves are everywhere tame. Thus only poles of φ1
contribute to the Swan conductor, and for such a pole x, the Swan conductor is at most the order
of the pole at x, whose sum is d1 (it is equal to the order of the pole when φ1 is Artin-Schreier-
reduced at x, which happens if p is larger than the order of the pole, see, e.g., [6, Sommes Trig.,
(3.5.4)].) 
10.2. “Fiber counting” functions and their Fourier transforms. This example is discussed
in greater detail in [30, §7.10], where a number of variants also appear.
Let C/Q be a geometrically connected smooth algebraic curve and let φ : C −→ P1 be a non-
constant morphism of degree > 2. Let D be the divisor of poles of φ, Z ⊂ C − D the divisor of
zeros of dφ and S = φ(Z). For p large enough (in particular we assume p > deg(φ)), this situation
has good reduction modulo p and we may consider the “fiber-counting function”{
Fp −→ Z
x 7→ N(φ;x) = |{y ∈ C(Fp) | φ(y) = x}|.
Defining F = φ∗Q¯ℓ, the direct image of the trivial ℓ-adic sheaf, we have
N(φ;x) = ι((trF)(Fp, x)).
The sheaf F is a constructible ℓ-adic sheaf of rank deg(φ) on A1, and it is lisse and pointwise
pure of weight 0 outside S and tamely ramified there. It is not irreducible, but the kernel of the
trace map
F˜ = ker(F
tr−→ Q¯ℓ)
might be irreducible. This sheaf F˜ is of rank deg(φ)− 1, of conductor cond(F˜) 6 deg(φ) + |S| and
its trace function is
(tr F˜)(Fp, x) = N(φ;x) − 1 = N˜(φ;x).
By [30, Lemma 7.10.2.1], F˜ is a Fourier trace sheaf for p > deg(φ). The situation becomes even
clearer if we assume that φ is supermorse, i.e.:
(1) The zeros of the derivative dφ are simple;
(2) φ separates the zeros of dφ, i.e., the size of the set S = {φ(x) | dφ(x) = 0} of critical values
of φ is the same as the number of zeros of dφ.
54
In this case, by [30, Lemma 7.10.2.3], the sheaf F˜ is geometrically irreducible for p > deg(φ),
and thus N˜(φ;x) is then an irreducible trace function.
For a given non-trivial ℓ-adic additive character ψ, the Fourier transform sheaf G˜ = FTψ(F˜)(1/2)
has trace function given by
|k|1/2(tr G˜)(k, v) = −
∑
x∈k
( ∑
y∈C(k)−D(k)
φ(y)=x
1− 1
)
ψ(trk/Fp(xv))
= −
∑
y∈C(k)−D(k)
ψ(trk/Fp(vφ(y))) +
∑
x∈k
ψ(trk/Fp(xv))
for any finite-extension k/Fp and v ∈ k, which gives
(tr G˜)(k, v) = −|k|−1/2
∑
x∈C(k)−D(k)
ψ(trk/Fp(vφ(x)))
for v ∈ k× and
(tr G˜)(k, 0) = |k|1/2 − |k|−1/2|C(k)−D(k)|.
(note that since C is geometrically connected, we have |C(k)| = |k| + O(gC
√
|k|), so this last
quantity is bounded.)
Since F˜ is an irreducible Fourier sheaf, so is G˜. Thus, taking ψ the standard character with
ι(ψ(x)) = e(x/p), we get a sheaf G˜ with associated irreducible trace function given by
(10.2) K ′(n) = − 1√
p
∑
x∈C(Fp)−D(Fp)
e
(nφ(x)
p
)
, for 1 6 n 6 p− 1,
and
K ′(p) =
p− |C(Fp)−D(Fp)|√
p
(as before, this holds under the assumption that φ is supermorse).
By the Fourier inversion formula (in this context, this is [30, Th. 7.3.8 (1)]), the Fourier transform
sheaf FTψ(G˜) (note that we must use the same ψ as was used to construct G) is
[x 7→ −x]∗F˜ = [×(−1)]∗F˜
with trace function
(tr [×(−1)]∗F˜)(k, y) = N˜(φ;−y).
We summarize this and estimate the conductors in a proposition.
Proposition 10.2 (Fiber counting functions and duals). Let C/Q and φ be as above, with φ
supermorse.
(1) For p > deg(φ) such that there is “good reduction”, the functions K and K ′ defined above
are irreducible trace functions associated to the sheaves F˜ and G˜.
Let S ⊂ F¯p be the set of critical values of φ modulo p.
(2) The sheaf F˜ is tame on P1, lisse on A1 − S, and has at most tame pseudo-reflection mon-
odromy at all s ∈ S. It satisfies
cond(F˜) 6 deg(φ) + |S|.
(3) The sheaf G˜ has rank |S|, it is lisse on Gm and tamely ramified at 0. At ∞, we have
Swan∞(G˜) =
{
|S| − 1 if 0 ∈ S
|S| if 0 /∈ S,
and hence cond(G˜) 6 2|S|+ 2.
55
Proof. We have already discussed (1). Then [30, proof of Lemma 7.10.2.3] shows that F˜ is tame
everywhere, lisse on A1 − S, and has tame pseudo-reflection monodromy at all s ∈ S. This gives
cond(F˜) 6 rank(F˜) + |S|+ 1 = deg(φ) + |S|.
For (3), since we know F˜ is a tame pseudo-reflection sheaf, we can use [30, Th. 7.9.4] to see that
G˜ has rank |S| and is lisse on Gm, and [30, Cor. 7.4.5 (2)] to see that it is tamely ramified at 0.
Still from [30, Th. 7.9.4], we get the decomposition
(10.3) G˜(∞) =
⊕
s∈S
Lψ(sY ),
as a representation of the wild inertia group at ∞. Hence
Swan∞(G˜) =
{
|S| − 1 if 0 ∈ S
|S| if 0 /∈ S,
and then
cond(G˜) 6 |S|+ 2 + Swan∞(G˜) 6 2|S|+ 2.

To conclude this example, let us first recall that the condition of being supermorse is generic,
in a fairly natural and obvious sense. For instance, if we consider C = P1 and look at the space
Ld1,d2 of all rational functions with coprime numerator and denominator of fixed degrees (d1, d2),
the set of supermorse functions φ ∈ Ld1,d2 will be Zariski-dense.
10.3. Hyper-Kloosterman sums. Let m > 2 and let p be a prime number. By results of Deligne
(see [29, 11.0]), for all ℓ 6= p, and any non-trivial ℓ-adic additive character ψ, there exists a sheaf
Kℓm on A
1
Fp
such that
(trKℓm)(k, a) = (−1)m−1|k|−(m−1)/2
∑
· · ·
∑
x1···xm=a
xi∈k
ψ(x1 + · · · + xm)
for all finite extensions k/Fp and all a ∈ k×. This sheaf is a Fourier sheaf, geometrically irreducible,
of rank m > 2 and pointwise pure of weight 0, i.e., it is an irreducible trace sheaf.
Now fix a non-constant rational fraction, φ(T ) = R(T )/S(T ), R(T ), S(T ) ∈ Z[T ]. Assuming that
p is large enough (greater that the degree of R,S and all their coefficients), the sheafKℓm,φ = φ
∗Kℓm
satisfies
(trKℓm,φ)(Fp, a) = (−1)m−1Klm(φ(a); p)
for a ∈ Fp− φ−1({0,∞}). The following result is the main input to the proof of the second part of
Corollary 2.2.
Proposition 10.3. If φ is non-constant, the sheaf Kℓm,φ above is geometrically irreducible and has
conductor 6 2m+ 1 + deg(RS).
Proof. Deligne has shown that Kℓm has rank m, is lisse on Gm, and is tame at 0 and totally wild
at ∞ with Swan conductor 1, so that
cond(Kℓm) = m+ 3
(see, e.g., [29, 11.0.2]).
It follows therefore that Kℓm,φ is of rank m, is lisse outside of the set φ
−1({0,∞}), is tame at the
zeros of φ and wild at its poles. At a pole x ∈ φ−1(∞) of order dx, the map φ is generically e´tale,
and hence we know that Swanx(φ
∗Kℓm) = dx Swan∞(Kℓm) = dx by [29, 1.13.1]. Finally, Katz has
shown that Kℓm is geometrically Lie-irreducible (see [29, Thm. 11.1]), i.e., that its restriction to
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any finite-index subgroup of the fundamental group of Gm is geometrically irreducible. Since φ is
non-constant, this shows that Kℓm,φ is also irreducible. 
11. Examples of determination of GF
Theorem 1.14 solves completely the question of showing that isotypic trace functions are good,
reducing it to an estimation of the conductor of the associated sheaf. However we find it instructive
to determine GF as precisely as possible for interesting families of functions, as was already done
in Section 1.5 in simple cases. This gives illustrations of the various possibilities, and would be a
first step in trying to improve the generic exponent 1/8. Since we won’t need these results for this
paper, we leave the proof to the reader as an exercise in the theory of the ℓ-adic Fourier transform
(proximity with [29, 30] is strongly advised).
11.1. Mixed characters. Let
F = Lη(φ2) ⊗ Lψ(φ1)
be a sheaf corresponding to mixed characters, where either φ1 is not a polynomial of order 6 1, or
η is non-trivial of order h > 2 and φ2 is not of the form tφ3(X)
h for some t ∈ F×p , and φ3 ∈ Fp(X).
Then one can show that GF is contained either in B (the stabilizer of∞) or in N0,∞ the normalizer
of the diagonal torus. For F = Lψ(X−1), we have GF = 1.
11.2. Symmetric powers of Kloosterman sums. Let K
(1)
2 = φ
∗Kℓ2 be the pull-back of the
Kloosterman sheaf Kℓ2 of §10.3 (relative to some additive character ψ) by the map x 7→ x2, and
for d > 1, let
K
(d)
2 = Sym
d(K(1))
be the d-symmetric power of K(1). The sheaf K(d) is an irreducible trace sheaf of rank d + 1 and
one finds:
(1) If d > 3, then GK(d) = 1;
(2) If d = 1 then GK(1) is the maximal torus in PGL2(F¯p) stabilizing the subset {−2, 2};
(3) If d = 2 then GK(2) is the subgroup of PGL2(F¯p) stabilizing the subset {0,∞,−4, 4}, which
is a dihedral group of order 8 (these four points have cross-ratios {−1, 1/2, 2}, and one sees
that any element of PGL2 stabilizing this set permutes the two pairs {0,∞} and {−4, 4}).
In order to show that GK(2) is not smaller than this dihedral group, one may use the results
of Deligne and Flicker [8, Cor. 7.7] concerning tame local systems on P1 − {four points}.
11.3. Fiber-counting functions. Let C and φ be as in Example 10.2, with φ supermorse. Let
p > deg(φ) be a prime of good reduction, and let
F˜ = ker(φ∗Q¯ℓ
tr−→ Q¯ℓ)
be the irreducible trace sheaf corresponding to the trace function K(x) = N0(φ;x) = N(φ;x) − 1.
If φ has degree > 2 and 0 is not the unique critical value of φ, then one finds that GF is a
subgroup of diagonal matrices of order bounded by deg(φ)− 1.
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