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Let V be the set of (3 3- sets in {l ... n}. Say p, 4 E V are ith associates, (p, q) E 
Ai , if 3 = i + / p n q I. An association scheme is tetrahedral if it is isomorphic 
to the scheme {A,, , A, , A2 , A,} and a graph is tetrahedral if it is isomorphic to 
A, . Aigner [l] and Bose and Laskar [2] have shown that the tetrahedral graphs 
are characterized by their characteristic equations, provided n < 9 or n > 10. 
The present paper extends methods of Hoffman [7] to show that the tetrahedral 
association schemes are characterized by their structural constants, provided 
n> 10. 
1. INTRODUCTION 
The concept of an association scheme [S] represents a significant link 
between combinatorics and algebra. The importance of certain association 
schemes to the study of permutation groups was already recognized by 
Schur [9] but only recently, [6, lo] has the precise relationship between these 
subjects been explained. 
Unfortunately permutation groups seem inappropriate tools for the study 
of association schemes in their own right. In fact, with one important 
exception, only elementary counting arguments have been successfully used 
to attack the central problem of characterizing a known scheme or family of 
schemes in terms of their parameters. The exception is, of course, Hoffman’s 
remarkable paper [7] in which certain subconfigurations of a pseudo- 
triangular scheme are ruled out by means of a classical theorem on the 
spectrum of a real symmetric matrix: 
1.1. THEOREM [S, Theorem 3.2.11. Let A be a veal symmetric matrix and 
suppose B is a principal submatrix of A. Suppose x is an eigenvector of B asso- 
ciated with the minimal eigenvalue X of B. If p is the minimal eigenvalue of A 
then 
(a) ,LL < hand 
(b) if p = h then the natural injection of x from the ambient space of B 
into the ambient space of A is an eigenvector of A. 
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The purpose of this paper is to set out an extension of Hoffman’s method 
to schemes having many classes by proving 
1.2. THEOREM. A pseudotetmhedral association scheme on (3 objects fs 
tetrahedral, uniess perhaps n = 9 OY 10. 
(See Section 2 for definitions.) This theorem supplements the work of 
Aigner [I], and Bose and Laskar [2] on pseudotetrahedral graphs by 
strengthening both the hypotheses and conclusions of their theorems. 
One of the difficulties encountered in applying Hoffman’s method is that 
the spectrum of the incidence matrix of a graph has not yet been given a 
reasonable combinatorial interpretation. Consequently, the subconfigurations 
ruled out by Theorem l.la can only be determined by tedious calcuiation. 
For this reason, Theorem 1.1 b seems to be more helpful than Theorem I. I a. 
A known association scheme may be studied to find small s~bco~figuratio~s 
that correspond to eigenvectors of A having minimal eigenvalue, then 
Theorem l.lb can be used to describe the possible embeddings of such a 
critical configuration in an arbitrary scheme having the same parameters 
as the original one. In order for this approach to work best, the matrix ih 
must have a iarge eigenspace associated with its minimal eigenvalue. This 
becomes easier to arrange for schemes having more classes. 
This approach is used in Section 3 to study the ways a certain four-object 
subconfiguration can be embedded in a pseudotetrahedral association scheme. 
If the scheme has characteristic >I0 we eventually show (Theorem 3.10) that 
these four objects and those that are third associates of none of the original 
four must be a tetrahedral subscheme of characteristic 6. 
Our proof of Theorem 1.2 follows that of Bose and kaskar [2] relying 
on large cliques of first associates, but differs in the method of construction 
of such cliques. 
Thanks are due my colleagues, J. W. Freeman and R. C. 
careful scrutiny and continued interest this work has greatly benefited. 
I also wish to thank A. 9. Hoffman for pointing out the relationship between 
this paper and unpublished work of P. Rotland, to whom the cases n = 15, 16 
of Theorem I.2 should apparently be credited. 
2. PRELIMINARIES 
It is essential that we view association schemes in tivo different ways. 
The equivalence of our combinatorial and algebraic points of view is explained 
by Bose and Mesner [4]. Our primary purpose is to fix notation. 
A combinatorist might describe an m-class association scheme A on u 
objects V as a system of m + 1 symmetric graphs {A, ,..., A,) all with vertex 
set &/such that: 
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(0) A, is the identity graph (with each vertex joined to itself only), 
(1) any pair of vertices is joined in precisely one of the graphs A(, and 
(2) if a and b are ith associates (joined in the ith graph A,), then the 
number of objects that are jth associates of a and kth associates of b is 
independent of the pair (a, b) of ith associates. 
The constant postulated in (2) is denoted pjrc and the set of all p& , 
i,j,k = 0 ,..., m is called the set of parameters of the association scheme A. 
An algebraist would probably confuse the graph Ai with its incidence 
matrix C@Ii and view the above scheme as a Z-algebra ~2 of symmetric 0 x v 
matrices having a distinguished Z-module basis {~47~} of O-l matrices such 
that: (0’) S?,, = I - the identity matrix, and (1’) C LAYS = J - the matrix of 
all 1’s. From this point of view the scheme’s parameters are simply the 
structure constants of de, and the objects Y are the natural basis vectors of 
the ambient space WE Q” of ~2. 
Two association schemes A, A’ are isomorphic ‘if there is a function 
f: V + V’ that is an isomorphism of Ai with Ai’ for each i. 
An association scheme is called tetrahedral of characteristic n if it is 
isomorphic with the scheme A* = (A,*, A,*, AZ*, &*} having the (‘3”) 3 sets 
in an n set as objects and having (p, q) E Ai* whenever 1 p n q I + i = 3. 
A scheme A is pseudotetrahedral if it has the same parameters as A*. It is an 
easy exercise to verify: 
2.1. PROPOSITION. Suppose A is a pseudotetrahedral of characteristic 
R 3 6, having associated algebra & generated by {L@,, = I, aI , gz , gz}. 
Then 
where 
(PfL = 
(P%k = 
1 0 0 
3(n - 3) (12 - 2) 4 0 
2(n , - 4) 2(n - 4) 
0 (n - 5) 3(n 
9 
6) 
0 0 1 0 
0 2(n - 4) 2(n - 4) 9 
(” ; 3, tn - 3 (n - 4)2 5F + 2) 9@ _ 6) 
0 (” ; “) (n - 5)(n - 6) 3 (” ; 6, 
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In order to avoid repetition we fix the above notation. Thus, A is to be a 
pseudotetrahedral association scheme of characteristic pz 3 6, etc. The 
tetrahedral association scheme of characteristic 72 will be denoted A*, the 
set of 3 sets in {I,..., n) will be denoted V*, etc. 
2.2. PXQPOSITION. Suppose a, b, c, d E Z. Then the eigenvahles of 9 = 
agO + bBl + ~9, + d.?& E &’ are the coordinates of (a, b, c; d)& where 
The associated eigenspaces have dimensions 1, n - 1, (i) _ n, and (3 - (3. 
In particular, 8 = 29J, + gz has -3 as its minimal eigenvalue and t?ze 
nssociated eigenspace has dimension (3 - N. 
Proof. The algebra ~4 is commutative. Hence it is similar to an algebra of 
diagonal matrices. Each eigenvalue of B is the appropriate linear co~~i~a~~~~ 
of the eigenvalues of SO , gI , ZS2 , and S213 . We must verify that b,j is the jtth 
eigenvalue of gai . Since a,, is the identity matrix, the entries in the first row 
of d are immediate. Bose and Laskar [3, Lemma 2.11 have computed the 
eigenvalues of aI . The fundamental relations 
imply 
from which the remaining entries in C? follow easily- 
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Let x? be the dimension of the jth eigenspace of gi . Then 
gives four independent linear equations relating the xj’s. 
2.3. LEMMA. Suppose C, D are distinct cliques of at least n - 4 first 
associates and C n D contains t,Qo elements a, b. Then there are at most 
12 - n elements of A,(a) n A,(b) not in C u D. In particular, n < 12. 
Proof. Choose c E C and d E D which are not first associates. Then 
C n D C A,(c) fl A,(d). Let x denote the number of elements of Al(a) n A,(b) 
that are not in C u D. Since C u D C (A,(a) n A,(b)) u {a, b), we have 
Thus x < 12 - n. 
2.4. LEMMA. Suppose S = {x, x1 , xz , y, y1 , y& C V; (x, xi), (y, yi) E A, ; 
(x3 Y>, (Xl > 2 x ) E A, ; and (x, yi), (y, xi) E A, for i = 1, 2. Then S has at most 
one more pair of second associates. In this case 99 = 2B1 + GJz has z = 
2x - 2y - x1 - xz + y1 + y?; as an eigenvector with -3 as the associated 
eigenvalue. 
ProoJ: Suppose S contains a third pair of second associates. Let x, y, 
x19 x2 , yI , yz index the first six rows and columns of the matrix 
B = 2935 + gA,. Then 
B= 
01 22 0 
1000 2 
20 01 SU 
20 10 tv 
02 St ow 
02 uv wo 
* 
> 
* 
9 
- 
“J 
where s, t, u, v E (1, 0} and w  # 0 (since p& = 0) and where at least one of 
these equals 1 (by assumption). 
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jet .P be an orthogonal (2) x (3 matrix of the form: 
0 
0 
251 
and let %‘$ be the principal submatrix of 5W@-l determined by the second 
and third rows and columns. Then 
where CE = [I f (9& - (~2h.j - (%2)3,6 - 132)4,5 - (~2hd31/2. BY ProPa- 
sition 2.2 and Theorem l.la, 2%?, + %?, has minimal eigenvalue greater than 
or equal to -3. Since the characteristic polynomial of 2V1 f ?Zz is manic 
of degree 2, this amounts to 
0 < det(2+ZI + Fz - (-3)I) = 2((&JS,A + d - 1). 
If (B,>,,6 = 1, then (L%& = 0, so d = 1 and s = t = u = u = 0. If 
(g2)5,6 = 0, then one of s, t, U, IJ equals I by assumption, so d = 8. %I either 
case, 2%?, + V, has -3 as an eigenvalue and (2lp, -I) is the associated 
eigenveetor. Therefore, 
z/2 = 2112(x/21iZ - y/21/2) - (x,/2 $ x2/2 - yJ2 - y2/2) 
is an eigenvector of 29;, + 5P2 , by Theorem l.lb. 
2.5. LEMMA. Suppose n > 10 and S is a subcon~guration as in Lemma 2, 
Then none of the remaining pairs of elements (y, ) yz), (xi , y,) is in A2 . 
ProoS, Suppose not and take v E A,(x) n As(y) not in S. By Lemma 2.4, 
39 = 2&Y;, + ~23~ has z = 2x - 2y - x1 - x2 + yz + y2; as an eigeavector 
and the vth component of ~(259~ + 9&J is zero. Thus 
0 = 4 + m(v, ~3 + m@, y2) - mb, xl> - NV, x1;), 
where m(a, b) = 3 - i for ith associates (a, b). This can only be satisfied if 
YI p y2 E 44 and x1 , x2 E A,(v). 
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This shows that each of the pi, - 2 = n - 7 choices of ~1 E A,(x) n A&) 
not in S is actually in A,@,) n A&,). But (x1, x2) E A, and x E A&,) n A,&), 
son-7 <p& 1 = 3. 
3. CRITICAL CONFIGURATIONS AND THEIR EMBEDDING 
Suppose (a, a’) and (b, b’) are two pairs of complementary 3 sets in a 6 set. 
Then S = (a, a’, b, b’) determines a configuration of special interest in the 
tetrahedral association scheme A * of characteristic 6 because a + a’ - b - b’ 
is an eigenvector of the matrix 9? * = 29&* + az* described in Proposition 
2.2. The purpose of this section is to study the ways in which configurations 
isomorphic to S may be embedded in our pseudotetrahedral association 
scheme A. 
We continue to use the notation of Section 2. 
If S C V and 1 S n &(a)/ = 1 for each a ES and each i = 0, 1,2,3, then 
we say S is a critical configuration of the$rst kind. 
3.1. LEMMA. Suppose S is a critical conJi,ouuation of the first kind having 
third associates (a, a’), (b, b’). Then v(S) = a + a’ - b - b’ is an eigenvector 
of 99 = 294 $ LZ#~ having eigenvalue -3. 
ProoJ: This is immediate from Theorem l.lb, Proposition 2.2, and the 
fact that 
has (1, - 1, - 1, 1) as an eigenvector with - 3 as the associated eigenvalue. 
It seems the easiest way to describe the restrictions that Theorem l.lb 
implies on the embedding of critical configurations is by means of a multi- 
graph. 
DEFINITION. For distinct ith associates a, b E V, let m(a, b) = 3 - i. 
3.2. LEMMA. Suppose S is a critical conjguration of the Jirst kind having 
third associates (a, a’), (6, b’). Suppose w  E V - S. Then m(a, w) + m(a’, w) = 
mtb, 4 + m@‘, 4. 
ProoJ By Lemma 3.1, v(S) = a + a’ - b - b’ is an eigenvector of 
B = 2B, + B, . The claimed equation is equivalent to the assertion that the 
wth coordinate of (v(S))B is zero. 
Suppose S and T are critical configurations of the first kind and 
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/ S n T 1 = 2. Then the eigenvectors v(S) and u(T) defined in Lemma 3.1 
may be chosen so that u(S) + v(T) has all coordinates zero except those 
indexed by S + T = (S v T) - (S A T). If S + T is not a critical corm- 
guration of the first kind, then S is isomorphic to a cycle of first associates 
(Proposition 3.3). We define a configuration isomorphic to S + T to be a 
critical conzguration of the second kind. 
3.3. PROPOSITION. Suppose U is a critical con@guration of the second k&d 
Then each u E U has one second associate and two Jirst associates in U. If 
(ut d), (b, c) are the second associates in U, then v(U) = a t d - b - c is un 
eigenvector of B = 2Bl + B, with eigenvatue -3 and 
m(a, c) + m(d, v) = m(b, v) + m(c, v> for any v E V - U. (3.3.1) 
Proof. Let U = S + T for S, T critical configurations of the first kind. 
Let S n T = (s, t), U n S = (a, b) and T n U = (c, d}. 
Suppose first (s, t) E A, . Then the remaining elements of S u T may be 
relabeled so that a, c E A,(s) n AZ(t). By Lemma 3.2, a, b E (A,(c) n A,(d)) u 
(A,(c) n A,(d)). But (a, b) E A, and p& = 0, so a E A,(c) n A,.d) if and only 
if b E AZ(c) n A,(d). This shows U to be a critical configuration of the first 
kind, contrary to the hypothesis. 
At the cost of relabeling, suppose a, c E A.?(s), whence b, d E A&t). 
Sf (s, t) E A, , apply Lemma 3.2 to (6, T) to see that (b3 c) E A, , (b, d) E A, , 
Bt follows that U is of the first kind, contrary to hypothesis. 
This shows (s: t) f A, . Apply Lemma 3.2 to (a, 9) and (b, T) to see that 
either U is of the first kind or a E A,(c) n A,(d) and b E A,(c) n A,(d). This 
proves the first assertion. 
Suppose U = (a, b, c, d> has second associates (a, d), (b, c) and let v(U) = 
a + d - b - c. Then the principal submatrix of 9? = M’, f Be having 
rows and columns indexed by a, b, c, d has the form: 
Since (I, I, - 1, - 1) is an eigenvector of %? with eigenvalne -3, Corollary 
2.3 and Theorem 1.1 b imply v(U) is an eigenvector of B. Just as in Lemma 3.2, 
(3.3.1) follows from the fact that (v(U))B has wth coordinate zero. 
3.4. COROLLARY. If b and c are second associates irz Al(a), then (LX-, 6, c] 
is in at most oBe critical configuration of the second kind. 
Proof. Immediate from (3.3.1). 
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3.5. LEMMA. Suppose {w, x, y, z> is a critical conjiguration of theJirst kind 
and (w, x) E A, , (w, y) E A, . Let 
A = &W * 44 *‘4A * 44, B = if,(w) * 44 * A,(Y) * &z), 
C = A(4 * 4(4 * 4~) * 4(z), D = .Md * 44 f7 4~) * Adz). 
Then each b E B has a uniquefirst associate in C. 
Proof. By Lemma 3.2 each of the sets A, B, C, D is the intersection of any 
three of the four sets defining it. Since (w, y) E A, , B = A,(x) n A,(y) and 
similarly C = A,(w) n A,(z). It follows that 1 A j = j B j = / C i = 1 D 1 = 4, 
sincep:, = 9. 
Suppose b E B. Then each of the three points in A,(b) n A,(w) other than x 
is in (A,(w) n A,(x)) u (A,(w) n A,(x)). Since b E A,(y) and (w, y) E A,, 
each of these three points is in A,(y). It follows from Lemma 3.2 that these 
three points are all in A u C. A similar argument shows A,(b) n A,(z) C 
(w} u C u D and that A,(c) n A,(x) C (w} u A u B and A,(c) n A,(y) _C 
(z} u B u D for each c E C. 
It suffices to show each b E B has a first associate in C, since uniqueness 
follows from Corollary 3.4 applied to (w, x, b). 
Suppose b E B has no first associate in C. Then some c E C has no first 
associate in B, by the preceding paragraph. Since 
I A,(x) * 4~11 = P% = I A,(14 * 4b)l, 
we have 
1 A,(b) n A 1 = 3 = j A,(c) n A 1, (3.5.1) 
and similarly 
1 A,(b) n D ] = 3 = I A,(C) n D I. (3.5.2) 
But 1 A 1 = 4 = I D 1, so b and c are second associates and 
) A,(b) n A n A,(C)/ = 2 = I A,(b) n D n A,(C)~. 
It follows that the second associate a E A of b is in A,(c). Apply 
Corollary 3.4 to (a, c, x} to.obtain: 
I A,(b) * A * &WI > 1. (3.5.3) 
Now Al(a) r~ A,(y) C A,(w), so Lemma 3.2 implies A,(a) n A,(y) C B u D. 
Therefore a has four first associates in B U D - {b) and at most two of these 
are in A,(b), by (3.5.3) and the fact that x E A,(a) n A,(b). Now (3.5.2) 
implies that b has a second associate b’ E B. The set (x, b, b’, y} is a critical 
configuration of the second kind and (3.3.1) implies A,(b’) n A = (a]. But 
A,(b’) n A,(w) CA u C u {x}, so this forces b’ to have at least two first 
associates in C, contrary to the uniqueness assertion we have already proven. 
We adopt the notation of Lemma 3.5 for the remainder of this section. 
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3.6. bNMA. Each a E A has twofirst associates c E C. 
Proof. By Lemma 3.5, 
8 = C 1 A,(C) n A 1 = 1 j C n A,(a)/) 
ssc asA 
(3.6.3) 
so it suffices to show j A,(a) n C / 3 2 for al: a E A. 
Suppose / A,(a) n C / = 0 for a E A. Then each c E C is in A,(a) and 
A,(c) n D _C A,(c) n A,(a) has two elements by Lemma 3.5. Since w E 
A,(c) R A,(a), i A,(c) n A n Al(a)/ < 1. But 1 A,(c) n A j = 2 by Lemma 35, 
so a must have a second associate a’ E A. 
If c, c’ E C were second associates, then (IV, z, 6, cl) and {a’, z, c, c’> would 
contradict Corollary 3.4. Thus C is a clique of first associates. Simiahly 
(a, cl, d’, y> and (a, d, d’, z> would contradict Corollary 3.4 for second 
associates d, d’ E D, so D also is a clique of first associates. 
Pick c E C, dE D n AZ(c). Then A,(c) n D L A,(c) n A,(d) and A,(d) n 
C G AL(c) n A,(d) by the preceding paragraph. Since : A,(c) n D : = 2 by 
Lemma 3.5, i A,(d) n C I < 1. Thus (3.6.1) gives 8 as a sum of four iategers 
each of which is in (0, 1,4}. It follows that / A,(d) I? C [ = 0 for some d E D. 
Now interchange the roles of (a, d), (A, D), (w, y); (x, z), etc., and apply 
the above argument to see d has a second associate d’ E D, contrary to the 
fact that D is a clique of first associates. This contradiction shows 
/ A,(a) n C j 3 1 for each a E A, 
Suppose A,(a) n C = (cl for a E A, c E C. Then c has two second asso- 
ciates in D by Lemma 3.5 and exactly one of these, say L& is in A,(a) by 
Corollary 3.4. Apply Corollary 3.4 to (a, d, z> to see that A,(a) n D L 
(6) u A,(d). Take u E A,(a) n (C w D) and apply (3.3.1) to {a, c, d, z> to 
see L; E A,(c) if and only if II E A,(d). Since the second associate of a in D 
is also in A,(c) this implies that d has no second associates in D. Since G has 
at most one second associate in C = A,(w) n Al(z) by Corollary 3.4, this 
also shows there is a unique C’ E C n A,(d) (C r! A:(d) # o by the preceding 
four paragraphs). 
Choose d’ E C n A,(d), cn # c. Then apply Corollary 3.4 to (w, c’, zj 
to see (c’, c”) E A, . Thus c’, z and the elements of A,(c”) n D are the first 
associates of both d and c”. But j A,(d) n A j = & - j A,(d) n C j = 3 
and j A,(?) n A j = 2 by Lemma 3.5, so / A n A,(d) n A,(c”)j -fi 
contradiction completes the proof that each a E A has two first associates 
in c. 
3.7. LEMMA. B is not a clique offirst associates. 
Proof. Suppose B is a clique of first associates. Choose a E A, d E D n 
A,(a). Apply Corollary 3.4 to (x, a, dj to see A,(d) n B n A,(a) f o. 
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If (b, b*} = A,(d) n B # A,(a) n B = {b, b’}, then Eq. (3.3.1) may be 
applied to {x, a, d, b*} to see that (b’, b*) E A, , contrary to hypothesis. 
Therefore A,(d) n B = A,(a) n B. Now Lemma 3.5 and Eq. (3.3.1) imply 
A,(d) n C = A,(a) n C. But d = (A,(d) n B) u (A,(d) n C) is a critical 
configuration of the second kind and we have shown 
since d contains a pair of second associates, and this contradicts the fact that 
Pll = 4. 
3.8. Remark. At this point it is very tempting to assert that V’ = A u 
B u C u D u {IV, x, y, z> must be a tetrahedral scheme of characteristic 6. 
Unfortunately the Iocal information given by (3.3.1) and Lemma 3.2 seems 
insufficient to establish this conjecture. One can, however, show that there is 
only one other incidence structure that V’ could possibly be. For such a freak, 
the rows and columns of g = 2SYI + g2 indexed by V’ may be arranged so 
the associated principal submatrix of B is 
.0201222211112222i111’ 
20102222222211111111 
01021111222211112222 
10201111111122222222 
22110212112211222211 
22112021211221122211 
22111202221122111122 
22112120122112211122 
12211221021221011221 
~,=12211122202212111122 
12212112120201212112 
12212211222011122211 
21121221210102121221 
21121122121120221122 
21122112012112022112 
21122211111222202211 
11222211112211220212 
11222211211221122021 
11221122221122111202 
,1 12 21122122112 21212 0 
We cannot rule this structure out without invoking a, hypothesis n > 10 
and using Lemmas 2.4 and 2.5 to study the embedding of V’ in V. 
It seems likely that a proper pseudotetrahedral scheme of characteristic 9 
or 10 must contain such a freak. 
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3.9. LEMMA. Suppose n > 10. Then B is a critical co~~~~~~tio~ of tize 
second kind. 
Roof. Since B = A,(x) n A,(y), Corollary 3.4 implies has at most 
0 pairs of second associates. In view of Lemma 3.7 we may suppose 
= (6, , b, , b, , be) and {(b, , b4)f = A, n B x I?. 
Let b F B. Then A,(b) n As(w) C A,(x) and A&) n A,(w) C A&). If OJX 
of these sets contains a pair (x1, x,) of second associates, then Lemmas 2.4 
and 2.5 imply that the other is a clique of n - 5 first associtaes. Thus at 
least one of 
d(b) = A,(b) n A,(X) n A,(W), 
S(b) = &(W) n A,(X) n A,(b) 
is a clique of first associates. 
Suppose b and b’ are first associates in B. We will show that d(b) is a clique 
if and only if r(b’) is. This will be a contradiction (since (b, , b, , b3) is a 
triangle of first associates in B) and will complete the proof of Lemma 3.9. 
Suppose d(b) and d(b’) are cliques of first associates for b, b’ first associates 
in B. By Lemma 3.5 there exist c E C n A,(b) and c’ E C n A,(b’>. Apply 
Eq. (3.3.1) ta, (w, x, b, c} to see d(b) CA,(c). Since b E A,(c), / Al(c) n 
A,(w) n A,(x)1 = 2 and so c has H - 4 = pi1 - 2 first associates in 
A,(W) n F&(X). Thus d(b) = A,(C) n A,(w) n A,(X). 
By an analogous argument, replacing (b, c) with (b’, c’), we see that (c? c’) 
is a pair of first associates, each of whose second associates in A,(w) n Al(x) 
is a clique of first associates. 
Suppose these cliques d(b), d(b’) h s are an element c*. Then c* has at least 
two 5rst associates in A,(w) n A,(x), by Corollary 3.4 applied to (x, W, e*], 
so Al(~)) n A,(c*) contains at least two elements not in (w> u a(b) or in 
(w> u rl(b’). Therefore d(b) = d(H) by Lemma 2.3, contrary to the fact that 
c E Ll(b’), but c $ d(b). This shows d(b) n d(b’) is empty. 
Therefore A,(w) n A,(x) is the disjoint union of (c, c’j, Lf(b) and d(F) 
and that each element of A,(w) n A,(x) is a first associate to preci 
c, c’. Now Lemma 3.5 and Eq. (3.3.1) imply that each element of 
associate of exactly one of (b, b’), contrary to the supposed stru 
Finally suppose r(b) and r(b’) are cliques of first associates for fnst 
associates 6, b’ E B. Then I’(b) - (y> 6 A&W) n AZ(x) n A,(y), so ken-ma 3.2 
implies r(b) - { y> _C A,(z). Thus {b} u r(b) - ( y> and (b’i w  F(b’) - (y> 
are two 17 - 5 cliques in A,(z) n A,(y). These cliques are distinct si 
b is the only second associate of w in the fsrst and b’ is &e only set 
associate of w in the second. If these cliques were not disjoint, we would 
have a contradiction to Lemma 2.3, just as above. 
It foIIows that A,(y) n At(z) = (l’(b) - (y)) v (r(F) - {y)) w  
each of b, b’ has two first associates in A,(z) n A,(y) and p& - 2 = n - 4 
first associates in A,(y) n A,(z), of which all but two are in (Y(b) - (~ji) v 
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(r(b’) - {JJ}). Therefore each of b, b’ has two first associates in B, contrary 
to the supposed structure of B. 
3.10. THEOREM. Suppase n > 10 and V’ is as in Remark 3.8, then V’ is a 
tetrahedral scheme of characteristic 6. 
Proof. By Lemmas 3.5, 3.9, and Eq. (3.3.1) each b E B has a third 
associate c E C. By Lemma 3.2 c is uniquely determined by b. 
In fact each element of V’ has a unique third associate in V’. For suppose 
a E A then there is b E B n Az(a) and {w, b, y, c}, for c E A,(b) n C is a 
critical configuration of the first kind. By Lemma 3.2 
Now apply all of the above arguments to (w, b, y, c} to see that a has a 
unique third associate in V’. 
By Proposition 3.3 and Lemma 3.2 it suffices to show {w} u A u B has 
the same incidence pattern of first associates as A,*((l, 2, 3)), namely, that of 
a lattice graph of characteristic 3. But / A,(b) n A 1 = 2 for b E B, by 
Lemma 3.5, and / A,(a) n B / = 2, by Lemma 3.6, together imply that 
{w} u A u B is a strongly regular graph. Since there are no “proper pseudo- 
lattice graphs” of characteristic 3 the theorem is proved. 
3.11. COROLLARY. Suppose s, t E V’ are second associates in A,(u), u E V’. 
Then there existp, q E V’ n A,(u) such that {p, q, s, t} is a critical configuration 
of the second kind. 
4. CLAWLESS CLIQUES 
Let V be the set of all complete cliques having at least n - 4 vertices in the 
graph of Al of first associates and suppose 12 > 10. In order to prove 
Theorem 1.2 by the argument of Bose and Laskar 12, pp. 375-3841, it suffices 
to show: 
(4.la) Any pair of first associates is in a unique element of %. 
(4.lb) Each u E V is in precisely three elements of %‘. 
In fact (4.lb) follows from (4.la). For supposing (4.la), the elements of %? 
containing v partition the p& = 3(n - 3) first associates of v into disjoint sets 
of cardinality between n - 5 and n - 1 = piI + 1. If n is greater than 11, 
4(n - 5) > 3(n - 3) > 2(n - 1) and so v is contained in precisely three 
elements of V. 
In case n = 11, let Q be the subset of V for which (4.lb) holds. Then 
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D i E, since otherwise each element of g has seven vertices and / 9 1 = 
j V I &2(i) = 660/7 is an integer. Also no element of %? has more than 
nine elements, for if a, b E C for such a clique C E V then the elements of 
C - {a> have at most one first associate in A,(x) - C and so at most 
eight elements of A,(a) n AZ(b) have more than one first associate in 
AI(a) n A,(b), contrary to Corollary 3.4. It follows that L’ E 8 if and only if 
some C E QY on 2! has more than seven elements if and only if each C E V 
on u has nine elements. But now any first associate of an element of !G? is in 52 
and so Q # o implies 52 = V. Thus (4. la) implies (4.lb) when 1% = Z i 
as well. 
4.2. LEMMA. Each pair qfjirst associates is in at most one element of%?. 
Proof. By Lemma 2.3 we need only consider the cases n = ! 1 and n = 12. 
Suppose W, x are first associates in distinct E, FE %?. Let A = AI A A,(X), 
= A,(w) n A,(x), and C = A,(w) n A,(x). Then 
1 A, n A x B 1 = C j A,(a) n 3 1 = C (B - 3 - 1 A,(a) n A i>. (4.2.1) 
LEA lEA 
When j E n F j = n - 8, A C E u F and each a E A n E n F contributes 
zero to (4.2.1), while each a E A - (E n F) contributes at most 4. Thus 
j Al n A x B i < 32. Since each b E B has pzI - 1 = 3 first associates in 
A u C this implies / A, r\ B x C / 3 3 1 B / - 32 = 6az - 56. By Corollary 
3.4, this amounts to saying there are at least 6n - 56 elements b E B having a 
first associate c E C. Let b, c be such a pair. Then b has exactly 
I pI1 - 1 A,(b) n A / = FZ - 4 first associates in B, so 6n - 57 > n - 4 
implies b has a third associate b’ E B that has a first associate c’ E C. The set 
(b, b’, c, c’> is a critical configuration of the first kind by (3.3.1). Theorem 3.10 
implies (w, X) is a first associate pair in a tetrahedral sub~o~~gurat~o~ of 
characteristic 6. Corollary 3.11 implies there exists a pair p, 4 of second 
associates in A n A,(b). By Eq. (3.3.1) c E A,(p) n A,(q) and so A,(p) n 
A,(q) 1 jb, c> u (E n F). This contradiction shows n - 14 and 1 E r! F j = 4. 
In this case (4.2.1) implies / Al n A x B / < 8 f 6 . 4 + 2 ’ I = 34 and 
so 92 = (b E $1 A,(b) n C f ~31 has at least eight elements. oroilary 3.4 
each b E D has at least (n - 2) - 2 = 7 first associates in so b has at 
least one second associate b’ E D. Just as above there are c, c’ E C such that 
{b, b’, c, c’> is a critical configuration of the first kind, and (w, .x) is a first 
associate pair in a tetrahedral subconfiguration of characteristic 6 by 
Theorem 3.10. Since the second associate pairs (p, s) and (p’, (;i’) obtained 
from applying Corollary 3.11 to (w, X, 6) and {w, c, b’) are disjoint, at feast 
one, say (pg 4) has one element in E and one element in F. Thus 
Me) n Al(f) 2 @I u @ n FL 
contrary to the fact that pi, = 4. This completes the proof of Lemma 4.2. 
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Suppose (a, b) E AI , but is not in an element of Q. Let C = A,(a) n A,(b), 
D = A,(a) n A,(b) and E = A,(a) n A,(b). 
4.3. LEMMA. Each c E C is contained in a unique element K(c) of %T such that 
K(c) > A,(c) n A,(a) and each d E D is contained in a unique element K(d) of G: 
such that K(d) 3_ A,(d) n A,(a). 
Proof. We treat only the first case. Since (a, b) is in no element of V, 
there exist x1 , xz E A,(a) n &(c) that are second associates. By Lemmas 2.4 
and 2.5, A,(a) n A,(c) is a clique of first associates. 
4.4. LEMMA. Each c E C has a unique first associate d E D. 
Proof. The uniqueness of d follows from Lemma 3.2 and the fact that 
(a, b, c, d) is a critical configuration of the first kind. 
Suppose c E Q := {x E C / A,(c) n D = @zi>. Take k E K(c) n E and 
suppose k E K(c’) # K(c) for some c’ E C. Then K(c) n K(c’) = (k} by 
Lemma 4.2. Consequently, 
/ A,(k) n E 1 < pfa - 2 = 3n - 20, 
and 
I(K(c) u K(c’)) n A,(k) n E I > (n - 6) f (n - 7) = 2n - 13, 
by choice of c E Q, Since 
I A,(k) n C I = pfe - I A,(k) n A&) n &@)I = I A,(k) n D I, 
there are at least two elements d, d’ E D n A,(k). At least one of these, say d, 
has no first associate in C, by the first paragraph of this proof. Now 
K(d) n K(c) = (k} = j K(d) n K(c’)j by Lemma 4.2 and the fact that 
d # K(c) U K(c’). Therefore, 
n--6= IA,(k)nK(d)nEl <(3n-20)-(2n-13)=n-7. 
This contradiction shows that K(c) n K(c’) f o only if K(c) = K(c’), for 
each c/EC, CEQ. 
Letf= j{K(c) 1 CEQ}I, thenf< IQ j. 
Suppose next that c E C - 9. Take x, y E E n K(c) and suppose X, y E K(c’) 
for some c’ E C, c‘ # c. Then c’ 6 Q, by the preceding paragraph. Let 
(d} = A,(c) n D and {d’} = A,(c’) n D. Then K(c) = K(c’) = K(d) = K(d’) 
by Lemma 3.5 and the fact that each of these contains (x, ~1. This implies 
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c E A,(d) I? A,@‘), contrary to Lemma 3.2. This contradiction shows a pair 
of first associates in E is in K(c) for at most one c E C. Thus 
j A, n E x E n ((x, y) / x, y E K(c) for some c E C - Q”>: 
= [(” ; “) - / ii2 I] (n - 6)(n - 7). 
We have shown that an object in such a pair must be one of the 
[pi, - f(n - 5)] not in K(c) for some c E 52 and that each such object has at 
most 3(r? - 7) first associates in E that are in K(c) for some c E C - 8. 
ThW, 
It folh~~s that there exists c E Q such that I K(c)] > E - 1. For x E M(c), 
x f c, this shows A,(c) n A,(x) contains at least (n - 3)(n - 4) ordered 
pairs of first associates. Therefore, IAl IS (A,(c) n A,(x)) x (A,(c) n A,(x))/ < 
(II - 2)(n - 3) - (n - 3)(n - 4) = 2(n - 3) and so sc?me y E A,(r) n A,(x) 
has more than one first associate in A,(c) n A,(X), contrary to Corollary 3.4. 
4.5. h3vMA. Each pair of second associates x, y  E Ai A A,(b) &are tl 
j?rst associate in A,(a) n A(b). 
Proo$ Suppose x E A,(a) n A,(b). Then there are pf, = (n - 5) first 
associates of x in A,(b) r? A?(a). By Lemma 4.4 each such o’bject is 
in a critical configuration of the first kind, so Lemma 3.6 implies 
~ A,(n) n Al(b) n A,(x)1 = 2. Therefore, / A, n (A,(a) n A,(b) x A,(Q) n 
&(b))j = 2(2@ - 4)) and so j A, n (A,(a) n Al(b)) x (Al(a) n A,(h))) = 
(n - 2)(t1 - 3) - 4(n - 4). This shows / A, n (A,(u) n A:(b)) x (Al(a) n 
A,(b))/ = 4(n - 4). 
By Theorem 3.6, A,(a) n A,(b) fl A,(x) comists of a pair of second 
associates for each x E A,(a) n A,(b). Since Corollary 3.4 implies that this 
function from A,(a) n A,(b) to A, n (A,(a) n A,(b)) x (A,(a) n R,(b)) is me 
to two, the fact that j A,(a) n A,(b)l = 2(~ - 4) implies it is onto. 
4.6. LEMMA. The pair (a, b) is an edge in ay1 elemmf of9 after alk. 
ProoJ Pick c E 6, then there e-xist x 1 , x2 E A,@) n AZ(c) “Lhat are second 
associates, as in the proof of Lemma 4.3. By Lemma 4.5, there exists 
d E A,(a) n A,(q) n AI( But now c violates the incidence condition (3.3.1) 
with respect to the critical configuration {a, 6, x1 j x2). This sontradictior 
proves the lemma and completes the proof of (4.Ia). 
j82b/22/3- j
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