We give an introduction to the Terwilliger algebra of a distance-regular graph, focusing on the hypercube Q D of dimension D. Let X denote the vertex set of Q D . Fix a vertex x ∈ X , and let T = T (x) denote the associated Terwilliger algebra. We show that T is the subalgebra of Mat X (C) generated by the adjacency matrix A and a diagonal matrix A * = A * (x), where A * has yy entry D − 2∂(x, y) for all y ∈ X , and where ∂ denotes the path-length distance function. We show that A and A * satisfy
INTRODUCTION
This paper is an introduction to the Terwilliger algebra of a distance-regular graph. The Terwilliger algebra was first introduced in [24] ; there it was called the subconstituent algebra. The algebra is a finite dimensional, semi-simple C-algebra, and is noncommutative in general. The Terwilliger algebra has been used to study P-and Q-polynomial association schemes [5, 8, 9] group schemes [1, 3] , strongly regular graphs [27] , Doob schemes [23] and schemes over the Galois rings of characteristic four [20] . Other works involving this algebra can be found in [6, 7, 10, 15-17, 19, 25] and [26] .
In this paper, we focus on the Terwilliger algebra of the hypercube Q D . The graph Q D is a bipartite distance-regular graph with diameter D. To describe our results, let X denote the vertex set of Q D . Fix x ∈ X , and let T = T (x) denote the associated Terwilliger algebra. We begin by showing that T is the subalgebra of Mat X (C) generated by the adjacency matrix A and a diagonal matrix A * = A * (x), where A * has yy entry D − 2∂(x, y) for all y ∈ X , and where ∂ denotes the path-length distance function. We show that A and A * satisfy Using the above equations, we find the irreducible T -modules. For each irreducible T -module W , we display two orthogonal bases, which we call the standard basis and the dual standard basis. We describe the action of A and A * on these bases. We show that the isomorphism class of W is determined by a single integer parameter, called the endpoint of W . The endpoint r of W satisfies 0 ≤ r ≤ D/2. We give the transition matrix from the standard basis to the dual standard basis. We compute the multiplicity with which each irreducible T -module W appears in C X .
We pay special attention to the irreducible T -module of endpoint zero. We show that, for this T -module, the standard basis and the dual standard basis have nice forms. We use this to give a simple proof that Q D has the Q-polynomial property.
We show that T is a homomorphic image of the universal enveloping algebra of the Lie algebra sl 2 (C). We remark that Proctor [21] has already shown that sl 2 (C) acts on the D-cube Q D ; our work shows how this action is related to T .
Finally, we describe the center of T . We show that the center of T is generated by
.
We compute the central primitive idempotents of T as polynomials in φ.
PRELIMINARIES
We review some definitions and basic concepts in this section. For more background information, we refer the reader to [2, 4, 18] or [24] .
Let X denote a nonempty finite set. We let Mat X (C) denote the C-algebra consisting of all matrices whose rows and columns are indexed by X and whose entries are in C. We let C X denote the C-vector space of column vectors whose coordinates are indexed by X and whose entries are in C. We observe that Mat X (C) acts on C X by left multiplication. We endow C X with the Hermitian inner product defined by
where t denotes the transpose, and where denotes complex conjugation. As usual, we abbreviate u 2 = u, u for all u ∈ C X . For each y ∈ X , letŷ denote the element of C X with a one in the y coordinate and zero in all other coordinates. We observe that {ŷ | y ∈ X } is an orthonormal basis for C X .
By a graph, we mean a pair = (X, R), where X is a nonempty finite set, and R is a set of distinct two-element subsets of X . We refer to the elements of X as the vertices of , and the elements of R as the edges of . Vertices x, y ∈ X are said to be adjacent whenever x y ∈ R. Let = (X, R) denote a graph. We say is bipartite whenever there exists a partition of the vertex set
such that neither X + nor X − contains an edge of . Let k denote a non-negative integer. Then is said to be regular with valency k whenever every vertex of is adjacent to exactly k distinct vertices of . Let i denote a non-negative integer and pick any x, y ∈ X . By a path of length i from x to y, we mean a sequence x 0 , x 1 , . . . , x i of vertices such that x 0 = x, x i = y and x h and x h+1 are adjacent for 0 ≤ h ≤ i − 1. We say that is connected whenever, for all x, y ∈ X , there exists a path from x to y. Assume that is connected. For all x, y ∈ X , the distance from x to y, written ∂(x, y), is the length of the shortest path from x to y. By the diameter D of , we mean the scalar For the rest of this section, we assume = (X, R) is a distance-regular graph with diameter D. By (2) and the triangle inequality,
Observe that is regular with valency k = b 0 , and that
We observe that is bipartite if and only if a 0 , a 1 , . . . , a D are all zero. For 0 ≤ i ≤ D, abbreviate k i = p 0 ii , and observe
where x is any vertex in X . Apparently, k 0 = 1 and k 1 = k. It is known, by [2, p. 195] ,
We refer to k i as the ith valency of . We now recall the Bose-Mesner algebra of . For each integer i (0 ≤ i ≤ D), let A i denote the matrix in Mat X (C) with x y entry
We call A i the ith distance matrix of . For convenience, we define
We abbreviate A = A 1 , and refer to this as the adjacency matrix of . We observe
Let M denote the subalgebra of Mat X (C) generated by A. 
The elements E 1 , E 2 , . . . , E D are unique up to permutation. We call E 0 , E 1 , . . . , E D the primitive idempotents of . For convenience, we define E i = 0 if i < 0 or i > D. We define
Since A 0 , A 1 , . . . , A D and E 0 , E 1 , . . . , E D are both bases for the Bose-Mesner algebra M,
We observe that for 0 ≤ i, j ≤ D, the scalar p i ( j) is the eigenvalue of A i associated with E j . Evaluating (12) , (13) using (5), (9), we see
We abbreviate 
We remark that for 0 ≤ j ≤ D, m j is equal to the multiplicity with which θ j appears as eigenvalue of A. We now recall the Krein parameters of . Observe
where • denotes the entry-wise product. In particular, M is closed under •. Therefore, there exist complex scalars q h i j such that
The q h i j are called the Krein parameters of . By [2, p. 69] , the Krein parameters are real and non-negative.
We now recall the dual Bose-Mesner algebra of . For the rest of this section, fix
It follows that
One can readily show that
It is shown in [24, p. 379 ] that
We finish this section with some comments about C X . For notational convenience, set V := C X . Using (8)-(11), we readily find
Observe that E i V is the maximal eigenspace of A associated with
Using (18)- (21), we readily find
and using (17) ,
Computing the dimension in (26) using (4), we find
We refer to E * i V as the ith subconstituent of with respect to x. DEFINITION 2.1. Let = (X, R) denote a distance-regular graph with diameter D, and fix x ∈ X . Let T = T (x) denote the subalgebra of Mat X (C) generated by the Bose-Mesner algebra M and the dual Bose-Mesner algebra M * = M * (x). We call T the Terwilliger algebra of with respect to x. Observe that T is closed under the conjugate-transpose map, so T is semi-simple.
With reference to Definition 2.1, since T is semi-simple, we can determine its structure by studying the irreducible T -modules. We now proceed to do this. To keep things simple, we restrict our attention to the hypercube Q D .
THE HYPERCUBE Q D
We now recall some facts about the hypercube Q D . For more information, we refer the reader to Sloane [22] . The works of Diaconis and Graham [13] , and Diaconis, Graham and Morrison [14] may also be of interest. 
The valencies are given by 
PROOF (SKETCH). It is well known [18, p. 231 ] that if , are graphs, then the eigenvalues of the Cartesian product × are θ + θ , where θ and θ range over all eigenvalues of and respectively. Q D can be viewed as a Cartesian product of
, where K 2 denotes the complete graph on two vertices. The eigenvalues of K 2 are 1 and −1, each with multiplicity 1. We now see that the eigenvalues of Q D are given by the sums
where 
We refer to θ * j as the jth dual eigenvalue of Q D . Fix a vertex x of Q D . We let A * = A * (x) denote the first dual distance matrix A * 1 (x). We call A * the dual adjacency matrix of Q D with respect to x. Setting i = 1 in (23), we observe
LEMMA 3.7. With reference to Definition 3.6, the dual eigenvalues
PROOF. By (13) and (34),
Set
and put
To show that
where c j , b j are from (29), where θ 1 is from (31) and where σ −1 , σ D+1 are indeterminates. Combining (7), (39) and (40),
and it follows that
where β is an appropriate complex scalar. We show that β = 1. Taking the trace of (41),
Setting i = 1 in (13), and taking the trace, we see tr E 1 = q 1 (0). Observe that q 1 (0) = m 1 by [14] , and m 1 = D by (32), so tr E 1 = D. Taking the trace in (39), we see tr E = σ 0 .
Observe that σ 0 = D by (38), so tr E = D. Evaluating (42) using the above information, we see β = 1, as desired. We have now shown that E = E 1 . Comparing coefficients in (37) and (39), we see 
and unity respectively. For all other cases, r , s, t and u are all zero. In all cases, we see that r − 2s + t = 4u, and the result follows. 2
THE RAISING AND LOWERING MATRICES
In this section, we introduce the raising and lowering matrices for the hypercube Q D .
DEFINITION 5.1. Fix a vertex x of Q D , and write
We call R (L) the raising ( lowering) matrix with respect to x. We observe
and that
where
PROOF. (i) Let C denote the right-hand side. We show that C = R. To this end, write
By (18), (21) and (35),
By (3), (25) and since Q D is bipartite,
Moreover by (36),
Evaluating (47) using (48) and (49), we find
as desired.
(ii) Immediate from (45) and (i) above. 2
PROOF. To verify each equation, eliminate R and L using Lemma 5.2 and evaluate the result using Theorem 4.2. 2
Using the above lemma, we show in Section 13 that T is related to the Lie algebra sl 2 (C).
THE STANDARD BASIS FOR THE IRREDUCIBLE T -MODULES
In this section, we study the T -modules for the hypercube Q D . We begin with some definitions and elementary concepts. Let = (X, R) denote a distance-regular graph with diameter D. Fix x ∈ X , and write T = T (x). By a T -module, we mean a subspace W ⊆ C X such that BW ⊆ W for all B ∈ T . Let W denote a T -module. Then W is said to be irreducible whenever W is nonzero and W contains no T -modules other than zero and W .
LEMMA 6.1. Let = (X, R) denote a distance-regular graph with diameter D, fix x ∈ X and write T = T (x). Let U denote a T -module, and let W denote a T -module contained in U . Then there exists a T -module W such that
PROOF. Set
Observe that (50) holds by elementary linear algebra, so it remains to show that W is a Tmodule. Pick any u ∈ W , and any B ∈ T . We show that Bu ∈ W . To show this, we pick any w ∈ W , and show that Bu, w = 0. Recall that B t ∈ T , and so B t w ∈ W . By (51), we see that u, B t w = 0. By this and (1),
as desired. It follows that W is a T -module, and we are done. 2
COROLLARY 6.2. Let = (X, R) denote a distance-regular graph with diameter D, fix x ∈ X and write T = T (x). Then any T -module is an orthogonal direct sum of irreducible T -modules. In particular, C X is an orthogonal direct sum of irreducible T -modules.
PROOF. Routine application of Lemma 6.1.
2 Let = (X, R) denote a distance-regular graph with diameter D. Fix x ∈ X , and write T = T (x). Let W denote an irreducible T -module. To describe W , we use the following concepts. Using (18)- (21), we find
We now return to the hypercube Q D .
THEOREM 6.3. Fix a vertex x of Q D , and write E
and the diameter d of W is given by
Moreover, there exists a basis w 0 , w 1 , . . . , w d for W such that
PROOF. Recall that E * r W = 0 by the definition of the endpoint; we pick any nonzero w 0 ∈ E * r W . For all non-negative integers i, define w i by
and observe by (46) that w i ∈ E * r +i W . It follows by (35) and (36) that
where A * = A * (x). We now describe the action of R and L on w i . Using (57), we routinely obtain
Recall that E * r −1 W = 0 by the definition of the endpoint, and Lw 0 ∈ E * r −1 W by (46), so Lw 0 = 0. Next, we show
for all integers i (1 ≤ i < ∞). To do this, we use induction on i. First assume i = 1. Observe
so (60) holds for i = 1. We now show (60) for i ≥ 2. By induction we may assume that (60) holds for i − 1, so
To see that (60) holds at i, observe that
We have now shown (60) for all integers i (1 ≤ i < ∞). By (59), there is a unique non-negative integer s such that w 0 , w 1 , . . . , w s are nonzero and such that w i = 0 for i > s. We show that s = D − 2r . Note that w s+1 = 0, so by (60), 
PROOF. Routine consequence of (54) 
In particular, w 0 , w 1 , . . . , w d are mutually orthogonal.
PROOF. First suppose i = j. Observe that w i , w j are in distinct subconstituents of Q D , and distinct subconstituents are mutually orthogonal, so the inner product w i , w j = 0. Next suppose i = j. If i = j = 0, then (62) holds, since both sides are equal to w 0 2 . If i ≥ 1, we may argue
by (55) 
respectively.
PROOF. Immediate from Theorem 6.3, (45), (35) and (36). 2 Let = (X, R) denote a distance-regular graph with diameter D. Fix x ∈ X , and write T = T (x). Let W and W denote T -modules. By a T -isomorphism from W to W , we mean a vector space isomorphism σ : W → W such that
The modules W and W are said to be T -isomorphic whenever there exists a T -isomorphism from W to W . We now return to the hypercube Q D . 
We show that σ is a T -isomorphism. In view of Lemma 3.8, it suffices to show that σ commutes with both A and A * , where A * = A * (x), but this follows from Corollary 6.8. Thus, σ is a T -isomorphism. 2
THE DUAL RAISING AND LOWERING MATRICES
In this section, we introduce the dual raising and lowering matrices for the hypercube Q D . 
PROOF. Recall by Theorem 4.2(i)
We now see that if |i − j| = 1, then
where A * = A * (x), and where E 0 , E 1 , . . . , E D is the standard ordering of the primitive idempotents. We call R * (L * ) the dual raising (dual lowering) matrix with respect to x. We observe
where V = C X . 
PROOF. Let E 0 , E 1 , . . . , E D denote the standard ordering of the primitive idempotents. Observe that 
PROOF. (i) Let C denote the right-hand side. We show that C = R * . Let E 0 , E 1 , . . . , E D denote the standard ordering of the primitive idempotents. By (8) , (11) and (16),
By (31),
Evaluating (68) using Lemma 7.1 and (69), we find
as desired. 
PROOF. To verify each equation, eliminate R * and L * using Lemma 7.4 and evaluate the result using Theorem 4.2. 2
THE DUAL STANDARD BASIS FOR THE IRREDUCIBLE T -MODULES
Fix a vertex x of the hypercube Q D , write T = T (x), A * = A * (x) and recall that A, A * generate T by Lemma 3.8. Let W denote an irreducible T -module. In Section 6, we found an orthogonal basis for W . In this section, we present another orthogonal basis for W and describe the action of A and A * on this basis.
THEOREM 8.1. Fix a vertex x of Q D , and write R
* = R * (x), L * = L * (x), T = T (x). Let E 0 , E 1 , .
. . , E D denote the standard ordering of the primitive idempotents. Let W denote an irreducible T -module of endpoint r , and recall that W has diameter d
PROOF. Mimicking the proof of Theorem 6.3, we find that there exist non-negative integers r * and d * , and a basis w * 0 , w * 1 , . . . , w * d * for W such that 
is a dual standard basis for W . (ii) There exists a nonzero β ∈ C such that w
PROOF. Routine consequence of (70) 
In particular, w * 0 , w 
The w j 2 and w * j 2 are given in Lemma 6.6 and Lemma 8.4 respectively. In this section, we compute the inner products w i , w * j . To state the result, we use the following notation. For all a ∈ C, and for all non-negative integers n, we define
. Fix a vertex x of Q D , and write T = T (x). Let W denote an irreducible T -module of endpoint r , and recall that W has diameter d
We note that (80) is an example of a hypergeometric series.
PROOF. We first verify (79) for some small values of i and j. Observe that (79) holds for (i, j) = (0, 0) since in this case, both sides of (79) are equal to w 0 , w * 0 . Assume d ≥ 1; otherwise we are done. To see (79) holds for (i, j) = (1, 0), observe that Aw 0 = w 1 by Corollary 6.8, A t = A by (5) and (6), and Aw * 0 = dw * 0 by Corollary 8.5. It follows that
so (79) in view of (81). It follows that (79) holds for (i, j) = (1, 1). We have now verified (79) for all i, j ∈ {0, 1}. Assume that d ≥ 2; otherwise we are done, and further assume i ≥ 2 or j ≥ 2. By induction, we assume that (79) holds if the pair (i, j) is replaced by any pair (i , j ) such that either (i) i < i and j ≤ j, or (ii) i ≤ i and j < j. In the case i ≥ 2, recall by Corollary 6.8 that
Solving (82) for w i ,
We may now argue that
by Corollary 8.5
It follows that (79) holds for i ≥ 2. A similar calculation shows that (79) holds for j ≥ 2. We have now shown that (79) holds for all i, j (0 ≤ i, j ≤ d), so we are done. 2 
THEOREM 9.2. Fix a vertex x of Q D , and write E
* i = E * i (x) (0 ≤ i ≤ D), T = T (x). Let E 0 , E 1 ,(i) w 0 + w 1 + · · · + w d = w 0 2 w * 0 , w 0 −1 w * 0 . (ii) w * 0 + w * 1 + · · · + w * d = w * 0 2 w 0 , w * 0 −1 w 0 . (iii) | w * 0 , w 0 | 2 = 2 −d w 0 2 w * 0 2 . (iv) w i = w 0 2 w * 0 , w 0 −1 E * r +i w * 0 (0 ≤ i ≤ d). (v) w * i = w * 0 2 w 0 , w * 0 −1 E r +i w 0 (0 ≤ i ≤ d).
PROOF. (i)
The matrix on the left in (63) has a constant row sum d, so
E r W is the maximal eigenspace of the restriction A| W associated with the eigenvalue d, so
Recall that w * 0 is a basis for E r W , so there exists α ∈ C such that
Taking the inner product of (84) with w 0 , we find in view of (62) that
It follows that w * 0 , w 0 = 0, and that
Combining (84) and (85), we obtain the result.
(ii) Similar to (i).
(iii) Compute the square norm of each side in (i), and evaluate the result using (62).
(iv) Apply E * r +i to each side of (i), and recall that
MULTIPLICITIES OF THE IRREDUCIBLE T -MODULES IN C X
Fix a vertex x of the hypercube Q D , and write T = T (x). In this section, we compute the multiplicities with which the irreducible T -modules appear in C X . 
PROOF. In view of (30), it suffices to show that
To show (86), let i be given, and write E * i = E * i (x). Recall by Corollary 6.2 that there exists a decomposition
where V = C X , and where W 0 , W 1 , . . . , W n denote irreducible T -modules. Applying E * i to both sides of (87), we obtain
We now show the left-(right-) hand side of (88) equals the left-(right-) hand side of (86). By (27) , the left-hand side of (88) equals k i . Concerning the right-hand side of (88), observe for each h (0 ≤ h ≤ n) that dim E * i W h is unity if the endpoint of W h is at most i, and zero if the endpoint of W h is greater than i. Moreover, note that for every j (0 ≤ j ≤ D/2), there exist exactly mult( j) modules in (87) with endpoint j. Combining the above facts, the righthand side of (88) is equal to the right-hand side of (86). We now have (86), and the theorem follows. 2
THE T -MODULE WITH ENDPOINT ZERO
Fix a vertex x of the hypercube Q D , and write T = T (x). By Theorem 10.2, there exists a unique irreducible T -module W of endpoint zero. In this section, we show that a standard basis and a dual standard basis for W have nice forms. We begin with some notation.
We observe
, and where δ denotes the all 1s vector in C X . LEMMA 11. 
where α denotes an appropriate nonzero complex scalar. By Theorem 9.2(iv), there exists a nonzero u ∈ E 0 W such that
. Let δ denote the all 1s vector in C X . Recall that δ is a basis for E 0 W , so there exists a nonzero complex scalar α such that u = αδ. Eliminating u in (91) using this, and evaluating the result using (89), we obtain (90). The result follows.
2
, E D denote the standard ordering of the primitive idempotents. Fix a vertex x of Q D , and write A
where δ denotes the all 1s vector in C X . We denote the vector in (92) by δ * i . PROOF. For all y ∈ X , the y-coordinate of both sides of (92) 
where β denotes an appropriate nonzero complex scalar. By Theorem 9.2(v), there exists a nonzero v ∈ E * 0 W such that
Recall thatx is a basis for E * 0 W , so there exists a nonzero complex scalar β such that v = βx. Eliminating v in (94) using this, and evaluating the result using (92), we obtain (93). The result follows. 2
THE Q-POLYNOMIAL PROPERTY
In this section, we show that the hypercube Q D has the Q-polynomial property. To begin, we recall the Q-polynomial property for arbitrary distance-regular graphs. Let = (X, R) denote a distance-regular graph with diameter D. Let E 0 , E 1 , . . . , E D denote an ordering of the primitive idempotents of . Then is said to be Q-polynomial (with respect to the ordering E 0 , E 1 , . . . , E D ) whenever
In this case we abbreviate c
, and for notational convenience we set c * 0 := 0, b * D := 0. The name 'Q-polynomial' comes from the following result. Fix a vertex x ∈ X , and write
Using (24), it is not hard to show the following are equivalent: (i) is Q-polynomial with respect to E 0 , E 1 , . . . , E D ; (ii) there exist polynomials
We now return to the hypercube Q D . To show that Q = B * , we show that Q is the matrix representing A * with respect to δ * 0 , δ * 1 , . . . , δ * D . To this end, we show that
THEOREM 12.1. Q D is Q-polynomial with respect to the standard ordering of the primitive idempotents. With respect to this ordering,
Setting i = 1 in (24), we have
Let δ denote the all 1s vector in C X . Applying (97) to δ, and evaluating the result using (92), we obtain (96). We now have Q = B * , and the result follows in light of the fact that B * is tridiagonal. 2
THE LIE ALGEBRA sl 2 (C)
Fix a vertex x of the hypercube Q D , and write T = T (x). In this section, we show that T is related to the Lie algebra sl 2 (C). Specifically, we show that T is a homomorphic image of the universal enveloping algebra U (sl 2 (C)). We first recall the definition of sl 2 (C).
Let Mat 2 (C) denote the C-vector space consisting of all 2 × 2 matrices with entries in C. By the Lie algebra sl 2 (C), we mean the vector space
The map [ , ] is called the Lie bracket. Observe L has a basis
Expanding (99)- (101) using (98), we obtain equations that are very similar to (i) − (iii) in Lemma 5.3. Pursuing this connection, we recall the following definition.
DEFINITION 13.1. Let U (sl 2 (C)) denote the associative C-algebra with 1 generated by symbols R, L and H subject to the relations
U (sl 2 (C)) is known as the universal enveloping algebra of sl 2 (C).
THEOREM 13.2. Fix a vertex x of Q D , and write T = T (x).
(i) There exists a unique homomorphism of
(ii) ρ is onto T .
PROOF. (i)
To show that ρ exists, we show that
where L ρ , R ρ and H ρ are from (102). Lines (103)-(105) are immediate from Lemma 5.3.
Observe that ρ is unique by (102), and since L, R and H generate U (sl 2 (C)).
(ii) Recall that A, A * generate T by Lemma 3.8, and R + L = A by (45), so R, L and A * generate T . The result follows. 2
THE CENTER OF T
In this section, we describe the center of the Terwilliger algebra for the hypercube Q D . We begin with a definition and a lemma for arbitrary distance-regular graphs. DEFINITION 14.1. Let = (X, R) denote a distance-regular graph, fix x ∈ X and write T = T (x). For all elements B and C in T , B, C are said to commute whenever BC = C B. An element of T is said to be central in T whenever it commutes with every element of T . By the center of T , we mean the subalgebra of T consisting of all the central elements of T . LEMMA 14.2. Let = (X, R) denote a distance-regular graph, fix x ∈ X and write T = T (x). Then for all F ∈ T , the following (i) and (ii) are equivalent.
(i) F is central in T .
(ii) For every irreducible T -module W , there exists a complex scalar β such that
Suppose (i) and (ii) hold. Then β depends only on F and the T -isomorphism class containing W , not on W itself.
PROOF. (i) ⇒ (ii) Let W be given. Since C is algebraically closed, there exists a nonzero w ∈ W that is an eigenvector for F. Let β denote the eigenvalue of F associated with w, so that (F − β I )w = 0.
To obtain (106), we set Now suppose (i) and (ii) hold. To obtain our last assertion, let W and W denote isomorphic irreducible T -modules, and let β and β denote the complex scalars satisfying
We show that β = β . By assumption, there exists an isomorphism of T -modules σ : W → W . Applying σ to (107), and using (64) (with B = F), we obtain
Comparing (108) and (109), we see that β = β , as desired. The result follows. 2
where A * = A * (x). 
PROOF. (i) Eliminate R and L from the right-hand side using Lemma 5.2 and simplify the result.
(ii) Eliminate R * and L * from the right-hand side using Lemma 7.4 and simplify the result. 
where d denotes the diameter of W . Moreover, φ is central in T .
PROOF. In view of Theorem 6.3, it suffices to show that
where w 0 , w 1 , . . . , w d is a standard basis for W . By Lemma 14.5(i), (55), (56), (35) and (36),
We now have (112), and (111) follows. Observe that φ satisfies condition (ii) of Lemma 14.2, so φ is central in T by that lemma. 2
We will now use φ to find a basis for the center of T . To do this, we need a definition. DEFINITION 14.7. Fix a vertex x of Q D . Let γ denote the non-negative integer D/2 . For all integers r (0 ≤ r ≤ γ ), we define
where d = D − 2r . We also define φ r = φ r (x) by
where φ = φ(x), and where f r ∈ C[λ] is given by
We observe that α 0 , α 1 , . . . , α γ are distinct, so the denominator in (115) is not zero. We note that f r has degree γ .
LEMMA 14.8. Fix a vertex x of Q D , write T = T (x), and let W denote an irreducible T -module of endpoint r . Then with reference to Definition 14.7,
PROOF. By (115),
Combining these facts with Lemma 14.6, we obtain the results. (ii) Observe by Lemma 14.8 that φ r φ s − δ r s φ s vanishes on each irreducible T -module, so the result follows in view of Corollary 6.2.
(iii) φ 0 , φ 1 , . . . , φ γ are central in T , since they are polynomials in φ, and φ is central in T . Observe none of φ 0 , φ 1 , . . . , φ γ is zero; indeed φ r does not vanish on any irreducible T -module of endpoint r , for 0 ≤ r ≤ γ . Combining this with (i) and (ii) above, we see that φ 0 , φ 1 , . . . , φ γ are linearly independent. It remains to show that φ 0 , φ 1 , . . . , φ γ span the center of T . To do this, let F denote any central element of T . We show that F is a linear combination of φ 0 , φ 1 , . . . , φ γ . Let W denote an irreducible T -module. By Lemma 14.2, there exists a complex scalar β such that
By Corollary 6.9 and the last line of Lemma 14.2, the scalar β depends only on the endpoint of W . Combining this with Lemma 14.8, we see that 
PROOF. (i) For 0 ≤ r ≤ γ , let V r denote the subspace of V spanned by all the irreducible T -modules of endpoint r . By Lemma 14.8,
and by Corollary 6.2,
Applying φ r to (123), and using (121), (122), we find
and the result follows.
(ii) It is clear from Theorem 14.10(i) that
We now show that the subspaces on the right-hand side of (124) are mutually orthogonal. To see this, pick distinct integers r, s (0 ≤ r, s ≤ γ ). Then for all u, v ∈ V ,
by ( When we defined the Terwilliger algebra, we mentioned it was semi-simple. There is a large literature on semi-simple algebras, which we can use to obtain facts about T . We finish this section with a few results along this line. PROOF. Immediate from Theorem 14.14, and since Mat d+1 (C) has dimension (d + 1) 2 for all d. 2
FURTHER DIRECTIONS
It turns out many of the results of this paper hold in suitably generalized form for any distance-regular graph with the Q-polynomial property. In this section, we discuss some results along this line, and mention some open problems. Let = (X, R) denote a distance-regular graph with diameter D ≥ 3 and adjacency matrix A. For the rest of this section, assume that is Q-polynomial with respect to the ordering E 0 , E 1 , . . . , E D of the primitive idempotents. Fix x ∈ X , let A * i = A * i (x) denote the associated dual distance matrices and abbreviate A * = A * 1 (x). Then A, A * satisfy some equations that are reminiscent of Theorem 4.2.
We first mention a special case. 
In this case, Curtin and Nomura [11] showed the Terwilliger algebra T = T (x) is a homomorphic image of the quantum universal enveloping algebra U q (sl 2 (C)).
No longer assuming that is bipartite or dual bipartite with respect to A * , Terwilliger [26] showed that there exist real scalars β, γ , γ * , δ and δ * such that Caughman [5] showed
with equality in (127) if is bipartite. It is easy to see from his work that
with equality in (128) if is dual bipartite with respect to A * . Terwilliger [24] showed that the following are equivalent: (i) dim E i W ≤ 1 for 0 ≤ i ≤ D; (ii) dim E * i W ≤ 1 for 0 ≤ i ≤ D. W is said to be thin whenever (i) and (ii) hold. In this case, W has an analog of the standard basis from Definition 6.4, and an analog of the dual standard basis from Definition 8.2. These bases are related as in Theorem 9.1, with the 2 F 1 hypergeometric series replaced by a 4 φ 3 basic hypergeometric series, or some limiting or special case of this. See Bannai and Ito [2, p. 263] and Terwilliger [24, 25] for details. We say that is thin with respect to x whenever each irreducible T -module is thin. We say that is thin whenever is thin with respect to every vertex in X . In [5] , Caughman assumed that is bipartite, and showed that is thin. He then gave a detailed description of the irreducible T -modules. In [25] , Terwilliger assumed that is thin, and described the irreducible T -modules with sufficiently large diameter. It is an open problem to describe the irreducible T -modules when is not thin. However, Hobart and Ito [19] and Tanabe [23] have some partial results.
We mention a result on the center of T . Assume that is both bipartite, and dual bipartite with respect to A * , but not a D-cube. Then by Curtin [11] , the center of T is generated by Here β = q +q −1 , with q is as in (125) and (126). Concerning the general Q-polynomial case, it is an open problem to find a set of generators for the center of T consisting of polynomials of small degree in A and A * .
