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Abstract 
The '8Ne(a,p)21 Na reaction is of great importance to Nuclear Astrophysics 
as it provides a route to breakout from the hot-CNO cycle, possibly leading 
to the formation of the elements up to A100. 
This particular reaction has been studied using a '8Ne beam, available at 
Louvain-la-Neuve, together with a helium gas target system previously de-
veloped for the investigation of (a,p) reactions with a radioactive beam. 
This study covered an energy region from --1.7-2.9 MeV in the centre of 
mass frame of the '8Ne+c system. A change in the detector geometry re-
sulted in an increase in the detection efficiency and significantly reduced the 
proton background that hindered the previous measurement. 
A direct measurement of the energy loss of the '8Ne beam, as it passed 
through He gas, was undertaken to reduce a major source of uncertainty in 
the determination of the stellar reaction rate. This showed a linear rela-
tionship, between beam energy and distance traversed within the gas, over 
an energy scan of 8-16 MeV and gave an energy loss of (1.55 ± 0.01) 
MeV/cm and (15.96 + 0.02) MeV for the energy of the 18Ne beam upon 
entry into the gas. 
This information was used, together with kinematic information from the 
protons, to provide information on the level structure in the compound nu-
cleus, 21  Mg. Ten states have been identified within an energy region of 
-.10-11 MeV and are in good agreement with information that is currently 
known. These resonances were used to calculate an enhanced stellar reaction 
rate which shows reasonable agreement with theoretical predictions [44] at 
and above a temperature of 1.5 GK. 
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1.1 The Role of Nuclear Physics in Astro-
physics 
Nuclear Physics is crucial to the understanding of our universe. Indeed, 
nuclear reactions are responsible for the existence of all chemical elements, 
which are formed in a process called nucleosynthesis. The knowledge of 
nucleosynthesis comes from astronomical observations and from studies of 
isotope abundance on Earth and in meteorites. These cosmic abundances 
(see figure 1.1) are interpreted in terms of their nuclear properties and the 
temperature and density conditions in which they can be synthesised. 
'H, 2H, 3He, 4He, 'Li and 'Be were synthesised in the Big Bang. Heavier ele-
ments, on the other hand, are synthesised in stars. Thus it is quite plausible 
to think of the universe as a cosmic nuclear physics experiment. The work 
presented in this thesis involves the investigation of one particular nuclear 
reaction. Out of the many that occur, this reaction is an important part of 
1 
















Figure 1.1: Observed cosmic abundances relative to silicon [1]. 
1.1.1 The History of the Universe 
It is widely accepted that our universe began in a "Big Bang", in which all 
matter and radiation originated in an explosion some 10-20 billion years ago. 
This theory is supported by strong observational evidence. For instance, the 
discovery of the expansion of the universe, cosmic background radiation and 
the observed cosmic abundance of helium. 
Since its formation, the universe has been expanding, cooling as it does so, 
from initial conditions of both extreme temperature and density. The Planck 
time of 10 43s specifies the earliest time in which the current laws of physics 
hold. The Uncertainty Principle determines this lower limit. At the Planck 
Chapter 1. Introduction 	 3 
time, the temperature was around 1032  K. A quantum theory of gravity is 
required to describe the universe at this time. At 10 37s after the Big Bang, 
the universe can be described by gravity and the unification of the strong, 
electromagnetic and weak forces. These forces were no longer unified when 
the temperature of the universe cooled to <1029  K. When the universe was 
10 35s old, it is believed that the amounts of matter and antimatter (existing 
as quarks, leptons and their associated antiparticles) were comparable. The 
asymmetric decay of the X boson led to matter being left over. Between 
10 	and <10 30s, the universe is thought to have undergone very rapid 
expansion - this is known as the inflationary era. 
The dominant particle reactions were determined by a fall in temperature as 
the universe expanded with age. First of all, quarks annihilated with anti-
quarks and those left over formed protons and neutrons. Lepton annihilation 
followed hadron annihilation and continued until the universe was lOOs old. 
This is known as the radiation era because annihilation photons dominated 
the universe. The universe was then at a temperature of 109K and was cool 
enough for deuterium to form before neutrons decayed. The deuterium fused 
together forming helium, almost in the abundance seen today. Some lithium 
was also formed. At this point the elemental mass fractions were 0.76, 0.24 
and 0.00 for hydrogen, helium and metals (elements heavier than helium) 
respectively. The reader is referred to reference [2] for further details. 
The universe between the times 102  and 10'2s, almost entirely consisted of 
ionised hydrogen and helium. When the temperature dropped to 10,000 
K (i.e when the universe was between 1012  and 1016s old), this was the 
beginning of the matter era. Neutral hydrogen and helium atoms formed 
as electrons could recombine with nuclei. The electromagnetic background 
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cooled to 2.7 K, the temperature observed today. The decoupling of matter 
from radiation enabled stars and stellar systems to form. Galaxies began 
to form 1016s after the Big Bang, eventually leading to the universe we see 
today. 
1.1.2 Stellar Evolution 
The Birth of Stars 
Stars are enormous gaseous bodies which generate energy through nuclear 
fusion reactions within their core. They are formed in the densest regions of 
the interstellar medium (ISM) in collapsing Giant Molecular Clouds (GMC). 
Here temperatures are between 100-1000 K. These clouds resist collapse due 
to the heating effects of nearby stars, their rotation and magnetic field pres-
sure. However, the collapse can be initiated through shocks from supernova 
explosions or through turbulence from passing through the spiral density 
wave in spiral galaxies. The conditions for initial collapse can be described 
by the Virial Theorem. The general form of which is [3]: 
1 d21 
- 2< T> +UMag +Q+3fPdV 	 (1.1) 
where the term on the left hand side is the energy of the generalised mo-
ment of inertia (I), 2< T> is the kinetic energy of mass motion (i.e from 
turbulence and rotation), UMag  is the magnetic energy, Q is the gravitational 
potential energy, 3 f P dV is the internal thermal energy, P is the pressure 
and V is the volume. 
Collapse occurs when the Virial Theorem is negative and when the mass 
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of the cloud is greater than the critical or Jeans mass, M. Gravitational 
instability leads to the development of smaller, denser regions which develop 
to the point of self-gravitational collapse. During collapse half of the gravi-
tational energy is released (leading to an increase in temperature) and half 
is radiated away. This must take place in order to satisfy the Virial Theorem 
which assumes conditions of hydrostatic equilibrium. Gravity now wins and 
the collapse can not be stopped at this stage. 
The final fragments are protostars and are isolated from the rest of the 
cloud. These stable hydrostatic bodies subsequently draw in gas from the 
cloud through gravitational attraction. A build up in pressure allows in-
falling matter to settle onto the surface of the protostar. Thermal and mag-
netic pressure increases towards the centre, thus supporting the outer layers. 
Density also increases towards the centre. In the core, the material becomes 
optically thick to molecular emissions and hence the temperature inside the 
core increases. This results in an increase in the internal pressure and the 
collapse begins to slow down. Further temperature increases cause hydro-
gen and helium to ionise. If the core temperature reaches 	K hydrogen 
burning commences because the kinetic energy of nuclei is now sufficient 
to penetrate the Coulomb barrier. The object is now a star on the main 
sequence (see figure 1.2) and maintains its stability against gravitational 
collapse through thermonuclear reactions. 
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The Main Sequence 
This is the phase where the only energy source is that from hydrogen fusion 
in the core. A star spends most of its life on the main sequence. The 
following relations hold for stars on the main sequence: 
L=4irR2aT4 	 (1.2) 
M x L1138 	 (1.3) 
M 
tO( L (1.4) 
where L is the luminosity, R is the radius, T is the temperature, M is the 
mass and t is the lifetime of the star. Thus less massive stars stay on the 
main sequence for longer because the rate at which hydrogen is consumed is 
slower than for massive stars. 
An upper mass limit occurs when radiation pressure acting on the envelope 
of the star exceeds the weight of the envelope, expelling matter from its sur-
face. Thomson scattering is dominant, exerting an outward force on matter. 
This limit, known as the Eddington limit, occurs when the outward force is 
balanced by gravity and is —60-12OM® [3]. 
A lower mass limit occurs at 0.08 M® when the protostar becomes dense 
enough to become dominated by the electron degeneracy pressure, but be-
fore it can contract enough to raise the core temperature above 106  K. 
The most fundamental property of a star is indeed its mass. As well as giv-
ing information on other stellar properties (such as luminosity, radius and 





• • c 	 • 
/ • 
Giants 	 .0 
------------ 
-' --S . 
$ 	
I o 
S 	 • C) 
S 
_-••--.._ 
lvv.a  $  • 
"o 	
0 6 Sun 
IL0  
S 




- 	 '- '- '0.01 L0  
• 
/ White 	•_-- 	- , 
Dwarfs 10'3L0'\ 
Chapter 1. Introduction 	 8 
Post-main sequence evolution (M < 2.2M ® ) 
When a star exhausts its supply of hydrogen the stability against gravity is 
lost. Thus it begins to collapse causing the core temperature to increase. 
H-burning can occur in a shell around the core if the temperature reaches 
'-106 K. However, not all the energy generated in shell burning reaches the 
surface of the star. Some of the energy heats the intermediate layers giving 
rise to expansion of the outer layers. The surface luminosity stays constant 
and thus the effective temperature decreases. The star now becomes a red 
snbgiant. 
The core continues to contract and reaches a point where the electron de-
generacy pressure becomes dominant. Expansion of the outer layers stops 
and the luminosity increases. The star is now a red giant. The core eventu-
ally reaches the temperature necessary for the triple alpha reaction to start. 
The degeneracy of the core means that the pressure does not increase with 
temperature. This causes an increase in the energy generation rate, leading 
to a rapid increase in temperature producing a helium flash. The luminosity 
produced in this flash can, for a few seconds, be as much as the luminosity of 
an entire galaxy! The very high temperature in the core eventually increases 
the energy of the electrons thus lifting the degeneracy. The star is now on 
the horizontal branch with a He-fusing core surrounded by a H-fusing shell. 
Once the fuel in the core is exhausted, it begins to contract under gravity 
once more. The temperature increases further as a result forming a He-
burning shell within the H shell. If the core temperature rises further then 
C-burning starts. The star climbs the Asymptotic Giant Branch (A GB) and 
becomes a Red Supergiant. 
At the top of the AGB, stellar winds cause mass loss. Thus the star evolves 
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to become a Planetary Nebula very quickly. The core continues to burn 
material. Once exhausted the star becomes a White Dwarf. 
In main sequence stars with a mass O.7M® the core temperature does not 
reach the temperature required for He-burning. Without mass loss, these 
stars evolve to become white dwarfs. In stars with a mass between O.7M® 
and 1.4M®, the core temperature does not reach the temperature required 
for C-burning. With some mass loss, the star evolves to the planetary nebula 
stage and then becomes a white dwarf. 
Post-main sequence evolution (massive stars) 
The evolution of massive stars is the same as lower mass stars. However, the 
main sequence to subgiant stage is much faster giving rise to the observed 
absence of stars on the Hertzsprung-Russell diagram (figure 1.2) - known as 
the Hertzsprung gap. Before the core becomes degenerate, the core temper-
ature becomes high enough for He-burning (via the triple alpha process) to 
start. As the temperature increases further, C and 0 burning begins form-
ing Si. At this point the core loses energy via neutrino emission. 
For stars with M>8M®, an onion layer structure is reached up to Fe with 
thick inert shells and thin fusion shells as seen in figure 1.3. Fe marks the 
endpoint of fusion reactions (see later). Above the Fe group the reactions 
are endothermic (since A56 gives the maximum binding energy per nu-
cleon) and the inner core can finally become exhausted. When the outer 
layers come into contact with the core, there is a core bounce. The shock 
wave produced causes the outer layers to explode outwards. This is a Type 
II Supernova explosion. 
If the mass of the remaining core exceeds 1.4M0 (the Chandrasekhar limit), 
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Figure 1.3: The onion layer structure of a massive star. Typical mass fractions 
are indicated on the vertical axis, while typical temperatures and densities are 
indicated on the horizontal axis [5]. 
the star is not stable as a white dwarf because the force of gravity is greater 
than the electron degeneracy pressure. Thus the core continues to collapse 
until protons and electrons coalesce into neutrons. It is now a Neutron star 
and maintains its stability through the neutron degeneracy pressure. Having 
a diameter of .40km, a sugar cube would weigh r'.l tonne on the surface. 
A core that collapses further becomes a Black Hole when its radius is that 
of the Schwartzschild radius. At this radius, the escape velocity exceeds the 
speed of light, and thus all information is trapped in the "event horizon". A 
core with mass >3M® can become a black hole. 
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1.1.3 Stellar Energy Sources 
The reader is referred to [6, 7] for further details on the synthesis of elements 
in stars, however an overview will be given here. 
The types of reactions that occur depend on the mass of the star. For stars 
with mass <1.5M®, the pp-chain is the dominant process whereas for stars 
with mass >1.5M® the CNO (or Bethe-Weiszaecker) cycle is the dominant 
process. 
The pp-chain 
The pp-chain consists of the following steps (see figure 1.4): 
1H+ 'H—+ 2D+e+ii 
This weak interaction is very slow (100  yrs) and its probability has not been 
determined in the laboratory. In fact our Sun is still shining because this 
reaction is very slow! The positron immediately undergoes electron-positron 
pair annihilation (producing two gamma rays). The neutrino escapes freely, 
carrying away some of the energy that is produced. The deuterium produced 
is destroyed by the following reaction: 
2D+ 'H—* 3He+'y 
This reaction occurs very quickly (1.6s) making the abundance of deuterium 
very small. Three different reaction pathways are now open. The most 
probable of these is: 
3He+ 3He—* 4HeH-21H 
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This is the pp-i chain. There are two other competing pp chains: 
3He+ 4He—* 7Be+'y 
7 B + e 	7 L + v 
7 L + 'H - 4  H +4  He 
This is the pp-2 chain. The pp-3 chain is given by the following sequence of 
reactions: 
3He+ 4He-4 7Be+'y 
7Be+ 'H—* 8B+7 
8B -+ 8 B + e+  + v 
'Be - 4  H + 4  H 
The net result of each of these branches of the pp-chain is the conversion of 
four protons into one helium nucleus, two positrons, two electron neutrinos 
and gamma rays, giving out a total energy of 26.7 MeV. 






Figure 1.4: The pp-chain reactions [8]. 
The CNO cycles 
This is very sensitive to temperature and is the more dominant process at 
higher temperatures because of the faster reaction rates. It consists of the 
following sequence: 
12C(p, 'y)'3N(eu)'3C(p, 'y)14 N(p, 'y)'5O(ev)'5N(p, c)'2 C 
where carbon, nitrogen and oxygen act as catalysts converting four protons 
into one helium nucleus, two positrons, two electron neutrinos and gamma 
rays (as in the pp-chain). The CNO cycle is more efficient than the pp-chain 
because the reaction rate is greater at higher temperatures. However, the 
CNO cycle produces slightly less energy as more energy is carried away by 
the freely escaping neutrinos. The slowest reaction is that of the '4N(p,'y)'50 
reaction. This then determines the energy generation in the H-burning stage 
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of a star. 
1.1.4 Other Burning Processes 
The Triple Alpha Reaction 
At temperatures >0.1 GK, helium can he fused to form carbon in the fol-
lowing reactions: 
'Be +c-+ 12C+ 7  
'Be is particle unstable and rapidly decays back to two alpha particles. Thus 
the production of '2C is produced by three alpha particles colliding almost 
simultaneously. For significant production of '2C, the reaction must proceed 
through the 7.654 MeV 0 excited state. Most of the carbon formed in this 
way decays back into three alpha particles, however, the ground state of '2 C 
can be reached through gamma-decay (although with a small probability). 
The triple alpha reaction can thus be summarised as: 
12C + ,Y 
Alpha Reactions 
At -'-0.1 GK, the following alpha capture reactions can occur: 
160 + a 20Ne + 
20Ne+a-+ 24Mg+ 
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These reactions are, however, rare in occurrence but explain the O:C ratios 
needed for further burning towards heavier mass. 
Carbon Burning 
At temperatures —0.4-0.8 GK, carbon is ignited through the following reac-
tions: 
l2 + 	-+ 20Ne + a 
l2 	 23Na+p 
12C+ 12C--~ 23Mg+n 





At temperatures '-1-2 GK, the following reactions can occur: 
16Q + 16Q -* 32s + 
160+ 16O 	31P+p 
16Q + 160 	28Si + a 
160 + 160 -+ 31S + n 
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160+ 160_* 24Mg+2c 
Significant abundances of nuclei up to the Fe-group are synthesised. 
Silicon Burning 
At temperatures 3-5 GK, the energy of photons is large enough for photo-
disintegration of 285i to occur as follows: 
28Si+'y—+ 24Mg+a 
This reaction is followed by capture reactions such as: 
28Si + 285i -* 16 Ni + 'y 
which leads to the formation of 16  Fe via: 
56 Ni 	56Fe + e++ e++2u 
Heating, caused by the absorption of emitted 7 rays, gives rise to the ob-
served light curves for type I supernovae. 56Co was synthesised in Supernova 
1987A and therefore iron-group elements are also formed in type II super-
novae. 
1.1.5 Formation of Nuclei with A>56 
Nucleosynthesis of these elements require reactions involving neutron cap- 
ture on the iron-group isotopes. Having no charge, neutrons can be captured 
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at low energies. Free neutrons exist in the core of a star. Nuclei up to 20913i 
can be synthesised under conditions of slow neutron capture (s-process). 
Here neutron capture reactions occur on timescales longer than that of the 
/3 decay lifetimes. S-process nucleosynthesis occurs, prior to core collapse, 
in red giant stars as a result of He shell flashes. Resulting temperatures are 
>0.3 GK and neutrons are formed by the 22Ne(a,11)25Mg and 13C(,n)160 
reactions. S-process isotopes including Zr and 99Tc have been observed in 
the spectra of red giant stars. 
Some stable isotopes of elements lighter than Pb are bypassed by the s-
process. Hence these isotopes must be synthesised under conditions of rapid 
neutron capture (r-process). At higher temperatures, nuclei up to 252Cf, or 
higher, can be synthesised. Some r-process nucleosynthesis is thought to 
occur in luminous red giants. Supernovae type II provide high temperature 
and nonequilibrium conditions. The propagation of a shock wave through 
the He zone of a massive star is another likely mechanism for the r-process. 
Given the very different types of stars in which these two processes occur, it 
is interesting to point out that the s-process and r-process abundance peaks 
are similar. 
The elements produced in stars eventually get redistributed into the ISM 
through mass loss processes. For example, elements up to Si are redis-
tributed from stellar winds, planetary nebulae and nova explosions. Fe and 
heavier nuclei on the other hand become redistributed from supernova ex-
plosions. Indeed we are all "children of the stars". 
Chapter 1. Introduction 	 18 
1.1.6 The Hot-CNO Cycles and Breakout Reactions 
At temperatures 0.2 GK, the '3N(p,'y)'40 reaction becomes more dominant 
and the 13N(e v)'3C reaction is bypassed. This gives rise to the following 
reaction sequence: 
12C(p, 'y)'3N(p, 'y)14O(ev)14 N(p, y) 15O(eu) '5N(p, c)'2C 
which is known as the hot-CNO cycle (see figure 1.5). At temperatures 0.4 
GK, the 140(e+v)14N  reaction is bypassed, giving rise to another series of 
reactions: 
12C(p, 'y)'3N(p, y)'4O((_, p)'7F(p, y)'8Ne(ev)18F(p, )'5O(ev)'5N(p, c) 
This is the second hot-CNO cycle (also seen in figure 1.5) which feeds mate-
rial back into the first cycle via the 18 F(p,c 5O reaction. The slowest process 
in the first hot-CNO cycle are the /3-decays of 14Q  and 150 (t l/2=70.6s and 
122s respectively). The slowest process in the second hot-CNO cycle is that 
of the /3-decay of the '8Ne isotope (t i12 1.67s). These /3 decaying isotopes 
are called waiting point isotopes. 
Further nucleosynthesis requires a breakout from the CNO cycles (see fig-
ure 1.5). At temperatures >0.4 GK, the 15 0 and '8Ne waiting points can 
be bypassed by the 150(a,'y)19Ne and '8Ne(c,p)21Na reactions respectively. 
These are the two main possible breakout routes which lead to a predicted 
r(apid) p(roton)-process via the hot Ne-Na and Mg-Al cycles. 
The rp-process (see [10] for further details) is a series of proton and alpha 
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Figure 1.5: The hot-CNO cycles. The dominant reaction path is denoted by 
the heavy arrows. At higher temperatures, the second hot-CNO cycle becomes 
important. The waiting points are shown in blue and the breakout reactions are 
denoted by the red arrows [9]. 
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capture reactions on nuclei lying between the line of stability and the pro-
ton drip line. Charged particle reactions compete with the j3-decays of the 
waiting point nuclei. These waiting point nuclei govern the rate of flow of 
material toward heavier mass. 
The reaction 15O(c,'y)19Ne has been studied indirectly by Laird et al [11] 
The study of the '8Ne(a,p)21Na reaction is the object of this thesis. 
1.1.7 Sites for Explosive Hydrogen Burning 
Close Binary Systems 
Nearly 60% of all stars are found in binary systems. In a close binary sys-
tem each star alters the structure of the other. Stellar surfaces are distorted 
by tidal forces (differences in gravitational force between two positions on a 
star). This distortion gives rise to the internal dissipation of energy (from 
fluid friction). The two stars have circularised orbits and are "tidally locked" 
- the lowest energy configuration. Thus energy is lost from both orbital and 
rotational energy. 
A test particle in this system is affected by gravity and the centrifugal force. 
The net potential energy is the sum of these two individual potentials. A 
surface of constant net potential is known as a Roche Lobe (see figure 1.6). 
Lagrangian points are points where the effective force (which acts perpendic-
ularly to such surfaces) is zero. Since the gravitational forces exerted by both 
stars cancel each other at the Lagrange point, material can be attracted to 
one star or the other. If one of the stars expands during its evolution and fills 
its Roche Lobe, matter will flow over to the companion and accrete in a disc. 
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Figure 1.6: The Roche Lobe of a binary system showing gravitational equi-
potential surfaces separated by a contact point. 
Evolving Binary Stars 
It is assumed that the two stars in a binary system arrive on the main se-
quence at around the same time. This can occur if cloud fragmentation is 
late. As the radii of the stars are less than that of their respective Roche 
Lobes, the stars evolve separately. However, the more massive star evolves 
more quickly. If the more massive star expands to the red giant stage and 
its radius is greater than its Roche Lobe, Roche Lobe overflow begins and 
continues. The temperature (and hence luminosity) of the massive star de-
creases due to mass loss and becomes a subgiant. The smaller star gains 
mass and so its temperature (and luminosity) increases but still remains 
near the main sequence. The more massive star loses its envelope and be-
comes a white dwarf (and is now the less massive star). Thus the companion 
star is now more massive, still near the main sequence. 
Mass transfer from a main sequence star to a white dwarf can cause explosive 
hydrogen burning. This is the case of Novae. The white dwarf is either one 
with a CO core or one with a 0-Ne-Mg core. Hydrogen rich material piles 
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up on the surface of the white dwarf, under electron degenerate conditions, 
until a critical mass is reached. After this the temperature increases, but no 
expansion occurs, ultimately causing a themonuclear ignition. This triggers 
a thermonuclear runaway until the degeneracy is lifted and thermonuclear 
burning sets in, at a temperature of 	GK. The hot-CNO cycles are the 
maul energy source. An abundance of 20Ne and 24Mg means that additional 
energy comes from the Ne-Na and Mg-Al cycles which leads to the produc-
tion of the P and S isotopes. Recent advances in the studies of the nova 
outburst are highlighted in [14]. 
If the accretion takes place on the surface of a neutron star, this is an X-Ray 
Binary (or X-Ray Burster). Nucleosynthesis takes place in much the same 
way as novae. However, the accretion of matter onto the neutron star occurs 
at a slower rate compared with that for novae. Again under degenerate gas 
conditions, thermonuclear reactions begin resulting in a thermonuclear run-
away in the accretion disc. The main energy sources are the hot-CNO cycles 
and energy production is limited by the 140, 150 and 18Ne waiting points. 
Once temperature dependent, the triple alpha process converts helium into 
carbon which in turn is processed in the CNO and the hot-CNO cycles. 
Breakout from the hot-CNO cycles leads to the rp-process and converts the 
initial CNO isotopes into heavier elements. Recent calculations have shown 
that the rp process ends with the Sn-Sb-Te cycle [15]. 
In recurrent novae, He, C and 0 accrete onto a CO white dwarf. The mass 
of the lighter star becomes greater than the Chandrasekhar limit leading to 
a Type la Supernova. The spectra of these show no H lines, however, Si, 
Ca, Ni and Fe are seen. The reader is referred to references [8, 10, 12, 131, 
for further details on explosive hydrogen burning. Figure 1.7 gives typical 
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Figure 1.7: Characteristic temperature and density conditions for stellar and ex-
plosive hydrogen burning environments. The lower part shows the Gamow energy 
range for the CNO reactions, adapted from /13J. 
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1.2 Thermonuclear Reactions in the Stellar 
Environment 
1.2.1 The Gamow Window 
In the stellar environment particles move at non-relativistic velocities in a 
non-degenerate gas and local thermodynamic equilibrium can be assumed. 
The Maxwell-Boltzmann distribution function can be applied to describe 
nuclei under these conditions. In 3-D the particle distribution (P) expressed 




P(V) dV = 
	
e 	2kT 	dv dv dv, 	(1.5) 
where V = 	+ v + v, dv dv dv is a small increment in velocity space, 
k is Boltzmann's constant, T is the absolute temperature and rn is the 
particle mass. The transformation from dv dv dv, to dV is: 
in 	my 2  
P(V) dV = (kT) e 	V 2 47r dV 	 (1.6) 
The number of particles with speed, V is given by N(V) = N P(V) where 
N is the number of particles. Thus: 
3 / in \2 mV 2  
N(V) dV = N 47 V 2 	 dV 	 (1.7) 
In stellar environments nuclei frequently collide with one another with ener-
gies of the order of keV. This is very much less than the Coulomb potential 
barrier which is typically of the order of MeV. Particles have a probability 
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of tunnelling through this barrier. The tunnelling probability, or penetra-
tion factor, P is given by P = e_G where C is the Gamow factor. At low 
energies, G 	2 n 77 where 1) is the Sommerfeld parameter. Convolution of 
the Maxwell-Boltzmann distribution and the Coulomb barrier penetration 
factor gives rise to the Gamow peak (see figure 1.8). The Gamow window, 
AEG  is the energy range around the Gamow energy, E (where the reaction 
is most probable) given by [17]: 
EG l.22(ZZT) 	 (1.8) 
LEG = 0.749 (Z Z p T) g 	 (1.9) 
where Z 1 and Z 2 are the atomic numbers of the interacting particles, u is 
the reduced mass and T6 is the temperature in units of 106  K. 
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Figure 1.8: The Garnow peak [18]. 
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1.2.2 Resonant Reactions 
A reaction that leads to the formation of a compound nucleus which subse-
quently decays can be represented as a two-step process as follows: 
a +XC*b+Y+Q 	 (1.10) 
where C*  is the compound nucleus state, b and Y are the exit channels (or 
decay mode) and Q is the Q-value of the reaction. The total width of a 
state, F is the sum of the partial widths for the possible decay channels i.e 
where F is the partial width for decay through some channel n. 
The Breit-Wigner formula describes the cross section for the formation of a 
compound nucleus through channel ci and subsequent decay through channel 
6. This is given by [16]: 
FF 
k2 (E - Er ) 2 + (F)2 	
(1.12) 
where k2 = 2pE Er is the resonant energy and E is the interaction energy. 
In terms of the resonance strength, wy, the above equation can be re-written 
as: 
F 
a(E) = / 
	(E - Er) 2 + (F)2 	
(1.13) 
where the spin-statistical factor w = 	
21+1 	and _ (2lproj+1)(2ltarg+1) 	y 
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1.2.3 Stellar Reaction Rates 
For non-identical particles 1 and 2, the reaction rate per unit volume is given 
by: 
= fl1 fl2 <0V > 
	
(1.14) 
where n1 and n2 are the number densities of particles 1 and 2 respectively 
and < av > is the product (velocity averaged) of cross section and relative 
velocity between the nuclei and is given by: 
f 
	
< 	>12= J 	
b( 1) ç(v2) a(v) v dv1 dv2 	(1.15) 
0 
where v is the relative velocity, v1 and v2 are the absolute velocities of nuclei 
1 and 2 respectively. Averaging over the Maxwell-Boltzmann distribution in 
terms of energy and substituting for a(E) yields: 
E 
2' 2 	1 'r h2'rr 	 er 
<av >=  (11F-) 
() (wry) F 
f 	)2 dE (1.16) (EEr) 2 +( 
where i is the reduced mass of the two nuclei, T is the temperature and E 
is the CM energy. 
For a narrow resonance (i.e. F<<Er) this equation can be integrated to yield 
[9]: 
27 3 
<av >= () h
2 (w7) e kT 	 (1.17) 
On the other hand, if a resonance is broad then a Lorentzian shape can no 
longer be assumed. In this case the equation has to be solved numerically 
to obtain the reaction rate. 
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1.2.4 Network Calculations 
A network calculation is a series of time dependent reactions that can be 
used to describe nucleosynthesis. The evolution of isotopic abundance, in 
time, is determined from the reaction rates for production and depletion of 
the isotope. Thus in general: 
dN - 
- 	<UV 	—N <av >jj+1
dt 
I 
where Ni is the abundance of a particular isotope. This can be applied to 
all isotopes in a reaction sequence resulting in a set of coupled linear first 
order differential equations. 
As already mentioned, the stellar reaction rate is temperature dependent. 
In addition, the isotopic abundance is dependent on the density. Hence this 
also needs to be taken into account in network calculations, by giving initial 
conditions for isotopic abundances. The initial abundances of isotopes are 
set at the solar abundance. Further details of network calculations can be 
found in [19, 20]. 
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1.3 The Need for Radioactive Ion Beams 
Some of the reactions important to the CNO cycles and most of the rp-
process involve those with unstable nuclei. These nuclei can have lifetimes 
longer than the time for burning in certain stellar events. At a temperature 
of r'.1 GK, reaction cross sections are in the range of millibarns to micro-
barns. 
For an understanding of such reactions, it is crucial to measure stellar re-
action rates, < Ui) >. These rates are strongly sensitive to temperature, 
therefore it is necessary to know the energy dependent cross section, a(E) 
of the reactions as accurately as possible. 
There are two possible methods to measure such cross sections: the use of 
radioactive beams or radioactive targets. The target approach is favourable 
for nuclei that have half-lives of the order of days. The disadvantages of the 
target method, however, is that the target gives considerable background 
radiation and could also be contaminated. 
'8Ne is a /3-decaying isotope which does not exist naturally (as for many 
of the isotopes involved in stellar nucleosynthesis). Its very short half-life 
of 1.67s means that the target method is not feasible. Thus the use of a 
radioactive beam of '8Ne is required. 
At present there are two methods used for the production of radioactive ion 
beams. One of these, the Isotope Separation OnLine (ISOL) technique is 
used at Louvain-la-Neuve. See Chapter 2 for further details of the ISOL 
technique and its use in this work. 
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1.4 Experimental Approaches 
Until recently the '8Ne(c,p)21Na reaction rate was based on the level struc-
ture of the compound nucleus, 22Mg and its respective mirror, 22Ne via 
charge exchange or transfer reactions. This approach gives a large uncer-
tainty in the reaction rate which can only be removed by making direct 
measurements with radioactive beam induced reactions. 
In order to measure the 18Ne(c,p)21Na reaction rate, the resonance parame-
ters (Er and F) and the resonance strength (w7) for each level in 22Mg must 
be evaluated with sufficient accuracy. A direct measurement of the cross 
section can thus be used to determine the reaction rate. '8Ne has a 1.67s 
half-life and thus a direct measurement must be done using a '8Ne beam on 
a helium target. This is not without its problems, however, as radioactive 
beams have low intensities and are generally poor in quality. 
1.4.1 Previous Work 
A direct measurement of the 18 Ne(c,p)21Na reaction, in inverse kinematics, 
has been previously undertaken by Bradfield-Smith et al [21, 22]. This study 
utilised a post-accelerated radioactive beam available at Louvain- la- Neuve 
and a gaseous helium target. A /E-E technique using double sided silicon 
strip detectors (DSSSD) at 00  with respect to the beam line was employed, 
covering an energy region from 2.04 to 3.01 MeV in the centre of mass (CM) 
frame of the '8Ne-i-c system. Protons were detected with energies between 
3-10 MeV. This setup had a proton detection efficiency of 	assuming 
an isotropic distribution of protons in the CM. Three levels in 22Mg were 
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Figure 1.9: Level diagram showing the states accessed in 22Mg from the previous 
direct measurement. 
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Other states could not be identified with any certainty due to an ambiguity 
in the assignment of the final state. Resonance strengths were extracted 
with an uncertainty of 30%. The main source of this error was due to 
the uncertainty in the mean beam energy as the beam passed through the 
window and as it traversed through the gas. Furthermore, a large proton 
background (due to elastic scattering of protons from water vapour on the 
surfaces of all foils) was observed. The experimental stellar reaction rate 
showed reasonable agreement with theoretical predictions at and above a 
temperature of 2.5 GK. This reaction rate was applied to a one zone X-ray 
burst model, which showed that breakout via the '8Ne(a,p)21Na reaction 
was sufficient to trigger the burst and allow material to flow to higher mass. 
1.4.2 The Present Work 
The present work aims to extend the previous experiment [21, 22] by elimi-
nating the proton background from the window, making a measurement at 
lower energy and attempting to observe other states in the level structure of 
22 Mg below 10.58 MeV. To achieve this aim, a detector system of improved 
efficiency was constructed to measure the reaction over a lower energy range 
of '--'1.70 to 2.90 MeV in the CM, appropriate for a nova outburst. A sepa-
rate direct measurement of the energy profile of the '8Ne beam as it passed 
through He gas, was undertaken to reduce a major source of uncertainty in 
the previous determination of the reaction rate. 
A related experiment by Chen et al [23] looked at the '60(12C,6 He)22Mg 
reaction to populate states in 22  Mg above and below the c threshold. Eigh-
teen new energy levels were discovered and this information provides a basis 
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which can be used for comparison. 
Chapter 2 
Experimental Procedure 
2.1 Experimental Design 
The main aim of the experiment was to improve the previous measurement 
of the '8Ne(c,p)21Na reaction. One major source of error, in the determina-
tion of the resonance strengths, is associated with the rate of energy loss of 
18Ne through the He gas. The first consideration was to reduce this source 
of error. To do this, a surface barrier detector (at 00  with respect to the 
beam line) was used to directly measure the energy of the 18Ne beam as it 
entered the gas and as a function of distance within the gas. 
The second consideration was to address the problem of proton background 
and the ambiguity in the assignment of the final state. An alternative geom-
etry to that used previously was needed. Two possibilities were considered 
using the /E-E setup - one telescope at 450  and one at 90° with respect 
to the beam axis. Elastic proton events from the window could not be de-
tected, due to the collimation provided by both geometries. A look at the 
34 
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reaction kinematics of 18Ne+4 He shows that elastically scattered '8Ne ions 
could not be detected in either geometry, whereas elastic recoil alphas could 
be stopped in the /E detector (see appendix Dl). 
A Monte Carlo simulation (written by W. Bradfield-Smith and D. Groom-
bridge) allowed the two geometries to be compared. Proton events were 
created at various positions within the gas target, allowing the detection ef-
ficiency to be determined as a function of distance. Both geometries showed 
a similar efficiency over a possible region of interest. From the variation in 
proton energy as a function of angle, the 45° geometry was favoured as the 
excited states of "Na could be more easily resolved at forward angles. The 
proton tracking provided by this geometry allows the beam energy to be 
determined for any resonance, so reducing the ambiguity in the final state 
accessed in 21Na. 
In additon, a two-telescope system at either side of the beam line was used, 
giving symmetry and doubling the statistics. 
The position of the telescope system was crucial to the success of the exper-
iment. A local code "dedx" [24] was used to determine where the detectors 
would need to be placed so that proton yields may be observed from states 
in 22 Mg with E>lO.00 MeV. 
2.2 '8Ne Beam Production 
The Radioactive Ion Beam (RIB) facility at the Université Catholique de 
Louvain in Louvain-la-Neuve, Belgium was used to carry out the exper-
imental work. This facility makes use of the Isotope Separation OnLine 
(ISOL) technique using a "coupled" cyclotron setup. A 30 MeV primary 
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H-  beam from CYCLONE30 bombards a lithium fluoride target held in a 
graphite matrix. 18 Ne is produced via a (p,2n) reaction on the target. The 
'8Ne is extracted and sent to an electron cyclotron resonance (ECR) source 
which is optimised for producing '8Ne in the 3 charge state. The 18 Ne ions 
are then sent to the CYCLONE110 accelerator where they are accelerated 
to the required energy (in this case 30 MeV, FWHM 1%) with an average 
intensity <106  particles per second. A schematic of the accelerator setup is 
shown in figure 2.1. 
Figure 2.1: 18 Ne beam production at Louvain-la-Neuve. 
2.3 Charged Particle Detection and Identifi-
cation 
This work made use of specialised semiconductor detectors and therefore an 
overview of semiconductor theory and a description of the detectors used 
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will be given here. 
2.3.1 Semiconductor Detectors 
A semiconductor is a crystalline material which has a small band gap ( 1.1 
eV in silicon [251). At room temperature, therefore, some electrons are pro-
moted into the conduction band leaving behind holes in the valence band. 
Hence conduction occurs at room temperature. The amount of energy re-
quired to form an electron-hole pair is 'eV which means that a semiconduc-
tor will have a better energy resolution than other types of detectors (see 
later). 
However, there is a problem in detecting additional electron-hole pairs, pro-
duced by incident radiation, in the presence of thermally excited ones. This 
is overcome by using junctions between differently "doped" materials. 
Silicon is a group IV element meaning that it has four valence electrons 
which try to form four covalent bonds with other atoms. Silicon can be 
doped with a group III element (e.g Boron) which has three valence elec-
trons. In order to bond to four Si atoms in the lattice, this electron acceptor 
has to grab an extra electron forming a fixed negative ion and producing a 
mobile hole in the valence band. This forms p-type Si and has more positive 
charge carriers than negative ones. Alternatively Si can be doped with a 
group V element (e.g Phosphorus) which has five valence electrons. Four of 
these will bond to the surrounding four Si atoms leaving a spare electron. 
This extra electron is mobile and moves through the conduction band of 
the crystal leaving behind a fixed positive charge on the electron donor. n-
type Si is formed and has more negative charge carriers than positive ones. 
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Both types of doping must be introduced into a single crystal so that the 
band structure runs right through. Doping thus significantly increases the 
concentration of "majority carriers", making the concentration of "minority 
carriers" very small. 
Devices usually consist of a "junction" between n-type and p-type material. 
At these junctions electrons diffuse from n-type into p-type and holes diffuse 
from p-type into n-type, leaving behind their fixed charges. Diffusion stops 
when the electric field due to the fixed charges left behind is strong enough 
to prevent further motion. This gives a contact potential between two sides 
and a region around the junction with no majority charge carriers. This is 
the depletion region and normally only contains few minority carriers. When 
incident radiation produces electron-hole pairs by ionisation, they separate 
in the electric field due to the fixed charges. This is detected as a pulse as 
the separation of charges causes a drop in the potential across the region 
which can be amplified. A schematic of the depletion region is shown in 
figure 2.2. 
fixed -ye 	fixed +ve 
charges charges 
Figure 2.2: A schematic of the depletion region in a semiconductor. 
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A reverse bias is applied across the junction, pushing electrons further back 
into the n-type and holes further back into the p-type making the depletion 
region wider (giving a larger electric field across the region). This electric 
field has to be large enough to separate the electrons from the holes rapidly 
to prevent recombination. The thickness of the depletion region (d) is given 
by: 
VeN 
where V is the reverse bias voltage, N is the dopant concentration, e is the 
electronic charge and 6 is the dielectric constant. Thus to get a large d, 
a large reverse bias is required. Fully depleted detectors are useful as AE 
detectors for particle identification. A 'telescope' of one thin AE detector 
and one (or more) thick E detector(s) can be used. Charged particles will 
lose part of their energy in the AE detector and lose the remainder in the 
E detector(s). 
The energy lost is a measure of the stopping power 	. Thus it is easy to 
distinguish between different elements because of the Z 2 dependence (see 
later). 






where F is the Fano factor, c0.1 for Si and w is the energy deposited per 
electron-hole pair, -'.3.6 eV in Si [25]. In practice, however, this is limited 
by: 
(i) incomplete charge collection (recombination) due to trapping sites in the 
crystal and the resulting fluctuations; 
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fluctuations in the leakage current (current which flows through the 
junction due to minority carriers); 
noise in series resistance (Johnson noise); 
noise in the external electronics; 
"straggling" in the energy loss in the dead layer at the surface of the 
detector (the metal contacts and an inactive layer of Si); 
the effects of nuclear stopping. 
2.3.2 Double Sided Silicon Strip Detectors 
These are p-n junction devices with orthogonal strips on two faces of a 
silicon wafer. The detectors used in this work were manufactured by Micron 
Semiconductors Ltd. [30]. Figure 2.3 shows a schematic (riot to scale) of 
the two sides of the detectors used. 
The n-type substrate on the front of the detector is doped to form strips 
of p regions. Metal contacts are applied on each strip. Silicon dioxide 
(Si02) separates the contacts ensuring these regions are non-conducting. 
The reverse biased p+n  junction behaves as a diode. The two opposing 
diodes, with a 100 MQ effective resistance [26], minimise conduction between 
p+ regions. 
The n  regions on the back of the detector give an ohmic contact with the 
metal contacts. To isolate adjacent strips, the 	regions are separated by 
p regions. This gives an effective resistance of 10 MQ [26]. 
As the bias is applied on the front side of the detector, a negative polarity 
voltage is required to reverse bias the junction. 
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Figure 2.3: A schematic of a double sided silicon strip detector, adapted from 
[21]. 
n-type silicon 
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2.3.3 Surface Barrier Detectors 
These are detectors that are produced by starting with a n-type crystal of 
Si with the surface oxidised through exposure to air. This produces a large 
density of electron trapping sites so forming a thin p-type layer which acts 
as a junction. SBDs can also be produced by starting with a p-type crystal 
of Si and an n-type contact resulting from evaporating aluminium. These 
detectors are characterised by their very thin dead layers, typically lOOnm 




Figure 2.4: Formation of a surface barrier detector, adapted from [31]. 
The detectors used in this work were manufactured by EG & G ORTEC 
[32]. These require a positive polarity voltage to reverse bias the junction. 
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2.4 The Detector System 
The experiment utilised a scattering chamber and a helium gas target pre-
viously developed for the investigation of (a,p) reactions with a radioactive 
beam. 
The scattering chamber (see figure 2.5) consisted of two sections - a vacuum 
side for connection to the beam line and a larger gas target side filled with 
500 mbar of He gas. In the vacuum side, two 200mm2 surface barrier detec-
tors located in the backward hemisphere were used for beam normalisation. 
Located in the forward hemisphere were two AE-E detector telescopes, posi-
tioned at 45° with respect to the beam line, used to detect charged particles. 
Each telescope consisted of a /E detector (DSSSD with 48x48 strips and 
pitch 335pm) and two E detectors (DSSSD with 16x16 strips and pitch 
3mm). The telescope on the left hand side of the beam line (looking down-
stream) consisted of a 67/-tm AE detector with a 470pm E detector (El) 
5cm behind the /E and a 464pm E detector (E2) 1cm behind the El de-
tector. Similarly for the telescope on the right hand side of the beam line, 
but with detector thicknesses of 67pm, 478pm and 464pm for the LE, El 
and E2 detectors respectively. 
The use of a movable platform allowed the detectors to be placed at the 
region of interest. The platform was positioned at a fixed distance from the 
window to give an energy scan of 1.70 to 2.90 MeV in the centre of mass. 
Various foils were used in the chamber for different purposes. The first foil 
in the vacuum side was a 200pg/cm2 Au foil. This allowed the Rutherford 
scattered beam particles to be used for beam normalisation (see later.) 
A metallic window was used to separate the two sections of the chamber. 
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A 1.98mg/cm2 Ni foil was used (with a 100g/cm' Au flash in the vacuum 
side), allowing the gas to be at a pressure of 500 mbar and ensuring that the 
'8Ne beam had the required energy upon entry into the target. 
A 2mg/cm2 Ni foil was used to stop the beam to ensure that the gas did not 
become contaminated with 18F. This foil was attached to a wedge-shaped 
piece of aluminium which was placed between the two telescopes. This wedge 
also shielded the El detectors from 	particles resulting from beam decay 
beyond the AE detectors. 
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HELIUM GAS TARGET 
DETECTOR PLATFORM 
RACK AND PINION TO MOVE PLATFORM. 
------------------- 
NO SEAL GAS G:T SEAL 
F1 	 F2 
0 RING 
MAGNETICALLY COUPLED FEEDTHROUGH 
TO RACK AND PINION. 
Fl: Normalisation foil, 200 uglcm 
2
of Au. 
F2: Window, 1.98 mg/cm 2of Ni + 100 uglcm2 
of An. 
Figure 2.5: A schematic of the scattering chamber. Note that the wedge shield 
is not shown on this figure. 
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2.5 Electronics and Acquisition 
2.5.1 Data Acquisition 
As events are detected, they are amplified by charge sensitive preamplifiers 
(of type RAL 108 designed by the Edinburgh Nuclear Physics Group and 
manufactured by the Rutherford Appleton Laboratory). The output from 
each preamplifier is connected to an 8 channel shaping amplifier (of type 
RAL109). These produce both analogue and logic signals which are sent to 
an Analogue to Digital Convertor (ADC) and a Time to Digital Convertor 
(TDC) respectively. The events are buffered in CAMAC crate controllers 
and the VME CPU builds these events, produces on-line spectra and writes 
the event data to tape. 
The ADCs (8 channel Silena 4418/ V CAMAC ADCs) were used to record 
the energy signals for each strip detector channel (320 channels). TDCs (32 
channel LeCroy 3377 CAMAC TDCs) were used to measure the time-of-
flight of the reaction products. The two surface barrier detectors used for 
beam normalisation each had one ADC channel. 
The logic signals are also used for the trigger to generate an ADC gate and 
the TDC common stop and to determine whether the digital signals need to 
be written to tape. 
The reader is referred to [27] for further details on the instrumentation. 
2.5.2 Trigger Logic 
Before an event is read out, a gate is generated by taking a total OR of all 
the detectors in coincidence with the high frequency (HF) signal from the 
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cyclotron. This gives a relative time for the event. 
If an event is read out to the VME, a clear signal to the ADC output register 
closes the gate. Subsequent events trigger the acquisition in the same way. 
The ECL signal from the shaping amplifiers starts the TDCs and the next 
HF pulse to arrive after a detected event stops the TDCs. 
The trigger logic for the AE-E telescopes is shown in figure 2.6, the logic 
for the surface barrier detectors used to monitor the beam current is shown 
in figure 2.7 and that for the HF and TDCs is shown in figure 2.8. 
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Figure 2.6: Trigger logic for one of the proton telescopes. 
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Figure 2.7: Trigger logic for the monitor detectors. 
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Figure 2.8: Trigger logic for the HF and TDCs. 
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2.6 Calibration 
2.6.1 Energy Calibration 
Each channel was instrumented one by one which means that they have 
different gains. Off-line, gainmatching can be applied to rescale each ADC 
to give absolute energy values. 
A triple alpha particle source (239Pu-241 Am- 244Cm) with well known alpha 
energies was used to carry out the calibration. The source was placed in 
front of each detector in turn. For the AE and El detectors, the source was 
placed facing the side of the detector in which charged particles entered. 
However, due to space limitations on the platform, the source was placed 
facing the back of the E2 detectors. 
The gain for each channel is obtained once the energy loss in the dead layer 
(assumed to be 0.7jm silicon equivalent) of the DSSSD is corrected for. 
2.6.2 Electronic Offset 
In addition to having a different gain, each ADC channel also has a different 
d.c. offset. This electronic d.c. offset can be measured using a pulse gen-
erator. By feeding pulses directly into the preamplifiers at pulse heights of 
known ratio, a series of equally spaced pulser peaks result. Extrapolation of 
the zero gives the electronic offset. 
After gainmatching, the energy per channel is 7.96 keV. A typical energy 
resolution of the alpha peaks is 40 keV FWHM and that of the pulser cor-
responds to an electronic noise of 20 keV FWHM. 
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2.7 	Normalisation of the Beam Current 
This was done using Rutherford scattered '8 Ne beam particles in the back-
ward hemisphere (see figure 2.9). 
Figure 2.9: Geometry of the swface barrier detectors. 
Nuclear interactions become possible for beam particles if the CM energy 
of the ' 8 Ne+'97Au system approaches that of the Coulomb barrier. The 
magnitude of the Coulomb barrier is given by [28]: 
Z1 Z2 e2  
(2.3) 
where R is the sum of the radii of the two nuclei. For the 18Ne+'97 Au 
system, the Coulomb barrier is thus 109MeV. As the beam energy was far 
below this energy, the scattering is therefore Rutherford. The differential 
cross section, 	for Rutherford scattering is given by [29]: dQ 
da1 	e2 zZ 2 
= 
(471E0 -) sin 4(0) 	
(2.4) 
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where z and Z are the atomic numbers of the projectile and target respec-
tively, E is the energy of the projectile and 9 is the scattering angle. This 
is considered to be constant over the angular range of the detector, allowing 
the integrated beam current to be calculated using [21]: 
NB 
=Y 	
(2.5) do, NT AQ  
where Y is the elastic yield, NT is the number density of the gold foil and 
2 is the solid angle of the surface barrier detector. 
EG & C ORTEC surface barrier detectors, with an area of 200mm2 and a 
thickness of 150/am, were used on either side of the beam axis. This allows 
a check on whether the beam spot moved during the experiment. The solid 
angle for the detectors was 0.0194 Sr. 
2.8 The Direct Beam Profile Measurement 
In a separate measurement, an EG & G ORTEC surface barrier detector, 
with an area of 50mm2 and a thickness of 75tm, was mounted on the front 
of the platform (centred on the beam axis) to allow a direct measurement 
of the energy of the ' 8Ne beam (with an intensity of 102  pps) at three 
different positions within the He gas filled chamber (see figure 2.10). A 
measurement of the energy of the 18Ne ions without any gas in the chamber 
was also undertaken, to give the energy of the ions upon exit from the Au+Ni 
window, giving a fourth point at d=Ocm. 
6-electrons will be produced along the path of the incident '8Ne ions (see 
appendix A.1 for details). Those 6-electrons emitted at small opening angles 
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could be detected causing a small increase in the measured pulse height. In 
order to deflect these 6-electrons, a metal plate (with a hole equal in diameter 
of the detector) was mounted in front of the detector. Measurements were 
made with DV, +100V and +200V bias applied to the metal plate. This was 
found to have no effect on the observed pulse heights. 
Furthermore, the detector was calibrated using a 239Pu-241Am-244Cm triple 
alpha source and the electronic offset was measured with the pulser set at 
amplitudes of 110% and 10%. An electronics diagram is shown in figure 2.11. 




MAGNETICALLY COUPLED FEEDTHROUGII 
TO RACK AND PINION. 
F2: Window, 1.98 mWcm2  of Ni + 100 uWcm2of  An. 
Figure 2.10: A schematic of the experimental arrangement used for the beam 
profile measurement. 
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Figure 2.11: An electronics diagram for the beam profile detector. 
Chapter 3 
Analysis and Results 
3.1 The 18Ne Energy Profile 
3.1.1 Problems with Calculating Energy Losses in He-
lium Gas 
In the literature there are a few experimental results on energy loss and 
energy straggling of heavy ions in gaseous targets (see [33, 34, 35] and refer-
ences therein). Incident ions lose most of their energy through interactions 
with the electrons of a target atom (see appendix A.1 for details on energy 
loss processes). It is difficult to calculate the energy loss of ions in He gas 
because He atoms exist in both singlet and triplet states (see figure 3.1). 
It is thus difficult to know which state an electron is in at any particular 
point along the path of interaction. In other words, the ionisation potential 
depends on the state in which the atom is in. Existing programs such as 
"dedx" use a parameterisation of the Bethe-Bloch formula, which assumes 
57 
Triplet 
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2 3S 
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an average ionisation potential. The above argument explains why such pro-
grams give inaccurate energy losses for ions passing through He gas. This 
makes the need for a direct measurement crucial. 
Singlet 










-24.47 1 - 1S 
-25 
He 
Figure 3.1: A term diagram for the helium atom. Some of the allowed transitions 
are indicated. There are two term systems - singlet and triplet, between which 
transitions are forbidden [36]. 
3.1.2 The Direct Measurement 
Figure 3.2 shows the pulse height spectrum of the '8Ne ions at 3 different 
positions in He gas and the measurement without any gas in the chamber, 
using the apparatus shown in figure 2.10. The energy of the beam before 
passing through the window was 30 MeV and the gas pressure was 500 mbar. 
The difference in yield for the measurement without any gas in the chamber 
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Figure 3.2: Pulse height spectrum of the 18 Ne ions. 
Gaussian fits were applied to extract the centroid and width of each peak. 
The results from this fitting can be seen in table 3.1. The a calibration was 
used to determine the beam energy from the centroid of each peak. 
D (mm) Centroid (ch.) Energy (keV) a FWHM (keV) 
0 4483.1+0.6 15859(14) 79.8+0.7 665.5+5.7 
19(2) 3669.5+0.4 12900(8) 86.0+0.5 710.8+4.2 
41(2) 2741.9+0.4 9526(10) 90.8±0.4 742.2+3.6 
51(2) 2309.8±0.4 7955(12) 94.8±0.5 768.5+4.3 
Table 3.1: Results of the Gaussian fitting to the beam profile data. 
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Applying a +100V and a +200V bias to the plate in front of the detector 
had no effect on the observed pulse height. This is likely to be due to the 
low intensity of the '8Ne beam, producing very few 6-electrons. 
The pulse height response of a Si surface barrier detector to heavy ions has 
been studied extensively [37, 38, 39]. There is a characteristic difference 
between the true ion energy and that as measured by a detector calibrated 
with alpha particles. This difference is known as the pulse height defect and 
is due to three processes: (i) the energy loss in the dead layer of the detec-
tor; (ii) energy loss due to nuclear stopping and (iii) the contribution from 
the recombination of electron-hole pairs in the plasma produced along the 
ionised track. The contributions from (ii) and (iii) are small and were thus 
neglected. Hence the energies were only corrected for energy loss in the dead 
layer of the detector. The dead layer was assumed to have a thickness of 
50nm [26]. A SRIM2000 [40] calculation determined that 16 MeV '8Ne ions 
lose —1 11 keV through a 50nm Si-equivalent dead layer. 
Measurement of the '8Ne beam seems to show a linear relationship between 
beam energy and distance traversed within the gas (over an energy range of 
8-16 MeV). Indeed, a linear fit gives the best fit to the data. This gave an 
energy loss of (1.55 + 0.01) MeV/cm and (15.96 ± 0.02) MeV for the energy 
of the '8Ne beam upon entry into the gas. 
Figure 3.3 shows how the energy of the 18Ne ions varies as a function of dis-
tance through He gas (at 500 mbar). It can clearly be seen that the program 
"dedx" significantly underestimates the energy loss of 18 Ne ions through He 
gas. However, this result is in very good agreement with SRIM2000. Further 
details on the use of SRIM2000 is given in appendix A. 
Furthermore, the width of the peaks in figure 3.2 gives an idea of the energy 
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straggling of 18Ne ions in He gas (see table 3.1). 
' Direct Measurement 
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Figure 3.3: The direct measurement of the 18Ne energy profile compared with 
results from the programs "dedx" and SRIM2000. Note that the measured point 
for d=Ocm has been overlapped. 
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3.2 The '8Ne(o,p)21Na Reaction 
The detectors were used to detect the reaction protons which populate the 
ground state and excited states in the residual nucleus, 21Na. Kinematic 
information from these protons can be used to provide information on the 
level structure in the compound nucleus, 22  Mg. Details on how this was 
accomplished will be discussed in this section. 
3.2.1 Analysis Procedure 
The local program "sort-shell" [41] was used to read and unpack the data 
contained on the tapes. A user supplied routine allows data to be analysed 
on an event by event basis. This program enables defined spectra to be 
incremented. 
The use of the A E-E telescope technique allows the identification of parti-
cles. The proton loses /.E of its energy through the /.E detector and the 
remainder is deposited in the E detectors (El for low energy proton events, 
El and E2 for high energy proton events). Figure 3.4 shows 2-D energy 
spectra for the left and right proton telescopes (looking downstream) for an 
entrance beam energy of 15.96 MeV and a He gas pressure of 500 mbar. The 
energy recorded in the z.E detector is plotted on the x-axes and the sum of 
the energies recorded in each detector is plotted on the y-axes. A calculation 
performed using SR1M2000 determined that a proton would need an energy 
>8.5MeV in order to be detected in the E2 detector (incident perpendicular 
to the detector surface). It can be seen in figure 3.4 that only a few high 
energy protons penetrate the left hand side El detector. As no such events 
were detected in the other telescope, these events were rejected and treated 
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AE 	 AE 
Figure 3.4: -D energy spectra for the left (upper) and right (lower) proton 
telescopes. AE vs. El are shown on the left hand side and AE vs. El + E2 are 
shown on the right hand side. 
A 2-D window can be used to select these proton events of interest. The 
initial energy of the proton, upon production, is the sum of energies in each 
detector it passes through and the energy losses through the various media 
(He gas and the detector dead layers). The local code "dedx" was used to 
calculate the energy loss of the protons through He gas and the detector 
dead layers. The inaccuracy in this energy loss is '-.10%. 
The initial energy of the proton depends on its trajectory as this determines 
the thicknesses of the materials through which the proton passes. The tra-
jectory of the proton can be reconstructed by knowing which of the detector 
strips fired. The region in-between the strips has a complicated electric field 
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and thus an event may cause adjacent strips to fire. In order to reject these 
interstrip events, a multiplicity condition was used where the number of 
strips that fire on the front must equal the number of strips that fire on the 
back of each detector. In addition, the condition of equal energy signals on 
the front and back of the detectors is also imposed. 
The strips on the front and the back are orthogonal to one another and 
thus each event is located within "quasi pixels". Knowledge of the X and Y 
positions of the proton in the detectors allows the angle between the beam 
axis and its trajectory to be determined. Events were assumed to hit the 
centre of these pixels. This gives an error in the angle of 2°, corresponding 
to a 5% error in the thickness of materials. 
Conversion from the frame of reference of the detectors to the frame of ref-
erence of the beam line allows an equation of a straight line to be used to 
determine every point on a proton's trajectory. 
Calculation of the minimum perpendicular distance between the vector rep-
resenting the trajectory of the proton and the vector representing that of the 
beam axis showed that, for all protons, this distance was <0.5cm. A cylin-
drical column of gas was assumed with a diameter therefore of 1cm (equal 
to that of the window), where the reactions take place (see figure 3.5.) 
The two points where the straight line crosses the cylinder (Z1 and Z2 ) define 
upper and lower limits on the distance from the window (and hence lower 
and upper limits 011 the beam energy respectively). 
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Figure 3.5: A schematic showing how a proton is tracked. Note that only one 
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Figure 3.6 shows an energy spectrum for single proton events (not angle 
corrected). Each proton event has been corrected for energy loss in the 
detector dead layers and in traversing through He gas. The energy resolution 
of the detectors was determined from the c calibration. This was then 
scaled for protons. The proton energy resolution of each telescope, where 
the contributions from each detector are summed in quadrature, is -"40 keV 
FWHM. The total error in the energy loss correction is rii%, corresponding 
to 	50 keV FWHM. The final uncertainty in the proton energy is then the 
quadrature sum of these two contributions and is thus -64 keV FWHM. 
0' 	I 	I 	 I 	I 	I 	I 	I 
0 1 2 3 4 5 6 7 8 9 10 
LAB proton energy (MeV) 
Figure 3.6: Proton LAB energy spectrum (both telescopes are summed.) 
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3.2.2 Detection Efficiency 
The use of an extended gas target allows a range of energy levels in the 
compound nucleus, 22Mg to be scanned. These levels correspond to a res-
onance energy which is dependent on the distance from the window, since 
a position in the gas can be related to the energy at which the reaction 
occured through a knowledge of the rate of energy loss of the beam in the 
gas. As protons can originate from any position within the assumed cylin-
der of gas, the target is not fixed in relation to the detectors. The detection 
efficiency is thus a function of position (or CM energy) and the final state 
accessed in the residual nucleus, 21Na. The yield of protons from a particular 
resonance is needed in determining the resonance strength. A knowlege of 
the efficiency function of the detectors is therefore crucial. However, only a 
certain fraction of the total proton yield can be detected by the telescopes, 
as the experimental set-up only scans a limited angular range (26° < 0 
65°). Hence the total yield depends on 	which is not known. The angular dQ 
distribution of particles emitted from a compound nucleus, leading to a def-
inite state in a residual nucleus, can be calculated by making assumptions 
about the spins and the resonance parameters as detailed in appendix C. 
This can then be taken into account in the determination of the efficiency 
function. Details on the calculation of the efficiency function can be found 
in appendix B. Efficiency spectra for protons accessing the ground state and 
the first 7 excited states in 21Na are shown in figures 3.7 and 3.8. Protons 
accessing the V and 4th  excited states in 21Na were assumed to have an 
isotropic angular distribution in the CM. This is due to these states being 
spin 1/2, which gives a compound state spin possibility of 0 or 1 for outgoing 
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protons having an angular momentum of £O or 1 respectively. 
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Figure 3.7: Variation in efficiency as a function of CM energy. The black curve 
shows the efficiency taking into account the angular distribution of protons whereas 
the red curve shows the efficiency assuming an isotropic distribution of protons. 
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Figure 3.8: Variation in efficiency as a function of CM energy. The black curve 
shows the efficiency taking into account the angular distribution of protons whereas 
the red curve shows the efficiency assuming an isotropic distribution of protons. 
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3.2.3 Beam Energy Reconstruction 
Once the laboratory energy and angle of emission of the protons are known, 
together with an assumption of the state accessed in the residual nucleus, the 
energy of the beam particle responsible for the reaction can be determined 
from two-body kinematics (see appendix D.2 for details). The CM beam 
energy was reconstructed, on an event by event basis, for protons accessing 
the ground state and the first 7 excited states in 21Na with excitation energies 
of 0.332, 1.716, 2.425, 2.798, 2.829, 3.544 and 3.680 MeV and spins of 3/2, 
5/2k, 7/2k, 1/2k, 1/2-, 9/2k, 5/2k and 3/2-  respectively [42]. 
One feature of this work is that the position information (provided by the 
tracking) can be used with the energy loss information described in section 
3.1.2. This has the advantage of reducing any ambiguity in the assignment 
of the final state. Only those events with a reconstructed CM beam energy 
lying within the upper and lower limits from the tracking were accepted. 
This in turn gives information on the population of states in the compound 
nucleus, 22  Mg. The errors in these limits arise from the 2° error in the angle 
and corresponds to a CM energy of ±0.22 MeV. 
Before any reliable fits can be applied to this data, the spectra must first 
be corrected for the change in efficiency with CM beam energy. Figures 3.9 
to 3.20 show efficiency corrected beam energy spectra for the various possible 
state assignments. In all cases, the raw data is shown in the upper graph, 
the efficiency corrected data is shown in the middle graph and Lorentzian 
fits to the efficiency corrected data are shown in the lower graph. 
Lorentzian fits were applied to extract the resonance parameters, Er  and F. 
The results of which are summarised in tables 3.2 and 3.3. 
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21Na state (MeV) Er  (MeV) F (MeV) 
0.0 2.28+0.05 0.22±0.15 
2.52±0.01 0.10±0.05 
2.78+0.01 0.12±0.02 
1.716 1.98±0.01 0.10±0.02 
2.17+0.03 0.15+0.09 
2.41±0.01 0.16±0.03 
2.425 2.73+0.01 0.21+0.02 
3.544 2.87±0.01 0.10±0.02 
Table 3.2: Results from Lorentzian fitting to cases where a unique state assign-
ment can be made in 21Na. 


















2.829 2.54+0.01 0.11+0.01 
3.544 2.73+0.01 0.13+0.03 
3.680 2.84±0.01 0.08±0.02 
Table 3.3: Results from Lorentzian fitting to cases where 2 state assignments can 
be made in 21Na. 
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Figure 3.9: Beam energy spectra for proton events where a ground state assign-
ment can uniquely be made in 21 Na. 
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Figure 3.11: Beam energy spectra for proton events where a Y d excited state 
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Figure 3.12: Beam energy spectra for proton events where a 6th excited state 
assignment can uniquely be made in 21 Na. 
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Figure 3.13: Beam energy spectra for proton events where ground state and 1st 
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Figure 3.17: Beam energy spectra for proton events where 4th and 5th excited 
state assignments can be made in 21Na 
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Figure 3.20: Beam energy spectra for proton events where 6th  and ?th  excited 
state assignments can be made in 21Na - 
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3.2.4 Proton Background 
It can be seen in the beam energy spectra (figures 3.9 to 3.20) that yields 
are observed from low energy regions of interest. The tunnelling probabil-
ity for 18Ne+c falls rapidly with decreasing CM energy. For instance, the 
tunnelling probability at a CM beam energy of 1.9 MeV is r6% of the tun-
nelling probability at 2.4 MeV (assuming an £=0 transition). In order to 
say whether these events are real it is thus necessary to look at the proton 
background. 
The proton background was measured by running without any He gas in the 
chamber. However, data was taken for only one fifth of the time taken with 
He gas in the chamber. These events were put through the same analysis 
procedure and CM beam energies were reconstructed, as shown in table 3.4. 
Only 12 protons were observed from the background runs. The total num-
ber of protons detected experimentally was 983. This means that 1 in 17 
protons are likely to be as a result of background (in the whole data set). 
Thus for those events populating low energy regions of interest, the worst 
case scenario is that 1 in 17 of them are from background. Hence from this 
argument most of the 983 events can be considered to be real. 
Furthermore, due to there being very little background and the relatively 
short duration of the background run, the beam energy spectra were not 
corrected for background. 
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2.28 2.55 2.58 
2.15 2.17 
1.80 1.82 2.38 
Table 3.4: Reconstructed CM energies (in Me V) for the background protons for 
possible 21Na state assignments. 
3.2.5 Sources of Error 
Errors on the resonance energies (and hence 22  Mg excitation energies) result 
from: (i) the angular straggling of protons through the gas and detectors; 
(ii) the error in the energy loss corrected proton energy and finite pixel size 
and (iii) the error in the resonance energy resulting from the Lorentzian fit-
ting. 
A SRIM2000 calculation was performed to determine the contribution from 
(i). This determined that proton angular straggling was '-'1.1° correspond-
ing to an error in the CM energy of +0.12 MeV. The error from (ii) was 
determined by putting limiting values on the energy loss corrected proton 
energy (Er) and angle (0) in the reconstruction of the CM beam energy. 
Upper and lower error limits on the reconstructed CM beam energy, for pro-
tons populating the ground state and the first 7 excited states in 21Na, are 
shown in table 3.5. 
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2.425 +80 —70 
2.798 ±70 
2.829 ±70 
3.544 +70 —60 
3.680 +70 —60 
Table 3.5: Errors in the reconstructed CM beam energy. 
The dominant source of error is that from angular straggling of the protons. 
It is not clear how the three separate contributions are related in determin-
ing the final error in the CM beam energy. It is likely to be a complicated 
procedure, involving a convolution of an unknown function. Thus the three 
sources of error were summed in quadrature, to give the total error, which 
can be considered to be a reasonable estimate. 
3.2.6 Comparison with known data 
Definite information can be deduced on the energy levels in 22 Mg where 
there is no ambiguity and a unique level assignment in 21Na can be made. It 
can clearly be seen that particular levels in 21Na can be populated through 
more than one level in 22Mg. However, for those cases where there is some 
ambiguity and more than one level assignment is possible, no definite infor-
mation on the level structure of 22Mg can be deduced. 
Calculation of the angular distribution of protons showed that the ground 
state, 111 6th and 7th  excited states have the same spin coupling possibilities, 
the 2nd  and 5th  excited states have the same spin coupling possibilities and 
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the 3rd  and 4th  excited states have the same spin coupling possibilities. This 
information can be used, together with resonance energy information from 
cases where a unique level assignment can be made, to place a restriction 
on the possible state assignments in "Na. For those cases where 2 state 
assignments are possible, it is thus assumed that the states accessed are the 
ground state, 3rd, 5th and 6th  excited states. 
The low statistics and limited angular range of the detectors prevent the 
angular momentum of the outgoing protons from the proton angular distri-
bution to be determined reliably. The spins of the states accessed in 22Mg 
can otherwise be determined as detailed in appendix C. An £=0 transition 
has been assumed for all the protons. 
It should be pointed out that those states in 22Mg which populate the 2nd 
excited state in 21Na (spin 7/2j have possible spins of 4 for an £0 transi-
tion and 3 or 5 for an £=1 transition. In the '8Ne+a channel, the effective 
barrier for alphas with f =4 is 10.72 MeV, the effective barrier for alphas with 
£2 is 7.21 MeV and the Coulomb barrier (e=0) is 5.71 MeV. The transmis-
sion probability for alphas penetrating the effective barrier will be very low 
compared to that for penetrating the Coulomb barrier. For instance, the 
ratio between the transmission probabilities for alphas with £=2 compared 
to £=0 is '10 and that for alphas with f=4 compared to £0 is 
These probabilities were calculated from an optical model code (supplied by 
B. Fulton). 
A more rigorous treatment involved determining the angular momentum of 
the alpha particle and that of the proton assuming the lowest possible state 
spin (and hence maximum probability) and calculating the product of the 
transmission probabilities for the entrance and exit channels. This gives an 
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indication of the likely spin of such states. One must note, however, that 
this method does not take into account the alpha and proton spectroscopic 
factors and relies on the barrier penetration factors alone. The results from 
this are shown in table 3.6. 
J-  -' fl -a s- 0 p Ti. out Tin. Tout 
0 0 4 3.93E-5  2.34E 4 9.20E 9 
1 1 3 2.44E 5  6.02E 4 1.47E 8  
2 2 2 1.01E 5  1.07E 3  1.08E 8  
3 3 1 3.00E 6 1.18E 3  3.54E 9 
4 4 0 - 1.02E 3  - 
Table 3.6: Transmission coefficients for the entrance and exit channels. 
It can be seen in table 3.6 that it is thus more likely that states in 22 Mg which 
decay to the 2Thd  excited state in 21Na will have a spin of 2+.  However, for 
this to be the case, the emitted protons must have an angular momentum, 
I?2 when coupled with the channel spin to give a 2+  state. It was concluded 
from the CM proton energy spectrum (see appendix C for details), however, 
that protons are more likely to have an angular momentum, £ of 0 or 1. As 
a result of this, the contributions to the angular distribution for protons ac-
cessing the 2nd  excited state in 21Na with £=2 were not taken into account. 
Table 3.7 presents a comparison between the results obtained in the present 
study and previous results from studies of the 160(12C,6He)22Mg reaction 
and the previous direct measurement of the 18Ne(a,p)21Na reaction. Likely 
spins assuming an £=1 transition are shown in brackets. It can be seen that 
the excitation energies obtained from this work are in good agreement with 
previous studies. A corresponding level diagram is shown in figure 3.21. 
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Table 3.7: Excitation energies in 22Mg with E>10.00 MeV. 
160(12 C,6He)22 Mg[1] '8Ne(c,p)21Na[2] 18Ne(,p)21Na[3] Jlr 
10.078±0.024 10.12±0.14 2 	(3) 
10.190±0.029 
10.297±0.025 10.31±0.14 2 	(3) 
10.429±0.026 10.42+0.15 2 (1— ) 
10.570+0.025 (10.580±0.050) 10.55+0.14 2 	(3j 
10.660+0.028 10.66+0.14 2 (1— ) 
10.750±0.031 (10.77+0.14) 0 	(1— ) 
10.844±0.038 (10.820±0.060) 10.87±0.14 0 (1— ) 
10.910±0.050 10.92±0.14 2 	(1— ) 
10.980±0.031 10.990±0.050 (10.99+0.14) 0 (1— ) 
(11.050±0.050) 11.01±0.14 2 	(1— ) 
11.135±0.040 11.130±0.050  
[l]Chen et al [23]. [2]Bradfield-Smith et al [21, 22]. [3]The present work. 
Levels in parenthesis are tentatively assigned. 
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Figure 3.21: Level diagram showing the states accessed in 22Mg. 
Chapter 4 
Theoretical Interpretation 
4.1 	Calculation of the Resonance Strength 
Consider a thin element of gas at a distance, x from the entrance window. 
This distance corresponds to an energy, E(x) and thus has a thickness, 8E 







Figure 4.1: A schematic to illustrate the w'y calculation. 
The beam energy distribution at this point is Gaussian, as measured by the 
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direct beam profile measurement. This is probably as a result of straggling 
and is taken into account in the calculation of detection efficiency. 




Y=Nt Na(E)e(E)dE 	 (4.1) 
r-F 
where NB is the integrated beam current, e(E) is the efficiency of the detec-
tors (see section 3.2.2 and appendix B) and a(E) is the laboratory reaction 
cross section. Nt is the element target thickness and is determined from 
knowing both the energy loss in the target and the gas pressure. 




Using the equations for a(E), as defined in equation 1.14, and w'y above we 
get: 
7TNt NBFh2 	e(E) 
w,y 	 dE 	(4.3) 
=2t 
fEr+r 
r F E [(E - E)2 + ()2]  
where Y is the experimental yield of protons from the resonance. Thus wy 






E[(E - Er)2 + ()2] 
(4.4) 
Thus wy depends on knowledge of the resonance parameters, Er and F and 
an understanding of the efficiency in the CM system. The integral can be 
evaluated numerically using Simpson's rule of integration [43], the results of 
which are shown in table 4.1. It should be pointed out that in reality these 
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widths are likely to be too wide to be real but, to a first order, this will 
not affect the integral. Errors in w arise due to uncertainties in the yield 
and in the resonance parameters, Er and F. These errors are calculated 
using limiting values on these parameters. It can be seen that the strongest 
resonances are those which populate the 2.425 MeV state in 21 Na. 
F (MeV) Er (MeV) E 	(22 Mg) (MeV) w'y (keV) 
0.10+0.02 1.98+0.14 10.12+0.14 1.6 
0.15+0.09 2.17+0.14 10.31+0.14 10.2 
0.21+0.10 2.28+0.15 10.42+0.15 7.3 t 
0.16+0.03 2.41+0.14 10.55+0.14 22.4 
0.10+0.05 2.52±0.14 10.66+0.14 8.9 18.2 t 
0.12+0.09 2.63±0.14 10.77±0.14 73.8 
0.21+0.02 2.73+0.14 10.87+0.14 30.1 80.4 iI 
0.12+0.02 2.78±0.14 10.92+0.14 49 34.0 ii: 
0.08+0.02 2.85±0.14 10.99±0.14 92.4 t:g 
0.10±0.02 2.87+0.14 11.01+0.14 8.1 
Table 4.1: A summary of the resonance parameters for the transitions considered. 
4.2 	Calculation of the Stellar Reaction Rate 
The stellar reaction rate, < av > can be calculated using equation 1.17. 
If F <<kT the resonance can be assumed to be narrow. In this instance 
E e 	varies slowly over the width of the resonance. However, for the 
'8Ne(o,p)21Na reaction, typical widths are >kT and therefore resonances 
can not be considered as being narrow. 
Using the Breit-Wigner form to describe the resonance is an approximation 
and is only valid over the energy range covered by the data. Hence the limits 
of the integration should cover the range over which the fitting is valid. The 
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stellar reaction rate per particle pair thus becomes: 
	







(/17) 	(H (wy) F f 
r F (E - Er)2 + ()2 
dE (4.5) 
[I 
where the symbols have the meaning defined previously. The integral can be 
evaluated numerically using Simpson's rule of integration. Errors arise due 
to uncertainties in the resonance parameters and the resonance strength and 
are calculated using limiting values on these parameters. Figure 4.2 shows 
the variation in < uv > as a function of temperature, calculated for each 
resonance. It can be seen that the stellar reaction rate is dominated by the 
10.77 and 10.87 MeV resonances above a temperature of 1.5 GK and by the 
10.12 and 10.31 MeV resonances below 1.5 GK. 
The total stellar reaction rate is given by: 
- 2 	1 	hn 	Er+r 	F(w'y)e-  kT 21 1  '\ 	 _________ 
dE (4.6) <V >T= () ) () 
f 
r 	(E— Er.)2 + ()2 
where i is a sum over all transitions. Figure 4.3 shows the variation in the 
total stellar reaction rate as a function of temperature. The experimental 
rate is shown compared with theoretical predictions [44] based on the level 
structure of 22  Mg and on Hauser-Feshbach statistical calculations with the 
code SMOKER. Also shown for comparison is the reaction rate from the 
previous direct measurement [21, 22]. Upper and lower limits are calculated 
from limiting values of the resonance parameters and resonance strengths. 
It can be seen that the discovery of lower lying states in 22  Mg has acted to 
enhance the stellar reaction rate as compared to the previous measurement. 
This enhanced rate is in reasonable agreement with theoretical predictions 
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RM 
at and above a temperature of 1.5 GK. However, the stellar reaction rate 
rapidly falls below predicted values at lower temperatures. This is because 
the theoretical calculations used predicted resonance strengths at lower CM 
energies between 0.15 and 2.00 MeV, whereas the experimental rate uses 
only the observed resonances between 1.98 and 2.87 MeV. Lower energy 
states will dominate the reaction rate at lower temperatures. 
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Figure 4.2: The stellar reaction rate as a function of temperature for each reso-
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Figure 4.3: The total stellar reaction rate as a function of temperature compared 
with theoretical predictions and the previous direct measurement. 
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4.3 Astrophysical Implications 
The experimentally determined stellar reaction rate can be used in a full 
network calculation for the rp and c processes. The impact of which upon 
the nucleosynthesis that takes place during an X-ray burst has been inves-
tigated previously by W. Bradfield-Smith [21]. This calculation was based 
on a 1-zone X-ray burst model (developed at Notre Dame), where an X-ray 
burst is modelled in 1-D with a constant accretion rate from the companion 
star. In addition, this model assumed that the envelope expansion is adia-
batic and that the ejected material falls back to the surface of the neutron 
star. 
Figure 4.4 shows the energy generation, temperature and density of an X-
ray burst from the previous calculation [21]. It can be seen that the burst 
can be characterised by four phases. The reader is referred to the aforemen-
tioned reference for full details of the results from this calculation. Only 
the significance of the 18Ne(a,p)21Na reaction will be discussed here. The 
peak phase (denoted by 2 in figure 4.4) is dominated by the triple alpha and 
breakout reactions. 18  N is processed through the second hot-CNO cycle and 
breakout via the 18Ne(0,p)21Na reaction gives rise to an increase in energy 
production. This is illustrated in figure 4.5 by the peak 2b. 
The observation of lower lying resonances in 22 Mg from this work has acted 
to increase the total stellar reaction rate. For instance, at a temperature of 
2.0 GK (typical in an X-ray burst) the stellar reaction rate is enhanced by a 
factor of r50 compared to that obtained in the previous direct measurement. 
This means that breakout via this reaction proceeds much more rapidly than 
was previously thought. The destruction of 18Ne (and the subsequent pro- 
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cessing of "Na) thus occurs more quickly and the peak in energy production 
will occur faster and within a smaller time interval. More detailed physics 
will emerge when this enhanced stellar reaction rate is included in more so-
phisticated models that take into account stellar rotation, magnetic fields 
and gas hydrodynamics. 
The enhanced stellar reaction rate obtained in this work could also be in-
cluded in a network calculation of the nucleosynthesis that is thought to 
take place in novae. One will then be able to say whether (c,p) breakout 
also occurs during novae. Due to time constraints, these are now matters 
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Figure 4.5: Phase 2 of the energy generation of an X-ray burst. Also shown are 
the abundances for the nuclei of interest [21]. 
Chapter 5 
Conclusions 
The experimental technique previously developed for the investigation of 
(alp) reactions has been optimised. A change in the detector geometry from 
that adopted in a previous experiment had the effect of increasing the de-
tection efficiency and significantly reduced the proton background. 
The nucleus, "Mg has been studied successfully at lower energy between an 
energy region of '10-11 MeV. Ten states have been identified within this 
region and have been given spin assignments. These states have been com-
pared with information that is currently known from an indirect method and 
are in good agreement. The existence of those states found in the previous 
direct measurement have also been verified. 
Resonance strengths, wy's were calculated from a knowledge of the reso-
nance parameters and the detection efficiency function, using the observed 
proton yield for each resonance. Taking a direct measurement of the energy 
profile of the '8Ne beam drastically reduced the major source of uncertainty 
on these resonance strengths. The calculated w'y's have been used to evalu-
ate the stellar reaction rate in the temperature region between 0-5 GK. This 
gel 
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stellar reaction rate shows reasonable agreement with theoretical predictions 
[44] at and above a temperature of 1.5 GK. At lower temperatures, however, 
the stellar reaction rate rapidly falls below theoretical predictions. This is 
due to the fact that the theoretical calculations used predicted resonance 
strengths at lower CM energies between 0.15 and 2.00 MeV. The agreement 
above 1.5 GK shows that the observed resonances dominate the reaction 
rate at these temperatures. 
The limit of this experimental technique is such that resonances and reso-
nance strengths can be measured down to 1.7 MeV. Indeed, small yields were 
observed at such energies, however, no reliable fits could be made because 
of the low statistics. Further work will need to be done in order to check 
the theoretical calculations below 1.5 GK. To do so using this technique, a 
more intense 18Ne beam and longer run time will be required to increase the 
yields from lower lying resonances. 
A previous 1-zone network calculation [21] showed that the '8Ne(c,p)21Na 
reaction rate is sufficient to trigger an X-ray burst. The observation of lower 
lying resonances in 22Mg in this work has acted to increase the total stellar 
reaction rate. Future work will be to include this enhanced rate into existing 
X-ray burst models. More detailed physics will emerge from more sophisti-
cated models that take into account stellar rotation, magnetic fields and gas 
hydrodynamics. In addition, including this enhanced rate into a nova model 
will shed light on whether (o,p) breakout also occurs during novae. 
Furthermore, the optimisation of this technique has shown its validity in the 
investigation of (c,p) reactions. Along with the improvements suggested in 
the next chapter, this technique can be used successfully to investigate other 
(a,p) reactions of astrophysical interest. 
Chapter 6 
Future Work 
6.1 The '8Ne(o,p)21Na Reaction 
The initial aim of this experiment was to improve upon the previous mea-
surement of the '8Ne(o,p)21Na reaction. Changing the detector geometry 
gave a higher detection efficiency and eliminated the proton background 
from the window. In addition, the use of two detector telescopes at either 
side of the beam line doubled the statistics. Furthermore, taking a direct 
measurement of the energy profile of '8Ne, as it passes through He gas, has 
greatly reduced the uncertainty in the resonance strengths. From this point 
of view, this experiment has been successful. However, there are additional 
improvements that can be made. 
Reducing the beam spot size would reduce the range of the upper and lower 
limits given by the tracking. This would then restrict the possible CM beam 
energies further. One must note that this is a problem with the accelerator 
and not the experimental setup itself. 
02 
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6.1.1 Energy Profile of the 18 N beam 
The most important improvement would be to the direct beam profile mea-
surement. This affects the range of the upper and lower limits from the 
tracking and also the efficiency calculation. Obvious improvements would 
be to take more measurements and cover a wider energy range to give a 
more complete description of the energy profile. 
Measurement of the dead layer thickness of the surface barrier detector would 
give a more accurate determination of the dead layer contribution to the 
pulse height defect. The simplest technique would be to vary the angle of 
incidence of, for example, a collimated source of c particles (e.g. 24  'Am). In 
this way the detector could be rotated over a range of angles. The difference 
between the measured pulse heights for angles of incidence of 00  and 9, cou-
pled with energy loss information, can be used to determine the thickness 
of the dead layer. 
Calibration of the detector with an a source is another source of error. An 
alternative method would be to use a time-of-flight technique which would 
allow a direct energy calibration. This technique requires the use of two 
detectors a known distance apart. One detector (which would need to be 
very thin to minimise energy loss) provides the start time signal and the 
other provides the stop time signal. The velocity (and hence energy) of the 
beam can be calculated from the time taken to traverse this fixed distance. 
A measurement would need to be taken with and without the Ni window, to 
give the energy upon entrance into the gas and the initial energy of the beam 
respectively. For a timing resolution of ins, the error in the beam entrance 
energy will be -.-4%. This technique could only be used to measure the en- 
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ergy profile of the beam if a good vacuum can be obtained. In addition, the 
pulse height spectra would yield direct information on the energy straggling 
of '8Ne through He gas, avoiding the need to assume Bohr straggling in the 
efficiency calculation. 
6.1.2 Proton Background 
Elastic proton background will still be present from H20 molecules in the 
gas. Water is a very simple molecule and it absorbs infrared (IR) and visible 
radiation. This principle is used by meteorologists to measure the atmo-
spheric water vapour content above the Earth's surface. One technique to 
measure water vapour content in gases, commonly employed in chemistry, is 
that of JR spectroscopy. The region of the infrared spectrum of interest cor-
responds to r4000500 cm' (r-2.5-15pm). Absorption of radiation in this 
region by interatomic bonds in organic molecules, result in the excitation of 
vibrational, rotational and bending modes, while the molecule itself remains 
in its electronic ground state. Chemical bonds will absorb radiation at dif-
ferent frequencies and intensities. An infrared spectrum is used to display 
this information. The frequencies at which JR radiation is absorbed can be 
related to bonds within the particular molecule. The reader is referred to 
[45] for further details on JR spectroscopy. 
Portable JR spectroscopy kits are commercially available at low cost with PC 
compatibility. One such kit could be connected to the He gas filled cham-
ber, via a suitable vacuum tight feedthrough. Once calibrated an on-line 
measurement of water vapour content in the He gas can be obtained, with 
a sensitivity of 1 in 106  ppm. 
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Despite using ultra-pure He gas, any H contamination in the gas itself could 
also contribute to the elastic background. It is, however, extremely difficult 
to remove H from gases [46]. 
6.2 	Other (a,p) Reactions of Interest 
There are other (a l p) reactions that could be measured using this technique. 
For instance the 140(c,p)17F reaction is important in determining the rate 
of formation of '8Ne (via a proton capture reaction on '7F). Acceleration of 
an 14  beam poses an experimental challenge, however, due to the chemical 
reactivity of oxygen. This reaction is planned to be measured at the TRI-
UMF facility at a later stage. 
Another (,p) reaction leading to the hot Ne-Na cycle is the '8F(c,p)21Ne re-
action. The rate of formation of '8F is determined by the rate of formation of 
'8Ne. This experiment is currently being planned at Louvain-la-Neuve [47]. 
Furthermore, the 23Na(c,p)26Mg reaction leads to the hot Mg-Al cycle. This 
reaction has been studied indirectly [48], however, no direct measurement 
has yet been made. 
There are also other key waiting points, along the path of the rp process, 
that may be important in determining the rate of flow of material to higher 
mass. These include the 34Ar(a,p)37K and 44Ti(c,p)47V reactions. The lat-
ter of which has been previously measured at ATLAS/ANL. 
It is clear that the major limiting factors in using this technique to measure 
(alp) reactions is the availability of the required beams and crucially, the 
expected intensities of such beams. 
Appendix A 
A.1 The Energy Loss of Ions in Matter 
Incident charged particles lose energy through interactions with target atoms. 
This can be described by two mechanisms: the first, electronic stopping, is 
dominant at velocities greater than the Bohr velocity 	2200km/s [49]). 
At such velocities, the bound valence electrons do not have enough time to 
change their position relative to the incident particle and the incident parti-
cle loses energy through inelastic collisions with atomic electrons. When an 
ion strikes an electron, the energy transferred to the electron is given by: 
4m, 2 cos (9) E 	 (A.1) 
M 
where E is the incident energy of the ion and 9 is the recoil angle. 
Thus, for an incident ion to lose all of its energy, it must undergo many 
thousands of collisions with atomic electrons. The energy gained in such a 
collision can excite the electron to a higher bound level, or if high enough, 
can ionise the atom. 
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An incident ion travelling through a medium slows down gradually and ef-
fectively travels in a straight line (the scattering of the ion is small but the 
electrons may be scattered to large angles). This "slowing down" can be 
characterised by an average slowing down rate or stopping power given by 
the Bethe-Bloch formula [50]: 
dE 	1 	47e4z2 
NZ 	
2mev2 	 V 2 	V 2  
dx - (47ro)2 Me V2 
Iln 	- ln(1 - -) - -] 	
(A.2) 
where v and ze are the velocity and charge of the incident ion, N and Z are 
the number density and atomic number of the target, me  is the electron rest 
mass, e is the electronic charge and I is the average ionisation/excitation 
potential of the target. 
This formula, which is derived from elastic scattering by atomic electrons 
using quantum mechanics in the Born approximation, assumes that the elec-
tron is at rest and is therefore not valid at low velocities. At velocities com-
parable to the velocity of atomic electrons, the nucleus appears to be sur-
rounded by an electron cloud. When the electron cloud from another atom 
approaches, it becomes distorted resulting in a decrease in the screening of 
the nuclear charges. When the electron clouds overlap, electrons can jump 
between the atoms. This "charge exchange" causes momentum transfer to 
the target electrons from the incident particle, thus reducing 	. The effect dx 
on the target medium is to leave a track of ionisation where the electrons are 
knocked off the atoms. Some of these electrons acquire significant energy 
lkeV) and produce their own tracks of ionisation. These are known as 
6-electrons. 
The second mechanism for which an incident charged particle can lose its 
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energy is through nuclear stopping where the projectile interacts with nuclei. 
However, this contribution is typically of the order of 1% that of electronic 
stopping. 
The average distance travelled in the medium before the incident ion stops 
is characterised by the range which can be determined as follows [25]: 
r(E) = f dE 	dE 	 (A.3) 
One is usually interested in the mean projected range. This is the average 
depth into the material that a particle, incident at 900,  penetrates. 
In reality, however, no two ions starting with the same energy will slow 
down in exactly the same way. It is a stochastic process and after passing 
through some thickness of material, a beam of identical particles will have 
an energy loss distribution. The width of this distribution is the energy loss 
straggling. Similarly it will have a distribution of final ranges (longitudinal 
and transverse), the width of this distribution is termed range straggling. 
The range straggling for ions is typically 1% of the range [25]. 
A.2 The Use of SRIM2000 for Energy Loss 
Calculations 
SRIM2000 is a set of programs which uses a full quantum mechanical treat-
ment of projectile-target collisions to calculate the stopping and range of ions 
in matter (from 100eV/u to 2GeV/u). A Monte Carlo technique is employed 
making the calculation very efficient. These algorithms average the collision 
results over allowed gaps in-between each collision. The projectile and tar- 
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get ions/atoms have screened Coulomb collisions and electron excitations 
and plasmons are created in the target through long range interactions of 
the projectile. The effective charge concept (including a velocity-dependent 
charge state and long-range electron screening) is used to describe the charge 
state of the projectile within the target. Further information detailing the 
physics of the calculation can be found in reference [51]. 
The most comprehensive program, TRIM (the Transport of Ions in Mat-
ter) calculates special stopping powers for ions traversing through He (and 
other) gas targets. The stopping powers in solid and gas targets of the same 
element differ by <10% for projectiles above 200keV/u. TRIM assumes that 
gas targets are at standard temperature and pressure (0°C, 1 atm), however, 
this can be varied. As the stopping power of ions in gases is greatly depen-
dent on the gas pressure, differences up to a factor of two may be found for 
pressures other than STP [52]. The actual simulations of '8Ne ions in a He 
gas target at 500 mbar were performed with the option "Ion Distribution 
and Quick Calculation of Damage." This option calculates damage based on 
the Kinchin-Pease method and calculates the final distribution of ions in the 
target and the final trajectory and energy of those ions that are transmitted 
through the target. 
The degree of angular straggling of 18 N ions (as a function of distance 
through the gas) was found to correspond to transverse distances less than 
the assumed radius of the beam spot. Hence the effects of this angular strag-
gling could be ignored. 
Figures A.1 and A.2 show typical output from SRIM2000 for 30.0 MeV 
18 N ions going into 51.7nm Au + 2.35km Ni + 60mm He gas at 500 mbar, 
recreating the actual experimental conditions. 
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Figure A.1: Longitudinal view showing the trajectory of '8Ne ions as a function 
of depth into the target. 
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Figure A.2: Transverse view showing the degree of angular straggling of 18 N 
ions in He gas. 
Appendix B 
B.1 	Calculation of the Efficiency Function 
Protons can be produced at any position within the volume of gas. Thus, 
the target is not fixed in relation to the telescopes. Therefore, for the pro-
ton telescopes, the efficiency is a function of CM beam energy and the state 
accessed in the residual nucleus, 21Na. 
A Monte Carlo simulation was developed to calculate the efficiency of the 
proton telescopes. The gas target was split into 60 elements, each of thick-
ness 0.1cm (corresponding to a distance along the Z-axis of 6cm from the 
entrance window). For each gas element, 105 protons were randomly created 
with a sinusoidal distribution in theta and a fiat distribution in phi - giving 
an isotropic distribution in the CM frame. A random number generator was 
used to produce a number between 0 and 1. The angles are then calculated 
from: 
0' = cos' (1 - RANDOM) 	 (B.1) 
= (7 x RANDOM) 	 (B.2) 
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For a given beam energy and Q-value, the energy (Er) and velocity vec-
tor of each proton (vp) can be transformed into the laboratory frame. In 
component form, these velocities are:- 
v(x) = v sin  cos ç5 	 (B.3) 
Vp(y) = v sin  sin 	 (B.4) 
VP (Z) = v cosO 	 (B.5) 
where v = 	This allows the position of the proton to be tracked 
M P 
from its origin. 
The detectors are made up of pixels to give a realistic representation. An 
event is registered if the velocity vector, once transformed into the frame 
of reference of the detectors, passes through pixels for both the AE and E 
detectors. 
Due to the fact that some of the pixels were inactive in the experiment, those 
protons that passed through inactive pixels were rejected. In addition, the 
"active" area of the detectors was taken into account from a knowledge of 
the distribution of proton events in the X and Y planes, taken from the 
actual experimental data. 
The beam spot was given a Gaussian distribution in the X and Y planes, 
with a diameter of 1cm. The effect of energy loss of the beam was taken into 
account using the result from the direct measurement (see section 3.1.2). 
The effect of energy straggling of the '8Ne ions, through the Au+Ni win-
dow and the helium gas, was calculated using the Bohr derivation (program 
supplied by T. Davinson). This showed that the energy straggling was pro- 
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portional to the square root of the gas target thickness (see figure B.1) and 
that the straggling of the 18 Ne beam upon exit from the window was 348 
keV. The straggling obtained from the direct measurement was 665 keV (see 
table 3.1). Thus the Bohr derivation underestimates the degree of energy 
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Figure B.1: Energy straggling as a function of distance through He gas (Bohr 
derivation). 
The efficiency is given by the number of protons striking the detectors di-
vided by the total number of protons initially created. The statistical errors 
on the efficiency are 
Due to inverse kinematics (a heavy projectile on a light target), the angu-
lar distribution of the outgoing protons will be forward peaked rather than 
isotropic. The angular distribution of proton events (in the CM frame) was 
B. 	 111 
calculated, as detailed in appendix C. Calculations were performed for pro-
tons emitted from `Mg leading to the ground state and the first 7 excited 
states in "Na. For protons leading to the ground state and the 	6th and 
7th excited states, the contribution from the 4" order Legendre polynomial 
is <20% and was thus ignored, leaving only the contributions from the 0"  
and 2 d  order polynomials. These curves can hence be described by the 
function: 
f(9') = A1 - A2 Sin   0' 	 (13.6) 
For protons leading to the 2nd  and 5th  excited states, the contribution from 
the 2nd  order polynomial is zero because the particular combinations of angu-
lar momenta for these excited states gives rise to zero Z coefficients. Hence 
the only contributions are from the 01h  and 4th  order polynomials. These 
curves can hence be described by the function: 
f(0') = B1 cos4 0' - B2 cos2 0' + B3 	 (B.7) 
Protons accessing the 3 d  and 4th  excited states in 21Na were found to have 
an isotropic angular distribution in the CM. Figure B.2 shows angular dis-
tributions for protons leading to the ground state and the 1st , 2nd, 5th, 6th 
and 7th  excited states in 21 Na. 
Fitting this data allowed the angular distribution to be taken into account 
in the efficiency calculation. The angular distribution is then described by a 
function, f(O') and a correction factor (CF) can be applied to the isotropic 
case. For each position in the gas there is a range of angles covered by the 
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detectors and the correction factor is thus: 
f02 
f(O' ) dO' 
(B.8) 
fj f(O')dO' 
The variation in these correction factors with distance through the gas can 
be seen for the ground state and 2nd  excited state in table B.I. 
Distance in gas (cm) CF (Ground state) CF (2md  excited state) 
0 2.45 1.23 
2 2.28 1.16 
4 1.90 1.09 
6 0.99 1.29 
Table B.1: Angular distribution correction factors. 
It should be pointed out that these calculations are an approximation as 
one of the summations is the angular momentum of the outgoing protons. 
It should also be pointed out that reasonable estimates for the resonance 
parameters Er and F, based on the raw data, were used (see table B.2). 
State in 21Na (MeV) Er (MeV) F (MeV) 
0.000 2.52 0.15 
0.332 2.61 0.08 
1.716 2.43 0.10 
2.829 2.55 0.10 
3.544 2.84 0.12 
3.680 2.86 0.12 
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Figure B.2: Calculated angular distributions of proton events leading to the 
ground state and 1st 2nd , 51h, 6th and 7th  excited states in 21Na. 
Appendix C 
C.1 Spin Assignments 
For '8Ne at 1.67 MeV/A, the ions undergo strong Coulomb repulsion and 
show Rutherford scattering. If they make contact with the He target nuclei 
they can react. There is a critical angular momentum, £ above which it 
is impossible for protons to be emitted since there is essentially no nuclear 
interaction. This can be calculated from a semi-classical treatment as follows 
[53]: By conservation of angular momentum: 
pb=ehp'X 	 (C.1) 
where p is the momentum of the incident ions, b is the impact parameter, £ 
is the outgoing orbital angular momentum, X is the closest distance between 
the ions and p' is their relative momentum at this distance. By conservation 
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of energy, we have the condition: 
EBR - p'2 (C.2) 
2 X 2  
The condition for contact of the nuclei is thus: 
2R2(E—EB ) 	
(C.3) 
where EB is the electrostatic potential energy when the nuclei are just in 
contact, y is the reduced mass, E is the energy in the CM system of 21Na+p 
and R = 1.20 +A) where A1 and A2 are the mass numbers of 21Na and p 
respectively. This gives a critical angular momentum of 	2 and hence for 
protons with ECM>EB, the possible values for the outgoing orbital angular 
momentum are 0, 1 and 2. 
The effective potential outside the nucleus (for r > R) is given by [54]: 
U(r)
= 
Z1 Z2 e2 	h2(+1) 	
(C.4) 
4E0R + 2R2  
where the first term is the Coulomb potential and the second term is the 
centrifugal potential. There is a probability that a proton will penetrate this 
barrier. For an £=0 transition, the effective barrier is 3.51MeV, which is the 
Coulomb barrier. For an £=1 transition, the effective barrier is 5.66MeV 
and for an f=2 transition, the effective barrier is 9.96MeV. 
All proton events have a CM energy that is much lower than the effective 
barrier for an f=2 transition (see figure C.1). Thus the transition proba-
bility for an f=2 transition is lower than for an £=0 or £=1 transition. For 
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transition probability for an £=O transition is greater than that for an 
transition. The most likely f value for all protons is £=O. 
I 	II 	 I 	I 	III 	i 1J ell 11111 	i 	 I 	II 
1.0 1.5 2,0 2.5 3.0 	3.5 	4.0 	4,5 5.0 	5.5 
CM proton energy (MeV) 
Figure C.1: Proton CM energy spectrum. 
Both the projectile and target contain 0 nuclei (spin zero). This results 
in only natural parity states being accessed in the compound nucleus 22Mg. 
For an £=O transition, the compound state has to be 0+,2+, 4+ and so on. 
For an £=1 transition, the compound state has to be 1,3, 5 and so on. 
It is assumed that parity is always conserved in strong force reactions. 
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C.2 	Calculation of the Angular Distribution 
For a single isolated resonance in the compound nucleus of total angular 
momentum, J the differential cross section leading to a definite state, I in 
the residual nucleus is given by [55, 56, 57]: 
da 	 1 12 	 A1 
d = (2i1 + 1)(2I + 1) 4[(E - E)2 + F2 
	[PICOS(o) 	[(_1)81_82 
	
T] L 	 S1,S2 
(2m 	 j1+2 	Z( 1 J J; s1 L) Z( 2 J J; 82 L) g 1811  
£ 4 £2 4 
gal siiç ga2s212 g 2821 cos 	ai 4 	22 	241) 
1] 	
(C.5) 
where £ is the relative orbital angular momentum of a and X, ii is the 
intrinsic spin of a, £2 is the relative orbital angular momentum of b and Y, 
Z 2 is the intrinsic spin of b, 10 is the total angular momentum of the target 
and I is the total angular momentum of the residual nucleus. FL cos 0 is a 
Legendre polynomial of order L. The primed quantities indicate interfering 
quantities. n is the number of pairs (u') in which the two quantum numbers 
are different. S1 and 82  are the channel spills for the incident and emitted 
particles respectively. From conservation of angular momentum: 
S1 + fl = J = 82 + £2 	 (C.6) 
where Si = il + 10 and s2 = i2 + I. 
Before the collision, the system can be described by o which specifies the 
incoming particle and the state of the target nucleus, the channel spin, Si 
and the orbital angular momentum, £. Similarly, the quantities Ce2, 82 and 
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2 describe the system after the collision. 
For both incident and emitted particles, the various possible orbital angular 
momenta must differ by integral multiples of 2. This follows from conserva-
tion of parity. The wavelength of the incoming particle, ) is given by: 
M. + Mx h 
 
M- \/2Ma EL 
where EL is the laboratory energy of the incident particle, Ma is the mass 
of the incident particle and Mx is the mass of the target nucleus. The 
quantity gasp  is related to the partial width as gj =t 	where the 
sign ambiguity indicates that there is a nuclear phase shift which can only 













where 77, is the Sommerfeld parameter, F and G are the regular and 
irregular solutions of the radial wave equation outside the nuclear surface 
(as defined in [58]). The Z coefficients describe coupling of angular momenta 
and are defined in the next section. The summation over polynomial order, 
L has the following conditions: L = even, L < 2J or L < 2 l. 
C.3 Coupling of Angular Momenta 
The composition of angular momenta is accomplished through Clebsch-
Gordan coefficients which provide a solution to coupled angular momenta 
problems [59]. However, the problem is made much more complicated when 
transforming between coupling schemes. The properties of these transforma- 
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tions have been discussed in [60]. The coefficient W(abcd; ef) is defined 
as the transformation between the coupling schemes (a + b = e; e + d = c) 
and (b + d = f; a + f = c). Algebraic tables of these Racah coefficients can 
be found in [61]. 
The coefficient Z(abcd; ef) is more appropriate for angular distributions 
and is defined as follows: 
z=if_a+c[(2a +1)(2b+1)(2c +1)(2d+1)]w(a b c d ;e f)(acoo ac fo) 
(C.9) 
where: 
(ac00acf0) = (—i) 	(2f+1) 	
(acf) (g - a)! (g - c)! (g - f)! 	
10) 
for a + c + f = even and where 2g a + c + f and 




In addition to obeying all the selection rules for the Racah coefficients, Z = 0 
unless a + c + f = even. Thus the phase factor fa+c  is always real and 
equal to ±1. 
There are special cases when either e or f is zero. When e = 0, corresponding 
to vanishing channel spin: 
Z(abcd; Of) 	 [(2a+ 1) (2c+ 1)] (ac00acf 0) 
(C.12) 
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and when f = 0, which is related to the total cross section: 
Z(abcd; eO) = 5ac6bd (l)b—e (2b+ 1) 2 	 (C.13) 
where 6 is the Kronecker delta. In the application to angular distributions 
in nuclear reactions, f = L is integral so (_1)2f  is always equal to +1. 
The equations presented here, together with algebraic tables for the W co-
efficients, allow the Z coefficients to be calculated explicitly. They have also 
been extensively tabulated in [62, 63]. 
Appendix D 
D.1 Reaction kinematics 
Kinematics for 18Ne + 4He at E_lab = 9.8 MeV 
- 4He(18Ne,IH) 
41-le elastics 
I 8Ne elastics 
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Figure D.1 shows a diagram of the reaction kinematics for 18Ne+c at a 
typical beam energy of 9.8 MeV. It can be seen that elastic scattering of 
'8Ne on 4 H has a maximum scattering angle of 13°. Thus no elastically 
scattered '8Ne ions could be detected using a rotated geometry. A AE 
detector with a thickness of 67pm would stop a 9 MeV alpha particle. A look 
at the kinematics shows that no elastic recoil alphas could punch through a 
AE detector of this thickness. The reaction kinematics clearly show that a 
/E-E telescope placed in a rotated geometry would detect less background 
than one placed at 00.  The variation in energy of the reaction protons, E 
as a function of scattering angle, 0 (for a transition to the ground state) can 
also be seen in figure D.1. Note that there is a one-to-one correspondence 
between E and 0. 
D.2 2-body kinematics 
A reaction can be represented as a two-step process as follows: 
a+X—*b+Y+Q 	 (D.1) 
where a is the projectile, X is the target, Y is the recoil nucleus, b is the 
scattered particle and Q is the Q-value of the reaction. A schematic showing 
the reaction geometry is shown in figure D.2. 
By conservation of linear momentum we have the following: 
Pa Pb COS 0+PyCOS  0 	 (D.2) 







Figure D.2: Reaction geometry for a+X—+b+Y 
Momentum, P is related to kinetic energy, E through P = 	where m 
is the mass of the particle. From conservation of energy we have: 
QEy+Eb —Ex —Ea 	 (D.4) 
Algebraic manipulation of these equations gives the following expression for 
the kinetic energy of the projectile responsible for the reaction (in the LAB 
frame): 
Ea = [2 cos 0 /2mbEb - 2 ( 2mbEb cos2 o - (i - 'Y  ) 
 (
2mbEb (i + 
Mb Ma 




Note that if the reaction goes to excited states in Y, then Q = Qo - Eex 
where Qo  is the Q-value corresponding to the ground state of Y and E x  
is the excitation energy above the ground state. It can thus be seen that 
a projectile's kinetic energy can be reconstructed from a knowledge of the 
kinetic energy and angle of the scattered particle and the Q-value. 
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a + mx) 
The excitation energy of the compound nucleus, ECN  is the sum of the 
kinetic energy of the projectile (in the CM frame of the a + X system) and 
the binding energy i.e 
/ mx \ 
ECN_Ea( m
a + mx / 
) + EB 	 (D.7) 
'  
where EB is the binding energy. For the '8Ne+a system, EB = 8.14 MeV 
and the excitation energy in "Mg is thus (Er + 8.14) MeV where Er is the 
resonance energy in MeV. 
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