Abstract. Let d ≥ 1. Consider a stable-like operator of variable order
Introduction
Consider the non-local operator
n(x, h) |h| d+α(x) dh, (1.1) where n(x, h) is bounded above and below by positive constants and 0 < inf x α(x) ≤ sup x α(x) < 2. Due to the fact that the jump kernel n(x, h)/|h| d+α(x) is comparable to that of an isotropic stable process of order α(x), with α(x) depending on x, the operator A is called a stable-like operator of variable order. Operators of the form (1.1) were already investigated, for instance, in [5, 6, 26, 2, 29] . However, many problems related to A have not been fully understood. The variable order nature of A, in contrast to constant order stable-like operators, brings us many difficulties.
In [5, 6] Bass and Kassmann proved the Harnack inequalities and regularity of harmonic functions with respect to A. There, as one part of the standing assumption, the existence of a strong Markov process associated with A was assumed. In fact, their results were proved via probabilistic method where the strong Markov property played an important role. Later, Silvestre [26] obtained Hölder regularity of harmonic functions with respect to more general non-local operators, and his approach was purely analytical.
The existence of a strong Markov process associated with A is closely related to the corresponding martingale problem (see Section 2.2 below for the definition). In the case where α(x) ≡ α is constant, the well-posedness of the martingale problem for A (possibly with lower order perturbations) was proved in [22, 1, 8, 24, 23, 13] under various assumptions; in particular, Mikulevičius and Pragarauskas [24] obtained the well-posedness by requiring the Hölder continuity of x → n(x, h). Recently, by establishing some estimate of Krylov's type, Chen and Zhang [13] extended the result of [24] to much more general (constant order) stable-like operators with possibly singular jump measures which are comparable to those of nondegenerate α-stable processes.
The martingale problem for A becomes more delicate when α(x) is allowed to change with x. For sufficiently smooth functions n(x, h) and α(x), the operator A and its martingale problem can be studied using the classical theory of pseudodifferential operators, see [18, 15, 16] . However, with coefficients that are not smooth, this approach fails to work. In the general case, the solvability of the martingale problem for A is actually not difficult to obtain by the weak convergence argument, and the reader is referred to [27, 2, 29] for some sufficient conditions for existence. In contrast, the uniqueness problem is more difficult. For one spatial dimension a condition for uniqueness was given by Bass [2] , where some perturbation method was used. With a similar idea, Tang [29] considered the more general multidimensional case and provided also a sufficient condition for uniqueness; however, the condition [29, Assumption 2.2(a)] there (see also Remark 1.2 below), which is necessary to make the approach to work, seems a bit restrictive to rule out some interesting cases.
The aim of this paper is to study the uniqueness for the martingale problem associated with A without assuming too strong regularity conditions on its coefficients. Our standing assumption on the functions n(x, h) and α(x) reads as follows. Assumption 1.1. Suppose (a) for x, h ∈ R d , n(x, h) = n(x, −h) and 0 < κ 1 ≤ n(x, h) ≤ κ 2 < ∞, where κ 1 , κ 2 are constants;
(b)´1 0 r −1 ψ(r)dr < ∞, where ψ(r) := sup h∈R d ,|x−y|≤r |n(x, h) − n(y, h)|; (c) for x ∈ R d , 0 < α ≤ α(x) ≤ α < 2, where α, α are constants; 
, where c 1, ǫ > 0 are some constants. In fact, the essential idea of [29] is to view the jump kernel n(x, h)|h|
Under Assumption 1.1, the existence for the martingale problem associated with A is guaranteed, due to [27, Theorem 2.2]. Our main result for uniqueness is the following. Theorem 1.3. Let A be as in (1.1), and suppose Assumption 1.1 holds. Then for each x ∈ R d , the martingale problem for the operator A starting from x has at most one solution.
In Theorem 1.3 our assumption on the functions n(x, h) and α(x) is very mild. As a result, the weak uniqueness for a large class of variable order stable-like processes now follows. It's also worth noting that, even in the special case that α(x) is constant, Theorem 1.3 provides some new result for uniqueness, since our assumption that x → n(x, h) is Dini continuous improves the Hölder continuity condition required in [24] .
To prove Theorem 1.3, we use the technique introduced in [7] , where the uniqueness for martingale problem was discussed in the context of elliptic diffusions. The core of this technique is to approximate the semigroup of A by a mixture of semigroups corresponding to constant coefficient operators A y given by
The method in [7] is essentially a perturbation technique which has its root in the parametrix method for the construction of fundamental solutions of parabolic equations. The same idea was later used in [21, 17 ] to obtain weak uniqueness of solutions to some degenerate SDEs. Note that the approach in [2, 29] are similar to [7] , with the difference that the perturbation is carried out on the resolvent of A.
Let us eventually point out the fact that the term "stable-like" process is now broadly used in the literature, so that in a different context it might means a process that differs from what we consider here. For other types of stable-like processes (either symmetric or non-symmetric), the reader is referred to [30, 25, 31, 9, 32, 10] .
The rest of the paper is organized as follows. After a section on preliminaries, where we collect some basic facts on stable-like Lévy processes, in Section 3 we define the parametrix and derive some estimates for it. In Sections 4 we prove a special case of Theorem 1.3, namely, under the additional assumption that α < 2α. In Section 5 we remove this constraint and prove Theorem 1.3 in its general form.
Preliminaries
2.1. Notation. Here we give a few remarks on our notation. The letter c with subscripts will denote positive finite constants whose exact value is unimportant. We write C(d, λ, ...) for a positive finite constant C that depends only on the
Martingale problem associated with
, the set of paths in R d that are right continuous with left limits, be endowed with the Skorokhod topology. Set X t (ω) = ω(t) for ω ∈ D and let D = σ(X t : 0 ≤ t < ∞) and F t := σ(X r : 0 ≤ r ≤ t). A probability measure P on (D, D) is called a solution to the martingale problem for A starting from x ∈ R d , if P(X 0 = x) = 1 and under the measure P,
2.3. Convolution inequalities. Throughout this section, let [α 1 , α 2 ] be a compact subinterval of the interval (0, 2). For β, γ ∈ R and α ∈ (0, 2), we write
and t > 0,
Proof. We only prove the second inequality, since the first one is similar and simpler. For t = 1, we havê
where c 2 = c 2 (d, α 1 ) is a constant. For a general t > 0, by a change of variables
Later on, we need to compute convolutions of kernels ̺ 0,α α and ̺ 0,α α with different indices α andα. The following inequality (2.2) provides an estimate on convolutions of this type, which is not very precise but adequate for our propose. We remark that a similar inequality to (2.2) was implicitly used in the proof of [20, Lemma 5.2] . Lemma 2.2. Under the restriction that |w| > 0 and 0 < τ < t ≤ 1, there exists
2)
Proof. We follow the proof of [20, Lemma 5.2] . Without loss of generality, assumẽ α ≤ α. Let I denote the integral from the left-hand side of (2.2). We need to consider two cases.
(i) Suppose that t 1/α ≤ |w|. Let D 1 := {η : |w − η| ≥ |w|/2} and D 2 be its complement. We now write I = I 1 + I 2 , where I 1 and I 2 denote the corresponding integrals on D 1 and D 2 , respectively. In
and therefore, due to Lemma 2.1,
. In both cases we obtain the desired estimate by Lemma 2.1. This completes the proof.
Lemma 2.3. Under the restriction that 0 < |w| ≤ 1 and 0 < τ < t ≤ 1, there
3)
Proof. Without loss of generality, assumeα ≤ α. Let I denote the integral from the left-hand side of (2.3). Note that if |w − η| ≥ 2, then |η| ≥ 1 ≥ |w| and thus
and D 2 as its complement. We now write I = I 1 + I 2 , where I 1 and I 2 denote the corresponding integrals on D 1 and D 2 , respectively. As shown in the proof of the preceding lemma, in D 1 , we have
and, due to (2.4) and Lemma 2.1,
In view of part (ii) of the proof of Lemma 2.2, we obtain the same estimate for the integral as in case (1) . The proof of the lemma is complete.
Density functions of stable-like Lévy processes.
In this section, as in the previous one, we assume that [α 1 , α 2 ] is a compact subinterval of (0, 2). Moreover, let Λ 1 , Λ 2 be some fixed constants with 0 < Λ 1 < Λ 2 < ∞.
Consider a Lévy process Z = (Z t ) t≥0 such that Z 0 = 0 a.s. and
where the function K :
In view of (2.5), we call Z a stable-like Lévy process. Note that
where
is a positive constant that depends continuously on α. 
whereψ denotes the characteristic exponent of the Lévy process with jump kernel K. By (2.8), the law of Z t has a density f
Remark 2.4. We have used the notation f (α) t to indicate its dependence on α (see (2.5)). Here α is allowed to vary between α 1 and α 2 . On the other hand, the constants α 1 , α 2 , Λ 1 , Λ 2 are assumed to be fixed.
First, we have the following estimates on f
Proof. Let S = (S t ) t≥0 be a d-dimensional subordinate Brownian motion via an independent subordinator with Laplace exponent φ(λ) = λ α/2 . Set Φ(r) = r α , r > 0. Then the characteristic exponent of S is given by Φ(|u|) = |u|
In view of (2.6) and (2.7), the Lévy measure µ of S has a density (with respect to the Lebesgue measure) given by
By (2.5), we get
Thenγ 0 > 0 is a constant depending only on d, α 1 , α 2 , Λ 1 , Λ 2 , and we havê
By (2.11) and (2.12), we can apply [19, Proposition 3.2] to find a constant c 1 =
Let a > 0 and define
Therefore, (Y t ) is also a stable-like Lévy process. Let ρ(x), x ∈ R d , be the probability density of Y 1 . By (2.14) and (2.13), we have
We now choose a such that
, and the estimate (2.10) follows from (2.15).
Following [12] , for a function ϕ on R d , we write
Remark 2.6. By [19, Proposition 3.3] and the same argument as in the proof of Lemma 2.5, we can find a constant
Since K is a symmetric function, we have,
Similarly to Lemma 2.5, the following result follows from [19, Theorem 3.4] .
The following lemma is crucial for the estimates that we will establish in the next section. To prove it we will need an inequality. Let γ > 0 be a constant. According to [12, p. 277, (2.9)], it holds that for t > 0 and x, z ∈ R d with |z| ≤ (2t 1/α )∨(|x|/2),
Proof. Our proof is adapted from that of [12, Theorem 2.4] and we will also use some ideas from [29, Proposition 4.7] . By (2.16), we get
Here we only considerα ≥ α, since the case forα < α is similar and simpler. For |h| = 0, by mean value theorem, there exists θ ∈ [0, 1] such that
It follows that
where R ≥ 1. In particular,
As a special case, we have
In the following we treat the cases t ≤ 1 and t > 1 separately.
(i) Assume 0 < t ≤ 1. Then
For I 1 , we have
For I 2 , we need to consider 2 circumstances: (a) If |x| ≤ 2t 1/α , then
(b) If 2t 1/α < |x|, we break up I 2 into three parts:
We have
For I 22 , if |x| < 2, then
Note that when |h| > 3|x|/2, we have |x ± h| > |x|/2 > t 1/α . So
We now turn to the integral I 3 . We have
(ii) Assume t > 1. In this case, note that
For I 1 , we can apply (2.21) with R = t 1/α to get 
≤ c 29 |α −α|(1 + ln t)ρ 0,0 α (t, x). Summing up the above estimates, we get
Finally, we would like to add one remark. As seen in the above proof, ifα ≥ α, the second term on the right-hand of (2.19) is actually not needed. However, for the caseα < α, this term becomes indispensable when we estimate I 2 for |x| ≥ 2.
The lemma is proved.
Some estimates
Let A be defined as in (1.1). For the remainder of this paper, we always assume that the functions n :
Instead of A, we first consider the operator A y obtained by "freezing" the coefficient of A at y ∈ R d , i.e.,
Then A y is clearly the generator of a Lévy process (Z y t ) t≥0 with the characteristic exponent
Let f y t (·) be the density function of Z y t , i.e.,
The following lemma extends an identity in [11, p. 9] , where the constant order stable-like process was considered.
Lemma 3.1. It holds that for all x, y, w ∈ R d and t > 0,
Proof. By Fubini, we havê
By a change of variables s ′ := t − s and interchanging the roles of y and x in (3.2), we obtainˆt
which, together with (3.3), implies (3.1).
Lemma 3.2. Suppose x, y ∈ R d . There exists C = C(d, α, α, κ 1 , κ 2 ) > 0 such that for all t ∈ (0, 1/2] and w ∈ R d with 0 < |w| ≤ 1,
where β and ψ are defined in the same way as in Assumption 1.1.
Proof. We denote the first and second term on the right-hand side of (3.1) by I(t, x, y, w) and J(t, x, y, w), respectively. It suffices to establish the asserted estimates for |I| and |J|. Here we only treat I(t, x, y, w), since the case for J(t, x, y, w) is similar. By the symmetry of n(x, ·) and n(y, ·), we see that
For 0 < t/2 ≤ s ≤ t ≤ 1/2, it follows from Lemma 2.8 and the definition of β that
α(y) (s, z) by (2.10), it follows from (2.2), (2.3) and (3.6) that for 0 < s ≤ t/2 ≤ 1/4 and |w| ≤ 1,
Similarly, for 0 < s ≤ t/2 ≤ 1/4, we obtain
α(y) (t, w) . (3.8) Since (3.4) and (3.5) hold, the desired estimate for |I(t, x, y, w)| follows when we integrate (3.7) and (3.8) with respect to s from 0 to t/2. The lemma is proved.
Based on the last lemma, we are now ready to prove the following. 
By (3.9), (3.10) and Lemma 3.2, we see that for y ∈ D 1 ,
If |y − x| ≤ t 1/α(y) , then
Note that t → t ln t −1 is increasing on (0, 1/e). If t is sufficiently small and t 1/α(y) < |y − x| ≤ t 1/2 , then
It follows from (3.12) and (3.13) that "
Step 2": On D 2 , we havê
The assertion now follows by (3.14) and (3.15).
In the rest of this section we establish some estimates that we will use in the proof of Theorem 1.3.
Define
The function q(t, x, y) is usually called the parametrix. Let
Similarly to (3.5), we have
(y − x; h). By Lemmas 2.7 and 2.8, we get that for t > 0 and x, y ∈ R d ,
and 20) where c = c(d, α 1 , α 2 , Λ 1 , Λ 2 ) > 0 is a constant. As we will see later, the essential ingredient to prove Theorem 1.3 is to show that sup x∈R dˆ∞ 0ˆR d e −λt |F (t, x, y)|dydt ≤ 1 2 for sufficiently large λ > 0. We will achieve this in a few steps. First, we estimate the integral´R d |F (t, x, y)|dy when t is away from 0.
Proof. We split R d as the union of y : |y − x| < t 1/α and y :
Since β and ψ are bounded by Assumption 1.1(a) and (c), it follows from (3.19), (3.20) and (3.21) that for t ∈ [δ, ∞),
Similarly, for t ∈ [δ, ∞),
Combining (3.22) and (3.23) gives the assertion.
A special case: α < 2α
In this section we will prove the statement of Theorem 1.3 under the additional condition that
where α and α are as in Assumption 1.1(c). In the next section we will show that this extra requirement is not necessary by some localization argument.
Recall that F (t, x, y) is defined in (3.17). Proof. Let ε > 0 be arbitrary. We claim that we can find a sufficiently small constant c ∈ (0, 1/2) such that
Indeed, (4.2) is easily fulfilled by Assumption 1.1(b) and (d). To see the existence of c as in (4.3), we only need to note 4) which implies that the derivative of the function in (4.3) is positive for small enough δ, say, smaller than a constant δ 0 > 0. Moreover, by (4.4), δ 0 can be chosen to be independent of x, y ∈ R d . In the rest of the proof we consider 
We now treat I δ (x), J δ (x) and H δ (x) separately. We first make two observations. First, it follows from (3.19) and (3.20) that for |y − x| ≤ 1 and 0 < t ≤ 1/2,
Second, as in (3.9), if |y − x| ≤ 1, then 9) and, similarly,ˆδ
Note that δ ≤ 1/2. It follows from (4.6), (4.9) and (4.10) that ≤ c 1 |x − y|
≤ c 13 ε. (4.13) (iii) For y ∈ D 3 and 0 < t ≤ δ ≤ 1/2, it follows from (3.19) and (3.20) that 14) where the convergence in (4.14) follows from the assumption that α < 2α. We emphasize that the above constants c 1 , · · · , c 13 depend only on d, α, α, κ 1 , κ 2 and β. It follows from (4.11), (4.13) and (4.14) that lim sup
Since ε > 0 is arbitrary, the assertion follows. Now, we can combine the estimates in Lemmas 3.4 and 4.1 to get the following. 
where the right-hand side converges to 0 as λ → ∞. Now choose λ 0 > 0 so that
Combining (4.15), (4.16) and (4.17) gives the assertion.
We are now ready to prove the following special case of Theorem 1.3.
Proposition 4.3. Let A be as in (1.1), and suppose Assumption 1.1 holds. Further, assume that (4.1) is true. Then for each x ∈ R d , the martingale problem for the operator A starting at x has at most one solution.
Proof. In view of Propositions 3.3 and 4.2, the same proof as in [7, Section 3] applies also to our case. However, for the reader's convenience, we spell out the details here.
Suppose P 1 , P 2 are two solutions to the martingale problem for A started at a point
and S
By the definition of the martingale problem, we have that for ϕ ∈ C
It follows from (4.18) and Fubini's theorem that
Let g be a C 2 function with compact support and let
where q(t, x, y) = f y t (y−x) is defined in (3.16). By (2.10), we see that
Since ∂ t q(t, x, y) = ∂ t (f y t (y − x)) = A y (q(t, ·, y)) (x) for t > 0 and x, y ∈ R d , by Fubini and integration by parts, we get After a standard approximation procedure, the above inequality holds for all
Since Θ < ∞, it follows that Θ = 0, or equivalently,
Note that (4.24) holds for all λ ≥ λ 0 . By the uniqueness of the Laplace transform and the right continuity of t → E i f (X t ), we obtain E 1 f (X t ) = E 2 f (X t ) for all t ≥ 0 and f ∈ C b (R d ). This says that the one-dimensional distributions of any two solutions to the martingale problem agree. As well-known, this already implies uniqueness for the martingale problem (see [28] for details). The proposition is proved.
Proof of Theorem 1.3
In this section we will prove Theorem 1.3. The main task is to remove the condition α < 2α that we assumed in the last section. This can be achieved by the standard localization procedure.
Due to Assumption 1.1(d), there exists a constant 0 < δ < 1 such that
Let B δ (x) := {y : |y − x| < δ} and B δ (x) := {y : |y − x| ≤ δ}. Note that (5.1) implies that for each
We first establish the local uniqueness.
Lemma 5.1. Let x ∈ R d . Suppose P x and Q x are solutions to the martingale problem for A starting from x. Define τ 1 := inf {t ≥ 0 :
Proof. Define a map T : B 2δ (x) \ B δ (x) → B δ (x) by T (y) = x + (y − x) (2δ − |y − x|) |y − x| , y ∈ B 2δ (x) \ B δ (x).
Not to be precise, T is the mirror image map from B 2δ (x) \ B δ (x) to B δ (x) with respect to the sphere surface {z : |z − x| = δ}. It is easy to see that T is Lipschitz continuous, namely, there exists constant x andQ x , we obtain (5.3). The lemma is proved.
Finally, we give the proof of our main result. Proof of Theorem 1.3. Let x ∈ R d . Suppose P x and Q x are solutions to the martingale problem for A starting from x ∈ R d . Let δ and τ 1 be as in Lemma 5.1. Define inductively τ i+1 := {t ≥ τ i : X t / ∈ B δ (X τi )}.
In view of Lemma 5.1, we can use standard argument (see, for instance, [3, Section 6.3, Theorem 3.4]) to conclude that P x (B) = Q x (B), ∀B ∈ F τn , n ∈ N.
To see P x = Q x , it remains to show that P x (τ n → ∞) = Q x (τ n → ∞) = 1. Let σ r := inf {t ≥ 0 : X t / ∈ B r (X 0 )}. Keeping in mind the symmetry property n(x, h) = n(x, −h), we can repeat the proof of [5, Proposition 3.1] to find a constant c 1 > 0 such that for all y ∈ R d and 0 < r < 1,
where P y is any solution to the martingale problem for A starting from y. In particular, we have
where ǫ > 0 is some constant not depending on y. As shown in the proof of [4, Corollary 4.4] , this implies, for some constant γ,
Using the strong Markov property, we get E P x (e −τn ) ≤ γ n → 0, as n → ∞, which imples τ n → ∞ P x -a.s. The same statement holds also for Q x . So P x = Q x . The theorem is proved.
