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Errata
Page 46, Paragraph 3.4.3, Line 10. The sentence should read as follows:
These

cell

breathing

notification

frames

promote

inter-access

point

communication using the standardised Inter Access Point Protocol (IAPP)[65]
and are transmitted over the LAN backbone.

Additional paragraph for page 103:
While this work focused primarily on effects of cell breathing at the MAC layer,
upper layers such as the application layer were not considered. Reassociation
procedures that are performed as a consequence of cell breathing could result in a
poor QoS for sessions at the application level. Future work could investigate the
effect of these re-associations for ongoing real-time sessions in terms of the QoS
perceived at the application layer.
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Abstract
The growing demand for mobile computing worldwide has led to the increasing
deployment and use of Wireless Local Area Networks (WLANs) in the last number of
years. During this time, user requirements have evolved, resulting in a more diverse mix
of services being carried over the wireless medium. In particular, delay sensitive real
time applications such as streaming multimedia and voice over IP are growing in
importance. The widely accepted IEEE 802.11b standard, however, was not designed
with sufficient Quality of Service (QoS) constraints for such applications. A new draft
of the standard named 802.1 le has been proposed that deals with QoS issues for
WLANs. The 802.1 le enhancement has been shown to provide an improved QoS for
time-bounded services. The higher priority traffic receives the highest throughput and
lower access delay at the MAC layer. However, the nature of the medium access
strategy defined for 802.11 WLANs means that during periods of congestion, large
delays are experienced at the MAC layer, causing a degradation in the QoS provided to
the active real-time sessions.
Load balancing is seen as an effective approach to deal with this problem. Some users
could be handed off to neighbouring, lightly loaded access points (APs) lessening the
load at the overloaded AP, thus improving the QoS for all sessions. The contribution of
this thesis is a load balancing procedure called cell breathing. Based on QoS
measurements in each Basic Service Set Area (BSSA), an AP will determine its loading
state. An AP in a congested state will reduce its transmit power and request neighbours
to increase theirs to ensure seamless network coverage. Adjustment of transmit powers
has the effect of changing the coverage pattern of AP's, thus allowing overloaded AP's
to shed users, resulting in a more even balance of the load in local spheres of the
network.
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Chapter 1: Introduction

Chapter 1 Introduction

Over the last decade, our use of and reliance on wireless communications has increased
radically. Mobile telephones are possessed and highly utilised by the majority of any
modem population.

GSM was the cornerstone of this wireless revolution. Since its

introduction, many other technologies have been developed, allowing for a more diverse
range of network services being provided. These include GPRS, UMTS, WTAN, and
ad-hoc networks. Today, a large amount of research effort is focused on combining
these technologies in the hope of forming heterogeneous wireless networks for
ubiquitous coverage. Of these technologies, WLAN will provide the highest bandwidth,
currently offering up to 108Mbps. With the promise of such high data rates, the concept
of nomadic computing is now being realised and WLAN is currently experiencing an
explosion in popularity as a result. However, in comparison to some other mobile
networks, WLAN is a relatively new technology and much research is still ongoing.
Issues such as security and quality of service (QoS), are just two examples of areas
where major improvements are being sought.

The research reported in this thesis focuses on the subject of radio resource management
for cellular WLAN environments. The presented work addresses the issue of load
balancing in WLAN with particular focus on QoS improvement during periods of
network congestion.

Chapter 1: Introduction

1.1

Thesis Scope

In recent years wireless local area networks (WLANs) have become increasingly
popular and today are commonly found in towns, campuses and corporate buildings.
They have begun to replace their wired equivalent and thus, are expected to support the
same applications that are being provided over the wired medium. Such network
applications include streaming multimedia, voice over IP (VoIP) and web browsing, all
of which have different requirements with regards to bandwidth, delays, jitter and packet
loss. These quality of service (QoS) parameters are not currently taken into
consideration in IEEE’s widely deployed 802.1 lb standard. To address this problem, the
802.11 task group E was formed and work is currently underway on 802.He, an
enhancement of the existing standard that takes into consideration QoS requirements.
While it has been shown that 802.1 le is more capable of supporting real time
applications than its predecessor [1,2, 3,4], this enhancement has also inherited some
of the 802.1 lb’s MAC limitations [5, 6], At very high network loads, both the
Distributed Co-Ordination Function (DCF) and its 802.1 le equivalent. Enhanced
Distributed Channel Access (EDCA), exhibit undesirable properties, which can
dramatically affect the QoS perceived by network clients.

Under heavy load conditions at any access point, three observations can be made. The
rate of collisions occurring on the wireless channel is high. This, in turn, causes a high
number of frame retransmissions, resulting in a decrease in the overall throughput, and
long, unbounded waiting times at the MAC layer. It is these delays at the MAC layer
that have a major impact on the QoS for real-time applications such as voice and live
video streaming. It is proposed in this work that an effective load balancing scheme can
bring about a more even load distribution, improving conditions at the MAC layer.

The load in a WLAN is rarely evenly divided among all access points. Most mobile
nodes may be associated with one access point while neighbouring access points could
be lightly loaded or idle. Terminals associated with the overloaded AP will experience
high rates of collision and large delays when contending for medium access. By
redistributing some of the mobile nodes to neighbouring AP's, the load on the network
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becomes more evenly distributed, allowing an increase in overall network throughput
and a decrease in MAC delay. Load balancing can be a useful means of improving the
network performance during congestion periods.
This study proposes cell breathing as the basis of a load balancing scheme for cellular
WLAN environments. Using this technique, overloaded access points adjust their
transmit power in an effort to shed users for a more evenly distributed load. Cell
breathing was performed for both 802.11b and 802.1 le networks [7, 8] and a
comparison via simulation of its performance in these scenarios is presented. An
extension to the cell breathing technique is also investigated in an attempt to add an
element of fairness and neighbour consideration to the initial algorithm. It is shown that
this extension to the load balancing scheme yields a notable difference on the initial
algorithms performance.

1.2

Thesis Outline

The outline of this thesis is as follows. Chapter 2 presents a brief overview of different
WLAN technologies. The most important of these, IEEE 802.11, is introduced and its
two modes of operation are described. Next, the entire IEEE802.11 standards family is
presented. Here, a brief summary of each specification in the 802.11 protocol suite is
outlined. Following this, a detailed report of the 802.1 lb medium access control (MAC)
functionality is presented. Finally, the work of IEEE task group E is addressed and the
details of its operation are outlined.

Chapter 3 introduces the concept of and the reasons for load balancing. Many different
approaches to this task have been proposed recently. Load balancing techniques
designed for cellular networks discussed and compared. A review of all relevant load
balancing techniques schemes is then presented. Following this, the load balancing
scheme proposed in this work is presented and details of its two associated algorithms
are outlined.

Chapter 1: Introduction
Chapter 4 details the simulation environment developed for evaluation of the proposed
load balancing technique. Service models are described and the procedures and tools
used in an attempt to accurately simulate a realistic WLAN scenario are presented.

The analysis and evaluation of the proposed technique is presented in chapter 5. First,
the performance of both the 802.11b and 802.1 le WLANs without load balancing is
demonstrated and evaluated. Next, the effectiveness of the proposed load balancing
schemes in the modelled conditions is shown for both protocols. The chapter concludes
by explaining the effects and benefits of the proposed load balancing approaches.

Chapter 6 presents the conclusions reached from this research and outlines some
suggestions for future work in the area of radio resource management for cellular
wireless local area networks.

Chapter 2: Wireless LAN -An Overview

Chapter 2 Wireless Local Area Networks An Overview

2.1

Introduction

Although the initial WLAN standard was first standardised in the 1990's, the
complexities of such an infrastructure were soon recognised. Issues such as security and
quality of service, for example, were high on an agenda of improvements. Work also
took place on physical layer issues in an effort to improve the received data rate. This
chapter outlines the basic concepts of WLAN and summarises various WLAN standards
and technologies which are in use at present. Following this, a detailed report on the
802.11 suite of standards is presented. Here, a brief summary of the different 802.11
standards that exist currently is provided. Finally, a detailed description of the most
important of these with regards to this research is presented.

2.2

WLAN Background

Since its inception, the popularity of WLAN technology has grown significantly.
Wireless hotspot connectivity is a service widely available in airports, hotels and cafes.
WLAN has also been deployed on a large scale by many universities, corporations and
government agencies. The arrival of WLAN has had massive implications; networks are
no longer considered fixed and troublesome to install or change. It is this attribute that
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has sparked the explosion in WLAN installation worldwide. We have now entered the
age of the wireless workplace; networks have become more accessible allowing its users
more flexibility. Users can move freely within the coverage area while always
maintaining network connectivity. Unlike traditional wired local area networks, WLAN
is relatively easy to install and imposes little or no constraints on workstation locations.
The absence of cables means that WLAN is also much cheaper and faster to set up than
its wired equivalent.

2.2.1 WLAN Standards and Technologies
Wireless local area networking has many different forms. Multiple standards and
technologies that provide WLAN capability exist in the market place. Such technologies
include HIPERLAN, Bluetooth, HomeRF and IEEE 802.11.

2.2.1.1

Bluetooth

Bluetooth is another standard for wireless communications. It is based on a radio system
designed for short range communications. The concept of Bluetooth was first introduced
by Ericsson in 1994 as a low power consumption system for substituting cables in the
short range area of mobile phones and their accessories [9J. A Bluetooth special interest
group (SIG) was formed and in 1999 the first Bluetooth standard was launched.
Bluetooth operates in the 2.4 GHz frequency band and provides a maximum data rate of
1Mbps. It allows small-scale wireless networks in the form of piconets whose coverage
can range from 10 to 100 metres. It is mainly designed for wireless communication
between closely connected devices so as to eliminate data transfer cables [10].

2.2.1.2

HomeRF

Home Radio Frequency (HomeRF) was launched in 1998 and produced a single
specification called the Shared Wireless Application Protocol (SWAP). This SWAP
specification defined a common interface to support wireless voice and data networking
in the home. SWAP provides the capability for multiple devices to communicate and
interoperate with one another wirelessly. It defines a MAC, which uses a combination of
features from 802.11 and DECT to support the delivery of synchronous and
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asynchronous data. SWAP 2.0 can provide a data rate of up to 10Mbps and has a range
of up to 150 feet [11].
2.2.1.3

HIPERLAN

In 1996 ETSI produced a standard for high performance Radio LAN, also known as
HEPERLAN/l. This operated in the 5GHz frequency band and provided up to 20Mbps.
Similar to the IEEE's 802.11, HIPERLAN/1 defines the PHYsical and MAC layer
operation. It has a range of approximately 50m and can only support slow moving
clients. The HIPERLAN/2 specification was completed in 2002. This version was
designed to provide high speed access to a variety of networks including UMTS, ATM
and IP-based networks. It can also be used for private WLAN systems. HIPERLAN/2
was originally based on wireless ATM and is aimed at supporting QoS guarantees for
applications such as data, video and voice. It operates in the 5GHz band and can offer
54Mbps [12]. HIPERLAN is fairly unpopular however and is not widely implemented
on many WLAN products. For this reason, this study focuses on the widely deployed
IEEE 802.11 WLAN standard.
2.2.1.4

IEEE802.il

IEEE 802.11 is a suite of standards encompassing the operation of WLAN. It operates in
the 2.4 and 5GHz frequency ranges and can provide up to 54Mpbs. While the other
existing standards mentioned above are well known, the IEEE802.11 suite have become
the most popular and widely deployed set of standards for WLANs today. As a result,
this study considers only 802.11 WLAN and will use the terms 802.11 and WLAN
interchangeably for the remainder of this thesis.

2.2.2

WLAN Operation

Two modes of operation exist for 802.11 WLAN configuration: ad-hoc mode and
infrastructure mode [13, 14].

-

Ad-hoc mode involves direct peer-to-peer communication as seen in Figure
2.1. Two wireless stations that are within radio range of one another can
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communicate directly over the wireless medium. Nodes in an ad-hoc network
can also use intermediate nodes to extend their coverage and communicate
with wireless stations that are not within their range via multi-hop
communications. Ad-hoc networks can be established and terminated
spontaneously and their topology is ever changing due to user mobility. They
can have the ability to be self-managing, adaptive and dynamic. Ad-hoc
networks therefore, are ideal for networking in hard to reach and/or
temporary locations.

B

Figure 2.1: Ad-hoc WLAN. A transmits to B in order to communicate with C. The
presence of node B enables an extension to its neighbours range for multi-hop
communications.

-

Infrastructure mode is currently the most popular implementation of WLAN.
It consists of wireless nodes or stations, which connect to the wired network
via Access Points (AP's). All communications in an infrastructure WLAN
pass through the AP and not directly with peers. Each AP can be connected
to a wired backbone known as the Distribution System (DS). In this case, the
AP acts as a bridge to the DS. The coverage area of an AP is known as a
basic service set area (BSSA). A BSSA can be standalone, like a hotspot at
an airport, for example. Figure 2.2. Alternatively, BSS areas can overlap,
resulting in cellular WLAN, Figure 2.3.
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The vast majority of WLAN products conform to the 802.11 WLAN standards family.
These are introduced in the following section.

Wired
Backbone /
/

/

I'/r:

4

-

-

7

Access
Point

Figure 2.2; A WLAN Hotspot. A standalone AP providing coverage in a particular area.
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\
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Figure 2.3: Cellular WLAN. Wireless stations can move between BSS areas,
maintaining their network connection as they do so. The cellular WLAN topology is
called an Extended Service Set (ESS).

2.3

IEEE 802.11 Standards Family

In 1990, the Institute of Electrical and Electronic Engineers (IEEE) established the
802.11 working group with the aim of creating a standard to define the future operation
of a then conceptual WLAN. The output of this group has resulted in a family of
protocols all of which specify different aspects of a WLAN operation.

In 1997, the first WLAN standard, called 802.11 was approved. It described the
specification of the Medium Access Control (MAC) and PHYsical layers for a WLAN
and could deliver up to 2Mbps. This was considered to be too slow for some
applications, especially in comparison to wired networks. As a result, further work was
carried out into expansion of the original specification.

In 1999, two extensions of the original standard were ratified. These addressed the issue
of adequate data rates inherent with 802.11 and were known as 802.1 la and 802.1 lb.
IEEE802.11a operates in the 5GHz frequency band and supports a data rate of up to
10
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54Mbps. IEEE 802.11b uses the same 2.4GHz frequency as the original standard and
provides up to 11Mbps; a data rate comparable to that of traditional Ethernet. 802.1 lb
quickly became the more popular of the two extensions and is currently the standard on
which most products are based.

In 2003, another specification, known as 802.1 Ig was approved. 802.1 Ig combines the
most attractive features of both 802.1 la and 802.1 lb. It operates in the 2.4GHz range
and can supply up to 54Mbps by adopting advanced modulation and coding techniques.
Table 2.1 gives a brief overview of the main features of these standard parts.
Since the advent of the first 802.11 WLAN standard, a family of 802.11 protocols has
emerged outlining procedures for the numerous other features of a WLAN network.
Security is a key issue and enhancements to the original security procedure are outlined
in 802.Hi. 802.1 If introduced the Inter Access Point Protocol (lAPP) in 2003 and
describes access point communication between multi-vendor systems. Work is currently
underway on 802.1 le, an enhancement that is focusing attention on QoS features. The
802. lid protocol carries out fine tuning of parameters at MAC layer to allow for global
roaming.
Standard

802.Ua

80.2nb

802.11g

Maximum Data Rate

54Mpbs

11Mbps

54Mbps

Operating Frequency

5GHz

2.4GHz

2.4GHz

Range (indoor approx)

25-75 feet

100-150 feet

100-150 feet

Incompatible with

Compatible with

Compatible with

802.1 lb and

802.1 Ig. Not with

802.1 lb. Not with

802.1 Ig

802.11a

802.11a

Compatibility

More expensive
Relatively more

Relatively

than 802.11 b but

Expensive

Inexpensive

still relatively

Cost

inexpensive
Table 2.1; Three main 802.11 standards [15]
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One of the main concerns of the 802.11 work group when devising these protocols was
to contain all WLAN functionality in the MAC and PHYsical layers. The aim of this
was to ensure that any existing LAN applications or protocols could run on 802.11
WLANs as they would over Ethernet. This is a major advantage of 802.11 WLAN
devices as they can interoperate with other IEEE 802 compliant systems without
affecting the operation of the upper layers [16],
The research carried out in this thesis focuses mainly on the 802.11b and 802.1 le
standards. The following sections explain m depth the operation of these, in particular
the MAC protocol defined in those standards.

2.3.1

802.11b

The IEEE 802.11b standard was ratified in 1999. It specifies the PHYsical and MAC
layer operation in the 2.4GHz frequency range and can provide a data rate of up to
11Mbps. It specifies two types of physical layer radio systems: the Direct Sequence
Spread Spectrum (DSSS) physical layer and the Frequency Hopping Spread Spectrum
(FHSS) physical layer.
The architecture of the 802.1 lb MAC layer is illustrated in Figure 2.4. This consists of
two medium access mechanisms: the Point Co-ordination Function (PCF) and the
Distributed Co-ordination function (DCF).

Contention Free Access

MAC
Layer

Figure 2.4: 802.11b MAC Architecture. Both contention-free and contention-based
access mechanisms are defined.
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802.11b MAC
The main function of the medium access control (MAC) layer is to control how
multiple, independent network clients access the shared wireless medium in a distributed
fashion. It is responsible for the successful delivery of data frames over the physical link
and defines its own frame format, channel access and transmission procedures. The
MAC layer also contains functionality for managing authentication and client mobility
in a WLAN environment. Authentication is addressed by the Wired Equivalent Privacy
(WEP) protocol while mobility is managed using a reassociation procedure. [13, 16]

One of the main reasons for the rising interest in WLANs is their support of client
mobility. As already stated, the MAC layer is responsible for the management of station
roaming. On arriving into a WLAN, a station associates with the AP from which it
receives the strongest radio signal. This association must take place before a station will
be permitted to communicate on the channel. Association provides a station to AP
mapping that enables effective frame routing throughout the network. Therefore, a node
can only be associated with one AP at any time. As clients move about the network, a
scanning procedure is performed which determines the received signal strength indicator
(RSSI) from each AP. Reassociation takes place when a station receives a better signal
quality from an AP other than the one it is currently associated with. Reassociation also
spawns a disassociation procedure, which terminates the existing association between
the roaming station and the old AP.
The general 802.11 MAC frame format is shown in Figure 2.5. All upper layer
information sent over the channel is encapsulated in this form. It has a 30 byte header, 4
byte frame check sequence trailer and a payload size of up to 2312 bytes. This adds up
to a maximum frame size of 2346 bytes. Different control and management frame types
are also defined in the standard; each used for the different MAC functions.
Bytes:

2

Frame
Control

2

6

6

6

Duration

Address
1

Address
2

Address
3

MAC Header

Figure 2.5: MAC frame format
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Time intervals between frames are also defined in the MAC layer. These intervals are
called Inter-Frame Spaces (ITS). 802.11b defines different IFS's for priority access to
the wireless medium.
•

Short Inter-Frame Space, SIFS
This is the smallest IFS period and is used when stations have seized the medium
and need to keep it for the duration of a frame exchange sequence. Using the
smallest IFS prevents other stations, which must sense an idle channel for a
longer period from attempting to transmit. Thus, priority is given to the current
frame exchange sequence.

•

DCF Inter-Frame Space, DIFS
This is used in DCF mode and specifies the period of time for which a node must
sense the channel to be free before it is authorised to transmit.

•

PCF Inter-Frame Space, PIFS
7’his is used by the PCF and specifies the time duration for which a station must
sense an idle channel during a contention free period before it can transmit.

These inter-frame spaces are used for the primary function of the MAC layer; the
channel access procedure. 802.11b defines two such mechanisms, which are described
in the following sections.
2.3.1.1.1 The Distributed Co-Ordination Function
The DCF access mechanism is a mandatory best effort service that was originally
designed for data services such as e-mail, web browsing and ftp. It is the fundamental
access method of the IEEE 802.11 MAC. It is a contention based access mechanism
which uses Carrier Sense Multiple Access with Collision Avoidance (CMSA/CA) to
control how multiple, independent stations can share the wireless medium. This
approach is similar to the access procedure specified in the IEEE 802.3 Ethernet
standard. Both employ a "listen before talk" technique. CSMA involves sensing the
medium to be idle before attempting to transmit. Collision avoidance is provided in the
form of a backoff procedure [13, 16].
14
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2.3.1.1.1.1 Carrier Sensing and Collision Avoidance
In DCF, a node wishing to transmit a frame must first win contention to the medium.
This procedure involves carrier sensing, executed by the CSMA mechanism. As stated
above, CSMA is a medium access mechanism that dictates how multiple stations can
share access to a single wireless channel in a distributed fashion. It employs a ‘listen
before talk’ philosophy where stations attempting to transmit must sense the carrier to be
idle for a PHY defined period, known as a DIFS (Distributed Inter-Frame Space), before
they are allowed to transmit. Both physical and virtual carrier sensing is carried out to
determine the current state of the radio channel.
Physical sensing is performed at the PHYsical layer and is called Clear Channel
Assessment (CCA). The CCA procedure listens for activity on the wireless channel to
determine if a transmission is currently taking place within range of the station.
The virtual sensing mechanism is carried out at the MAC layer. This involves the
examination of a MAC attribute called the Network Allocation Vector (NAV). Every
frame transmitted over the carrier contains information indicating the expected duration
of its transmission. Overhearing stations use the reservation duration value to update
their NAV and the channel is seen as ‘reserved’ for that specific duration. The NAV,
therefore, maintains a prediction of how long the channel will be busy. This technique
aids the collision avoidance function at the MAC layer. The NAV may be thought of as
a counter that counts down to zero at a uniform rate. When the NAV value reaches zero,
the virtual sensing determines the medium to be idle.
The channel is considered to be idle only when both physical and virtual carrier-sensing
procedures verify that the state of the medium is idle. When either function indicates a
busy medium, then the channel is considered to be busy. If a station has sensed the
channel as being idle for a DIFS period, then it is authorised to transmit on the medium.
If, however, the medium is determined to be busy, the station shall defer its transmission
attempt until the completion of the current ongoing transmission. The DCF access
mechanism is illustrated in Figure 2.6.
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DIFS

I
DIFS

◄------

Medium Busy

Contention Window
^--------------------------------------------- w

LL!

^

Backoff Window

Next Frame

Slot
Time

Defer Access

Decrement backoff as long as the medium is idle

Figure 2.6: The DCF channel access mechanism. Nodes that find the medium busy defer
their transmission attempt and start the backoff process when the medium becomes free
for a DIFS once more.
The highest probability of collision exists just after the medium has become idle
following a successful transmission. This is because multiple stations may be
contending for channel access at one time. To reduce the probability of several stations
transmitting on the channel at the same time, CSMA. is accompanied by a collision
avoidance mechanism.
As previously explained, when a station senses that the channel is busy, it defers its
transmission attempt until it becomes free. On determining that the channel has been
idle for a t\ill DIFS period, the station initiates a backoff procedure. This is also seen in
Figure 2.6. The purpose of this backoff procedure is to reduce the probability of several
stations attempting to transmit on the channel at any one time. On entering the backing
off state, a station randomly chooses a backoff period. This value represents the total
time for which the station must back off and is stored in the BackoffTimer. Carrier
sensing is performed during each backoff slot to ascertain the activity state of the
medium. If the channel is deemed idle, then the BackoffTimer is decremented by one
timeslot. However, if the medium is perceived to be busy, the backoff procedure is
suspended and recommences only when the channel is again sensed to be free for a
DIFS period. The station begins transmission on the channel when the BackoffTimer
reaches zero.

The duration of the backoff period has a direct effect on the number of collisions
occurring on the channel. The larger the range of backoff values, the lower the
16
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probability of multiple stations backing off to zero at the same time. The backoff period
duration is determined as follows:

2.1

BackoffTimer = B_NUM x SlotTime

The value of the SlotTime varies depending on the physical layer transmission system
being used. It specifies the duration, in ps, of a time slot on the channel. ^_NUM
represents an integer randomly chosen from a uniform distribution whose interval is [0,
CW\. CW is known as the contention window parameter. It can have a minimum value
of CWmin and a maximum value of CWmax. It specifies the backoff window size; i.e.
the range of values from which the backoff duration is chosen. The larger the CW
variable, the lower the probability of two or more nodes choosing the same backoff
period. The value of the CW parameter is set to CWmin for each new frame
transmission. Each time a retransmission occurs, the appropriate retry counter is
incremented and the CW value is increased. When CW has reached CWmax, it remains
at that value until the frame is successfully transmitted or until it is dropped. CW is
increased by 2^-7, where the integer power, x, depends on the current retry count and the
CWmin value specified for each PHYsical layer transmission system. Figure 2.7
illustrates this CW sizing procedure.
This backoff procedure is also performed after every successful transmission. This adds
an element of fairness to the MAC function allowing other contending stations a better
chance of gaining access to the channel. There are drawbacks to this backoff approach
however. As the number of collisions rises, the CW value increases, resulting in longer
delays at the MAC layer. This has serious consequences for real-time data that have
strict QoS requirements in terms of delays.
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255

CWmax

255

127
63
31
15
CWmin

T
Initial
Transmission

Attempt

2"^ Attempt
Figure 2.7:
Contention Window Sizing. The value of CW increases with each
transmission attempt until CWmax is reached. In this example, CWmin value = 2-1. The
CW value for the first retransmission attempt is calculated as follows: CW= 2^^^'^-l, and
so on until CWmax is reached.

2.3.1.1.1.2 Frame Transmission Sequence
Once the station has contended successfully for channel access, i.e. it has observed the
channel to be idle for an uninterrupted DIFS period or it has successfully backed off to
zero, it can start transmitting its frame.

Frames whose size is less than that of the

dot 11 RTSThreshold parameter are sent directly on the channel. On successful reception
of that frame, the receiving station generates an ACKnowledgement frame, which is sent
to the source station after a SIFS period. For frames larger than the dot 11 RTSThreshold,
transmission proceeds using a RTS/CTS exchange sequence. The source node sends a
short control frame called a Request To Send (RTS) to the intended recipient of the data.
This RTS frame signifies the source node seeking permission to transmit a frame to the
receiving station. On receiving a RTS frame a terminal will generate a Clear To Send
(CTS) and after a Short InterFrame Space (SIFS) sends it back to the source. The CTS
frame indicates transmission permission to the requesting node. Once a CTS has
successfully been received, the originating node waits for a SIFS period and sends the
18
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data frame. When the destination station correctly receives the data frame, an ACK
framie is transmitted after a SIFS. All stations that overhear the RTS or CTS will update
their NAV according to the duration information present in the frame. This frame
transmission sequence is illustrated in Figure 2.8.
Source
DIFS
◄----------- ►
Data

RTS

Destination

SIFS

SIFS

SIFS

4—►

-

ACK

CTS

Other
NAV (RTS)

Medium is busy. Defer Access

Figure 2.8: RTS/CTS frame exchange procedure.
Although this RTS/CTS procedure does add an overhead to the frame transmission
process, it has advantages. Far less bandwidth is consumed for the retransmission of a
small RTS or CTS frame than it is for a large data frame. RTS and CTS frames, because
of their small size, enable faster collision detection. This RTS/CTS procedure also
addresses the hidden terminal problem.

I'he hidden terminal problem is illustrated in Figure 2.9. Here, stations A and B are
within range of the access point but not within range of each other. A cannot hear B
transmitting on the channel and vice versa. The hidden terminal problem is so called for
this reason; A is not aware of B and B is not aware of A. When A starts to transmit a
frame to the access point, B does not have knowledge of this; its physical sensing still
finds the channel to be free. After a DIFS period, B also begins to transmit, resulting in a
collision at the access point.

The RTS/CTS frame exchange sequence minimises the incidence of the hidden terminal
problem. Before transmitting the data frame, A now transmits a RTS to the access point.
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In response, the access point returns a CTS. The CTS frame gives the source node
permission to transmit while notifying all overhearing stations not to initiate any
transmission for the time period specified in its duration field. Every station within
range of the access point hears the CTS frame and uses its duration value to update their
NAV. Station B, on hearing the CTS frame, is now aware that the access point is
involved in a communication with another node and decrements its NAV periodically
before attempting to access the channel again.

Collisions occur when at least two stations start transmitting concurrently. However,
stations in a WLAN cannot detect collisions that have occurred on the channel due to
the significant difference between transmitted and received power levels. Consequently,
ACK frames are used to notify a transmitting station that a data frame has been received.
If an ACK has not been received within the ACKTimeout period, the sender presumes
there has been a collision and initiates a retransmission process [17]. The sending
station(s) increments the appropriate retry counter and initiates a backoff procedure
before attempting to win contention to the medium for frame retransmission. Frames
smaller than the dot 11 RTSThreshold have a retry limit of 7. For larger frames, this limit
is 4. If the retry count exceeds the corresponding retry limit, the offending frame is
discarded. A collision is also assumed when a CTS frame has not been received in
response to a RTS within the CTSTimeont period.

The DCF channel access mechanism has its advantages. It promotes fairness; each
station must back off and then recontend for the channel after each frame transmission
[17]. This allows all other stations an equal chance of accessing the channel. It is this
element of fairness, however, that hinders DCF's ability to support time-bounded
applications. Data services such as ftp and web browsing, for which DCF was initially
designed, do not require service differentiation. Their primary concern is data integrity;
jitter and delay are not a key interest. Real-time services however, have strict delay
constraints that DCF cannot guarantee. The 802.1 lb MAC specification also defined the
Point Co-ordination function, a contention free channel access mechanism that was
designed for time-bounded services.
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B

Access
Point

A

Figure 2.9: The hidden terminal problem. A is transmitting to the access point. B cannot
hear A’s transmission and assumes the channel is free. This results in a collision taking
place at the access point.

2.3.1.1.2 The Point Co-Ordination Function
The PCF is an optional, centrally controlled channel access mechanism that provides
contention free access to the wireless medium. A central controller called a Point Co
ordinator (PC) that resides at the AP controls frame transmissions. Both DCF and PCF
can operate concurrently within the same BSS area. These two access mechanisms
alternate with a contention free period (CFP) followed by a contention period (CP) in
what is called a CFP Repetition Interval.

The beginning of the CFP is marked by the transmission of a beacon frame when the PC
has sensed the medium as idle for a PIFS period. The PIFS is shorter than DCF's DIFS
period giving the PCF priority access for beacon transmission. The beacon frame is a
management frame that maintains the synchronisation of local timers in stations and
delivers protocol related parameters [13,18]. Beacon frames are transmitted periodically;
they have a target transmission time in every CFP/CP cycle, thus all stations know when
the next beacon will arrive. However, PCF cannot interrupt any ongoing DCF
transmission; if the channel is busy at the target beacon transmit time, the PC must wait.
The duration of the CFP is then reduced to compensate for this delay. When the beacon
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has been transmitted, the PC waits for a SIFS period before beginning to poll stations
and transmit frames. The PC works through its polling list, giving each station the
opportunity to transmit. Frames can be piggybacked in the CFP for further efficiency.
The PC can acknowledge the reception of a data frame while polling another station at
the same time, for example. The PC can terminate the CFP at any time by transmitting a
CF-End frame at which point DCF comes back into operation. A typical sequence of
events during a CFP is illustrated in Figure 2.10. At the beginning of the CFP, all
stations set their NAY to the maximum CFP duration. This ensures that any stations not
using PCF mode will not attempt to transmit during the CFP.

PCF is not widely deployed in today’s WLAN products for a number of reasons.
Although it was designed specifically for time-bounded services, there are three main
problems that bring about poor QoS provision [6, 17, 18,19]. Unpredictable beacon
delays cause problems for PCF. As mentioned previously, the PC must wait for the
completion of any ongoing DCF transmission and sense the channel for a PIFS before
the beacon frame can be transmitted. To compensate for this, the CFP duration is
reduced. This delay in beacon transmission eats into the CFP duration and causes a
delay for the transmission of real-time frames. This can have a serious impact on the
QoS performance for time-bounded applications. The transmission time of a polled
station is also a source of problem for the PCF access mechanism. A MAC frame can be
up to 2346 bytes in length, which can result in a large difference in transmission times.
This unpredictability hinders the PC’s ability to guarantee QoS for other stations waiting
to be polled. Also, the fact that PCF is centrally controlled is a major issue. The PC polls
every station in its polling list; even those who have no information to transmit. This
results in a waste of time that could be very valuable to another station further down the
polling list.

As mentioned throughout this section, 802.11b is currently the most widely deployed
WLAN standard. However, as was outlined, it cannot guarantee QoS for real-time
multimedia applications such as voice or video streaming. DCF is a best effort access
mechanism that provides no service differentiation. All stations have equal access rights
to the medium which means that no guarantees regarding delay, bandwidth or jitter can
22
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be made. PCF, although designed for time-bounded services, has its limitations.
Unpredictable delays make it difficult for QoS guarantees to be delivered.
Consequently, the IEEE formed task group E and work is currently underway on
802.1 le, an enhancement of the existing standard that takes into consideration QoS
requirements.
PC
Beacon

Data + Poll

CF-End

Poll

Data + Poll + ACK
Data + ACK

Polled PiFS
Stations

sirs

sirs

Data + ACK

sirs

PIFS

SIFS

SIFS

NAV

Figure 2.10: Typical PCF transmission sequence

2.3.1

802.1 le

Based on the limitations of 802.1 lb’s DCF and PCF MAC functions and the rising user
demands for real-time applications over WLAN, the 802.1 le working group was
formed. The primary aim of this group is in making enhancements to the existing
standard with regard to QoS provision at the MAC layer. A new MAC procedure is
specified to support LAN applications with QoS requirements, including the transport of
voice, audio and video over WLAN. Stations and AP's that implement this new QoScentred MAC are referred to as QSTA's and QAP's respectively. As required in 802.1 lb,
QSTA's must first associate with a QAP before any transmission can take place.
Reassociation occurs also as clients move throughout the network. 802.1 le is backwards
compatible with all other standards; a station using the legacy DCF access mechanism
as defined in 802.11b can successfully transmit and receive frames in an 802.1 le
network. However, only a best effort level of service is guaranteed. The architecture of
the new 802.1 le MAC layer is illustrated in Figure 2.11.
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Figure 2.11; New MAC architecture incorporating the 802.11 e MAC Enhancements

802.1 le MAC
802.1 le specifies the hybrid co-ordination function (HCF), to support applications with
explicit QoS requirements. The HCF specifies two channel access procedures;
contention based channel access, also known as the Enhanced Distributed Channel
Access function (EDCA), and controlled channel access called the HCF Controlled
Channel Access (HCCA). The HCF uses these access mechanisms to provide stations
with prioritised access to the wireless medium while continuing to support non-802.1 le
compliant stations with best-effort transmission [20]. It introduces various new elements
to the MAC'S channel access functionality in an effort to adequately support the
transmission of real-time services over WLAN.

2.3.2.1.1 The Enhanced Distributed Channel Access Function (EDCA)
The ECDA is the contention based access mechanism defined as part of the HCF. It
performs service differentiation by means of prioritised medium access. This
differentiation is achieved by varying the following MAC parameters:
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•

the amount of time a station must sense the channel to be idle before
transmitting

•

the size of the contention window that is used for backoff

•

the time duration for which a station can transmit on the channel after
successful contention

These parameters are known as the EDCA Parameter Set and are included in beacon,
association and reassociation frames transmitted by the QAP.

Prioritised QoS is addressed in terms of delivery priority; EDCA has 8 User Priorities
(IJP's) into which frames are classed. These UP's are further allotted to one of four
Access Categories (AC's) present at each node. This UP to AC mapping can be seen in
Table 2.2.
AC's are seen as virtual stations, each with its own transmission queue and priority
parameters. They contend for access to the wireless medium independently and in
parallel [21]. This is illustrated in Figure 2.12. Differentiated channel access is realised
by varying the size of the contention window and the time spent sensing the channel for
each AC. Similar to the legacy DCF access mechanism, 802.1 le stations that wish to
transmit over the channel must first sense the medium as being idle.

While DCF

requires an idle channel for a DIFS period, the HCF defines an Arbitrary Inter-Frame
Space (AIFS). The value of the AIFS varies for each AC; higher priority AC's have the
smallest AIFS while lower priority AC's have larger AIFS values. The means that higher
priority AC's have a higher chance of winning contention to the channel ahead of
competing lower priority AC's.
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Priority

User Priority

Lowest

y
Highest

Access Categoiy

Traffic Type

1

Access Categoi'y
Index (ACI)
1

AC BK

Background

2

1

AC_BK

Background

0

0

AC_BE

Best Effort

3

0

AC_BE

Best Effort

4

2

AC_VI

Video

5

2

AC_V1

Video

6

3

AC_VO

Voice

7

3

AC_VO

Voice

Table 2.2; User Priority to Access Category mapping.
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Figure 2.12: 802.1 le AC's. AC's have their own queues and contend for channel access
independent of each other. Each AC is considered an enhanced DCF entity.
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Similar to legacy DCF, backoff is initiated during the contention process if the medium
has become idle following a successful transmission. The backoff window size starts at
CWmin and is doubled for each retransmission of the frame until the maximum window
size, CWmax, is reached. In EDCA, the size of this backoff window varies for each AC.
Higher priority AC’s have smaller CWmin and CWmax values for selecting the backoff
duration. Thus, higher priority traffic backs off for shorter periods resulting in faster
access to the channel. Figure 2.13 illustrates EDCA timing for AC’s x, y and z, where x >
y > z. Based on the EDCA system described above, AIFS[x] < AIFS [y] < AlFS[z],
CWmin[x] < CWmin[y] < CWmin[z] and CWmax[x] < CWmax[y] < CWmax[z]. In the
diagram, AC[x] represents the highest priority AC and therefore has the shortest AIFS,
and the smallest backoff window. It is these parameters that help ensure AC[x] gets
access to the medium ahead of lower priority AC's and z [21].

The nature of the EDCA access mechanism means that it is possible for two AC's within
one station to win contention to the medium at the same time. This results in a collision
within the MAC layer itself and is known as an internal collision. In the case of an
internal collision, transmission authority is handed to the higher priority AC while the
losing AC, without updating its retry counters, behaves as if there were an external
collision on the wireless medium [20].

One important feature of the HCF is the concept of transmission opportunities (TXOP).
A TXOP is a period of time when a station has the right to initiate frame exchange
sequences on the channel. TXOP's are defined by a start time and duration
{TXOPLimity, a station is not permitted to transmit a frame whose transmission time
exceeds the time remaining in the TXOP. The duration of a TXOP is another MAC
parameter whose value varies for each AC in EDCA. Higher priorities have the larger
TXOP duration times; this means they are allotted more transmission time on the
channel than lower priority AC's.
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Figure 2.13: EDCA timing. Each AC acts as an independent MAC function and has its
own AIFS and CWmin values. Higher priority AC's have small AIFS, CWmin and
CWmax values enabling them to access the channel more quickly than competing AC's
of lower priority.
As previously mentioned, an EDCA Parameter Set is announced in all beacon,
association and reassociation response frames sent by the AP. This ECDA parameter set
specifies the AIFS, CWmin, CWmax and TXOPLimit values for each AC type and can be
seen in Figure 2.14. An AP does have the authority to change these parameter values,
though it is advised that this should not be carried out often. AP's are not forced to use
the same parameter values as advertised to their associated stations; they can use
different AIFS, CWmin, CWmax and TXOPLimit values to ensure they have priority
access over all stations which they are serving.

2.3.2.1.2 HCF Controlled Channel Aecess (HCCA)
The HCCA is the contention free access mechanism defined as part of the HCF. It
performs service parameterisation by means of TXOP reservation. The Hybrid Co
ordinator (HC), residing on the AP, can allocate TXOP's to itself and to other stations to
provide contention free transfer of data. Stations, based on their requirements, request
the HC for TXOP's for both their own transmission and for transmissions from the HC
to themselves. The HC can either accept or reject each request based on the outcome of
an admission control policy. For accepted requests, the HC allocates TXOP's and polls
the recipient station when it is scheduled to transmit [20]. The HCCA is highly flexible
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in comparison to PCF; the HC can poll stations even during a contention period if it is
scheduled to do so.

This research considers only the contention based aspect of the 802.1 le MAC
enhancements and thus, the HCCA is not considered in this thesis.

Element
ID

Length

QoS Info

AC BE
Parameters
Record

AC BK
Parameters
Record

AC VI
Parameters
Record

AC VO
Parameters
Record

Figure 2.14 a; The EDCA Parameter Set Information Element included in beacon and
(re)association frames. It contains the parameter record for each AC type defined.

AIFS

CWmin/
CWmax

TXOP Limit

Figure 2.14 b: The Parameter Record field format for each AC within the EDCA
Parameter Set IE. It specified the AIFS, CWmin, CWmax, and TXOPLimit values.

2.4 Conclusion
This chapter has outlined the basic architectures of WLAN. The IEEE 802.11 family of
WLAN standards was also introduced. The MAC operation specified in 802.11b was
described in detail and its shortcomings in terms of QoS outlined. The 802.1 le MAC
enhancements were explained with particular attention to the elements of the standard
relevant to this study. The next chapter introduces the concept of load balancing, in
particular for WLAN, and how it can effectively be used to improve the QoS support for
real-time applications.
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Chapter 3 Load Balancing Techniques - An
Overview

3.1

Introduction

The load in any network is rarely evenly divided among all serving areas. Most active
mobile nodes may be concentrated in one cell while neighbouring service coverage
areas could be lightly loaded or idle. Load balancing attempts to redistribute stations
among a number of cells in one section of the network, thereby alleviating congestion in
an overloaded area. With regard to a WLAN environment, the load is shared among a
number of neighbouring access points resulting in an improvement in the overall QoS
experienced by users.
This chapter introduces the concept of load balancing and gives a detailed synopsis of
related work being carried out in this area, encompassing WLAN and cellular wireless
network environments in particular. Following this, an explicit statement of the
contribution of this study is provided as a detailed account of the proposed load
balancing technique is presented.

3.2

Load Balancing in Cellular Networks

In cellular mobile systems, radio channels are a scarce resource. As a result, it is
necessary for these channels to be reused throughout the network to provide sufficient
capacity to support user traffic demand. Fixed channel assignment was initially used to
allocate resources in mobile networks. Using this technique, a set of channels is
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permanently assigned to each cell so as to limit the effect of co-channel interference. It
was soon realised however, that this fixed assignment prevented the network from
coping with dynamically imbalanced traffic patterns. Load balancing schemes can be
applied to utilise the available spectrum more efficiently to improve overall system
performance in terms of call blocking and handoff dropping [22]. As a result, many
techniques to manage load imbalances in an effort to sustain adequate quality have been
proposed. From a review of existing algorithms, it has been observed that there exist two
common strategies tackling the issue of non-uniform traffic patterns in cellular
networks:
1. Base stations attain additional resources to cope with incoming call requests
2. Incoming calls are diverted to a lightly loaded neighbouring cell.
Load balancing schemes can also been classified as direct and indirect as identified by
Tonguz and Yanmaz in [23]. Direct techniques are those where only new call requests
participate in load balancing; procedures are considered indirect where all users,
including those on a call are involved in the load balancing process.
The following section presents an overview of proposed schemes whose aim is to
balance load and improve the resource utilisation in cellular mobile networks.

3.2.1

Resource Sharing Schemes

Many papers in the literature suggest alternative schemes to fixed channel assignment.
Based on these studies, it can be concluded that the problems associated with FCA can
be alleviated using adaptive channel assignment, channel borrowing, dynamic channel
assignment or hybrid channel assignment.
In [24], an adaptive assignment scheme is suggested. Here the frequency assignment
plan is periodically updated to cope with future radio resource requirements. Future
resource demands are predicted using neural networks in one hour intervals. Based on
this prediction, genetic algorithms (GA's) decide on an optimum frequency assignment
plan for the next hour. The GA determines the best assignment of channels while also
attempting to avoid unnecessary frequency changes.
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A load balancing scheme using directed retry is proposed in [25]. Directed retry is a
variation of fixed channel assignment that attempts to increase channel utilisation and
reduce the call blocking probability. It is based on the premise that there is a
considerable coverage overlap between neighbouring cells. On receipt of a new call
request in a scenario where the BS has no free channels, the requesting mobile is asked
to check the signal strength received from neighbouring BS's. If a channel of adequate
quality is found, the call is redirected to the chosen cell. This directed retry scheme
increases the number of potential channels, thereby increasing channel utilisation and
decreasing call blocking.
An improvement on this scheme is presented in [26]. Here, the authors reveal that a
major disadvantage of the directed retry scheme is that it treats subscribers differently
depending on whether or not they can hear more than one transmitter. It is this drawback
which motivates the presented load sharing algorithm. On receipt of a new call request,
the base station (BS) verifies the number of channels already occupied by voice
sessions. Should this number exceed a threshold, n, the BS asks all users in the cell to
check the quality of channels in the neighbouring cells. An exhaustive search aims to
find free channels at the cited neighbouring cells and an attempt to handoff as many
users as possible is made. However, the new cell will not accept the overflow traffic if
its number of occupied channels exceeds a threshold, /, smaller than n. This mitigates
the ping pong effect and ensures that the addition of a new call in the neighbouring cell
does not cause the load sharing algorithm to be executed there. Load sharing is shown to
improve the call blocking probability when compared to fixed channel assignment and
directed retry.

Channel borrowing involves the lending of channels to overloaded cells in an attempt to
improve network performance and user satisfaction. Schemes that employ channel
borrowing can be classified into two categories: static and simple.
Static channel borrowing was proposed in [27]. In this technique, free channels in
lightly loaded cells are relocated to heavily congested cells. All channel allocations must
obey the frequency reuse rules and only channels from cells whose distance, d, is greater
than or equal to the minimum reuse distance are accepted. These borrowed channels are
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not returned to the originating cell but periodically a complete reshuffle of all channel
allocations can be carried out based on changing traffic densities.
A simple borrowing strategy is described in [28]. A channel set is assigned to each cell,
taking frequency reuse constraints into account. In the event of a new call request to a
base station with no free channels, a free channel is borrowed from a neighbouring cell
to support the call. Channel locking is also enforced. This locking procedure prohibits
the use of the borrowed channel by co-channel cells and cells within the reuse distance
in an effort to minimise co-channel interference.
The authors in [29] note the problems associated with the channel locking procedure
used in many charmel borrowing algorithms. Locking limits the number of channels that
can be used in local cells or borrowed by congested cells, resulting in inefficient use of
radio resources. Consequently, channel borrowing without locking (CBWL) is
suggested. Here, borrowed channels are used with reduced transmitted power, reducing
the co-channel interference. This eliminates the need for channel locking because the
borrowed channel can still be used in co-channel cells, allowing more flexibility during
congestion periods. Results show that CBWL can provide significant performance
improvements over FCA particularly in hotspot scenarios.
Load balancing with selective borrowing (LBSB) is proposed in [30]. This is a
centralised scheme where the MSC runs the load balancing algorithm periodically or on
demand. In this study, cells are classed as either hot or cold. This classification is
determined by the ratio of available channel to the total number of channels assigned to
a cell.

The algorithm itself consists of two parts; resource migration and resource

allocation. The resource migration stage manages the channel borrowing procedure.
Cold cells can lend channels only, while hot cells are permitted to borrow channels.
Those cells with the highest degree of coldness and towards which a number of hot cell
users are departing have the highest probability of becoming lender cells. The resource
allocation phase executes the channel assignment strategy. Local or borrowed channels
are assigned to handoff or new calls and base stations reallocate calls using borrowed
channels to local ones which have become free.
The authors in [31] introduce a structured channel borrowing scheme. Here, a hotspot is
seen as a number of hexagonal rings. A hierarchical channel borrowing procedure is
enforced where a hot cell in ring z can only borrow channels from adjacent cells in ring
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i+1. In this process, an adjacent cell in ring /+/ makes available its local channels for
lending and then borrows channels from neighbours in ring i+2 in an effort to return to a
cold state.

Dynamic channel assignment (DCA) is seen as an alternative to the fixed assignment
scenario. As already mentioned, FCA do not achieve high channel efficiency and cannot
adapt to changing traffic patterns. In DCA, there is no fixed assignment of channels in
each cell. All channels are kept in a central pool and are assigned to cells as new call
requests arrive. When a call is completed, the chaimel is released and returned to the
central pool. The main difference between proposed DCA schemes is the way in which
channels are selected. In most schemes, a cost of using each channel is calculated and
the one with the least cost is assigned to the requesting cell [32].
A Locally Optimised Dynamic Assignment strategy (LODA) is proposed in [33]. The
cost of using each candidate in the channel pool is based on the future call blocking
probability value should the candidate in question be chosen. The channel with the
minimum cost is selected. This strategy is locally optimised because any channel can be
reused in the closest possible range.
In [34], a first available DCA strategy is proposed. Here, the first channel in the pool
that obeys the frequency reuse constraints is chosen. This is the simplest DCA scheme
and shows a 20% improvement over FCA.
A self-organised dynamic channel assignment scheme is outlined in [35]. Each channel
has a channel selectability probability which represents the successful transmission
probability of that channel. Every cell keeps a record of this probability for each
channel. On receipt of a new call request, a BS chooses the channel with the largest
selectability probability. If this channel is determined to be idle, the call proceeds and its
probability is increased. If the channel is deemed busy, its probability is decreased and
the next most attractive ehannel is tested. If all ehannels are busy the call is dropped.
Channel segregation is adaptive to changes in the network environment and shows a
significant reduction in call blocking when compared to FCA and centralised DCA
schemes.
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FCA is a good assignment strategy for lightly and uniformly loaded networks. DCA, on
the other hand, works well for low or medium non-uniform traffic loads. Hybrid channel
assignment attempts to combine the advantages of both these schemes to improve the
channel utilisation of cellular networks.
A hybrid channel assignment approach is proposed by the authors in [36]. This hybrid
scheme employs both fixed and dynamic channel assignment procedures. The total
number of channels is divided into two sets; one for FCA and the other for DCA. Each
cell is assigned fixed local channels from the FCA set using the standard frequency
reuse rules. The second set contains a pool of free channels that can be used by any cell
in the system using the dynamic channel assignment scheme. The use of DCA in this
hybrid assignment technique improves the flexibility of FCA schemes and allows the
network to respond to spatial shifts in offered traffic. This is the major advantage of
hybrid channel assignment from the point of view of load balancing.

Ensuring efficient bandwidth utilisation is the primary concern of the authors in [37].
Decisions on load balancing are taken on a cell-oriented basis using bandwidth
migration. When a cell reaches a peak status, the load balancing procedure is initiated.
The overloaded cell requests bandwidth reallocation from the mobile switching centre
(MSC). The MSC computes the available bandwidth for each cell in that cluster. Its aim
is to minimise the maximum available bandwidth in each cell to approach perfect load
balancing. Basic bandwidth units of 512kps are borrowed from the cells(s) with the most
available bandwidth where the migration rules are obeyed. Results show a high
utilisation of bandwidth and throughput in conjunction with low call blocking and
dropping rates.
The authors in [38] propose a scheme to improve global resource utilisation and reduce
regional congestion in cellular networks. Mobile stations perform specific cell site
selection and load aware handoff using predictions of the expected throughput in each
candidate cell. Each BS broadcasts the number of active mobiles associated with it and
based on this information, mobile hosts determine which cell can provide it with the best
throughput. Handoff occurs when mobiles discover that better throughput can be
obtained elsewhere. The BS periodically reports its current load to a central controller
who manages scheduling. This central controller uses the loading reports to gain an
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overall insight into global balance of the network load. Based on this information, the
scheduler can perfonn MAC layer based cell breathing. In a congested cell, the
boundary mobiles are allocated less time slots causing a decrease in their received
throughput. This prompts these mobile hosts to initiate the load aware handoff which
may result in them switching to a less loaded neighbouring cell. As a result, the
coverage area of the congested cell is reduced and the load more evenly balanced.
In [39] load balancing is a by-product of centralised scheduling in CDMA networks.
Here, the authors suggest that there should be co-operation between BS's to avoid
interference and share load. The scheduler collects information from each BS about the
quality of the channel and from this decides which BS's transmit at any one time and
also who they transmit to.

3.2.2

Assisted Load Balancing Schemes

Several load balancing techniques have been suggested for integrated, next generation
networks also. The goal of these algorithms is to successfully balance the global
network load between a number of different networking technologies. Call admission
control strategies for these heterogeneous wireless networks, therefore, can be also
considered as load balancing techniques. Schemes that use overlay networks to help
achieve load balancing in another network are also proposed in the literature. The
following section gives a brief overview of such approaches.

The concept of Mobile Assisted Connection Admission (MACA) is presented in [40].
Here, the authors avoid the channel locking problems associated with channel borrowing
by using an ad-hoc overlay network. New call requests received in a hot cell can be
relayed through an ad-hoc agent to a nearby cold cell. Mobile devices can nominate
themselves as potential agents with their base station where an agent table is recorded.
When a new call is requested in a hot cell MACA operation is initiated. The hot BS
decides which neighbouring BS the call should be diverted to and once an appropriate
agent has been chosen, communication can begin. Intra-cell handoff is frequently used
in the MACA process. If a user does not receive adequate signal quality from a relay
agent, the hot BS can force another user to switch to MACA operation, freeing the local
36

Chapter 3: Load Balancing Techniques - An Overview
channel for the new call. Both in-band and out-of-band MAC A show a marked
improvement in the call blocking probability when compared to fixed channel
assignment.
A similar scheme is suggested in [41]. Integrated Cellular and Ad-hoc Relay (iCAR)
integrates the operation of ad-hoc and cellular networks with the goal of balancing
traffic load efficiently and sharing chaimels between congested and non-congested cells.
In this study, a number of Ad-hoc Relay Stations (ARS) are strategically placed
throughout the cellular network. These ARS's are wireless controller devices that are
used to divert traffic from congested cells to others that are more lightly loaded. Primary
relaying is defined where a mobile host (MH) is indirectly connected to a BS through an
ARS. Secondary relaying denotes a situation where one MH gives up its local channel
and continues its eommunication via relaying in an attempt to give another MH a direct
connection with the BS. It is also possible using iCAR for two MH's in the same cell to
communicate through ARS's without the involvement of the BS. Cascaded relaying is
also defined where a number of primary or secondary relaying routes must be
established or altered to allow a new call in the network. The results presented
demonstrate that iCAR can support a number of additional calls resulting in a low call
blocking probability. In this study, the authors assume an infinite number of ISM-band
relay channels, when in reality, this is not the case. The authors in [42] analyse the load
balancing and sharing performance of iCAR with a limited number of relay channels. It
is found that the performance of the iCAR system is strongly dependant on the number
of available relay channels. A simple channel assignment scheme to avoid relay channel
interference and henee improve the load balancing capability of iCAR is proposed.
Results show that this technique ean improve iCAR performance by up to 90%.
A policy based aceess control scheme is proposed in [43]. Here, a call admission control
(CAC) algorithm is used to balance the load between available access networks in a
heterogeneous network environment. Capacity surfaces are used to decide the
assignment of the most optimal network on a call by call basis. The policy access
management system utilises the network capacity information from the capacity surfaces
to allocate the network that has the highest probability of providing the best QoS for
each session.
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In [44], an admission control strategy for a tightly coupled UMTS/WLAN network is
presented. The study investigates the concept of forced inter-system handover of low
priority voice calls to the WLAN in an attempt to create capacity in UMTS for higher
priority real-time traffic. High priority real-time traffic, for example a video service, gets
preferential assignment to the UMTS network while services such as FTP which have
no delay requirement but high throughput demands, are supported by the WLAN. This
has the effect of balancing the network load between both access technologies, ensuring
that adequate QoS can be supported.
The authors in [45] present an approach for radio access network assignment, whose
goal is to enable spectrum efficient and high quality wireless IP connectivity in a
heterogeneous network environment to deliver in-vehicle services. Both GPRS and
UMTS network technologies are considered and schemes for controlling and
distributing the network traffic are proposed. A cost is assigned to each service that the
network can provide, taking into account system load and system resource availability.
This allows the mobile terminal to select the most efficient network. By ensuring that
the mobile hosts are supported by the best available access network, the spectrum
efficiency of the whole system is increased. Results show a 15% improvement in the
percentage of satisfied users when compared to the case of no traffic distribution.

3.3

Load Balancing in WLAN

In any real-life wireless network, users are rarely, if ever, evenly distributed throughout
the entire coverage area. Rather, we often find that there are clusters of high user density
while other areas of the network are very sparsely populated [46, 47]. WLANs in
particular, often suffer from large imbalances in the load carried by each access point
since stations always choose to associate with the AP that provides the best signal
strength. The design of the DCF and EDCA MAC functions means that terminals
associated with an overloaded AP will experience high rates of collision and large
delays when contending for medium access. By redistributing some of the mobile nodes
to neighbouring AP's, the load on the network becomes more evenly distributed,
allowing an increase in overall network throughput and a decrease in MAC delay. Load
balancing can be a useful means of improving the network performance during
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congestion periods. Consequently, the area of eongestion relief and load balancing for
WLAN is an attractive and important research issue.

The authors in [47] show that load balancing schemes based solely on the number of
stations associated with each AP do not perform well. It is suggested that more complex
measures should be considered when attempting to share the load. In [48], two
alternative load balancing selection metrics are introduced; gross load and packet loss.
The gross load metric is based on the average number of packet transmissions within a
cell. The packet loss metric estimates the packet loss performance in a cell and gives an
indication of the QoS being provided. Results presented show that the use of these load
metrics allows for superior load balancing approaches.
In [46], the authors propose a mobile node initiated congestion relief system for
WLAN. When the received throughput drops below the application-defined threshold,
nodes begin a flow switching procedure. Flow switching involves the node requesting
permission to communicate with a neighbouring aecess point over a multi-hop route
using ad-hoc network techniques. This action prompts an ease in eongestion at the local
AP, allowing a better QoS for the applications it is still supporting. This scheme does
allow a more even distribution of traffic in the network, however there are noticeable
drawbacks. While the authors do eonsider user mobility, it is assumed that nodes have
stopped moving while involved in a communications flow. Allowing mobile nodes to
move while also transmitting would have a serious effect on the topology and hence the
routing efficiency of the ad-hoc path to the neighbouring AP. A seeond drawback to the
proposed approaeh is the possibility of major congestion of the intermediate nodes on
the ad-hoe route.
In [49], an agent-based load balancing scheme is proposed. Here, agents running on
each AP share their loading state information. Aecess points can be under-loaded,
balanced or over-loaded where load calculations are based on throughput measurements.
An overloaded AP uses a best candidate policy in choosing the node to disassociate. The
selected node searches and reassociates with another AP. However, only under-loaded
AP's are permitted to support roaming stations. This is one drawback of the system. As
the results show, large delay is experienced in the handover process; the reassociating
node may not be aceepted at every AP. This means that a node may have to try several
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AP's before an under-loaded one is found. This delay can have disastrous implications
for delay intolerant real-time applications.
Another agent-based load balancing technique is proposed in [50]. Here, access points
use 4-sector semi-smart antennas for more flexible radio coverage. When AP's traffic
load exceeds a predefined threshold, they attempt to reduce their traffic load by
adjusting the coverage pattern in one or more of its sectors. Help from neighbouring
access points is also requested to maintain complete coverage. The cost of each
coverage adjustment solution is calculated and the configuration that causes the least
disturbance to all AP's is chosen. While this work proposes an effective load balancing
process, there are some limitations. Access points will need to be aware of the location
of each node it is supporting before deciding which of the four sectors should adjust
their coverage pattern. Managing and keeping track of node location within a BSS can
add significant overhead to AP tasks. Also, detailed information about an AP's coverage
pattern and physical environment must be supplied prior to installation. This means that
detailed research must be carried out in relation to the different coverage patterns for
each AP prior to network installation. Also, directional antennas are considered to be
ineffective in an indoor environment, making this technique obsolete for indoor WLANs
[68].

In [51], the authors describe a load balancing procedure for overlapping WLAN cells. A
cell manager component located on each AP monitors the BSS load. The load metric
used here is the throughput per AP. When the load exceeds a specified threshold, the
cell manager broadcasts an AP list request to its supported nodes. In reply, the mobile
nodes list their visible AP's and corresponding signal strengths. Based on this
information, the cell manager selects a candidate node(s) to move to another cell. The
cell manager ensures the new AP can support the association of the candidate before
issuing a move request to the selected mobile node. The receipt of a move request
however, does not force the mobile node to handover to the suggested BSS area. The
final decision to move rests with the mobile node itself. This can have serious
consequences from the perspective of load balancing. If the candidate node decides not
to move, the load on the network will remain unbalanced and hence the performance in
the effected cell remains in an undesirable state. Also, this is a proprietary solution that
cannot be easily implemented in 802.11 networks.
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The authors in [52, 53] suggest a load balancing solution based on a metric considering
the number of active associations per AP and the mean RSSI values of nodes associated
with each access point. Nodes scan the network and based on information gained from
probe response frames, the best AP to be associated with is determined. The optimality
of associating with each AP is calculated by considering the difference between the
average RSSI received by all mobile stations already associated with the AP and the
RSSI received by the requesting terminal and the number of stations associated with the
AP. While these methods effectively achieve an even distribution of stations between
AP’s, they fail to consider a scenario where the load at each AP is highly unbalanced.
Having an even distribution of mobile nodes in a network does not imply an even
distribution of network load, particularly when the network supports a wide variety of
services with varying bandwidth requirements; each station can generate a variable
amount of traffic. The proposed technique is not suitable for supporting the emerging
user requirements of low delay and high bandwidth in WLANs.
A load sharing algorithm with the intention of energy efficiency is reported in [54]. This
algorithm is based on the estimation of the average number of collisions per packet for
each station. In an attempt to reduce the number of retransmissions and hence conserve
energy at a station, load sharing is introduced. Nodes will attempt to reassociate with a
neighbouring access point that has fewer associated nodes as these will have the lowest
rate of collisions, ensuring that a minimum amount of energy is consumed for frame
retransmissions. Again, associating with an AP based on the number of mobile terminals
it is currently supporting is far from ideal. The lowest number of associations does not
necessarily imply the lowest rate of collisions; all mobile hosts associated with the
chosen AP could be involved in bandwidth intensive communication, resulting in
congestion on the wireless channel.
Algorithms for adaptive load balancing are presented in [55]. Here, a station issues a
service level specification outlining the minimum and maximum bandwidth it expects to
receive. A station reassociates with the neighbouring AP that can provide it with the best
possible level of service. This ensures that stations will only associate themselves with
AP's that are lightly loaded ensuring a more balanced load in that local sector of the
network. To share the load over the entire network, a procedure known as networkdirected roaming is employed. When the network cannot find a local AP that can satisfy
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a mobile terminals service bandwidth requirements, the network suggests an alternative
location in the network where the request can be satisfied. This allows the network to
perform load balancing globally across all AP’s; however, it relies on the users'
willingness to physically move to another location. This requires the network to have
knowledge of its surrounding environment and as such is difficult to implement in
reality.
In [56], a scheme in which access points aim to fairly distribute bandwidth among all
users is proposed. Here, mobile terminals will choose to associate with the AP that can
best provide its bandwidth request. A network operation centre (NOC), positioned in
the network runs the fairness and load balancing algorithm to determine the user-AP
association decisions. This algorithm is run offline and is not performed dynamically as
users join the network. For this an intermediate online algorithm is used. This is one
major disadvantage of this scheme.
A Radio Resource Broker (RRB) architecture is described in [57]. The goal of the RRB
scheme is to perform radio resource management co-ordination across multiple WLAN
domains. The RRB collects network statistics from each access point using SNMP and
uses this information in its integer programming formulation of the optimal resource
allocation. Once the optimal resource usage for each domain has been calculated, the
RRB then initiates the radio resource redistribution procedure. WLAN domains
experiencing severe interference are allocated more resources in the form of additional
channels or increased transmit power. The opposite is true for domains experiencing
little interference from others. The RRB can also order inter-domain handover to take
place. Results show that load balancing eases congestion quickly and is highly effective
in the short term. Channel reallocation causes large control traffic overhead; when an
AP changes the channel on which it operates, all its associated nodes are forced to scan
all channels and reassociate with the original AP. This problem causes major
interruption to any communication sessions that the AP may have been supporting.
In [58], the integration of ad-hoc networking and WLAN is proposed. Its aim is to
eliminate the involvement of the AP in communications between network clients located
within the same BSS. When an AP becomes heavily loaded with traffic, it requests local
groups to switch to ad-hoc mode in an effort to ease congestion. A number of constraints
such as channel assignment must be taken into consideration before mode switching can
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take place. While this proposal does not directly address the issue of load balancing, it
does tackle the problem of congestion management. The pressure on an overloaded AP
can somewhat be alleviated by asking locally communicating users to use ad-hoc mode.
One drawback of this problem is that the AP does not consider the quality of the link
between the locally communicating nodes before requesting them to switch modes.
After the overhead of switching to ad-hoc mode, mobile hosts may discover that the link
between them is not of sufficient quality for consistent communication. In such a case,
further overhead is endured as the nodes request to switch back to infrastructure mode.

The issue of how to provide appropriate QoS mechanisms closely integrated with
flexible mobility management in WLANs is explored in [591. The authors extend the
DiffServ model for wireless networks and assert that to provide QoS over 802.11 links,
the number of hosts using the channel and the coverage area of the AP should be
limited. Restricting the size of the coverage area is carried out in an effort to avoid rate
adaptation and its associated anomaly [60]. Limiting the number of nodes accessing the
shared channel maintains an adequate QoS. This concept is closely related to the load
balancing mechanism proposed by this study, which is introduced in the next section.

3.4

Load Balancing Using Cell Breathing

Cell Breathing is a well documented process which can be used in CDMA networks to
balance the load of a cell [61, 62]. As the number of users transmitting on the medium
increases, the interference level for all users in the affected cell appears to rise. As a
result, users on the borders of the cell coverage area experience a low SNR and
handover to a neighbouring cell. This research attempts to utilise this process and use
cell breathing as a means of load balancing and congestion management in WLANs.
However, while cell breathing occurs naturally in UMTS networks, such a technique
must be engineered for WLAN.
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3.4.1

Cell Breathing in WLAN

As previously stated, 802.11 nodes choose to associate with the access point from which
they receive the best signal strength. The scheme proposed in this thesis is based on this
premise. Cell breathing is the technique whereby an AP can reconfigure its cell
boundaries by changing the power at which it transmits. The reduction in an AP's
transmit power has the effect of shrinking its coverage area; stations, particularly those
on the periphery of that access points coverage area, find neighbouring AP's more
attractive in terms of received signal strength and a reassociation procedure is initiated.
This results in a reduction of the load at the congested AP, allowing an improvement in
the QoS offered to ongoing sessions. On the other hand, if the transmit power is
increased then the cell size is effectively enlarged. This cell breathing technique, when
applied to a WLAN, gives the network the ability to adapt itself to changing load
conditions. Furthermore, it does not require major changes to 802.11 products; the
network interface card of AP's is not affected. Implementing the scheme in a live
network requires only minor changes in the AP firmware.

If the load becomes too high in one BSS and QoS degrades to an intolerable level, then
the AP attempts to shed users by reducing it’s transmit power, causing a decrease in the
cell size. Figure 3.1 illustrates this cell breathing technique. The load at BSS 1 increases
to the point that the AP becomes overloaded with traffic. With so many stations
contending for access to the wireless medium, the rate of collisions is high and a major
portion of the available bandwidth is consumed for retransmission of frames. To combat
this, AP 1 reduces its transmission power resulting in a smaller coverage area and hence
forces some users to reassociate with AP2.

3.4.2

Load Metric

A key factor influencing the efficiency of any load balancing scheme is the metric on
which balancing decisions are based. As previously discussed, the study presented in
[47] has determined that the number of associated nodes is not a suitable metric. The
authors in [48] demonstrated that the use of packet level information in the load
balancing decision process can improve the performance and efficiency of any
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algorithm. Taking this study into account, a suitable metric in which the QoS of ongoing
sessions is considered is required.
New BSS
boundary
Previous BSS
boundary

BSS 2

BSS 1

Figure 3.1; Cell Breathing Procedure. BSS 1 becomes smaller and to compensate for
this, AP 2 increases it’s transmit power to make sure all stations receive coverage

Multimedia applications such as voice and live video streaming are highly intolerant
of delays, jitter and frame loss. They generate and transmit information in real time,
which means that frames go out of date very quickly. Frames with excessive delays
are useless at the receiver; consequently, once a frame becomes stale, it is dropped.
High rates of frame dropping have a serious effect on the QoS of any ongoing voice
or video session. Therefore, it was determined that the frame drop rate (FDR) would
be a suitable load metric measure for the purpose of load balancing. Both delay and
jitter were also considered as the load metric for cell breathing. However, the FDR is
an indirect measure of these parameters making it an appropriate statistic in
quantifying the QoS performance of real-time applications.

The FDR value is an accurate indication of the QoS being provided to a real-time
application at any point in time. High rates of dropping imply a poor QoS and results in
"jumpy" video or broken voice. A threshold is specified for both video and voice
applications. DropThreshold, is the rate of frame dropping that can be tolerated per
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session. Video frames become stale when their successor enters the queue, while voice
frames can sustain up to 200ms delay before being dropped.

The video streaming

application considered in this thesis can tolerate a frame drop rate, DropThresholdvideo,
of up to 5% [63]. Anything above this value is deemed poor QoS in this study. The
voice service considered can tolerate up to 2% frame dropping, DropThresholdyoice,
while still delivering acceptable quality [64].

3.4.3

Cell Breathing Algorithm

The proposed cell breathing algorithm works as follows. Each AP transmits at a power
Ptx = in dBm, where in represents the 6 power levels at which AP's transmit. AP's also
monitor the overall frame drop rate for video, DRyideo, and voice sessions, DRyoice, that
the AP is supporting. As explained in the previous section, both traffic types have a
threshold on the amount of frame dropping that can occur, DropThresholdyideo and
DropThresholdyoice- Figure 3.3 portrays the workings of the proposed cell breathing
algorithm. When a frame drop occurs, the current DR values are calculated. If the AP
determines that it is overloaded, i.e. if its DR >= DropThreshold for either service type,
the cell breathing procedure is initiated. The overloaded AP notifies neighbouring AP's
of its desire to reduce Ptx by sending cell breathing notification frames. These cell
breathing notification frames promote inter-access point communication and are
transmitted over the LAN backbone. Neighbours respond to these notification frames by
increasing their own Ptx, Figure 3.2. This is done to ensure that no station is left without
coverage.

This cell breathing mechanism has advantages over other documented schemes for a
number of reasons. As already stated, it gives the network the ability to adapt to
dynamically changing load conditions in a distributed fashion. Such a property is most
desirable, particularly in the case of nomadic users whose mobility pattern is highly
variable and causes hotspot movement throughout the network. Another benefit of this
scheme is that the load balancing procedure is transparent to network users. They are
completely unaware of the transmit power changes and resulting reassociation
procedures with neighbouring access points.
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While these characteristics are beneficial, the described algorithm does exhibit some
weaknesses. The solution presented is a greedy one. Each access point is concerned with
its own loading state only; the load at neighbouring access points is not considered
before transmit power changes are applied. Therefore, it is possible that the cell
breathing procedure could cause a load increase at an access point that is already in a
congested state. This greedy nature of the proposed algorithm is illustrated in the results
presented in chapter 5. The network suffers from a ping-pong effect as two access points
perform cell breathing to the detriment of each other. To combat this problem, a more
comprehensive load balancing decision-making policy which considers the load at
neighbouring AP's is proposed in the following.

3.4.4

Fair Cell Breathing Algorithm

As demonstrated in chapter 5, the greedy algorithm outlined in section 3.4.3 can result
in a load increase for an already overloaded AP. This results in a “ping-pong” effect
where the load is shifted from one overloaded cell to another. A fair cell breathing
approach is outlined in this section. Using this scheme, the frame dropping status of all
neighbouring AP's must be considered during the cell breathing decision process.
As suggested in the 802.1 If standard [65], each AP maintains a neighbour graph, NG,
which contains the id of every neighbouring AP. This graph helps AP's to identify their
neighbours quickly. The discovery process where AP's learn about the existence of
neighbours is carried out in a dynamic fashion using the information contained in
reassociation request frames. On receipt of such frames, an AP records the id of the old
AP from which the roaming station is moving and inserts it in its neighbour graph.

When a frame drop occurs, the current DR values are calculated. If the AP determines
that it is overloaded, i.e. if the DR >= DropThreshold for either service type, the cell
breathing decision process is initiated. At this point, the overloaded AP sends a drop rate
request frame to each AP listed in its neighbour graph. Receipt of such a frame implies
that the transmitting AP requires information on the loading state of the receiver. Each
neighbouring AP replies to the drop rate request with a drop rate response frame, which
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contains values for DR^oice and DR^ideo- Once the FDR information for each neighbour
has been received, the loading state, LS, of each neighbour is calculated as follows:

LS =

1

if DTK > DTR

0

otherwise

{

3.1

where 1 implies a high loading state. DTR is the drop threshold ratio and is an indication
of how close the DR value is to reaching the DropThreshold. It is defined as:
DR

DTR =

DropThreshold

3.2

DTRmax represents the pre-defined upper limit over which an AP is considered to be
highly loaded. In this study, a DTR^a^x of 0.8 is considered. This means that neighbours
whose DRvideo or DR^oice have exceeded 80% of the relevant DropThreshold value are
considered highly loaded.
Once the loading state of each neighbour has been determined, the cost of performing
cell breathing is estimated. This calculation to determine the cell breathing cost, Ccb, for
an AP /, is carried out as follows:
N,

C[, = Y^LSrD,

3.3

7=0

where
Ni = number of neighbours recorded by AP/
LSj = the loading state of neighbour j

Dij is the percentage of reassociations that have taken place from the deciding
AP, /, to the neighbouring A?,j and is defined as
RC.
D,j =

3.4

TRC,

where
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RCj = the number of stations that have reassociated with /
TRCi = the total number of times stations have dropped association with i

The calculated cost of cell breathing, C'^, is considered too high if it exceeds 0.1. This
means that cell breathing will only be initiated by an AP, i, if:
1

Not all neighbours are found to be highly loaded

2

Highly loaded neighbouits) receive, on average, less than 10% of all
reassociations fiom stations leaving i

If the overloaded AP determines the cost of cell breathing to be below the defined
threshold, the transmit power adjustment is earned out using cell breathing notification
frames as described in section 3.4.3.

Figure 3.2: Neighbour response to receipt of a cell breathing notification. The AP
increments its transmit power by one setting if it is not already at full power.
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3.5

Conclusion

Load balancing is a common technique used to share resources and control congestion
in wireless networks. This chapter reviewed some of the work being carried out in the
area of load balancing for cellular mobile and WLAN networks. Following this, a load
balancing approach called cell breathing was proposed, whose aim is to initiate a
redistribution of network clients in an attempt to improve the QoS experienced by users
in a congested cell. Both a greedy and a fair algorithm were outlined, the results of
which are presented in chapter 5.
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Chapter 4 Simulation Environment

4.1

Introduction

To analyse and evaluate the performance of any proposed scheme, it is essential to
accurately model the features of the system that are directly related to the problem.
Hence, for appraisal of the cell breathing scheme suggested in this work, it is necessary
to model, as realistically as possible, a cellular WLAN scenario. In a computer
simulation environment, issues such as user mobility and the quality estimation of the
wireless channel are vital when attempting to accurately model a cellular WLAN
environment. To assess the merit of the proposed load balancing technique, both the
802.1 lb and 802.1 le MAC layers are modelled and simulated using C++ and the CNCL
library for discrete event simulation.

This chapter describes the real world scenario which has been chosen for all simulations.
The methods employed to model client mobility and to determine the signal propagation
and BER levels are also discussed. The real-time traffic models used to generate video
and voice frames are described and the MAC parameter values used in the computer
simulation are defined. The final section in this chapter describes the network simulation
model implemented as a basis for evaluation and performance analysis of the proposed
scheme.
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4.2

CNCL

The Communications Networks Class Library (CNCL) is a general purpose simulation
library that includes functionality for random number generation, event driven
simulation and statistical evaluation. It is a C++ library that was created by the
Communication Networks group at Aachen University of Technology in Germany and
can be used to simulate any system that can be modelled using discrete events [66].
CNCL is used in this work to implement simulation models of 802.11 b and 802.11 e
wireless networks with particular emphasis on their specific MAC functions.

4.3

Cellular WLAN Environment Simulation

For accurate analysis of the effects of cell breathing, computer simulation of a realistic
network is necessary. In simulating a true WLAN environment, many factors must be
taken into consideration. The state of the physical environment surrounding the network
is a chief concern. User movement is particularly important and the choice of mobility
model can have a major impact on the proposal evaluation. Physical factors such as
signal attenuation and error rates are also vital in accurately modelling a wireless
network.

The following sections outline how these considerations are addressed in providing an
accurate simulation test bed for evaluation of the cell breathing technique.

4.3.1

Simulation Topology

The simulated WLAN environment is illustrated in Figure 4.2. This model is the single
floor plan of Block B in Cork Institute of Technology where the Centre for Adaptive
Wireless Systems is based. It consists of corridors, adjoining offices and research
laboratories. Six access points, located throughout the area, provide contiguous
coverage.
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4.3.2

BER Estimation

The quality of a wireless link is highly variable due to a number of environmental
considerations. The variability of the wireless medium is taken into account using bit
error rate (BER) measurements.
To determine whether a node can correctly decode a received packet, the probability of
a successful transmission is calculated using the received SNR [67].
Assuming a physical layer transmission rate of 11Mbps and a frame length of L bytes,
the probability of successful transmission is:
Rsuccess

where

(i) = (i-■ Re

Re_daia(L)

and

Repack

data

(T)) ‘ (1

4.1

Re add

are the probability of error for a frame size of L bytes and an

ACK frame respectively. As an ACK frame is transmitted at a rate equal to or less than
the data frame rate with a relatively small size of 14 bytes when compared to the data
frame size, its associated error probability is much lower than the data frame, thus
allowing 4.1 to be approximated to:
J success

(T)

(1

Re dala

4.2

(T))

The error probability associated with an L byte data frame is:
Rejata

where

(L) = 1 - (1 -

(24)) • (1 - /^,(28 + L))

4.3

(24) is the probability of error associated with the PLCP preamble and header

transmission at a rate of 1Mbps and Rei2S + L) is the MPDU error probability. Now,
Re{L)

can be written in terms of the bit error rate (BER) Pb as:

RAL) = \-ii-Rbr

4.4

With the BER, Pb being estimated using the received SNR and the empirical curves
shown in Figure 4.1. In the system simulation, the probability of successful reception of
a frame at the MAC layer is calculated using this method.

4.3.3

Radio Signal Propagation Model

Modelling the wireless radio channel is a complex task. Wireless signals are susceptible
to attenuation and fading on the path from transmitter and receiver. This attenuation
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hence determine the qual ity of the wireless link.

grows with increasing distance between the communicating nodes. The presence of
obstacles also has a major effect on the strength of the received signal. For the purpose
of simulation, the indoor propagation of the wireless signal is calculated using
deterministic ray-tracing prediction considering the influence of obstacles [68].

A radio propagation model is a set of mathematical expressions and algorithms used to
characterise the traits of the wireless channel in a given environment. Models are
generally empirical or deterministic. Empirical models are derived from measurements,
while deterministic models are based on the fundamental principles of radio wave
propagation. Empirical models are the simplest approach to field level prediction. They
are fast and easy to apply and do not require a precise building description. However,
their prediction accuracy is limited. Deterministic models can theoretically predict any

55

Chapter 5: Results and Analysis

channel parameter but they are highly sensitive to the aecuracy of obstaele description
and location and are computationally intensive.
A semi-deterministic approach called the Motif Model is proposed in [68]. This is a
combination of deterministic and empirical strategies which attempts to overcome the
negative aspects of each approach. The Motif Model is based on a modified ray
launching technique, Monte Carlo method and general statistics. A simple bitmap of a
floor plan serves as the main input. Filled pixel elements represent walls and obstacles
w'hose composition is represented using different colours. Rays are launched from a
transmitter antenna aecording to its radiation pattern. When a ray hits a filled element its
neighbourhood elements are separated into a matrix called a "motif. A probability
radiation pattern and the angle of arrival are determined and the next direction of the ray
is chosen. A ray absolution probability is also assigned to the motif and when the ray is
absorbed or reaches the boundary of the bitmap, new ray is launched from the
transmitter. Each empty element in the bitmap records the number of passed rays. This
indieates the relative signal strength.
The Motif Model is used to provide an accurate way to determine the indoor radio
propagation in our cellular WLAN scenario, illustrated in Figure 4.2. This calculation
takes place offline and its results are presented to the simulation tool in the form of a
look up table.

4.3.4

Mobility Model

Node mobility has a significant effect on the performance of a wireless network [69, 70,
71, 72]. In order to properly evaluate any load balancing scheme, a suitable mobility
model must be selected. The location of users in the network at any one time is directly
related to the load present at each access point. The simulated movement of users
throughout the network coverage area must, as accurately as possible, reflect the realworld scenario. In well known mobility models such as the Random Waypoint model,
mobile nodes always move from souree to destination in a straight line, which, in an
indoor environment is highly improbable. In the real world, users do not have the ability
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to roam freely without regard to obstacles. The mobility model chosen for this work is
similar to the City Section model described in [73],

Figure 4.2; The network simulation environment considering the composition of four
different types of obstacles.
A number of sites are positioned throughout the entire network coverage area. The
connectivity relationships between these sites are defined in an adjacency matrix. This
matrix is used in determining the best route from source to destination. For example, the
adjacency matrix for the scenario shown in Figure 4.3 is as follows:

where 1 represents a direct connection between two points and 0 indicates no such
connectivity. A site location matrix which defines the co-ordinates of each site is
—
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defined and is used to generate the distance vector. For the scenario in Figure 4.3, the
distance matrix is as follows:
0

8

00

3

5

4

8

0

00

00

00

0

where any non-negative integer denotes the distance between two points and

oo

indicates

no direct connection. The distance between two points,/?/ andp2, is calculated using the
Euclidean distance formula:
7((x/?, - xp^f + {yp, - yp^f)

4.5

Using both the adjacency matrix and the distance vector, the shortest path to all sites can
be determined, producing a path matrix. This path matrix for the scenario in Figure 4.3
will be:

Here, each element in the matrix indicates the next site location on the path from source
to destination. For example, a node positioned at site 1 whose destination is location 4 in
Figure 4.3, will check this matrix and find that location 2 is the next hop on the route.
From here there is a direct connection to site position 4.

Figure 4.3: Mobility model example scenario. Four sites are defined and the length/cost
of each connection is shown.
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Site definition and connectivity information for the chosen simulation environment is
illustrated in Figure 4.4. Each mobile node begins the simulation at one of these defined
sites. A node then randomly chooses an end point as its destination. The shortest path to
the destination point is computed using the Floyd Warshall All-Pairs algorithm [74].
All mobile nodes move between sites on the chosen route at a random speed in the
interval of .05 to 2 metres per second.

This mobility model provides realistic movement patterns since it restricts the roaming
behaviour of network clients. Users must follow the pre-defmed paths along corridors
and through doors, an accurate representation of student movement in Block B in CTT'.

Figure 4.4: Mobility site definition. Sites are defined throughout the simulation area.
Stations move from source to destination positions along the shortest path.

4.4

Traffic Generation

Traffic models demonstrate the characteristics and statistical properties of the data
traffic generated by different applications. These models, together with the node
mobility models drive the simulations. Selecting the appropriate traffic model to imitate
user behaviour is important in order to successfully evaluate networks under a number
of conditions. This work is primarily concerned with the QoS experienced by real-time
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applications, particularly during period of high or imbalanced network loading. Voice
and video models are used to characterize two real-time, time-bounded services being
supported over the WLAN network. Since the work of this thesis is primarily concerned
with the QoS afforded to real-time sessions, the simulation of background, non real-time
traffic is not carried out. Since this type of traffic has no constraints on delay and jitter.
It is estimated that the inclusion of such traffic will have little impact on the results
obtained in this work.

4.4.1

Voice Traffic Model

During a typical voice call, a user spends approximately less than half the total time
talking. In fact, the pattern of activity for each call consists of time spent listening,
talking, pausing, thinking, breathing etc. Voice activity can be modelled using the twostate model shown in Figure 4.5. This two-state on-off model was proposed by Brady in
1969 [75]. A call is in the ON state when the user is talking, while the OFF state is
achieved during silent periods. For the duration of a talk spurt, voice packets are
generated and transmitted from the source. During a silent spurt, no speech frames are
sent because no relevant information is being generated for transmission.

Figure 4.5: The ON-OFF voice model proposed by Brady. Voice calls consist of voice
spurts followed by silent spurts.
Throughout a simulated voice call, the model is in one of the two states. The transition
probabilities control the movement between the states at a rate depending on the spurt
duration chosen. They follow an exponential distribution with a mean value of r,a/jtand
Tsiient- The activity factor, a, defines the fraction of time spent in the ON state and is
defined as follows:
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a =

Ttalk
Tfalk

Tsilent

4.6

More modern approaches to the simulation of voice traffic have been proposed in [76,
77]. However, Brady’s model is most commonly used in representing voice call activity,
allowing for more accurate comparison with related work.

In this study, a 32Kbps voice service is simulated resulting in 80 byte frames generated
every 20ms during a talk spurt. The values for Ttaik and TsUent are 1 second and 1.35
seconds respectively. Using Eq. 4.6, this results in a voice activity factor, a, of 0.42. Call
holding time is exponentially distributed with a mean of 3 minutes.

4.4.2

Video Traffic Model

The video traffic source generates video frame sizes and inter-arrival times using a
H.263 codec model [78]. This codec is chosen because it was created specifically for
providing a low bit rate video service in wireless networks. The H.236 codec has two
main frame types: 1 frames and P frames. An 1 frame is encoded without reference to
any other frame, while P frames are constructed based on previous I frame information.
The H.263 video codec performs efficient compression for images using P frames and as
a result provides a variable bit rate service. The mean bit rate of the codec used in this
work is 128kpbs. Further details on the parameters used for this model can be found in
[79].

4.5

Simulation MAC Parameters

As outlined in chapter 2, there are a number of important parameters on which
successful MAC operation is based. The values of these parameters vary depending on
the PHYsical system in use. The radio transmission system assumed for simulations of
both 802.11 systems is the Direct Sequence Spread Spectrum (DSSS) scheme. This
choice quantifies a number of the MAC parameters. Table 4.1, seen below, outlines the
values assigned for the 802.1 lb MAC operation.
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Parameter

802.nb MAC

Timeslot Duration

20ps

SIFS

lOps

DIFS

5 Ops

CWmin

31 timeslots

CWmax

1023 timeslots

Dotl IRTSThreshold

500 bytes

PLCP Preamble size

144 bits

PLCP Header size

48 bits

Table 4.1; Basic MAC parameter values for 802.11 b simulation

The 802.11 e EDCA MAC function operates differently from its 802.11 b counterpart and
a number of additional parameters are defined. These EDCA parameter set values are
presented in table 4.2. A TXOP limit value of 0 indicates that only one frame can be
transmitted during each transmission opportunity.

Parameter

AC3

AC2

ACl

ACO

AIFS

5 Ops

5 Ops

7 Ops

15 Ops

CWmin

7 timeslots

1 5 timeslots

31 timeslots

31 timeslots

CWmax

15 timeslots

31 timeslots

1023 timeslots

1023 timeslots

TXOP Limit

3.264ms

6.016ms

0

0

Table 4.2: The 802.1 le EDCA parameter set values

In both the 802.1 lb and 802.1 le simulations, a data rate of 11Mbps is assumed and rate
adaptation is not considered [60]. It is also assumed that each access point is connected
to a wired fast Ethernet backbone with a data rate of 100Mbps. All AP's are assumed to
be operating on non-overlapping channels.
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4.6

Wireless LAN Simulation Model

Many tools are freely or commercially available for the purpose of computer network
simulation. Examples of such tools are NS [80], GLOMOSIM [81] and OPNET [82]. At
the Centre for Adaptive Wireless Systems (CAWS), the construction of a complete
smart space simulator is underway. The architecture of this system can be seen in Figure
4.6.

Figure 4.6: CAWS Smart Space Simulator
The aim of this simulation tool is to provide a modular application environment where
specific, user defined scenarios can accurately be modelled. Users can select any
network with any combination of traffic models, mobility models, environment models
etc. for simulation and performance analysis. The development of 802.11 WLAN
infrastructure mode for the system simulator was developed as part of this study.
The 802.11b and 802.1 le MAC standards are modelled in a C++ environment. The
computer simulation model of these WLANs is complex and involves the creation and
interaction of multiple system entities. Each entity is implemented as a C++ object and
object communication takes place using CNCL event handlers. This infrastructure
simulator architecture and its use of external modules are illustrated in Figure 4.7.
This section describes each entity and how it is used in the simulation model
architecture.
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4.6.1

External Entities

Environment Definition: The environment definition deseribes the physical simulation
environment. This consists of a floor plan of the network coverage area as shown in
Figure 4.2. This bitmap serves as an input to the radio propagation model described in
section 4.3.3. The environment definition also includes the site definition and adjacency
matrices for the mobility model described in section 4.3.4.
Mobility Model: This entity controls node mobility throughout the simulation
environment. On simulation start up, a starting location is randomly chosen from the site
definition. Movement towards a randomly chosen destination takes place at a random
speed along the shortest path. The procedure involved in finding the shortest path is
described in 4.3.4.
Radio Propagation: The Motif Model is executed using the environment definition and
the indoor propagation is computed. This information is presented to the system
simulation of 802.11 in the form of a look up table.
Traffic Models: This external entity contains models for traffic generation in the
simulation. Details of the voice model are supplied to each node object in the
simulation, enabling them be involved in voice calls. A H.263 video model is used to
generate video traffic in the simulation. This model is supplied to the video server,
located on the wired backbone, to provide a 128Kbps video service to requesting nodes.

4.6.2

System Simulator of 802.11

Simulation Control: This entity synchronises the simulation at start up. It is responsible
for entity initialisation and controls the simulation parameters. The controller object
creates the nodes and access points at simulation initiation and stores information
provided by external entities. Look up tables using information from the radio
propagation model are initialised. The duration of the simulation is also defined here.
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Figure 4.7: WLAN Simulation Model Architecture
802.11 Node: The simulation controller creates a pre-defmed number of WLAN nodes
at the initial stage of the simulation. Each node has a unique node id. An association id
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with the access point the node currently bound to is stored here as well as the id of that
access point. Each node object also contains information regarding the average duration
of a voice call, silent spurt and talk spurt. Monitoring of the signal strength from each
AP is performed in this module and the reassociation procedure is launched if necessary.

802.11 Access Point: This module contains all AP functionality for the network
simulation. Each access point has a unique id and keeps a record of node id/association
id pairs for node currently bound to it. The id of the video server is known to all AP's to
ensure that all video session requests are satisfied. Each AP also keeps a neighbour
graph as proposed in [65]. Basic frame routing happens in this module also. If the
incoming frame is destined for a node being serv^ed by another AP, it is transmitted over
the wired backbone to the AP in the destination BSS area. If the frame is for a node
currently associated with that AP, it is sent to the MAC entity's transmission queue.

Video Server: This object lies on the wired backbone and receives video session
requests from AP's. The H.263 model supplied by the external traffic model module is
used to determine the session duration and generate video frames intermittently for each
session. The video server manages each session separately and ends the session when
the chosen duration of time has passed.

802.11 MAC: This is a major module of the system simulator. All DCF functionality is
implemented here and is divided into a number of entities. These are shown in Figure
4.8.

MAC Frame: All frame types, sizes and priorities are recorded by this entity. This
object is also responsible for encapsulating all generated information in 802.11 MAC
frame format. In cases where the incoming data segment exceeds the maximum
allowable payload of 2312 bytes, a fragmentation process is performed. This
fragmentation procedure ensures that sequenee and fragment numbers are allocated to
each fragment eorrectly. Onee information has been encapsulated, the frames are sent
into the transmit queue contained in the MAC eontroller module.
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MAC Controller: This module controls all MAC functionality. All incoming frames
are processed by this entity and passed up to either the node or AP entities. The ACK
frames are generated by this object on receipt of a data frame and the RTS/CTS frame
exchange sequence is handled for all frames exceeding the dotl 1 RTSThreshold. The
MAC transmit queue is contained in the MAC controller and NAV operation is also
carried out here. The carrier sensing and backoff functions are initiated at the request of
this controller entity. When contention attempts have been successful, the MAC
controller sends the frame onto the wireless channel.

Carrier Sensing: This module manages the carrier sensing function. This function
monitors the wireless channel in an attempt to establish its communication status in each
timeslot. This module contains a counter variable to determine for how long the channel
has been sensed as idle. Contention success is assumed when the counter value reaches a
DIFS period unintciTupted and control reverts to the MAC controller which transmits
the frame. If the channel is busy, this entity launches the backoff process.

Backoff Module: This entity performs the backoff procedure. On initiation, it
determines the contention window size and randomly chooses a backoff period. Once
the variable counter has reached zero, power reverts to the MAC controller. This objects
operation ean also be initiated by the MAC controller.

Wireless Channel: This entity represents the wireless channel and contains a channel
state variable indicating its communication status. The main function of this module is
in deteeting collisions.
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Sn2.ll MAC

Figure 4.8: 802.11 MAC module breakdown

4.7

Conclusion

Accurate modelling of a WLAN scenario with and without cell breathing is necessary
for a comprehensive examination of its effects. This chapter detailed how the proposed
load balancing mechanism is analysed and evaluated. The tools in the simulation of
802.1 lb and 802.1 le WLAN environments were introduced and described. Models used
to accurately mimic user behaviour in terms of movement and traffic generation were
explained, while the details of physical layer considerations were addressed. The
architecture of the simulation framework developed was also demonstrated and outlined.
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Chapter 5 Results and Analysis

5.1

Introduction

This chapter details a thorough examination of the proposed cell breathing algorithm in
order to demonstrate its effectiveness in cellular WLAN environments. The results
presented are based on extensive computer simulation of the load balancing scheme.
The results highlight the usefulness of cell breathing in attempting to improve the QoS
of real-time services users during periods of AP congestion. The performance analysis
results will represent the load at each AP and their associated frame dropping statistics.
Results are illustrated for both 802.1 lb and 802.1 le with and without the cell breathing
scheme and contrasts between both are made. Extensive comparison of the greedy and
fair algorithms is carried out based on their performance statistics.
This chapter opens by quantifying simulation specific values and listing the assumptions
made. Following this, graphed performance measurements of the simulation runs are
presented and explained, where it is demonstrated that cell breathing can significantly
improve the QoS provided to ongoing real-time sessions.

5.2

Simulation Details

The evaluation of the proposed scheme is carried out through computer simulation, as
detailed in the previous chapter. This section outlines the techniques used in simulations
to ensure that the load balancing properties of the proposed approach can be properly
investigated and exposed.
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Each simulation scenario is run 20 times each with a different seed. 120 nodes are
randomly positioned throughout the coverage area for each simulation run. All nodes
scan their environment and based on the received signal strength from each AP, perform
the association procedure. The granularity of simulation time is in the order of ps and
excluding a warm-up period of 30x1 O^ps, all simulation runs have a duration of
185x1 O^ps during which measurements are taken and recorded. During this time, video
and voice sessions are launched in an attempt to sufficiently load the network. Five new
video sessions and five voice calls are introduced every 10 seconds for 120 seconds.
This is done in an effort to ensure the network is highly loaded so that the true
performance of the cell breathing scheme can be properly tested.
Each AP transmits at a power of Ptx = in dBm, where /„ g {0, 7, 13, 15, 17, 20} and n =
(1...6). in represents the 6 power levels at which AP's transmit. These transmit power
settings are based on those offered by the Cisco Aironet 350 Series Access Points which
are widely available on the market [ ]. All AP's begin the simulation transmitting at
15dBm. This power level was chosen because it is the midpoint value of the set and is
the power at which full coverage is provided by all AP's initially.
Each AP and its unique id is shown in Figure 5.1. This id number is also used to identify
a cell or BSS area in the presentation of results in the following sections.
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5.3

Cell Breathing in 802.11b

In 802.11b, the DCF is a best effort access mechanism where each node has the same
probability of gaining control of the channel. No service differentiation is provided,
making the support of real-time applications such as voice and video a challenging task,
particularly under heavy loading conditions. This section outlines and compares the
performance of the 802.11b DCF medium access mechanism with and without the
proposed load balancing procedure.

5.3.1

AP Loading Statistics for 802.11b

Figures 5.2 to 5.7 illustrate the measured load at each AP in terms of the number of
associated clients and number of active sessions for the analysis of cell breathing in
802.11b WLANs.
5.3.1.1

802.11b without Cell Breathing

In the standard 802.11b scenario without cell breathing, the load in the network is far
from being evenly distributed. This is illustrated in Figure 5.2. It is evident from this
plot that three access points sustain a majority of the total network clients. AP 3 supports
approximately 50 of the 120 users in the network, while about 30% of all WLAN nodes
have associations with AP 6. AP 4 is moderately loaded, at peak times carrying almost
25% of total users. AP's 1, 2 and 5 are very lightly loaded in comparison, only
supporting a small fraction of the active network clients. Such an imbalance is also
evident in Figure 5.3. Here, both AP 3 and AP 6 support over 60% of all sessions
ongoing in the network, while neighbouring AP's 1, 2 and 5 are very lightly loaded and
carry approximately only 8% between them. Again, AP 4 is moderately loaded,
supporting approximately 20 active sessions.

71

Chapter 5: Results and Analysis

AP Loading

Time (seconds)

Figure 5.2; AP loading using standard 802.1 lb scenario

AP Session Load

Time (seconds)

Figure 5.3: AP session loading using standard 802.1 lb scenario
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5.3.1.2

802.11b with Greedy Cell Breathing

The AP loading in terms of the number of associated nodes when greedy cell breathing
is applied is illustrated in Figure 5.4. Here, we see that the load is much less imbalanced
in comparison to the situation in Figure 5.2. In the latter half of the plot, the number of
associations with AP's 1, 2, 4, 5 and 6 are approximately the same. AP3 remains the
most highly loaded AP, however, the number of associated users is reduced by over
20%. Cell breathing is first carried out by the seriously overloaded AP 3, resulting in a
notable increase in the load carried by API with slight increases in AP's 5 and 6.
Following this, AP's 1, 4 and 5 all carry out transmit power adjustment. In comparison
to the plot illustrated in Figure 5.2, we can see the load in AP6 has been reduced
dramatically by almost 40%. The previously under loaded AP's 1, 2 and 5 have a
moderate number of associations, implying that the network load is now being shared
more evenly among all AP's.

The use of cell breathing has a less significant impact on AP3. This is due to the greedy
nature of the algorithm. Each access point is concerned with its own loading state only;
the load at neighbouring access points is not considered before transmit power changes
are applied. Referring to Figure 5.1, we can see that AP3 is located in the middle of the
physical environment and is therefore considered a neighbour to every other AP in the
network. For this reason, AP3 is affected every time cell breathing is applied. Figure 5.5
illustrates the session loading at each AP. Similar to Figure 5.4, it is evident that the
active real-time sessions are more evenly distributed throughout the network. AP3 has a
peak load of 32 active sessions, a reduction of almost 20%, while a reduction of over
30% is observed for AP6 when compared to the plot in Figure 5.3. The number of
ongoing sessions being supported by AP's 1 and 5 has almost tripled, further proving
that cell breathing can indeed induce load sharing among all AP's in the network.
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AP Loading

Time (seconds)

Figure 5.4: AP loading using greedy cell breathing for 802.1 lb
AP Session Loading

Time (seconds)

Figure 5.5; AP session loading using greedy cell breathing for 802.1 lb
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5.3.1.3

802.11b with Fair Cell Breathing

Figure 5.6 portrays the AP loading when fair cell breathing is applied. Here, an even
distribution of associations across all AP's is evident after the proposed load balancing
technique has been applied. Note that AP 3 is less highly loaded when compared to
Figure 5.2, where a reduction of over 40% in the number of associated users is observed.
A decrease of over 50% in the number of associations is illustrated for AP 6, while the
load AP's 1 and 5 shows an increase of approximately 300%. Similar improvement is
evident when examining Figure 5.4; a decrease of over 20% in the number of associated
nodes in AP 3 is evident. In contrast to that shown in Figure 5.4, AP 3 does not initiate
cell breathing even though it is highly loaded. The fairness aspect of cell breathing
forbids this because neighbouring AP 6 is also highly loaded and the majority of nodes
leaving AP 3 reassociate there. Instead, the first AP to cany out cell breathing is AP 6,
resulting in a notable increase in the number of users associated with AP 5 and a slight
increase in AP 3 also. The reduction in the load at AP 6 then lowers the cost of cell
breathing for AP 3, permitting the transmit power adjustment operation there. In fact,
the fair cell breathing technique reduces the frequency of transmit power changes. The
nature of the fair algorithm means that all AP's must consider the load at AP 3 in
deciding to perform cell breathing. This ensures that the "ping-pong" effect is eliminated
and the number of client associations with AP 3 remains at a lower value than that
portrayed in Figure 5.2.

The load balancing effect of fair cell breathing is also illustrated in Figure 5.7. Here, the
number of active sessions being supported by each AP is portrayed. Note that the
number of ongoing sessions carried by AP 3 is dramatically reduced when compared to
Figures 5.3 and 5.5. A reduction of 40% is achieved compared to the scenario when no
cell breathing is used. Figure 5.3, and a 20% decrease in session loading is evident from
examination of Figure 5.5. Again, it is clear that the fair cell breathing algorithm results
in a more even load distribution after cell breathing has been applied.

Based on the plots illustrated in this section, it is clear that the proposed cell breathing
schemes can indeed redistribute users among all AP's allowing a more evenly balanced
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network load. The next section demonstrates the congestion management and control
properties of cell breathing in terms of the collision statistics for each BSS area.

Figure 5.7: AP session loading using fair cell breathing for 802.1 lb
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5.3.2

802.11b Collision Statistics

As mentioned in Chapter 2, the number of collisions occurring on the wireless channel
has a direct and serious effect on the waiting times at the MAC layer. Figures 5.8 to 5.10
illustrate the collision statistics measured in evaluation of cell breathing for the 802.1 lb
standard.
5.3.2.1

802.11b without Cell Breathing

Figure 5.8 displays the number of collisions occurring in each cell when no cell
breathing is applied. As expected, the most highly loaded cells experience a large
number of collisions. This is caused by many users attempting to access the channel at
the same time. From the figure, it is evident that BSSA 3 is by far the most congested,
experiencing just over 900 collisions. Similarly, approximately 600 collisions take place
in BSS area 6, confimiing its highly loaded state. The reasonably loaded BSSA 4 is
subject to almost 200 collisions, while the quantity of collisions occurring in the lightly
loaded neighbouring cells is insignificant.

Collisions per BSSA

i

□ BSSA 1

■ BSSA 2

□ BSSA 3

□ BSSA 4

■ BSSA 5

□ BSSA 6

Figure 5.8: Number of collisions per BSSA using standard 802.1 lb MAC
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5.3.2.2

802.11b with Greedy Cell Breathing

As a result of the load redistribution effect of cell breathing, observed in Figures 5.4 and
5.5, the number of collisions occurring in the network is noticeably decreased. This
information is presented in Figure 5.9. Here, the quantity of collisions occurring in
BSSA 3 is reduced by almost 40%, while BSSA 6 experiences a decrease of almost
80%. Note also that the number of collisions occurring in the previously under loaded
cells 1 and 5 have experienced a significant increase. This implies that more nodes are
attempting to access the channel, confirming that the proposed cell breathing scheme
forces the redistribution of network users in an effort to ease congestion and improve the
QoS level provided.

Figure 5.9: Number of collisions per BSSA using greedy cell breathing for 802.11 b

5.3.2.3

802.11b with Fair Cell Breathing

The distribution of the network load demonstrated in Figures 5.6 and 5.7 has a
significant effect on the number of collisions taking place in each cell. The number of
collisions occurring in each BSS area is illustrated in Figure 5.10. Here, a 50% decrease
in the number of collisions occurring in BSSA 3 is evident when examined against
Figure 5.8. Also, a 15% reduction in the number of collisions occurring in BSSA 3 is
evident when comparing the performance of fair and greedy cell breathing. This implies
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that AP 3 is least congested when fair cell breathing is employed. BSSA 4 experiences
an increased number of collisions when greedy cell breathing is replaced by the fair
algorithm; this is due to the fact that AP 4 does not perform cell breathing to ensure
fairness among all AP's. Similar to that seen in Figure 5.9, the number of collisions
occurring m BSS areas 1, 2 and 5 increases due to the larger load they support due to
load balancing.

Collisions per AP

ifi' ii''

□ BSSA 1

a

BSSA 2 □ BSSA 3 □ BSSA 4 B BSSA 5 □ BSSA 6

Figure 5.10; Number of collisions per BSSA using fair cell breathing for 802.1 lb
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5.3.3

802.11b Frame Dropping Rates

Figures 5.11 to 5.16 demonstrate the frame dropping performance observed during the
analysis of cell breathing in cellular 802.1 lb WLANs.

5.3.3.1 802.11b without Cell Breathing
The large number of collisions observed in Figure 5.4 has serious consequences in terms
of the QoS provided for real-time voice and video applications. The average and
instantaneous frame dropping statistics in 10 second intervals are illustrated in 5.11 and
5.12, respectively. Here we see that AP's 3 and 6 have highly intolerable rates of frame
dropping. In Figure 5.11, the average frame drop rate at the most congested AP 3,
reaches a peak of over 40%. The average FDR at AP 6 exceeds 25%, while AP 4
experiences a small period of frame dropping whose value remains well below the pre
defined thresholds. No frames are dropped at neighbouring AP's 1, 2 and 5, validating
their under loaded status. The instantaneous frame dropping statistics illustrated in
Figure 5.12 display a similar trend. AP 3 is obviously highly congested with a dropping
rate of over 50% at a point in the simulation when it is supporting approximately ‘/s of
all active sessions. AP 6 experiences high drop rates also, with a climax of over 40% of
generated frames being dropped due to excessive delays at the MAC layer. A lesser
amount of frame dropping takes place at AP 4, with negligible amount occurring up to
154 seconds. At this point, however, the FDR jumps to over 20%. This is explained in
Figure 5.3 where it is observed that the number of active sessions being supported by
AP 4 reaches a high of 25 at that point in time.
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Instantaneous Frame Dropping

AP1
AP2
AP3
AP4
APS
AP6

Time (seconds)

Figure 5.12; Instantaneous frame dropping for standard 802.1 lb MAC
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5.3.3.2

802.11b with Greedy Cell Breathing

Such a dramatic reduction in the number of collisions occurring on the wireless medium
implies that waiting times for frames queued at the MAC layer decrease significantly
also. The measured frame dropping statistics are presented m Figures 5.13 and 5.14. A
large difference between the frame drop statistics in the scenarios with and without cell
breathing is evident. The plot illustrated in Figure 5.13 presents the average frame
dropping for each access point measured over the duration of the simulation. Here, an
obvious improvement in the FDR over those demonstrated in Figure 5.11 is evident.
AP3 experiences a peak dropping ratio of 12%, a noticeable decrease from over 40%
when no cell breathing is used. A major reduction is also observed for AP6; without cell
breathing a peak FDR of over 25% is reached, however as presented in Figure 5.13, the
dropping that occurs at AP6 when cell breathing is applied is negligible. It is also
evident that the frame dropping rates at the other neighbouring AP's increase as a result
of the increased load that they now support. Figure 5.14 shows the instantaneous frame
dropping information. Here, we see a 30% decrease in the peak FDR experienced by
AP3 when compared to the corresponding plot m Figure 5.12. Similar to the previous
figure, frame dropping at AP6 is insignificant; a serious reduction when compared to
that shown in Figure 5.12.

82

Chapter 5: Results and Analysis

Instantaneous Frame Dropping

Time (seconds)

Figure 5.14: Instantaneous frame dropping using greedy cell breathing for 802.1 lb

5.3.3.3

802.11 b with Fair Cell Breathing

Figures 5.15 and 5.16 illustrate the frame dropping statistics for the fair cell breathing
algorithm. The average FDR demonstrated in Figure 5.15, shows largely reduced
dropping compared to that shown in Figure 5.11 when no cell breathing is used. The
dropping at AP3 is now negligible indicating a dramatic QoS improvement. The peak
frame dropping for AP 3 drops by over 50%, confirming the effectiveness of fair cell
breathing in terms of QoS. Some slight differences in the FDR statistics are evident
when comparing the performance of both cell breathing approaches. As illustrated in
Figure 5.13, AP 3 has a smaller average FDR than that shown in Figure 5.15. This can
be explained by the fact that AP 3 does not perform cell breathing instantly due to the
load at neighbouring AP's. As a result, it remains in a highly loaded state, which causes
an increase m the average FDR. It should be noted, however, that the average frame
dropping value falls to 5% towards the end of the simulation, implying that congestion
at the AP has been alleviated.
Figure 5.16 gives a more accurate understanding of this frame dropping behaviour.
Again, we see that fair cell breathing shows significant improvement over standard
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802.1 lb using no cell breathing, shown in Figure 5.12. The peak drop percentage for AP
3 drops by about 25%, while dramatic reductions in the FDR at AP 6 are apparent.
Comparing Figures 5.14 and 5.15 highlights some interesting differences between
greedy and fair cell breathing, respectively. When greedy cell breathing is employed, a
peak drop rate of approximately 35% is measured at approximately 150 seconds for AP
3. Using fair cell breathing however, AP 3 experiences smaller frame dropping, with a
high of about 28% at 86 seconds. Figure 5.16 demonstrates that AP 3 experiences this
high FDR m the early stages of the simulation as a result of the delay in initiating cell
breathing. Even though the FDR at AP 3 is over 20%, cell breathing is not performed.
This IS because the FDR at AP 6 is high also, causing a high cost of cell breathing for
AP 3. The frame dropping is soon mitigated however, as the load at AP 3 is shared
among other neighbouring AP's. It should also be noted that AP 6 has a high drop rate at
68 seconds causes AP 3 to defer its cell breathing attempt.
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Figure 5.15: Average FDR per AP using fair cell breathing for 802.11 b
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Instantaneous Frame Dropping

Time (seconds)

Figure 5.16: Instantaneous frame dropping using fair cell breathing for 802.1 lb
From the plots illustrated in this section, it is clear that the proposed cell breathing
schemes can induce a redistribution of the network load over a number of AP's, leading
to a reduction in frame dropping for real-time sessions resulting in an improved QoS for
all network clients. The following section examines the effect of cell breathing in an
IEEE 802.1 le cellular WLAN environment.

5.4

Cell Breathing in 802.1 le

The 802.1 le standard is aimed at enhancing the MAC layer functions to include QoS
considerations. In this section, the performance of the 802.1 le EDCA MAC function is
examined in terms of the QoS it provides under high load conditions with and without
the proposed load balancing mechanisms.

5.4.1

AP Loading Statistics for 802.1 le

Figures 5.17 to 5.22 illustrate the AP loading performance in terms of the number of
users and active sessions for the scenario described in section 5.2 using the 802.1 le
EDCA MAC function.
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5.4.1.1

802.1 le without Cell Breathing

Illustrated in Figure 5 .17, the number of nodes is very unevenly distributed with AP's 3
and 6 supporting the majority of users in the system. At its peak load, AP3 has in excess
of 60 associated users, while neighbouring AP's 1 and 5 support under 10 nodes for the
duration of the simulations. As a result of this imbalance, it is found that a large amount
of the total ongoing sessions in the entire network are supported by only a subset of the
available access points. This can be seen in Figure 5.18. Overloaded AP's 3 and 6 carry
the majority of the active video and voice sessions while lightly loaded neighbours are
close to being idle. For example, AP 3 carries 50 session, almost half of all those
ongoing in the network, with AP 6 supporting a little less than this. At the same time,
AP 4 IS moderately loaded while 1, 2 and 5 support few ongoing sessions.

AP Loading

API
AP2
AP3
AP4
APS
AP6

Time (seconds)

Figure 5.17; AP loading using standard 802.1 le scenario
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AP Session Loading

Time (seconds)

Figure 5.18: AP session loading using standard 802.1 le scenario

5.4.1.2

802.11 e with Greedy Cell Breathing

Figures 5.19 and 5.20 demonstrate the load at each AP and the number of sessions being
supported by each AP respectively. Note that these plots are highly dissimilar to their
counterparts presented in the previous section. In Figure 5.19, we see that the cell
breathing approach to load balancing can successfully even out the load distribution of
nodes among all AP's in the network. The latter half of the graph illustrates the load
balancing nature of cell breathing with all access points fairly evenly distributed towards
the end of the simulation. This is a major contrast to the scenario in Figure 5.17, where
the load on the network was highly imbalanced. While AP 3 is still the most loaded of
all the AP's, the difference is not as significant here. The opening portion of the graph,
however, demonstrates the greedy nature of the proposed algorithm. AP6 experiences a
high FDR and performs cell breathing causing an overspill of stations into an already
highly loaded BSSA 3. AP3, in turn, initiates cell breathing, this time transferring the
load back to AP's 6, 2, 4 and 1. The elimination of this "ping-pong" effect is dealt with
using fair cell breathing which is evaluated in the next section.
Figure 5.20 illustrates this greedy characteristic also. The number of active sessions
supported by AP3 reaches a peak of almost 50 as a result of the cell breathing procedure
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carried out by AP6. This value decreases quickly and stabilises at a load of
approximately 30 sessions. A similar scenario can be seen at approximately 100 seconds
at AP 6.
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Figure 5.19: AP loading using greedy cell breathing for 802.1 le
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Figure 5.20: AP session loading using greedy cell breathing for 802.1 le
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5.4.1.3

802.1 le with Fair Cell Breathing

AP loading in terms of the number of associated users and the number of active sessions
are illustrated in Figures 5.21 and 5.22 respectively. Note that fair cell breathing retains
the load balancing effect that was exhibited by greedy cell breathing in the previous
section when compared to the scenario where no cell breathing is employed. Figure
5.17. In Figure 5.22, it is evident that the load is fairly evenly distributed among all AP's
in the network. AP's 1, 2, 4, 5 and 6 all have between 10 and 20 associations, while a
slightly higher number of users are associated with AP 3. One major difference between
the greedy and fair bell breathing algorithms is evident from comparison of Figures 5.17
and 5.21. The "ping-pong" effect associated with greedy cell breathing is eliminated
with the use of the fair algorithm. This is demonstrated in Figure 5.21. Here, AP 6 does
not perform breathing out of consideration for its neighbour AP 3, which is heavily
loaded. Instead, AP 3 is the first to initiate cell breathing, causing a major redistribution
of users to AP 1, with a slight increase in the load at AP's 2 and 4 also. Following this,
AP 6 determines the cost of cell breathing to be relatively inexpensive due to the load
reduction at AP 3, and the transmit power adjustment procedure is performed.
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Figure 5.21; AP loading using fair cell breathing for 802.1 le
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AP Session Loading
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Figure 5.22: AP session loading for 802.1 le using fair cell breathing
The elimination of the "ping-pong" effect inherent in greedy cell breathing can also be
seen in Figure 5.21. As illustrated in Figure 5.22, the number of active sessions being
supported by AP 3 peaks at almost 50 in the greedy algorithm scenario as a result of the
cell breathing performed by AP 6. As demonstrated in Figure 5.22, however, the peak
number of session supported by AP 3 is reduced by in excess of 30% to over 30
sessions. It is also evident from the figure, that the number of sessions is more fairly
distributed among all the AP's than in the case where no cell breathing is employed as
seen in Figure 5.18.

5.4.2

802.1 le Collision Statistics

The objective of the cell breathing process is to improve the QoS received by users in
the WLAN when the network is heavily loaded. In this section, the performance of the
same system scenario using cell breathing is presented and evaluated.
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5.4.2.1

802.1 le without Cell Breathing

Such load imbalance as that illustrated in Figures 5.17 and 5.18 has a notable effect on
the quantity of collisions occurring in the network. With AP's 3 and 6 having a ratio of
associated users of almost

and 14 of all users in the network respectively, the task of

gaining access to the medium is a difficult one. As the number of users trying to access
the wireless channel increases, so too do the number of collisions taking place. Figure
5.23 presents the total number of collisions occurring on the wireless medium in each
BSS area of the simulated network. It is clear from this graph that cell 3 experiences
serious overloading and high congestion as a result. The situation is not as serious in
BSSA 6; however, congestion due to AP overloading is also a problem with almost 600
collisions recorded. The number of collisions occurring in all other BSS areas in the
network is negligible in comparison and confirms their lightly loaded state.
Collisions per BSSA

□ BSSA 1 ■ BSSA 2 □ BSSA 3 □ BSSA 4 ■ BSSA 5 □ BSSA 6

Figure 5.23: Number of collisions per BSSA using standard 802. lie scenario

5.4.2.2

802.1 le with Greedy Cell Breathing

Figure 5.24 shows a dramatic reduction m the number of collisions occurring in the
network. This is particularly apparent in BSS area 3, where a reduction in excess of 60%
is evident. The number of collisions occurring in cell 6 is also reduced by over 75%.
These decreases indicate two things;
91

Chapter 5: Results and Analysis

-

The congestion in BSS areas 3 and 6 is much less than that experienced in the
scenario without cell breathing

-

This decrease in collisions reduces waiting times at the MAC layer helping to
improve the QoS provided to the ongoing real-time sessions

It should also be noted that there is a noticeable increase in collisions in all other cells;
this implies that they now have more nodes contending for access, once again
highlighting that the proposed cell breathing procedure does in fact cause a
redistribution of network clients among all AP's in an effort to ease congestion.

Collisions per BSSA

.1.1.

m.i.W

□ BSSA 1 ■ BSSA 2 □ BSSA 3 □ BSSA 4 ■ BSSA 5 □ BSSA 6

Figure 5.24: Number of collisions per BSSA using greedy cell breathing for 802.1 le

5.4.2.3

802.1 le with Fair Cell Breathing

The number of collisions that occur in each BSS area when fair cell breathing is applied
is illustrated m Figure 5.25. Here, we see a dramatic reduction in the number of
collisions occurring in BSS areas 3 and 6 in comparison to the statistics plotted in Figure
5.22 when no cell breathing is used. In fact reductions of approximately 60% are
observed. Although the difference between the number of collisions occurring for
greedy and fair cell breathing scenarios is less significant, it should be noted that BSSA
6 experiences an increase in collisions. This is due to the fact that it does not perform
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cell breathing when it is initially congested because neighbouring BSS area 3 is heavily
congested also

Collisions per BSSA

□ BSSA 1 ■ BSSA 2 □ BSSA 3 □ BSSA 4 ■ BSSA 5 □ BSSA 6

Figure 5.25; Number of collisions per BSSA using fair cell breathing for 802.1 le

5.4.3

802.1 le Frame Dropping Rates

Figures 5.20 to 5.31 demonstrate the frame dropping measurements observed for the
802. lie cellular WLAN scenario.
5.4.3.1

802.1 le without Cell Breathing

The amount of collisions occurring in each BSS area has major influence on the QoS
experienced at the MAC layer for each generated voice and video frame. The high
number of collisions shown in Figure 5.23 results in a large number of retransmissions
which, in turn, causes longer and unbounded waiting times at the MAC layer. However,
real-time applications, such as those studied in this thesis, cannot tolerate high delays
and so the rate of frame dropping increases causing deterioration in the QoS provided.
The average and instantaneous frame dropping rates can be seen in Figures 5.26 and
5.27 respectively. Again, it is evident that the overloaded AP's 3 and 6 have high rates of
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frame dropping while this measure is negligible for all the other access points. The
average frame drop rate as seen in Figure 5.26, displays the ratio of the overall frames
dropped to overall number of frames generated. As expected, it is AP3 that experiences
the highest drop rates, with this value reaching almost 50%. Similarly, for AP6, this
value reaches a peak of approximately 35%. The instantaneous frame dropping graph
shows a measure of the frame drop percentage in one second intervals and provides
more accurate insight into the QoS provided to users. Here, it is clear that the drop
percentage in AP 3 moves within the range of 10% and 60%. It should also be noted that
this peak FDR of almost 60% corresponds to the point in Figure 5.18 where up to 50
sessions are being supported. The FDR for AP 6 is more variable, moving in the range
of 0 to 50%. When comparing this curve with that of AP6 in 5.18, we see that the
instantaneous FDR changes in correspondence to the change in the AP session load.

From these frame drop rate measurements, it is obvious that the two overloaded AP's do
not provide a good QoS for their ongoing sessions. In fact the drop rates measured
greatly exceed the required threshold of 5% and 2% for voice and video applications
respectively. Also, the differences between the performance of 802.11b and 802.1 le
should be noted. It is evident from the Figures, that 802.1 le exhibits a higher dropping
rate than 802.11b. A higher number of video frames are dropped in 802.1 le because
video is of lower 802.1 le priority and experiences longer waiting time at the MAC layer
as a result. The following sub-sections present the performance of 802.1 le when cell
breathing is applied.
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Figure 5.26; Average FDR per AP using standard 802.1 le scenario

Figure 5.27: Instantaneous frame dropping for standard 802.1 le scenario
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5.4.3.2

802.1 le with Greedy Cell Breathing

A large difference between frame dropping statistics in the scenarios with and without
cell breathing can be noted. The average FDR when greedy cell breathing is employed is
shown in Figure 5.28. Here, a marked improvement can be observed; AP 3 reaches a
peak of 15%, an immense drop from almost 50% seen in the case where no cell
breathing was applied. A similar decrease in the average frame dropping rate for AP 6 is
apparent with a decrease of over 75% when compared to the plot in 5.26. It should also
be noted that when the cell breathing technique is applied, frame dropping at previously
lightly loaded AP's now occurs. Both AP's 1 and 4 show a small increase in their
average FDR indicating that their load is larger but still manageable after cell breathing
has been applied. The instantaneous frame dropping shows a similar chronicle of events
in Figure 5.29. AP3 drops just over 30% of frames in the 59^ second, almost half of the
peak value observed when no cell breathing is performed. Similarly, AP 6 experiences
very little frame dropping throughout the entire duration of simulations and cells 1 and 4
drop 16% and 12% of frames in the 162"‘^ and 108*^ seconds respectively.

Average FDR

Time (seconds)

Figure 5.28; Average FDR per AP using greedy cell breathing for 802. lie
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Instantaneous Frame Dropping

AP1
AP2
AP3
AP4
APS
AP6

Time (seconds)

Figure 5.29; Instantaneous FDR per AP greedy using cell breathing for 802.11 e

5.4.3.3

802.1 le with Fair Cell Breathing

The average and instantaneous frame dropping statistics when fair cell breathing is
applied are presented in Figures 5.30 and 5.31 respectively. The average FDR shows
significant improvement in the QoS provided to ongoing sessions by all AP's when
compared to the FDR presented in Figure 5.26 when no cell breathing is employed. The
average frame dropping value exceeds 40% in Figure 5.26, while this dropping
percentage remains below 10% in Figure 5.30 when fair cell breathing is utilised. The
average FDR presented in Figure 5.30 is different from that demonstrated in Figure 5.28
when greedy cell breathing is performed. AP 6 experiences a higher FDR when fair cell
breathing is used. This is because AP 6 does not perform cell breathing when initially
congested, due to the load at AP 3. This results in a longer period of congestion at AP 6
where more frames are dropped. The frame dropping is slightly reduced at AP 3 when
fair cell breathing is employed; this is due to the elimination of the "ping-pong" effect
experienced with the greedy approach.

Similar to Figure 5.30, 5.31 demonstrates an overall reduction in frame dropping for AP
3. Introducing an element of fairness to the cell breathing decision making process
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means that highly loaded AP's do not suffer further congestion as a result of a neighbour
performing transmit power adjustment. While the instantaneous frame dropping
statistics show a slightly increased FDR for AP 6, the reduction in the FDR at AP 3 is
significant. It should also be noted that although the dropping at AP 4 is high, cell
breathing is not performed. This is due to the fact that neighbour AP 3 is supporting a
high load also, causing in a high cost for cell breathing at AP 4.

From the graphs demonstrated throughout this chapter, it can be seen that the use of cell
breathing in a IEEE 802.11 WLAN can indeed improve the performance in terms of the
number of collisions, MAC delay and hence QoS of real-time applications. The frame
dropping statistics are dramatically reduced when cell breathing is employed. Table 1.1
shows the standard deviation for the mean number of nodes associated with each AP
during each simulation run. Here, it is evident that both cell breathing schemes show a
significant reduction in the deviation from the mean for both 802.11b and 802.1 le
WLAN scenarios. This is further evidence that all AP's become more evenly loaded
after cell breathing has been applied.

Figure 5.30: Average FDR per AP using fair cell breathing for 802. lie
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Figure 5.31: Instantaneous FDR per AP using fair cell breathing for 802.11 e

No Cell Breathing
Greedy Cell Breathing
Fair Cell Breathing

802.11b

802.1 le

16.58818
8.753037
8.896774

17.72364
10.97868
10.31276

Table 5.1; Standard Deviation of the load carried by each AP

5.5

Conclusion

This chapter presented the results obtained from the evaluation of the cell breathing
algorithms proposed in this thesis. The performance statistics illustrated demonstrate
that cell breathing forces a balancing of the load in a WLAN and improves the QoS for
real-time applications as a result. While greedy cell breathing aims to reduce frame
dropping instantly, it introduces a ping-pong effect. The fair cell breathing approach
mitigates this, however it comes with the cost of a higher FDR in the congested AP
during the balancing period.
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Chapter 6 Conclusions & Future Work

6.1

Introduction

This chapter provides a summary of the work presented in this thesis and the
contribution the proposed cell breathing technique has towards QoS maintenance and
load balancing and load control in cellular WLAN infrastructures. Directions for future
work in this area are presented and suggestions for extending the work carried out in this
study are made.

6.2

Review of Research

The nature of the medium access strategy defined for 802.11 WLANs means that during
periods of congestion, large numbers of collisions occur, in turn, causing a high quantity
of frame retransmissions. As a result, considerable delays are experienced at the MAC
layer, causing serious degradation in the QoS provided to the active real-time sessions.
Load balancing is a common technique used to share resources and to control
congestion in wireless networks. In an effort to reduce AP overloading, and hence
reduce the MAC delay, a load balancing strategy called cell breathing is proposed in this
study. The aim of cell breathing is to initiate a redistribution of network clients in an
attempt to improve the QoS experienced by users in a congested cell.
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Cell breathing is a technique whereby an AP can reconfigure its cell boundaries by
changing the power at which it transmits. Allowing an access point to vary its transmit
power has a direct effect on its coverage area and can act as a load balancing
mechanism. Two cell breathing approaches have been developed and investigated in this
thesis; a greedy and a fair algorithm.

Greedy cell breathing permits AP's to change their transmit power level when they
become overloaded. In response to this power reduction, neighbouring AP's are
requested to increase their transmit power in an effort to maintain seamless network
coverage. Reducing transmit power has the effect of shrinking the size of an AP's
coverage area, thereby forcing nodes located on the cell border to initiate a reassociation
process with a neighbouring AP and resulting in a more even balance of the load. This
greedy cell breathing scheme vastly improves the QoS provided to real-time sessions.
However, as outlined in chapter 5, this greedy algorithm exhibits a "ping-pong" effect
where an overloaded AP causes a load increase at an already overloaded neighbour. To
counteract this, a fair cell breathing algorithm is proposed.
Fair cell breathing requires overloaded AP's to consider the loading state of their
neighbours when deciding if cell breathing should be performed. Based on the loading
state of its neighbours, an overloaded AP calculates the cost of performing cell breathing
Ccb- This cost computation attempts to prohibit cell breathing when a popular neighbour
is in a highly loaded state. Transmit power adjustment is only performed when the value
of Ccb is below a pre-defmed threshold. As demonstrated in chapter 5, fair cell breathing
reduces the frequency of transmit power changes, hence eliminating the "ping-pong"
effect. However, it should be noted that fair cell breathing involves a trade off between
QoS and neighbour consideration. If the cost of cell breathing is determined to be too
expensive for an overloaded AP, it remains in a congested state which has temporarily
negative effect on the QoS.

In summary, the conclusions of this study are as follows:
The proposed cell breathing approaches require only small changes to AP
software and have no effect on the NICs in clients

Tol

Allowing AP's to adjust their transmit power can have a load balancing
effect, which results in the redistribution of users to lightly loaded AP's
The proposed approaches are implemented as distributed algorithms,
making them highly scalable and robust
The QoS provided to ongoing real-time sessions can be improved
dramatically in certain circumstances through the cell breathing approach
to load balancing
Cell breathing can successfully allow a cellular WLAN environment to
dynamically adapt to changing load conditions

6.3

Future Work

This study has presented an analysis on the concept of cell breathing for load balancing
in a cellular WLAN environment. While the potential benefits of such a system have
been demonstrated and evaluated, there is large potential for further work in this area.

Future research should be directed toward the implementation of the proposed
algorithms in a real network. Real networks lack the regularity of the models presented
in this work and hence, it would be important to assess whether the concepts and results
obtained in this study could be extrapolated to live network traffic scenarios.

The cell breathing scheme presented in this thesis ensures complete coverage by
requesting neighbouring AP's to increase their transmit power to the next defined level
in response to power reduction by an overloaded AP. While this approach does ensure
seamless coverage, further work could be directed towards determining the optimum
adjustment in the transmit power for each AP that ensures seamless coverage and
adequate overlap.

As stated in chapter 4, this study assumes that all wireless channels are non-overlapping.
Further development of the cell breathing approach could be carried out to deal with the
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problem of frequency planning and address the problem of co-channel interference,
particularly when AP transmit powers are variable.

Finally, load balancing techniques are most effective when one section of the network is
congested; it is relatively ineffective during entire network overloading. The
development of an effective admission control strategy to manage the number of
communicating users being supported by each AP would be a significant contribution.
Admission control could prevent severe AP congestion while cell breathing could be
used in conjunction with it to ensure an even distribution of load throughout the
network, assuring an efficient use of resources and adequate QoS.
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Appendix
Mobility Code
void cMobility::position_x(double now_t)
{

if(!type_ap)
{

// distance travelled in x direction is:velocity*cos(direction)*time taken since last
update, likewise for y direction
double temp_x = random_vel*cos(direction)*((now_t/le6)-update_time);
update_time=now_t/l e6;
if(next_destination_X > old_x)
{

mob_xp = oldx + (tempx);
}

else
{

mob_xp = old x - (temp x);

if(mob_xp > X_LENGTH)
{

mobxp = mobxp-XLENGTH;

}

void cMobility::position_y(double now t)
{

if(!type_ap)
{

//updates the current y position on the node
double temp_y = random_vel*sin(direction)*((now_t/le6)-update_time);
update_time=now_t/le6;
if(next_destination_Y > old_y)
mob_yp = old_y + (temp_y);
else
mob_yp = old_3' - (temp_y);
if(mob_yp > Y_LENGTH)
mob_yp == mob_yp-Y_LENGTH;
}
}

//if the node has moved more than the allowed distance, then shadowing needs to be calculated
bool cMobility::calculate_position()
{

// calculate distance moved
dist_moved=sqrt(((mob_xp-old_x)*(mob_xp-old_x)) + ((mob_yp-old_y) *( mob_yp-old_y)));
if(dist_moved>= ALLOWDIST)
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return true; // moved more than allow_dist so draw a new shadow value
else
return false;
}

double cMobility:: calculate_destination()
{

CNRndInt site( 1 ,NUM_SITES,baseRNG);
if(iEnd_site == DEFAULT_VALUE
{
int spos = site();//choose a destination
while(spos == iStart_site)
spos site();
iEnd_site = spos;//chooses a desination
old_x = next_destination_X;
old_y = next_destination_Y;
//find the shortest path between the start and end points
path = extract path(iStart_site, iEnd site);
if(bStart)
bStart = false;
iCurrentsite = path[l];
next_destination_X = sitepos[iCurrent_site-l][0];
next_destination_Y = sitepos[iCurrent_site-l][l];
randomvel == rnd_vel->draw();
//direction = atan((next_destination_Y - old_y) /( next_destination_X- old_x));//inverse
slope, tan teta=slope =>tan^-l(slope)==teta
direction = atan(fabs((next_destination_Y - old_y) /( next_destination_Xold_x)));//inverse slope, tan teta=slope =>tan^-l (slope)=teta
tempdistancejeft = sqrt(((next_destination_X-old_x)*(next_destination_X-old_x)) +
//distance between two points on a line
((next_destination_Y-old_y) *(
next_destination_Y-old_y)));
}

else if(iCurrent_site != iEnd site)
{

old_x = next_destination_X;
oldy = next_destination_Y;
//need to determine the next site
for(int i=0;i<path.size();i++)
{

if(iCurrent_site "== path[i])
{

iCurrentsite = path[i+l];
break;
}
}

nextdestinationX = sitepos[iCurrent_site-l][0];
next_destination_Y = sitepos[iCurrent_site-l][l];
random_vel = rnd_vel->draw();
//direction = atan((next_destination_Y - old_y) /( next_destination_X- old_x));//inverse
slope, tan teta=slope =>tan'^-l(slope)=teta
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direction = atan(fabs((next_destination_Y - old_y) /( next_destination_Xold_x)));//inverse slope, tan teta^slope =>tan^-l(slope)==teta
temp_distance_left = sqrt(((next_destination_X-old_x)*(next_destination_X-old_x)) +
//distance between two points on a line
((next_destination_Y-old_y) *(
next_destination_Y-old_y)));
return temp_distance_left;
}

void cMobility:; event_handler(const CNEvent *ev)
{

if(now() >= FINISHTIME)
{

return;
}

switch(ev->type()) // function type() checks event(msg) type
{

case MOBILITY START:
{

nextdestinationX = oldx = mobxp;
next_destination_Y - old_3' = mob yp;
if(!type_ap)//if a node then start mobility otherwise do nothing - aps are
stationery
{

//update_time=now()/l e6;
send_now(new CNEvent(DWELL_HERE));
}

}//case start
break;
case MOVING:
{

// node has arrived at destination so update node position
mob_xp=old_x=next_destination_X;
mob yp^old y=next_destination_Y;
// record time that position update occurs
//update_time=now()/l e6;
if(iCurrent_site == iEnd_site)//if node has reached the destination
{

//set the start site = end site
iStartsite = iEndsite;
iEndsite = DEFAULTVALUE;
iCurrentsite = DEFAULTVALUE;
//delete the old path
path.clear();//clears the vector
send_now(new CNEvent(DWELL_HERE));
}

else
{

delay_time = calculate_destination()/random_vel;

113

delay_time == ceil(le6*delay_time);
send_delay(new CNEvent(MOVlNG),delay_time);
}

}//case moving
break;
case DWELL HERE:
//dwell time is the time taken to move to new destination
delay_time=calculate_destination()/random_vel;
delay_time=ceil(le6*delay_time);
send_delay(new CNEvent(MOVING),delay_time);
break;
default;
printf("Error in cMobility event handler\n");
}

break;
}//switch
}//event handler
vector<int> cMobility::extract path(int start site, int end site)
{

int vertex;
vector<int> site path;
//// AS SP matrix is based on nodes indexed from 1 rather than 0 here the source
// & destination nodes sn, dn are also indexed from 1. However array positions
// are indexed from 0 this so substract 1 from the value of the vertex before
// using it to extract path vector
// sn source site
// dn destination site
// source site is going to be first vertex on path
site_path.push_back(start_site);
if(SP[start_site-l][end_site-l] == end_site)//path consists of a single edge between
vertices start_site and end site
site_path.push_back(end_site);
else
{

//determining intermediate path sites
vertex = SP[start_site-l][end_site-l];
while(vertex != end_site)
{

site_path.push_back(vertex);
vertex == SP[vertex-l][end_site-l];
//add destination site to the path
}

site_path.push_back(end_site);

return site path;
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Cell Breathing Function
//function to check if the FDR of either the video or voice sessions happening at the ap has exceeded their
threshold
//if so, must reduce transmit power of ap.
bool performBreathing(double video generated, double video_dropped,double voice_generated,double
voice_dropped)
{

bool breathe = false;
double video_drop_rate, voice drop rate;
video drop rate = video_dropped/video_generated;
voice_drop_rate voice_dropped/voice_generated;
if(voice_drop_rate >= VOICE DROP THRESHOLD |! video drop rate >=
VIDEODROPTHRESHOLD)
breathe = true;
else
breathe = false;
return breathe;

void cMACLayer::checkQoS()
{

cNetworkNode *net_node = (cNetworkNode*)get_node(iNode_id,&APList,&nodeList);
bool change = true;
cWlanAP *ap;
if(net_node->t>'peAP())
{

ap = (cWlanAP*)net_node;
}

else
ap = (cWlanAP*)get_node(net_ node->getBSS(),&APList);
if((now() - ap->tx_power_changed_last) > 3000000)
{

for(int i=0;i<ap->NeighbourGraph.size();i++)
{

bool satisfied = false;
double pathloss = AP_pathloss[ap->getNodelD()-l][ap->NeighbourGraph[i]-l];
while(!satisfied)
{

if(!net_node->SuccTxion((tx_power_settings[ap->tx_power_level+l]-pathloss),500))
{

cWlanAP *access = (cWlanAP*)get_node(ap->NeighbourGraph[i],&APList);
if(access->tx_power_level > 0)
{

access->tx_power_level -= 1;
//resets the counter values.
access->total_video_frames = 0;
access->total_video_frames_dropped = 0;
access->total_voice_frames 0;
access->total_voice_frames_dropped = 0;
access->tx_power_changed_last = now();
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}

if(net_node->SuccTxion((tx_power_settings[access->tx_power_level]-pathloss),500) || access>tx power_level == 0)
{

satisfied = true;
if(access->tx_power_level == 0 && !net_node->SuccTxion((tx_power_settings[access>tx_powerjevel]-pathloss),500))
change = false;
}
}

else
satisfied = true;
}
}

if(ap->tx_power_level < 5 && change)
{

ap->tx_power_level += 1 ;//reduces the transmit power;
ap->total_video_frames = 0;
ap->total_video_frames_dropped = 0;
ap->total_voice_frames = 0;
ap->total_voice_frames_dropped = 0;
ap->tx power_changed_last = now();
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Traffic Generation Code
void cVideoServer;: event_handler(const CNEvent *ev)
{

if(now() >= FINISHTIME)
{

return;
}

switch(ev->type()) // function type() checks event(msg) type
{

case EV_VIDEO_SERVER_START:
{

printfC’VIDEO SERVER STARTEDAn");
iSessionid = 0;
}

break;
case EV VIDEO REQ:
{

cMACFrame *req_frame = (cMACFrame*)ev->object();
iSessionid = req_frame->iSession_id;
H263Generator *my_video_feed = new
H263Generator(H263file,(seed_for_H263+= 1000), 10000,901 120,40);
CNArrayObject *info_array = new CNArrayObject(3);
info_array->put(0,(CNObject*)req_frame);
info_array->put( 1 ,(CNOb)ect*)my_video_feed);
CNArrayDouble *dur = new CNArrayDouble(l);
num_video_sessions++;
dur->put(0,ceil(session_duration->operator()() + now()));
info_array->put(2,(CNObject*)dur);
send_now(new CNEvent(EV_GENERATE_VIDEO, this,
(CNObject*)info_array)); //will need to send the video req frame too
}
break;
case EV GENERATE VIDEO:
{

CNArrayObject *info_array = (CNArrayObject*)ev->object();
cMACFrame *req = (cMACFrame*)info_array->get(0);
H263Generator *my_video_gen = (H263Generator*)info_array->get(l);
CNArrayDouble *duration = (CNArrayDouble*)info_array->get(2);
cNetworkNode *net_node = (cNetworkNode*)get_node(req>getSource(),&nodeList);
if(now() <= duration->get(0))
{

double dFrameDelay, dFrameLength;
int iFrameType;
my_video_gen>getSample(&dFrameLength,&dFrameDelay,&iFrame_type);
//find the ap the dest node is associated with and send the video frame
there.
CNArrayDouble *size = new CNArrayDouble(3);
size->put(0,ceil(dFrameLength));
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size->put(l, req->SessionID());
size->put(2, req->getSource());
send_now(new CNEvent(EV_VIDEO_STREAM,
((cNetworkNode*)get_node(net_node->getBSS(),&APList))->getMAC(),(CNObject*)size));
//send delay to this event with value dFrameDelay*/
send_delay(new CNEvent(EV_GENERATE_VIDEO, this,
(CNObject*)info_array),dFrameDelay* 1000/4);// *1000/8 = 512Kbps service. 1000/4 = 256Kbps service
}

else
{

num_video_sessions-;
cWlanNode *node = (cWlanNode*)net_node;
node->ongoing_video = false;
cWlanAP *ap = (cWlanAP*)get_node(node->getAPid(),&APList);
ap->video sessions--;
ap->total_sessionS“;
delete info_array;
delete req;
delete my_video_gen;
delete duration;
}//end else

H

}
break;
}//end switch statement
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