Human observers have been demonstrated to be sensitive to the local (physical) light field, or more precisely, to the primary direction, intensity, and diffuseness of the light at a point in a space. In the present study we focused on the question of whether it is possible to reconstruct the global visual light field, based on observers' inferences of the local light properties. Observers adjusted the illumination on a probe in order to visually fit it in three diversely lit scenes. For each scene they made 36 settings on a regular grid. The global structure of the first order properties of the light field could then indeed be reconstructed by interpolation of light vectors coefficients representing the local settings. We demonstrate that the resulting visual light fields (individual and averaged) can be visualized and we show how they can be compared to physical measurements in the same scenes. Our findings suggest that human observers have a robust impression of the light field that is simplified with respect to the physical light field. In particular, the subtle spatial variations of the physical light fields are largely neglected and the visual light fields were more similar to simple diverging fields than to the actual physical light fields.
Introduction
It is fascinating how light manipulations can change the appearance of an object or a scene (Cuttle, 1973; Ganslandt & Hofmann, 1992; Hunter, Biver, & Fuqua, 2007) . Many professionals-artists, photographers, light designers, and architects-use practical knowledge about light in their work. They put things in a spotlight to put attention on them, they use diffuse lighting to make surfaces look smoother, or play more sophisticated tricks with our visual system to create illusions. So far, the theory behind such lighting techniques is not particularly extensive (Cuttle, 2003; Gilchrist & Radonjic, 2009 ). Moreover, we are not aware of any lighting design books that address how complicated optical interactions between lighting, spatial geometry, materials, and objects result in the light distribution or light field in a space. Most literature in this field focuses on providing enough light (intensity) on working surfaces, people, and objects (Boyce, 1981) . Only a few lighting designers address the issue that human-centered lighting design should be based on the observer's experience of light arriving at the eye, which is determined not only by the light sources, but also by a scene geometry, furnishing objects, and materials as well as the position and motion of the observer and the people in the scene (Cuttle, 2003; Ganslandt & Hofmann, 1992) . These Citation: Kartashova, T., Sekulovski, D., de Ridder, H., te Pas, S. F., & Pont, S. C. (2016) . The global structure of the visual light field and its relation to the physical light field. Journal of Vision, 16(10):9, 1-16, doi:10.1167/16.10.9. Gershun (1939) was one of the pioneers working on the definition of light in a space. He introduced the term light field, which is a function that describes the amount of light traveling in every direction through every point. It describes light as a function of position in space and direction resulting in a five-dimensional spherical function, describing the radiance arriving to a point x, y, z from direction h, u. One may interpret this description as a huge collection of panoramic images for all positions in a space. Gershun (1939) introduced radiant flux density -the net flux that passes through any given surface element from either side; and the light vector -the magnitude and direction of the net flux. He also introduced light tubes as a manner to describe the net light transport through a space. Adelson and Bergen (1991) described an equivalent of the physical light field, the plenoptic function (from plenus, meaning ''all,'' plus optic), which specifies the structure of light as a function of position, direction, wavelength, and time. In our work, we ignore the variables wavelength and time and focus on the luminance distribution -as in Gershun's (1939) definition. This concerns a fivedimensional function, which is quite complex for most real scenes.
The development of mathematical and computer modeling tools provided the means for further elaboration of the topic. Mury et al. (2007 Mury et al. ( , 2009 ) studied the spatial structure of physical light fields. They developed methods to describe the physical light field by extending Gershun's (1939) definition of light's components, as well as methods to measure and visualize its (global) structure. They found experimentally that the loworder components of the light field vary smoothly over scenes, implying that it is possible to make a reconstruction of the physical light field of a scene based on a relatively small number of measurement points. Mury et al. (2007 Mury et al. ( , 2009 ) also demonstrated a strong relationship between the low-order components and the geometrical layouts of the scenes, concluding that, in some way, the physical light field can be thought of as a property of the geometry.
The visual light field was measured by . In order to test human sensitivity to various parameters of the physical light field, they introduced a white sphere as a gauge object. Their setup consisted of stereoscopic photographs of a scene under three light conditions and a probe (a white matte sphere). The task was to set the lighting (light direction, intensity, diffuseness) on the probe so that it appeared to belong to the scene. The resulting probe images were compared to the photographs of a real sphere in the same positions. Koenderink et al. (2007) concluded that human observers have expectations of how a given object would appear if it was introduced in a scene at some arbitrary position and named this awareness the visual light field. Xia et al. (2014) tested the findings of for real scenes. They created a real setup in which the lighting on a scene and on a probe could be manipulated separately, and the scene and probe could be fused using a semitransparent mirror. Twenty participants were asked to judge whether the probe fitted the scene with regard to illumination intensity, direction, and diffuseness. The observers were found to be sensitive to variations in light intensity, direction, and diffuseness.
In reviewing studies on illumination, lightness and brightness perception, Schirillo (2013) argued the necessity ''to develop a broader perceptual theory, including the crucial variable of how light is inferred in open space' ' (p. 905) . Throughout the paper, he provided several examples of experiments in which the same test patch was perceived significantly lighter or darker depending on its apparent position in spaceunder dim or bright illumination, respectively. Schirillo (2013) discussed the possibility that we infer light itself, raising questions such as ''why does the object appear colored, but not the space in front of it, in that this space contains light of the same wavelengths as that at the surface of the object'' (p. 908). In the end, he draws the conclusion that there exists a mental representation of the light in three-dimensional space. He notes that such awareness must be derived from reflecting surfaces in a scene, but that the quality is not brightness. He concluded that the awareness of light extending into the space between the surfaces and the eye is phenomenologically real and measurable. Schirillo (2013) also noted that our awareness of the light in empty space does not necessarily mirror physical illumination. For example, neutral light in a room furnished in red may be perceived as reddish. Ostrovsky, Cavanagh, and Sinha (2005) found that the structure of the physical light field can also be misperceived. They demonstrated that humans often neglect inconsistencies in illumination, which would not be the case if the light field is perceived in a physically veridical way. This ''deficiency'' was explained by the visual system not trying to verify the global consistency of the local estimates because, they speculated, human evolution in a single light source environment yields a fast local analysis sufficient for obtaining the illumination information needed. Likewise, in experiment there was a condition in which the judgments of all but one observer were inconsistent with the physical truth. It was the condition in which a probe was in the volume of a cast shadow of an object, implying that observers were not aware of certain details of the light field's structure.
Van Doorn, Koenderink, Todd, and Wagemans (2012) recently studied the perception of several global structures in natural light fields. They showed that human observers can perceive uniform, diverging, and converging light fields (which can be represented by sunlight, candlelight, and a ring or sphere of light surrounding a scene or object of interest, respectively) but are insensitive to rotational and deformation light flow patterns (Cuttle, 1973) , which are less common and may be formed by complicated lighting/geometry.
In conclusion, there is growing evidence that although the visual and physical light fields show similarities, they are not identical to each other. However, we are not aware of any studies in which the global structure of the visual light field was actually measured and compared to the physical light field. One reason for this gap certainly concerns the lack of a proper method to measure the visual light field.
The aim of the present study is to fill this gap in measuring and comparing the global structures of corresponding physical and visual light fields. In doing so, an important question is whether measuring many instances of a local visual light field in a scene allows the reconstruction of its global structure by interpolating its lower order features in a similar way as Mury et al. (2009) did for the physical light field. We found that our data was sufficiently smooth to accomplish this.
The measurements were done on a real scene, a living room, in which the type of illumination was varied to create three different light fields. We took measurements over nearly regular grids, sufficiently capturing the variations in the light field over the three illumination types. In this study, we focused mostly on the directional component of the light field, the light vector, but we also measured the ambient component in order to make diffuseness comparisons. The paper is organized as follows: First, we present the methods we used to measure and reconstruct the visual light fields, demonstrate approaches for their visualization, and discuss the measurements results. Second, we explain the physical measurements and their processing. Finally, we compare the visual and physical light fields and discuss the overall results of the study.
The visual light field Methods

Scene
The scene was part of a laboratory room, furnished as a common living room (see Figure 1) . The scene width was 340 cm, the depth (from the back wall to the front-most line of measurements) was 255 cm, and the height was 300 cm. Most of the objects in the scene had matte surfaces varying in roughness. Some surfaces were shiny, including a smooth specular tabletop, a metal fruit plate and lamp stand, and a transparent glass flower vase. We used the following light conditions: a lamp on the table (LAMP); two sets of fluorescent lamps, one behind another, on the right side of the ceiling creating a diffusely lit scene (DIFFUSE); and two spotlights, one on the left and the other on the right side of the room with their center of symmetry slightly to the left of the room center, to create a more focused lighted scene (SPOTLIGHTS).
We photographed the scene under each of the three light conditions. The camera was standing 5 m away from the back wall of the scene with the following camera settings: f-number equal to 7.1 and exposure times equal to 1/2, 1/15, and 1/8 s for LAMP, DIFFUSE, and SPOTLIGHTS, respectively, because of the differences between illumination levels. We then converted the photographs to grayscale, with each picture ranging in pixel brightness from 0 to 255, and cropped them to hide a part of the ceiling. Thus, the images were made so that the light source was visible for the first scene and invisible for the other two scenes. The resulting pictures can be seen in Figure 1 .
Probe
To measure the visual light field for each light condition, we used a grid of 36 positions in the photographs in three depth layers (see Figure 2A) . At each position, a computer-generated rendering of a probe was superposed on the photographed image to assess the perceived light in that position. The probe, similar to the one introduced by Koenderink et al. (2007) , is a white matte sphere on a black monopod (the ''pole'') superimposed on predetermined locations in the image. Observers could control both the direction and the intensity of a collimated light beam on the sphere and the intensity of the ambient light. The direction was controlled by mouse movements and the intensities by keyboard buttons. In this experiment, the diffuseness was defined as the ratio of collimated and ambient luminances (Xia, Pont, & Heynderickx, 2016b) , ranging from fully collimated light (e.g., spotlight) to fully diffuse or Ganzfeld illumination (e.g., as in mist or a snowy field on a cloudy day). The diffuseness could be controlled by adjusting the ratio between the collimated and ambient intensities instead of by an explicit extra parameter, as in . This adjustment simplified the interface and is based on studies into diffuseness characterization (Cuttle, 2003; Xia et al., 2016a Xia et al., , 2016b Xia et al., , 2016c Xia et al., , 2016d .
The poles indicated the probe position in the scene. This method can be safely used to replace the stereoscopic representation of the probe location, because in Koenderink et al. (2007) the stereoscopic representation served solely for defining the probe location. Moreover, on Pont's (2011) poster, the methods of Wijntjes and Pont (2010) were used to test whether the representation of the probe's position using a pole resulted in robust spatial percepts. The relative depth structure was found to be robust up to condition-and observer-dependent depth range scaling. The poles always had to be entirely visible to the observer, which restricted the available space for probe placement (e.g., one probe on the sofa was moved up in order to not occlude the lamp; see Figure 2A ). We estimated the probe coordinates in the space of the scene (a) in depth and width by placing the pole end on objects with known positions; (b) in height, by relating to a reference object (photographs of the cubic light meter; see Methods of the section on the physical light field measurements). The sphere size was scaled according to the perspective in the photographs depending on its position (see Figure 2B ).
Setup
The experiment was performed on a high-resolution 15-in. computer screen (2880 3 1800 pixels, Retina Display, luminance range from 0.4 cd/m 2 to 330.8 cd/ m 2 ), with software developed using the Psychtoolbox library (Brainard, 1997) . The light in the room was switched off. The images and the screen were calibrated linearly; in other words, the monitor luminances in the image were linearly related to the original luminances in the scene. The viewing distance of the observer was fixed with a chin rest at 27 cm from the monitor in order to keep the same viewing angle as the camera (628).
Participants
Ten observers (five men, five women) participated in this experiment. The participants were naive with respect to the setup and purpose of this experiment. All participants had normal or corrected-to-normal vision. They all gave written, informed consent. All experiments were done in agreement with the Declaration of Helsinki, Dutch Law, local ethical guidelines, and approved by the TUDelft Human Research Ethics Committee.
Procedure
Before the start of the experiment, we explained the experiment procedure, the probe, and its controls to the observers. In both training and trial sessions, the task was to set the parameters of the probe's lighting (direction, intensities of directed and ambient light) to make it appear like it fit in the scene. In order to prevent misunderstanding of the position of the probe in the scene, it was explicitly stated that the end of the pole was always standing on a visible object. We then showed photographs of a real white sphere under each light condition and ensured that the participant understood how to control the probe by doing three training trials. The following main part of the experiment consisted of 108 trials, including 36 probe positions for each light condition. We ceded the trial repetitions to be able to test a larger number of probe locations, taking into account that in the experiment, the reproducibility over sessions was stated as ''fair'' (medians of the quartile deviations over all observers of 5.78 were found for the slant, 4.98 for the tilt, 0.023 for the intensity, which was defined on a range from 0 to 1, and 0.093 for the directedness, which was defined on a range from À1 to 1). The order of the 108 trials was randomized per observer. After the first 54 trials, the observers were given a break. Altogether, the experiment took between 1 and 2 hr, with an average of 1 hr and 20 min. After the experiment, we asked the participants to draw where they thought the light source(s) were positioned on pictures of the three scenes, and to describe the position of the source(s) in words.
Results
Source estimation
The results of the survey on the inferred light sources positions are presented in Figure 3 . For the LAMP condition with the visible light source, all observers pointed at the lamp. For the DIFFUSE condition, there was more variation but most of the light sources were ''placed'' in the upper right part of the ceiling. The observer who pointed a light source on the left part of the picture still stated that it is directed to the right. Another observer positioned the light source above the standing lamp next to the ventilation hole and commented that it is an invisible light source floating next to the wall. Finally, only 4 of 10 observers noticed that there were two light sources in the SPOTLIGHTS condition. Of the others, three stated that the light source was in the middle of the ceiling, one claimed that there was only one elongated source in the middle, one placed the light source on the right, and one placed it in front of the scene. 
Local settings
For each light parameter and each condition, we evaluated the intersubjective spread in the parameter settings by calculating the medians of the quartile deviations over all observers per point using the same statistics that were used in Koenderink et al.'s (2007) experiment. Overall, the intersubjective spreads in the settings (called spread in the rest of this section) seem to stay within reasonable percentages of the full ranges. The directional settings were decomposed into two angles, polar angle and azimuth. Polar angle indicates an angle perpendicular to the picture plane, varying from 08 (frontal illumination from the point of view of the observer) to 1808 (backward illumination). Azimuth indicates an angle in the picture plane, varying from 08 (right side of the probe illuminated) to 3608, counterclockwise. For these angles, we used circular statistics. There does not seem to be a strong dependency of polar angle spread on light condition (medians of 11.38, 14.58, and 15.08 for LAMP, DIFFUSE, and SPOTLIGHTS, respectively). However, there was a strong dependency of azimuth spread on light condition, increasing from a median of 7.18 in the LAMP light condition to 14.68 in the DIFFUSE condition, and 18.38 in the SPOT-LIGHTS condition. Please note that these intersubjective spreads of the probe settings correlate with the apparent spread of the subjective light sources' positions in Figure 3 .
The photographs were taken with varying exposure times, so there is no meaning in direct comparisons between light intensities of the settings. However, the ratio of the directed and ambient intensity, or the diffuseness, is relative and will be addressed extensively in the comparison of the visual with the physical qualities. The spread of the diffuseness (on a range 0-1) was 0.19 for the LAMP condition, 0.14 for the DIFFUSE condition, and 0.18 for the SPOTLIGHTS condition. Compared to spreads for diffuseness found by others (reviewed in Xia et al., 2016a) , these values are typical and also stay within reasonable percentages of the full range.
Thus, the local settings show rather robust behavior, allowing comparison of the average structure of the light field over observers with the physical light field (see Comparison of visual and physical light fields section). Now we will address the question whether it is possible to actually do these reconstructions in combination with demonstrating possible ways to visualize them.
Reconstruction and visualization of the visual light field
Light field visualization is difficult due to the high dimensionality of the data. As the light field is a function of location (x, y, z) and direction (h, u), we need to project five dimensions into two for its representation in a flat image. The task is even more challenging because flat images inherently contain ambiguities. Mury et al. (2009) demonstrated several methods for visualizations of (certain properties of) the physical light field, such as contour plots of its components' strength distributions, collections of panoramic projections, fields of projected light vectors, and light tubes.
One way to visualize the visual light field is to simply superpose the adjusted probe objects on the scene (see Figure 4 , top three rows). The white spheres represent the observer's fits in straightforward manner. Using this method, we can get an impression of the settings that is highly visual. This method, unlike others, allows display of the ambient component. However, the direction and diffuseness of the light on a smooth white sphere have been shown to interact perceptually . Additionally, such representation is discrete; it needs integration and interpolation to infer the global structure of the visual light field.
The light vector representation (see Figure 4 , fourth row) consists of arrows depicting adjusted directions and relative intensities of the directed light. These vectors are taken to be the perceptual equivalent of the physical light vector. The directional components are perhaps more clear than in the sphere images, but still it is difficult to see the global structure.
The last method we demonstrate is the light tubes visualization method (see Figure 4 bottom row; Gershun, 1939; Mury et al., 2009 ). The light tubes are locally tangential to the light vector and their width is inversely proportional to its strength. One can think about the tube as an enclosure of a part of the light flow: the amount of light passing through the crosssection is constant over the length of the tube. In physical light fields the tubes usually diverge from a light source and end on light absorbing surfaces. Such representations give an impression of the so-called light flow (Cuttle, 1973) through a space at first glance, and concern the global structure of the light field.
We calculated the light tubes for the visual light fields using interpolation of the light vectors parameters (direction, intensity) between neighboring measurement points. In their reconstructions of physical light fields, Mury et al. (2009) started the tubes from the top, since all the light sources were on the ceiling. Our algorithm for the tubes visualization started from the light absorbing surfaces because we had a condition in which the light source was located within the volume of the scene. The recursive algorithm created a matrix of tubes components: points constituting the tube path through the volume plus the tube widths. At initialization, the algorithm calculated the starting coordinates such that the tubes origins were evenly distributed over the outer bounds of the visualization volume. The tubes' initial widths and light vector directions were then interpolated from these coordinates using linear interpolation functions for the visualized light condition (Mury et al., 2009) . For each tube, the algorithm made a step in the interpolated light vector direction on the next iterations. The stopping condition for each tube was either reaching the predefined limit of steps, the tube leaving the volume of the scene, or the tube fluctuating in a small area (which would mean that the tube reached a light source in the visualized volume). The initial width, number of steps, and number of tubes were adjusted manually to optimize the imaged light flow and avoid cluttering.
It is important to note that the light fields presented in Figure 4 are examples of the individual visual light fields. We provided visualizations of all individual visual light fields in the supplementary material with this paper. Although the intersubjective spreads were quite small, some of the reconstructed individual visual light fields for the DIFFUSE and SPOTLIGHTS look quite different. This is probably due to global differences in the settings, which have a minor influence on the intersubjective spreads because those were based on local settings, but clearly change the overall reconstruction's appearance. We found that our experimental method provides sufficiently robust data to reconstruct the individual visual light fields for our scenes. Mury et al. (2009) tested how good their reconstructions were by comparing several interpolated values in between initially measured points with extra measurements at those points, concluding that, although the local values were not exactly identical, the global structure could be measured robustly. In order to avoid increasing the number of measurements, we used the existing points only. First, we excluded a point from the grid, then ran the interpolation on this grid, and finally calculated the angular and intensity differences between the excluded point values (measured vector) and interpolated ones (approximated vector on the basis of the other points of the grid). We repeated this for each point in each individual light field reconstruction and found that the median values for the angular differences were fairly small, 198, 238, and 238 for LAMP, DIFFUSE, and SPOTLIGHTS conditions, respectively.
We also ran the light flow reconstruction algorithm using randomly directed vectors with randomly appointed intensities. The angular differences were then found to be around 908 after running the algorithm on 100 sets of random vectors. To obtain the difference in intensities, we took the median of the absolute difference between the values, and it constituted 0.15, 0.12, 0.13, and 0.28 for LAMP, DIFFUSE, SPOT-LIGHTS, and random conditions, respectively. To illustrate the contrast between the visual light fields and the models based on random values, Figure 5 presents examples of the outcome when running the interpolation and visualization algorithm on sets of random vectors. We can see that the reconstruction method breaks down for random data. Thus, our reconstructions of the global visual light field do represent its structure and are not an artifact of the interpolation method.
The physical light field Measurements
In order to compare the visual light fields with the corresponding physical light fields, we first had to reconstruct the global structure of the physical light fields for the same scene and light conditions as in the psychophysical experiment. Mury et al. (2009) captured Figure 5 . Examples of tubes created on the basis of randomly oriented vectors, which we made in order to check how coherent the interpolated flow patterns would be for locally random settings. It is obvious that these light flows do not represent a coherent ''field.'' physical light fields for the same light lab as we used, though it was empty at that time. They measured over a grid of 3 3 5 3 3 points with a step size of 1 m using a plenopter, a custom-made illuminance meter with 12 measuring heads, to be able to reconstruct the light field up to its second order spherical harmonics representation, which can be described by nine coefficients, making the 12 measured values sufficient for its estimation. We took this approach and tuned it to our purposes.
The measurements were done over 49 points: a grid of three in height, five in width and three in depth of the scene, and four additional points (Figure 6 ). Unfortunately, the furniture disposition in the scene did not allow making the grid perfectly regular. The positions of the measurements can be seen in Figure 7 . The heights of the measurements were 80, 145, and 210 cm, except for the lowest row behind the sofa, which was measured at the height of 122 cm. The heights of the four additional points are all 145 cm.
In our study we limited ourselves to the ambient and light vector components, which correspond to the zero and first order components in the spherical harmonics representation. Consequently, we did not need 12 measurements at each position as Mury et al. (2009) needed to include the second order spherical harmonics, so a substantially lower number of measurements were included, which were just enough to be able to estimate the four coefficients describing the zero and first order spherical harmonics representation. A cube was the closest approximation of a sphere having a regular shape with four or more faces.
We used a custom-made device (for details, see Xia et al., 2016b) for cubic illuminance measurements (Cuttle, 2013) on the basis of a Konica Minolta T-10MA illuminance meter (Konica Minolta, Inc., Tokyo, Japan), plus extra heads. The main part of the device is a cube, covered by black velvety paper, with a sensor on each surface. The cube was fixed on a stick and tilted such that its long corner-to-corner diagonal was vertical, and the stick was fixed on a tripod. Our construction allowed the lowest measurement to be 50 cm from the ground and the highest about 2.5 m. On the top of the cube there was a bubble level and on the tripod there were protractors, which allowed adjusting the cube orientation horizontally. All six sensors were connected to a laptop through the luminance meter's main body. In this way, we could make simultaneous illuminance measurements from all six sensors. Following Cuttle's (2013) procedure, we could then derive the local light field parameters from these six records and finally reconstruct the global structure of the light field by interpolation. The cubic illuminance measurements satisfied us in almost all respects. Yet, for one point close to the light source in the LAMP light condition, the resulting vector did not point to the lamp, due to known limitations of the cubic measurements whenever individual sensors record (close to) zero illuminance, as discussed by Xia et al. (2016b) . This point was excluded from the analysis.
The procedure of the measurements was the following: set the tripod to the position, check the orientation of the cube, then make measurement and photograph (for reference) for each light condition. The minimum values of the sensors measurements were 3.97, 45.4, and 19.22 lux and the maximum values were 173.9, 2040, and 1493 lux for LAMP, DIFFUSE, and SPOT-LIGHTS conditions, respectively.
Data processing and visualization
The resulting measurement data constituted the six measurements per position and light condition. We translated the measurements to light vectors (a) via the method introduced by Cuttle (2013) and (b) via spherical harmonics approximations as introduced by Mury et al. (2007 Mury et al. ( , 2009 ). These two methods are based on the same concepts, but framed within different mathematical approaches. In Xia et al. (2016b) an extensive comparison of these two methods is given, which leads to the conclusion that they give very similar results under natural circumstances.
Cuttle's (2013) method has a straightforward approach. The components of the resulting light vector are calculated by subtraction of the measurements of opposing faces, and rotation of the results to align with standard axes, taking into account that, initially, measurements were done with a tilted cube (see above).
In a spherical harmonics representation of the light field, the zero order component corresponds to the ambient component of the light (Cuttle's ''density of light'') and the first order component to the light vector. In order to calculate the coefficients, we used the system of equations proposed by Mury et al. (2009) and adapted it for 6 measurements instead of 12, since we were interested in the zero and first orders only. To use this system we had to define the sensitivity profile of the sensors, which we retrieved from the documentation of the sensors. The difference between the resulting vectors from the two methods was negligible so we used Cuttle's (2013) method for the calculations.
We applied the same interpolation and visualization algorithm for the physical light fields as for the visual light fields (see the section, Reconstruction and visualization of the visual light field).
Diffuseness was calculated according to Cuttle's (2003 Cuttle's ( , 2013 method using a cubic illuminance meter:
E þ , E À are the measurements of opposite sides of the cube; E (x) , E (y) , E (z) are the light vector components on each axis; E vector is the light vector magnitude; E symmetric is the symmetric illuminance; and E scalar is the mean illuminance in a point. For the observers' settings, E vector and E symmetric were taken as the magnitudes of directed and ambient light, respectively. The normalized diffuseness (D Cuttle ) Normalized ranges from 0 (fully collimated light) to 1 (fully diffuse light). See Xia et al. (2016a) for extensive theoretical and empirical comparisons of this method with other methods to define and measure diffuseness.
Comparison of visual and physical light fields
As was already stated, light fields have a complex structure, which makes the visualization, but also the quantitative analysis, difficult. To compare the light fields we chose to analyze the light vectors' directions first. Figure 8A , top row, shows three-dimensional illustrations of the physical and observers' averaged vectors in the LAMP, DIFFUSE, and SPOTLIGHTS conditions. We analyzed these data by calculating for each position, observer, and light condition the angular difference between the visual and physical light vectors in three dimensions, as well as between their projections on the picture plane. We took into account the projected vectors comparisons (two-dimensional; i.e., taking into account the azimuthal angle settings and neglecting the polar angle settings) because polar angle settings of lighting on a sphere were proven to suffer from the bas-relief ambiguity (Belhumeur, Kriegman, & Yuille, 1999 ; Koenderink, van Doorn, Kappers, te Pas, & Pont, 2003; Koenderink et al., 2007) . The resulting angular differences for all positions and all observers were summarized in smoothed histograms (see Figure 8B) . First, we took the unsigned differences of the observers' settings and the physical measurements results (PHYSICAL vs. OBSERVER). For each light condition, the two-dimensional results showed a maximum around 108 difference, which is rather small for this probing method but typical for azimuth settings in illuminance flow inferences ; 
Xia et al., 2016d
). The distributions are broad, however, resulting in medians of 548, 228, and 358. The three-dimensional results had maxima, as expected, at higher angular differences, namely between 408 and 608, and medians of 528, 428, and 478. Next, we used the same approach to compare the observers' settings and a model (SRC POINTERS vs. OBSERVER), based on the physical light source positions. The SRC POINT-ERS model represents essentially a simple divergent field, which would occur if observers would be simply pointing to light sources, and in physics, if there would be a light source in empty space. We obtained the positions of the light sources from the scene measurements for each light condition and pointed all the vectors to these positions (see Figure 8a , second row). For the DIFFUSE and SPOTLIGHTS conditions with two light sources, the directions of the vectors were calculated using linear superposition and the inverse square law of the distances to the sources. The histograms of comparisons between the observers' settings and the SRC POINTERS model moved noticeably to lower values, with respect to those for the PHYSICAL vs. OBSERVER histograms, resulting in lower medians for all three lighting conditions: 108, 168, and 208 for the two-dimensional analysis and 208, 348, and 378 for the three-dimensional analysis. Pairwise Kolmogorov-Smirnov tests on the cumulative raw data confirmed this shift by showing that the shapes of the PHYSICAL vs. OBSERVER histograms are significantly different from the SRC POINTERS vs. OB-SERVER for all two-dimensional and threedimensional comparisons (for p , 0.05). Thus, human observers' settings were closer to the predictions of the diverging field models than to the physical values.
In Figure 9 we show the averaged data for the diffuseness values. Perhaps surprisingly, the spreads of the diffuseness settings of the observers were always smaller than the spreads of the physical diffuseness values. The overall means were different for physical and visual light fields. Specifically, human observers considered the DIFFUSE light condition the most diffuse (as did the authors, judging on the visual appearance), whereas physically the overall most diffuse condition turned out to be the LAMP condition. The ranges of the diffuseness values showed the same relation between conditions: for both physical and perceptual measurements, the DIFFUSE condition showed the smallest range, and the SPOTLIGHTS condition showed the biggest range.
We present the three-dimensional visualizations of the physical light fields and (averaged between observers) visual light fields in Figure 10 . The physical light field for the LAMP light condition shows curved tubes at the top, due to the scattering of the light from the ceiling and interreflections in the corners. Towards the back of the scene, the light is more diffuse due to reflections from the ceiling and walls and dimmer because of the distance to the lamp. This causes a change of direction over the tube's length and thus, its curvy shape. None of the observers took these changes in the local average light direction into account for the LAMP condition, so their averaged settings form rather straight tubes diverging away from the light. The results of the physical and visual light field reconstructions were found to be most similar for the DIFFUSE light condition: the tubes seem to have the same origin, in the top left part of the ceiling, and spread out from there. In this condition, the physical tubes are also rather straight. In the SPOTLIGHTS condition, the physical reconstructions show slim, almost vertical, tubes under the lamps, where the light is highly directed. In other parts of the scene, the light is primarily due to scattering, causing the tubes to be thick and odd-shaped. The visual light field for this light condition shows tubes converging to the ceiling, and no odd-shaped tubes.
Discussion
Measuring visual light fields is a novel technique that reveals how human observers make inferences about the structure of the physical light field. We developed this method by merging existing approaches of measuring the physical light field (Mury et al., 2009) and the local visual light field . We have shown that the data obtained by this method is sufficient to reconstruct and visualize individual visual light fields. In addition to the psychophysical Figure 9 . Box-and-whisker chart of normalized visual and physical light diffuseness as a function of light condition, ranging between 0 (fully collimated) and 1 (fully diffused light). The boxes represent the range between 25% and 75% (first and third quartile) and the bars represent the full range.
measurements, we did physical measurements and compared the visual and physical light fields for three light conditions.
The goal of this study was to examine the structure of the visual light field. One way to assess it is to make multiple local measurements and interpolate them in order to provide values of the light properties in an arbitrary point within the measured volume. For the local measurements we used Koenderink et al.'s (2007) method of visual fit for illumination probing, which proved its reliability already in their and others' studies Pont et al., 2010; Xia et al., 2014) . Additionally, we took into account that Mury et al. (2009) demonstrated that the grid of 45 (3 3 5 3 3) points was sufficient to reconstruct a physical light field in the light lab where we also did our measurements. We did our measurements in only part (about half) of the room, but with a similar number of measurement points in the grid, so that the sampling density was about a factor of two higher. This was done because the living room scene is more complex than Mury et al.'s (2009) empty room.
Our first result was the finding that observers' settings on a probe are indeed reliable enough to reconstruct the visual light field for real scenes. In Koenderink et al.'s (2007) experiment, quartile deviations between repetitions were within 48 and 128 for the polar angle (''slant'' in their terms) and 1.68 and 138 for azimuth (''tilt''). Since we did not do repetitions of trials, it is not possible to make direct comparisons of the spreads with their study. Additionally, it was stated that all observers reproduced azimuth (tilt) within 58 and 108, which is more accurate than our results. We connect it to the fact that the light fields in our experiment were more complex than theirs. The striking difference between the interpolations of the visual measurements (Figures 4 and 10) and of the random vector grids ( Figure 5 ) demonstrates that the data was regular enough to reconstruct visual light fields.
We discovered that the structure of the visual light field can be quite different from the physical one. The analysis of the light flows (see illustration via light tubes in Figure 10) shows that the participants' settings seem to grasp the basic structure of the physical light field and converge at light sources, but ignore subtle changes due to (inter)reflections. Van Doorn, Wagemans (2011) and van Doorn et al. (2012) revealed that human observers are able to infer convergent and divergent two-dimensional light flows but not more complex ones, such as rotational and deformation twodimensional flows. Our findings confirm their conclusions also for three-dimensional global structures of light fields. More specifically, the observers' results correlated better with the models containing almost straight tubes diverging out from the sources, than with the physical, more complicated truth. This was particularly evident in the LAMP condition with its strong reflections from the ceiling and walls. Figure 3 shows that observers were actually not able to infer where the sources were unless the lamp was visible. Altogether, these results suggest that what the observers do is far from ''inverse optics'' and that instead, a diverging field is a template for the visual light field.
An important remaining question is: is the inferred global visual light field something that is represented perceptually? In other words, do observers only make local settings on the basis of object appearance and are the reconstructed visual fields mere mathematical inferences by the authors, or do the observers have a fairly good internal representation of the light field? The consistencies within and between the findings in Koenderink et al. (2007) , van Doorn et al., (2011 Doorn et al., ( , 2012 , Schirillo (2013) , and our study perhaps suggest that observers have such representations, though they concern strongly simplified (convergent/divergent light flow structures with fairly straight flow lines/tubes) compared to natural light flows. However, further research is needed to provide conclusive research on the internal representation of the luminous environment.
Our results revealed some dependencies of the visual light field on the features of the scenes, which is especially apparent in the similarities between the settings on the spheres and light location estimates. Specifically, in the scene with a single visible light source in the image, the LAMP condition, the observers seemed to simply have pointed at the source both in the probe settings and in the light source position estimations. For this condition, the settings on the spheres showed the highest consistency between subjects. In the DIFFUSE light condition, the light source was not visible but the physical light field had a relatively simple structure and observers inferred it fairly well. In the SPOTLIGHTS condition, both the settings on the probe and the source estimations were the least consistent overall. The dependencies between the complexity of the stimulus scene and lighting need further investigation. The approach demonstrated in this paper could be used in studies answering questions such as whether perception of the luminous environment is dependent on the scene being empty or full of objects, and how different scene geometries and materials affect the structure of the perceived light field. On the basis of earlier results -plus the basic fact that the optical structure entering the eye confounds geometry, material, and light -we expect interactions between shape/space, material, and light perception (Anderson, 2011; Fleming, 2014; Pont & te Pas, 2006; Zhang, de Ridder, & Pont, 2015) .
Currently there is a rise of interest into the topic of light diffuseness Pont et al., 2010; Morgenstern et al., 2014; Xia et al., 2014 Xia et al., , 2015 Xia et al., , 2016a Xia et al., , 2016b . As expected on the basis of these studies, we found that the physical diffuseness varied in a much wider range over the scenes than the visual diffuseness. In the LAMP light condition, a lampshade scattered the light in all directions except for the light exiting in the direction of the ceiling. The white ceiling and walls function as big diffusers. In the DIFFUSE light condition, the light sources themselves are rather diffuse, but they were directed downward to the dark floor, which functioned as a light absorber. This result, namely that the scene with physically the most diffuse light turned out not to be the DIFFUSE condition as the authors and observers thought but, instead, the LAMP condition, is perhaps surprising. The resultant light (field) is thus determined by the relation between the light source positions and the scene geometry and materials, and not primarily by the illuminants. Koenderink and van Doorn (1983) , Mury et al. (2007) , and Xia et al. (2016d) confirm and give insights into such optical mechanisms.
We found that human observers have a robust impression of the light field that is simplified with respect to the physical light field and that corresponds rather well with a model based on simple divergent fields from the light sources. These results have high practical interest. For example, the understanding of observers' inferences of light propagation through spaces can be used in lighting design for architecture or computer graphics. Moreover, the experiment setup itself might be used as a tool for visual light probing, exempting a designer or other lighting professional from physical measurements, if he or she is only interested in perceived light qualities. The method allows us to obtain the spatial structure of a visual light field from a single experimental session. Having such a tool, it is possible to construct the inferences that observers make about the light propagation through a scene and the variation of its qualities along the flow. We think that this fast and cheap tool has a big potential in perception studies, lighting, and computer graphics industries.
Conclusions
In this study, we focused on the global structure of the visual light field. Our main questions were whether the global visual light field can be measured, and if so, how similar it is to the physical light field. Our method for constructing the visual light field and its visualization via interpolation of regularized local measurements is shown to be robust even for individual light fields. Additionally, our comparisons of the visual and physical measurements results suggest that human observers have consistent impressions of the light field, though not exactly corresponding to the physical truth; specifically, they tend to neglect subtle spatial variations in the physical light fields.
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