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Resumo
Um dos problemas chave dos sistemas autômatos é o problemad alcançabilidade. A
resolução deste mediante o grafo de alcançabilidade gera, sobretudo em sistemas do mundo
real, o problema de explosão de estados. McMillan [12] propôs uma técnica chamada deun-
folding– desdobramento – que gera uma nova rede, de complexidade menor que a do grafo de
alcançabilidade, que contém o conjunto de estados alcanc¸áveis, o que permite evitar a explosão
de estados de sistemas modelados com redes de Petri.
Esta técnica tem várias implementações, a maioria limitada para redes de Petri seguras,
sendo que no contexto dos sistemas do mundo real, geralmentetrabalha-se com um número li-
mitado de recursos, frequentemente superior a uma unidade.Por sta razão, é importante dispor-
se de uma implementação da técnica de desdobramento, maspara redes de Petri k-limitadas,
que permitem modelar sistemas com um número limitado de recursos.
Neste trabalho serão apresentados, além de conceitos imprtantes de redes de Petri e do
processo de desdobramento, uma proposta de desdobramento para redes de Petri k-limitadas.
Para a implementação foi escolhida uma das ferramentas demais destaque na técnica de des-
dobramento. Após um estudo aprofundado desta ferramenta,la foi modificada de forma a
incorporar o desdobramento de redes k-limitadas.
A proposta e a implementação foram validadas a partir de umstudo de caso. São apresen-
tados e discutidos os resultados obtidos, as limitações da proposta e possı́veis trabalhos futuros
neste campo de pesquisa.
Palavras chave: Redes de Petri, Redes de Petri k-limitadas,desdobramento.
Abstract
One of the key problems of automated systems is the reachability problem. The solution
of this through the reachability graph, especially in real-world systems, generates the state ex-
plosion problem. McMillan [12] proposed a technique calledunfolding which generates a new
network of smaller complexity than the reachability graph,which contains the set of states
reachable, thus preventing the explosion of states of systems modeled with networks Petri.
This technique has several implementations, the mostly limited for safe petri nets, being that
in the context of real-world systems, typically works with alimited number of resources, often
more than one unit. Therefore, it is important to have an imple entation of the technique of
unfolding, but for k-bounded Petri nets, which allow to model systems with limited resources.
This work presents, beyond important concepts of Petri netsand the unfolding process, a
proposal of unfolding for k-bounded Petri nets. For the implementation was chosen one of the
most prominent tools in the unfolding technique. After a detail d study of this tool, it was
modified of way to incorporate the k-bounded nets unfolding.
The proposal and implementation has been validated from a case study. Are presented and
discussed the results, the limitations of the proposal and possible future work in this field of
research.
Keywords: Petri nets, k-bounded Petri nets, unfolding.
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1 Introdução
O problema de alcançabilidade é um dos problemas chave dossistemas autômatos. A
resolução deste por meio do grafo de alcançabilidade gera o problema de explosão de esta-
dos. McMillan [13] propôs uma técnica chamada deunfolding– desdobramento – para auxiliar
no problema de explosão de estados de sistemas modelados com redes de Petri finitas. O des-
dobramento de uma rede é outra rede finita e acı́clica que pres rva as propriedades da rede
original.
O algoritmo do processo de desdobramento proposto inicialmente por McMillan sofreu
algumas alterações. Primeiramente foi melhorado por J. Esparza [4] deixando o algoritmo me-
lhor estruturado, diminuindo o excesso de chamadas de funções que o procedimento impunha
e agrupando estas funções em uma única. Em seguida, Komenkho [8] introduziu a noção de
slicese paralelismo para o processo de desdobramento, tornando-omais rápido.
Com base nestas modificações, foram desenvolvidas algumas ferr mentas para o processo
de desdobramento. Uma destas ferramentas é o Mole [14] que utiliza o algoritmo de J. Esparza,
a outra é o Punf [17] fundamentada nas modificações feitaspor Komenkho. Ambas ferramentas
realizam o processo de desdobramento para redes de Petri seguras.
O presente trabalho tem como objetivo apresentar uma proposta que amplia o escopo de
aplicação do algoritmo de desdobramento para redes de Petri não seguras. Esta ideia não é
inédita, uma vez que o próprio McMillan menciona em seu texto que o processo de desdobra-
mento criado por ele não é limitado a redes seguras e que umamarc ção com multimarcas em
um determinado lugar não impossibilita a execução do processo de desdobramento. Entretanto,
não há nenhuma implementação de desdobramento para redes d Petri k-limitadas e os arti-
gos que tratam do tema não apresentam exemplos de tal processo, apesar de citarem isto como
possı́vel.
A proposta consiste em utilizar as marcações não segurase f zer com que estas habili-
tem uma determinada transição a quantidade de vezes que esta possa ser disparada. Tendo
em consideração que a marcação resultante do disparo deuma transição varia dependendo do
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número de disparos, então cada possibilidade de dispararum mesma transição, com um dis-
paro ou com diferente número de disparos simultâneos, será considerada como uma transição
distinta.
A presente dissertação está organizada da seguinte forma: no capı́tulo 2 é feita uma revisão
bibliográfica dos conceitos mais relevantes sobre redes dePetri e o problema de alcançabilidade,
necessários para a compreensão do trabalho. O capı́tulo 3conceitua e descreve o processo de
desdobramento, incluindo alguns conceitos importantes para o entendimento deste, além da
apresentação do algoritmo de desdobramento desenvolvido por J. Esparza. No capı́tulo 4 é
apresentada uma análise detalhada da ferramenta Mole, mais i portante implementação de
desdobramento já realizada, identificando as estruturas que esta utiliza e seu funcionamento.
O capı́tulo 5 apresenta a nova abordagem para o processo de desdobramento de redes de Petri
k-limitadas, as modificações feitas na ferramenta mole para adequá-la à nova abordagem e um
estudo de caso com a utilização da nova aboradagem para verificar se os resultados obtidos
são satisfatórios. Finalmente, no capı́tulo 6 são apresentadas as conclusões e perspectivas de
trabalhos futuros.
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2 Redes de Petri
Neste capı́tulo são apresentados os principais conceitosoncernentes a redes de Petri (RdP),
como por exemplo: representação gráfica, formalismo mate ´ tico e algumas classes e propri-
edades importantes para o desenvolvimento de nosso trabalho. Por último abordamos os pro-
blemas de alcançabilidade e a consequente explosão de estados que são um dos focos deste
trabalho.
2.1 Conceitos Base
As redes de Petri (RdP) foram propostas por Carl Adam Petri, na sua tese de doutorado,
submetida em 1962 [16], na qual apresentou um tipo de grafo bipartido com estados associa-
dos, com o objetivo de estudar a comunicação entre autômatos. Atualmente as redes de Petri
são utilizadas para modelar sistemas dinâmicos (paralelos, concorrentes, assı́ncronos e não-
determinı́sticos) tendo como fundamento uma forte base matmática.
A análise de uma RdP pode revelar caracterı́sticas importantes do sistema modelado com
relação a sua estrutura e/ou seu comportamento dinâmico, podendo assim modificá-loou me-
lhorá-lo.
A representação gráfica de uma RdP consiste de um grafo bipartido, ponderado e dirigido
contendo dois tipos de nós, chamados de lugares e transiç˜oes, onectados por segmentos orien-
tados chamados de arcos. Cada um destes arcos pode ter como r´otulo um número, sendo este o
peso do arco. Os lugares podem conter uma ou mais marcas [3] ,[18].
• Lugares: Representam condições, predicados, recursos ou uma descrição lógica de um
estado do sistema. Cada lugar pode conter um número não-neg tivo de marcas. São
representados graficamente por um cı́rculo.
• Transições: Representam eventos, ações que mudam o estado do sistema, cuja ocorrência
depende dos estados do sistema. Transições removem ou adicion m marcas dos lugares.
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São representadas graficamente por um retângulo.
• Marcas: São associadas aos lugares e representam a quantidade de recursos disponı́veis
nos estados do sistema. São representadas graficamente porpequenos cı́rculos pretos.
• Arcos: Conectam lugares com transições e transições com lugares. Cada arco tem um
peso, representado por um número inteiro, determinando o número de marcas que serão
adicionadas ou removidas dos lugares; os arcos com peso igual a 0 não são desenhados,
e os arcos que tenham peso igual a 1 não são rotulados. São representados graficamente
por setas. A figura 2.1 mostra uma rede de Petri.
t1
p2 t2p1
Figura 2.1: Rede de Petri.
Formalmente, uma rede é uma triplaN = (P,T,F) onde [18]:
P = {p1,p2,...,pk} é um conjunto disjunto finito de lugares;
T = {t1,t2,...,tk} é um conjunto disjunto finito de transições;
F é um conjunto de arcos com um determinado peso, tal que:
F ⊆ (P × T) ∪ (T × P) (relação de fluxos) e
F→ N+ (função de peso).
A relação de FluxoF é definida pelo pré-conjunto e pós-conjunto dos lugares etransições
da rede. Para x∈ N pode se definir:
•x = {|y | (y,x) ∈ F|}, é o pré-conjunto e
x• = {|y | (x, y) ∈ F|}, é o pós-conjunto









∀x, y∈ N: x ⊂ •y⇔ y ⊂ x•
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Para uma relação de fluxoF usamos:
• ≺ para o fechamento transitivo, se:
(i) (x,y) ∈ F ⇒ (x,y) ∈ ≺;
(ii) ((x,y) ∈ ≺) ∧ ((y,z) ∈ ≺)⇒ (x,z) ∈ ≺.
•  para o fechamento transitivo reflexivo, onde:
(i)  = ≺ ∪ (x,x) | x ∈ F
• Marcação: Uma marcação deN é um multiconjuntoM dos lugares(P), isto éM : P→ N
= {1,2,3,...}, e o conjunto de todas as marcações deN serão denominadas porM(N) [10].
• Sistema de Rede: Um sistema de rede é um parSN = (N,M0) que compreende uma rede
finita N = (P,T,F) e uma marcação inicialM0 tal queM0 ∈ M(N) [9].
2.2 Classes de Redes de Petri
Existem várias classes de redes de Petri, sendo duas mais importantes para o nosso estudo.
Estas são apresentadas a seguir:
• Sistema Condiç̃ao/Evento: Um sistema C/E é aquele que permite no máximo uma marca
em cada lugar e o peso de todos os arcos é igual a 1. Formalmente um sistema C/E é uma
duplaSNC/E = (N,AN) tal que:
(i) N = (B,E,F) onde os lugares são representados por condições (B) e as transições são
representadas por eventos (E);
(ii) AN é o estado inicial, tal queAN ∈ M(N);





Figura 2.2: Sistema C/E.
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• Sistema Lugar/Transição: Um sistema L/T é aquele que permite o acúmulo de marcas
no mesmo lugar e o peso dos arcos é igual ak t l quek ∈ N = {1,2,3,...}. Formalmente
um sistema L/T é uma duplaSNL/T = (N,M0) tal que:
(i) N = (P,T,F);
(ii) M0: P→ N é uma marcação inicial, tal queM0 ∈ M(N).







Figura 2.3: Sistema L/T.
2.3 Dinâmica da Rede
Uma transição pode ou não estar habilitada. Somente transições habilitadas podem “dispa-
rar”. O disparo de uma transição habilitada muda o estado do sistema representado pela rede.
Uma transiçãot ∈ T está habilitada por uma marcaçãoM, se e somente seM > •t, isto é, o
número de marcas nos lugares de entrada det é maior ou igual ao peso dos arcos que liga os
lugares àt [1]. Se uma transição habilitada for disparada, será obtida uma nova marcaçãoMp
tal queMp =M - •t + t• [3]. O disparo de uma transiçãot, habilitada por uma marcaçãoM gera
uma marcaçãoMp que pode ser denotada por:M [t〉 Mp. Na figura 2.4 será apresentada a nova







Figura 2.4: Disparo de um sistema.
2.4 Conflito e Concorr̂encia
• Conflito: Dois nós (lugar ou transição),x e xp, estão em conflito se existem transições
distintast, tp ∈ T, tal que•t ∩ •tp , 0 e (t, x) e (tp, xp) são. Denotado porx # xp [9], [10] e
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[8]. A figura 2.5 mostra o conflito entre as transiçoest1 e t2, sendo que ambas transições






• Concorrência:Dois nós (lugar ou transição),x e xp, são concorrentes se•x∩ •xp = 0 e¬(x
 xp) e¬(xp  x). Denotado porx co xp [9], [10] e [8]. A figura 2.6 mostra a concorrência






As propriedades das redes de Petri podem ser classificadas emdois grupos: um é baseado
na estrutura da rede e o outro no comportamento, que analisa ad nˆ mica da rede. Neste traba-
lho, focaremos a propriedade estrutural de aciclicidade e as propriedades comportamentais de
limitabilidade e alcançabilidade.
• Aciclicidade: Uma rede é acı́clica se a relação de fluxo é, isto é [15]:
x1 F x2 F .. F xn⇒ x1 , xn.
• Limitabilidade : Um SN é limitado se para cada marcação alcançávelM cadap ∈ P,
M(p) é limitado. A rede é dita k-limitada seM(p) 6 k; é dita segura se é 1-limitada.
Sendo quek ∈ N [3].
• Alcançabilidade: O conjunto de marcações alcançáveisRM deSN é o menor conjunto
em que: M0 ⊂ RM(SN) e tal que seM ∈ RM(SN) e M[t〉 Mp. Para algumt ∈ T e
Mp ∈M(N), entãoMp ∈ RM(SN). Para uma sequência finita de transiçõesσ = t1 . . . tk,
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escrevemosM[σ〉 Mp se existe uma marcaçãoM1 ... Mk+1, tal queM1 = M, Mk+1 = Mp,
e Mi [ti〉 Mi+1, para algumi = 1, ..., k [3].
O conjunto de marcações alcançáveis finito pode ser repres ntado graficamente por meio
de um grafo, denominado grafo de alcançabilidade. Neste, onós são as marcações e os
arcos são as transições disparadas que geram uma marcação alcançável.
A figura 2.7 apresenta o grafo de alcançabilidade do sistemada figura 1.3.
0: p1 p2*2
1: p1 p3*4




Figura 2.7: Grafo de alcançabilidade.
2.6 Equaç̃ao Fundamental
A equação fundamental é definida por:
Mp = M0 + C.ω
Onde:
C é a matriz de incidência que é definida pela diferença dopós-conjunto e pré-conjunto C
= x• - •x. A seguir é exemplificada a matriz de incidência do sistema da figura 2.3.
















































































































ω é o vetor de parikh [3] que descreve a sequência de disparosde transições, isto é, sejaσ
= t1...tk uma sequência de disparos de transições entãoω = (#t1σ, ..., #tkσ) sendo que #ti é o
número de ocorrências deti em t1 ... tk.
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A equação fundamental permite a análise da acessibilidade s marcações e a representação
dos aspectos comportamentais da rede, já que esta descrevea dinâmica da inserção e remoção
de marcas nos lugares e a sequência de disparos de transiç˜oes.
2.7 Problema de Alcançabilidade
A equação fundamental pode ser utilizada para determinarum sequência de transiçõesσ,
tal queM0[σ〉M. Porém, a existência de um vetor que atenda a equação não é uma condição
necessária para que a marcaçãoM seja realmente alcançada a partir da marcação inicial, uma
vez que a ordem de disparo é perdida e a solução encontradapode trazer vetoresσ que não
correspondem a sequências possı́veis de disparos na rede.
O problema de alcançabilidade pode ser definido como o problema de verificar se uma dada
marcaçãoM é alcançável a partir da marcaçãoM0, ou seja, se:
M ∈ RM(SN)
É preciso destacar que muitas vezes essa exata marcação que está sendo buscada não será
encontrada e sim uma marcação maior que irá contê-la. ChmamosMσ a marcação que está
contida em uma marcaçãoM (Mσ ⊆ M), ou ainda, queMσ 6 M. Temos então o problema de
alcançabilidade de sub-marcação, definido como o problema de verificar se existe umM tal
que:
M ∈ RM(SN) sendo queMσ ⊆ M
O problema de alcançabilidade de sub-marcação é teoricamente equivalente ao problema
de alcançabilidade, que se sabe ser um problema decidı́velusando espaço exponencial [11]. Em
relação à complexidade computacional, sabe-se que pararesolver alcançabilidade em redes de
Petri acı́clicas é NP-Completo [21] e, em redes limitadas ou k-limitadas, é PSPACE-Completo
[20].
Desta forma, o grafo de alcançabilidade pode ser utilizadopara resolver problemas de
alcançabilidade, envolvendo métodos de busca e técnicas heurı́sticas, mas apenas para redes
pequenas devido à explosão do espaço de estados.
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3 Desdobramento
Desdobramento é um método introduzido por McMillan [13] para evitar o problema de ex-
plosão de estados mediante a criação de uma estrutura quepreserva todos os lugares alcançáveis
da rede original.
Este processo é feito mediante o mapeamento de uma rede de Petri Lugar-Transição para
uma rede de ocorrência levando em consideração alguns fundamentos teóricos para a criação e
delimitação desta, formando assim o desdobramento da rede.
Neste capı́tulo serão apresentadas definições relacionadas ao processo do desdobramento, o
processo de ramificação, configurações e cortes e o algoritmo de desdobramento com algumas
ferramentas criadas para o desenvolvimento deste.
3.1 Definiç̃oes Relacionadas
• Rede de Ocorr̂encia: Uma rede Condição/EventoNE/C = {B,E,F} é uma rede de ocorrência
ON se:
(i) ∀b ∈ B, |•b| 6 1;
(ii) ON é acı́clica;
(iii) ∀x ∈ ON, o conjunto{y | y ≺ x} é finito;
(iv) Para caday ∈ (B∪E), ¬(y#y);
(v) denota-seMin(ON) o conjunto de elementos mı́nimos deB ∪ E com respeito a uma
relação causal, isto é, os elementos que tem um pré-conjunt vazio.
• Homomorfismo: É uma aplicação que preserva uma estrutura dada. Sejam (D, ·) e (E,∗)
dois grupos e sejah uma função deD emE. Diz-se queh é um homomorfismo se:
(∀x,y ∈ D): h(x ·y) = h(x)∗h(y)
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3.2 Processo de Ramificaç̃ao
Um processo de ramificação de umSN é uma duplaπ = (ON,h) onde:ON é uma rede de
ocorrência eh é um homomorfismo de uma rede de ocorrênciaON = (B,E,F) para um sistema
de redeSN (h : B∪E→ P∪T) tal que [19]:
(i) h(B) ⊆ P eh(E) ⊆ T (condições são mapeadas para lugares, e eventos para transições);
(ii) Para cadae∈ E, h{|•e|} = •h(e) e h{|e• |} = h(e)• (preserva o ambiente das transições);
(iii) h{|Min(ON)|} =M0 (o conjunto de condições mı́nimas correspondem a marcaç˜ o inicial);
(iv) ∀e, ep ∈ E, se•e= •ep eh(e) = h(ep) entãoe= ep(Não existe redundância nas transições).
O processo de ramificação pode ser interminável, uma vez qu ele pode dar inı́cio a vários
processos de ramificação, sendo estes chamados de prefixos[4]. Um processo de ramificação
πp = (ONp,hp) deSN , é um prefixo do processo de ramificaçãoπ = (ON,h); denota-seπp ⊑ π, se
ONp = (Bp,Ep,F p) é um subconjunto deON= (B,E,F) tal que:
(i) Min(ON) ∈ ONp;
(ii) See∈ Ep e (b,e) ∈ F ou (e,b) ∈ F entãob ∈ Bp;
(iii) Seb ∈ Bp e (e,b) ∈ F entãoe∈ Ep;
(iv) hp é uma restrição deh paraBp∪Ep.
A figura 3.1 mostra um exemplo de um sistema de rede segura e dois processos de ramificação,
onde o homomorfismoh é indicado pelos rótulos nos nós. O processo na figura 3.1(b) é um pre-
fixo da figura 3.1(c).
Para cadaSN existe um único processo de ramificação máximo, que possui todas as
marcações alcançáveis e preserva a concorrência e conflito doSN; este processo de ramificação
é chamado de prefixo finito completo e representa o desdobramento da rede. Para uma melhor
definição deste, necessitaremos de alguns conceitos sobre c nfiguração e corte.
3.3 Configuraç̃ao e Corte
Uma configuraçãoC representa uma possı́vel execução parcial da rede, isto ´e, um conjunto
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Figura 3.1: Um sistema de rede (a) e dois processos de ramificação (b,c).
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(i) ∀ep  e, e∈ C⇒ ep ∈ C;
(ii) ∀e , ep ∈ C: ¬(e# ep).
Na figura 3.1(b) podemos visualizar o conjunto de eventos{e1,e3,e4,e6}, que formam uma
configuração.
Para cada eventoe∈ E, a configuração [e] = {ep | ep  e} é chamada de configuração local
dee, e〈e〉 = [e] \ {e} denota o conjunto de predecessores causais dee.
Na figura 3.1(b,c) podemos observar a configuração local doevento [e9] = {e2,e3,e5,e9}.
Um conjunto de condiçõesBp tal que para todosb,bp ∈ Bp distintos,bcobp, é chamado de
co-conjunto. Um corte é um co-conjunto máximo. Cada marcação alcançável deMin(ON) é
um corte.
Uma configuração pode ser associada com uma marcação Mark(C) que corresponde a
uma marcação alcançável a partir deM0 após todas as transições deC terem sido disparadas.
Mark(C) = h((Min(ON) ∪ C• ) \ •C).
Na figura 3.1 a sequencia de eventos{e2,e3,e5,e9} é uma configuração e a marcação alcançável
por esta configuração ép2ep6.
3.4 Algoritmo
A construção do prefixo finito completo é feita seguindo o algoritmo melhorado por Es-
parza, Römer e Vogler [4], também chamado de algoritmo ERVUnfolding apresentado na fi-
gura 3.2.
O algoritmo ERV Unfolding apresentado neste capı́tulo foi util zado como base para a
implementação de diversas ferramentas que geram o desdobramento de redes de Petri. Uma
dessas ferramentas, denominadaMole, foi desenvolvida por Stefan Römer e Stefan Schwoon
[14]. Outra que podemos destacar é a ferramentaPUnf, desenvolvida por Khomenko [17], que é
uma versão melhorada para a realização do processo de desobramento, adicionando conceitos
deslicee paralelismo.
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Input : UmSN = {N,M0}, sendo que M0 = {p1 , . . . , pk}
Output : Unfolding Unf deSN
Unf← lugares de M0;1
pe← transições habilitadas por M0;2
cut-off← Ø;3
while pe , Ø do4
escolha um eventoe = (t, X) depe tal que [e] seja mı́nimo;5
if [e] ∩ cut-off = Ø then6
adicionee e novas instancias dos lugares de h() emUnf;7
pe← PE(Unf) {Atualiza as transições habilitadas};8
if e é um evento de cortehen9
cut-off← cut-off ∪ e;10
end11
else12
pe← pe \ {e}13
end14
end15
Figura 3.2: Algoritmo ERV
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4 Análise da Ferramenta Mole
Mole é uma ferramenta que serve para gerar o desdobramento de redes d Petri L/T 1-
limitada, desenvolvida por Stefan Romer e Stefan Schwoon e que tem como fundamento o
algoritmo ERV Unfolding. Está disponibilizada sob licenc¸a pública geral (GNU GPL) [5].
Esta ferramenta foi construı́da para ser compatı́vel com o abiente do projeto PEP (Pro-
gramming Environment based on Petri Nets)1, mantido pelo grupo de Sistemas Paralelos do
Departamento de Ciência da Computação da Universidade de Oldenburg na Alemanha.
Neste capı́tulo é apresentada a análise da FerramentaMole, descrevendo a estrutura do
arquivo de entrada, as estruturas de dados utilizadas pela ferramenta e o processo da criação do
desdobramento.






Figura 4.1: Rede exemplo.
4.1 Estrutura do Arquivo de Entrada
A entrada do programa é um arquivo com a descrição da rede no formato próprio do ambi-
ente e a saı́da um arquivo com o desdobramento da rede. A ferrament também dispõe de um
aplicativo que lê o arquivo de saı́da, e imprime os dados contidos neste, em um formato possı́vel
1http://theoretica.informatik.uni-oldenburg.de/ pep/
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para gerar um gráfico, utilizando a ferramenta Dot2.
O arquivo de entrada que descreve a rede deve conter em ordem os seguintes elementos:
1. Cabeçalho;
2. Lista dos lugares;
3. Lista das transições;
4. Lista dos arcos de transições para lugar;
5. Lista dos arcos de lugar para transições.
O cabeçalho deve iniciar com a palavra-chave PEP. A segundalinha deve especificar o tipo
de rede, sendo que PTNet que é a abreviação para uma rede dePetri Lugar/Transição.
A terceira e última linha do cabeçalho conterá a palavra-chave que define o formato da rede




%Comentários podem ser feitos somente depois do cabeçalho
PL
%lista dos lugares em ordem crescente
TR
%lista das transições em ordem crescente
TP
%lista dos arcos de transição para lugar
PT
%lista dos arcos de lugar para transição
As listas de lugares, transições, arcos de transição para lugar e arcos de lugar para transição
devem vir logo abaixo do cabeçalho, indicados pelas respectivas palavras-chave PL, TR, TP e
PT. Todas devem estar presentes no arquivo mesmo no caso de a lista a ser descrita estar vazia.
Por ser um formato de arquivo desenvolvido para um ambiente gráfico, a posição dos luga-
res e das transições precisa ser especificada através de coor nadas num@num, sendo que num
2http://www.graphviz.org/
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é um número inteiro, positivo ou negativo.É preciso especificar também um nome e um iden-
tificador único para os lugares e transições. Para os lugares é permitido definir a marcaçãoM
num m num, em queM é relativo à marcação inicial, m à marcação correntenum ao número
de marcas.
Para especificar os arcos, deve-se seguir a sequência identificador da transição< identifi-
cadordo lugar para os arcos de transição para lugar (TP) e a sequência identificador do lugar
> identificadorda transição para os arcos de lugar para transição (PT). A extensão do arquivo
de entrada será .llnet.























Figura 4.2: Arquivo de entrada.
Para executar oMoledeve-se digitar o comando ./mole<nomedo arquivo>.ll net no shell.
Além da execução normal, oMole tem também outras opções como:
• -T <nometransição> que serve para parar o processo de geração do desdobramento na
transição indicada pela variável<nometransição>;
• -d<profundidade> que serve para parar o processo de geração do desdobramento no nı́vel
de profundidade indicada pela variável<profundidade>;
• -i que oferece a opção de escolher a sequência da criação dos eventos no processo do
desdobramento;
• -m<nomearquivo> que serve para escolher o nome do arquivo onde será armazenado o
27
desdobramento da rede. Sendo que por padrão o nome do arquivo de saı́da é o mesmo
que o arquivo de entrada, mas com a extensão .mci.
4.2 Estruturas de Dados
Para uma melhor análise doMole serão mencionadas as principais estruturas e variáveis
utilizadas, sendo algumas para a criação da estrutura de da os da rede de entrada (placet,
trant t, net t e nodelistt) e da rede de ocorrência (condt, eventt, unf t e nodelistt), e outras
para estruturas auxiliares que servem para o processo de desobramento.
nodelist t: Estrutura encarregada de fazer as conexões dos lugares comas transições e
vice-versa (arcos), do homomorfismo e de outras conexões importantes para a criação do des-
dobramento. Está composta pelos seguintes campos:
• node: ponteiro para um lugar, transição, condição ou evento;
• next: ponteiro para outra estruturanodelistt, que serve para fazer conexões entre: lugares
(que formam uma marcação, sendo sempre feita em ordem decresc nte dos identificado-
res dos lugares); eventos (que formam a lista de eventos de corte); um lugar com duas
ou mais transições, uma transição com dois ou mais lugares e uma condição com dois ou
mais eventos (que demostram o paralelismo).
A figura 4.3 ilustra a estrutura nodelistt.
next
node
Figura 4.3: Estrutura nodelistt.
contingent t: Armazena as estruturas encarregadas de fazer as conexões.Está composta
pelos seguintes campos:
• nodes: vetor de 1024 estruturasnodelistt, sendo estas estruturas utilizadas em forma
decrescente pelo programa;
• next: ponteiro que aponta para outra estruturacontigentt, se a quantidade de estruturas
nodelistt for totalmente utilizada será criada outra estruturacontingentt.
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place t: Armazena as informações do lugar e está composta pelos seguint s campos:
• name: nome do lugar(ex:p1);
• num: identificador do lugar(ex: 1);
• marked: indica se o lugar possui ou não uma marca;
• conds: ponteiro que auxilia no homomorfismo do lugar, apontapar a condição ou
condições derivadas deste lugar;
• preset: ponteiro para uma estruturanodelistt, que faz a conexão do lugar com o seu
pré-conjunto (transição);
• postset: ponteiro para uma estruturanodelistt, que faz a conexão do lugar com o seu
pós-conjunto (transição);
• next: ponteiro para outra estruturaplace t, serve para associar os lugares da rede.





Figura 4.4: Estrutura placet.
trans t: Armazena as informações da transição e está composta pelos seguintes campos:
• name: nome da transição (ex:t1);
• num: identificador da transição (ex:1);
• presetsize e postsetsize: quantidade de lugares do pré-conjunto e pós-conjunto da transição;
• preset: ponteiro para uma estruturanodelistt, que faz a conexão da transição com o seu
pré-conjunto (lugar);
• postset: ponteiro para uma estruturanodelistt, que faz a conexão da transição com o seu
pós-conjunto (lugar);
• next: ponteiro para outra estruturat ns t; serve para associar as transições da rede.







Figura 4.5: Estrutura transt.
net t: Armazena as informações gerais da rede L/T do arquivo de entrada e está composta
pelos seguintes campos:
• numpl e numtr: quantidade de lugares e transições;
• maxpre e maxpost: armazena o maior valor da quantidade de elem ntos dos pré-conjuntos
e pós-conjuntos das transições;
• places: ponteiro para os lugares (place t);
• transitions: ponteiro para as transições(transt t).






Figura 4.6: Estrutura nett.
cond t: Armazena as informações das condições e está compostapelos seguintes campos:
• mark: identificador da marcação que auxiliará no disparod s condições;
• num: identificador da condição;
• coarraycommon: vetor que armazena as condições que estão em curso;
• coarrayprivate: vetor que armazena todas as condições que não pertenc m ao conjunto
de condições alcançáveis deste;
• origin: ponteiro para o homomorfismo da condição;
• preset: ponteiro para uma estruturaeventt, que faz a conexão da condição e seu pré-
conjunto (evento);
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• postset: ponteiro para uma estruturanodelistt, que faz a conexão da condição com seu
pós-conjunto (evento);
• next: ponteiro para outra estruturacond t, serve para associar as condições.







Figura 4.7: Estrutura condt.
event t: Armazena as informações dos eventos e está composta pelos seguintes campos:
• mark: identificador da marcação que serve para ver se o evento está habilitado;
• coarray: ponteiro para as condições que não pertencem aopré-conjunto do evento;
• id: identificador do evento;
• foata level: quantidade de eventos da configuração do evento (|[evento]|);
• presetsize e postsetsize: quantidade de condições do pré-conjunto e pós-conjunto do
evento;
• origin: ponteiro para o homomorfismo do evento;
• preset: vetor de ponteiros que apontam para estruturascond t; faz a conexão do evento e
seu pré-conjunto (condição);
• postset: vetor de ponteiros que apontam para estruturascond t; faz a conexão do evento
e seu pós-conjunto (condição);
• next: ponteiro para outra estruturaeventt; serve para associar os eventos.









Figura 4.8: Estrutura eventt.
unf t: Armazena as informações gerais da rede de ocorrência e est´ composta pelos seguin-
tes campos:
• numco e numev: quantidade de condições e eventos;
• m0: ponteiro para uma estruturanodelistt que apontará para aM0;
• conditions: ponteiro para as condições (cond t);
• events: ponteiro para os eventos (eventt).





Figura 4.9: Estrutura unft.
events: É um vetor de ponteiros com 2000 posições em que cada posição aponta para uma
estruturaeventt; serve para auxiliar o disparo de um evento.
hashcell t: Armazena as informações de uma marcação e está composta elos seguintes
campos:
• marking: ponteiro que indica a marcação;
• event: ponteiro que indica o evento que gerou esta marcação;
• next: ponteiro para outra estruturah shcellt, serve para associar marcações com diferen-
tes configurações.




Figura 4.10: Estrutura hashccellt.
hash: É um vetor de ponteiros onde cada posição aponta para uma estrutura hashcellt,
o número de posições é igual ao número de lugares da redeL/T multiplicado por quatro3,
podendo incrementar o número de posições se for necessário. Serve para auxiliar o evento de
corte, armazenando as marcações da rede.
parikh t: Armazena as informações de uma transição pertencente auma configuração e está
composta pelos seguintes campos:
• tr num: identificador da transição;
• appearances: quantidade de vezes que esta transição foi disparada numa mesma configu-
ração.
A figura 4.11 ilustra a estruturaparikh t.
appearances
tr_num
Figura 4.11: Estrutua parikht.
parikh: É um vetor de estruturasparikh t cujo número de posições é igual ao número
de transições da rede adicionado a dois4, podendo incrementar o número de posições se for
necessário. Serve para armazenar a configuração mı́nimado evento ([e]), sendo esta sempre em
ordem crescente.
pe queue t: Armazena as informações das transições habilitadas por uma determinada
marcação e está composto pelos seguintes campos:
• lc size: quantidade de eventos da configuração do evento(|[e]|);
• id: identificador;
• p vector: aponta para o vetor deparikhda transição habilitada;
3Não é especificado a origem deste valor
4Não há justificativa para esse incremento de duas unidadesno número de posições do vetor parikht
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• trans: ponteiro que indica a transição;
• conds: vetor de ponteiros que indica as condições que habilitaram este evento;
• marking: ponteiro que indica a nova marcação alcançada pelo disparo da transição.





Figura 4.12: Estrutura pequeuet.
pe queue: É um vetor de ponteiros com 1024 posições, que apontam paraas estruturas
pe queuet. Serve para armazenar as transições habilitadas.
pe conds: É um vetor de ponteiros auxiliar, que armazenam as condições que são pré-
conjunto de uma determinada transição.
colists: Vetor de ponteiros, que armazenam as configurações da rede.
ev mark: Variável que auxilia no controle das condições e eventoshabilitados.
pe qsize: Variável que armazena a quantidade de transições habilitadas presentes na lista
pe queue.
cutoff: Variável que controla a identificação da existência de um evento de corte.
cutoff list: Ponteiro para os eventos que produzem o cut-off, f rmando uma lista encadeada
com estes.
4.3 Algoritmo
Para um melhor entendimento da ferramentaMole, será sub-dividido o algoritmo E.R.V.
em processos apresentado na figura 4.13, o qual servirá pararel cionar as ações do algoritmo
com os processos feitos pela ferramentaMole.
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Figura 4.13: Algoritmo ERV sub-divido em processos.
O ferramentaMoleopera da mesma forma que o algoritmo E.R.V. como mostrado na figur
4.13, com algumas diferenças na ordem da execução de alguns processos. Alguns processos
podem ser parcialmente executados, isto é, um processo pode começar e logo executar outro
processo e depois terminar o processo anteriormente começado. A seguir serão mostrados e
explicados detalhadamente os processos na ordem em que a ferramentaMoleos executa:
Processo 1: Neste processo será feita a leitura do arquivo de entrada verificando se este
está sintaticamente correto com a estrutura anteriormente mencionada e criando estruturas para
armazenar as informações deste. Isto é feito nos seguints passos:
- Passo 1: Cria a estruturanet t que será o nó principal;
- Passo 2: Lê sequencialmente todos os elementos da lista delugar s e, para cada lugar lido,
cria estruturasplace t, armazenando o nome do lugar (ex:p1), o identificador do lugar,
sendo este número atribuı́do de acordo com a criação da estrutura (ex: primeiro lugar
criado recebe 1) e se este contém uma marca. Estas estruturas são encadeadas por meio
do campo next formando uma lista encadeada. A última estrutura criada será apontada
pelo campo places e a quantidade de estruturasplacest criadas serão armazenadas no
campo numpl da estruturanet t;
- Passo 3: Lê sequencialmente todos os elementos da lista detr nsições e, para cada
transição lida, cria estruturastrans t, armazenando o nome da transição (ex:t1), o iden-
tificador da transição, sendo este número atribuı́do de acordo com a criação da estrutura
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(ex: primeira transição criada recebe 1). Estas estruturas são encadeadas por meio do
campo next formando uma lista encadeada. A última estrutura criada será apontada pelo
campo transitions e a quantidade de estruturastrans t serão armazenadas no campo numtr
da estruturanet t;
- Passo 4: Cria a estruturacontigentt;
- Passo 5: Lê sequencialmente todos os elementos da lista dearcos transição-lugar e, para
cada arco lido, faz a conexão entre as estruturas da transic¸ão com o lugar, referentes a
seus identificadores. Isto é feito por meio de duas estruturasnodelistt: a primeira faz a
conexão entre a transição e o lugar e a segunda entre o lugar e a transição. Desta maneira
é armazenado o pós-conjunto da transição e o pré-conjunto do lugar;
- Passo 6: Lê sequencialmente todos os elementos da lista dearcos lugar-transição e, para
cada arco lido, faz a conexão entre as estruturas do lugar com a transição, referentes a
seus identificadores. Isto é feito por meio de duas estruturasnodelistt: a primeira faz a
conexão entre o lugar e a transição e a segunda entre a transição e o lugar. Desta maneira
é armazenado o pós-conjunto do lugar e o pré-conjunto da transição;
- Passo 7: Analisa a estrutura de dados criada e obtém a quantidade de elementos do pré-
conjunto e pós-conjunto de cada transição, armazenandoestas informações na sua res-
pectiva transição. Em seguida é armazenado o maior valordestas na estruturanet t.
A figura 4.14 apresenta os passos 1, 2, 3 e 7
Null Null
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Figura 4.14: Representação dos lugares e transições naf rramenta Mole.
A figura 4.15 mostra os passos 4, 5 e 6.
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Figura 4.15: Representação dos arcos na ferramenta Mole.
A figura 4.16 mostra uma comparação da representação da rede no programa com a rede
inserida.
Processos 3 e 5: A ferramentaMole executa estes dois processos em conjunto sendo feito
primeiramente a criação da estrutura principal da rede deocorrência do desdobramento, na qual
serão associadas as condições, e a inicialização do conjunt dos eventos de corte. Logo são
identificados os lugares da marcação inicial da rede original e criadas as estruturas que iram
armazenar os dados destas na rede de ocorrência. Estes 2 processos são decompostos em 5
sub-processos:
1. Criação das principais estruturas para a o processo de desdobramento e inicialização do
cutoff
- Passo 1: Cria a estruturaunf que será o nó principal da rede ocorrência;
- Passo 2: Cria as estruturaseventsehash;
- Passo 3: O ponteirocutoff list recebe o valor null.
2. Identificação deM0 na rede L/T
- Passo 1: Percorre os lugares da rede L/T, buscando lugares marcados. Neste caso, o
campo node de uma estruturanodelistt apontará para este lugar. Caso mais de um
lugar estiver marcado o campo next apontará para onodelistt do lugar anterior. A
conexão destes lugares dão a idéia de uma marcação, queneste caso é aM0.
A figura 4.17 apresenta o passo 1.
3. Inserção daM0 na estrutura hash
- Passo 1: Percorre as estruturasnodelistt referentes àM0. O algoritmo realiza um
cálculo para obter a posição na estrutura hash, que apontará para a estruturahash-























pi ∗ i. sendo que:pi ∈ M, i ∈ N = {1,2,3,...}.ek = |M|
- Passo 2: Com a posição obtida do calculo anterior; cria-se uma estruturahashcellt,
armazenando a marcação.
A figura 4.18 mostra os passos 1 e 2.
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Null Null
NullNullNullNullNullNullNullNull Null Null Null Null Null NullNull Null
Figura 4.18: Estrutura Hash armazenando a M0.
4. Criação de estruturas de auxı́lio
- Passo 1: Cria as estruturaspe queue, pe conds, pe combs, pe0conflicts.
- Passo 2: Cria a estruturap rikh.
5. Criação do homomorfismo deM0 na rede ocorrência
Neste sub-processo serão criadas as condições referents aM0; serão percorridas as res-
pectivas estruturasnodelistt e executados os seguintes processos em cada uma delas:
- Passo 1: Cria a estruturacond t armazenando o identificador da condição (ex: 0),
o campo origin aponta para o lugar concernente aonodelistt e o campo conditions
da estrutura unf aponta para a condição criada. Se haver mais de uma condição,
o campo next aponta para a condição que estiver no campo conditions e o campo
conditions aponta para a nova condição, formando assim uma lista encadeada. In-
crementa o valor no campo numco da estruturaunf t, que representa o número de
condições.
- Passo 2: Cria os vetorescoarray commonecoarray privateda estruturacond t.
- Passo 3: Identifica aM0 da rede de ocorrência (desdobramento), por meio de uma
conexão entre o campo m0 da estruturanf t com a condição criada; isto é feito
por uma estruturanodelistt. Se houver mais de uma condição, o campo next da
estruturanodelistt apontará para onodelistt da condição anteriormente criada e o
m0 apontará para a estruturanodelistt atual.
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- Passo 4: Armazena todas as condições concorrentes no campo oarray privateda
condição.
A figura 4.19 apresenta este sub-processo.


























Figura 4.19: Representação das condições pertencentes a M0 na ferramenta Mole.
Processo 4: Neste processo será feita a análise das condições pertenc n s a marcação inicial
e a criação das estruturas que armazenaram as transições habilitadas pelo homomorfismo destas
condições. Este processo está decomposto em 2 sub-processos que são:
1. Análise das condições
- Passo 1: Faz a conexão entre o campo conds da estruturaplace t (lugar) armazenado
no campo origin da condição e a condição (homomorfismo),ediante uma estrutura
nodelistt;
- Passo 2: Analisa as transições pertencentes ao pós-conjunt do lugar conectado à
condição, verificando se os lugares correspondentes às condições armazenadas no
vetorcoarray commonecoarray privateda condição pertencem ao pré-conjunto da
transição. Isto é feito para verificar se a transição está habilitada. Se estiver, analisa
se há conflito. Caso exista conflito, analisa outra transiç˜ o do pós-conjunto do lugar
senão existir cria a estrutura para armazenar a transição habilitada.
2. Criação da estrutura para armazenar a transição habilitada
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- Passo 1: Incrementa 1 na variávelev mark;
- Passo 2: limpa as estruturasparikh t da estruturaparikhe armazena o identificador
da transição na estruturap rikh t;
- Passo 3: armazena o valor da variávelev mark nos camposmark das condições
pertencentes ao pré-conjunto da transição. Identificando s condições pertencentes
ao pré-conjunto da transição habilitada;
- Passo 4: Cria uma estruturape queuet para armazenar a transição habilitada. O
campotrans aponta para a transição. O campo conds cria um vetor de pontiros
com o número de posições igual à quantidade de elementosdo pré-conjunto e ar-
mazena dentro destas as condições pertencentes ao pré-cnjunto. O campop vector
armazena a estrutura parikh. O campolc sizearmazena o número de elementos do
parikh;
- Passo 5: Incrementa 1 na variávelev mark;
- Passo 6: Faz a conexão entre o campomarking da estruturape queuet com os
lugares pertencentes ao pós-conjunto da transição e comos lugares das condições
da marcação inicial que não foram consumidas por algum disparo. Isto é feito,
mediante uma estruturanodelistt;
- Passo 7: A variávelpe qsizeé incrementada em 1. A estruturape queuet criada
anteriormente é inserida na estruturape queue(lista de transições habilitadas) se-
guindo a ordem adequada. Em primeiro lugar são comparados os campos lcsize; se
iguais, compara os valores da estrutura parikht da estruturaparikh um por um, se
forem iguais compara o campo appearances e senão aquele quetenha o número de
transição menor.










Figura 4.20: Representação de uma transição habilitada na ferramenta Mole - estrutura
pe queuet.
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Processo 6: Este processo é responsável pelo laço de repetição executando os seguintes 6
processos até que não existam elementos na lista de transições habilitadas. Isto é feito mediante
avaliação da variávelpe qsizeque armazena a quantidade de transições existentes na lista de
transições habilitadas.
Processo 7: Neste processo é feita a escolha e remoção da transiçãohabilitada, sendo esta a
primeira da lista de transições habilitadas. Este processo ´ descrito nos seguintes passos:
- Passo 1: Sempre é escolhida a primeirape queuet da estruturape queue. Sendo esta
retirada da lista, deslocando todas as estruturaspe queuet, uma posição a menos, pre-
enchendo assim o campo vazio resultante. Verifica que as trasições habilitadas estejam
ordenadas seguindo a ordem adequada.
- Passo 2: Decrementa a variávelp qsizeem 1.
Processo 9: Este processo é responsável pela criação do evento da transição escolhida, sendo
feita nos seguintes passos:
- Passo 1: Com auxı́lio da estruturape queuet escolhida anteriormente, será criada uma es-
truturaeventt. Serão armazenados no campo origin a transição dape queuet, no campo
presetsizeepostsetsizeo presetsize e postsetsize da transição, no campo foatalevel a
|[e]|, no campo preset o conds da pequeuet;
- Passo 2: Faz a conexão das condições que estão armazenados no campo preset com o
evento, mediante uma estruturanodelistt.
Processos 11 e 12: A ferramentaMole executa estes dois processos em conjunto, sendo
feita primeiramente a inserção da marcação gerada pelodisparo da transição anteriormente
escolhida, dentro da estrutura hash. Logo é feito a verificação se esta marcação já existe, iden-
tificando assim um evento de corte.
- Passo 1: Percorre a marcação identificada no campoark da estruturape queuet, que
auxı́lia na criação do evento anteriormente mencionado,t mbém é feito o cálculo anteri-
ormente mencionado para obter a posição na estrutura hashque apontará para a estrutura
hashcellt.
- Passo 2: Verifica se a posição obtida está vazia:
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- Passo 2.1: Se estiver, cria uma estruturahashcellt, armazenando a marcação e o evento
que gerou esta marcação;
- Passo 2.2: Se não estiver, compara os lugares da marcação ontida nesta posição com os
lugares da marcação que está sendo inserida:
- Passo 2.2.1: Se forem iguais as estruturasnodelistt da marcação inserida serão reutiliza-
das para fazer outras conexões. O campo node de uma estrutura nodelistt apontará para
o evento da marcação inserida, a variávelcutoff list apontará para esta estruturanodelistt
e o campo next apontará para outra estruturanodelistt, caso tenha mais um evento de
corte. Desta maneira são identificados os eventos de corte;
- Passo 2.2.2: Se não forem iguais é criada uma estruturahashcellt, armazenando a marcação,
o evento que gerou esta marcação caso exista e o campo next apontará para a estrutura
hashcellt que estava contida na posição.
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Figura 4.21: Estrutura Hash armazenando uma marcação.
Processos 8 e 13: Nestes processos é feita a análise da variável cutoff, sendo que se for igual
a 0 então o campoeventsda estruturaunf aponta para a seguinte estruturaeventt.
Processo 9: Neste processo é feita a criação das condições do pós-conjunto do evento criado
anteriormente. Este processo será decomposto em 2 sub-processos , que são:
1. Correlação dos eventos e condições
- Passo 1: Analisa os vetorescoarray commomecoarray privatedo pré-conjunto do
evento para identificar quais condições são concorrentes a este evento;
- Passo 2: Armazena as condições concorrentes no campo coarray d estruturaeventt.
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2. Criação do pós-conjunto do evento
- Passo 1: Analisa o pós-conjunto da transição pertencente ao campo origin do evento
e cria estruturascondition t para armazenar os dados deste;
- Passo 2: Copia o vetor coarray do evento para o campocoarray commomdas
condições criadas e limpa esta do evento;
- Passo 3: Armazena todas as condições que são concorrentes no campocoarray private
da condição.

























Figura 4.22: Representação de um evento e seu pós-conjunt a ferramenta Mole.
Processo 10: Neste processo será feita a análise das condições pertenc n s a marcação
gerada pelo disparo do homomorfismo do evento criado anteriormente e a criação das estruturas
que armazenaram as transições habilitadas pelo homomorfis destas condições. Este processo
está decomposto em 2 sub-processos que são:
1. Análise das condições
- Passo 1: Faz a conexão entre o campo conds da estruturaplace t (lugar) armazenado
no campo origin da condição e a condição (homomorfismo),ediante uma estrutura
nodelistt;
- Passo 2: Analisa as transições pertencentes ao pós-conjunt do lugar conectado à
condição, verificando se os lugares correspondentes as condições armazenadas no
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vetor coarray commome coarray private da condição pertencem ao pré-conjunto
da transição. Isto é feito para verificar se a transiçãoestá habilitada. Se estiver,
analisa se tem conflito, caso exista conflito analisa outra transição do pós-conjunto
do lugar.
2. Criação da estrutura para armazenar a transição habilitada
- Passo 1: Incrementa 1 na variávelev mark;
- Passo 2: Limpa as estruturasparikh t da estruturaparikhe armazena o identificador
da transição na estruturap rikh t;
- Passo 3: Armazena o valor da variávelev mark nos camposmark das condições
pertencentes ao pré-conjunto da transição. Analisa os pré-eventos da condição, caso
existam. Se o campomark for diferente da variávelev mark, então este receberá
o valor da variávelev mark e a transição do evento será inserida noparikh t; esta
inserção é feita em ordem crescente e o campoarkdas condições do pré-conjunto
deste evento receberam a variávelev mark;
- Passo 4: Cria uma estruturape queuet para armazenar a transição habilitada. O
campotrans aponta para a transição. O campocondscria um vetor de ponteiros
com o número de posições igual a quantidade de elementos do pré-conjunto e ar-
mazena dentro destas as condições pertencentes ao pré-cnjunto. O campop vector
armazena a estrutura parikh. O campolc sizearmazena o número de elementos do
parikh. Logo, com ajuda do campomarkdas condições, analisa que condições per-
tencem parcialmente a configuração local do homomorfismo da transição, isto é•b∈
[e] ∧ b• < [e], fazendo uma conexão entre o campomarkingcom o lugar respectivo à
condição, depois é feito este processo de novo com pós-conjunto da transição e com
as condições da marcação inicial que não foram consumidas por algum disparo;
- Passo 5: Logo a variávelpe qsizeé incrementada em 1. A estruturape queuet
criada anteriormente é inserida na estruturape queue(lista de transições habilita-
das) em ordem crescente. Sendo comparado em primeiro lugar os c mposlc size.
Se acontecer que são iguais, compara os valores da estrutura parikh t da estrutura
parikh um por um, se acontecer que forem iguais compara o campo appear nc s, e
senão aquele que tenha o número de transição menor.













Figura 4.23: Representação de uma nova transição habilitada na ferramenta Mole - estrutura
pe queuet.
Processo 9: Neste processo é feita a criação do pós-conjunto dos eventos de corte, percor-
rendo a lista de estruturas que a variávelcutoff list aponta.
Processo 2: Neste processo é feita a leitura da estrutura resultante doprocesso de desdo-
bramento da rede original e armazenada no arquivo de saı́da.São armazenadas as condições e
eventos com seus respectivos homomorfismos. A figura 4.24 mostra o unlfoding da rede gerado
pelo programa e a representação estrutural do desdobramento da rede dentro do programa.
4.4 Conclus̃ao
Com esta análise podemos concluir que oM le é uma ferramenta muito eficiente e rápida,
mesmo tendo que percorrer de forma recorrente a estrutura que rmazena a rede original para
identificar as transições habilitadas e os lugares pertencentes ao pós-conjunto da transição, além
da necessidade de utilizar um grande conjunto estruturas papoder implementar o algoritmo
de desdobramento.
A principal limitação da ferramentaMole é sua restrição a redes de Petri 1-limitadas, não
possibilitando o processo de desdobramento para redes de Petri k-limitadas. Esta restrição já é
imposta na leitura da rede de entrada, uma vez que a execução do programa é concluı́da caso o
número de marcas de qualquer lugar seja maior que 1. Mesmo que essa restrição na leitura seja
suprimida, o processo de desdobramento é realizado peloMole, mas este desconsidera o número
de marcas dos lugares, tratando estas marcações como seguras desconsidera totalmente o peso
dos arcos caso existam.
Um fator interessante é a leitura que o parser da ferramentaMole realiza. Ela permite
a leitura de vários tipos de descrição de rede de Petri, como por exemplo: peso nos arcos,
temporização associada às transições, entre outros.Estas informações não são utilizadas na
implementação da ferramenta, o que nos induz a pensar que futuras implementações superariam
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Aplicações do mundo real trabalham com múltiplos recursos e, em geral, com um número
limitado de recursos, mas frequentemente superior a uma unid de. Para tanto, consideramos que
as redes de Petri k-limitadas são suficientes para representar sistemas com essas caracterı́sticas.
Sendo assim, o fato da ferramentaMole trabalhar exclusivamente com redes de Petri seguras
(1-limitadas), como descrito na seção 4.4, impossibilita sua utilização na análise da maior parte
dos sistema do mundo real.
Por tal motivo, este trabalho tem como objetivo adaptar a ferr mentaMole para realizar o
desdobramento de redes de Petri k-limitadas, mediante a aplic ção de uma nova abordagem.
A nova abordagem consiste em utilizar as marcações não seguras que permitam mais de um
disparo de uma mesma transição, isto é,M > •t ∗ 2, fazendo com que estas transições possam
ser disparadas mais de uma vez e tratando cada disparo múltiplo como se fosse uma transição
diferente.
Neste capı́tulo serão apresentados a proposta para a constru¸ão do processo de desdobra-
mento para redes de Petri k-limitadas, o algoritmo para estaproposta, as modificações feitas na
ferramentaMolepara adequá-la a nova abordagem e por último um estudo de caso.
5.1 Proposta de Construç̃ao do Processo de Desdobramento
para Redes de Petri k-limitadas
A proposta será detalhada através do exemplo a seguir, queconsiste no sistema de rede
apresentada na figura 5.1.
Primeiramente são inseridos os lugares da marcação inicial a rede de ocorrência. Em
sequência, são identificadas as transições habilitadas por esta marcação, além do número de
vezes que cada uma delas pode ser disparada. A lista de transições habilitadas recebe então










Figura 5.1: Rede exemplo para o processo Desdobramento.
múltiplos disparos (multi-habilitada), a lista receben cópias dessa transição. Cada uma das
n cópias de uma mesma transição representa de 1 an disparos simultâneos dessa transição.
O processo, em seguida, escolhe uma transição da lista, gera as mudanças decorrentes de seu
disparo e a insere na rede de ocorrência, assim como o pós-conjunto da transição. Uma possı́vel
consequência disso, em função do disparo de transições multi-habilitadas, é que um mesmo
lugar, pertencente ao pós-conjunto da transição disparada, possua várias ocorrências. A efetiva
marcação do lugar é a soma da marcação de todas as suas ocorrências.
As transições habilitadas pela marcação inicial da rede da figura 5.1 sãot1 e t2. a transição
t1 pode ser disparada uma vez e será inserida na lista de transições habilitadas. A transição
t2 pode ser disparada duas vezes, o que implica que terá duas inserções na lista de transições
habilitadas: uma considerando um disparo e outra consideran o ocorrência de dois disparos




Figura 5.2: Processo de Desdobramento - fase 1.
Concluı́da a análise das transições habilitadas, uma das transições da lista é escolhida, se-
guindo a ordem adequada. No exemplo em questão é escolhidaa transiçãot1 com um disparo,
que é portanto retirada da lista de transições. Em seguida, são adicionados na rede de ocorrência
a transição, o pós-conjunto e os lugares parcialmente cosumidos desta, sendo resultante do dis-
paro det1 a marcaçãop3 com uma marca,p5 com uma marca ep2 com duas marcas, como
mostrado na figura 5.3.
A nova marcação habilita as transiçõest2 e t3, que por sua vez são analisadas. Ambas
podem disparar apenas uma vez e são inseridas na lista de transições habilitadas. Após esta








Figura 5.3: Processo de Desdobramento - fase 2.
A transição t2 será disparada e retirada da lista de transições. Logo, são adicionadas na rede
de ocorrência a transição, o pós-conjunto e os lugares parcialmente consumidos desta, sendo











Figura 5.4: Processo de Desdobramento - fase 3.
Esta nova marcação habilita as transiçõest1, t2 e t4. Elas são analisadas, sendo que to-
das só podem ser disparadas um vez, sendo inserindo na listade tr nsições habilitadas. Ter-
minada a análise, novamente é escolhida uma transição da lista, sendo esta a que tenha menor
configuração local.́E escolhida a transiçãot2 com dois disparos e retirada da lista de transições.
Em seguida, são adicionadas na rede de ocorrência a transição, o pós-conjunto e os lugares par-
cialmente consumidos desta, sendo resultante do disparo dupl et2 a marcaçãop1 com uma
marca ep4 duas marcas, como apresentado na figura 5.5.
A nova marcação habilita a transiçãot4. Sua análise mostra que ela pode ser disparada
duas vezes. São então duas entradas na lista de transições habilitadas, uma com um disparo
e outra com dois disparos. Em seguida, utilizando a menor configuração local, uma transição
da lista é escolhida, no casot3. Esta transição é então retirada da lista de transiçõe . Logo,
são adicionadas na rede de ocorrência a transição, o pós-conjunto e os lugares parcialmente
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Figura 5.5: Processo de Desdobramento - fase 4.
p2 com duas marcas,p5 com uma marca ep5 com uma marca, como pode ser visto na figura
5.6.
Esta transição é um evento de corte. Como explicado anteriormente, quando um lugar apa-
rece duas ou mais vezes em uma marcação, em função da ocorrência de disparos simultâneos,
deve ser feita a soma das marcas das diversas “cópias” do mesmo lugar e o resultado desta
soma é o número efetivo de marcas deste lugar. Portanto, namarcação anterior, o lugarp5
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Figura 5.6: Processo de Desdobramento - fase 5.
Novamente, uma nova transição é escolhid, sendo esta a demenor configuração local. Neste
momento, é escolhida a transiçãot2 com um disparo e retirada da lista de transições. Logo,
são adicionadas na rede de ocorrência a transição, o pós-conjunto e os lugares parcialmente
consumidos desta, sendo resultante do disparo det2 a marcaçãop2, p3 e p4 todas com uma
marca, como apresentado na figura 5.7.

















Figura 5.7: Processo de Desdobramento - fase 6.
vez, ela é inserida na lista de transições. Terminada a an´ lise, é escolhida uma transição da lista
utilizando a menor configuração local.É escolhida a transição t1 com um disparo e retirada da
lista de transições. Logo, são adicionadas na rede de ocorrên ia a transição, o pós-conjunto e
os lugares parcialmente consumidos desta, sendo resultante do disparo det1 a marcaçãop2, p3



















Figura 5.8: Processo de Desdobramento - fase 7.
Utilizando a menor configuração local, é escolhida a transiçãot2 com um disparo e retirada
da lista de transições. Logo, são adicionadas na rede de ocorrência a transição, o pós-conjunto
e os lugares parcialmente consumidos desta, sendo resultante do disparo det2 a marcação:p1
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com uma marca,p4 com uma marca ep4 com uma marca, como apresentado na figura 5.9. A
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Figura 5.9: Processo de Desdobramento - fase 8.
Utilizando a menor configuração local, é escolhida a transiçãot4 com um disparo e retirada
da lista de transições. Logo, são adicionadas na rede de ocorrência a transição, o pós-conjunto
e os lugares parcialmente consumidos desta, sendo resultante do disparo det4 a marcação:p1
com uma marca,p2 com uma marca,p2 com uma marca,p5 com uma marca ep5 com uma





















Figura 5.10: Processo de Desdobramento - fase 9.
Utilizando a menor configuração local, é escolhida a transiçãot4 com um disparo e retirada
da lista de transições. Logo, são adicionadas na rede de ocorrência a transição, o pós-conjunto
e os lugares parcialmente consumidos desta, sendo resultante do disparo det4 a marcação:p1,
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Figura 5.11: Processo de Desdobramento - fase 10.
Utilizando a menor configuração local, é escolhida a transiçãot4 com dois disparos e re-
tirada da lista de transições. Logo, são adicionadas na rede de ocorrência a transição, o pós-
conjunto e os lugares parcialmente consumidos desta, sendor sultante do disparo duplo de
t4 vezes a marcação:p1 com uma marca,p2 com duas marcas ep5 com duas marcas, como

























Figura 5.12: Processo de Desdobramento - fase 11.
Utilizando a menor configuração local, é escolhida a transiçãot4 com um disparo e retirada
da lista de transições. Logo, são adicionadas na rede de ocorrência a transição e o pós-conjunto e
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os lugares parcialmente consumidos desta, sendo resultante do disparo det4 a marcaçãop2com
uma marca,p2com uma marca,p3com uma marca ep5com uma marca, como apresentado na



























Figura 5.13: Processo de Desdobramento - fase 12.
Desta forma se conclui o processo de desdobramento da figura 5.1.
A figura 5.14 apresenta o grafo da alcançabilidade da figura 5.1, que mostra as marcações
alcançáveis do sistema de rede exemplo. Comparando-se este grafo com o desdobramento
obtido com a aplicação da nova abordagem, verificamos que este último contém todas as
marcações alcançáveis.
5.2 Algoritmo
Para a criação do algoritmo da nova abordagem será utilizado como base o algoritmo ERV,
mencionado na seção 3.4, sendo feitas algumas modificaç˜oes para adequá-lo a nova abordagem.
A figura 5.15 apresenta o algoritmo da nova abordagem.
O procedimento principal do algoritmo funciona da mesma forma que o algoritmo ERV
apresentado na seção 3.4. A principal diferença está nainserção das transições habilitadas na
lista de transições habilitadas, uma vez que, no algoritmERV as transições habilitadas são
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Figura 5.14: Grafo de Alcançabilidade.
inseridas em uma determinada marcação sem avaliação demúltiplas habilitações, pois este tra-
balha somente com redes seguras. No novo algoritmo é necessária a análise das marcações, para
com isto poder identificar o número de disparos que uma determinada transição pode disparar
de forma simultânea.
Esta análise é feita mediante o processo análise e uma lista uxiliar de transições habilitadas,
a qual servirá para armazenar as transições habilitadaspel marcação inicial numa primeira
instância e depois pelas dos homomorfismos da rede de ocorrˆen ia. Sendo estas analisadas pelo
processo análise e inseridas na lista de transições habilitadas.
O processo análise verifica todas as transições habilitadas rmazenadas na lista auxiliar,
analisando a quantidade de marcas existentes nos lugares dopré-c njunto, identificando assim
a quantidade de vezes que cada transição pode ser disparada e inserindo-la na lista de transições
habilitadas. Para este processo serão utilizadas duas vari´ veis. Uma que auxiliara na quantidade
de vezes que as marcas de um lugar podem disparar uma transição e outra que armazenara
efetivamente a quantidade de vezes que a transição pode ser isparada. Logo, sendo preenchida
a lista de transições habilitadas, mas tendo em consideração o número de vezes que a transição
pode ser disparada.
5.3 Modificações na Estrutura da Ferranenta Mole
Para a implementação da nova abordagem será utilizada a ferramentaMole, estudada no
capı́tulo 4, sendo feitas algumas modificações nas estruturas e processos.
Estas alterações serão necessárias para adequar oMoleao algoritmo da nova abordagem. A




forall t ∈ pep \ pedo2
fire← ∝;3
forall p ∈ •t do4
cont← 0;5
while M(p)> •t do6
M(p)← M(p) - •t;7
cont← cont+ 1;8
end9




for cont← 1; cont6 fire; cont← cont+ 1 do14





Input : UmSN = {N,M0}, sendo que M0 = {p1 , . . . , pk}
Output : Unfolding Unf deSN
Unf← lugares de M0;20
pe← Ø;21
pep ← transições habilitadas por M0;22
Analise(pep,pe);23
cut-off← Ø;24
while pe , Ø do25
escolha um eventoe = (t, X) depe tal que [e] seja mı́nimo;26
if [e] ∩ cut-off = Ø then27
adicionee e novas instancias dos lugares de h(e) emUnf;28
pep ← PE(Unf) {Atualiza as transições habilitadas};29
Analise(pep,pe);30
if e é um evento de cortehen31
cut-off← cut-off ∪ e;32
end33
else34
pe← pe \ {e}35
end36
end37
Figura 5.15: Algoritmo da Nova Abordagem
Para um melhor entendimento, as modificações feitas na ferram ntaMole serão divididas
em dois tipos: as modificações feitas nas estruturas de armazenamento e as modificações feitas
nos processos.
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As modificações feitas nas estruturas foram necessáriaspara que as estruturas atuais do
Mole possam suportar a rede de Petri L/T k-limitada de entrada e a rede de ocorrência resul-
tante do processo de desdobramento. A ferramentaMole trabalha com redes de Petri seguras,
portanto não havia necessidade do armazenamento dos pesosdos arcos nem da quantidade de
marcas nos lugares. Por esse motivo, foi necessário adicionar campos em algumas estruturas
para poder efetuar a leitura da rede de entrada, o processo dedes obramento e a rede resultante
da nova abordagem.
A seguir são mencionadas as modificações feitas nas estruturas:
Criação de um campo na estruturanodelistt apresentada na seção 4.2 para o armazena-
mento dos pesos dos arcos e número de marcas dos lugares de uma terminada marcação.
Criação de um campo na estruturacond t apresentada na seção 4.2, para o armazenamento
das marcas dos lugares referentes ao homomorfismo da condiçã .
Criação de um campo na estruturaeventt apresentada na seção 4.2, para o armazenamento
do número de disparos do homomorfismo do evento.
Criação de dois campos na estruturape queuet apresentada na seção 4.2, um para o arma-
zenamento do número de disparos da transição habilitadae o outro para o armazenamento da
quantidade dos lugares que foram parcialmente consumidos pel disparo da transição habilitada
que farão parte do pós-conjunto do homomorfismo da transic¸˜ o.
Modificadas as estruturas, para poder suportar a nova abordagem, foram feitas alterações
em alguns processos. Estes serão mencionados a seguir.
Foi incrementado, no processo 1 da seção 4.3, a leitura e armazenamento do número de
marcas nos lugares da marcação inicial e o peso dos arcos.
Foi adicionado, no processos 3 e 5 da seção 4.3, o armazenamento do número de marcas
nas condições pertencentes aos lugares da marcação inii l.
Foi incrementado, no processo 4 e processo 10 da seção 4.3,a análise da transição habi-
litada, identificando a quantidade de vezes que esta pode serdisparada, a partir da criação de
diferentes estruturaspe queuet para armazenar a mesma transição, mas com diferentes quanti-
dades de disparo.
Além das alterações acima, foi modificada a criação da marcação gerada pelo disparo da
transição habilitada, sendo esta diferente do processo original do Mole. São adicionados na
marcação os lugares do pré-conjunto que foram parcialmente consumidos. Também são ar-
mazenandos em todos os lugares da marcação o número de marcas que possuem. O número
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de marcas no caso da marcação inicial é igual, o número demarcas dos lugares parcialmente
consumidos é igual ao número de marcas do lugar menos o pesodo arco que liga o lugar com
a transição multiplicado pelo número de disparos da transiç˜ o. O número de marcas do pós-
conjunto da transição é igual ao peso do arco que liga a transiç˜ o com o lugar multiplicado pelo
número de disparos da transição. Caso este lugar já estej ins rido na marcação, sua marcação
efetiva será a soma de todas as marcações desse mesmo lugar.
Foi incrementado, no processo 9 da seção 4.3, o armazenamento do número de disparos
do homomorfismo do evento, além de também somar o número deelementos do pós-conjunto
da transição com a quantidade de lugares parcialmente consumidas pela transição sendo estas
armazenadas no pós-conjunto do evento.
Foi modificado, no processo 9 da seção 4.3, a criação do p´os-conjunto do evento, tendo
sido criadas normalmente as condições pertencentes ao p´os-conjunto como era feito noMole e
também as condições dos lugares parcialmente consumidos. Também é armazenado o número
de marcas do homomorfismo da condição.
Foi adicionado, no processos 11 e 12 da seção 4.3, a verificação do número de marcas dos
lugares pertencentes a marcação, de forma a identificar o evento de corte.
Foi incrementado, no processo 2 da seção 4.3, o armazenamento das marcas das condições
e o número de disparos dos eventos no arquivo de saı́da. Paraassim gerar a rede do processo de
desdobramento com os rótulos do número de marcas nas condições e o número de disparos dos
eventos.
5.4 Estudo de Caso
Para o estudo de caso da nova abordagem será utilizada a rededo artigo [6] apresentada na
figura 5.16. Esta rede representa o fluxo da linha de produçãde semiconductores.
Primeiramente, será feita a comparação em termos de tamanho do grafo de alcançabilidade
com a rede de ocorrência que representa o processo de desdobramento, obtida com a implementação
da nova abordagem. Em seguida será analisada a alcançabilidade de uma marcação, também
comparando a rede de ocorrência e o grafo de alcançabilidade.
O grafo de alcançabilidade da rede da figura 5.16 possui 19040 estados e 124846 arcos e
a rede de ocorrência obtida do processo de desdobramento possui 56249 condições e 48568
eventos, sendo as duas de grande tamanho e por tal motivo nãoapresentadas no trabalho. Com-

















































Entretanto, no grafo, cada estado contém pelo menos quatrol gares marcados. No que se refere
ao número de arcos este é superior ao número de eventos. Assim, podemos dizer que a rede de
ocorrência é de menor tamanho que o grafo de alcançabilidde, sendo esta de mais fácil análise.
Nas figuras 5.17 e 5.18 são apresentadas, respectivamente,partes do grafo de alcançabilidade
e da rede de ocorrência do processo de desdobramento da figura 5.16, sendo ambas equivalentes
em termos de número de marcações. Comparando os grafos podemos visualizar que é possı́vel
alcançar uma mesma marcação por ambos. Por exemplo a marcçãop3, p5, p7, p9, p10, p12,
p13com uma marca ep14 com quatro marcas é gerada pela sequência de disparos dastransições
t10, t10e t3 no grafo de alcançabilidade, já na rede de ocorrência esta é gerada pelo disparo dos
eventose1(t10x2) ee10(t3x1).
5.5 Consideraç̃oes
Os resultados obtidos do estudo de caso através da aplicação d nova abordagem consta-
tou que é possivel chegar a todas as marcações do grafo de alcanç bilidade mediante a rede de
ocorrência gerada pelo processo de desdobramento. A implementação desta foi realizada medi-
ante a modificação da ferramentaMole, criando novos campos para o armazenamento de dados
relevantes e modificando alguns processos, com isto consegui do os resultados esperados.
Identificou-se também que quanto maior a rede original, a diferença de tamanho entre o
grafo de alcançabilidade e a rede de ocorrência do processde desdobramento é mais rele-
vante, sendo a rede de ocorrência de menor tamanho que o grafo de lcançabilidade, tornando
mais viável o uso da rede de ocorrência do processo de desdobramento para a análise da rede
original.
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O Laboratório de Inteligência Artificial e Métodos Formais, do Departamento de Informática
da UFPR tem realizado diversas pesquisas buscando associara solução para problemas de Pla-
nejamento em Inteligência Artificial com técnicas de alcançabilidade em Redes de Petri. A
técnica de desdobramento é a melhor contribuição para problemas de alcançabilidade, mas o
fato de existirem apenas implementações para redes segura limita excessivamente seu uso, já
que a maior parte dos problemas reais trabalha com múltiplos recursos, geralmente limitados.
Desta forma, a falta de uma ferramenta que realize o processode desdobramento de redes de
Petri k-limitadas motivaram esta pesquisa. Neste trabalhobuscou-se a criação e implementação
de uma nova abordagem, sendo esta feita mediante modificaç˜oes da ferramentaMole.
Para alcançar os objetivos deste trabalho, foram estudados os conceitos básicos de redes de
Petri e desdobramento. Também foram feitas pesquisas sobre algoritmos e processos de desdo-
bramento para redes de Petri k-limitadas, sendo encontrados apenas algoritmos e ferramentas
para redes de Petri 1-limitadas e algumas abordagens para o desd bramento de redes de Pe-
tri coloridas. Por tal motivo, foi necessário criar uma nova abordagem tendo em consideração
vários artigos de como seria possı́vel fazer o desdobramento d redes de Petri k-limitadas. Uma
das abordagens estudadas consistiu em converter uma rede dePetri k-limitada para uma rede
de Petri 1-limitada, para em seguida fazer o processo de desdobramento desta. Esta alternativa,
como descrito em [2], não é recomendada, uma vez que neste processo a rede pode perder algu-
mas propriedades. Desta forma, a solução adotada teve como ação buscar construir o processo
de desdobramento da rede k-limitada.
A estratégia de abordagem consistiu em trabalhar a partir dferramentaMole, considerada
como uma das melhores ferramentas no processo de desdobramento. Esta ferramenta foi pro-
fundamente estudada e em seguida modificada, de forma a que atendesse a nova abordagem
proposta para o desdobramento de redes k-limitadas. Foram cri das novas estruturas e altera-
dos alguns processos. O resultado final foi a obtenção de uma ferramenta com capacidade de
realizar o processo de desdobramento para redes de Petri k-limitadas.
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Para validar a implementação, a principal dificuldade consistiu na não existência de ferra-
mentas que realizem o processo de desdobramento de redes de Ptri k-limitadas. Desta forma,
não foi possı́vel realizar a comparação dos resultados obtidos com outras implementações.
Desta forma, foi escolhida uma rede de teste para estudo de caso e os resultados obtidos fo-
ram comparados com o grafo de alcançabilidade desta mesma rede. Foi possı́vel verificar, a
partir da rede de ocorrência resultante do processo de desdobramento, que é possı́vel chegar a
todas as marcações existentes no grafo de alcançabilidade.
Foi possı́vel também constatar um resultado já esperado.A rede de ocorrência obtida pela
nova abordagem tem tamanho menor que o grafo de alcançabilidade, o que facilita a análise
a partir desta, já que a estrutura gerada pelo processo de des obramento auxilia no problema
de explosão de estados. Estima-se que, tal como ocorre com as redes seguras, quanto maiores
forem as redes k-limitadas analisadas, maior será a diferença ntre a rede de ocorrência e o
grafo de alcançabilidade.
A nova abordagem apresenta uma limitação em relação as rede com peso nos arcos, sendo
que em algumas ocasiões a marcação efetiva de um lugar é asoma das marcas nas ocorrências
desta numa marcação. Isto pode acarretar que, quando sejafeita identificação das transições
habilitadas pela rede de ocorrência possa acontecer que uma condição não habilite a transição
pelo peso do arco desta, mesmo que a marcação efetiva do homomorfismo da condição seja
suficiente para habilitar a transição, mas como o processode habilitação das transições é feita
pelas condições concorrentes isto pode produzir que a transição seja desabilitada.
Por exemplo, dada a marcaçãop1 com uma marca,p2 com três marcas ep1 com duas
marcas, a marcação efetiva dep1 são três marcas e uma transiçãot3 com peso três pertencente
ao pós-conjunto dep1 pode ser habilitada, mas como a condição concorrente ép1 com uma
marca, isto faz com que a transição não seja habilitada pelo peso do arco.
Uma possı́vel solução é fazer uma análise da existência de ocorrências do homomorfismo da
condição que faz parte do pré-conjunto da transição habilitada, verificando assim se a marcação
efetiva habilita a transição. Em seguida, serão adicionadas a condição ou condições ao pré-
conjunto do evento desta.
Este trabalho abre diversas possibilidades de trabalhos futuros, como por exemplo a aplicação
de paralelismo como descrito em [8], tornando o processo de desdobramento mais rápido, além
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