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The present article introduces a generalization of the associ-
ated graded modules, writing Gα(a, E). Suppose that the equi-I-
invariant case occurs. Then it is shown that our graded module
Gα(a, E) is Buchsbaum over R(a) for any α > 0, if the given
A-module E is so over A. Moreover, it is also shown that E is
Buchsbaum over A iff Gα(m, E) is so over R(m) for all α > 0,
where m is the maximal ideal of A.
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1. Introduction
The aim of this paper is to study the Buchsbaumness of certain new graded modules, which are
generalizations of the associated graded modules. Throughout this paper let (A,m) be a Noetherian
local ring and E a ﬁnitely generated A-module of positive dimension s. We say that E is a Buchsbaum
A-module, see [S-V], if the difference lA(E/qE)− eq(E) is an invariant of E , so-called “the Buchsbaum
invariant”, not depending on the choice of parameter ideal q of E , where lA(∗) and eq(∗) denote the
length and the multiplicity with respect to q (of an A-module), respectively. The local ring is called
a Buchsbaum ring if it is a Buchsbaum module over itself.
We denote by G(a, E) the associated graded module of E with respect to a proper ideal a of A
such that lA(E/aE) < ∞; namely,
G(a, E) :=
⊕
n0
anE/an+1E.
Then G(a, E) is a ﬁnitely generated graded R(a)-module of dimension s, where R(a) :=⊕n0 an
denotes the Rees algebra of a. Now, we shall introduce a new graded modules as a generalization of
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new graded R(a)-module, writing Gα(a, E), as follows:
Gα(a, E) :=
⊕
n∈Z
anE/an+α E,
here we put an = A for each n  0; cf. [H-R-S, §2], see also [Y2]. It is obvious that Gα(a, E) is
a ﬁnitely generated graded R(a)-module of dimension s whose graduation is given by [Gα(a, E)]n =
anE/an+α E , in particular [Gα(a, E)]n = (0) for n  −α. Also G1(a, E) = G(a, E) clearly. We usually
say that “Gα(a, E) is a Buchsbaum R(a)-module”, if Gα(a, E)N is a Buchsbaum R(a)N -module, where
N := mR(a) + R(a)+ denotes the unique homogeneous maximal ideal of R(a), as the same as [S-V,
p. 200].
Let Him(∗) stand for the i-th local cohomology functor with respect to m. We denote by hi(E)
the length of the i-th local cohomology module Him(E) of E , i.e., h
i(E) := lA(Him(E)). We deﬁne an
invariant of E , writing I(E), as follows:
I(E) :=
s−1∑
i=0
(
s − 1
i
)
· hi(E),
here recall s := dimA E . Then 0  I(E)  ∞ clearly, and E is Cohen–Macaulay if and only if
I(E) = 0 holds. Since HiNR(a)N (Gα(a, E)N ) ∼= HiN (Gα(a, E)), we simply write by I(Gα(a, E)) instead of
I(Gα(a, E)N ), if no confusions can be expected.
It is well known that I(G(a, E)) I(E) holds in general. In the case where the equality I(G(a, E)) =
I(E) holds (we call it here “the equi-I-invariant case”), the author [Y2] shown that the associated
graded module G(a, E) is Buchsbaum R(a)-module, if E itself is so over A. Inspired this argument,
we shall try to show whether our new graded module Gα(a, E) deﬁned above is Buchsbaum for
any α. Namely we have the following.
Theorem (1.1). Let E be a ﬁnitely generated A-module of dimension s > 0 and a a proper ideal such that
lA(E/aE) < ∞. Suppose that E is a Buchsbaum A-module and the equality I(G(a, E)) = I(E) holds. Then,
for any α > 0, the graded module Gα(a, E) is Buchsbaum over R(a) and the equality I(Gα(a, E)) = α · I(E)
holds.
There were already given many results about the Buchsbaumness of G(a, E), under the hypoth-
esis that E is Buchsbaum over A; cf. [G1,G2,Na], etc. On the other hand, the Buchsbaumness of the
associated graded module G(a, E) does not necessarily imply the same one of E itself in general. Con-
cerning this topics, only few results were given up to now; see [G3], and also [G-Ni, Theorem 1.3].
However, our Theorem (1.1) inspire us to the following question.
Problem. Suppose that E has ﬁnite local cohomology and the equality I(G(a, E)) = I(E) holds. If all
the graded modules Gα(a, E) for α > 0 are Buchsbaum (resp. quasi-Buchsbaum) over R(a), then does
the A-module E itself have the same property?
Recall that E is said to have ﬁnite local cohomology if all the local cohomology modules Him(E)
of E for i = s are of ﬁnite length, i.e., lA(Him(E)) < ∞ for all i = s, cf. [G-Y]. Moreover, we say that
E is a quasi-Buchsbaum A-module, if all of the local cohomology modules Him(E) for i = s of E are
annihilated by the maximal ideal m of A, i.e., m · Him(E) = (0) for all i = s. Note that Buchsbaum
modules are always quasi-Buchsbaum modules and the Buchsbaum invariant of E coincides with I(E)
deﬁned as in the above.
We shall completely succeed in getting an aﬃrmative answer to our problem about the quasi-
Buchsbaumness. Namely we can state the following.
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lA(E/aE) < ∞. Suppose that E has ﬁnite local cohomology and the equality I(G(a, E)) = I(E) holds. Then the
following two statements are equivalent.
(1) E is a quasi-Buchsbaum A-module.
(2) Gα(a, E) is a quasi-Buchsbaum R(a)-module for all α > 0.
When this is the case, the equality I(Gα(a, E)) = α · I(E) also holds for each α > 0.
However, for the Buchsbaumness, we can state only a partial answer to our problem before.
Namely, in the case where a proper ideal a coincides with the maximal ideal m of A, we have the
following.
Theorem (1.3). Let E be a ﬁnitely generated A-module of positive dimension. Suppose that E has ﬁnite local
cohomology and the equality I(G(m, E)) = I(E) holds. Then the following two statements are equivalent.
(1) E is a Buchsbaum A-module.
(2) Gα(m, E) is a Buchsbaum R(m)-module for all α > 0.
When this is the case the equality I(Gα(m, E)) = α · I(E) holds too for each α > 0.
After preparing several basic facts on new graded module Gα(a, E), we shall prove our results.
Firstly, we shall show Theorem (1.2) in Section 3. Secondly, Theorems (1.1) and (1.3) shall be proven in
Section 4. Concerning Theorem (1.3), there was already given an interesting example, namely, a one-
dimensional Noetherian local ring (A,m) such that the associated graded ring G(m, A) is a Buchsbaum
ring with the equality I(G(m, A)) = I(A), but A itself is not so [G3]. Finally, in Section 5, we shall
discuss the details of such example and we shall give some remarks.
2. Preliminaries
In this section, we shall discuss the behavior of unconditioned strong d-sequences on ﬁltrations.
Let A be a commutative ring, and E an A-module. A sequence a1,a2, . . . ,as (s > 0) of elements in A
is said to be a d-sequence on E , see [H], if the equality
qi−1E : aia j = qi−1E : a j
holds for 1 i  j  s, here put qi−1 = (a1,a2, . . . ,ai−1) and q0 = (0), and moreover it is said to be
an unconditioned d-sequence on E if it is still a d-sequence on E in any order.
Deﬁnition (2.1). (See [G-Y].) We will say that a1,a2, . . . ,as form an unconditioned strong d-sequence
(abbrev. a u.s.d-sequence) on E if an11 ,a
n2
2 , . . . ,a
ns
s form a d-sequence on E in any order for every
integer n1,n2, . . . ,ns > 0.
We need one more useful notation to describe our remarks on u.s.d-sequences. For a system of
elements in A, say a1,a2, . . . ,as , we deﬁne an A-submodule Σ(a1, . . . ,as; E) of E as follows:
Σ(a1, . . . ,as; E) :=
s∑
i=1
[
(a1, . . . , âi, . . . ,as)E : ai
]+ (a1, . . . ,as)E,
where the hat ̂ on ai means to omit this element ai from the system a1,a2, . . . ,as . Moreover, for
any two integers i, j, we denote by [i, j] the set of integers n such that i  n j. Of course, [i, j] = ∅
if i > j.
2864 K. Yamagishi / Journal of Algebra 322 (2009) 2861–2885Here we shall collect several basic facts on unconditioned strong d-sequences, cf. [G-Y, §2]. Let
a1,a2, . . . ,as be an unconditioned strong d-sequence on E . Then, for any positive integers mi , ni
(1 i  s), the equality
(
am1+n11 , . . . ,a
ms+ns
s
)
E :
s∏
i=1
amii = Σ
(
an11 , . . . ,a
ns
s ; E
)
(2.1)
holds. Moreover, for any non-negative (not necessarily positive) integers li (1 i  s), the equality
Σ
(
al1+n11 , . . . ,a
ls+ns
s ; E
) : s∏
i=1
alii = Σ
(
an11 , . . . ,a
ns
s ; E
)
(2.2)
holds too. Finally, setting q := (a1,a2, . . . ,as), we also know that the equality(
anii
∣∣ i ∈ I)E ∩ qnE =∑
i∈I
anii q
n−ni E (2.3)
holds for all I ⊆ [1, s], ni > 0 and n ∈ Z. In fact, the assertion (2.1) (resp. (2.3)) is given in the same
way as in the proof of [Y1, Lemma 1.2] (resp. [G2, Corollary (1.2)]), and see also [G-Y, Theorems (2.3)
and (2.6)] for more explicit statements.
A family {Fn}n∈Z of A-submodules of E is called a q-ﬁltration of E if Fn ⊇ Fn+1 ⊇ qFn for all n
and F0 = E . Then qmFn ⊆ Fm+n for all m,n ∈ Z clearly. Now we begin with the following, which is
a generalization of Lemma (2.5) in [G-Y].
Proposition (2.2). Let {Fn}n∈Z be a q-ﬁltration of E, where q := (a1,a2, . . . ,as). Suppose that there is an
integer m > 0 such that an11 ,a
n2
2 , . . . ,a
ns
s form an unconditioned d-sequence on E for all ni m (1  i  s).
Then the following two statements are equivalent.
(1) The equality
(
anii
∣∣ i ∈ I)E ∩ Fn =∑
i∈I
anii Fn−ni
holds for all I ⊆ [1, s], n ∈ Z and ni m.
(2) The equality (
a2m1 ,a
2m
2 , . . . ,a
2m
s
)
E ∩ Fn =
(
a2m1 ,a
2m
2 , . . . ,a
2m
s
)
Fn−2m
holds for all n ∈ Z.
First of all, we begin with the following claim:
Lemma (2.3). Suppose that the statement (2) of Proposition (2.2) holds. Then one has the following.
(i) If s 2, then the equality (
a2m1 , . . . ,a
2m
s−1
)
E ∩ Fn =
(
a2m1 , . . . ,a
2m
s−1
)
Fn−2m
holds for all n ∈ Z.
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a2m1 , . . . ,a
2m
s−1,aks
)
E ∩ Fn =
(
a2m1 , . . . ,a
2m
s−1
)
Fn−2m + aks Fn−k
holds for all m k < 2m and n ∈ Z. (Notice that, in the case s = 1, we set (a2m1 , . . . ,a2ms−1) = (0).)
(iii) ak1E ∩ Fn = ak1Fn−k holds for all km and n ∈ Z.
Proof. (i) We may assume that n > 2m and that our assertion is true for any integer less than n. Let
x ∈ (a2m1 , . . . ,a2ms−1)E ∩ Fn . Then x ∈ (a2m1 , . . . ,a2ms )E ∩ Fn clearly. By our assumption (2) we have
x= y + a2ms z
for suitable elements y ∈ (a2m1 , . . . ,a2ms−1)Fn−2m and z ∈ Fn−2m . Since am1 ,am2 , . . . ,ams is a u.s.d-sequence
on E , we have ams z ∈ (a2m1 , . . . ,a2ms−1)E ∩ Fn−m . Applying the hypothesis of induction on n we get ams z ∈
(a2m1 , . . . ,a
2m
s−1)Fn−3m . By the expression of x above, we ﬁnally conclude x ∈ (a2m1 , . . . ,a2ms−1)Fn−2m .
(ii) Let x ∈ (a2m1 , . . . ,a2ms−1,aks )E ∩ Fn . Then a2m−ks x ∈ (a2m1 , . . . ,a2ms )E ∩ Fn+2m−k . By our assump-
tion (2) we see
a2m−ks x= y + a2ms z,
where y ∈ (a2m1 , . . . ,a2ms−1)Fn−k and z ∈ Fn−k . Applying the assertion (i), we see
x− aks z ∈
[(
a2m1 , . . . ,a
2m
s−1
)
E : a2m−ks
]∩ (a2m1 , . . . ,a2ms−1,aks)E ∩ Fn
⊆ [(a2m1 , . . . ,a2ms−1)E : aks]∩ (a2m1 , . . . ,a2ms−1,aks)E ∩ Fn
= (a2m1 , . . . ,a2ms−1)E ∩ Fn = (a2m1 , . . . ,a2ms−1)Fn−2m,
because 1  2m − k  m  k and a2m1 , . . . ,a2ms−1,aks form a d-sequence on E . Thus we get x ∈
(a2m1 , . . . ,a
2m
s−1)Fn−2 + aks Fn−k .
(iii) The statement (2) of Proposition (2.2) implies that a2m1 E ∩ Fn = a2m1 Fn−2m for all n ∈ Z by the
assertion (i). On the other hand, since an11 is a d-sequence on E for n1  m consisting of a single
element, we can use the assertion (ii) setting s = 1. Namely we have that
ak1E ∩ Fn = ak1Fn−k
for m k < 2m too. So we may assume that k > 2m and our assertion is true for k− 1. Write a := a1.
Let x ∈ akE∩ Fn . Then x has an expression such that x= ak y with y ∈ E . By the hypothesis of induction
on k, we see akE∩ Fn ⊆ ak−1E∩ Fn = ak−1Fn−k+1. Hence x has another expression as follows x= ak−1z
with z ∈ Fn−k+1. Since k > 2m we know k−m− 1m. Combining these observations we have
ak−my − ak−m−1z ∈ [0 : am]∩ amE = (0)
by the d-sequence property of am . This means ak−my = ak−m−1z, and hence ak−my ∈ Fn−m . Thus we
know ak−m y ∈ ak−mE ∩ Fn−m = ak−mFn−k by the hypothesis of induction on k again. Therefore we
ﬁnally get x= amak−m y ∈ ak Fn−k and this completes the proof of Lemma (2.3). 
Now we are ready to prove our proposition.
Proof of Proposition (2.2). It is enough to prove the implication (2) ⇒ (1). By (i) we may assume
that I = [1, s]. We shall apply the similar argument as in [G2, proof of (1.2)]. Namely assume that this
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ples, say
(
an11 , . . . ,a
ns
s
)
E ∩ Fn 
s∑
i=1
anii Fn−ni .
By (iii) of Lemma (2.3), we have s  2. Moreover we know that ni  2m for all i. In fact, if ni < 2m
for some i, say ns < 2m. Then applying the minimality of t to E/a
ns
s E , we see
(
an11 , . . . ,a
ns−1
s−1 ,a
ns
s
)
E ∩ Fn =
s−1∑
i=1
anii Fn−ni +
(
anss E ∩ Fn
)
=
s−1∑
i=1
anii Fn−ni + anss Fn−ns ,
by (ii) and (iii) of Lemma (2.3), so this contradicts our choice of t . Moreover, by our assumption (2),
we know that ni > 2m for some i, say ns > 2m. Let x ∈ (an11 , . . . ,anss )E∩ Fn such that x /∈
∑s
i=1 a
ni
i Fn−ni .
Then this element x can be written as follows:
x= y + anss z
with y ∈ (an11 , . . . ,ans−1s−1 )E and z ∈ E . Notice that x ∈ (an11 , . . . ,ans−1s−1 ,ans−ms )E ∩ Fn . By the minimality
of t , we ﬁnd another expression of x such that
x= u + ans−ms v
with u ∈∑s−1i=1 anii Fn−ni and v ∈ Fn−ns+m . Since ns > 2m we know ns −m > m. Comparing both ex-
pressions of x, we have
v − ams z ∈
(
an11 , . . . ,a
ns−1
s−1
)
E : ans−ms
⊆ (an11 , . . . ,ans−1s−1 )E : amks
= (an11 , . . . ,ans−1s−1 )E : ams ,
where mk ns −m for some k > 0. Hence
ams v ∈
(
an11 , . . . ,a
ns−1
s−1 ,a
2m
s
)
E ∩ Fn−ns+2m.
Since ns > 2m again, we see (n1 + · · ·+ns−1 + 2m)+ (n−ns + 2m) = t − 2(ns − 2m) < t , and hence by
the minimality of t again we have ams v ∈
∑s−1
i=1 a
ni
i Fn−ni−ns+2m + a2ms Fn−ns . Therefore we obtain
x= u + ans−2ms ams v ∈
s∑
i=1
anii Fn−ni ,
and this is a contradiction to our choice of t . This ﬁnishes the proof of Proposition (2.2). 
Corollary (2.4). Let a be an ideal of A such that a ⊇ (a1,a2, . . . ,as). Suppose m > 0 is an integer such that
an11 ,a
n2
2 , . . . ,a
ns
s form an unconditioned d-sequence on E for all ni m (1  i  s). Then the following two
statements are equivalent.
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(
anii
∣∣ i ∈ I)E ∩ anE =∑
i∈I
anii a
n−ni E
holds for all I ⊆ [1, s], n ∈ Z and ni m (1 i  s).
(2) The equality (
a2m1 ,a
2m
2 , . . . ,a
2m
s
)
E ∩ anE = (a2m1 ,a2m2 , . . . ,a2ms )an−2mE
holds for all n ∈ Z.
When this is the case one also has a graded R-isomorphism
Gα(a, E)/(ait)
ni · Gα(a, E) ∼= Gα
(
a, E/anii E
)
for any ni m and 1 i  s.
3. The quasi-Buchsbaumness of Gα(a, E)’s
Throughout this section, let A denote a Noetherian local ring with maximal ideal m and let E
be a ﬁnitely generated A-module of positive dimension. Let us write s := dimA E . For simplicity, we
always assume that the residue ﬁeld A/m is inﬁnite.
For a system of parameters a1,a2, . . . ,as for E , we deﬁne that
I(a1,a2, . . . ,as; E) := lA(E/qE) − e0(q; E),
where e0(q; E) denotes the multiplicity of E with respect to q = (a1,a2, . . . ,as).
Let us keep the notation hi(E) as same as before and let us recall the deﬁnition of I(E) as follows:
I(E) :=
s−1∑
i=0
(
s − 1
i
)
· hi(E).
We say that E has ﬁnite local cohomology if hi(E) < ∞ for all i = s, cf. [G-Y], and this is equivalent
to saying I(E) < ∞. Recall that SuppA E is said to be catenary if, for each pair of prime ideals p,
p′ such that p ⊃ p′ , any maximal prime chain between p and p′ has the same length (= htp/p′),
and that SuppA E is said to be equidimensional if dim A/p = dimA E for every minimal prime ideal
p ∈ SuppA E .
Remark (3.1). (See [S-T-C].) (1) If E has ﬁnite local cohomology, then Ep is Cohen–Macaulay
Ap-module for all p ∈ SuppA E \ {m} and SuppA E is catenary and equidimensional. Moreover, in the
case where A is a homomorphic image of a Cohen–Macaulay local ring, E has ﬁnite local cohomology
if and only if Ep is Cohen–Macaulay Ap-module for all p ∈ SuppA E \ {m} and SuppA E is equidimen-
sional.
(2) E has ﬁnite local cohomology if and only if there is a system of parameters a1,a2, . . . ,as for E
such that
sup
n ,n ,...,n >0
I
(
an11 ,a
n2
2 , . . . ,a
ns
s ; E
)
< ∞.1 2 s
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any system of parameters for E , and moreover there is an integer t > 0 such that
I(a1,a2, . . . ,as; E) = I(E)
for every system of parameters a1,a2, . . . ,as for E contained in mt .
(3) For any system of parameters a1,a2, . . . ,as for E the following three conditions are equivalent:
(i) a1,a2, . . . ,as form an unconditioned strong d-sequence on E;
(ii) the equality I(a1,a2, . . . ,as; E) = I(E) holds;
(iii) the equality I(a1,a2, . . . ,as; E) = I(a21,a22, . . . ,a2s ; E) holds.
(Cf. [S, Theorem A], [T, Theorem 2.1]; see also [G-Y, Corollary (6.18)].)
Now, let a be a proper ideal of A such that lA(E/aE) < ∞. Notice that this is equivalent to saying
that the ideal a+AnnA(E) is m-primary in A. Untill the end of this section, let us keep the following
notations:
R := R(a) =⊕n0 an , the Rees algebra of a;
N := mR + R+ , the unique homogeneous maximal ideal of R;
G(E) := G(a, E), the associated graded module of E with respect to a;
Gα(E) := Gα(a, E), deﬁned in Section 1.
Usually we regard the Rees algebra R as the A-subalgebra of the polynomial ring A[t] over A with an
indeterminate t such as R = A[{at | a ∈ a}] ⊂ A[t].
Let us recall several basic facts from the theory of graded modules; see [G-W] for unexplained
terminologies on the graded rings/modules. Let W :=⊕n∈Z Wn be a graded module over R . We
sometimes denote by [W ]n the homogeneous component of degree n instead of Wn . Let r be an
integer. We denote by W (r) the shifted module of W of degree r, namely its underlying R-module
coincides with W and its graduation is given by [W (r)]n = Wn+r for n ∈ Z. Moreover, we denote
by Wr the graded R-submodule of W given by Wr :=⊕nr Wn . In particular we usually denote
by W+ instead of W1. Since R/N ∼= A/m, the unique homogeneous maximal ideal N of R is just
a maximal ideal of R and for any graded R-module W the canonical R-homomorphism W −→ WN
must be injective, where WN denotes the localization of W at N .
Let q be a parameter ideal of E such that q ⊆ a, and suppose that ar+1E = qar E for some integer
r  0. Write q = (a1,a2, . . . ,as). We set f i := ait in R1 for each 1 i  s and Q := ( f1, f2, . . . , f s)R .
Since Gα(E)r+1 ⊆ Q · Gα(E), the graded R-module Gα(E)/Q · Gα(E) is of ﬁnite length, and hence
the ideal Q RN is a parameter ideal of Gα(E)N over RN and dimR Gα(E) = dimRN Gα(E)N = s.
Let HiN (∗) stand for the i-th (graded) local cohomology functor with respect to N , cf. see [G-W]
for more detail. We denote by hi(Gα(E)) the length of HiN (Gα(E)) over R , i.e., h
i(Gα(E)) :=
lR(HiN (Gα(E))), and also deﬁne an invariant, say I(Gα(E)), in the same way as I(E) before, namely
I
(
Gα(E)
) := s−1∑
i=0
(
s − 1
i
)
· hi(Gα(E)),
here recall dimR Gα(E) = dimA E = s. Notice that there is a canonical isomorphism HiN (Gα(E)) ∼=
HiNRN (Gα(E)N ) for each i, hence this new invariant coincides with the original I-invariant I(Gα(E)N ),
namely I(Gα(E)) = I(Gα(E)N ) holds. As described in Section 1, we simply say that Gα(E) has ﬁnite
local cohomology over R if the localization Gα(E)N at N has so over RN .
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graded R-modules as follows:
0−→ G(E)(α − 1) −→ Gα(E) −→ Gα−1(E) −→ 0. (3.1)
From (3.1) we have
AssR G(E) ⊆ AssR Gα(E) ⊆ AssR G(E) ∪ AssR Gα−1(E).
Using induction on α, we easily see that AssR Gα(E) = AssR G(E) and SuppR Gα(E) = SuppR G(E)
for all α  2, because of G1(E) = G(E). On the other hand, applying the local cohomology functors
to (3.1), we have the long exact sequence of local cohomology modules as follows:
· · · −→ HiN
(
G(E)
)
(α − 1) −→ HiN
(
Gα(E)
)−→ HiN(Gα−1(E))−→ · · · .
Hence, we know that
hi
(
Gα(E)
)
 hi
(
G(E)
)+ hi(Gα−1(E))
and
hi
(
G(E)
)
 hi
(
Gα(E)
)+ hi−1(Gα−1(E))
for all i. By these observations, we get the following lemma.
Lemma (3.2). Suppose that α  2. Then:
(1) I(Gα(E)) I(G(E)) + I(Gα−1(E)) α · I(G(E)) holds;
(2) if G(E) has ﬁnite local cohomology, then Gα(E) has so;
(3) if Gα(E) and Gα−1(E) have ﬁnite local cohomology for some α, then G(E) also has so;
(4) AssR Gα(E) = AssR G(E) and SuppR Gα(E) = SuppR G(E) hold.
At the end of this section we shall show the converse of (2) of Lemma (3.2) as the above. Re-
call that f1, f2, . . . , f s is a homogeneous system of parameters for Gα(E)N . We usually denote by
I( f1, f2, . . . , f s;Gα(E)) instead of I( f1, f2, . . . , f s;Gα(E)N ), if no confusion can be expected. With
this notation we have the following.
Lemma (3.3). Let n1, . . . ,ns and α be any positive integers. Then:
(1) I( f n11 , f
n2
2 , . . . , f
ns
s ;Gα(E))  α · I(an11 ,an22 , . . . ,anss ; E) holds, and therefore one also has I(Gα(E)) 
α · I(E);
(2) the equality I( f n11 , f
n2
2 , . . . , f
ns
s ;Gα(E)) = α · I(an11 ,an22 , . . . ,anss ; E) holds if and only if
(
an11 ,a
n2
2 , . . . ,a
ns
s
)
E ∩ anE =
s∑
i=1
anii a
n−ni E
holds for all n 0.
Therefore, if the equality described as in the statement (2) holds true for some α, then it does so for any α.
Proof. These are shown by the similar way as in [T, Lemma 5.1] or [G-Y, Lemma (7.7)]. 
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an11 ,a
n2
2 , . . . ,a
ns
s form an unconditioned d-sequence on E for all ni m (1 i  s). Then the following state-
ments are equivalent.
(1) The equality I(G(E)) = I(E) holds.
(2) The equality I(Gα(E)) = α · I(E) holds for all α > 0.
(3) The equality I(Gα(E)) = α · I(E) holds for some α  2.
(4) The equality (a2m1 ,a
2m
2 , . . . ,a
2m
s )E ∩ anE = (a2m1 ,a2m2 , . . . ,a2ms )an−2mE holds for all 2m < n 
s(2m− 1) + r.
When this is the case, f n11 , f
n2
2 , . . . , f
ns
s form an unconditioned d-sequence on Gα(E) for all ni m (1 i  s)
and α > 0. Moreover, E/anii E, for ni m and 1 i  s, satisﬁes these equivalent conditions too (here note that
the element ai should be removed from the sequence a1,a2, . . . ,as), if s 2.
Proof. Since am1 ,a
m
2 , . . . ,a
m
s form a u.s.d-sequence on E , we have
I
(
Gα(E)
)
 I
(
f ml11 , . . . , f
mls
s ;Gα(E)
)
 α · I(aml11 , . . . ,amlss ; E)= α · I(E)
for all li > 0 (1  i  s) and α > 0; cf. Remark (3.1) and (1) of Lemma (3.3). Since for any n >
s(2m− 1) + r we have
an = qn−rar ⊆ (a2m1 , . . . ,a2ms )qn−r−2mar ⊆ (a2m1 , . . . ,a2ms )an−2m,
the assertion (4) is equivalent to saying that the equality(
a2m1 ,a
2m
2 , . . . ,a
2m
s
)
E ∩ anE = (a2m1 ,a2m2 , . . . ,a2ms )an−2mE
holds for all n ∈ Z. Hence, by Corollary (2.4), (1) of Lemma (3.2) and (2) of Lemma (3.3), these obser-
vations imply the required equivalences.
Moreover, for any ni m (1 i  s) and α > 0, f n11 , f
n2
2 , . . . , f
ns
s form a u.s.d-sequence on Gα(E)N ,
clearly. Recall that, for any graded R-module W , the canonical R-homomorphism W −→ WN is in-
jective. Thus f n11 , f
n2
2 , . . . , f
ns
s form a u.s.d-sequence on Gα(E) too.
Finally, to show the rest of our assertions, we put n = ni . Then ar+nE = qnar E = (a1, . . . ,
âi, . . . ,as)ar+n−1E + ani ar E clearly. Hence applying our arguments described as the before to E/ani E ,
the sequence a1, . . . , âi, . . . ,as and a, we get that E/ani E for nm satisﬁes these equivalent conditions
too. 
Now put U := H0m(E) and U∗ := Kerϕ , where ϕ : Gα(E) −→ Gα(E/U ) denotes the canonical epi-
morphism of graded R-modules via the projection E −→ E/U . Then there is a short exact sequence
0−→ U∗ −→ Gα(E) ϕ−→ Gα(E/U ) −→ 0 (3.2)
of graded R-modules. Since each homogeneous component of Gα(E/U ) is given by[
Gα(E/U )
]
n = anE + U/an+αE + U ∼= anE/
(
U ∩ anE)+ an+α E,
we have the following formula immediately:
[U∗]n =
(
U ∩ anE)+ an+α E/an+α E ∼= (U ∩ anE)/(U ∩ an+α E), (3.3)
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HiN (∗) to the short exact sequence (3.2) we have the short exact sequence
0−→ U∗ −→ H0N
(
Gα(E)
)−→ H0N(Gα(E/U ))−→ 0, (3.4)
and the isomorphisms
HiN
(
Gα(E)
)∼= HiN(Gα(E/U )) for all i  1, (3.5)
because of lR(U∗) < ∞. These observations (3.4) and (3.5) imply the following:
Lemma (3.5). Let U and U∗ be the same as above.
(1) The following equalities hold:
h0(Gα(E/U )) = h0(Gα(E)) − lR(U∗) = h0(Gα(E)) − α · h0(E), and
hi(Gα(E/U )) = hi(Gα(E)) for all i  1.
(2) The following three conditions are equivalent:
(i) h0(Gα(E/U )) = 0;
(ii) h0(Gα(E)) = α · h0(E);
(iii) H0N (Gα(E)) = U∗ .
(3) Suppose that E has ﬁnite local cohomology. If the equality I(Gα(E)) = α · I(E) holds, then the equality
I(Gα(E/U )) = α · I(E/U ) holds too.
Proof. The assertions (1) and (2) are already shown above. Now assume that the equality I(Gα(E)) =
α · I(E) holds. By our assertion (1) we have
I
(
Gα(E/U )
)= I(Gα(E))− α · h0(E) = α(I(E) − h0(E))= α · I(E/U ). 
Proposition (3.6). Let α > 0. Suppose that E has ﬁnite local cohomology. Then the following two statements
are equivalent.
(1) The equality I(Gα(E)) = α · I(E) holds.
(2) hi(Gα(E)) = α · hi(E) for all 0 i < s.
When this is the case, E/U , where U := H0m(E), also satisﬁes the equivalent condition. Moreover, the following
sequence of graded R-modules
0−→ H0N
(
Gα(E)
)−→ Gα(E) −→ Gα(E/U ) −→ 0
is exact and [
H0N
(
Gα(E)
)]
n
∼= (U ∩ anE)/(U ∩ an+α E)
holds for all n ∈ Z.
Proof. (1) ⇒ (2) Use induction on s (= dimA E). If s = 1, there is nothing to say more. Let s 2 and
assume that our assertion holds for s − 1.
By Lemma (3.5) we may further assume that depthA E > 0. Since E has ﬁnite local cohomology, the
equality I(Gα(E)) = α · I(E) means that Gα(E) also has ﬁnite local cohomology. Thus there is an inte-
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n2
2 , . . . ,a
ns
s (resp. f
n1
1 , f
n2
2 , . . . , f
ns
s ) form a u.s.d-sequence on E (resp. Gα(E))
for every n1,n2, . . . ,ns m, see Remark (3.1). Hence by Lemma (3.3) and our assumption, we have
(
an11 ,a
n2
2 , . . . ,a
ns
s
)
E ∩ anE =
s∑
i=1
anii a
n−ni E
for all n 0. By Corollary (2.4), we see am1 E ∩ anE = am1 an−mE . Hence it follows that
Gα(E)/ f
m
1 Gα(E)
∼= Gα
(
E/am1 E
)
(3.6)
as graded R-modules. Because depthA E > 0 we can see that a1 must be a non-zero divisor on E , so
f m1 becomes a non-zero divisor on Gα(E). Hence it follows that H
0
N (Gα(E)) = (0). Thus we have the
following.
Claim (3.7). h0(Gα(E)) = 0.
Since both E and Gα(E) are of positive depth, there is two short exact sequences:
0−→ E a
m
1−→ E −→ E/am1 E −→ 0, (3.7)
0−→ Gα(E)(−m) f
m
1−−→ Gα(E) −→ Gα
(
E/am1 E
)−→ 0. (3.8)
Recall that ami ’s (resp. f
n
i ’s) form a u.s.d-sequence on E (resp. Gα(E)). Hence a
m
1 (resp. f
m
1 ) annihilates
the local cohomology module Him(E) (resp. H
i
N (Gα(E))) for i = s, cf. this can be shown in the same
way as [S,T]; see also [G-Y] for more explicit statements. From (3.7) and (3.8), we have the following
exact sequences:
0−→ Him(E) −→ Him
(
E/am1 E
)−→ Hi+1m (E) −→ 0, (3.9)
0−→ HiN
(
Gα(E)
)−→ HiN(Gα(E/am1 E))−→ Hi+1N (Gα(E))(−m) −→ 0 (3.10)
for each 0 i < s− 1. By both (3.9) and (3.10), we know that
hi
(
E/am1 E
)= hi(E) + hi+1(E) and (3.11)
hi
(
Gα
(
E/am1 E
))= hi(Gα(E))+ hi+1(Gα(E)), (3.12)
whence this yields the equality I(Gα(E/am1 E)) = α · I(E/am1 E). Applying the hypothesis of induction
on s, we see that hi(Gα(E/am1 E)) = α · hi(E/am1 E) for all 0  i < s − 1. Using inductive process on i,
by Corollary (2.4) it is easy to check that hi(Gα(E)) = α · hi(E) for all 0 < i < s, cf. (3.11) and (3.12).
The implication (2) ⇒ (1) comes from the deﬁnition at once, and this completes the proof of
Proposition (3.6). 
Recall that we will say that E is a quasi-Buchsbaum A-module, if all local cohomology modules
Him(E) (i = s) of E are annihilated by the maximal ideal m; i.e., mHim(E) = (0) for each i = s. More-
over, as described in Section 1, we simply say that Gα(E) is quasi-Buchsbaum over R , instead of
saying the localization Gα(E)N by N is so over RN . Now we are ready to prove Theorem (1.2).
Proof of Theorem (1.2). (1) ⇒ (2) Assume that E is a quasi-Buchsbaum A-module and the equal-
ity I(G(E)) = I(E) holds. Recall that an11 ,an22 , . . . ,anss form a weak E-sequence and an unconditioned
d-sequence on E for all ni  2 (1 i  s); cf. see [Su]. Now we shall prove that f 21 , f 22 , . . . , f 2s form
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to show that (
f 21 , . . . , f
2
i−1
)
Gα(E) : f 2i ⊆
(
f 21 , . . . , f
2
i−1
)
Gα(E) : N
for every 1 i  s. Let g be a homogeneous element of Gα(E) so that
f 2i g ∈
(
f 21 , . . . , f
2
i−1
)
Gα(E).
Put n := deg g and choose an element x of anE such that g = xmodan+α E in [Gα(E)]n . By our choice
of g , we can express
a2i x= y + z
with y ∈ (a21, . . . ,a2i−1)anE and z ∈ an+2+α E . As z belongs to (a21, . . . ,a2i )E ∩ an+2+α E , we see that
z ∈ (a21, . . . ,a2i )an+α E by Proposition (3.4) and Corollary (2.4). We can ﬁnd an element v of an+α E so
that a2i (x− v) ∈ (a21, . . . ,a2i−1)E , hence x− v ∈ (a21, . . . ,a2i−1)E : a2i . As a2i ’s form a weak E-sequence we
have that
m(x− v) ⊆ (a21, . . . ,a2i−1)∩ anE ⊆ (a21, . . . ,a2i−1)an−2E,
a(x− v) ⊆ (a21, . . . ,a2i−1)∩ an+1E ⊆ (a21, . . . ,a2i−1)an−1E
by Proposition (3.4) and Corollary (2.4) again. Since v ∈ an+α E , these observations imply
Ng ⊆ ( f 21 , . . . , f 2i−1)Gα(E).
Hence we know that Gα(E) is a quasi-Buchsbaum R-module.
(2) ⇒ (1) Assume that Gα(E) is a quasi-Buchsbaum R-module for all α > 0 and that the equality
I(G(E)) = I(E) holds. By Proposition (3.4) we know I(Gα(E)) = α · I(E) for all α > 0. We shall prove
that a21,a
2
2, . . . ,a
2
s form a weak E-sequence. To prove this we show that(
a21, . . . ,a
2
i−1
)
E : a2i ⊆
(
a21, . . . ,a
2
i−1
)
E : m
for every 1  i  s. Let x be an element of E so that a2i x ∈ (a21, . . . ,a2i−1)E . Put g := x + aα E in[Gα(E)]0. Then we easily see that
f 2i g ∈
(
f 21 , . . . , f
2
i−1
)
Gα(E).
Since f 2i ’s form a weak sequence on Gα(E)N and since the canonical R-homomorphism W −→ WN
is injective for any graded R-module W , we see that
Ng ⊆ ( f 21 , . . . , f 2i−1)Gα(E). (3.13)
Now we further assume that α  3. Then we have [Gα(E)]−2 = E/aα−2E = (0). Hence looking at the
homogeneous component with degree 0 of (3.13) we know that
mx⊆ (a21, . . . ,a2i−1)E + aα E.
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mx⊆
⋂
α3
(
a21, . . . ,a
2
i−1
)
E + aα E = (a21, . . . ,a2i−1)E.
Hence E is a quasi-Buchsbaum A-module. This completes the proof of Theorem (1.2). 
To close this section, we shall discuss about the converse of the assertion (2) of Lemma (3.2). At
ﬁrst, we shall discuss the Cohen–Macaulayness of ProjR Gα(E). For a graded R-module W , we denote
by ProjR W the set of homogeneous prime ideal P of R such that P ∈ SuppR W and P  R+ . If the
localization WP is a Cohen–Macaulay RP-module for all P ∈ ProjR W , we simply say that ProjR W is
Cohen–Macaulay. Then we have the following.
Proposition (3.8). The following three statements are equivalent.
(1) ProjR G(E) is Cohen–Macaulay.
(2) ProjR Gα(E) is Cohen–Macaulay for all α > 0.
(3) ProjR Gα(E) is Cohen–Macaulay for some α  2.
Proof. (1) ⇒ (2) Choose any P ∈ ProjR Gα(E) and localize (3.1) at P. Then we have the following
short exact sequence:
0−→ G(E)P −→ Gα(E)P −→ Gα−1(E)P −→ 0.
Notice that P belongs to both of ProjR G(E) and ProjR Gα−1(E) by (4) of Lemma (3.2). Using induc-
tion on α we may assume that Gα−1(E)P and G(E)P too are Cohen–Macaulay. Therefore, Gα(E)P
is Cohen–Macaulay. (2) ⇒ (3) Trivial. (3) ⇒ (1) Consider the graded R-submodule Gα(E)0 :=⊕
n0[Gα(E)]n of Gα(E). There is the following short exact sequence of graded R-modules:
0−→ Gα(E)0 −→ Gα(E) −→ Gα(E)/Gα(E)0 −→ 0.
Since Gα(E)/Gα(E)0 ∼= [Gα(E)]1−α ⊕ [Gα(E)]2−α ⊕ · · · ⊕ [Gα(E)]−1, the graded R-module
Gα(E)/Gα(E)0 is of ﬁnite length. It implies
Gα(E)P ∼=
(
Gα(E)0
)
P
∼= R(E)P/aαR(E)P
for any homogeneous prime ideal P of R such that P = N , where denote by R(E) the Rees module
of E with respect to a, i.e., R(E) :=⊕n0 anE .
Now let P ∈ ProjR G(E). Since G(E) ∼= R(E)/aR(E), P contains m, hence a, clearly. Since P  R+ ,
we can choose an element a ∈ a such that at /∈ P. Put f := at . Let b be any element of a. Since
b = b( f / f ) = a(bt/ f ) in R f , we see aαR(E)P = aα · R(E)P , hence we know
Gα(E)P ∼= R(E)P/aα · R(E)P.
Since a ∈ a (⊂ P) is a non-zero-divisor on R(E)P , the Cohen–Macaulayness of Gα(E)P im-
plies the same one of R(E)P . Therefore, G(E)P is also Cohen–Macaulay, because of G(E)P ∼=
R(E)P/aR(E)P . 
Proposition (3.9). The following three statements are equivalent.
(1) G(E) has ﬁnite local cohomology.
(2) Gα(E) has ﬁnite local cohomology for all α > 0.
(3) Gα(E) has ﬁnite local cohomology for some α  2.
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(3) ⇒ (1) Passing to the completion of A, we may assume that A is complete, and hence applying
the Cohen’s structure theorem we may further assume that A is a homomorphic image of a Cohen–
Macaulay local ring. Suppose that Gα(E) has ﬁnite local cohomology for some α  2. By Remark (3.1)
it implies that ProjR Gα(E) is Cohen–Macaulay and SuppR Gα(E) is equidimensional. Then, by (4) of
Lemma (3.2) and Proposition (3.8), it means that ProjR G(E) is Cohen–Macaulay and SuppR G(E) is
equidimensional. Therefore, by Remark (3.1) again, we ﬁnally conclude that G(E) has ﬁnite local co-
homology. 
4. The Buchsbaumness of Gα(E)’s and proof of Theorem (1.1)
This section is devoted to discuss the Buchsbaumness of Gα(E) and to prove our main results,
Theorems (1.1) and (1.3).
Throughout we shall keep notations as the same as in the preceding section. Namely, A is
a Noetherian local ring with maximal ideal m and E is a ﬁnitely generated A-module of positive
dimension s. We always assume that the residue ﬁeld A/m is inﬁnite. Let a be a proper ideal of A
satisfying lA(E/aE) < ∞. Let us still keep the notations G(E), R , N , I(E) and Gα(E) too. Moreover, set-
ting a = (a1,a2, . . . ,au), the Rees algebra R is usually regarded as the A-subalgebra A[a1t,a2t, . . . ,aut]
of the polynomial ring A[t], where t is an indeterminate over A.
Let us write u := μA(a) and v := μA(m), where μA(∗) denotes the minimal number of generators
of an A-module. Moreover, for a set S we denote by |S| the number of all elements in S . Recall that,
for integers i, j, we denote by [i, j] the set of integers n such that i  n  j. Of course, [i, j] = ∅ if
i > j. Then we begin with the following.
Lemma (4.1). There exist systems of elements in A, say a1,a2, . . . ,au and x1, x2, . . . , xv , which satisfy the
following conditions:
(1) a1,a2, . . . ,au is a minimal system of generators of a;
(2) any s-elements of a1t,a2t, . . . ,aut in R form a system of parameters for G(E), i.e., there is an integer r  0
such that ar+1E = (ai | i ∈ I)ar E for all I ⊆ [1,u] with |I| = s;
(3) x1, x2, . . . , xv is a minimal system of generators of m;
(4) any s-elements of a1, . . . ,au, x1, . . . , xv form a system of parameters for E.
Proof. Applying [S-V, Proposition 1.9 in Chap. I], we can ﬁnd a system of elements of a, say
a1,a2, . . . ,au , such that a1t,a2t, . . . ,aut form a G(E)-basis of the ideal R+ in the sense of J. Stückrad
and W. Vogel, see [S-V, Deﬁnition 1.7 in Chap. I] for details. Then according to the method in [S-V,
Lemma 2.4 of Chap. IV], this system is extended to the required one immediately, cf. see also [Y1,
Remark (5) of §1 (p. 454)]. 
Let a1,a2, . . . ,au and x1, x2, . . . , xv be systems of elements in A, which satisfy four conditions
given in Lemma (4.1) above. We put at := a1t,a2t, . . . ,aut and x := x1, x2, . . . , xv . Let K·(at, x;Gα(E))
be the Koszul (co-)complex generated (over R) by the system at , x with respect to Gα(E). Since
at , x is a minimal system of generators of N , this complex K·(at, x;Gα(E)) is uniquely determined
by the ideal N up to isomorphisms not depending on the particular choice of a minimal system of
generators, cf. [S-V, §1 of Chapter 0 (p. 27)]. Hence we denote it by K·(N;Gα(E)) simply. Notice that
the Koszul complex K·(N;Gα(E)) is a complex of direct sums of copies of a graded module Gα(E).
Hence we have an expression of it as follows:
K·
(
N;Gα(E)
)= ⊕
I⊆[1,u]
J⊆[1,v]
Gα(E) · eIJ , Ki
(
N;Gα(E)
)= ⊕
|I|+| J |=i
Gα(E) · eIJ
where {eIJ | I ⊆ [1,u], J ⊆ [1, v]} is the graded free basis with deg eIJ = −|I|.
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Proof of Theorem (1.1). Suppose that E is a Buchsbaum A-module of dimension s > 0 and the equality
I(G(E)) = I(E) holds. By induction on s we shall show the Buchsbaumness of Gα(E) over R . Notice
that Gα(E) is quasi-Buchsbaum by Theorem (1.2). There is nothing to say any more for s = 1. We may
assume that s  2 and our assertion is true for s − 1. In order to get our assertion, it is enough to
show the canonical map
φiGα(E) :H
i(N;Gα(E))−→ lim→n Hi(at(n), x(n);Gα(E))∼= HiN(Gα(E)) (4.1)
is surjective for all 0  i < s, where at(n) := (a1t)n, (a2t)n, . . . , (aut)n , and x(n) := xn1, xn2, . . . , xnv ; see
[S-V, Theorem 2.15 in Chap. I].
First, we consider the case where depthA E > 0. Put a := a1 and f := a1t . Because depthA E > 0
we can see that a1 must be a non-zero divisor on E , and then this linear element f ∈ R1 becomes a
non-zero-divisor on Gα(E). Hence, there is a short exact sequence of graded R-modules
0−→ Gα(E)(−1) f−→ Gα(E) −→ Gα(E/aE) −→ 0,
because Gα(E)/ f · Gα(E) ∼= Gα(E/aE) holds by Corollary (2.4). By Proposition (3.4), we can easily
check that the equality I(G(E/aE)) = I(E/aE) holds. Applying the hypothesis of induction to E/aE ,
we see that Gα(E/aE) is a Buchsbaum module over R . Look at the following commutative diagram
with exact rows:
Hi−1(N;Gα(E/aE))
φi−1Gα(E/aE)
Hi(N;Gα(E))(−1)
f
φiGα(E)
(−1)
0
Hi−1N (Gα(E/aE)) H
i
N(Gα(E))(−1)
f
0.
The surjectivity of φi−1Gα(E/aE) implies the same one of φ
i
Gα(E)
for 0 < i < s, thus Gα(E) is a Buchsbaum
module over R .
Next, we shall deal with the case where depthA E = 0, hence H0N (Gα(E)) = (0). By (3.4) and
Lemma (3.5), we have the short exact sequence of graded R-modules as follows:
0−→ H0N
(
Gα(E)
)−→ Gα(E) −→ Gα(E/U ) −→ 0,
where U := H0m(E). By the argument as in the case of positive depth, we already know that Gα(E/U )
is a Buchsbaum module over R . So φiGα(E/U ) is surjective for all i = s. According to the proof of [S-V,
Theorem 2.15 in Chap. I], the surjectivity of φiGα(E) is coming from the injectivity of the canonical map
τ iE :H
i(N;H0N(Gα(E)))−→ Hi(N;Gα(E)) (4.2)
for all 0 i  s. For the case where 0 i  s − 1 this is obvious. In fact, since f is a d-sequence on
Gα(E) by Proposition (3.4), we have H0N (Gα(E)) ∩ f · Gα(E) = (0). So there is a commutative diagram
H0N(Gα(E))
τE
σ
Gα(E)
H0N(Gα(E/aE)) τE/aE
Gα(E/aE)
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vertical map σ must split. Consequently, the induced map by σ given in the following commutative
diagram, say σ i , splits too:
Hi(N;H0N (Gα(E)))
τ iE
σ i
Hi(N;Gα(E))
Hi(N;H0N (Gα(E/aE)))
τ iE/aE
Hi(N;Gα(E/aE)).
By induction hypothesis on s, the map τ iE/aE is injective for 0 i  s − 1, hence τ iE is so. Therefore it
remains to show the injectivity of the map τ sE :
τ sE : Hs
(
N;H0N
(
Gα(E)
))−→ Hs(N;Gα(E)).  (4.3)
Though the injectivity of (4.3) is coming from similar arguments as in the proof of [Y1, Theo-
rem 4.1], we shall here discuss it quickly for reader’s convenience. Via
0−→ H0N
(
Gα(E)
)−→ Gα(E) −→ Gα(E/U ) −→ 0,
we have an exact sequence of graded Koszul complexes as follows:
0−→ K·(N;H0N(Gα(E)))−→ K·(N;Gα(E))−→ K·(N;Gα(E/U ))−→ 0.
Since [H0N (Gα(E))]n = U ∩ anE/U ∩ an+α E by Proposition (3.6) and since mU = (0), it is easy to see
N ·H0N
(
Gα(E)
)= (0). (4.4)
Thus all of the differentiations of the Koszul complex K·(N;H0N (Gα(E))) are zero maps. To show the
injectivity of the map (4.3), we look for the following commutative diagram:
0 Ks−1(N;H0N(Gα(E)))
0
Ks−1(N;Gα(E))
∂
0 Ks(N;H0N (Gα(E))) Ks(N;Gα(E)).
Choose a homogeneous element ξ ∈ Ks(N;H0N (Gα(E))) with deg ξ = n, where n ∈ Z, and assume that
there exists a homogeneous element η ∈ Ks−1(N;Gα(E)) such that ξ = ∂(η) in Ks(N;Gα(E)). Our goal
is to prove ξ = 0. So write ξ , η as follows:
ξ =
∑
|I|+| J |=s
ξ IJ · eIJ , η =
∑
|P |+|Q |=s−1
ηPQ · ePQ ,
where ξ IJ ∈ [Gα(E)]n+|I| and ηPQ ∈ [Gα(E)]n+|P | . Then we have
ξ IJ =
∑
j∈ J
(−1) J ( j)x j · η IJ\{ j} +
∑
i∈I
(−1)| J |+I(i)ait · η I\{i}J ,
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j′ < j}|, and I(i) is deﬁned in the same meaning too. Since ξ ∈ Ks(N;H0N (Gα(E))) this is equivalent
to say that ξ IJ ∈ H0N (Gα(E)) for all I , J , and so we shall prove that ξ IJ = 0 in Gα(E) for all I , J with|I| + | J | = s.
Choose a representation of ηPQ , say c
P
Q , i.e., c
P
Q is an element of a
n+|P |E such that cPQ = ηPQ in
[Gα(E)]n+|P | , here we denote by c the homogeneous element cmodam+1E in [Gα(E)]m for each
c ∈ amE . Using these elements cPQ ’s, we deﬁne a representation of the element ξ IJ , say bIJ , as fol-
lows:
bIJ :=
∑
j∈ J
(−1) J ( j)x j · cIJ\{ j} +
∑
i∈I
(−1)| J |+I(i)ai · cI\{i}J . (4.5)
Then it is easy to see that bIJ ∈ an+|I|E and bIJ = ξ IJ in [Gα(E)]n+|I| . Notice that, however, this repre-
sentation bIJ of ξ
I
J depends on a choice of representations c
P
Q ’s.
To get ξ IJ = 0 in Gα(E) it is enough to show bIJ = 0 in E . But thus is not true in general. Under a
special situation, however, we can conclude that bIJ = 0 in E . Namely we have the following, which is
a key lemma in our argument.
Lemma (4.2). Suppose that there exists another subset I ′ of [1,u]which satisﬁes the following two conditions:
(i) I ′ ⊃ I and |I ′| = |I| + 1,
(ii) bI
′
J ′ = 0 in E for all J ′ ⊂ J such that | J ′| = | J | − 1.
Then, after a suitable change of the representations cI\{i}J ’s (i ∈ I), it follows that bIJ = 0 in E. (Notice that, in
the case |I| = s there is nothing to say about the hypothesis, and in the case I = ∅ the assertion b∅J = 0 in E
follows under no change of the representations.)
Proof. First of all, we deal with the case |I| = s. Then J = ∅ clearly, and we have
ξ I∅ =
∑
i∈I
(−1)I(i)ait · η I\{i}∅ .
This implies
ξ I∅ ∈ (ait | i ∈ I) · Gα(E) ∩H0N
(
Gα(E)
)= (0)
because ait ’s from a d-sequence on Gα(E) by Proposition (3.4). Thus∑
i∈I
(−1)I(i)aicI\{i}∅ ∈ (ai | i ∈ I)E ∩ an+s+α E = (ai | i ∈ I)an+s−1+α E
cf. Corollary (2.4). So, we can ﬁnd elements gi ’s of an+s+α−1E such that∑
i∈I
(−1)I(i)aicI\{i}∅ =
∑
i∈I
(−1)I(i)ai gi
in E . Since gi ∈ an+s−1+α E we have
η
I\{i}
∅ = cI\{i}∅ = cI\{i}∅ − gi,
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cI\{i}∅ of η
I\{i}
∅ with the element c
I\{i}
∅ − gi , we obtain that
bI∅ =
∑
i∈I
(−1)I(i)aicI\{i}∅ = 0.
Next, let us consider the case that |I| < s. Then J = ∅ clearly, and we claim the following.
Claim (4.3).
∑
j∈ J (−1) J ( j)x jcIJ\{ j} ∈ (ai | i ∈ I)E.
Proof. Let j ∈ J . Applying the assumption (ii) of our Lemma (4.2) to each J \ { j} we have
0= bI ′J\{ j} =
∑
j′∈ J\{ j}
(−1) J\{ j}( j′)x j′cI ′J\{ j, j′} +
∑
i′∈I ′
(−1)| J |−1+I ′(i′)ai′cI
′\{i′}
J\{ j} .
Multiplying by (−1) J ( j)x j and taking the sum ∑ j∈ J , we get that
0=
∑
j∈ J
∑
j′∈ J\{ j}
(−1) J ( j)(−1) J\{ j}( j′)x jx j′cI ′J\{ j, j′} +
∑
i′∈I ′
(−1)| J |−1+I ′(i′)ai′
(∑
j∈ J
(−1) J ( j)x jcI
′\{i′}
J\{ j}
)
=
∑
i′∈I ′
(−1)| J |−1+I ′(i′)ai′
(∑
j∈ J
(−1) J ( j)x jcI
′\{i′}
J\{ j}
)
in E , because of
∑
j
∑
j′ ±x jx j′cI
′
J\{ j, j′} = 0. Choose an element i′′ ∈ I ′ \ I . Then I = I ′ \ {i′′}. Notice
that ai ’s and x j ’s form a system of parameters for E by our choices (recall that |I| + | J | = s), and
(ai | i ∈ I)E : ai′′ = (ai | i ∈ I)E : m ⊆ (ai | i ∈ I)E : x j′ holds for any j′ ∈ J . By these observations we get
that ∑
j∈ J
(−1) J ( j)x jcIJ\{ j} ∈
[
(ai | i ∈ I)E : ai′′
]∩ (x j | j ∈ J )E
⊆ [(ai | i ∈ I)E : x j′]∩ (ai, x j | i ∈ I, j ∈ J )E
= (ai | i ∈ I)E,
and this is ﬁnished the proof of Claim (4.3). 
Now we shall continue the proof of Lemma (4.2). Since cIJ\{ j} ∈ an+|I|E , we see by Claim (4.3) that∑
j∈ J
(−1) J ( j)x jcIJ\{ j} ∈ (ai | i ∈ I)E ∩ an+|I|E = (ai | i ∈ I)an+|I|−1E.
This means
ξ IJ =
∑
j∈ J
(−1) J ( j)x jcIJ\{ j} +
∑
i∈I
(−1)| J |+I(i)aicI\{i}J ∈ (ait | i ∈ I) · Gα(E).
Since ξ IJ ∈ H0N (Gα(E)) we see ξ IJ = 0 by the d-sequence property of ait ’s again. Hence we get
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∑
j∈ J
(−1) J ( j)x jcIJ\{ j} +
∑
i∈I
(−1)| J |+I(i)aicI\{i}J
∈ (ai | i ∈ I)E ∩ an+|I|+α E = (ai | i ∈ I)an+|I|−1+α E
in E . Recall that cI\{i}J is a representation of η
I\{i}
J ∈ [Gα(E)]n+|I|−1. Therefore, after a suitable change
representations cI\{i}J ’s (i ∈ I) in the same way at the beginning, we ﬁnally conclude that bIJ = 0 in E .
This completes the proof of Lemma (4.2). 
Now we continue our proof of Theorem (1.1).
Proof of Theorem (1.1) (continued). Let ξ IJ , c
P
Q and b
I
J be the same notations as above, cf. recall (4.5)
for the deﬁnition. In order to get ξ IJ = 0 in Gα(E) for all I ⊆ [1,u], J ⊆ [1, v] with |I| + | J | = s, it is
enough to show that bIJ = 0 in E , after a suitable change of the representations cPQ ’s.
Take I ⊆ [1,u], J ⊆ [1, v] such that |I| + | J | = s, and ﬁx them. Write k := |I|. Then 0 k  s and
| J | = s−k clearly. After relabeling among the system a1,a2, . . . ,au we may assume that I = [1,k]. Let
us introduce one more useful notation, say Φl for each k l s, as follows:
Φl :=
{([1, l] \ {i}, Q ) ∣∣ 1 i  l, Q ⊆ J with |Q | = s− l}.
Then it is easy to see that Φl ∩ Φl′ = ∅ for all l = l′ .
Using descending induction on k, we shall show that b[1,l]J ′ = 0 in E for J ′ ⊆ J with | J ′| = s − l
and k  l  s, after a suitable change of the representations cPQ ’s for (P , Q ) ∈
⋃s
l=k Φl . If k = s, our
assertion is obvious by Lemma (4.2). Now let 0 k < s, and assume that we have already found the
representations cPQ ’s for (P , Q ) ∈
⋃s
l=k+1 Φl such that b
[1,l]
J ′ = 0 in E for J ′ ⊆ J with | J ′| = s − l and
k + 1 l  s. Then applying Lemma (4.2) again to the sets [1,k + 1] ⊃ [1,k], we can suitably change
the representations cPQ ’s for (P , Q ) ∈ Φk such that b[1,k]J ′ = 0 in E for J ′ ⊆ J with | J ′| = s − k. Finally
it follows that b[1,l]J ′ = 0 in E for J ′ ⊆ J with | J ′| = s − l and k  l  s, after a suitable change of the
representations cPQ ’s for (P , Q ) ∈
⋃s
l=k Φl . This ﬁnishes the proof of Theorem (1.1). 
To close this section, we shall prove the rest of our main results Theorem (1.3). From now on, let
E be a ﬁnitely generated A-module of dimension s > 0. Then:
Proof of Theorem (1.3). Suppose that E has ﬁnite local cohomology and the equality I(G(m, E)) = I(E)
holds. By Theorem (1.1) it is enough to show (2) ⇒ (1). Assume that Gα(m, E) is a Buchsbaum R(m)-
module for all α > 0. By Theorem (1.2), E is quasi-Buchsbaum over A. There is nothing to say any
more in the case where s = 1. So we may further assume that s  2 and our assertion is true for
s − 1.
Let 1 i  u. Then we claim the following.
Claim (4.4). ai E ∩ mnE = aimn−1E holds for all n ∈ Z.
Proof. Choose an element x ∈ E such that aix ∈ ai E ∩ mnE . Since E is quasi-Buchsbaum we see
a2i E ∩mn+1E = a2i mn−1E by Corollary (2.4) and Proposition (3.4). Then a2i x= a2i y for some y ∈ mn−1E .
Since a21,a
2
2, . . . ,a
2
s form a weak E-sequence in any order, we know
x− y ∈ 0 : a2i = 0 : m ⊆ 0 : ai .
Hence we ﬁnally get that aix= ai y ∈ aimn−1E . 
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Gα(m, E)/ f i · Gα(m, E) ∼= Gα(m, E/ai E). (4.6)
This leads the next exact sequence of graded R(m)-modules:
0−→ H0N
(
Gα(m, E)
)
(−1) −→ Gα(m, E)(−1) f i−−→ Gα(m, E) −→ Gα(m, E/ai E) −→ 0.
By (4.6) and Proposition (3.4) and by the quasi-Buchsbaumness of both Gα(m, E) and E , it follows
that
I
(
Gα(m, E/ai E)
)= I(Gα(m, E))= αI(E) = αI(E/ai E).
In particular, we have I(G(m, E/ai E)) = I(E/ai E) from the case where α = 1. Furthermore, by (4.6),
we obviously know that Gα(m, E/ai E) is a Buchsbaum R(m)-module for all α. Applying the hypothesis
of induction on s, we know that E/ai E is Buchsbaum over A for each 1 i  u.
According to [G3, Proposition (2.12)], we conclude that E is a Buchsbaum A-module. However
we shall here give much simpler proof. First, suppose depthA E > 0. Then we look for the following
commutative diagram of A-modules:
Hi−1(m; E/aE)
φi−1E/aE
Hi(m; E) a
φiE
0
Hi−1m (E/aE) Him(E)
a
0
for 1 i < s, where we put a := a1. Thus the surjectivity of φi−1E/aE implies the same one of φiE , namely
E is Buchsbaum over A in this case. Next, we deal with the case where depthA E = 0. It is enough to
show that the canonical map
Hi
(
m;H0m(E)
)−→ Hi(m; E)
is injective for all 0 i  s. This injectivity can be easily shown from the following:
(ai | i ∈ I)E ∩H0m(E) = (0)
for any I ⊆ [1,u] with |I| = s, because of m = (a1,a2, . . . ,au). To show this, we may assume I = [1, s]
without loss of the generality of our arguments. Choose an element x ∈ (a1,a2, . . . ,as)E ∩H0m(E) and
express
x= a1x1 + a2x2 + · · · + asxs
with xi ∈ E . Put g := x+mα E ∈ [Gα(m, E)]0 and gi := xi +mα−1E ∈ [Gα(m, E)]−1 for any α  2. Then
g = f1g1 + f2g2 + · · · + f s gs,
clearly. Since Gα(m, E) is a Buchsbaum R(m)-module, f1, f2, . . . , f s form a d-sequence on Gα(m, E),
hence we have g = 0 in [Gα(E)]0. This implies x ∈ mα E , hence
x ∈
⋂
α2
mα E = (0)
by the Krull’s intersection theorem. This completes the proof of Theorem (1.3). 
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There is a Noetherian local ring (A,m) such that Gα(m) is a Buchsbaum module over R(m) in a
suitable range of the integer α, but A itself is not a Buchsbaum ring.
Example (5.1). Let S := kX, Y , Z ,W1, . . . ,Wd−1 be a formal power series ring over a ﬁeld k, and
put
A := S/(X2, XY , X Z − Y r, X Z2, XW1, . . . , XWd−1),
where d > 0 and r  3 are integers: cf. [G3, Example (4.10)]. Moreover, we denote by N the unique
homogeneous maximal ideal of the Rees algebra R(m); i.e., N := mR(m) + R(m)+ . Then we have the
following.
(i) A/H0m(A) is a Cohen–Macaulay ring and mH
0
m(A) = (0). Hence A has ﬁnite local cohomology, but
it is not a (quasi-)Buchsbaum ring.
(ii) G(m) is a Buchsbaum ring and I(G(m)) = I(A) = 2.
(iii) Gα(m)/H0N (Gα(m)) is a Cohen–Macaulay module over R(m) for all α > 0.
(iv) Gα(m) is a Buchsbaum module over R(m) if and only if α  r − 2.
In fact, put U := H0m(A) and A := A/U . We denote by x, y, z the images of indeterminates X ,
Y , Z via the canonical projection S −→ A, respectively. It is easy to see that A/(x) ∼= S/(X, Y r) ∼=
kY , Z/(Y r) as k-algebras, and mx = (xz) = (yr) = (0) in A, also m2x = (0). This means U = (x),
hence A is a Cohen–Macaulay ring (of dimension d). Moreover, we know that lA(U ) = 2, hence we
have a chain of A-submodule of U as follows:
U = U ∩ m  U ∩ m2 = · · · = U ∩ mr = mU  U ∩ mr+1 = (0). (5.1)
Thus, A has ﬁnite local cohomology with I(A) = 2, but A itself is not a (quasi-)Buchsbaum ring.
Now let us consider the associated graded ring G(m) of m. Denote by m the maximal ideal of A. Let
ψ : G(m) −→ G(m) be the canonical epimorphism and put U∗ := Kerψ . Since A ∼= S/(X, Y r), we can
easily check that G(m) ∼= k[X, Y , Z ,W1, . . . ,Wd−1]/(X, Y r), as graded k-algebras. This implies that
G(m) must be a Cohen–Macaulay ring. Using Lemma (3.5) and (5.1), we can easily check that
[
H0N
(
G(m)
)]
n =
{
k (n = 1, r),
(0) (else).
(5.2)
This means that the equality I(G(m)) = 2 = I(A) holds and that H0N (G(m)) have to be annihilated
by N (recall r  3). Hence G(m) becomes a Buchsbaum ring.
Since I(G(m)) = I(A), we see that I(Gα(m)) = α · I(A) for all α > 0 by Proposition (3.4). Moreover,
by Proposition (3.6) it follows that[
H0N
(
Gα(m)
)]
n =
(
U ∩ mn)/(U ∩ mn+α) (5.3)
for all α > 0 and n ∈ Z, and
Gα(m)/H
0
N
(
Gα(m)
)∼= Gα(m, A) ∼= Gα(m)
for all α > 0. Thus we get I(Gα(m)/H0N (Gα(m))) = I(Gα(m)) = α · I(A) = 0 by Proposition (3.6) again,
namely Gα(m)/H0N (Gα(m)) is a Cohen–Macaulay module over R(m). By (5.1) and (5.3) we know
[
H0N
(
Gα(m)
)]
n =
{U/mU (2− α  n 1),
mU (r − α < n r), (5.4)
(0) (else)
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[
H0N
(
Gα(m)
)]
n =
⎧⎪⎨⎪⎩
U/mU (2− α  n r − α),
U (r − α < n 1),
mU (2 n r),
(0) (else)
(5.5)
if r − α  0.
If r − α  2, then we see
mt · [H0N(Gα(m))]1 ⊆ [H0N(Gα(m))]2 = (0)
by (5.4). So we get N ·H0N (Gα(m)) = (0). Thus Gα(m) is a Buchsbaum module over R(m). Now, let us
consider the case where r − α  1. At ﬁrst, if r − α = 1, then we have [H0N (Gr−1(m))]1 = U/mU and
[H0N (Gr−1(m))]2 = mU by (5.4), so it is easy to see that
mt · [H0N(Gr−1(m))]1 = mU = (0)
in [H0N (Gα(m))]2. Next, if r − α  0, then we have [H0N (Gα(m))]1 = U by (5.5), hence
m · [H0N(Gα(m))]0 = mU = (0)
in [H0N (Gα(m))]0. These observations imply that N ·H0N (Gα(m)) = (0), namely, Gα(m) is not a Buchs-
baum module over R(m) in the case where r − α  1. Therefore, Gα(m) is a Buchsbaum module over
R(m) if and only if r − α  2, i.e., α  r − 2.
Remark (5.2). Here let us reformulate the statement (iv) of [Y2, Example 4.11]. Let (A,m) be the same
one as in Example (5.1). Then we have the following arguments too.
(i) G(mα) is a Buchsbaum ring if and only if α  r.
(ii) In particular, G(mr), G(mr−1) are Buchsbaum rings, though Gr(m), Gr−1(m) are not Buchsbaum
modules.
In fact, the case where α = 1 is already done by (ii) of Example (5.1) above. So we may assume
α  2. Under the same notations S , A, U , A, etc. as in Example (5.1), we put a := mα and a := aA.
Let ψ : G(a) −→ G(a) be the canonical epimorphism and put U∗ := Kerψ . Since G(m) is Cohen–
Macaulay, G(a) is also Cohen–Macaulay by [H-R] (cf. [Y3] too). Thus, by (2) of Lemma (3.5) we get
H0M(G(a)) = U∗ , hence [
H0M
(
G(a)
)]
n = U ∩ an/U ∩ an+1 (5.6)
for all n ∈ Z, here M denotes the unique homogeneous maximal ideal of R(a), i.e., M := mR(a) +
R(a)+ . We put q := [r/α], the Gauss symbol of the rational number r/α, namely q is the largest
integer n such that n  r/α. By our choices of α and q, we know that m2 ⊇ a ⊇ aq ⊇ mr , hence we
have a chain of A-submodules of U
U  U ∩ a = · · · = U ∩ aq = mU  U ∩ aq+1 = (0). (5.7)
Then we have
[
H0M
(
G(a)
)]
n =
{U/mU (n = 0),
mU (n = q), (5.8)
(0) (else)
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Next, let q = 1, i.e., r/2 < α  r. Then, recalling a ⊆ m2, we know aU = (0) by calculations before.
Hence we have at · H0M(G(a)) = (0) by (5.8) again. So, we conclude that M · H0M(G(a)) = (0) in the
case where q 1. Now, let q = 0, i.e., r < α. Then we have
[
H0M
(
G(a)
)]
n =
{
U (n = 0),
(0) (else),
by (5.6), (5.7) again. This means m · [H0M(G(a))]0 = (0), hence M ·H0M(G(a)) = (0). So, we ﬁnally get
the following:
M ·H0M
(
G(a)
)= (0) ⇐⇒ q 1 ⇐⇒ α  r.
Therefore G(a) is a Buchsbaum ring if and only if α  r. The remaining part of our assertions follows
from (iv) of Example (5.1) at once.
Remark (5.3). We shall introduce two more topics concerning of our new graded module Gα(a, E).
For conveniences of the readers, we recall the deﬁnition of them under more general situations.
Let A be a commutative ring, E an A-module and a an ideal of A. We denote by R(a) :=⊕n0 an
the Rees algebra of a. For any integer α > 0, we deﬁne a new graded module, writing Gα(a, E), as
follows:
Gα(a, E) :=
⊕
n∈Z
anE/an+α E,
here we set an = A for each n  0. Then this Gα(a, E) becomes a Z-graded module over R(a) by
the graduation such that [Gα(a, E)]n = anE/an+α E where n ∈ Z. In particular, [Gα(a, E)]n = (0) for
n−α and G1(a, E) = G(a, E) clearly.
(1) Let (∗)(α) denote the Veronesean functor over R(a) of order α > 0; namely, R(a)(α) is a graded
ring whose graduation is deﬁned by [R(a)(α)]n = aαn , hence R(a)(α) ∼= R(aα) as graded A-algebras.
Moreover, if W :=⊕n∈Z Wn is a Z-graded R(a)-module, then W (α) is a Z-graded R(aα)-module,
whose graduation is also deﬁned by [W (α)]n = Wαn .
With this notation we have the following isomorphism
Gα(a, E)
(α) ∼= G(aα, E)
as Z-graded R(aα)-modules, because it is easy to see that[
Gα(a, E)
(α)
]
n = aαnE/aα(n+1)E
for all n 0; cf. [H-R-S, §2], and see [Y2] too.
This isomorphism tells us that the new graded module Gα(a, E) is very useful notion to studying
properties of G(aα, E), the associated graded module of E with respect to the power of the given
ideal a.
(2) Assume that there is an element a ∈ a such that a is a non-zero-divisor on E , i.e., [0 :E a] = (0),
and that aE ∩ anE = aan−1E holds for all n  0. Let R(a, E) −→ R(a, E/aα E) be a canonical epimor-
phism of the Rees modules induced by E −→ E/aα E . It is obvious that aα · R(a, E) is contained in its
kernel, hence it induces the canonical epimorphism ρ : R(a, E)/aα · R(a, E) −→ R(a, E/aα E) too. Then
there exists an exact sequence of graded R(a)-modules as follows:
0−→ Gα(a, E)(−α) −→ R(a, E)/aα · R(a, E) ρ−→ R
(
a, E/aα E
)−→ 0.
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n ∈ Z, via the multiplication by aα . Therefore we get that
[Kerρ]n = anE ∩ aα E/aαanE ∼= an−α E/anE =
[
Gα(a, E)(−α)
]
n.
This exact sequence inspires us that our new graded module Gα(a, E) might play important roles
to calculating the Rees module R(a, E) under suitable situations.
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