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ABSTRACT
Understanding Coastal and Inland Hydrometeorological Hazards Produced by Extratropical and
Tropical Cyclones along the East Coast of the United States
by
Katherine L. Towey
Advisor: James F. Booth

As global temperatures continue to rise, the effects of anthropogenic climate change will
impact the magnitude and frequency of pluvial, fluvial, and coastal flooding events. If we want to
accurately predict changes in these flooding events, we need to fully understand them in the current
climate. As such, this research examines the relationship between hydrometeorological hazards
and the characteristics of the storm types, such as extratropical cyclones (ETCs) and tropical
cyclones (TCs), that produce such hazards. Through the use of observational and reanalysis data,
the work herein utilizes a cyclone-hazard association algorithm and extreme value analysis to
assess the extent, probabilities, and causes of hydrometeorological hazards.
Chapter 2 examines the characteristics of ETCs and TCs and the large-scale atmospheric
circulation patterns that resulted in the top 100 basin-scale 1-day precipitation, multi-day
precipitation, and 1-day streamflow events from 1950 to 2012 in the Catskill Mountains. Of the
top 100 precipitation and streamflow events, over 70% are associated with ETCs. These ETCrelated events are more likely to take a more meridional path during the cool season and a more
zonal path during the warm season. While TCs generate a much smaller number of events, TCs
that pass over the region are more likely to generate a top 100 event than ETCs. ETCs associated
with precipitation events have relatively less moisture associated with them compared to TCs, but
stronger forcing for rising motion. Due in part to TCs, heavy precipitation events occur more often
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in the warm season whereas high streamflow events occur mainly in the cool season. Despite this
difference, there is an overlap among approximately 43% of the top 100 events across all three
hydrometeorological hazards: 1-day precipitation, multi-day precipitation, and 1-day streamflow.
These overlapped events represent many of the very strongest events. A differentiating
atmospheric feature for high streamflow events that do not also result in heavy precipitation is a
larger area of high temperature anomalies that are present at least 48 h in advance of high
streamflow events, indicating the possible role of snowmelt in these events.
Chapter 3 analyzes the statistical relationship between storm surge and TC characteristics,
including TC proximity, intensity, path angle, and propagation speed, for 12 sites along the east
coast of the United States. Storm surge is influenced differently by these TC characteristics, with
some locations more strongly influenced by TC intensity and others by TC proximity. When
conditional sorting is applied to isolate strong TCs that are close to a site, the correlation for
individual and combined TC characteristics increases. For TCs passing within 500 km of a tide
gauge, between 6% and 28% of TCs resulted in surge exceeding the 1-year return level at each
site. If only the closest and strongest TCs are considered, the percentage of TCs that generate surge
exceeding the 1-year return level is between 30% and 70% at sites north of Sewell’s Point, VA,
and over 65% at almost all sites south of Charleston, SC. In addition to TC proximity and intensity
as influential TC characteristics on storm surge, the location of the TC influences the direction of
the winds around the TC center toward the site. When examining the tracks of TCs that do and do
not generate surge exceeding the 1-year return level, there is a distinct difference for locations
north of Sewell’s Point. While the centers of these TCs generally propagate in a northeasterly
direction, the TC center is often located to the southwest of each location at the time of peak surge
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and very rarely track inland. For more southern locations, there is not a clear distinction between
TC tracks as there seems to be a greater dependence on TC intensity.
Chapter 4 assesses the influence of the atmospheric dynamics and frequency of ETCs and
TCs along the east coast of the United States in the calculation of storm tide exceedance
probabilities. Observational water level data combined with a historical dataset of TCs and ETCs
are utilized to highlight the differences in storm tide return levels for TC- and ETC-related storm
tides for New York, NY; Sewell’s Point, VA; and Charleston, SC. Before the storm tide analysis
can be applied, the secular trends and annual cycles of the water levels must be assessed. Since
1950, sea level has risen at all sites in this analysis. The annual cycle of sea level peaks in early
Fall when it coincides with the warmest ocean temperatures. Three sensitivity analyses are
performed in our calculation of storm tide exceedance probabilities. We first examine variations
in the exceedance threshold used when fitting TC-related storm tides. The number of events that
exceed the threshold will influence how well the distribution fits to the data, from which we
determine the top 30 events to provide the best fit, by balancing trade-offs between variance and
bias. The second sensitivity analysis examines the influence of separating storm tide by cyclone
type in calculating return levels. For New York and Charleston, low frequency TC-related storm
tides are underestimated compared to the total storm tide, whereas higher frequency TC-related
storm tides are overestimated compared to the total storm tide. Lastly, the influence of the most
extreme storm tides in the calculation of return levels are assessed for TC- and ETC-related storm
tides. The most extreme TC-related storm tide had the greatest impact on return levels at long
return periods for New York and Charleston. ETC-related storm tide exceedance probabilities were
not as strongly influenced by the removal of the most extreme events, with the variance at longer
return periods greatest in New York and diminishing as latitude decreased.
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The results from these chapters highlight the ability to infer statistical relationships
between hydrometeorological hazards and cyclone characteristics. While no two events result in
the same exact outcome, these general relationships can be utilized in weather forecasts as a first
step in assessing the likelihood of future flood occurrences. Medium-range forecasts from
numerical weather prediction models are likely to have smaller biases in the representation of
synoptic-scale features and the mean sea level pressure distribution compared to the location and
magnitude of hydrometeorological hazards. The utilization of extreme value analysis provides an
assessment of the risk associated with these hazards. Understanding the probability of a cyclone
resulting in a hazard based on whether the intensity of the cyclone exceeds some threshold, or the
cyclone path moves in a certain direction aids forecasters in preparing the public for these types of
events. Such documentation is especially important given that some of the factors that affect the
magnitude of hydrometeorological hazards, such as rising sea levels and increasing storm
intensities, are likely to become worse in the future as a result of anthropogenic climate change.
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CHAPTER 1:
Introduction

1.1 Motivation
Coastal and inland flooding caused by hydrometeorological hazards such as high
streamflow, heavy precipitation, and storm tide can often lead to disastrous socioeconomic
impacts. According to the National Oceanic and Atmospheric Administration (NOAA) National
Centers for Environmental Information (NCEI), at least 103 unique billion-dollar
hydrometeorological-related disasters have occurred in the United States since 1980, including 56
events due to tropical cyclones (TCs) and 35 events due to inland flooding (NOAA NCEI, 2022).
Additionally, 12 severe storm events (e.g., tornado, hail, and wind damage) specifically mentioned
flooding and heavy precipitation in their summary notes, though there are likely more severe
storms events attributed to heavy precipitation from thunderstorms (NOAA NCEI, 2022). Severe
storms, TCs, and inland flooding represent the top three most frequent event types associated with
billion-dollar disasters (Fig. 1.1), impacting both coastal communities and areas further inland
along the eastern seaboard. These regions are becoming increasingly urbanized, with more people
living and working in these areas, which has led to increased exposure to flooding (e.g., Strauss et
al. 2012; Hallegatte et al. 2013). As a result, economic losses from these types of flooding events
are increasing each year (e.g., Changnon et al. 1997) and the combined threat of rising sea levels
and anthropogenic climate change are expected to exacerbate the effects of these
hydrometeorological hazards in the years to come.
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FIGURE 1.1. NOAA NCEI billion-dollar disaster type counts by month (accessed:
https://www.ncdc.noaa.gov/billions/climatology).
The magnitude of the disasters created by these hydrometeorological hazards is impacted
by the intensity, size, and speed of the TCs and extratropical cyclones (ETCs) generating such
hazards as well as the large-scale atmospheric circulation patterns that these cyclones are
embedded within. Cyclones that are more intense, defined as either low sea-level pressure
extremes or high wind speed extremes, can result in more intense hydrometeorological hazards,
such as heavier precipitation or stronger storm surge. The spatial extent of these hazards is often
greater for ETCs compared to TCs, because ETCs are significantly larger than TCs. The speed of
the centers of TCs and ETCs also greatly influences how long these hazards may persist over a
given region. TCs when located in the tropics generally move slower than ETCs in the midlatitudes
as the midlatitude background flow is comparably stronger. This is due to the stronger equator-topole temperature gradient in the midlatitudes, which ultimately influences the trajectory and speed
of cyclones propagating through the midlatitudes (Cattiaux et al. 2014). Separately, the presence
of blocking patterns in the midlatitudes can impact the trajectory and speed of cyclones (Booth et
al. 2017), perhaps as most notably occurred in the case of Hurricane Sandy (Hall and Sobel 2013).
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Some of the atmospheric dynamic and thermodynamic properties that impact the
magnitude of hydrometeorological hazards are likely to change in the future. As the average global
temperature continues to increase due to growing concentrations of greenhouse gases, there will
be many subsequent impacts on weather systems. The water-holding capacity of the atmosphere
will increase as global temperatures rise (Trenberth 1999) following the Clausius-Clapeyron
relationship, resulting in an increase of ~7% in water vapor per 1K of near-surface warming (Held
and Soden 2006). Warmer air temperatures will result in more water vapor being readily available,
assuming relative humidity remains nearly constant (e.g., Sherwood et al. 2010). The more intense
precipitation events, as a result of more atmospheric moisture being readily available, would
subsequently result in an increase in latent heat release and would thus ultimately strengthen
storms (e.g., Booth et al. 2013; Pendergrass 2018). Warmer sea surface temperatures will also
result in stronger cyclones, which can lead to not only more intense precipitation (e.g., Xie et al.
2010; Long et al. 2014), but also higher storm surges along the coastline (e.g., Marsooli et al.
2019). However, because of anthropogenic climate change, the Earth’s atmosphere is also
projected to become more stable, which would weaken the strength of the atmospheric circulation
and thus, reduce the intensity of precipitation (e.g., Pendergrass 2018). The stability change is due
in part to the prediction that in the midlatitudes the upper troposphere is expected to warm at a
faster rate than in the lower troposphere. In the high latitudes, however, polar amplification will
cause more warming in the lower troposphere than at the upper troposphere (Held 1993). These
changes in the horizontal and vertical temperature gradient will act to alter the stability of the
atmosphere, weaken the atmospheric circulation, and subsequently modify the strength of the jet
stream and thus, reduce the intensity of precipitation events. Warmer sea surface temperatures will
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also result in TCs getting stronger, which can lead to not only more intense precipitation, but also
higher storm surges along the coastline.
It is thus important to understand in the present climate how these hydrometeorological
hazards are influenced by cyclone characteristics because the dynamic and thermodynamic
properties associated with cyclones are certain to change in the future under the effects of
anthropogenic climate change. The remainder of the introduction goes into further detail on the
dynamics associated with different cyclone types that result in these hydrometeorological hazards
as well as the utilization of extreme value theory in assessing the extent of these hazards.

1.2 Cyclone Types and Hydrometeorological Hazards
Hydrometeorological hazards can be produced by a variety of weather systems, including,
extratropical cyclones (ETCs) and tropical cyclones (TCs). In the midlatitudes, ETCs are the
dominant cyclone type (e.g., Catto and Pfahl 2013); however, depending on the region of interest,
contributions from TCs and mesoscale convective systems (MCSs) can play a significant role as
well in producing heavy precipitation (e.g., Kunkel et al. 2012; Utsumi et al. 2017), with TCs more
common at locations along the Gulf of Mexico and southeastern United States coast and MCSs
more common over the southeastern United States. For our purposes, we are going to focus on
ETCs and TCs, which both have low-pressure centers but otherwise exhibit different atmospheric
dynamic and thermodynamic properties. TCs are warm-core cyclones, have a relatively small
spatial extent, and are largely confined to occurring in the warm season. ETCs are cold-core
cyclones, have a much larger spatial extent, and can occur at any time of the year.
TCs and ETCs of varying shapes, sizes, and intensities form in most ocean basins and in
the case of ETCs, over land as well, each year. Along the east coast of the United States, TCs occur
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much less frequently than ETCs (e.g., Booth et al. 2016). While ETCs can occur during any time
of the year, TCs most frequently occur during the warm season, with a peak between August and
September. Although ETCs and TCs share similar characteristics, the atmospheric dynamic and
thermodynamic properties of each cyclone differ from one another. While TCs primarily derive
their energy through the release of latent heat over ocean waters that maintain warm sea surface
temperatures (Charney and Eliassen, 1964; Emmanuel 1986), ETCs gain their energy in regions
of strong baroclinicity, such that warm and cold fronts can develop in the vicinity of a low-pressure
center (Hoskins and Heckley 1981). Though ETCs and TCs are on opposite ends of the cyclone
spectrum, there are weather systems that exhibit characteristics of both ETCs and TCs, including,
but not limited to, TCs undergoing extratropical transition (ET; e.g., Hart and Evans 2001; Sinclair
2002; Jones et al. 2003; Hart et al. 2006; Evans et al. 2017). Upon moving poleward from the
tropics into the midlatitudes, TCs can interact with a midlatitude feature, such as a baroclinic zone
or upper-tropospheric trough and evolve into a fast-moving and rapidly developing ETC (Fig. 1.2).
With transitioning cyclones, TC-like hazards, such as strong surface winds, heavy precipitation,
and high waves can expand over a much broader area at higher latitudes compared to pure TCs at
lower latitudes. TCs that undergo ET often recurve and may reconfigure the midlatitude flow
pattern, subsequently influencing the sensible weather downstream of the point of the TC being
absorbed into the midlatitude flow (Archambault et al. 2013).
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FIGURE 1.2. Figure 11 from Jones et al. (2003) outlining changes to the environment and
characteristics of a TC as it transitions into an ETC.
Yanase et al. (2014) demonstrated that TC dynamics are highly sensitive to changes in
potential intensity, while ETC dynamics are highly sensitive to changes in baroclinicity, resulting
in a bimodal geographical distribution of cyclones around the subtropics (Fig. 1.3). The lack of
cyclone activity in the subtropics can be attributed to lower temperatures, stronger stratification,
and stronger vertical shear relative to the tropics for TC development and a smaller Coriolis
parameter and weaker vertical shear compared to the extratropics for ETC development (Yanase
and Niino 2015). Yanase and Niino (2018) showed in idealized experiments that the environmental
fields of five factors: the Coriolis parameter, sea surface temperature, and vertical profiles of
potential temperature, relative humidity, and zonal wind, control the climatological development
and type for cyclones in the North Atlantic Ocean. Temporal and spatial variations in these
environmental factors in addition to other atmospheric variables, such as vertical stability,
ultimately influence the cyclone lifecycle and subsequent hydrometeorological hazards. The
6

contrasting dominant processes characteristic to the tropics, subtropics, and extratropics dictate the
need the understand the underlying thermodynamic and dynamic processes across the cyclone
spectrum, with particular attention toward transitioning cyclones that transverse through the
different environmental regions.

FIGURE 1.3. Figure 1 from Yanase and Niino (2018) showing the climatological distribution of
developing cyclones (red: TCs, blue: ETCs, green: hybrid cyclones, grey: other cyclones) obtained
from JRA-25 reanalysis from 1982 to 2011 between September and November.
Coastal and inland flooding as a result of hydrometeorological hazards is influenced by a
number of factors related to the cyclone types that cause these hazards as well as the large-scale
circulation pattern that these cyclones are embedded within. The condition of drainage basins, such
as pre-existing water levels, soil moisture content, and surface permeability, as well as the intensity
and duration of precipitation, influence the magnitude of floods. Depending on the time of the
year, temperature patterns can affect floods through the melting of snow and ice or the freezing of
7

soil surfaces (e.g., Kundzewicz et al. 2014). Closer to the coastline, communities must be
concerned with approaching ETCs and TCs, as their angle of approach relative to a location
combined with coastline and cyclone characteristics can influence the intensity of storm surge
(e.g., Bloemendaal et al. 2019).
High streamflow can occur at any point in the year, either through heavy precipitation
resulting in flooding (e.g., Nakamura et al. 2013; Teale et al. 2016), which most commonly occurs
in the warm season (Matonse and Frei 2013), or through snowmelt (Pradhanang et al. 2011) and
rain-on-snow events (Pradhanang et al. 2013) in the cool season. Chalise et al. (2021) examined
the contribution of TCs to precipitation and streamflow events over the southeastern and southcentral United States. The association of streamflow events with cyclones has not been greatly
explored, as it has often been examined in conjunction with hydrological and atmospheric
conditions (e.g., Zhang et al. 2015; Agel et al. 2019).
The seasonality, frequency, and association of TCs and ETCs with precipitation events
have been examined through global (e.g., Pfahl and Wernli 2012; Catto and Pfahl 2013; Utsumi et
al. 2017), hemispheric (e.g., Hawcroft et al. 2012), and regional (e.g., Schumacher and Johnson
2006; Barlow 2011; Kunkel et al. 2012; Agel et al. 2015) analyses. Over the eastern United States,
climatological studies of ETCs have largely focused on the southeastern United States (e.g.,
Ferreira et al. 2013; Moore et al. 2015; Mahoney et al. 2016). Agel et al. (2015, 2017) examined
the large-scale circulation associated with extreme precipitation events across the Northeastern
United States to develop an understanding of regional dynamics. At the local scale, the annual
cycle of extreme daily precipitation events in the New York City region illustrates the propensity
of ETCs to be associated with a majority of such events as well as occur year-round whereas TCs
are confined between June and October (Gonzalez et al. 2019; Fig. 1.4).
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FIGURE 1.4. Figure 2.6 from Gonzalez et al. 2019, which I generated for the chapter, illustrating
the annual cycle of the top 1% of 24-h precipitation extremes and their associated cyclone types
within 1000 km of New York City from 1979 to 2016 (red: ETCs, blue: TCs, yellow: TCs and ETCs,
green: “other”). “Other” events could indicate the ETC was not travelling fast enough for the
tracker to resolve the cyclone center or that the event was caused by another phenomenon, such
as a stationary front or mesoscale convective system.
Some aspects of storm surge have already been examined in conjunction with ETCs and
TCs (e.g., Zhang et al. 2000; Colle et al. 2010; Needham et al. 2015; Booth et al. 2016; Catalano
and Broccoli 2018). The magnitude of storm surge is reliant on the characteristics of the cyclones,
such as its wind speed (Lin et al. 2010), track (Garner et al. 2017) and landfall angle (Ramos-Valle
et al. 2020), though these studies have examined these factors using synthetic tracks. In addition
to these factors, the characteristics of the coastline, such as its bathymetry (Weaver and Slinn
2010), wind drag coefficients and bottom friction (Akbar et al. 2017), coastal complexities
(Bloemendaal et al. 2019), depth of near-shore waters combined with the astronomical tide cycle
(Rego and Li 2010; Talke et al. 2014), and geomorphic changes in the coastal regions (e.g.,
Familkhalili et al. 2020), have been extensively examined in conjunction with the magnitude of
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storm surge events. Future scenarios of sea level rise as a result of the effects from anthropogenic
climate change have been examined in their impact on coastal flooding (e.g., Neumann et al. 2015;
Little et al. 2015). While high levels of storm surge and storm tide result in coastal flooding, it is
important to differentiate between the two concepts. Storm tide differs from storm surge in that
storm tide refers to the water level that results from the combination of storm surge and the
predicted tide (Fig. 1.5).

FIGURE 1.5. Schematic highlighting the difference between storm surge and storm tide and the
components of each (accessed: https://oceanservice.noaa.gov/facts/stormsurge-stormtide.html).
1.3 Extreme Value Analysis
As economic losses from natural hazards, particularly those related to flooding, continue
to increase each year (e.g., NOAA NCEI, 2022), it is important for communities to better prepare
for these types of events, especially with the effects likely to be exacerbated due to anthropogenic
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climate change. Extreme value theory (EVT) provides a robust statistical framework to understand
the frequency and intensity of natural hazard events (e.g., Coles 2001). Understanding extreme
natural hazard events helps to improve flood defenses and management of coastal communities.
To quantify the return periods for natural hazard events, we will utilize an EVT approach
in which the peaks-over-threshold (POT) method is applied to a dataset. For the POT approach,
some top percentage (i.e., top 1%) of the data is fit to a Generalized Pareto Distribution (GPD) (in
contrast to another regularly used approach in which annual maxima are used with a generalized
extreme value distribution). The GPD is calculated as:
𝑥 − 𝜇 −(1⁄𝜉)
𝐹(𝑥) = 1 − (1 + 𝜉
)
𝜎
𝜎 < 0,

𝑥 > 𝜇,

1+𝜉

𝑥−𝜇
>0
𝜎

where 𝑥 is the data, 𝜇 is the threshold value, 𝜎 is the scale parameter, and 𝜉 is the shape parameter.
The scale parameter is a measure of the spread in the distribution of the data whereas the shape
parameter determines the shape of the distribution.
An important caveat is that extreme value analysis requires a long and consistent time
series, which sometimes does not exist (Haigh and Wahl 2019). To create a larger dataset for
analysis, the use of synthetic tracks has helped extend limited cyclone records in this type of
analysis (e.g., Orton et al. 2016; Dullaart et al. 2021). The size of the dataset is important in the
GPD framework as it influences the threshold choice for which asymptotic arguments hold as too
high of a threshold will reduce the number of exceedances while increasing variance and too low
of a threshold will provide a poor fit (e.g., Booth et al. 2015). Additionally, it is important to apply
a declustering algorithm to ensure that the events are independent of one another (e.g., Haigh et
al. 2016; Wahl et al. 2017). From the GPD, return levels, which provide the probability of some
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event exceeding a certain threshold, can be calculated and used in subsequent analyses to examine
the likelihood of extreme natural hazard events. The empirical return level, 𝑅𝑇 , can be calculated
as:
1
−1
(1 − )
𝑅𝑇 = 𝐹𝜉,𝜇,𝜎
𝑇
where T is any time window.
The application of fitting GPDs to hydrometeorological data has been utilized to assess the
return levels of low probability events, especially in flood risk assessments and flood protection
application measures. Mo et al. (2019) utilized different statistical frameworks to model extreme
precipitation frequencies. Compound flooding hazards, such as the combination of high
precipitation and storm surge, are of growing concern as the impact from compound events can be
exacerbated compared to if these hazards occurred independent of one another. Ghanbari et al.
(2021) conducted a compound flood hazard assessment to assess regions where the highest
probability of coastal and riverine flooding occurs in the current climate and where the frequency
of such events may change in the future. Studies have utilized return levels to assess changes to
coastal flooding under future scenarios of sea level rise from anthropogenic climate change (e.g.,
Neumann et al. 2015; Little et al. 2015). Dullaart et al. (2021) modelled storm tide return periods
and examined such differences between TCs and ETCs globally. These studies illustrate the
importance of utilizing statistical frameworks from extreme value theory to assess the likelihood
of hydrometeorological events occurring under different scenarios.

1.4 Outline
Motivated by the need to examine hydrometeorological hazards in association with
cyclones in the present climate, this thesis examines the relationship between hazards and the
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characteristics of cyclones, as well as the large-scale circulation patterns that these cyclones are
embedded within. The research presented in this dissertation is separated into three distinct papers,
which correspond to Chapters 2, 3, and 4. Each chapter contains its own introduction,
methodology, results, and conclusion section.
Chapter 2 focuses on high streamflow and heavy precipitation events in the Ashokan
reservoir, located in the Catskill Mountains in New York state. After applying a cyclone-hazard
association algorithm, TCs and ETCs as well as the large-scale circulation patterns associated with
the hydrometeorological hazards are examined and address the following research questions:
•

What is the relationship between different atmospheric phenomena and the strongest
basin-scale precipitation and streamflow events?

•

How does the time evolution of synoptic-scale features differ for the strongest
precipitation and streamflow events that occur concurrently and in isolation of one
another?

Chapter 3 examines the characteristics of TCs and their resulting storm surge at 12
locations along the east coast of the United States. The probabilities of storm surge associated with
TCs based on certain TC characteristics are also explored to further understand what TC
characteristics most frequently result in surge exceeding some threshold. This research addresses
the following research questions:
•

What is the relationship between TC characteristics and storm surge for the east coast
of the United States?

•

What is the likelihood of surge exceeding some threshold at various locations along the
eastern United States based on TC characteristics?
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Chapter 4 investigates the sensitivity of return levels of storm tide events produced by
ETCs and TCs. Return levels of storm tide will vary if all water level data is included versus if the
data is separated based on the cyclone associated with it as the dynamics vary for ETCs and TCs.
This research addresses the following research questions:
•

What are the possible changes in return levels if we consider all water level events as
compared to only events created by ETCs and TCs?

•

How do return levels for only ETCs and only TCs vary by location along the east coast
of the United States?

Lastly, Chapter 5 is a conclusion summarizing the results of chapters 2 through 4.
Additionally, topics of future research are discussed. Following Chapter 5 is an appendix that
highlights additional analysis for Chapter 3 as well as ongoing research that is related to exploring
the relationship between precipitation and static stability.
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CHAPTER 2:
Track and Circulation Analysis of Tropical and Extratropical Cyclones that Cause Strong
Precipitation and Streamflow Events in the New York City Watershed
Katherine L. Towey, James F. Booth, Allan Frei, Mark R. Sinclair

This chapter has been published in the Journal of Hydrometeorology:
Towey, K. L., J. F. Booth, A. Frei, and M. R. Sinclair, 2018: Track and circulation analysis
of tropical and extratropical cyclones that cause strong precipitation and streamflow events
in the New York City watershed. J. Hydrometeor., 19, 1027–1042, doi:10.1175/JHM-D17-0199.1.

Abstract:
The top 100 basin-scale 1-day precipitation, multi-day precipitation, and 1-day streamflow
events from 1950 to 2012 are examined for the Ashokan reservoir, a key water source for New
York City. Through a cyclone association algorithm, extratropical cyclones (ETCs) are found to
be associated with the majority of the top 100 precipitation and streamflow events. Tropical
cyclones (TCs) generate the second most top 100 1-day and multi-day precipitation events, with
more than two-thirds of these TCs having undergone extratropical transition. Furthermore, TCs
that pass over the region are approximately seven and four times more likely to generate a top 100
1-day precipitation and 1-day streamflow event, respectively, than ETCs. Lagrangian cyclone
track analysis shows cool season ETCs take a more meridional path compared to warm season
ETCs. A composite analysis shows that for the top 100 1-day precipitation events, ETCs have
relatively less moisture, but stronger upper-level support than TCs. Due in part to TCs, heavy
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precipitation events occur more often in the warm season whereas high streamflow events occur
mainly in the cool season. Despite this difference, approximately 43% of the top 100 events, which
represent many of the very strongest events, overlap for all three metrics. While high temperature
and specific humidity anomalies accompany all top 100 events, the magnitude of the anomalies is
greatest for isolated streamflow events. This analysis provides a reference to forecasters and water
managers regarding the relative and synoptic-scale behavior of different storm types for isolated
and concurrent precipitation and streamflow events.

2.1 Introduction
Heavy precipitation events can impact water resource management by affecting the
quantity and quality of water used for municipal, agricultural, and industrial purposes. The extent
to which a precipitation event negatively impacts a water supply system is dependent on
preexisting streamflow levels, surface conditions, such as soil moisture and permeability, as well
as the duration and intensity of rainfall associated with the circulation and spatial size of a storm.
In the midlatitudes, a wide range of atmospheric phenomena that include extratropical cyclones
(ETCs), tropical cyclones (TCs), and mesoscale convective systems, can result in precipitation.
The types of atmospheric phenomena associated with ordinary and extreme precipitation events
have been examined through global (e.g., Pfahl and Wernli 2012; Catto and Pfahl 2013; Utsumi et
al. 2017), hemispheric (e.g., Hawcroft et al. 2012), and regional (e.g., Schumacher and Johnson
2006; Barlow 2011; Kunkel et al. 2012; Agel et al. 2015) analyses. These studies demonstrate that
the association of atmospheric phenomena to precipitation events is sensitive to the spatial scale
of the study area. Therefore, for this study we categorize the relationship between different
atmospheric phenomena and the strongest basin-scale precipitation and streamflow events.
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In the midlatitudes, extreme precipitation events identified in the European Center for
Medium-Range Weather Forecasts (ECMWF) Interim reanalysis coincided with an ETC 80% of
the time (Pfahl and Wernli 2012). The contribution of ETCs to extreme precipitation events is less
for the Northeast United States (NE US) compared to the midlatitudes as a whole because TCs
have a more significant role. Although ETCs and their associated fronts account for a majority of
extreme precipitation events in the NE US (Kunkel et al. 2012; Agel et al. 2015), a small yet
significant portion of extreme precipitation events are attributed to TCs (e.g., Konrad 2011; Barlow
2011; Kunkel et al. 2012; Agel et al. 2015; Collow et al. 2016). The contribution of TCs and ETCs
to extreme precipitation events varies among studies due to differences among the definition of
extremes, time periods studied, precipitation data sources, and methods of storm-type association.
Regardless, storm-type association with the heaviest precipitation events allows us to identify
characteristic synoptic-scale features (e.g., Milrad et al. 2009; Milrad et al. 2014; Moore et al.
2015; Agel et al. 2017). This information can be valuable in medium-range forecasts to water
resource managers, who can enact necessary preparation measures for their water supply system.
While previous studies have examined the contribution of various storm types on different
spatial scales, little work has been done at the basin scale. Our study area focuses on the Ashokan
reservoir located in the Catskill Mountains in southeastern New York state (SE NY) because of its
role in supplying approximately 40% of the drinking water for New York City (NYCDEP 2018).
In SE NY, the nature of the seasonal cycle of extreme precipitation and streamflow events is
complex. While extreme precipitation events occur year-round, the intensity of such events is
found to be equally high regardless of season (Agel et al. 2015), although the most intense events
occur most frequently between August and October (Matonse and Frei 2013). The seasonal cycle
of extreme streamflow events is bimodal with the largest events occurring during March and April
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as well as between August and October (Matonse and Frei 2013). In watersheds, flooding can
occur due to heavy precipitation that results in high streamflow levels (e.g., Nakamura et al. 2013;
Teale et al. 2016), though this occurs more frequently during the warm season (Matonse and Frei
2013). In the cool season, high streamflow events are largely dependent on snowpack (e.g.,
Matonse and Frei 2013; Dumanski et al. 2015; Newton and Burrell 2016). In the Catskills,
snowmelt processes are critical drivers of cool season streamflow (Pradhanang et al. 2011) and
rain-on-snow events have a significant role in winter runoff events (Pradhanang et al. 2013). It is
due to the distinct seasonality as well as the variety of physical mechanisms associated with
generating precipitation and streamflow that heavy precipitation does not always result in high
streamflow (Frei et al. 2015). Across 390 US watersheds, very heavy precipitation resulted in very
high discharge days only 36% of the time, yet studies rarely affirm the notion that “heavy
precipitation does not necessarily lead to high stream discharge” (Ivancic and Shaw 2015). This
motivates a central question of this study in which we seek to examine how the time evolution of
synoptic-scale features differs for the strongest precipitation and streamflow events that occur
concurrently and in isolation of one another.
Our analysis is designed to better understand the storm types and synoptic-scale circulation
features associated with the strongest precipitation and streamflow events at the basin scale. The
work herein accomplishes this objective by analyzing the seasonality and time evolution of
synoptic-scale features based on storm type as well as on sets of isolated and concurrent
precipitation and streamflow events. Part of the motivation for documenting these details has to
do with the issue of how climate change may impact the frequency and causes of such precipitation
and streamflow events. Thus, there is a need to characterize and understand how strong
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precipitation and streamflow events relate to large-scale atmospheric circulation patterns in the
present climate.
The present study is also motivated by previous work that focused on associating cyclone
tracks with extreme wind and storm surge events (Booth et al. 2015; 2016). We will utilize
Lagrangian tracks of ETCs to determine is a dominant track pathway emerges for the storms
associated with the strongest precipitation and streamflow events. The track of a cyclone provides
forecasters with a zeroth-order approximation in determining where impacts from a storm are
likely to occur. The accurate prediction of cyclone tracks is dependent on medium-range weather
models, which resolve the physics at the synoptic scale and rely on parameterizations for
precipitation. We then expect the models to have more skill in predicting the location of a cyclone
center compared to the location of heavy precipitation. The results presented here help clarify the
evolution of large-scale atmospheric circulation patterns associated with the strongest precipitation
and streamflow events, which will be useful additional information to both forecasters and water
resource managers.
The remainder of this chapter is organized as follows. Data and methods are described in
section 2.2. Section 2.3 describes the storm-type contribution and synoptic-scale circulation
features associated with the strongest precipitation and streamflow events. Section 2.4 examines
the seasonality and overlap between the top 100 precipitation and streamflow events. The chapter
concludes with a summary of the results in section 2.5.
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2.2 Data and Methods
2.2.1 Study area
The Ashokan reservoir (Fig. 2.1), whose area covers nearly 500 km2, is one of two
reservoirs in New York City’s Catskill water supply system. Water from the other reservoir in
New York City’s Catskill water supply system, the Schoharie, flows into the Ashokan reservoir
(NYCDEP 2018). Reservoirs located within the Catskills consist largely of protected lands that
remain mostly forest and farmland (Seager et al. 2012) and largely unchanged during the period
of this study.

FIGURE 2.1. Latitude-longitude gridded topographical map of study area including Ashokan
watershed (red contour), Catskills region (thin black contour), and New York City (thick black
contour) as well as precipitation (red circles) and streamflow (purple square) stations used in this
study.
2.2.2 Data
This study utilizes daily precipitation data from five precipitation gauges in and around the
Ashokan reservoir, and streamflow data from one stream gauge located within the Ashokan
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reservoir (Table 2.1). Precipitation data is obtained from the Northeast Regional Climate Center
at Cornell University (www.nrcc.cornell.edu). Streamflow data is obtained from the United States
Geological Survey surface water website (www.waterdata.usgs.gov/nwis/sw). It is important to
note that because we utilize gauges, a potential bias is introduced into our analysis. This bias occurs
as a result of wind-induced precipitation undercatch, which can occur during all seasons, but is
most common during large frozen precipitation events in winter (e.g., Groisman and Legates 1994;
Rasmussen et al. 2012). During very heavy precipitation events, precipitation gauge undercatch
has been found to not significantly impact rainfall amounts (e.g., Sevruk 1982; Folland 1988).
TABLE 2.1. Precipitation and streamflow gauge stations in the Ashokan reservoir.

Precipitation

Streamflow

Station ID
number

Station name

Elevation
(m)

Latitude
(°N)

Longitude
(°W)

300254

Arkville

412.1

42.15000

-74.61667

306570

Phonecia

323.1

42.06722

-74.33556

307721

Shokan Brown
Station

159.1

41.95000

-74.21667

307799

Slide Mountain

808.0

42.01667

-74.41660

309516

Windham

463.3

42.30000

-74.25000

1362500

Esopus Creek at
Coldbrook

189.4

42.01417

-74.27056

For this study, we rank daily precipitation and streamflow amounts from highest to lowest
and focus our analysis on the top 100 events for three hydrometeorological metrics: 1-day
precipitation, multi-day precipitation, and 1-day streamflow. Multi-day precipitation events range
in duration from two to five days of continuous rainfall. Precipitation and streamflow events during
all months of the year from 1950 to 2012 are considered in this analysis. This time period is chosen
based on the availability of an objective characterization of extratropical transition events that is
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described below. We choose to outright pick the top 100 events regardless of season in order to do
a direct comparison of precipitation and streamflow events associated with TCs and ETCs. Of all
basin-scale precipitation and streamflow events observed at Ashokan between 1950 and 2012, the
top 2.33%, 4.55%, and 0.90% represent the top 100 1-day precipitation, multi-day precipitation,
and 1-day streamflow events, respectively. The number of standard deviations the 100th event is
away from the mean for each metric is 2.89 for 1-day precipitation, 2.01 for multi-day
precipitation, and 4.09 for 1-day streamflow events.
To provide the reader with an idea of the magnitudes and rates of occurrence of the top 100
events, return periods are calculated using the threshold excess approach to extreme value analysis
described by Coles (2001) in which a Generalized Pareto probability distribution function is fit to
a subset of events at the tail of the distribution, defined by an event magnitude greater than a
specified threshold. This theoretical distribution allows one to estimate the probability of
occurrence for events of different magnitudes, which are then typically expressed as return periods.
Results presented here are derived using the guidance and software provided by Gilleland and Katz
(2016) which is implemented in the R statistical programming language (R Core Team 2014).
Parameter values are estimated using the L-moments method, which provides parameter estimates
that are robust in regard to the choice of threshold value. Figure 2.2 shows the empirical
hydrometeorological data along with the extreme value analysis results. Heavy 1-day precipitation
events have occurred throughout our period of record (Fig. 2.2a). The ten-year return period value
(i.e., probability of occurrence is 0.1 per year) for 1-day precipitation events is ~12 cm, and the
100-year return period value (i.e., probability of occurrence is 0.01 per year) is ~20 cm (Fig. 2.2b).
For multi-day precipitation events (Figs. 2.2c-d), ten-year and 100-year return period values are
18 cm and 27 cm, respectively. Large 1-day streamflow events are scattered less evenly through
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the period of record, with the most conspicuously infrequent period during the 1960s (Fig. 2.2e).
Ten-year and 100-year return period values for 1-day streamflow events are ~500 m3s-1 and ~800
m3s-1 (Fig. 2.2f). Historically, events with average daily streamflow levels greater than ~400 m3s1

, which corresponds to a five-year return period in the Esopus Creek, often require treatment for

turbidity (R. Mukundan, New York City Department of Environmental Prediction, personal
communication).

FIGURE 2.2. Annual empirical observations (left column) of all events (black circles) and top 100
events (red circles) and return periods for top 100 events (right column) for 1-day precipitation
(top row), multi-day presentation (middle row), and 1-day streamflow (bottom row). In return
period plots, solid line is best fit while dashed lines indicate the 95th percentile confidence
intervals.
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In addition to the precipitation and streamflow data, we utilize reanalysis data to examine
the large-scale circulation patterns associated with the strongest precipitation and streamflow
events. To cover the period of interest, we use the ECMWF 20th Century Reanalysis (ERA-20C;
Hersbach et al. 2015) from 1950 to 1978 and the ERA-Interim (Dee et al. 2011) from 1979 to
2012, both of which are at 1.5-degree horizontal resolution.
2.2.3 Overlap of hydrometeorological events
We analyze the number of hydrometeorological metrics that concurrently result from the
same event. A 1-day buffer is placed around the 1-day precipitation and 1-day streamflow events
to account for the possibility that a storm passage included 0Z, which would cause the observations
to have a date that is shifted by one day. These dates are compared with each date in the multi-day
precipitation event, which can range from two to five days. Following the comparison, we
determine seven possible sets of events: three sets of 1-category events, three sets of 2-category
events, and one set of 3-category events. The 1-category sets include events that occurred in
isolation (i.e., 1-day precipitation that did not result in multi-day precipitation or 1-day
streamflow). Two-category and 3-category sets include events that concurrently occurred in two
or three of the metrics, respectively.
2.2.4 Storm-type association
The hydrometeorological events are associated with cyclone tracks related to TCs and
ETCs. For TCs, we use the National Hurricane Center’s Atlantic hurricane database (HURDAT2;
Landsea and Franklin 2013). The database provides six-hourly observations regarding the date,
location, classification, and intensity of the TC. We also document which TCs undergo
extratropical transition, which is determined by an objective algorithm that measures low-level
(600 – 850 hPa) thermal asymmetry and upper-level (300 – 600 hPa) geostrophic wind speed
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difference (Sinclair 2002). Extratropical transition occurs if the maximum thermal asymmetry for
the entire TC track exceeds 25 m and the upper-level cold core attains a value less than -10 ms-1.
The location of extratropical transition is where the thermal asymmetry first exceeds 15 m
provided the upper-level geostrophic wind difference is less than -2 ms-1 (Mark Sinclair, personal
communication). These determinations of extratropical transition are based on the cyclone phase
space concepts of Hart (2003) as implemented by Evans and Hart (2003).
When referring to TCs, we include those TCs that underwent extratropical transition and
those that did not. Separate from the TC association is the designation of dual TC and ETC (TCETC). This designation is assigned when there is an event associated with both a TC and ETC
track over the duration of the event. These events could be associated with predecessor rain events
(e.g., Galarneau et al. 2010) or ETCs following the passage of a TC.
ETC tracks are identified by a Lagrangian tracking algorithm, the Modeling, Analysis, and
Prediction (MAP) Climatology of Midlatitude Storm Area (MCMS; Bauer et al. 2016), which is
applied to ERA-20C from 1950 to 1978 and to ERA-Interim from 1979 to 2012. The MCMS
tracking algorithm follows low-pressure centers by using six-hourly sea-level pressure reanalysis
to identify the latitude and longitude of the cyclone center. Cyclones are retained if they are
trackable for at least 48 hours. Since both TCs and ETCs are identified by the MCMS tracking
algorithm, we remove duplicates of TCs that appear in the MCMS database.
To be associated with a top 100 event, the cyclone center must pass within 1000 km of
Ashokan (42°N, -74.25°W). If multiple cyclone centers are found within 1000 km of Ashokan on
the day of an event, we determine the cyclone closest to Ashokan to be the cyclone of greatest
contribution to the event. If no cyclone center is found within 1000 km on the day of an event, the
event is classified as “other.” The designation of “other” indicates that either the cyclone was not
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travelling fast enough for the tracker to resolve the cyclone center or that the event was caused by
another phenomenon, such as a stationary front.
When comparing the top 100 events among the three hydrometeorological metrics, the
storm-type association may differ depending on the metric. For example, a 1-day event could have
the association of “other” if no ETC occurred on the day prior to, the day of, or the day following
the event; however, one day during a multi-day precipitation event that excludes the 1-day event
could be associated with an ETC. To avoid over-complication, we retain the storm-type association
from each metric, in which case some sets of concurrent events may have multiple storm-type
associations, such as “other” and ETC. In such cases, the calculation of percentages related to each
storm type counts each storm type as half toward the concurrent event.
2.2.5 Composites
ERA-20C and ERA-Interim are utilized to create composites for mean sea-level pressure,
2-meter temperature, 925-hPa specific humidity, 500-hPa geopotential heights, and 200-hPa wind
speeds. A 63-year daily climatology based on 1950 to 2012 is created for each variable. The
climatology is smoothed with a 5-day running mean and the subsequent result is used for
calculating the anomaly field of each variable. We utilize the full fields for mean sea-level pressure
and 500-hPa geopotential heights despite averaging all times of the year. While the magnitude of
mean sea-level pressure and 500-hPa geopotential heights vary seasonally, the composite fields
are spatially similar regardless of season for each storm type, such that the low pressure or low
geopotential heights would be indicative of a cyclone accompanied by an upper-level trough. For
all anomaly composites, statistical significance is calculated using a Monte Carlo method in which
we generate a set of 1000 composites based on randomly sampled anomaly fields. The number of
randomly sampled fields for the Monte Carlo simulations always matches the number of
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precipitation or streamflow events in question. Seasonal bins, which are based on the seasonality
of the storm types or metrics that are being composited, constrain the randomly sampled fields for
the Monte Carlo simulations. Randomly sampled fields for ETC composites, for example, are
sampled from all seasons because ETCs occur year-round, compared to TC composites, which are
constrained to the warm season (JJA and SON).

2.3 Storm-type Contribution and Synoptic-scale Circulation of Top 100 Events
The extent to which ETCs and TCs are attributed to the top 100 precipitation and
streamflow events at Ashokan is summarized in Table 2.2. Based on our storm-type association,
ETCs and TCs account for 74% and 20% of the top 100 1-day precipitation events, respectively.
A similar grouping of storm types is found for the top 100 multi-day precipitation events. The
relative contribution of TCs for both precipitation metrics increases if we focus on fewer events
(e.g., top 10 events), indicating that TCs have resulted in some of the heaviest precipitation events
at Ashokan (Figs. 2.3a-b).
TABLE 2.2. Count of top 100 events for each hydrometeorological metric associated with storm
types which include: extratropical cyclones (ETCs), tropical cyclones (TCs), which include TCs
that do and do not undergo extratropical transition (ET), “other”, and dual TC and ETC (TCETC). Each metric has a total of 100 events and thus the count can be equated to a percentage.
1-day
Multi-day
1-day
Precipitation Precipitation
Streamflow
ETCs

74

71

80

Non-ET

6

3

2

ET

14

12

6

Other

6

7

10

TC-ETC

0

7

2

TCs
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FIGURE 2.3. Relative percent contribution based on the rank of the storm-type association for (a)
1-day precipitation, (b) multi-day precipitation, and (c) 1-day streamflow events. Storm-type
association includes ETCs (blue), TCs (red), “other” (green), and dual TC and ETC (TC-ETC;
light blue), as defined in the text. The line fits are generated using a locally weighted linear
regression method (loess, span = 0.49).
The storm-type contribution for the top 100 1-day streamflow events shows that 80% of
the events are associated with ETCs, while TCs account for only 8%. Aside from Hurricane Irene
(2011), which resulted in the largest 1-day precipitation event and 1-day streamflow event at
Ashokan, there are no TCs associated with the top 25 1-day streamflow events (Fig. 2.3c). The
storm-type classification “other” is attributed to 10 of the top 100 1-day streamflow events, which
is the largest contribution from “other” of any of the hydrometeorological metrics.
For TCs, we also examine the frequency of TCs that underwent extratropical transition. Of
all TC-associated events, 70% of 1-day precipitation, 80% of multi-day precipitation, and 75% of
1-day streamflow events underwent extratropical transition. A similar ratio exists for all TC events
in the region, regardless of whether they resulted in a heavy precipitation or high streamflow event
(not shown). In some cases, two different storm types were associated with the same event; seven
multi-day precipitation events and two 1-day streamflow events were associated with both an ETC
and TC track and are counted separately from the individual ETC and TC counts. We refer to these
events as a dual ETC and TC storm type. This storm type association could include TCs that
undergo extratropical transition, but they also include a distinct ETC.
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ETCs are the dominant storm type for all hydrometeorological events in the Ashokan
reservoir. However, it is useful to consider the probability that an ETC or TC could generate a top
100 1-day precipitation or 1-day streamflow event. Between 1950 and 2012, there were 2164 ETCs
and 77 TCs whose tracks passed within 500 km of Ashokan (not shown). Assuming each cyclone
produced a non-negligible amount of precipitation in the region, the top 100 1-day precipitation
and 1-day streamflow events coincided with ETCs 3.14% and 2.82% of the time, respectively.
TCs, however, coincided with the top 100 1-day precipitation and 1-day streamflow events 22.08%
and 7.79% of the time, respectively. A similar ratio exists for TCs that underwent extratropical
transition in the region. Of the 77 TCs whose tracks passed within 500 km of Ashokan, 55
underwent extratropical transition. These TCs that underwent extratropical transition coincided
with the top 100 1-day precipitation and 1-day streamflow events 21.82% and 9.09% of the time,
respectively. It is important to note here that if the same ETC or TC is associated with multiple
events, the cyclone is only counted once in these calculations. While these probabilities do not
take into consideration atmospheric moisture availability or soil moisture content, they do illustrate
the influence of tropical moisture in the midlatitude environment.
To examine the synoptic-scale circulation features associated with ETCs and TCs, we
utilize the ETCs and TCs associated with the top 100 1-day precipitation events since many of
these events are also found in the top 100 multi-day precipitation and 1-day streamflow events.
Additionally, the top 100 1-day precipitation events are associated with the highest counts of TCs
and ETCs among the three metrics.
Separating the ETC tracks seasonally show 12 events in DJF, 18 events in MAM, 16 events
in JJA, and 28 events in SON. Most ETC tracks during DJF exhibit a strong meridional component
in their pathway (Fig. 2.4a) whereas ETC tracks during JJA reveal a more pronounced zonal
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component in their pathway (Fig. 2.4c). There is also a difference in the meridional and zonal
components of the ETC tracks that occur during MAM and SON. The ETC tracks during SON
have a larger meridional component than zonal component (Fig. 2.4d) compared to the ETC tracks
during MAM (Fig. 2.4b). During both MAM and SON, however, many of the ETC tracks move
near or along the coastline, which suggests that the ocean could provide additional moisture to an
ETC. Many of the TC tracks (Figs. 2.4c-d), which move parallel to the east coast of the US, overlap
with the track density maximum of all TCs that travel within 500 km of the region (not shown).
For both ETCs and TCs, the spread among the top 100 tracks is nearly as large as the spread among
all cyclones that travel within 500 km of Ashokan (not shown).

FIGURE 2.4. ETC (blue), TC (red), and extratropical transition (cyan) tracks for the top 100 1-day
precipitation events that occurred during (a) DJF, (b) MAM, (c) JJA, and (d) SON. Black dot
represents the location of Ashokan. Inner and outer circles represent a radius of 500 and 1000 km
from Ashokan, respectively.
To test if there are distinct synoptic-scale characteristics shared by the storms that cause
the top 100 1-day precipitation events, we analyze the synoptic-scale circulation features through
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composites based on storm type. For ETCs, a broad area of low-pressure develops over the
Mississippi River Valley (Fig. 2.5a) downstream of a positively-tilted trough over the central US
(Fig. 2.5e), 48-hours prior to the 1-day precipitation event. Analogous to cluster C2 from Agel et
al. (2017), the upper-level trough becomes negatively-tilted over the eastern US by the day of the
1-day precipitation event (Fig. 2.5f) with the closed low-pressure system located over the NE (Fig.
2.5b), which coincides with the left exit region of an intensifying jet streak (Fig. 2.5j), indicative
of a strong baroclinic system. The position of the composite cyclone near the composite
anticyclone over the North Atlantic creates a strong pressure gradient that leads to southeasterly
flow that could transport anomalously warm and moist air toward the NE (Figs. 2.5b, f). The time
evolution of 925-hPa specific humidity anomalies suggests that the moisture advection could be
transporting air from the subtropics (Figs. 2.5e-f). The exact source of the moisture, however,
cannot be discerned from this analysis (e.g., Dacre et al. 2015).
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FIGURE 2.5. Composites for ETCs (first, third, and fifth rows) and TCs (second, fourth, and sixth
rows) associated with top 100 1-day precipitation events for 48-h prior to the events (left column)
and the day of the events (right column) for (a-d) 2-m temperature anomalies (K, shading) and
averaged mean sea-level pressure (hPa, black contours); for (e-h) 925-hPa specific humidity
anomalies (gkg-1, shading) and mean 500-hPa geopotential height (m, black contours); and for
(i-l) mean 200-hPa wind speeds (ms-1, shading) and mean 500-hPa geopotential height (m, black
contours). Anomaly fields of statistical significance at the 99th percentile are contoured in
magenta.
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Composites associated with all TCs, regardless of whether the TCs underwent extratropical
transition, show the composite cyclone center is located near the southeastern US coastline (Fig.
2.5c) and removed from the upper-level flow (Fig. 2.5g), 48-hours prior to the 1-day precipitation
event. As the composite TC propagates up the east coast of the US, the upper-level trough extends
down toward the southeastern US, strengthening vertical shear near the storm (Fig. 2.5k). Since a
majority of the TCs undergo extratropical transition, the increased shear is likely a signature of the
transition process (e.g., Evans et al. 2017). On the day of the 1-day precipitation event, the
composite cyclone has moved further north along the coastline toward the Mid-Atlantic (Fig.
2.5d), with the upper-level trough seemingly encompassing the TC into the midlatitude flow,
which subsequently intensifies the downstream jet streak (Fig. 2.5l). Southerly to southeasterly
flow around the composite cyclone transports anomalous moisture, most likely sourced from the
Eastern Caribbean, on the day prior to (not shown) and the day of the 1-day precipitation event
into the NE US (Fig. 2.5h).

2.4 Seasonality and Overlap of Top 100 Events
An examination of the seasonality of the top 100 hydrometeorological events at Ashokan
shows that the heaviest 1-day precipitation and multi-day precipitation events occur most
frequently from June through November (Figs. 2.6a-b). During these months, which coincide with
the North Atlantic hurricane season, TCs, including those that undergo extratropical transition,
account for almost 30% of 1-day precipitation and 21% of multi-day precipitation events. If we
consider TCs that undergo extratropical transition as a distinct category, 21% of 1-day
precipitation and 17% of multi-day precipitation events during the warm season are attributed to
TCs that underwent extratropical transition.
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FIGURE 2.6. Monthly count of top 100 events based on storm-type association for (a) 1-day
precipitation, (b) multi-day precipitation, and (c) 1-day streamflow events. Storm-type association
includes ETCs (blue), TCs (red), “other” (green), and dual TC and ETC (TC-ETC; light blue).
The number of top 100 1-day precipitation and multi-day precipitation events is greatest
during SON, when approximately 40% of the top 100 events occur at Ashokan. Even if TCs are
removed, most events still occur in SON. However, removing TCs would lead to a bimodal
distribution with a secondary peak in June and a minimum in August. The fewest top 100 1-day
precipitation and multi-day precipitation events occur in DJF; however, 1-day precipitation and
multi-day precipitation events associated with ETCs do occur during all seasons. In contrast, 1day streamflow events largely occur from December through April (Fig. 2.6c), with half of the top
100 1-day streamflow events occurring in MAM, during which the occurrence of rain-on-snow
processes is most frequent (e.g., Matonse and Frei 2013; Dumanski et al. 2015; Newton and Burrell
2016). “Other” events are associated with all hydrometeorological events and occur at any time of
the year.
The frequency with which the strongest hydrometeorological events occur in isolation (i.e.,
1-category events) or concurrently as 2- or 3-category events is determined by separating the
events into seven sets: three 1-category sets, three 2-category sets, and one 3-category set (Table
2.3). Three-category events account for the highest contribution among the top 100 events, with
44% of 1-day precipitation, 36% of multi-day precipitation, and 50% of 1-day streamflow events
resulting in a concurrent event. This means that there were 36 distinct 3-category events in which
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eight 1-day precipitation events and 14 1-day streamflow events included two or more 1-day events
that occurred within the same multi-day event, which can range from two to five days in duration
(for clarification, see Table 2.6). These 3-category events often rank the highest among the top 100
events of each hydrometeorological metric. Two-category events involving high streamflow rarely
occur since high streamflow events occur most frequently from December through April, whereas
heavy precipitation events occur most often from June through November. Over 60% of the top
100 1-day precipitation and multi-day precipitation events between June and November do not
result in a top 100 streamflow event. The large number of concurrent precipitation events involving
1-day precipitation and multi-day precipitation, as compared to 1-category precipitation events,
indicates that the strongest multi-day precipitation events usually involve at least one day of very
heavy precipitation, rather than resulting from prolonged weak rainfall.
TABLE 2.3. Count and median rank of isolated (1-category) and concurrent (2- and 3-category)
precipitation and streamflow events.
1-day
Multi-day
1-day
Precipitation
Precipitation
Streamflow
Count
18
26
33
1-category
Median Rank
75
70.5
65
Count
32
31
–
Median Rank
40
51
–
Count
6
–
7
2-category
Median Rank
61.5
–
60
Count
–
7
10
Median Rank
–
63
59.5
Count
44
36
50
3-category
Median Rank
41
28.5
33.5

Of these seven sets of isolated and concurrent precipitation and streamflow events, we
focus on three: isolated 1-category streamflow events, 2-category 1-day precipitation and multiday precipitation events, and 3-category events. Isolated 1-day precipitation and multi-day
precipitation events are not included because their seasonality and atmospheric conditions are
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similar to that of the two-category set. Two-category events involving high streamflow are not
included because there are so few cases.
Nearly all of the isolated streamflow events occur between December and March (Fig.
2.7a), with many of these events associated with ETCs (Table 2.4). Concurrent 1-day precipitation
and multi-day precipitation events account for approximately one-third of their respective top 100
events (Table 2.5). These concurrent 1-day precipitation and multi-day precipitation events largely
occur throughout the warm season, with a maximum in September (Fig. 2.7b). While the majority
of concurrent 1-day precipitation and multi-day precipitation events are associated with ETCs,
almost one-third of the concurrent 1-day precipitation and multi-day precipitation events are
associated with TCs. Three-category events occur year-round, with a slightly larger frequency
between October and December (Fig. 2.7c). ETCs are attributed to most of the 3-category events
(Table 2.6). Six of the 3-category events are associated with TCs, including: Diane (1955), Agnes
(1972), David (1979), Floyd (1999), Ivan (2004), and Irene (2011). Four 3-category events are
associated with the multiple storm-type designation of ETC and “other”, while one 3-category
event is fully designated as “other.” Surface weather maps from the NOAA Central Library’s Daily
Weather

Map

Weather-Maps)

Archive
and

(https://library.noaa.gov/Collections/Digital-Collections/US-Dailythe

NOAA

Weather

Prediction

Center

(https://www.wpc.ncep.noaa.gov/archives/web_pages/sfc/sfc_archive.php) are utilized for events
designated as “other” to determine a possible cause for the strong hydrometeorological event,
which appears to be a stalled frontal system for all cases.
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FIGURE 2.7. Same as for figure 2.6, but for (a) isolated streamflow events, (b) concurrent 1-day
precipitation and multi-day precipitation events, and (c) 3-category events.
TABLE 2.4. Dates of top 100 events associated with isolated streamflow events. Storm-type
association includes extratropical cyclones (ETCs), tropical cyclones (TCs), “other,” and dual
TC and ETC (TC-ETC), as defined in the text. The appended “x#,” where # represents a number,
refers to the number of ETC tracks associated with an event. This number does not necessarily
indicate there were that number of distinct storms, as multiple tracks can be associated with the
same storm. The appended * indicates a TC that underwent extratropical transition.
Date
31-Mar-1960
4, 5-Apr-1960
26-Feb-1961
1-Apr-1962
10-Mar-1964
8, 9-Dec-1974
13, 14-Mar-1977
6-Mar-1979
25-Mar-1979
15, 16-Feb-1984
5, 6-Apr-1984
30-Mar-1993
11-Apr-1993
17-Apr-1993
27-Jan-1996
24-Jan-1999
14-Jan-2005
30-Nov-2005
18-Jan-2006
12-May-2006
5-Mar-2008
8-Mar-2008
12-Dec-2008
25-Jan-2010
23-Mar-2010
1-Dec-2010
7-Mar-2011
21-Dec-2012

1 category: 1-day Streamflow
Rank
89
71, 90
97
86
98
46, 59
70, 50
57
53
65, 99
6, 48
96
73
75
29
88
87
39
44
95
55
91
64
28
21
19
62
93

37

Storm Type
ETC
ETC x2
ETC x2
ETC
ETC x2
ETC
ETC
ETC
ETC
ETC
ETC
ETC x2
ETC
ETC x2
ETC
ETC
OTHER
ETC
ETC
ETC x2
ETC
ETC x2
ETC
OTHER
ETC
ETC
ETC
OTHER

TABLE 2.5. Same as for table 2.4, but for concurrent 1-day precipitation and multi-day
precipitation events. The date in the multi-day precipitation column indicates the last day of the
event, while the number following the date in parentheses indicates the length of the multi-day
precipitation event.
1-day Precipitation
Multi-day Precipitation
Storm Type
Date
Rank
Date
Rank
21-Nov-1952
23
23-Nov-1952 (5)
9
ETC
3-Nov-1954
21
5-Nov-1954 (4)
64
ETC
13, 14-Aug-1955
41, 31
15-Aug-1955 (5)
6
TC (Connie)
31-Oct-1955
92
31-Oct-1955 (2)
53
ETC
2-Oct-1959
37
2-Oct-1959 (4)
51
TC* (Gracie)
13-Sep-1960
27
14-Sep-1960 (5)
19
TC* (Donna)
6-Dec-1962
67
8-Dec-1962 (3)
81
ETC x2
9-Aug-1965
39
10-Aug-1965 (2)
98
ETC
3-Nov-1966
34
4-Nov-1966 (3)
99
ETC
30-May-1968
83
2-Jun-1968 (5)
43
ETC x2
29-Jul-1969
71
30-Jul-1969 (4)
31
ETC x3
23-Oct-1970
28
24-Oct-1970 (3)
45
ETC
28-Aug-1971
9
29-Aug-1971 (3)
35
TC* (Doria)
14-Sep-1971
69
15-Sep-1971 (4)
52
TC (Heidi), TC-ETC
15-May-1978
44
19-May-1978 (5)
26
ETC x2
27-Nov-1979
63
27-Nov-1979 (3)
80
ETC
30-Jun-1980
19
1-Jul-1980 (3)
71
ETC x2
28-Sep-1985
80
28-Sep-1985 (2)
55
TC* (Gloria)
20-Sep-1989
84
23-Sep-1989 (5)
50
OTHER, TC* (Hugo)
1-Jun-1992
60
2-Jun-1992 (3)
77
ETC
6-Oct-1995
38
8-Oct-1995 (5)
76
TC* (Opal)
14-Jul-1996
18
16-Jul-1996 (4)
12
TC* (Bertha)
18-Sep-1996
51
19-Sep-1996 (3)
97
ETC
12-Sep-1997
24
12-Sep-1997 (2)
84
ETC
6-Jun-2000
32
7-Jun-2000 (3)
46
ETC
15-Jul-2000
70
17-Jul-2000 (4)
11
ETC
1-Jun-2003
98
1-Jun-2003 (5)
78
ETC x2
2-Sep-2003
50
4-Sep-2003 (5)
39
OTHER, ETC
13-Aug-2004
65
14-Aug-2004 (4)
74
TC* (Bonnie), TC-ETC
14-Mar-2010
30
16-Mar-2010 (4)
41
ETC
19-Sep-2012
7
19-Sep-2012 (2)
22
ETC
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TABLE 2.6. Same as for table 2.4, but for three-category events.
1-day Precipitation

Multi-day Precipitation

1-day Streamflow

Storm Type

Date

Rank

Date

Rank

Date

Rank

26-Nov-1950

6

26-Nov-1950 (3)

24

25, 26-Nov-1950

45, 23

ETC x2

31-Mar-1951

16

31-Mar-1951 (3)

27

30, 31-Mar-1951

12, 18

ETC, OTHER

6-Apr-1952

90

6-Apr-1952 (2)

87

5, 6-Apr-1952

33, 72

ETC x2

9, 10-Jul-1952

81, 3

10-Jul-1952 (2)

3

10-Jul-1952

30

ETC x2

11, 12-Dec-1952

46, 62

13-Dec-1952 (3)

15

11-Dec-1952

10

ETC

19-Aug-1955

14

19-Aug-1955 (2)

30

18, 19-Aug-1955

81, 51

TC* (Diane)

15, 16-Oct-1955

48, 2

18-Oct-1955 (5)

1

15, 16, 17-Oct-1955

3, 2, 84

ETC x2

21-Dec-1957

8

21-Dec-1957 (3)

14

20, 21-Dec-1957

79, 11

ETC

25-Oct-1959

64

25-Oct-1959 (3)

25

24-Oct-1959

31

ETC

22-Jun-1972

58

26-Jun-1972 (5)

20

23-Jun-1972

82

TC (Agnes)

9-Nov-1972

36

9-Nov-1972 (2)

90

9-Nov-1972

100

ETC

29, 30-Jun-1973

88, 86

1-Jul-1973 (3)

34

30-Jun-1973

52

ETC

21-Dec-1973

54

22-Dec-1973 (3)

61

21-Dec-1973

15

ETC

27-Jan-1976

40

28-Jan-1976 (3)

40

27-Jan-1976

22

ETC

9-Nov-1977

17

9-Nov-1977 (5)

17

8, 9-Nov-1977

27, 35

ETC

9-Jan-1978

35

10-Jan-1978 (4)

89

9-Jan-1978

24

ETC x2

6, 7-Sep-1979

93, 72

7-Sep-1979 (2)

32

6-Sep-1979

78

TC* (David)

22-Mar-1980

4

23-Mar-1980 (3)

16

21, 22-Mar-1980

4, 13

ETC

12-May-1981

22

13-May-1981 (3)

42

12-May-1981

63

ETC x2

29-May-1984

68

31-May-1984 (5)

38

30-May-1984

74

OTHER, ETC

4, 5-Apr-1987

59, 15

5-Apr-1987 (5)

4

31-Mar; 4, 5-Apr-1987

38, 8, 34

ETC x4

29-Nov-1993

97

29-Nov-1993 (2)

49

28-Nov-1993

49

ETC

22-Oct-1995

49

22-Oct-1995 (2)

36

21-Oct-1995

40

ETC

12-Nov-1995

20

12-Nov-1995 (2)

86

12-Nov-1995

42

ETC

20-Oct-1996

12

22-Oct-1996 (4)

23

20-Oct-1996

80

OTHER

2-Dec-1996

43

2-Dec-1996 (2)

79

2-Dec-1996

37

ETC x2

16-Sep-1999

11

18-Sep-1999 (4)

10

17-Sep-1999

69

TC* (Floyd)

17-Dec-2000

75

20-Dec-2000 (5)

57

17-Dec-2000

36

ETC x2

18-Sep-2004

29

19-Sep-2004 (2)

48

18-Sep-2004

41

TC (Ivan)

3-Apr-2005

25

4-Apr-2005 (3)

59

2, 3-Apr-2005

16, 9

8-Oct-2005

10

12-Oct-2005 (5)

7

13-Oct-2005

77

26, 27-Jun-2006

77, 78

29-Jun-2006 (5)

5

26, 27, 28-Jun-2006

32, 92, 25

ETC
TC*-ETC (TD
22)
ETC

16-Apr-2007

13

18-Apr-2007 (4)

21

16-Apr-2007

20

ETC

1-Oct-2010

5

2-Oct-2010 (5)

8

1-Oct-2010

7

OTHER, ETC

11-Mar-2011

42

13-Mar-2011 (4)

95

11-Mar-2011

14

OTHER, ETC

28, 29-Aug-2011

1, 94

29-Aug-2011 (2)

2

28-Aug-2011

1

TC* (Irene)
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The evolution of synoptic-scale circulation features is examined through composites in
order to highlight important similarities and differences between isolated and concurrent
hydrometeorological events (Fig. 2.8). The general movement of the closed low-pressure system
in all composites is from the south-central US toward the greater New York City area. This
movement is mirrored in many of the cyclone tracks, which exhibit a greater meridional
propagation component than zonal propagation component (not shown). The movement of the
closed low-pressure system in the isolated streamflow composites remains inland (Figs. 2.8a-c).
In those composites involving precipitation events, the low-pressure system movement is closer to
the east coast of the US (Figs. 2.8d-i). Strong anomalous near-surface warming precedes the
isolated streamflow events by two days (Fig. 2.8a). A similar but weaker pattern exists for the
three-category events (Fig. 2.8g). However, for the concurrent 1-day precipitation and multi-day
precipitation events, the temperature anomaly is near zero (Fig. 2.8d). A similar pattern exists for
the 925-hPa specific-humidity anomalies (not shown), such that the 3-category events composite
resembles an average of the isolated streamflow events composite and the concurrent 1-day
precipitation and multi-day precipitation events composite, similar to that shown in figure 2.5f.
This suggests that the anomalous warming and moistening of the environment is a necessary
condition for high streamflow events. However, the significance of the anomalous warmth and
moisture likely differs for the isolated streamflow and 3-category events. Since most of the isolated
streamflow events occur in the cool season, the anomalous warmth suggests that the melting of
snowpack may cause the high streamflow. The average 2-meter temperature associated with the
isolated streamflow events is approximately 5°C, which is warm enough to cause melting, but due
to the Clausius-Clapeyron relationship, would be too low for a storm to generate heavy
precipitation.
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FIGURE 2.8. Composites for isolated streamflow events (top row), concurrent 1-day precipitation
and multi-day precipitation events (middle row) and 3-category events (bottom row) for 48-h prior
to the event (a,d,g), 24-h prior to the event (b,e,h), and the day of the event (c,f,i) for 2-m
temperature anomalies (K, shading) and averaged mean sea-level pressure (hPa, black contours).
Anomaly fields of statistical significance at the 99th percentile are contoured in magenta.
Each set of 1-, 2-, and 3-category events would have different potential impacts on the
Ashokan reservoir. The question of whether a storm will generate flooding depends on the
precipitation amount as well as the existing soil, river, and reservoir conditions. Important
preexisting conditions to consider include the size and thermal state of the snowpack during the
cool season and the soil moisture level in the warm season. High streamflow events that occur in
the absence of heavy precipitation (i.e., isolated 1-day streamflow events) are characterized by
significantly warmer-than-average temperatures. Since these isolated streamflow events occur
most often in the cool season, we speculate that the warm advection in the storm contributes to
snowmelt, which is known to contribute to high streamflow events (Pradhanang et al. 2013). Over

41

half of the events that include a high streamflow event coinciding with heavy precipitation (i.e., a
3-category event or a 2-category event that includes streamflow) occur during the warm season,
when reservoirs are typically at their lowest levels (Matonse et al. 2013). This suggests that high
streamflow levels could be the result of heavy precipitation during the warm season. Additionally,
3-category events include some of the highest ranked events, indicative of some of the heaviest
precipitation events resulting in the biggest floods. Thus, each category of events imposes their
own threats on the watershed.

2.5 Summary
This study categorizes the contribution of ETCs and TCs in relation to the top 100 basinscale 1-day precipitation, multi-day precipitation, and 1-day streamflow events. In the Ashokan
reservoir, ETCs are the primary storm type associated with all hydrometeorological metrics. TCs
account for 20% of the top 100 1-day precipitation events and less than 10% of the top 100 1-day
streamflow events. However, the probability of a TC that passes within 500 km of Ashokan
causing a top 100 1-day precipitation or 1-day streamflow event is significantly larger than that of
an ETC. Furthermore, 70% of all TCs that caused 1-day precipitation events underwent
extratropical transition. The composite analysis for the top 100 1-day precipitation events shows a
clear distinction between antecedent synoptic-scale circulation features associated with TCs and
ETCs. Compared to TCs, ETCs have relatively less moisture available, but exhibit strong upperlevel support for vertical motion associated with a negatively-tilted trough. TCs have relatively
more moisture available than ETCs do, but less upper-level support for vertical motion.
Based on the cyclone tracks, ETCs associated with top 100 1-day precipitation events in
DJF and SON are more likely to take a meridional path. This path suggests that a cold front
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associated with an ETC propagating northward could be the cause of the event. In MAM and JJA,
ETCs that result in top 100 1-day precipitation events are more likely to propagate zonally,
suggesting that the precipitation may be primarily generated by the warm front of an ETC.
The top 100 1-day precipitation and multi-day precipitation events occur more often during
the warm season whereas the top 100 1-day streamflow events occur mainly in the cool season.
However, approximately 43% of the 1-day precipitation, multi-day precipitation, and 1-day
streamflow events are associated with the same storm, or in a few cases, multiple storms. These 3category events are found to occur throughout the year and, on average, result in more intense
precipitation and streamflow events than both 1- and 2-category events. Composites of isolated
streamflow events indicate that antecedent warming and moistening of the environment is essential
to these events, suggesting snowmelt could be associated with the 1-category streamflow events.
These results show that there are distinct synoptic-scale signals related to the seasonality
and storm type of the strongest precipitation and streamflow events that can be incorporated into
any planning or forecasting analysis for the Ashokan reservoir as well as the surrounding area,
though the framework presented here can be easily replicated for any location. A common priority
to all watershed managers is the issue of flood control (Frei and Kelly-Voicu 2017). It is clear from
this analysis that ETCs require as much attention and planning as TCs for heavy precipitation
events. A medium-range forecast from a weather model is likely to have smaller biases in the
representation of synoptic-scale features and the mean sea level pressure distribution compared to
the location and magnitude of precipitation. Therefore, when evaluating the confidence of a
hydrometeorological event occurring five to seven days in advance, forecasters can utilize
anomalies of synoptic-scale features as preliminary indications concerning the magnitude of a
hydrometeorological event. The evolution of the large-scale atmospheric circulation detailed here
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provides a benchmark for future analyses. Such documentation is especially important given the
frequency of heavy precipitation and high streamflow events and their causes may change with
climate change. The analysis also provides forecasters and water managers additional guidance
when identifying unique patterns and anomalies in longer-range forecasts that aim at controlling
the extent of floods in watersheds.
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CHAPTER 3:
Tropical Cyclone Storm Surge Probabilities for the East Coast of the United States: A
Cyclone-Based Perspective
Katherine L. Towey, James F. Booth, Alejandra Rodriguez Enriquez, Thomas Wahl

This chapter has been published in Natural Hazards and Earth System Sciences:
Towey, K. L., J. F. Booth, A. Rodriguez Enriquez, and T. Wahl, 2022: Tropical cyclone
storm surge probabilities for the east coast of the United States: A cyclone-based
perspective. Nat. Hazards Earth Syst. Sci., 22, 1287–1300, doi:10.5194/nhess-22-12872022.

Abstract:
To improve our understanding of the influence of tropical cyclones (TCs) on coastal
flooding, the relationships between storm surge and TC characteristics are analyzed for 12 sites
along the east coast of the United States. This analysis offers a unique perspective by first
examining the relationship between the characteristics of TCs and their resulting storm surge and
then determining the probabilities of storm surge associated with TCs based on exceeding certain
TC characteristic thresholds. Using observational data, the statistical dependencies of storm surge
on TCs are examined for these characteristics: TC proximity, intensity, path angle, and propagation
speed, by applying both exponential and linear fits to the data. At each tide gauge along the east
coast of the United States, storm surge is influenced differently by these TC characteristics, with
some locations more strongly influenced by TC intensity and others by TC proximity. The
correlation for individual and combined TC characteristics increases when conditional sorting is
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applied to isolate strong TCs close to a location. The probabilities of TCs generating surge
exceeding specific return levels (RLs) are then analyzed for TCs passing within 500 km of a tide
gauge, where between 6% and 28% of TCs were found to cause surge exceeding the 1-year RL. If
only the closest and strongest TCs are considered, the percentage of TCs that generate surge
exceeding the 1-year RL is between 30% and 70% at sites north of Sewell’s Point, VA, and over
65% at almost all sites south of Charleston, SC. When examining storm surge produced by TCs,
single-variable regression provides a good fit, while multi-variable regression improves the fit,
particularly when focusing on TC proximity and intensity, which are, probabilistically, the two
most influential TC characteristics on storm surge.

3.1 Introduction
Population increases and development without adequate planning for hazards in coastal
regions have led to an increase in exposure and vulnerability to coastal flooding in low-lying areas
(e.g., Strauss et al. 2012; Hallegatte et al. 2013). Some of the factors that affect storm surges, which
drive the largest coastal flooding events, are likely to become worse in the future, through rising
sea levels (e.g., Tebaldi et al. 2012; Sweet and Park 2014; Moftakhari et al. 2015) and increasing
storm intensities with anthropogenic climate change (e.g., Sobel et al. 2016). The changes to these
factors will influence how much destruction storm surge may cause in low-lying communities in
the future (e.g., Rahmstorf 2017), and therefore we must fully understand the relationship between
surge and these factors in the current climate. The study herein will thus focus on the relationship
between tropical cyclones (TC) characteristics and storm surge for the east coast of the United
States (US).
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Along the US east coast, both TCs and extratropical cyclones (ETCs) can create storm
surges that generate major hazards to coastal areas (e.g., Zhang et al. 2000; Colle et al. 2010; Booth
et al. 2016). For ETCs, different atmospheric circulation patterns can produce large surge, with the
highest median surge occurring with a slow-moving ETC in conjunction with an anticyclone
located to its north (Catalano and Broccoli 2018). The most common track paths of ETCs causing
storm surge differ for the mid-Atlantic and the northeast US (Booth et al. 2016). Additionally,
cities that are farther north tend to have fewer TC-related storm surge extremes (Needham et al.
2015). This is because at higher latitudes, TCs encounter environmental conditions that do not
promote the sustainability of TCs, including lower sea surface temperatures and increased wind
shear associated with the jet stream, particularly later in the Atlantic hurricane season. However,
even as far north as Boston, MA, four of the top 10 surge events since 1979 were caused by TCs
(Booth et al. 2016).
Although both TCs and ETCs can generate surge, it is important to note that some of the
energetics of the atmosphere differ for TCs and ETCs. While both TCs and ETCs are
fundamentally low-pressure systems, TCs derive their energy through latent heat release over
warm ocean waters, whereas ETCs gain their energy from the presence of air masses with different
temperature and moisture characteristics (e.g., Jones et al. 2003; Yanase and Niino 2015). Due to
these differences in storm dynamics, flood exceedance curves for TCs and ETCs can exhibit
different characteristics when considering long timescales (i.e., 100-year events) as more extreme
events are likely to be associated with TCs (Orton et al. 2016). Thus, even though TCs occur much
less frequently than ETCs along the US east coast (e.g., Booth et al. 2016), individual TCs can
cause more damage as they often are associated with more moisture and stronger winds than ETCs.
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Therefore, it is the focus of this research to understand how differences in certain characteristics
of TCs relate to storm surge.
Several studies have utilized numerical models to assess the relationship between storm
surge and TC characteristics. Synthetic TC tracks along the mid-Atlantic and the northeast US
have been heavily utilized to identify various relationships between surge and wind speed (Lin et
al. 2010), TC tracks (Garner et al. 2017), and landfall angle (Ramos-Valle et al. 2020).
Additionally, Camelo et al. (2020) simulated 21 storms in the Gulf of Mexico and along the east
coast of the US and found no individual TC characteristic correlates well with storm surge. The
effect of the size of hurricanes on storm surge was found to be significant in the Gulf of Mexico
(e.g., Irish et al. 2008; Needham and Keim 2014). While comparing both observed and modeled
surge heights, Bloemendaal et al. (2019) affirmed that surge height is influenced by the intensity
and size of TCs in addition to coastal complexities and slope. Peng et al. (2006) examined the
sensitivity of surge induced by both offshore and onshore winds to wind speed and direction.
Needham and Keim (2014) empirically found that storm surge correlates better with TC winds
pre-landfall as opposed to winds at landfall; Roberts et al. (2015) found a similar result for all
storm types. Modeling work also suggests that with anthropogenic climate change, TCs will
become stronger and peak intensity will occur at higher latitudes, and thus, changes to the intensity,
frequency, and tracks of TCs are likely to impact storm surge (Knutson et al. 2020). While many
studies have focused on utilizing synthetic tracks and models to better understand the relationship
between storm surge and TCs, to our knowledge, no previous assessment has examined historical
surge observations with a focus on surge variability relative to TC characteristics in addition to
calculating storm surge exceedance probabilities based on TC characteristics. Therefore, we have
designed an analysis to utilize past observations to determine the correlation between storm surge
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and TC characteristics as well as utilize those characteristics to determine the likelihood of surge
exceeding some threshold at various locations along the eastern US.
The magnitude of storm surge at a location is also impacted by coastal characteristics, such
as its bathymetry (Weaver and Slinn 2010), wind drag coefficients and bottom friction (Akbar et
al. 2017), coastal complexities (Bloemendaal et al. 2019), depth of near-shore waters combined
with the astronomical tide cycle (Rego and Li 2010; Talke et al. 2014), and geomorphic changes
in the coastal regions (e.g., Familkhalili et al. 2020). While these factors are important to surge,
our focus will be on characteristics related to TCs, including the TC proximity to a tide gauge; TC
intensity, measured through its mean sea level pressure (MSLP); TC path angle; and TC
propagation speed, all of which can be ascertained from historical cyclone track information. Since
this TC information and storm surge data are timestamped, we can relate the two datasets together.
By utilizing this method of storm attribution, the analysis herein examines surge events and TCs
in the observed record to understand empirically how TC characteristics can influence storm surge.
In this paper, we present a two-part analysis that examines how the magnitude of storm
surge events associated with TCs varies based on the characteristics of the TCs themselves at
various locations along the east coast of the US. Section 3.2 describes the data and methods used
in calculating storm surge and associating storm surge events with TCs. Section 3.3 is divided into
two parts, with part one first analyzing how TC characteristics both individually and in conjunction
with one another correlate with the magnitude of storm surge. We further explore whether
examining TC characteristics individually or combined with one another improves the
predictability of storm surge. Part two computes the return levels of storm surge and examines the
likelihood of the return level of storm surge being exceeded by TCs that meet certain criteria. The
paper concludes with a discussion of the results in section 3.4.
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3.2 Data and methodology
Section 3.2.1 describes how the storm surge data are calculated from the original water
level data. Section 3.2.2 details the algorithm which associates storm surge events with TCs as
well as the TC characteristics that are examined in relation to the storm surge.
3.2.1 Storm surge data
The water level data utilized in this analysis are obtained from the National Oceanic and
Atmospheric Administration (NOAA) Tides and Currents website (NOAA 2021). Twelve tide
gauges, which record the water levels, that span along the east coast of the US were selected for
this analysis (Table 3.1). Our analysis begins in 1946 for most sites, unless the station has data
available beginning in a year later than 1946, as shown in Table 3.1, and ends in 2019 for all sites.
It is important to note that the water level data are not continuous for all locations and thus, some
sites may contain gaps in the data. The year 1946 is selected as the starting year in our analysis
because in 1945, the NOAA-predicted tide and/or sea level data appeared to have a timing issue
at some locations where the data were offset, which caused the difference between the sea level
and the tide to have a tidal pattern.
The water level data are initially provided in hourly time intervals. Each water level time
series results from a combination of the mean sea level, astronomical tides, and non-tidal residual,
which mainly contains the surge component. While the wave setup is an important component to
the water level (e.g., Phan et al. 2013; Marsooli and Lin 2018), we neglect this component in our
calculation of storm surge due to its overall complexities and its variations based on location and
storm intensity. Additionally, the wave setup in the non-tidal residual is minimal because tide
gauges are typically located in protected areas, such as harbors and bays. To obtain surge heights,
we first remove the astronomical tide, which is provided on the NOAA Tides and Currents website
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(NOAA 2021), from the water level data and then remove low-frequency trends by subtracting a
365-day running mean of the water level for each site’s water level time series. We refer to the
resulting value as surge. Using hourly surge, we find the maximum surge per day and refer to this
value as the maximum daily storm surge.
TABLE 3.1. Locations of tide gauges used in analysis with their location and length of data record,
which spans through 2019 for all sites. TCs are separated based on whether they undergo
extratropical transition (ET TCs) or do not (non-ET TCs). The number of TCs within 500 km before
and after the removal of missing MSLP values is included here. The average MSLP of TCs through
the time-averaging technique within 500 km, 250 km, and 100 km, which are referenced
throughout the paper, is included here.
Location

Latitude Longitude

Number of Number of nonAverage
Average
Average
Starting
non-ET
ET TCs (ET
MSLP of non- MSLP of non- MSLP of nonYear of
TCs (ET
TCs) within 500
ET TCs within ET TCs within ET TCs within
Record TCs) within km with MSLP
500 km (hPa) 250 km (hPa) 100 km (hPa)
500 km
available

Portland, ME

43.66°N

70.25°W

1945

34 (62)

31 (52)

983.5

987.8

981.1

Boston, MA

42.36°N

71.05°W

1945

50 (68)

44 (58)

983.1

983.3

985.0

Newport, RI

41.51°N

71.33°W

1946

58 (68)

53 (55)

981.7

984.0

988.7

New York,
NY

40.70°N

74.02°W

1946

70 (59)

64 (51)

984.8

984.5

984.6

Sandy Hook,
NJ

40.47°N

74.01°W

1946

73 (59)

67 (50)

984.6

984.2

984.6

Cape May, NJ 38.97°N

74.96°W

1966

49 (36)

49 (36)

985.6

985.2

977.6

Sewell’s
Point, VA

36.95°N

76.33°W

1946

109 (52)

101 (44)

987.0

985.1

990.9

Duck, NC

36.18°N

75.75°W

1979

59 (28)

59 (28)

986.2

985.7

988.1

Charleston,
SC

32.78°N

79.92°W

1946

122 (37)

104 (31)

986.6

987.1

988.9

Fort Pulaski,
GA

32.04°N

80.90°W

1950

110 (27)

96 (23)

986.4

989.1

992.0

Fernandina
Beach, FL

30.67°N

81.47°W

1946

128 (26)

113 (20)

989.5

988.7

991.4

Key West, FL 24.55°N

81.81°W

1950

113 (4)

100 (4)

990.7

985.4

982.0
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3.2.2 Methods
Using our dataset of maximum daily storm surge for each site, we associate the surge events
with TCs. The National Hurricane Center’s Atlantic hurricane database (HURDAT2; Landsea and
Franklin 2013) is used to identify TCs. The HURDAT2 database provides at least 6-hourly
observations of each TC, and in some rare instances, at a shorter time interval of 3 h; therefore, we
use only the 6-hourly data for all TCs. The TC variables we utilize are its location, central MSLP
minimum (hPa), and maximum sustained surface wind speed, defined as the maximum 1-min
average wind speed at 10 m (knots). All TCs that pass within 500 km of a tide gauge are retained
for this analysis. We initially consider a search radius of 500 km due to the typical spatial sizes of
TCs, but we also examine smaller search radii of 250 km and 100 km. Generally, a search radius
beyond 500 km is too large when considering the spatial size of TCs (e.g., Booth et al. 2016) as
TCs located beyond 500 km from a location will have limited impacts. Distance from tide gauges
to the TC centers are calculated using great circles. We then find all time steps along the TC track
when the TC was within 500 km and examined what the maximum daily storm surge was at each
of those time steps. We consider all TCs in the HURDAT2 database that are categorized as a
tropical storm or hurricane when the storm is within 500 km, meaning their maximum sustained
wind speed is at least 34 kn. Thus, if a cyclone in the database only reaches tropical depression
strength during the time that it is within 500 km of a specific site, it is not included in our analysis.
Additionally, we exclude any TCs that undergo extratropical transition (ET) and are classified as
“extratropical” in HURDAT2 while the TC is within 500 km of a tide gauge since these TCs can
no longer be considered purely tropical in nature. The percentage of TCs that undergo ET increases
with latitude, with the six most northern sites in this analysis observing over 40 % of TCs that
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undergo ET (Table 3.1). Additional analysis for these six sites comparing non-ET TCs and ET
TCs is presented in section 3.3.
To determine the maximum storm surge associated with a TC at a given location, only the
time steps for when a TC was within 500 km of a tide gauge are considered as when the storm
surge could be realistically attributable to a TC. First, the maximum daily storm surge that occurred
on the day of each time step is assigned to each time step along the TC track. For example, if there
are five time steps spaced apart by 6 h and three of the five time steps are on the same day, those
three time steps would be assigned the same storm surge value – the maximum surge for that day.
Then, the highest storm surge of all of these time steps within 500 km is the storm surge value
attributed to a TC as it is the maximum surge produced by the TC. We note that the storm surge
we find in this manner is not necessarily the storm surge that occurs at the time when the TC was
closest to the tide gauge. However, if there are multiple time steps while the TC was within 500
km that have the same surge value, the closest time step along the TC track is utilized in the
analysis. While it is near physically impossible for two TCs to be within 500 km of each other, the
algorithm is set up such that in the case that there are multiple TCs within 500 km of a tide gauge,
the closest TC would be the one more likely to be attributable to the storm surge and thus is the
one that is retained for the analysis.
The first part of our analysis utilizes variables provided in the HURDAT2 dataset to
examine how the maximum daily storm surge varies with TC proximity, intensity, path angle, and
propagation speed. In our analysis of the relationships between storm surge and TC characteristics,
we apply both linear and exponential fits. The residual standard error (RSE) is calculated to assess
both the linear and exponential fits of each relationship where a lower RSE indicates a better fit.
This method was utilized in Needham and Keim (2014) in examining the relationship between
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surge and wind speed. In our analysis, both linear and exponential fits display similar RSE values,
which suggests there is no physical reason why one relationship is favored over the other. When
analyzing linear fits, correlation coefficients are calculated using the Pearson method. To test for
statistical significance, we use the p-value method, where we select a significance level of 5%.
The null hypothesis is that the correlation coefficient of our data sample is not significantly
different from zero. If the p-value is less than the significance level of 5%, we reject the null
hypothesis and thus conclude that there is a statistically significant relationship among our data.
For TC intensity, our primary analysis uses MSLP. Since MSLP data are missing for some
instances, we use the average of MSLP values that are recorded over the time window from 18 h
prior to the surge maximum to 6 h post surge maximum. This choice of timing is motivated by the
results of Needham and Keim (2014), who found storm surge best correlates with TC winds 18 h
prior to landfall. Additionally, we tested different time windows, shifting it forward or backward
in time relative to the time of the surge maximum, including 24 h prior to 12 h post, 12 h prior to
6 h post, and 6 h prior to 6 h post and found the correlation between surge and MSLP for each time
window does not vary significantly. The time window from 18 h prior to 6 h post displayed the
highest correlation and was thus chosen as the time window to average TC characteristics over.
Hereafter, this will be referenced with respect to other variables throughout this analysis as the
time-averaging technique. If there are no recorded MSLP values during this time-averaging
window, we remove the TC from our analysis. Table 3.1 indicates the number of TCs within 500
km for each site before and after we remove those TCs from our analysis. We also analyzed the
maximum surface wind speed as a measure of TC intensity but found that wind speed and MSLP
are highly correlated (Fig. B.1), and thus, we just consider MSLP as a measure of TC intensity for
this analysis.
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For the calculation of TC path angle, we calculate the change in latitude and longitude
between time steps separated by five time steps along the track of the TC. This method allows us
to examine the change in the direction of the TC over a longer period of time as opposed to between
consecutive time steps. The atan2d function in MATLAB is then utilized to find the TC path angle,
as this function returns the four-quadrant inverse tangent. The TC path angles range from 0° or
360° (eastward) to 90° (northward) to 180° (westward) to 270° (southward). Examples of TC
tracks and their respective path angles for New York, NY, and Charleston, SC, are shown in figure
3.1. The TC path angles are not grouped relative to the site of the tide gauge; rather they are relative
to the direction the TC is moving around the time of the surge maximum. For both New York and
Charleston, the majority of TCs propagate toward the northeast around the time of the surge
maximum, though there are many TCs that also move toward the northwest in Charleston.

FIGURE 3.1. Tracks of TCs within 500 km for New York, NY (top row), and Charleston, SC (bottom
row), separated by path angles around the time of the surge maximum. Colors of tracks indicate
the path angle as portrayed in the key and include toward the ENE (light blue, column 1), NNE
(dark blue, column 2), NNW (red, column 3), WNW (magenta, column 4), SW (green, column 5),
and SE (orange, column 6). The tide gauge location is indicated by the black dot and the search
radius of 500 km around the location is indicated by the black circle.
Propagation speed is calculated using the distance traveled per 6-hourly time step based on
great circles. We then apply the time-averaging technique. For the data that we analyzed, however,
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the relationship between the surge maximum and TC propagation speed is negligible and is not
included in this analysis. This does not mean that propagation speed does not have some physical
impact on the surge generated by a TC, but rather that its sole influence on surge is more complex
compared to the other variables that influence surge.
The second part of this analysis examines the exceedance probability of a storm surge event
through calculating the storm surge heights for various return periods at each site. Surge return
levels are calculated using a peaks-over-threshold method (Coles 2001) by fitting a generalized
Pareto distribution (GPD) to the top 1% of daily storm surge events at each location. Before
performing the fitting to the GPD, the events over the threshold are de-clustered using a 2-day
window, so we satisfy the assumption of independence (e.g., Wahl et al. 2017). Return levels at 1, 2-, 5-, 10-, and 25-year intervals are determined from the GPD and are included in Table 3.3. The
likelihood that a TC meets certain criteria (i.e., TC proximity of within 500 km of a location) and
produces storm surge exceeding the threshold associated with a 1-year return level is examined
through a probabilistic analysis.

3.3 Results
Section 3.3.1 examines the correlation between storm surge and TC characteristics
individually, combined, and through conditional sorting. Section 3.3.2 assesses the probabilities
associated with TCs producing storm surge exceeding the 1-year return level given certain TC
characteristics.
3.3.1 Storm surge correlation with TC characteristics
For our correlation analysis, the first characteristic we analyze is the distance between the
TC center and the tide gauge, hereafter referred to simply as TC proximity. When considering TCs
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that pass within 500 km of a location, the magnitude of storm surge generally increases for TCs
that are closer to a given site (Fig. 3.2). Many of the largest storm surge events do tend to be at
distances less than 200 km for most locations. However, as seen in figure 3.2, there are also
instances where TCs close to a location generate relatively small storm surge. Conversely, there
are also instances where TCs are further away from a location but result in high storm surge (e.g.,
Charleston, SC, in Fig. 3.2). For most locations, RSE is very similar when applying both linear
and exponential fits, with the greatest difference seen at Newport, RI. Since we focus only on TCs
that are considered purely tropical, i.e., they do not undergo ET (non-ET TCs), in this analysis, we
include a supplemental figure to compare the relationship between surge and TC proximity for
non-ET TCs against ET-TCs for the six most northern sites, which have at least 40% of their TCs
undergo ET. When examining storm surge as a function of distance for ET TCs, the fit worsens
compared to that for non-ET TCs for these six sites (Fig. B.2.).
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FIGURE 3.2. Linear (red solid line) and exponential (blue solid line) fit between storm surge (m)
and TC proximity (km) with 95 % confidence intervals (dashed lines) for all TCs within 500 km.
Residual standard error (RSE) is provided for each type of fit with the lower value bolded.
The second characteristic we consider is TC intensity, based on the MSLP of the TC, as
discussed in Section 3.2.2. All locations display a similar relationship in which the magnitude of
storm surge is larger for TCs with lower MSLP, which generally signifies a more intense TC (Fig.
3.3). Exponential fits are only shown for subsequent figures since for all figures, linear and
exponential fits were found to be very similar, as was seen in figure 3.2. The lowest RSE is seen
at Portland, ME; Boston, MA; and Key West, FL. As seen in figure 3.2 with TC proximity, figure
3.3 indicates a similar conclusion, in which TC intensity alone does not fully explain the variability
in storm surge. For some locations, such as Sandy Hook, NJ; Sewell’s Point, VA; and Duck, NC,
the lower RSE, compared to the TC proximity analysis, would indicate that there is value added
by examining the intensity of TCs in addition to TC proximity. We also examined the time rate of
change in the MSLP of TCs and found that there was considerable variability from case to case
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and no strong statistical relationship. When examining storm surge as a function of MSLP for ET
TCs, the fit worsens slightly for Portland, ME; Boston, MA; and Newport, RI, but improves
slightly for New York, NY; Sandy Hook, NJ; and Cape May, NJ (Fig. B.3). This analysis of ET
TCs highlights the complexities associated with the change in storm dynamics as a TC transitions
into an ETC and is why we exclude these TCs from our primary analysis.

FIGURE 3.3. Exponential fit (blue solid line) between storm surge (m) and MSLP (hPa) with 95 %
confidence intervals (dashed line) for all TCs within 500 km. Residual standard error (RSE) is
provided for the exponential fit.
The path that a TC takes relative to each location is also likely to influence the magnitude
of the resulting storm surge. This would be due to the direction of the onshore winds around the
TC toward a tide gauge that can greatly influence storm surge. Figure 3.4 shows how the magnitude
of storm surge varies based on the angle of the TC track relative to each location around the time
of storm surge event for all TCs within 500 km. The TCs near the most northern sites along the
New England coastline (e.g., Portland, ME and Boston, MA) almost exclusively move toward the
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northeast. For locations at lower latitudes, the range of track paths grows, with more TCs moving
toward the northwest and southwest, especially for locations south of Sewell’s Point, VA. For
locations north of Cape May, NJ, the largest storm surge events tend to occur as TCs move toward
the northeast, in which onshore winds associated with the counterclockwise flow around the TC
would push water toward the coastline. Hurricane Sandy, one of the most infamous events to occur
in this region, was a unique system in part to due to its southeasterly track toward the New Jersey
coastline, which varied considerably from the general track direction toward the northeast that is
more commonly observed in this region (Hall and Sobel 2013). Since our primary focus in this
analysis is on TCs that do not undergo ET, Sandy is not included in this analysis as it underwent
ET upon approaching New Jersey. For most locations, however, there is not a significant difference
in the median storm surge between different track paths (Fig. 3.4). The starkest difference in storm
surge based on track path is seen in Fernandina Beach, FL, where TCs moving toward the eastnortheast have a median storm surge of 0.23 m, whereas TCs moving toward the west-northwest
have a median storm surge of 0.57 m.
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FIGURE 3.4. Storm surge (m) separated by track path angle. Arrows along the x-axis indicate
range of TC track movement, which is similar to track path angle key in figure 3.1. From left to
right, arrows correspond to ENE (light blue), NNE (dark blue), NNW (red), WNW (magenta), SW
(green) and SE (orange). The horizontal black line indicates the median value of storm surge for
each group of track path angles.
Individually, we have shown how the magnitude of storm surge varies based on TC
proximity, intensity, and track path. We also examined the influence of propagation speed (Fig.
B.4) and found a negligible correlation with storm surge, suggesting that the magnitude of storm
surge does not have a clear relationship with propagation speed. Next, we use conditional sorting
to explore whether a stronger relationship exists among these TC characteristics with storm surge.
To see how the combination of these variables can influence the predictability of storm
surge, we examine how the magnitude of storm surge correlates against distance for only TCs that
are stronger than the climatological average MSLP for all TCs within 500 km of a site which
hereafter are referred to as strong TCs (Fig. 3.5). The average MSLP is calculated for each location
and is provided in Table 3.1. The strongest relationship is seen in Boston, MA, and Key West, FL.
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Each data point in figure 3.5 is color coded based on the average track path angle for each storm
surge event. For strong TCs, most locations show no discernible relationship with track path angle
when analyzing storm surge and distance. For both New York, NY, and Sandy Hook, NJ, which
are closely located to one another, TCs that move toward the east-northeast are often associated
with lower storm surge and are further away, whereas TCs that move toward the north-northeast
occur at all distances and subsequently result in storm surge of both low and high magnitudes. We
also used conditional sorting to examine how the magnitude of storm surge correlates with MSLP
for only TCs within 250 km (Fig. B.5) and saw a similar improvement in the fit as shown in this
analysis. Conditional sorting based on TC path angle and, separately, TC propagation speed, did
not show a statistical relationship between TC proximity and surge.

FIGURE 3.5. Exponential fit (black solid line) between storm surge (m) and TC proximity (km) for
only strong TCs within 500 km with 95 % confidence intervals (dashed black line). Exponential fit
(gray solid line) and 95 % confidence intervals (dashed gray line) from Figure 3.2 are also
included for comparison to all TCs regardless of intensity. Data points are color coded based on
average track path angle as outlined in Figure 3.4. Residual standard error (RSE) is provided for
the exponential fit.
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To complement the exponential fit analysis shown in figures 3.2 – 3.5, we next examine
correlation coefficients based on linear fits. In our linear regression analysis, we explore how the
statistical fit changes if we consider multiple predictors and/or conditional sorting of the data. A
comparison of the relationships between surge and TC proximity (Fig. 3.2) and those for surge and
TC proximity after conditionally sorting to isolate for stronger TCs (Fig. 3.5) indicates that many
locations exhibit an increase in their correlation coefficient. Table 3.2 displays the correlation
coefficients for individual, combined, and conditionally sorted variables in their ability to predict
storm surge at each location. Each location exhibits a negative correlation that is statistically
significant (p < 0.05) at all sites based on the method described in Section 3.2.2 between storm
surge and both TC proximity and intensity. This negative correlation suggests that as TC proximity
to a location decreases, the magnitude of the storm surge increases, highlighting the importance of
TCs that are close to a location. While the relationships are statistically significant, the strength of
the relationship of surge with TC proximity and intensity, individually, varies based on location.
Most locations exhibit a higher correlation with TC proximity than TC intensity. Only Sewell’s
Point, VA; Duck, NC; and Fort Pulaski, GA, exhibit a higher correlation with TC intensity than
TC proximity. When TC proximity and intensity are combined as predictors of surge, the
correlation increases compared to the correlation for the variables individually and are statistically
significant (p < 0.05) for all locations. If we isolate only TCs that are considered strong (i.e., MSLP
is less than or equal to the average MSLP of all TCs within 500 km of a site) and then examine the
predictability of storm surge based on TC proximity, we see that the correlation increases and is
statistically significant (p < 0.05) for all locations except Duck, NC (Table 3.2, Column 5).
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TABLE 3.2. Correlation coefficients from linear analysis of storm surge with TC proximity, TC
intensity, combination of TC proximity and intensity, and TC proximity for only strong TCs.
Correlation coefficients that are not statistically significant have an asterisk.

-0.43

TC
proximity
and intensity
-0.70

TC proximity
for only strong
TCs
-0.66

-0.43

-0.41

-0.57

-0.70

Newport, RI

-0.65

-0.35

-0.73

-0.77

New York, NY

-0.62

-0.41

-0.71

-0.77

Sandy Hook, NJ

-0.58

-0.41

-0.69

-0.75

Cape May, NJ

-0.52

-0.48

-0.66

-0.60

Sewell’s Point, VA

-0.45

-0.56

-0.68

-0.48

Duck, NC

-0.35

-0.58

-0.62

-0.34*

Charleston, SC

-0.46

-0.42

-0.63

-0.61

Fort Pulaski, GA

-0.37

-0.43

-0.55

-0.39

Fernandina Beach, FL

-0.54

-0.48

-0.68

-0.57

Key West, FL

-0.64

-0.37

-0.70

-0.75

Location

TC proximity

TC intensity

Portland, ME

-0.65

Boston, MA

3.3.2 Storm surge exceedance probabilities
In considering impacts and coastal disaster planning, hazards are often ranked using return
periods. These metrics provide timescales that help in conceptualizing the potential magnitudes of
the hazards, and therefore we have analyzed the return periods for the storm surge events at our
study locations. Herein we report on the relationship between the return periods and the TC
characteristics using conditional sorting that builds on the lessons learned from our regression
analysis in the previous section.
We calculate return levels for various return periods for each location (Table 3.3) using the
peaks-over-threshold method as previously described in Section 3.2.2. Return levels are calculated
using daily storm surge values for each location for all times during the year. In our analysis, we
focus on the 1-year return level, which would mean on average, a location could expect to
experience one storm surge event of this magnitude each year.
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TABLE 3.3. Return levels (m) for each location for return periods of 1-, 2-, 5-, 10-, and 25-year
intervals.
Location

1-yr

2-yr

5-yr

10-yr

25-yr

Portland, ME

0.60 m

0.71 m

0.86 m

0.97 m

1.13 m

Boston, MA

0.68 m

0.81 m

0.98 m

1.11 m

1.27 m

Newport, RI

0.60 m

0.72 m

0.89 m

1.04 m

1.27 m

New York, NY

0.81 m

0.98 m

1.22 m

1.41 m

1.69 m

Sandy Hook, NJ

0.83 m

1.00 m

1.26 m

1.47 m

1.79 m

Cape May, NJ

0.73 m

0.85 m

1.00 m

1.10 m

1.22 m

Sewell’s Point, VA

0.73 m

0.88 m

1.07 m

1.22 m

1.43 m

Duck, NC

0.61 m

0.71 m

0.83 m

0.92 m

1.04 m

Charleston, SC

0.53 m

0.63 m

0.80 m

0.97 m

1.25 m

Fort Pulaski, GA

0.63 m

0.75 m

0.92 m

1.06 m

1.27 m

Fernandina Beach, FL

0.76 m

0.88 m

1.06 m

1.21 m

1.45 m

Key West, FL

0.20 m

0.24 m

0.31 m

0.39 m

0.55 m

Using the 1-year return levels, we seek to determine the probability of storm surge
exceeding this threshold, conditional on certain TC characteristics (Table 3.4). First, we examine
the probability of TCs within a specific distance resulting in storm surge exceeding the 1-year
return level. As the distance decreases from 500 km to 100 km, the percentage of TCs producing
storm surge that exceeds the 1-year return level increases. This would indicate that as a TC gets
closer, the likelihood that it produces high surge is greater than if it were at a further distance. At
a distance of 250 km, fewer than 15% of TCs have resulted in storm surge that exceeds the 1-year
return level at two of the three most northern sites, Boston, MA, and Newport, RI, as well as Duck,
NC (Fig. 3.6a). Three of the four most southern sites, including Charleston, SC; Fernandina Beach,
FL; and Key West, FL, have experienced more than 30% of TCs within 250 km resulting in storm
surge exceeding the 1-year return level, with over 50% at Key West, FL.
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TABLE 3.4. Percentages for each location of TCs within 500 km, 250 km, and 100 km under two
criteria: 1) within a specified distance that produced surge exceeding 1-year return level and 2)
within a specified distance and whose MSLP is less than or equal to the average MSLP of all TCs
within a specified distance that produced surge exceeding 1-year return level. The number of
individual TCs that met all criteria is given by N and the total number of TCs that met the distance
and/or intensity criteria but did not exceed the return level is given by the bracketed number. The
N number divided by the bracketed number will give the percentage in the same box.
Location

For TCs within X distance, how many
produce surge exceeding 1-yr return level?

For strong TCs within X distance, how many
produce surge exceeding 1-yr return level?

500 km

250 km

100 km

500 km

250 km

100 km

Portland, ME

6.45%
N = 2 [31]

18.18%
N = 2 [11]

50.00%
N = 1 [2]

13.33%
N = 2 [15]

50.00%
N = 2 [4]

100.00%
N = 1 [1]

Boston, MA

6.82%
N = 3 [44]

12.50%
N = 2 [16]

20%
N = 1 [5]

13.04%
N = 3 [23]

28.57%
N = 2 [7]

50.00%
N = 1 [2]

Newport, RI

7.55%
N = 4 [53]

11.54%
N = 3 [26]

25.00%
N = 2 [8]

14.29%
N = 4 [28]

23.08%
N = 3 [13]

66.67%
N = 2 [3]

New York, NY

7.81%
N = 5 [64]

20.83%
N = 5 [24]

25.00%
N = 3 [12]

12.12%
N = 4 [33]

36.36%
N = 4 [11]

40.00%
N = 2 [5]

Sandy Hook,
NJ

7.46%
N = 5 [67]

20.83%
N = 5 [24]

25.00%
N = 3 [12]

11.43%
N = 4 [35]

36.36%
N = 4 [11]

33.33%
N = 2 [6]

Cape May, NJ

12.24%
N = 6 [49]

15.79%
N = 3 [19]

0.00%
N = 0 [4]

20.00%
N = 5 [25]

25.00%
N = 3 [12]

0.00%
N = 0 [2]

Sewell’s Point,
VA

15.84%
N = 16
[101]

21.82%
N = 12 [55]

16.67%
N = 3 [18]

27.91%
N = 12 [43]

34.62%
N = 9 [26]

33.33%
N = 3 [1]

Duck, NC

16.95%
N = 10 [59]

14.29%
N = 5 [35]

8.33%
N = 1 [12]

33.33%
N = 9 [27]

29.41%
N = 5 [17]

20.00%
N = 1 [5]

Charleston, SC

27.88%
N = 29
[104]

33.90%
N = 20 [59]

30.00%
N = 6 [20]

50.00%
N = 22 [44]

60.71%
N = 17 [28]

71.43%
N = 5 [7]

Fort Pulaski,
GA

26.04%
N = 25 [96]

27.78%
N = 15 [54]

26.32%
N = 5 [19]

40.00%
N = 16 [40]

42.86%
N = 9 [21]

42.86%
N = 3 [7]

Fernandina
Beach, FL

24.78%
N = 28
[113]

40.68%
N = 24 [59]

36.84%
N = 7 [19]

45.00%
N = 18 [40]

68.00%
N = 17 [25]

66.67%
N = 4 [6]

Key West, FL

26.00%
N = 26
[100]

52.38%
N = 22 [42]

55.56%
N = 10 [18]

34.38%
N = 11 [32]

61.54%
N = 8 [13]

71.43%
N = 5 [7]

From our analysis in Section 3.1, we found that distance alone is not sufficient when
considering the effect of a TC on the magnitude of storm surge. Therefore, we next report on the
probability of TCs within a specific distance and with a specific intensity. Because the average TC
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intensity varies across our study location, instead of using a fixed intensity threshold to sort the
TCs, we use the average intensity of all TCs within a specified distance per site. Herein we focus
on the TCs with MSLP lower than the site averages, i.e., the strongest 50th percentile of TCs per
site. At the smallest distance threshold analyzed, 100 km, all locations with the exception of Cape
May, NJ, and Duck, NC, have at least a third of all TCs resulting in storm surge exceeding the 1year return level. Similar to before, three of the four most southern sites, including Charleston, SC;
Fernandina Beach, FL; and Key West, FL, have experienced more than 67% of all TCs resulting
in storm surge exceeding the 1-year return level (Fig. 3.6b). In addition to these locations, however,
the three most northern locations, Portland, ME, Boston, MA, and Newport, RI experienced at
least 50% of all TCs resulting in storm surge exceeding the 1-yr return level. While the number of
TCs that are considered both close (< 100 km) and strong are small at these high latitudes, this
analysis shows that these types of TCs at these latitudes may result in high surge if they meet these
criteria.

FIGURE 3.6. Percentage of TCs that produce surge exceeding the location’s 1-year return level
and a) are within 250 km and b) are within 100 km and whose MSLP is less than or equal to the
average MSLP of all TCs within 100 km. Size of circles indicates the search radius around each
location. Color coding is based on the percentage value with <15% (light blue), 15-30% (dark
blue), 30-45% (green), 45-60% (red), and >60% (magenta).

67

While proximity and intensity of the TCs are important factors in predicting storm surge,
we cannot ignore the role of the TC path angle relative to each location around the time of the
surge maximum. While we have shown that some locations experience TCs from a specific range
of angles (Fig. 3.4), TC tracks with similar path angles can end up passing by a location in a
different quadrant relative to the tide gauge; for example, a TC could pass to either the northwest
or southeast of Charleston, SC, but have similar track path angles. In this scenario, one TC would
track over land while the other TC would track over the open water. This difference could impact
the structure of the TC, including its intensity and the direction of the winds relative to the tide
gauge, all of which might impact the magnitude of the storm surge. To consider this, we examine
TC locations and the intensity of the TC at the time of the surge maximum (Fig. 3.7). For this
figure, note that (1) color now represents the strength of the TCs around the time of the surge
maximum, and (2) because the surge is hourly and the TC locations are 6-hourly, the point of
maximum surge for a TC corresponds to the 6-hourly time that is closest to the surge maximum.
For locations north of Sewell’s Point, VA, there is a clear difference in tracks of strong TCs that
do and do not produce surge that exceeds the 1-year return level. For TCs that do produce surge
exceeding the 1-year return level, these TCs are much stronger than the average TC and take a
more meridional path whereas TCs that do not produce high surge are weaker and/or recurve out
to sea. The highest surge for TCs that produce surge exceeding 1-year return levels also generally
occurs when the TC is located to the southwest of each location, allowing for onshore winds to
push water towards the coastline. For locations that are further south, the picture is more
complicated as TCs approach from different directions. For these southern locations, there seems
to be greater dependence on TC intensity than on TC path angle. While a majority of the TCs that
produce surge exceeding the 1-year return levels at Charleston, SC; Fort Pulaski, GA; and
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Fernandina Beach, FL, generally move in a north-westward direction over Florida, nearly all of
them have an average intensity around the time of surge maximum of 980 hPa or less.

FIGURE 3.7. For each location, strong TC tracks for those TCs that do result in surge exceeding
1-year return level (left) and those that do not (right). Tracks are color coded based on average
MSLP as follows: > 990 hPa (light blue), 980 - 990 hPa (dark blue), 970 - 980 hPa (red), and <
970 hPa (magenta). The black circle represents 500 km radius. Green dots represent the closest
TC location at the time of surge maximum.
3.4 Conclusion
This study uses observations to examine the predictability of storm surge based on the
following TC characteristics: TC proximity, intensity, path angle, and propagation speed. At each
tide gauge along the east coast of the US, storm surge is influenced differently by these TC
characteristics, with some locations more strongly influenced by TC intensity (e.g., Sewell’s Point,
VA; Duck, NC; and Fort Pulaski, GA), but most sites were more strongly influenced by TC
proximity. All locations except Duck, NC, see an increase in the correlation of TC proximity with
storm surge once only strong TCs are considered.

69

When correlating storm surge with TC characteristics, we found the following for singlevariable correlations: TC propagation speed does not have statistically significant relationships
with surge amplitude; TC proximity and intensity both have a statistically significant (p < 0.05)
but low to moderate correlation; and TC path angle has a conditional dependence, but only at some
locations. Taken together, the results indicate that storm surge produced by TCs cannot be fully
explained by one TC characteristic. This result reinforces the natural variability of TCs, such that
each TC is unique in its shape, size, speed, and location. Thus, it is challenging to find a strong
correlation between storm surge and individual TC characteristics. For most sites, the highest
storm surge occurs when a TC is within 250 km of a site and the TC intensity is strong. This at
least affirms the natural assumption that a TC that is both close to a site and strong has the greatest
chance of resulting in high storm surge. Related to this point: when comparing all TCs within 500
km to those TCs considered strong within 500 km, the correlation increased for all locations except
Duck, NC.
When we consider all TCs that pass within 500 km of a site, the percentage of TCs that
cause surge exceeding the 1-year return level is between 6% and 28%, with the higher percentages
at the more southern sites. For a 100 km search radius, the percentage of TCs generating storm
surge exceeding the 1-year return level is larger at nearly all sites, with the exception of Cape May,
NJ, and Duck, NC, both of which exhibit a decrease. If we consider only the strongest TCs, almost
all sites have an increase in the probability of a 1-year surge exceedance. Cape May, NJ, and Duck,
NC, are again exceptions, signifying that other factors must play an important role in storm surge
generation. The site at Duck, NC, is unique from the other locations because it is not near or in a
bay or harbor. Meanwhile the site at Cape May, NJ, is unique because it is on southern edge of a
peninsula abutting the Delaware Bay. For sites that are farther south, there is a greater likelihood
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that TCs that pass within a fixed distance of a site will generate storm surge that exceeds the 1year return level. One reason for this is that TCs reach their maximum strength at lower latitudes.
Another issue to consider is that for the northern sites, ETCs have a larger influence in setting the
amplitude of the surge return levels (e.g., Booth et al. 2016). With this in mind, we have started a
new analysis that considers the implications of separating TCs and ETCs in probabilistic
assessments.
The full complexity of the relationship between TCs and storm surge becomes apparent
when we conditionally sort, based on TC intensity, the paths of TCs that do and do not generate
surges that exceed the 1-year return levels per site (Fig. 3.7). For some locations, there is a
suggestion of a relationship with TC distance and track path angle (e.g., Newport, RI), while for
other sites, the path seems less relevant than the TC intensity (e.g., Fernandina Beach, FL). Overall,
the story of this analysis is threefold: (1) using single and multi-variable regression to predict TCgenerated surge in the observational record provides a good but not great fit; (2) TC proximity and
intensity are better predictors than TC path angle or propagation speed, and (3) when a strong TC
passes within 100 km of a location, there is always at least a one-in-three chance that it will
generate at least an exceedance of the 1-year return level – with two site exceptions that depend
strongly on coastal geometry.
Before starting this study, we hypothesized that (based on basic physics) TC intensity
would have a strong relationship with storm surge, if we were able to isolate cases in which other
TC characteristics were similar. Ultimately, we found that isolating “the same type” of TC is not
simple. For the southernmost sites, the relationships are more obvious, and that is possibly due to
the larger sample size. For the more northern sites, one might consider testing the hypothesis using
numerical modeling, in which one could model a single TC and synthetically change details of the
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storm, as done previously by Lin et al. (2010), Garner et al. (2017), and Ramos-Valle et al. (2020).
However, we want to emphasize that such an approach is very different from our work herein,
because in the observational dataset it is not possible to ensure that only one characteristic of a TC
varies while all others remain constant.
While many studies have focused on the utilization of numerical models to understand the
relationship between TC characteristics and storm surge, this study uses historical observations
along the east coast of the US to assess the relationship between TC characteristics and storm
surge. This type of analysis allows us to understand the current relationship between TC
characteristics and storm surge so that this information can be applied to the understanding of how
storm surge and subsequently the characteristics of TCs, may change under a warming climate.
While no single TC characteristic determines how much surge will be generated, this analysis does
offer a unique perspective on the probabilities of surge events associated with all TCs rather than
only those that cause extreme surge.
This type of analysis, while limited to the east coast of the US, can be applied to any region
with a record of observations associated with any type of hazard to be used in conjunction with
any cyclone dataset. This cyclone-hazard association algorithm has been applied to associating
precipitation and streamflow events with both TCs and ETCs in the Catskill Mountains of New
York State (Towey et al. 2018). In this instance, ETC tracks were identified by applying a
Lagrangian tracking algorithm (Bauer et al. 2016), which follows centers of low sea level pressure,
to reanalysis data. Similar to our analysis presented herein, Lionello et al. (2019) linked sea level
anomalies to the intensity and position of cyclones in the Mediterranean Sea through the use of a
cyclone tracking algorithm. Given any observational dataset for a location and a cyclone tracking
algorithm, this type of analysis can be utilized to conduct similar research for any region.
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CHAPTER 4:
Sensitivity of Storm Tide Return Levels to Storm Type along the East Coast of the United
States

This chapter is being prepared for submission to a peer-reviewed journal.

Abstract:
To improve the understanding of storm tide levels, this study examines exceedance
probabilities along the east coast of the United States through the separation of storm tides
attributed to tropical cyclones (TCs) and extratropical cyclones (ETCs). Observational water level
data combined with a historical dataset of TCs and ETCs are utilized to highlight the differences
in storm tide return levels for TC- and ETC-related storm tides. The separation of TCs and ETCs
is warranted to adequately capture the differing storm frequencies and dynamics. At each site, sea
level rise has been observed since 1950. Sea level is, on average, at its highest in early Fall,
coinciding with the warmest ocean temperatures. Three sets of sensitivity analyses are performed
in our calculation of storm tide exceedance probabilities. First, we explore variations in the
threshold of the number of TC-related storm tide exceedances before determining the top 30 events
offers the best balance between variance and bias. We then analyze the influence of TC- and ETCrelated storm tide exceedances relative to the total storm tide. For New York and Charleston, low
frequency TC-related storm tides are underestimated when compared to the total storm tide,
whereas higher frequency TC-related storm tides are overestimated when compared to the total
storm tide. Lastly, we assess the influence of the most extreme storm tide events associated with
TCs and ETCs in the calculation of return levels. The most extreme TC-related storm tide had the
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greatest impact on storm tide return levels at long return periods for New York and Charleston.
ETC-related storm tide exceedance probabilities were not as strongly influenced the removal of
the most extreme events, with the variance at longer return periods greatest in New York and
diminishing as latitude decreased.

4.1 Introduction
Coastal communities are becoming increasingly susceptible to coastal flooding due to the
combination of rising sea levels on climate timescales and storms on synoptic timescales, such as
tropical cyclones (TCs) and extratropical cyclones (ETCs). Some of the largest coastal flooding
events have been influenced by atmospheric and oceanic conditions that may continue to worsen
in the future due to anthropogenic climate change, including rising sea levels (e.g., Tebaldi et al.
2012; Sweet and Park 2014; Moftakhari et al. 2015; Vousdoukas et al. 2018; Rashid and Wahl
2020) and increasing storm intensities (e.g., Sobel et al. 2016). Along the east coast of the United
States, both TCs and ETCs have generated significant coastal flooding events because of high
storm surges (e.g., Zhang et al. 2000; Colle et al. 2010; Booth et al. 2016; Enríquez et al. 2020).
However, these events are driven by different atmospheric processes between TCs and ETCs, and
the frequency with which TCs and ETCs occur will influence the likelihood of coastal flooding.
To improve our understanding of storm tide levels, this study will examine exceedance
probabilities for the east coast of the United States through the separation of storm tides attributed
to TCs and ETCs.
The frequency of occurrence of TCs decreases with latitude along the United States east
coast. This is due to atmospheric and oceanic conditions at higher latitudes that do not promote
the development and sustainability of TCs, including increased vertical wind shear and lower sea
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surface temperatures. As such, locations at higher latitudes tend to have less storm surge events
attributed to TCs (Needham et al. 2015). However, even at locations as far north as Boston, MA,
40% of the top 10 surge events since 1979 were caused by TCs (Booth et al. 2016). On the other
hand, for the top 50 surge events per station, ETCs generate the majority of storm surges all along
the coastline from North Carolina through the Mid-Atlantic and Northeastern United States (Davis
et al. 1993; Booth et al. 2016; Catalano and Broccoli 2018; Lin et al. 2019). While no two cyclones
are exactly the same, storm surge associated with TCs tends to increase as TCs get closer to a
location and their intensity is strong; however, the track path of the cyclone will influence the
primary wind direction and thus, the amount of water that is pushed toward the coastline (e.g.,
Towey et al. 2022). While TCs may garner more attention than ETCs due to their stronger peak
wind strengths, the relative contributions of both TCs and ETCs to high water levels warrant
further examination.
One motivation for considering high water levels generated by TCs and ETCs separately
is that the atmospheric dynamic and thermodynamic properties differ between TCs, which are
warm-core cyclones, and ETCs, which are cold-core cyclones. One of the main differences is in
these storms’ primary energy sources, which ultimately impacts the water level near the coastline.
TCs, which form over open bodies of water characterized by high sea surface temperatures, are
fueled through latent heat release whereas ETCs, which can form either over land or water,
strengthen in regions of strong baroclinicity that develops mainly due to the interaction of
contrasting air masses (e.g., Yanase and Niino 2015).
The hazards produced by TCs and ETCs are distributed differently due to the differences
in the size and spatial structure of these cyclones. While TCs are often perceived to be more
powerful than ETCs and exhibit more destructive hazards (Jones et al. 2003), the relatively small

75

size of TCs confines the hazards to a smaller area than if those same hazards were produced by
ETCs. On average, most TCs range in diameter from 200 to 500 km, whereas ETCs often grow to
be in excess of 1,000 km. TCs in the tropics often propagate more slowly than ETCs in the
midlatitudes. This is due to the strength of the equator-to-pole temperature gradient, which can
impact the speed and trajectory of cyclones (e.g., Cattiaux et al. 2016). In the midlatitudes, there
is a stronger contrast in temperature than in the tropics where the temperature does not vary
drastically. TCs have also been observed to be slowing down and stalling more frequently since
the middle of the 20th century (e.g., Kossin 2018; Hall and Kossin 2019). The large-scale
atmospheric circulation pattern with which these cyclones are embedded within also impacts the
speed and trajectory of these cyclones. Atmospheric blocking patterns, which are quasi-stationary
areas of high pressure, may disrupt the typical midlatitude flow pattern and impede cyclones from
their typical eastward progression while also slowing them down (e.g., Booth et al. 2017).
As a result of these differences in storm dynamics and the frequency of such storm types,
the exceedance curves for TCs and ETCs can exhibit different slopes (e.g., Orton et al. 2016). For
the New York Harbor, Orton et al. (2016) showed that return levels of water levels at various return
periods can exhibit widely variable values when comparing exceedance probabilities based on all
water level data versus when the water level is attributed to TCs and ETCs individually. This is
because TCs tend to be associated with the most extreme events (Orton et al. 2016). However,
both TCs and ETCs can result in extensive damage, especially along the coastline, from flooding.
Thus, when assessing coastal flood hazards, the separation of TCs and ETCs may be warranted to
adequately capture the differing storm dynamics and frequency.
Return levels, which can be empirically derived from exceedance curves, are widely used
in flood risk assessments and flood protection application measures. Studies have utilized return
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levels and their corresponding return periods to assess changes to coastal flooding under future
scenarios of sea level rise from anthropogenic climate change (e.g., Neumann et al. 2015; Little et
al. 2015). Dullaart et al. (2021) modelled storm tide return periods and examined such differences
between TCs and ETCs on a global scale, displaying the importance of such separation work. The
use of synthetic tracks has been utilized to help to extend the limited TC record in this type of
analysis (e.g., Orton et al. 2016; Dullaart et al. 2021). While that helps in creating a larger sample
of TCs to analyze, the models used to create the synthetic tracks have their own biases that impact
the results (Philip Orton, personal communication, 20 February 2022). Therefore, we will utilize
only the existing historical dataset of TCs and ETCs to highlight the differences in the storm tide
return levels for TCs and ETCs along the coastline of the United States based on the observational
water level data.
In the following sections we present an analysis that quantifies the variability of storm tides
by separately assessing TCs and ETCs. Section 4.2 summarizes the data and methods used in
calculating the exceedance probabilities for storm tides. Section 4.3 explores the sensitivity of the
return levels of storm tide for those events associated with TCs and ETCs. A discussion of the
separation of TC- and ETC-related storm tides, including the limitations of this analysis and future
work on the topic, is presented in Section 4.4.

4.2 Data and Methods
Water level data is obtained from the National Oceanic and Atmospheric Administration
(NOAA) Tides and Currents website (NOAA, 2022) for three locations along the east coast of the
United States: The Battery, NY; Sewell’s Point, VA; and Charleston, SC (Fig. 4.1). We use water
level data beginning in 1950 through 2019 for all sites. Although water level data is available pre-
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1950, we select 1950 as the starting year because that is when ERA5 reanalysis is available for the
identification of ETCs. We note that some sites do not have a continuous record of water level and
may contain gaps in their data. Water level data consists of three components: mean sea level,
astronomical tide, and non-tidal residual, which is mainly the surge component. Low-frequency
variability and trends attributed to sea level rise are removed by subtracting the average annual
water level from the data. Since we are considering synoptic-timescale events, we take the hourly
water level data and isolate the highest value per day. This value is referred to as the maximum
daily storm tide.

FIGURE 4.1. Map of locations used in this study.
Using maximum daily storm tide for each site, we associate the storm tide events with both
TCs and ETCs that generate the water levels. All cyclones that pass within 500 km of a site are
included in this analysis. A search radius beyond 500 km is generally considered too large when
considering the spatial size of TCs (e.g., Booth et al. 2016). The National Hurricane Center’s
Atlantic hurricane database (HURDAT2; Landsea and Franklin 2013) is used for identifying TCs
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as it provides at least 6-hourly observations of each TC. Only TCs that are categorized as a tropical
storm or hurricane within 500 km of a site are retained for this analysis. Thus, if the maximum
intensity of a TC during its time within 500 km of a site is of tropical depression strength, it is not
included in our analysis. However, any TCs that undergo extratropical transition (ET) and are thus
classified as “extratropical” in HURDAT2 while the TC is within 500 km of a site are categorized
as TCs in this analysis. Ideally, it would be beneficial to separate instances of TCs that remain
purely tropical in nature from those that undergo ET, but at this time the sample sizes would be
too small for this type of analysis.
Exceedance probabilities are calculated for storm tide using a peaks-over-threshold method
(Coles 2001) by fitting a Generalized Pareto Distribution (GPD) to the top percentage of daily
maximum storm tide events at each location. The gpfit function in MATLAB is utilized to identify
95% confidence intervals for the shape and scale parameters of the GPD.
In our analysis, the storm tide that is associated with a given TC is the highest storm tide
recorded while the TC is within 500 km of a location. Once we identify the peak storm tide induced
by a TC, we discard the storm tides within a +/- 2-day window around the peak storm tide. This is
to ensure that the TC is not associated with multiple storm tides and that the storm tide attributed
to the TC is not also associated with an ETC. Storm tides attributed to ETCs include all instances
that are not caused by a TC. Before deciding on our definition of ETC-related storm tide, we
compared the return levels of storm tide associated with ETCs with those days when storm tide
was not associated with either an ETC or TC (i.e., “other”; Fig. 4.2). “Other” events could include
ETCs not identified by the cyclone association algorithm, such as slow-moving or weak ETCs or
mesoscale phenomena. We note that on dates of “other” events, we tested using a search radius
from of 750 km and 1000 km. The larger search radii lowered the number of “other” dates and
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increased the number of dates in which ETCs were observed, suggesting that these events could
be associated with ETCs whose centers were greater than 500 km from a location. This is
reasonable given the typical spatial size of ETCs. With all of this in mind, we create a single set
of non-TC events, including storm tides associated with ETCs and those characterized as “other.”
Hereafter, this set will be referred to as ETCs. Since HURDAT2 provides TC data back to the
1880s and by assuming all non-TC days are ETCs, this would allow for the expansion of this
analysis to go back further in time, assuming water level data is available.

FIGURE 4.2. Exceedance curves for New York City for events separated by (left) ETCs and (right)
non-TC and non-ETC days (i.e., “other”).
Since ETCs are more frequent than TCs, the GPD for ETCs is fit to the top 1% of ETCrelated storm tide events as well as for all storm tide events. For TCs, however, the infrequency of
such events leads to a smaller sample size and requires us to fit the GPD to a larger percentage of
events and thus lower the exceedance threshold. The GPD is fit to the top 24% of TC-related storm
tide for New York and the top 20% of TC-related storm tide for Sewell’s Point and Charleston,
which all correspond to the top 30 TC-related storm tide events for each location. We test the
sensitivity of various exceedance thresholds and expand on that analysis in Section 4.3. Before
fitting the storm tide data to the GPD, the events over the threshold are separated by 2-day window
to satisfy the assumption of meteorological independence (e.g., Wahl et al. 2017).
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In our calculation of exceedance probabilities for storm tide, we perform three sets of
sensitivity analyses: (1) analysis of the sensitivity to exceedance thresholds of TC-related storm
tides used to fit the GPD; (2) analysis of the influence of TC- and ETC-related storm tide return
levels compared to the total storm tide return levels; (3) analysis to assesses the influence of the
most extreme storm tide events associated with TCs and ETCs in the calculation of the resulting
exceedance probabilities. To do this, we remove the top storm tide event from each dataset before
subsequently removing the second and third highest storm tide events. We then compare the
variability in return levels at longer return periods (i.e., greater than 25 years) and explore if there
are differences in the level of influence for TC- and ETC-related storm tide events.

4.3 Results
Section 4.3.1 examines the characteristics of sea level at each site, including the annual
trend since 1950 and its daily climatology since 1980. Section 4.3.2 describes the outcomes of the
sensitivity analyses in the calculation of storm tide exceedance probabilities at each location.
4.3.1 Characteristics of sea level
In the calculation of exceedance probabilities, we assume stationarity in the water level
data. Since this is not the case, we must remove the long-term trend from the data. After removing
the trend, we add in an offset so that our storm tide analysis is applicable to existing water levels.
Sea level has changed on longer timescales due to the addition of water to the ocean from
the melting of ice sheets and the expansion of the water due to warming of the ocean. This change
in sea level is shown in Figure 4.3. All three locations have experienced a rise in sea level since
1950, though at slightly different rates. New York has seen the slowest rise in sea level since 1950
of the three sites at an increase of 0.289 m whereas Charleston has seen sea level rise 0.341 m
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since 1950. Sewell’s Point has seen its mean sea level rise the most since 1950 at 0.416 m. For all
three locations, the observed rise in sea level was found to be statistically significant. To test for
statistical significance, we selected a significance level of 5% using the p-value method. If the pvalue is less than the significance level of 5%, we reject the null hypothesis, which is that the
correlation coefficient of our data sample is not significantly different from zero, and thus conclude
that there is a statistically significant relationship among our data.

FIGURE 4.3. Annual trend of mean sea level. Sea level rise is statistically significant (p < 0.05) for
all locations.
The annual cycle of sea level varies geographically due to seasonal differences in the
variability of the ocean’s energy budget as well as local bathymetry and tidal differences. One of
the most notable signals in the annual cycle relates to the fact that the water expands as it warms.
An additional dominating factor is the variability in atmospheric sea-level pressure, which also
varies over the course of the year due to changes in radiative heating. Figure 4.4 illustrates the
climatological sea level along the east coast of the United States. For all three locations, sea level
is lowest in January and February and peaks in early to mid-October. This general pattern aligns
with the seasonal cycle of ocean temperatures, but the peak in sea level occurs a bit later than the
peak in sea surface temperatures (not shown).
Another feature of the sea level climatology is the bimodal peak in sea level for Sewell’s
Point and Charleston (Fig. 4.4b,c). Both locations exhibit a local peak in sea level in May, followed
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by a local minima July, before rising to their overall annual maxima in the early fall months. For
New York, this bimodal sea level pattern in the annual mean is much less pronounced (Fig. 4.4a).
Instead, sea level rises in the spring before remaining relatively constant through the summer and
peaking in October. Of the three sites, the peak sea level is highest at Charleston, the southernmost
location in this analysis, which typically experiences warmer ocean temperatures. The
climatological average sea level for each location is similar, with both New York and Charleston
at 0.03 m and Sewell’s Point at 0.04 m. These values are not zero because the datum used to
normalize the data is based off the time period from 1983 to 2001, over which timespan the mean
sea level should be zero. Averaging over the length of the Atlantic hurricane season, which spans
from 1 May to 30 November, the climatological average sea level is again similar, with New York
at 0.07 m and both Sewell’s Point and Charleston at 0.08 m. If we focus on the months surrounding
the peak of hurricane season, when ocean temperatures are typically highest, in the months of
August, September, and October, the mean sea level rises to 0.09 m at New York, NY, 0.12 m at
Sewell’s Point, and 0.13 m at Charleston, SC. After we removed the long-term trend in sea level
from our data, we added in the offset of the average sea level during the Atlantic hurricane season
so that our storm tide analysis is applicable to existing water levels.

FIGURE 4.4. Mean sea level daily climatology post 1980 (blue: daily; red: 30-day average).
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4.3.2 Return level sensitivity analyses
The first sensitivity analysis examines the response of the return levels to exceedance
thresholds of TC-related storm tides used to fit the GPD. The following results all refer to Figure
4.5. Using a larger threshold of 40 or 50 TC-related storm tide events leads to a reduction in the
span of the confidence interval, while also increasing the error in the fit for the most extreme
events. This is observed for all sites. Using a smaller exceedance threshold of 20 or 10 events
increases the uncertainty of the fit for all sites. For New York and Charleston, it also led to an
increase in error in the fit for the most extreme events, as compared to when we use the top 30
events to create the fit. Therefore, we concluded that using the top 30 events was representative of
the top TC-related storm tide events as the fit of the exceedance curves, particularly for New York
and Charleston, is balanced by both the lower and higher extreme storm tide levels. The best fit
for New York and Charleston has a convex appearance, whereas for Sewell’s Point, the fit has
more of a concave shape.
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FIGURE 4.5. Exceedance curves for TC-related storm tide events for New York (left column),
Sewell’s Point (center column), and Charleston (right column). The GPD is fit to the top 50 (top
row), 40 (2nd row), 30 (3rd row), 20 (4th row), and 10 (bottom row) events.
Exceedance probabilities can vary depending on if the water level data being used to fit to
the GPD includes all water level data or if the water level data is separated by storm type
attribution. If we consider all storm tide data, regardless of if it was attributed to TCs or ETCs, it
can lead to significant underestimates of the most extreme events (Fig. 4.6).
The results for New York affirm the storm tide-based analysis of Orton et al. (2016) in
which the return level of TC-related storm tide events, particularly at return periods of greater than
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25 years, demonstrates the need to separate ETC- and TC-related storm tide events. At a return
period of 50 years, the return level based on all water level data for New York is 1.656 m, but for
TC-only storm tide it is higher at 1.967 m while for ETC-only storm tide it is lower at 1.458 m.
Charleston displays a similar behavior to New York in its exceedance probabilities in
which the greatest difference from the fit for all storm tide data to TC-related storm tide occurs at
long return periods. The return level based on all water level data is 1.064 m at a return period of
50 years, which is lower than that for only TC-related storm tide at 1.428 m, but higher than that
for only ETC-related storm tide at 0.843 m. At Sewell’s Point the need for separation by storm
type is not as pronounced as it is for New York and Charleston. The difference between return
levels for storm tide associated with TCs and ETCs is never greater than 0.071 m for any length
of return period at Sewell’s Point.
While separation by storm type may not be as necessary at Sewell’s Point because there is
not a significant deviation from the fit for all storm tide levels to either ETC- or TC-related storm
tide events, there is a greater need to do so at both New York and Charleston. As discussed earlier,
the small sample size of TCs above the exceedance threshold certainly influences the range of the
confidence intervals. The difference between Sewell’s Point and the other sites, however, suggests
that another issue relates to the most extreme events not following a linear extrapolation of the
smaller events. At New York, the upper 95% confidence interval for a storm tide event with a 25year return period is almost 7 m, which is nearly 5.5 m above the best estimate for TC-related
storm tide. A similar scenario occurs for Charleston, in which case the upper 95% confidence
interval at a 25-year return period for TC-related storm tide is over 3 m greater than the best
estimate. For Sewell’s Point, the confidence intervals are significantly closer to the GPD fit for
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TC-related storm tide events. At a 25-year return period, for example, the difference between the
fit and the upper 95% confidence interval is less than 1 m.
For ETC-related storm tide events at all sites, however, the confidence intervals are not as
drastic a departure from the best fit as compared to TC-related storm tide events. This may be
related to the frequency of ETCs being greater than that of TCs. It may also be related to the fact
that all of the events fit to a much weaker exponential increase.
For weaker events at shorter return periods, it appears the separation by storm type is not
as important as it is for more extreme events. For weaker events that, on average, occur more
frequently, ETC-related storm tides are greater than TC-related storm tides. At New York, ETCrelated storm tide is greater than TC-related storm tide for short return periods of 25 years or less.
This would remain true if we had fit the top 20, 40, or 50 TC-related storm tide events to the GPD
instead of the top 30 (Fig. 4.5). At Sewell’s Point and Charleston, ETC-related storm tide is greater
than TC-related storm tide for return periods of 10 years or less. At Sewell’s Point, this would
remain true for any number of TCs fit to the GPD up through the top 50 whereas for Charleston,
this would only remain true if, in addition, we used the top 20 events.
As the exceedance threshold decreases from the top 10 to top 50 TC-related events, the
shape of the fit suggests that ETC-related storm tides would always be greater than TC-related
storm tides at short return periods. This is because the most extreme storm tides are generally
caused by TCs, whereas ETCs cause most of the weaker storm tides. This is in part due to the
greater overall frequency of ETCs. If TCs occurred as frequently as ETCs, its possible that based
on the top 10 TC-related storm tides that these more extreme events would become more common
in which case TC-related storm tides at shorter return periods would be greater than ETC-related
storm tides. Nonetheless, there is value provided in attributing storm tide to ETCs and TCs and

87

examining their corresponding exceedance probabilities as these storms occur at different
frequencies.

FIGURE 4.6. Exceedance probability curve for all water level data (black), only ETCs (light blue),
and only TCs (orange). Dashed lines represent the 95% confidence interval.
The analysis separating storm tide events associated with ETCs and TCs demonstrated how
extreme events can greatly influence the shape of the fitted line. For both New York and
Charleston, the fit for all water level data appears to be suppressed due to the abundance of ETCs
at lower levels while also being highly sensitive to the most extreme events. We next evaluate how
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sensitive these exceedance curves are to the most extreme events. This is done so by removing the
top 3 events from the dataset for TC-only storm tides and ETC-only storm tides.
For TC-related storm tides, both New York and Charleston are most influenced by the
highest storm tide event. The greatest difference between the exceedance probabilities of the
original dataset and subsequent datasets in which the top three events were removed is for New
York (Fig. 4.7a). A stark difference between return levels begins to appear between return periods
of 10 years and 25 years. The return level for a 100-year return period when considering all TCrelated events is 3.069 m, but when the largest event is removed from the dataset, the 100-year
return level decreases by over 1 m to 2.062 m. The exceedance curves for Charleston behave
similarly to New York (Fig. 4.7c) as both sites have experienced significant water levels from TCs.
For Sewell’s Point, no abnormally high storm tide events appear to have occurred since 1950 to
cause the curves to behave like they do for New York and Charleston (Fig. 4.7b). The curves
become flat enough when removing the 2nd and 3rd largest events that confidence intervals cannot
be reliably computed.
It is important to consider the effect of such a small sample size (30 TCs) in our analysis
here. Since TCs occur less frequently than ETCs do, the record of TCs pales in comparison to
ETCs. This presents a challenge when calculating the exceedance curves of TC-related hazards as
a significantly smaller amount of data points are fit to the GPD. This results in uncertainty intervals
that are significantly large, especially at long return periods. To help circumnavigate this issue,
many studies have incorporated the use of synthetic TC tracks to mimic possible scenarios.
However, as our focus is on the utilization of water level observations, this is not currently a
suitable approach. It can also be beneficial to include more extreme historical observations that
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have been noted (MacPherson et al. 2022) such that those events are adequately represented in the
record and in the calculation of return levels for a site.

FIGURE 4.7. Exceedance probability curve for all TCs (blue). The highest (orange), 2nd highest
(yellow), and 3rd highest (purple) storm tides are removed from the dataset. Dashed lines represent
the 95% confidence interval.
For ETCs, the impact of the top events is not nearly as pronounced as it is for TCs. While
the frequency of TCs increases as latitude decreases, the opposite is true for ETCs with ETC
frequency increasing as latitude increases. As such, New York experiences the most ETCs on an
annual basis and is thus likely to exhibit a greater range in exceedance curves (Fig. 4.8a). Sewell’s
Point, located between New York and Charleston, does not see a significant effect on their
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exceedance curve if the top 3 ETC-related storm tides are removed from the dataset (Fig. 4.8b).
The uncertainty lines do begin to deviate from the curves at return periods greater than 25 years,
indicative of a large ETC-related storm tide event. This effect is also seen at New York. Charleston,
which experiences the least amount of ETCs of the three sites, has very little differentiation
between the original curve and those with the top three events removed (Fig. 4.8c).

FIGURE 4.8. Exceedance probability curve for all ETCs (blue). The highest (orange), 2nd highest
(yellow), and 3rd highest (purple) storm tides are removed from the dataset. Dashed lines represent
the 95% confidence interval.
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4.4 Conclusion
This study examines the variability of exceedance probabilities associated with storm tide
attributed to ETCs and TCs compared to the full storm tide. Before we calculate the return levels
of storm tide, we must remove the long-term trend in sea level. Through this analysis, we examine
the characteristics of mean sea level and its variation geographically along the east coast of the
United States. New York, Sewell’s Point, and Charleston have observed statistically significant
rises is sea level since 1950. Seasonal variations in sea level show higher heights in early Fall at
all three sites when ocean temperatures are generally at their highest values.
Three sensitivity tests were conducted in our calculation of storm tide exceedance
probabilities. The first sensitivity analysis examined different numbers of TC-related storm tide to
fit to the GPD using the peaks-over-threshold method. We tested 10, 20, 30, 40, and 50 storm tide
events, which varied from the top 7% to 42% for each location. We determined the best fit occurred
when using the top 30 events. While it is simple to fit the GPD to ETC-related storm tide events
using the top 1% of events, given the greater frequency of ETCs, it is more challenging to fit the
GPD to TC-related storm tide events. This is in part due to the infrequency of such events. To
create a larger set of TCs, certain TC characteristics, such as its intensity or track path, are tweaked
through synthetic tracks. Future work could employ utilizing synthetic tracks to examine
exceedance probabilities of storm tide given different atmospheric scenarios, particularly under
future scenarios of the anthropogenic climate change effects on TCs.
The second sensitivity analysis assessed the exceedance probabilities of storm tide by first
not attributing storm tide to storm types, and then attributing storm tide to TCs and ETCs. By
considering all storm tide data as opposed to examining TC- or ETC-related storm tide
independently, the most extreme storm tide levels can be significantly underestimated. This was
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seen at New York and Charleston, particularly beyond return periods of 25 years. At these longer
return periods, the confidence intervals for TC-related storm tide display a significant range in
exceedance probabilities due to the small sample size of TCs fit to the GPD. The separation of TCs
and ETCs is made more complicated by the fact that some TCs that transition into ETCs through
ET, exhibiting characteristics of both TCs and ETCs throughout the process (e.g., Jones et al.
2003). TCs that undergo ET are of particular interest in the midlatitudes as locations north of New
Jersey experience over 40% of all TCs that come within 500 km of a location undergoing ET. The
percentage of all TCs undergoing ET within 500 km varies from 4% at Key West, FL to 63% are
Portland, ME (Towey et al. 2022). Hurricane Sandy, one of the most unique and infamous storms
to impact the Mid-Atlantic and Northeastern United States, produced some of the highest water
levels on record at several sites, including at the Battery, NY. As a TC that underwent ET, the
unique characteristics about Sandy were: (i) its spatial extent; (ii) the timing of its landfall
coinciding with nearly high tide (Georgas et al. 2014), and (iii) its unusual track toward the New
Jersey coastline (Hall and Sobel 2013), which together resulted in destruction along the coastline
from high storm surges.
Lastly, we examined the sensitivity of the exceedance probabilities to the most extreme
TC- and ETC-related storm tides by removing the top 3 events from each storm type attribution.
For TC-related storm tides, New York and Charleston are both impacted by the most extreme
storm tide event in their records, as evidenced by the deviation from the original curve to the curve
after removing the top event, particularly at longer return periods of 25 years or greater. The TCrelated storm tide exceedance probabilities for Sewell’s Point do not behave like they do for New
York and Charleston since it appears no extreme TC-related storm tide event occurred there since
1950. For ETC-related storm tides, removing the top events does not have nearly the same effect

93

on exceedance probabilities as it does for TCs. This could in part be attributed to the abundance
of ETCs on an annual basis along the east coast of the United States. The confidence intervals
surrounding ETC-related storm tide are also much smaller than those for TC-related storm tide,
decreasing further as latitude decreases. This would suggest that for more northern sites, such as
New York, where the frequency of ETCs is greater compared to Charleston, that ETCs are more
likely to result in more extreme storm tides.
This analysis help to quantify the variability of storm tide exceedance probabilities by
separately assessing TCs and ETCs. While similar studies have focused on the utilization of
numerical models (e.g., Yin et al. 2020) and synthetic tracks (e.g., Orton et al. 2016; Dullaart et
al. 2021) to understand the influence of storm tides on sea levels, this study uses historical
observations of water level data along the east coast of the United States. While there are
limitations in this work by having a relatively small set of TCs to attribute storm tide to, this
analysis does offer a unique perspective on how sensitive exceedance probabilities are to the
number of events fit to the GPD and the most extreme events in addition to the role that the
associated dynamics and frequencies of storm types have on the water level. While this analysis
was limited to a small set of locations along the east coast of the United States, it can be replicated
for any location with a sufficient record of water level. The locations chosen in this analysis were
done so do the annual cycle of ETCs and TCs at each site. However, locations that are even further
poleward and equatorward as well as along different coastlines would enhance this analysis as the
annual cycle of storm types varies considerably geographically and seasonally. Additional
sensitivity analyses including examining storm tide attributed to cyclones by season as well as
their track path could provide further information that could be utilized by policy makers and
engineers in assessing future coastal flood risk.
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CHAPTER 5:
Summary of Findings

5.1 Overview
This dissertation examined the relationship between different storm types and their
resulting hydrometeorological hazards through the use of observational and reanalysis data. Each
research chapter utilized the cyclone-hazard association algorithm and employed extreme value
analysis in assessing the extent of such hazards. The main takeaways from each research chapter
are summarized in Table 5.1. and below in further detail. Lastly, future research to pursue based
on the results of this thesis are explored further.

95

TABLE 5.1. Summary of results by chapter.
Hydrometeorological Hazard
Studied

Main Results
•

2: Precipitation and
Streamflow

•

•
•

•

3: Storm Surge
•

•
4: Storm Tide

•
•

ETCs result in a majority of the strongest precipitation and
streamflow events although TCs are more likely to result in
such events.
Precipitation events are more likely to occur in the warm
season, whereas streamflow events are more likely to occur
in the cool season.
Concurrent precipitation and streamflow events can occur
year-round and make up some of the strongest events.
Storm surge increases as TC proximity decreases and TC
intensity increases (SLP decreases). When considering only
strong TCs, the correlation between TC proximity and surge
increases compared to that of all TCs.
Less than 30% of TCs that are within 500 km, regardless of
intensity, result in surge exceeding 1-yr return period.
When sorting by those TCs that are closest (<100 km) and
strongest, there is at least a 1-in-3 likelihood of a TC
generating storm surge exceeding 1-yr return period for
almost all locations.
While TC proximity and intensity are important factors in
predicting surge, the location of the TC path relative to each
location also influences surge magnitude. TCs at locations
north of Sewell’s Point, VA that do produce surge that
exceeds the 1-yr return period are much stronger than the
average TC and take a more meridional path whereas TCs
that do not produce strong surge are weaker and/or recurve
out to sea. For these southern locations, there seems to be
greater dependence on TC intensity than on TC path angle.
TC-related storm tides are underestimated at long return
periods but overestimated at short return periods.
Removal of most extreme TC-related storm tide has greatest
influence on exceedance probability.
ETC-related storm tide exceedance probabilities are not as
drastically impacted by removing top events.

5.1.1 Chapter 2 overview
Chapter 2 examined the top 100 basin-scale 1-day precipitation, multi-day precipitation,
and 1-day streamflow events in the Ashokan reservoir, located in the Catskill Mountains of New
York state. This research was two-fold: first, we examined the storm types that resulted in these
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hydrometeorological hazards. Second, we assessed the evolution of synoptic-scale features
associated with these events and how the atmospheric circulation pattern evolved for events that
occurred concurrently versus for those events that occurred in isolation of one another.
For all hydrometeorological hazards in the Ashokan reservoir, ETCs were found to be the
dominant storm type that resulted in these events, accounting for over 70% of the top 100 events.
While TCs accounted for a smaller percentage of the top 100 events, the probability of a TC
passing within 500 km of Ashokan and resulting in a top 100 event is significantly larger than that
of an ETC. Due to the differing atmospheric dynamics of ETCs and TCs, the antecedent synopticscale features for events resulting from ETCs and TCs is distinct, with ETCs exhibiting favorable
upper-level support for stronger vertical motion but having less atmospheric moisture available
compared to TCs. The seasonal variation of ETC track paths suggest that the precipitation extremes
are more likely to be generated along a cold front during Fall and Winter when ETCs tend to
propagate meridionally compared to during the Spring and Summer when ETCs are more likely
to propagate zonally, and thus precipitation is generated along the warm front.
While there is some amount of overlap between top 100 precipitation and streamflow
events, there is a distinct seasonality that favors when these types of events occur. Heavy
precipitation events are more likely to occur during the warm season, when TCs, which often are
associated with anomalous moisture amounts, are likely to occur, whereas high streamflow events
tend to occur during the cool season when snowmelt processes can drive fluvial floods. In
atmospheric composites of isolated streamflow events, antecedent warming and moistening of the
environment suggests that snowmelt could play a role in these events. However, 43% of the 3category concurrent events, which included 1-day precipitation, multi-day precipitation, and 1-day
streamflow events, were associated with the same storm system(s). These events occurred across
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all seasons and resulted in more intense events than isolated events or concurrent events between
only two categories.
This work illustrates the importance of understanding the storm type that results in
precipitation and streamflow events, as the frequency, seasonality, and synoptic-scale features
associated with ETCs and TCs can impact the resulting flooding. Controlling floods in watersheds
is of great importance to watershed managers, so these results can be incorporated into the
management of future floods. While this research focused on past events, if global temperatures
continue to rise and atmospheric moisture availability increases as a result, it will be key to identify
the atmospheric circulation patterns that may lead to significant flooding events in the Ashokan
reservoir.
The synoptic-scale features identified in our analysis can be represented in numerical
weather prediction models with small biases in medium-range forecasts, providing forecasters with
at least a preliminary indication in advance of these events that will allow for preparation. While
this work focused on just the Ashokan reservoir, this work can easily be replicated for any location.
Future work would entail repeating this analysis for other basin-scale locations and conducting an
inter-basin analysis to examine the spatial extent of storm systems in their impact of
hydrometeorological hazards that cause flooding across different basins.

5.1.2 Chapter 3 overview
Chapter 3 examined the statistical relationship between storm surge and TC characteristics,
such as TC proximity, intensity, path angle, and propagation speed, for 12 locations along the east
coast of the United States. This research first examined the correlation between storm surge and
TC characteristics through linear and exponential fits to identify which TC characteristics were
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most strongly related to storm surge. Based on these findings, we then calculated the exceedance
probabilities of TCs with certain characteristics resulting in storm surge that exceeded a 1-yr return
level.
Each location is influenced differently by these TC characteristics, with TC proximity and
intensity displaying statistically significant (p < 0.05) low to moderate correlations with storm
surge. If consider only strong TCs, the correlation between storm surge and TC proximity increases
for all locations except Duck, NC. TC propagation speed was not observed to have a statistically
significant relationship with storm surge whereas TC path angle displayed a conditional
dependence on storm surge at only some locations. These results indicate that storm surge cannot
be fully explained by either a single or multiple TC characteristics. However, we do see that the
highest storm surge generally occurs when a TC is very close to a site (i.e., within 250 km) and
the TC intensity is strong.
Of all TCs that pass within 500 km of a location, between 6% and 28% of TCs have resulted
in storm surge exceeding the 1-yr return level, with a greater probability of doing so at southern
locations. By decreasing the search radius from 500 km to 100 km, the percentage of all TCs
resulting in storm surge exceeding the 1-yr return level increases for all locations except Cape
May, NJ and Duck, NC. If we instead focus on only the strongest TCs that pass within 500 km and
100 km of a location, the probability of a TC resulting in storm surge exceeding the 1-yr return
level increases for all locations. This further confirms our previous result that the highest storm
surges are most influenced by TC proximity and intensity.
While TC proximity and intensity are important in storm surge generation, examination of
the TC path angle provides further information as to why some TCs that are close and/or strong
sometimes do not generate storm surge that exceeds the 1-yr return level at each location. In our
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analysis highlighting the relationship between TC path angle and storm surge, we showed how
there can be a range in the magnitude of storm surge even though the TCs take a similar path angle.
What this does not consider, however, is the location of the TC relative to the tide gauge. This is
important to consider as TCs can track over land or over the open water but move at a similar
angle. The resulting storm surge would be different as the direction of the winds around the TC
center would be moving in different directions toward the tide gauge. North of Sewell’s Point,
there is a distinct difference between the tracks of strong TCs that do and do not generate storm
surge exceeding the 1-yr return level. TCs are typically stronger than the average TC within 500
km of a site if they result in storm surge exceeding the 1-yr return level. While the tracks of these
TCs generally are in a northeasterly direction, the TC is often located to the southwest of each
location and very rarely track inland. For more southern locations, there is not a clear distinction
between TC tracks as there seems to be a greater dependence on TC intensity. Nearly all TCs
having an average intensity of 980 hPa or less at the time of peak storm surge at Charleston, SC,
Fort Pulaski, GA and Fernandina Beach, FL.
Determining the predictability of storm surge based on the characteristics of TCs is
challenging as the coastline characteristics, such as its bathymetry, also are influential in the
generation of storm surge. Nonetheless, from our analysis, we observed that single and multivariable regression as a means to predict storm surge generated by TCs is a good first step. From
this analysis, we determined that both TC proximity and intensity are the strongest TC
characteristics in their relationship to storm surge generation. As TCs get closer and stronger to a
location, the probability that storm surge will exceed the 1-yr return level increases for nearly all
locations. The 12 locations in this analysis were chosen for the range in TC frequencies
experienced along the east coast of the United States. However, the work can be replicated for any
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location, whether that be along the Gulf coast of the United States on anywhere else globally.
Future work could entail incorporating coastal characteristics into the analysis to examine in
conjunction with TC characteristics as well as assessing the impact of TC characteristics on the
duration of storm surge events as opposed to at the time of the peak surge.

5.1.3 Chapter 4 overview
Chapter 4 examined the sensitivity of storm tide exceedance probabilities through
attributing such events to ETCs and TCs along the east coast of the United States. This analysis
first involved assessing the geographical and seasonal variation in the trend and annual cycle of
sea level. Three analyses are then performed to assess the sensitivity of storm tide exceedance
probabilities. The first analysis examined the number of TCs to fit to the GPD since TCs occur
less frequently than ETCs. The second analysis separated storm tide events by ETCs and TCs to
see how exceedance probabilities changed from just utilizing all storm tide data. The third analysis
removed the three most extreme storm tides associated with TCs and ETCs to assess the influence
of those top events to the exceedance probabilities.
Before the storm tide data is fit to a GPD, the long-term trend must be removed in order to
assume stationarity. All three sites, New York, NY, Sewell’s Point, VA, and Charleston, SC, have
seen sea level rise since 1950, a trend that is statistically significant (p < 0.05). The highest sea
levels typically occur in early Fall when the water expands due to high ocean temperatures.
Due to the infrequency of TCs compared to ETCs along the east coast of the United States,
there is not an adequate number of TCs to fit to a GPD. Thus, the first sensitivity analysis examined
how the GPD fit varied based on the number of TC-related storm tide events over the chosen
threshold. We found by testing variations from the top 10 to 50 storm tide events that the best fit
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occurred when using the top 30 events as this provided a balance between the most extreme and
lower TC-related storm tides. The second sensitivity analysis assessed how storm tide exceedance
probabilities changed when considering all storm tide data, TC-related storm tide, and ETC-related
storm tide. By examining TC- and ETC-related storm tide independently compared to all storm
tides, the most extreme storm tides, particularly beyond 25-year return periods, are significantly
underestimated for TCs. The third sensitivity analysis explores the influence of the top 3 storm
tides for TCs and ETCs on the exceedance probabilities. Removing the largest TC-related storm
tide for New York and Charleston saw a significant decrease in the expected return level at long
return periods. For ETC-related storm tides, removing the top events does not result in as large of
a suppression in the GPD fit as was observed for TC-related storm tides. Confidence intervals
surrounding the fit for ETC-related storm tides decreases as latitude decreases, indicating that
extreme storm tides attributed to ETCs are more likely to occur at higher latitudes.
The differing atmospheric dynamics associated with ETCs and TCs as well as their
frequency of occurrence have an impact on assessing flooding hazards as a result of storm tide.
Future work could entail expanding this analysis further back in time, assuming reliable water
level data is available since HURDAT2 provides a record of TCs back through the 1880s. This
would provide a more robust account of the TC record to compare with the ETC record for each
location in fitting the water level data to a GPD. Additional analyses could include assessing
exceedance probabilities by season as well as by similar track paths.

5.2 Future Directions
In a world where the effects of anthropogenic climate change are beginning to impact
different sectors of society, it is more important than ever before to improve our understanding of
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hydrometeorological hazards. This dissertation explored different hydrometeorological hazards
that can result in fluvial, pluvial, or coastal floods. Chapter 2 examined strong precipitation and
streamflow events and the characteristics of the cyclone types and large-scale atmospheric
circulation patterns that result in such hazards. Chapter 3 analyzed the relationship between storm
surge and TC characteristics. Chapter 4 assessed the influence of cyclones on storm tide. While
we can determine general relationships between hazards and the characteristics of cyclones, each
event is often unique in some way, presenting its own forecasting challenge. This is particularly
true for low frequency events for which the socioeconomic impact from the magnitude of the
hazards is often not well prepared for in advance.
The utilization of extreme value analysis provides an assessment of the risk associated with
these hazards under certain atmospheric scenarios. Understanding the probability of a cyclone
resulting in a hazard based on whether their intensity exceeds some threshold, or the cyclone path
moves in a certain direction aids forecasters in preparing the public for such events. In the future,
it would be beneficial to expand this work to assess instances when compound hazards have
occurred – i.e., heavy precipitation and strong storm surge. These situations enhance the likelihood
of even greater socioeconomic impacts. Now that this work has assessed what has happened in the
past, it would be useful to incorporate modeling into this analysis to assess how the extent to which
these hazards will evolve in a warmer and wetter world.
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APPENDIX
APPENDIX A: Supplemental Figure to Chapter 2
A.0 Forward
The figure included here illustrates the track density of all ETCs and TCs (separated by ET
and non-ET) within 500 km of Ashokan overlaid with the tracks of the top 50 1-day precipitation
events. TCs, and particularly ET TCs follow the typical paths for such cyclones whereas ETCs
appear to follow a northerly track and a more southerly track. Of all the cyclones of each type that
come within 500 km of Ashokan:
•

13% of all TCs result in top 50 precipitation event

•

14% of all ET TCs result in top 50 precipitation event

•

10% of all non-ET TCs result in top 50 precipitation event

•

1.6% of all ETCs result in top 50 precipitation event

FIGURE A.1. Track density of TCs (upper left), ET TCs (upper right), non-ET TCs (lower left) and
ETCs (lower right) that come within 500 km of Ashokan from 1950 to 2012. Shading indicates the
average number of cyclones per year per 3° grid box. Cyclone tracks associated with top 50 1-day
precipitation events.
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APPENDIX B: Supplemental Figures to Chapter 3
B.0 Forward
The figures included here provide supplemental information to the primary analyses
examined in Chapter 3 of this dissertation.
•

Figure B.1 highlights the relationship between wind speed and mean sea-level
pressure for each site. This strong correlation is validation for either variable to be
a measure of TC intensity.

•

Figures B.2 and B.3 show the relationship between storm surge and TC proximity
and intensity, but for TCs that remain purely tropical (as shown in Figs. 3.2 and
3.3) as well as TCs that underwent extratropical transition for the six most northern
sites where at least 40% of TCs within 500 km underwent extratropical transition.

•

Figure B.4 highlights the relationship between storm surge and TC propagation
speed. This analysis shows no relationship for any site and thus was not a focus of
the primary analysis.

•

Figure B.5 provides a different conditional sorting method of sorting by TCs that
are within 250 km of a site and then examining the relationship between storm
surge and TC intensity. This is similar to Figure 3.5 which sorts by TCs that are
strong before examining the relationship between storm surge and TC proximity.
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B.1 Results

FIGURE B.1. Linear (red solid line) fit between wind speed (kts) and mean sea-level pressure (hPa)
with 95% confidence intervals (dashed lines) for all TCs within 500 km. Correlation coefficients
(r) is provided for the fit.

FIGURE B.2. Exponential fit (blue solid line) between storm surge (m) and TC proximity (km) for
ET TCs within 500 km with 95% confidence intervals (dashed blue line). Exponential fit (gray
solid line) and 95% confidence intervals (dashed gray line) from figure 3.2 is also included for
comparison to non-ET TCs. Residual standard error (RSE) is provided for the exponential fit for
ET TCs.
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FIGURE B.3. Exponential fit (blue solid line) between storm surge (m) and TC intensity (hPa) for
ET TCs within 500 km with 95% confidence intervals (dashed blue line). Exponential fit (gray
solid line) and 95% confidence intervals (dashed gray line) from figure 3.3 is also included for
comparison to non-ET TCs. Residual standard error (RSE) is provided for the exponential fit for
ET TCs.

FIGURE B.4. Relation between storm surge (m) and TC propagation speed (m/s).
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FIGURE B.5. Exponential fit (black solid line) between storm surge (m) and TC intensity (hPa) for
only close TCs within 250 km with 95% confidence intervals (dashed black line). Exponential fit
(gray solid line) and 95% confidence intervals (dashed gray line) from figure 3.3 is also included
for comparison to all TCs regardless of proximity. Data points are color coded based on average
track path angle as outlined in figure 3.4. Residual standard error (RSE) is provided for the
exponential fit for close TCs.
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APPENDIX C: Examination of the Relationship Between Static Stability and Precipitation
Near the Gulf Stream

C.0 Forward
Following the completion of my research on strong precipitation and streamflow events in
the Catskill Mountains (i.e., Chapter 2 in this dissertation), I carried out a couple of different
analyses, which are briefly highlighted here:
(1) I examined the seasonal cycle of precipitation extremes in New York City. One of the
figures from this analysis is included in the introduction of this dissertation (i.e., Chapter 1) and
was published in a journal article as part of the New York City Panel on Climate Change report.
(2) I examined the evolution of precipitation following the lifecycles of tropical cyclones
and extratropical cyclones using satellite data. These figures were included in a presentation made
by Jimmy at the NASA PMM science team meeting in Arizona in October of 2018.
(3) I carried out research that examined the relationship between precipitation and
atmospheric stability using satellite-derived precipitation. This work evolved into a nearly
complete study and likely would have been published in summer 2020 if not for the pandemic.
Instead, it will now be incorporated into research that Jimmy is conducting on clouds and
thermodynamic properties of the atmosphere over the Gulf Stream region. Since I led this work on
precipitation and atmospheric stability, I have chosen to include it here as an appendix.

C.1 Introduction
The intensity of precipitation in a warmer world will be influenced by competing
atmospheric factors. As global temperatures increase as a result of growing concentrations of
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greenhouse gases, the water-holding capacity of the atmosphere will increase (e.g., Trenberth
1999) following the Clausius-Clapeyron relationship, which would result in an increase in water
vapor of ~7% per 1K of near-surface warming (Held and Soden 2006). This increase of
atmospheric moisture content, assuming relative humidity remains nearly constant (e.g., Sherwood
et al. 2010), could lead to greater precipitation amounts. A change in moisture content could also
affect meridional energy transport budgets (Held 1993), which would impact atmospheric
circulation patterns. Through increases in precipitation, increased latent heat release could
strengthen storms. However, because of anthropogenic climate change, the Earth’s atmosphere is
also going to become more stable to vertical motion, which would weaken the strength of the
atmospheric circulation and thus, reduce the intensity of precipitation (Pendergrass 2018). In the
midlatitudes, the upper troposphere is expected to warm more than the lower troposphere whereas
in the high latitudes, polar amplification will cause more warming in the lower troposphere than
at the upper troposphere (Held 1993). These changes in the horizontal and vertical temperature
gradients will alter the stability of the atmosphere, potentially weaken the atmospheric circulation,
and subsequently alter the strength of the jet stream and reduce the intensity of precipitation events.
The variable and complex nature of precipitation makes representing it in global circulation models
(GCMs) an issue already in the present climate (e.g., Naud et al. 2020). With climate change, the
changes to the competing large-scale physical factors that generate precipitation (e.g., meridional
temperature gradients, latent heating, and atmospheric stability) make it very challenging to project
changes in precipitation with climate change. At this stage, a logical first step is to improve our
understanding and characterization of the behavior of precipitation in the current climate by
examining the role of atmospheric stability in the generation of precipitation in cyclones.
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In the midlatitudes, moist convection and baroclinic growth rates are influenced by static
stability, which is the stability of the atmosphere in hydrostatic equilibrium with respect to vertical
displacements (e.g., Frierson and Davis 2011). In the context of cyclones, static stability not only
describes the stability of the atmosphere surrounding the cyclone, but it can also assume the role
of a forcing process (Smith and Tsou 1988). Nielsen-Gammon and Keyser (2000) consider latent
heat release as being analogous to vertical motion as well as a forcing mechanism that acts to drive
the vertical circulation by altering the thermodynamic profile of the atmosphere. Vertical motion
within a cyclone, which depends on the vertical stability of the atmosphere, can therefore strongly
impact the dynamical strength of the cyclone. It has been suggested that moist processes are a
critical process in the midlatitudes in determining static stability (Juckes 2000; Frierson and Davis
2011). However, latent heating is difficult to simulate in GCMs due to the physical processes and
length scales associated with latent heat release (e.g., Naud et al. 2019). In particular, the
asymmetry associated with latent heating, such that condensation and precipitation are associated
with saturated ascent, but not unsaturated descent, suggests latent heating is a nonlinear function
of dynamical fields (O’Gorman 2011). Since most of our understanding of the atmospheric
circulation is based on dry dynamical theories, an effective static stability has been utilized to
modify dry dynamical theories to account for the asymmetric effect of latent heat release
(O’Gorman 2011; Booth et al. 2015).
The factors that set the climatological static stability profile are relatively well understood
in the tropics (however, they are not represented well in GCMs) but are less well understood in the
midlatitudes (Frierson 2008). The midlatitude stability profile is impacted by differences in surface
forcing as well as the role of downstream and upstream atmospheric conditions. Regions on the
eastern sides of ocean basins are often dominated by subtropical high pressure systems and tend
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to be more stable, while regions near western boundary currents tend to be more unstable. Herein,
we focus on one particular western boundary region: the Gulf Stream.
The Gulf Stream region in the western north Atlantic is an important area for midlatitude
circulation due to its highly baroclinic nature, separating cold sea surface temperatures (SSTs) near
the coastline of the northeastern United States from warmer SSTs located to the southeast of the
Gulf Stream over the open water. In this study, we focus on this warm SST region located to the
southeast of the Gulf Stream, which has been identified as being a region critical for the
development of extratropical cyclones (ETCs; Yanase and Niino 2018). Due to the high SSTs in
this region, the presence of water vapor has been found to be important in the intensification of
ETCs (e.g., Booth et al. 2012). The SST gradient across the Gulf Stream region has been found to
be significant for ETC development in GCMs (Parfitt et al. 2016) and case studies of rapidly
intensifying cyclones (e.g., Cione et al. 1993). In this region, boundary layer processes and air-sea
interactions play an important role in cyclone development and impact the stability (e.g., Booth et
al. 2010). Localized instability in this region can occur as a result from cold air outbreaks advecting
cold air over the warm SSTs (Shaman et al. 2010) or due to the localized pressure gradient that
develops over the baroclinic zone (Kelly et al. 2010).
Anthropogenic climate change will impact the thermodynamic properties of storms in the
midlatitudes. One global feature of these changes is that cyclone-related precipitation increases
will be largely due to increases of water vapor (Yettella and Kay 2017). For the Gulf Stream region,
however, Zhang and Colle (2017) found cyclone centers in the western Atlantic have a small
increase in cyclone-relative precipitation (10-13%) and in static stability (5-10%) over the warm
sector of ETCs during the late twenty-first century. However, these results are all model dependent.
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Given the aforementioned issues with the representation of precipitation in GCMs, further analysis
on the relationship between stability and precipitation in the current climate is necessary.
The research herein examines how stability relates to atmospheric dynamics and
precipitation on synoptic timescales near the Gulf Stream region. The data and methodology
applied to this study are described in Section C.2. Section C.3 examines several atmospheric
variables and their relation to stability before concluding with a brief summary of the relevance of
these results in Section C.4.

C.2 Data and Methods
This study utilizes reanalysis data from the European Center for Medium-Range Weather
Forecasts (ECMWF) interim (ERA-Interim; Dee et al. 2011) and precipitation data from the
Tropical Rainfall Measurement Mission (TRMM) Multisatellite Precipitation Analysis (TMPA;
accessed at https://pmm.nasa.gov/data-access/downloads/trmm). The TMPA product combines
precipitation estimates from multiple satellites to provide quasi-global coverage between 50°N and
50°S at 3-hourly intervals and a horizontal resolution of 0.25° x 0.25° (Huffman et al. 2007). Since
ERA-Interim is available at 6-hourly intervals, the TMPA data is converted into 6-hourly data by
adding together two 3-hourly precipitation estimates (i.e., 03 UTC and 06 UTC TMPA estimates
are added together to create a 06 UTC observation). Our analysis focuses on the years for which
TMPA is available: 1998 to 2015. Additionally, we limit our analysis to northern hemisphere
winter, December – February (DJF), because it is during this season in which precipitation is
greatest in the storm track region (Hawcroft et al. 2012). However, we analyzed the other seasons
and found a signal during both northern hemisphere spring, March – May (MAM), and fall,
September – November (SON), that is similar to what is reported for DJF (not shown). Northern
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hemisphere summer, June – August (JJA) did not show a similar relationship to other seasons
likely because storm activity in our study region is weakest during that season.
The study area for this analysis focuses on a 4.5° x 4.5° region near the Gulf Stream,
bounded from 28.5°N to 33°N and from 63°W to 67.5°W (Fig. C.1). This location was chosen due
to its proximity to the storm track region and its location relative to developing cyclones (Yanase
and Niino 2018), while also being poleward of the warm waters south and east of the Gulf Stream.

FIGURE C.1. Map showing location of grid box used for analysis. Grid box spans 4.5° x 4.5° from
28.5°N to 33°N and from 63°W to 67.5°W. This region was chosen based on proximity to storm
track region.
In order to explore the relationship between stability and precipitation in the Gulf Stream
region, we analyze the following variables, accessed from ERA-Interim: precipitable water vapor
(PWV), 850 hPa vertical velocity (𝜔850 ), moisture flux, and sea-level pressure (SLP). All
variables are area-averaged within this region to identify one value representative of the region at
6-hourly intervals. In our calculation of stability, we first calculated potential temperature (𝜃) and
examined the vertical profile of 𝜃. Our initial analysis did not portray a strong relationship with
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any atmospheric variables. Since this analysis is motivated by precipitation, we decided to use
equivalent potential temperature (𝜃𝑒 ) in our calculation of stability. We used equation 43 from
Bolton (1980) to calculate 𝜃𝑒 for our analysis.
−3 𝑟)

1000 0.2854(1−0.28∗10
)
𝜃𝑒 = 𝑇𝐾 (
𝑝

∗𝑒

[(

3.376
−0.00254)∗𝑟(1+0.81∗10−3 𝑟)]
𝑇𝐿

where 𝑇𝐾 , 𝑝, 𝑎𝑛𝑑 𝑟 are the absolute temperature, pressure, and mixing ratio at the initial level, and
𝑇𝐿 is the absolute temperature at the lifting condensation level.
Stability is then calculated as:
𝑑𝜃𝑒 𝜃𝑒𝑈 − 𝜃𝑒𝐿
= 𝑈
𝑑𝑧
𝑧 − 𝑧𝐿
where U represents the upper level, L represents the lower level, and z is the geopotential height
at upper and lower levels. We calculate

𝑑𝜃𝑒
𝑑𝑧

for four layers of the atmosphere: 1000-850 hPa, 925-

700 hPa, 700-500 hPa, and 500-300 hPa.
Two types of compositing analysis are presented: cyclone-centered composites and
composites for the fixed geographical region. For cyclone-centered composites, ETC tracks are
identified using SLP minima by the Modeling, Analysis, and Prediction (MAP) Climatology of
Midlatitude Storm Area (MCMS; Bauer et al. 2016), which is applied to ERA-Interim data from
1998 to 2015. After the cyclones are identified, the atmospheric data surrounding the center is
extracted and projected onto an equal-area grid centered on the cyclone. Following this, the data
for multiple cyclones is averaged together to create the cyclone-centered composites.
For the composites on the fixed geographical region, we use conditional sorting. The
sorting procedure is accomplished as follows: first we calculate the area-averaged value of some
variable (e.g., precipitation or stability) for all timesteps in the analysis. We then sort the data to
identify the strongest and weakest 100 events for that given variable. Composite averages are
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presented separately using these two subsets to highlight the differences in the extremes cases in
order to create a strong signal to noise ratio.
Additionally, we examine the linear correlation amongst atmospheric variables with
stability. We fit a linear regression model to the data to get a line of best fit. Correlation coefficients
are calculated by the Pearson method. Simple and multiple linear regression analyses are presented
to determine the predictability of precipitation these atmospheric variables on precipitation. A
simple linear regression equation of 𝑃𝑟𝑒𝑐𝑖𝑝 = 𝑦 + 𝑏 ∗ 𝑣𝑎𝑟 where y indicates the y-intercept, b is
the coefficient, and var is any of the atmospheric variables, is first used to determine the
predictability of just one variable. A multiple linear regression equation of 𝑃𝑟𝑒𝑐𝑖𝑝 = 𝑦 + 𝑏1 ∗
𝑣𝑎𝑟1 + 𝑏2 ∗ 𝑣𝑎𝑟2 is then utilized to show how well two atmospheric variables are as predictors for
precipitation.

C.3 Results
The spatial distribution of relevant atmospheric variables is shown through cyclonecentered composites in Figure C.2. When only including times when cyclones passed through this
region, we observe typical spatial patterns of relevant atmospheric variables within developing
ETCs: a broad region of ascent encompasses the warm sector of an ETC with a strong gradient in
PWV along frontal boundaries and a maximum in PWV just offset from the center of the cyclone
composite (Fig. B.Ca). The cyclone-composite low-pressure center coincides with the 700-500
hPa

𝑑𝜃𝑒
𝑑𝑧

minimum, with lower values of

the cyclone and higher values of

𝑑𝜃𝑒
𝑑𝑧

𝑑𝜃𝑒
𝑑𝑧

, indicative of instability, covering the warm sector of

in the cold sector indicating stable air (Fig. C.2b). The heaviest

precipitation rates occur to the northeast of the cyclone-composite low-pressure center (Fig. C.2c).
While the distribution of precipitation does not mimic that of the typical comma-head shape found
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in cyclones, we believe this is due to ETCs being in their developing phase as they pass through
this region. However, ETCs, regardless of cyclone age, do not portray the precipitation field taking
on the appearance of a comma-head shape (e.g., Booth et al. 2018). Bauer and Del Genio (2006)
showed that the comma-head shape in the precipitation field may be more attributed to the strength
of the ETCs. Additionally, precipitation can be influenced by the presence of the Gulf Stream to
the north of this region, which likely explains why the values of 0.7 mm hr-1 extend to the
east/northeast in the cyclone-centered composite.

FIGURE C.2. Cyclone-centered composites for extratropical cyclones that passed through grid box
during DJF (1998-2015) for (a) 850-hPa vertical velocity (Pa/sec, shaded) and total column water
𝑑𝜃
vapor (mm, contoured); (b) 700-500 hPa 𝑑𝑧𝑒 (K/km, shaded) and mean sea level pressure (hPa,
contoured) and (c) precipitation (mm/hr).
While the cyclone-centered composites illustrate the typical spatial patterns of relevant
atmospheric variables, it is important to understand how these spatial patterns may vary with
changes in atmospheric variables, independent of whether there is or is not a cyclone passing
through the region. As a first step in such an analysis, we present composites of extreme values of
700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

and precipitation, which correspond to the top 100 6-hourly events, or the top

0.01% of events. First, we sort by 700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

minima, which corresponds to the stability

minimum in the warm sector of a cyclone (Fig. C.3a). This area coincides with a region of ascent
and a maximum in PWV (Fig. C.3b) as well as widespread precipitation within and to the north of
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the region (Fig. C.3c). When sorting by precipitation maxima, the spatial pattern of these relevant
atmospheric variables is similar to those patterns when sorting by 700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

minima. The

main difference between the two sorting regimes is that when sorting by precipitation maxima, the
composite cyclone is slightly more intense, but with a slightly weaker 700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

minimum

(Fig. C.3d), which corresponds to stronger ascent (Fig. C.3e) and more intense precipitation (Fig.
C.3f) that resembles more of the typical precipitation structure associated with ETCs. Despite
similarities in the SLP, vertical motion, and PWV between the two sorting regimes, only seven
events are found in both the 100 least stable events and 100 heaviest precipitation events,
suggesting that precipitation can be influenced by other small-scale processes. One hypothesis as
to why there is little overlap between the least stable and most precipitation events is that where it
is highly unstable, there is a PWV maximum, but not a precipitation maximum. Since there is a
vast amount of water vapor available, the moisture can be lifted into the warm conveyor belt and
advected towards the warm front where it fully precipitates.
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FIGURE C.3. Atmospheric composites for top 100 events sorted by area-averaged (top row) 700𝑑𝜃
500 hPa 𝑑𝑧𝑒 (K/km) and (bottom row) 6-hourly precipitation (mm) for (column 1) 700-500 hPa
𝑑𝜃𝑒

(K/km, shaded) and mean sea level pressure (hPa, contoured), (column 2) 850-hPa vertical
velocity (Pa/sec, shaded) and total column water vapor (mm, contoured), and (column 3) 6-hourly
precipitation (mm/hr, shaded) and mean sea level pressure (hPa, contoured). Red box indicated
grid box variables are area-averaged over.
𝑑𝑧

In an analysis of all 6-hourly time-steps for DJF between 1998 and 2015 for our chosen
study region, we utilize 2-dimensional histograms to show how

𝑑𝜃𝑒
𝑑𝑧

is correlated with relevant

atmospheric variables. The highest correlation coefficients for all atmospheric variables are found
when shown in relation to 700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

(Fig. C.4e-h), which is why this layer has been utilized

throughout this study. The best fits are found for 700-500 hPa
C.4e) and 700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

𝑑𝜃𝑒
𝑑𝑧

versus PWV (R = -0.6559, Fig.

versus 850 hPa vertical velocity (R = 0.5161, Fig. C.4f), while the

correlation between 700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

and moisture flux (Fig. C.4g) as well as precipitation (Fig.

C.4h) is much weaker. While the relationship among these atmospheric variables and

𝑑𝜃𝑒
𝑑𝑧

is

strongest at 700-500 hPa, a similar, but weaker relationship exists at both 925-700 hPa and 500-
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300 hPa. However, there is a reversal of the best fit line for 1000-850 hPa

𝑑𝜃𝑒
𝑑𝑧

for all atmospheric

variables (Fig. C.4a-d). This reversal can be attributed to the influence of air-sea interactions on
the atmospheric boundary layer.

FIGURE C.4. Scatter plot of area-averaged (top row) 1000-850 hPa
𝑑𝜃

𝑑𝜃𝑒
𝑑𝑧

(K/km) and (bottom row)

700-500 hPa 𝑑𝑧𝑒 (K/km) versus (column 1) total column water vapor (mm), (column 2) 850-hPa
vertical velocity (Pa/sec), (column 3) moisture flux (kg/m s), and (column 4) 6-hourly precipitation
(mm). Color shading indicates count of events. Pearson correlation coefficient (R) is included and
red line is the best linear fit.
Next, we consider how the relationship between precipitation and vertical velocity, and
then precipitation and PWV for different stability regimes. The stability regimes were defined
based on the data available, separating each bin by 2-3 K. As stability increases in this region,
precipitation decreases (Fig. C.5), vertical velocity values go from negative to positive, indicative
of changing from ascent to descent (Fig. C.5a), and PWV decreases (Fig. C.5b). The median values
of these variables for the different stability regimes are summarized in Table C.1.
As the amount of water vapor in the atmosphere increases as a result of global warming,
the likelihood of heavy precipitation events will increase (e.g., Pendergrass 2018). In these regimes
with higher amounts of water vapor present, the atmosphere is likely to be locally unstable in the
region of precipitation (Fig. C.5b). However, the Earth’s atmosphere is expected to become more
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stable with global warming, which will weaken the atmospheric circulation pattern and could
ultimately, weaken precipitation events (e.g., Pendergrass 2018). The challenging aspect regarding
how precipitation will change in a warmer world involves the concept of more water vapor being
available, which would increase precipitation, but the atmosphere becoming more stable, which
would decrease precipitation.

FIGURE C.5. Scatter plot of area-averaged 6-hourly precipitation (mm) versus (left) 850-hPa
vertical velocity (Pa/sec) and (right) precipitable water vapor (mm). Color shading indicates 700𝑑𝜃
500 hPa 𝑑𝑧𝑒 (K/km).
TABLE C.1. Median values sorted by 700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

(K/km).

700 – 500 hPa Stability
(K/km)

<0

0-2

2-4

4-6

6-9

6-hrly Precipitation (mm)

2.43

0.83

0.06

0.02

0.02

PWV (mm)

36.80

29.87

22.25

17.70

17.42

850 hPa Vertical Velocity
(Pa/sec)

-0.10

-0.04

0.03

0.07

0.10

To determine the predictability of precipitation using only these variables in the current
climate for our study region, we utilize a linear regression analysis. A simple linear regression
equation of 𝑃𝑟𝑒𝑐𝑖𝑝 = 𝑦 + 𝑏 ∗ 𝑣𝑎𝑟 where y indicates the y-intercept, b is the coefficient, and var
could be 850 hPa vertical velocity, PWV, or 700-500 hPa
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𝑑𝜃𝑒
𝑑𝑧

, is first utilized to determine the

predictability of these variables in relation to precipitation. These quantities are summarized in
Table C.2. On its own, 700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

adds the lowest predictability, while PWV adds the most

predictability toward precipitation. A multiple linear regression equation of 𝑃𝑟𝑒𝑐𝑖𝑝 = 𝑦 + 𝑏1 ∗
𝑣𝑎𝑟1 + 𝑏2 ∗ 𝑣𝑎𝑟2 shows how well two of the three variables are as predictors for precipitation. The
combination of PWV and 850 hPa vertical velocity adds the most predictability toward
precipitation, while adding 700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

to either PWV or 850-hPa vertical velocity does not

greatly add to its predictability. We believe this to be the case because 700-500 hPa

𝑑𝜃𝑒
𝑑𝑧

is well

correlated with both PWV and 850 hPa vertical velocity, illustrative of how in the warm sector of
an ETC, where there is high PWV and ascent, it is unstable – the concept that is reenforced by the
cyclone-centered composites (Fig. C.2).
TABLE C.2. Quantities for simple and multiple linear regression equations based on atmospheric
variables including the y-intercept (y), coefficient (b), and R2 value. For multiple regressions,
dashes indicate that those variables were not included in a specific regression equation.
𝒅𝜽
850 hPa Vertical
Quantities
PWV
700-500 hPa 𝒅𝒛𝒆
Velocity
y
-3.0866
1.0939
2.693
Simple
bn
0.17038
-14.936
-635.47
2
R
0.214
0.311
0.114
y
-2.4311
--2.4311
bn
0.15601
--112.06
2
R
0.216
-0.216
y
-1.444
1.444
Multiple
bn
--14.007
-126.69
2
R
-0.314
0.314
y
0.19408
0.19408
-bn
0.053741
-12.228
-2
R
0.322
0.322
--

C.4. Conclusion
This analysis examines how stability relates to atmospheric dynamics and precipitation on
synoptic timescales near the Gulf Stream region. We know that the main ingredients for
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precipitation include a significant moisture source and strong vertical motion. Given the
uncertainty surrounding the factors that may influence precipitation, it is important to understand
the influence of atmospheric stability on precipitation in the current climate. Even though we are
not looking directly at storms in our analysis, we observe the signature of the warm and cold sectors
often associated with ETCs, where the warm sector has more water vapor, and the cold sector is
characterized as dry and stable. As mid-level stability increases, the atmosphere in this region
becomes characterized by less precipitation, lower water vapor content, and descending motion.
While this research examined a very specific and localized area, it would be important to repeat
this analysis for other locations to explore the relationship between stability and precipitation. The
broader impact of this research stems from exploring as the Earth’s atmosphere warms and there
is more water vapor available, the likelihood of heavy precipitation events will increase, which
means it will also be less stable, at least locally in the region of precipitation. If a warmer world
stabilizes the atmosphere, this should have a negative effect on precipitation intensity. Multiple
linear regression analysis shows the impact of stability on precipitation for this region is negligible,
but we need to understand this relationship on a larger scale. In a warmer and more stable
atmosphere, over long timescales, stability may have a more prominent role, but at a more localized
scale, its effect on precipitation is noisier.
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