We propose a novel framework, learning to transfer learn (L2TL), to improve transfer learning on a target dataset by judicious extraction of information from a source dataset. Our framework considers joint optimization of strongly-shared weights between models of source and target tasks, and employs adaptive weights for scaling of constituent loss terms. The adaptation of the weights is done using a reinforcement learning (RL)-based policy model, which is guided based on a performance metric on the target validation set. We demonstrate state-of-the-art performance of L2TL given fixed models, consistently outperforming fine-tuning baselines on various datasets. In addition, in the regimes of small-scale target datasets and significant label mismatch between source and target datasets, L2TL outperforms previous methods by a large margin.
Introduction
Deep neural networks excel at understanding images [He et al., 2016 , Simonyan and Zisserman, 2015 , Zagoruyko and Komodakis, 2016 , text [Conneau et al., 2017 , Devlin et al., 2018 , Lai et al., 2015 and audio [van den Oord et al., 2016 , Amodei et al., 2016 , Chiu et al., 2018 . The performance of deep neural networks improves significantly with more training data [Hestness et al., 2017] . As the applications of deep neural networks diversify and extend to use cases with small training datasets, conventional training approaches are often insufficient to yield high performance. It becomes highly beneficial to utilize extra source datasets and "transfer" the relevant information to the target training dataset. Transfer learning, commonly in the form of obtaining a pre-trained model on a large-scale source dataset and then further training it on the target dataset (known as fine-tuning), has become the standard recipe for most real-world artificial intelligence applications. Compared to training from random initialization, fine-tuning yields considerable performance improvements and convergence speedup, as demonstrated for object recognition [Razavian et al., 2014] , semantic segmentation [Long et al., 2015] , language understanding [Devlin et al., 2018] , speech synthesis [Arik et al., 2018] , audio-visual recognition [Moon et al., 2014] and language translation [Zoph et al., 2016] .
Towards the motivation of pushing the performance of transfer learning, recent studies [Ngiam et al., 2018 , Mahajan et al., 2018 , Lee et al., 2019 have explored the direction of matching the source and target dataset distributions. Even simple methods to encourage domain similarity, such as prior class distribution matching [Ngiam et al., 2018] , are shown to be effective -indeed, in some cases, the distribution match can be much more important than the scale of the source dataset. In this paper, our goal is to push this direction further by introducing a novel RL-based meta learning framework. Our framework, named learning to transfer learn (L2TL), adaptively infers the domain similarity directly from the performance obtained on the test objective of the target validation set. There are numerous cases that source dataset samples could have features that are highly relevant to the target dataset samples and would benefit the learning process, but they may belong to very different classes. For example, consider the visual classification problem for bird images. The source dataset may not contain bird images, but it may have airplane images that contain similar visual patterns that would aid the training of the bird classifier model. The L2TL framework is designed to automatically handle these cases with its policy training and can push the performance further in ways that manual source dataset selection or fixed domain similarity methods may not be able to. We demonstrate state-of-the-art transfer learning results given fixed models in wide range of datasets:
• Source and target datasets from similar domains: We consistently outperform the finetuning baseline with a 0.6%-1.3% relative accuracy gain on five fine-grained datasets, and consistently outperform DATL with a 0.3%-1.5% relative accuracy gain. • Low-shot target dataset regime: Our method consistently outperforms the fine-tuning baseline on five fine-grained datasets, up to 6.5% relative accuracy gain for five samples per class. • Source and target datasets from dissimilar domains: We outperform the fine-tuning baseline, up to 1.7% relative accuracy gain on a texture dataset and 0.7 relative AUC gain on a Chest X-Ray dataset [Irvin et al., 2019] .
In addition to achieving state-of-the-art performance, our framework is capable of ranking the values of source data points according to their contributions to a target performance. Such capability was considered using indirect measures like domain similarity previously, but L2TL directly relates them to the target performance for the first time.
Related Work
Adaptive transfer learning: There is a long history of transfer learning for neural networks [Yosinski et al., 2014] [Girshick et al., 2014] . Various directions have been considered to improve standard finetuning. One direction is carefully choosing which portion of the network to adapt while optimizing the information extraction from the source dataset. In [Guo et al., 2019] , a policy network is used to make routing decisions on whether to pass the input through the fine-tuned or the pre-trained layers.
In , a regularization scheme is proposed to promote the similarity of the fine-tuned model with the pre-trained model as a favorable inductive bias. Another exploration direction is to carefully decide which input samples are relevant to the target task, as in our paper. [Ge and Yu, 2017] uses filter bank responses to select nearest neighbor source examples and demonstrates improved performance. In [Cui et al., 2018] , domain similarity between source and target datasets is quantified using Earth Mover's Distance (EMD). Transfer learning is demonstrated to benefit from pre-training on a source domain that is similar by this measure. With a simple greedy subset creation selection criteria, promising results are shown for improving the target test set performance. Domain adaptive transfer learning (DATL) in [Ngiam et al., 2018] employs probabilistic shaping, where the value is proportional to the ratios of estimated label prior probabilities. Our method does not use an indirect similarity metric like proximity of filter bank responses, EMD or prior class probabilities. Instead, it proposes a framework with the goal of optimizing the target set metric directly.
Reweighing training examples: Reweighing of constituent training terms has been considered for various performance goals. [Ren et al., 2019] applies gradient descent-based meta learning with the goal of providing noise robustness and class balance in learning. Focal loss [Lin et al., 2017] is another soft weighting scheme that emphasizes harder examples. In [Jiang et al., 2018] , a studentteacher training framework is utilized such that the teacher model provides a curriculum via a sample weighting scheme for the student model to focus on samples whose labels are likely to be correct. [Ghorbani and Zou, 2019] [Kumar et al., 2010] where the weights are optimized to learn easier examples first. Different from these, our paper focuses on optimizing the weights for each class, with the purpose of improving the transfer learning performance.
Meta learning: Meta learning generally refers to learning to learn frameworks [Schmidhuber et al., 1997 ] whose goal is to improve the adaptation to a new task with the information extracted from other tasks. Meta learners are typically based on inspiration from known learning algorithms like gradient descent [Finn et al., 2017] or derived from black box neural networks [Santoro et al., 2016] .
In few-shot learning, the use of validation loss as a meta-objective has been explored [Ravi and Larochelle, 2017] . However, for optimization problems with non-differentiable objectives like neural architecture search, RL-based meta learning is shown to be a promising approach Le, 2017, Pham et al., 2018] . RL-based optimization has successfully been applied in many search spaces, e.g. learning a data augmentation policy [Cubuk et al., 2018] . The specific form of meta learning application in L2TL is novel -it employs guidance on the source dataset information extraction with the reward from the target validation dataset performance. Different from few-shot learning, we consider a more common real-world scenario where an easily accessible source dataset is integrated.
Learning From Source and Target Datasets
We consider a training objective function L(Ω, ζ S , ζ T , λ, α s , α t ) 1 that is jointly optimized for a source dataset D S and a target dataset D T in the general form:
where (x, y) are the input and output pairs (x j , y j ∼ D S , x k , y k ∼ D T ), B S and B T are the source and target batch sizes 2 , α s [i] and α t [i] are the scaling coefficients at i th iteration, λ is the importance weighing function, f S (·; Ω, ζ S ) and f T (·; Ω, ζ T ) are encoding functions for the source and the target datasets with trainable parameters Ω, ζ S and ζ T 3 . To maximally benefit from the source dataset, a vast majority of the trainable parameters should be shared. If we consider the decompositions, f S (·; Ω, ζ S ) = h S (·; ζ S ) • g(·; Ω) and f T (·; Ω, ζ T ) = h T (·; ζ T ) • g(·; Ω), g can be a high capacity function with large number of trainable parameters that can be represented with a deep neural network, and h T and h S are low capacity functions with small number of parameters that can be represented with very shallow neural networks. 4
The learning goal of Eq. 1 is to generalize to unseen samples from a held-out target validation dataset, and maximize an evaluation metric on it:
where R is the target performance metric (that may or may not be differentiable with respect to x and y) such as the top-1 accuracy or area under the curve (AUC) for classification.Ω,ζ T are the pre-trained weights optimized in Eq. 1.
Without transfer learning, i.e., when only the target dataset is considered, α s [i] = 0 and α t [i] = 1 for all i. In fine-tuning, the optimization is first considered for the source dataset for N S steps with uniform weighing of the samples λ(x, y) = 1, and then for the target dataset using the pre-trained weightsΩ,ζ T , i.e.:
Next, we describe our framework towards optimal learning from source and target datasets.
Learning to Transfer Learn Framework
The learning to transfer learn (L2TL) framework (shown in Fig. 1 ) aims to learn the weight assignment adaptively, rather than using a fixed weight assignment function λ(x, y; Φ) to measure the relatedness between the source domain and the target domain. Learning of the adaptive weights in L2TL is guided by the performance on a held-out target validation dataset (quantified using the given metric R). Thus, beyond targeting general relatedness, the framework directly targets relatedness for the specific goal of improvement in target evaluation performance.
While optimizing for λ(x, y; Φ), one straightforward option for the choice of scaling coefficients would be alternating them between (1, 0) and (0, 1) -i.e. training the source dataset until convergence with optimizedΦ and then training the target dataset until convergence with the pre-trained weights from the source dataset. Yet, the approach may potentially require many alternating update steps and the computational cost may become prohibitively high. Instead, the policy model in L2TL is designed to output (α s [i], α t [i]) along with λ. Without loss of generality, we can optimize a single weight α s [i] (setting α t [i] = 1) as the optimization is scale invariant. The policy optimization step is decoupled from the gradient-descent based optimization for Ω, ζ S and ζ T . Updates are reflected to the policy model via the information embodied in Ω and ζ T .
In the first phase of a learning iteration, we apply gradient decent-based optimization to learn the encoder weights Ω, and the classifier layer weights ζ S , ζ T to minimize the loss function L:
In this learning phase, the policy model is fixed, and its actions are sampled to determine weights. The loss might be skewed when most of source dataset samples in a batch are unrelated, while some batches contain more related examples. To ease this problem, we sample a larger batch and dynamically select more related examples. At each iteration, we sample a training batch of size M S · B S , and use the top B S of them with the highest weights for training updates. This approach also yields computational benefits as the gradients would not be computed for most source dataset samples until convergence.
In the second phase of a learning iteration, the goal is to optimize policy weight Φ that maximizes the evaluation metric R D T on the target validation set with given encoder weights from the first phase:
We treat this step as an RL problem, such that the policy model outputs the actions for λ(x, y; Φ) and α towards optimization of a reward. In the most general form λ(x, y; Φ) may yield a very high dimensionality for optimization of Φ. For simplicity, we consider a sample-independent modeling of λ(x, y; Φ), similar to [Ngiam et al., 2018] , i.e., λ(x, y; Φ) = λ(y; Φ). For more efficient optimization, we discretize the possible values of λ(y; Φ) into pre-defined number of actions, in the range λ(y) ∈ [0, 1]. We define n actions, such that each action k ∈ [0, n − 1] corresponds to a weight value k/(n − 1). For example, when n = 11, the weight values are [0, 0.1, 0.2, . . . , 1.0]. We also discretize the possible values for α, using n actions. Each action k corresponds to βk /(n − 1), where β is a hyperparameter to constrain the value range of α. The search space has n × (c S ) n possibilities, where c S is the number of classes in the source dataset. When training the policy model, we use policy gradient to maximize the reward on the target dataset D T , using a batch size of B P . We use the evaluation mode for the convolutional encoder. At update iteration t, we denote the advantage
where b t is the baseline. Following [Pham et al., 2018] , we use the moving average baseline to reduce variance, i.e., b t = (1 − γ)b t + γR t , where γ is the decay rate. The policy gradient is computed by REINFORCE [Williams, 1992] and optimized using Adam optimizer [Kingma and Ba, 2014] .
Experiments
We demonstrate the performance of L2TL in various scenarios. As the source dataset, we use the ImageNet dataset [Russakovsky et al., 2015] containing 1.28M images, and 1K classes, and a much larger JFT-300M dataset (containing ∼300M images that are labeled with 18,291 classes) [Sun et al., 2017] . For JFT-300M, the images are automatically annotated using user feedback from web pages. Target datasets are chosen based on the scenarios. Hyperparameters of the encoder models are chosen from the published baselines and policy model parameters are cross-validated on a validation set. All hyperparameters are presented in Supplementary Material A. The policy model does not take inputs and it is parameterized by a random variable. For datasets that the testing accuracy is reported using the model trained on training and validation examples, L2TL is first trained on the training split using the reward from the validation set. Then, the learned control variables are then used to train the joint model on the training and validation examples. We do not use the test set during model training. For the fine-tune experiment, we use best set of hyperparameters evaluated on the validation set. The results are averaged using three runs.
Source and target datasets from similar domains
We initially consider the scenario of target datasets with classes that mostly exist in the source dataset. In this scenario, DATL [Ngiam et al., 2018] was proven to be effective. We evaluate L2TL on five datasets focusing on different subsets. The detailed dataset splits are presented in Table 1 . The reward is measured on the validation set using top-1 accuracy. The results of L2TL along with fine-tuning and DATL benchmarks are shown in Table 2 . As can be seen, L2TL outperforms fine-tuning across all the datasets with 0.6%-1.3% relative accuracy difference, which demonstrates the strength of L2TL in selecting related source examples across various domains. DATL performs worse than fine-tuning on Birdsnap and Aircraft, unlike L2TL. This underlines the importance of leveraging the visual similarity in the ways beyond the label match as in DATL. We also evaluate results when using JFT-300M. The results are shown in Table 3 . L2TL preserves its benefits in learning relatedness for much larger scale datasets. [Wang et al., 2015] , EMD [Cui et al., 2018] , OPAM [Peng et al., 2017] and DATL [Ngiam et al., 2018] ( * denotes the results fine-tuning baseline from [Ngiam et al., 2018] Visualization: To better understand the quality of the learned weights, we sample 10k actions from the policy and rank the source labels according to their weights. The classes with high weights are shown in Table 4 . For Birdsnap, we can see that the most related class is "bea eater" which is one of the bird species in ImageNet. "Aepyceros melampus" is an antelope that has narrow mouth, which is similar to some birds with sharp spout. The "valley" class matches the background in some examples in Birdsnap. These results show that L2TL can extract related classes from the source based on the major object as well as background scenes. For Stanford Cars, we surprisingly observe that "barrel, cask" has high probability to have high weight, which indeed includes wheels and car-looking body types in many images. "terrapin" is a reptile that crawls on the ground with four legs, whose shape looks like vehicles in some way. For Food-101, we can see the top classes are the least relevant intuitively but still contain classes with visually-relevant patterns. For example, "caldron, cauldron" may contain images with food inside, but most "seashore, coast" are less related to food. We visualize a few representative examples in Figure 2 .
Low-shot examples regime
In this section, we study the performance changes when we have a smaller number of training examples. In the extreme low-shot regime, generalizing to unseen examples is most challenging as the model can be prone to overfitting. Fig. 3 shows performance in the small data regime for the same datasets. In most cases, we observe significant increase in performance when the number of examples per class is smaller. For five examples per class, the gap is as high as 6.5% (for Stanford Car). We observe that the gap between the L2TL and the fine-tune baseline often becomes smaller when more examples are used, but still remains as high as 1.5% when 60 examples per class are used (for Birdsnap). The results show that our L2TL framework can yield significant improvements in real-world tasks where the number of training examples are limited.
Ablation studies on the effectiveness of RL
In section, we study a few elements that could affect the performance of L2TL framework. In all plots, we show the classification accuracy during the whole training process. The curves are oscillatory at the beginning, but become stable later during the training.
Learning to assign weights: We study the effectiveness of RL training comparing it to two baselines: (i) random search: where the policy model is not optimized and random actions are chosen as the policy output, (ii) uniform weights: a constant importance weight is assigned to all training samples. Note in these baselines, α is still optimized via policy gradient. The results are shown in Fig. 4 . For all datasets, we observe that L2TL clearly outperforms both baselines after sufficient number of iterations, underlining the importance of reweighting policy learning via policy gradient. The effect of the number of policy actions: We study the impact of the number actions by tuning n. The results are shown in Fig. 5 . As can be seen, sensitivity to n differs across datasets, potentially due to the number of classes in the dataset and their inherent similarities. Food-101 has the least sensitivity to n -all the cases converge around 88.4%, whereas FGVC Aircraft dataset has the highest sensitivity. When n is larger, the difference of class weight outputs between possible actions is smaller. When n is smaller, there are fewer choices in the action space, and it can be easier to optimize the policy. However, the differences between the action values are large, which can fail to distinguish the weight differences between the classes. Overall, our experimental results suggest that the number of actions is an important hyperparameter for some datasets.
Computational cost of training
We present the computational cost for fine-tuning, DATL and L2TL in Table 5 . In DATL, given a new target dataset, a new model has to be trained on the resampled data until convergence. This step is time-consuming for large-scale source datasets. In L2TL, the transfer learning step is more expensive than fine-tuning, as it requires the computation on both the source and the target datasets. Yet, it only requires a single training pass on the source dataset, and hence yields much lower training time compared to DATL. In this section, we consider two target datasets with classes that do not exist in source dataset:
(i) Describable Textures Dataset (DTD) dataset [Cimpoi et al., 2014] : It contains textural images in the wild from 47 classes such as striped and matted. The dataset has 20 splits and we evaluate the testing results on the first split. Each training, validation, and testing split has 1,880 images.
(ii) Chest X-Ray Dataset CheXpert [Irvin et al., 2019] : This medical dataset has been recently introduced for chest radiograph interpretation. It consists of 224,316 chest radiographs of 65,240 patients labeled for 14 observations as positive, negative, or uncertain. Following [Irvin et al., 2019] , we report AUC on five classes and we regard "uncertain" examples as positive.
The results for DTD are shown in Table 6 . We observe that ImageNet fine-tuning greatly improves the classification results. L2TL further improves the fine-tuning baseline by 1.5%, demonstrating the significance of L2TL enabling the use of related source classes instead of using all classes. For the low-shot example case, we observe a more than 5% gain when only 10 examples are provided per class, validating the effectiveness of L2TL in more accurate transfer learning. We show the top related classes from ImageNet in Fig. 6 . These results demonstrates that L2TL is able to utilize visual similarities between the source and the target classes. These similarities occur in the form of texture pattern for most DTD classes, for example, "praire chicken" images from ImageNet typically contain patterns very relevant to "lined" from DTD. On the CheXpert dataset, we use the mean AUC as the reward, and the convolutional architecture is DenseNet-121 [Huang et al., 2017] . The results are shown in Table 7 . We use the same evaluation protocol as in [Irvin et al., 2019] . We reproduce the fine-tuning baseline in [Irvin et al., 2019] . 5 L2TL performs better than the fine-tuning baseline by 0.7%. There are not many straightforward visual similarities to humans to identify from ImageNet to relate to CheXpert, but L2TL is still capable of discovering hidden patterns in the images. We propose a novel RL-based framework, L2TL, to improve transfer learning on a target dataset by careful extraction of information from a source dataset. L2TL considers joint optimization of models for source and target tasks, while using adaptive weights for scaling of constituent loss terms. We use the performance metric on the target validation set as the reward to train the policy model, which outputs the weights for each source class adaptively. We demonstrate state-of-the-art performance of L2TL for various datasets. The performance benefit of L2TL typically gets more significant as the target dataset size gets smaller. Our framework does not utilize an explicit similarity metric, but learns source class weights to directly optimize the target dataset performance. In cases where source and target datasets come from substantially different domains, L2TL still yields clear improvements. This improvement often comes from utilizing the source dataset classes that have relevant visual patterns despite belonging to a substantially different class.
Our general L2TL framework can be pushed beyond the approximations in this paper. A search space with a higher optimization granularity is expected to improve the results. Modeling the x dependence of the λ(x, y; Φ) function using a policy gradient can be a promising step towards that approach (particularly for the datasets with high intra-class variance, such a model can help to select particular samples within the class) albeit likely accompanied by increased computational complexity.
Algorithm 1: L2TL -Learning to Transfer Learn N ← number of training iterations for i ← 1 to N do l s ← 0, l t ← 0 for j ← 1 to B S do Sample x j , y j from D S Calculate classification loss L S (x j , y j ; Ω, ζ S ) Calculate example weight λ(x j , y j ; Φ) l s = l s + λ · L S l s = α i · l s for k ← 1 to B T do Sample x k , y k from D T Calculate classification loss L T (x k , y k ; Ω, ζ T ) l t = l t + L T Update Ω, ζ S , ζ T using stochastic gradient descent r ← 0 for k ← 1 to B P do Sample x k , y k from D T Calculate reward R(f T (x k ), y k ) r = r + R Update Φ with reward r using policy gradient
A Hyperparameters
When the source dataset is ImageNet, we use batch size BS = 256, BT = 256, BP = 1024 and a batch multiplier MS = 5 for all the experiments. For the JFT-300M dataset, to reduce the number of training iterations, we use BS = 1, 024. The number of actions n for α is 100.
We use the Inception-V3 architecture for all the experiments except CheXpert. For target dataset, we searched the initial learning rate from {0.001, 0.005, 0.01, 0.05, 0.1, 0.15, 0.2, 0.4}, weight decay from {0, 4 × 10 −5 }. All the datasets are optimized by SGD with momentum 0.9. We use the single central crop during evaluation. The learning rate is cosine decayed after first 2,000 iterations warmup. The number of training iterations is 20,000. When optimizing our policy model, we the Adam optimizer with a fixed learning rate 0.0001. As policy model parameters, we set β = 0.5 and γ = 0.05 for all the experiments. We followed the standard image preprocessing procedure for Inception-V3 on both the source images and the target images.
For CheXpert, we use the DenseNet-121 architecture Huang et al. [2017] and following the evaluation protocol specified in Irvin et al. [2019] , where ten crops are used for evaluation and 30 checkpoints are ensemble to obtain the final results. We cross validate weight decay and initial learning rate, where the weight decay is searched in [0, 0.0001] and the learning rate searched in range [0.5, 0.8, 1.0, 1.3, 1.5, 2.0]. All other hyperparameters are same as above. We use the same input preprocessing as described in https://github.com/zoogzog/chexnet.
B Algorithm
We illustrate the training updates steps of L2TL in Algorithm. 1.
