We study the broadcast scheduling problem with the objective of minimizing the average response time.
at time t is satisfied at time c p (t), if c p (t) is the first time after t when page p is transmitted by the server. The response time of the request ρ is defined to be the time that elapses from its arrival till the time it is satisfied, i.e. c p (t) − t. We assume that the response time for any request is at least 1. The goal is to find a schedule for broadcasting pages to minimize the average response time, i.e. ( t,p w p (t)(c p (t) − t))/ t,p w p (t). Here, we study the offline problem, where the request sequence is known in advance to the scheduling algorithm.
The problem was shown to be NP-hard by Erlebach and Hall [19] . Most of the initial focus was in the the resource augmentation setting. These results compare the k-speed algorithm, which is allowed to broadcast k pages per time slot, against the performance of an optimal 1-speed algorithm. Kalyanasundaram et al. [24] gave the first (1/α)-speed, 1/(1 − 2α)-approximation algorithm for any α ≤ 1/3. This guarantee was improved in sequence of papers [20, 19, 21] culminating in a (1 + )-speed, O(1/ ) approximation for any > 0 [3] . When no extra speed is allowed, the problem gets considerably harder. Note that repeatedly broadcasting the pages in the cyclic order 1, . . . , n is a trivial O(n) approximation. The first improvement over this was an O( √ n) approximation due to [3] . Later, a significantly improved O(log 2 n) approximation algorithm was given by [4] . These results are all based on rounding a natural LP relaxation for the problem. The ideas and the framework introduced in [4] will play a key role in this paper.
The problem of minimizing the average response time has also been studied extensively in the online setting [24, 17, 18, 3, 30, 14, 15, 23, 5] . In particular, several (1 + )-speed, O(poly(1/ )) are now known [23, 5] , and it is also known that extra speed is necessary to obtain n o(1) competitive algorithms. In addition to average response time, various other measures such as maximum response time [7, 11] and throughput maximization [6, 21, 10] have also been studied in the broadcast setting.
Our Results. In this paper, we give an improved algorithm with approximation guarantee O(log 1.5 n) for the offline problem. In particular, we show the following more general result. Theorem 1.1. There is a polynomial time algorithm that finds a schedule with average response time 3 · OPT + O(( √ log n · log log n) log n), where OPT denotes the value of the average response time in the optimum schedule.
While we only show the above result in this paper, using the idea in Lemma 11 in [4] gives the following parametrized theorem. Theorem 1.2. Let γ > 0 be any arbitrary parameter. There is a polynomial time algorithm that finds a schedule with average response time (2 + γ) · OPT + O(( log 1+γ n · log log n) log n), where OPT is the value of the average response time in the optimum schedule.
Setting γ = Θ(log n) above implies the claimed approximation guarantee of O(log 1.5 n). Note that theÕ(log 1.5 n) term in Theorem 1.1 is additive. In particular, if OPT is large, say OPT = Ω(log 1.5+ n) for some > 0, then setting γ arbitrarily small, implies an approximation ratio arbitrarily close to 2.
The main idea behind our algorithm is to build on the approach of [4] using ideas similar to those used by Rothvoss in his recent breakthrough result [31] for bin-packing. Roughly speaking, the algorithm in [4] works as follows. It solves the natural LP relaxation for the problem, and reduces the problem of finding a good rounding for it, to finding a good integral solution to an auxiliary linear program. This auxiliary LP is then solved using O(log n) rounds of iterative rounding, where an O(log n) factor is lost at each round. Here, we follow the same framework, but instead show how to use a recent result of Lovett and Meka [27] (developed in the context of discrepancy minimization) so that the iterative step incurs only anÕ( √ log n) factor loss in each round. To this end, we exploit several structural properties of the auxiliary LP, and in particular show how they can be used to write a third LP on which the Lovett-Meka algorithm can be run.
We also complement the above result with several negative results. First, we substantially improve the best known integrality gap of 28/27 [3] for the natural LP relaxation (on which all the known results are based). Theorem 1.3. The natural LP relaxation for the broadcast problem has an integrality gap of Ω(log n).
Even though the algorithmic approach in [4] (and our algorithm) has similarities to bin-packing, this result suggests that the broadcast problem is substantially harder than bin-packing for which even an additive +1 integrality gap has not been ruled out. Interestingly, Theorem 1.3 is based on establishing a new connection with the problem of minimizing the discrepancy of 3-permutations. In the 3-permutation problem, we are given 3-permutations π 1 , π 2 , π 3 of [n]. The discrepancy of Π = (π 1 , π 2 , π 3 ) w.r.t a ±1 coloring χ is the worst case discrepancy of all prefixes. That is, max 3 i=1 max n k=1 k j=1 χ(π i,j ) , where π i,j is the j th element in π i . The goal of the problem is to find a coloring χ that minimizes the discrepancy. Recently Newman and Nikolov [28] showed a (tight) Ω(log n) lower bound on the discrepancy of 3-permutations, resolving a long standing conjecture. Our integrality gap in Theorem 1.3 is obtained by combining this result with our connection to the discrepancy of 3-permutations. Then, by generalizing the connection to the discrepancy of -permutations, we show the following hardness result (prior to this, only NP-hardness was known [19] ).
Theorem 1.4.
There is no O(log 1/2− n)-approximation algorithm for the problem of minimizing average response time, for any > 0, unless NP ⊆ t>0 BPTIME(2 log t n ).
Along the way to proving Theorem 1.4, we also give the first hardness result for the -permutation problem. Theorem 1.5. There is no α( )-approximation algorithm for the -permutation problem, for any sufficiently large and some function α( ) = Ω( 1/2 ), unless NP = RP.
Actually, we prove a stronger theorem: it is hard to distinguish between the systems Π = (π 1 , π 2 , · · · , π ) with discrepancy O(1) and with average discrepancy Ω( 1/2 ). The average discrepancy of a coloring χ
. It turns out that average discrepancy is the right notion which helps us show our hardness for broadcast scheduling. We emphasize that in the -permutation problem, is not a part of the input. Otherwise, by letting equal to the permutation size n (and using our results on completing partial permutations from Section 3.3), the Ω( 1/2 )-hardness result can be obtained from the hardness for set discrepancy established by Charikar, Newman and Nikolov [9] . We also remark that, in order to prove Theorem 1.4, we need to allow some weak dependence between and n. Specifically, we allow to be poly log(n).
Organization. In section 2 we describe the framework of [4] and describe our improved algorithm. In sections 3 and 4, we establish hardness for discrepancy of permutations and the integrality gap and hardness for the broadcast problem.
Improved
Algorithm for Broadcast Scheduling
Our rounding algorithm follows the same high-level approach as the BCS algorithm [4] . We first solve the natural LP relaxation LP bcast for the problem. Using a two-phase rounding scheme, we construct a tentative schedule (which may transmit multiple pages at the same time) which satisfies the following properties:
• The total response time for this schedule is at most c = O(1) times the cost of the LP relaxation.
• The capacity constraints are satisfied approximately in the following sense. For any interval of time (t, t ], the total number of pages broadcast by the tentative schedule during (t, t ] is at most t − t + b, for some fixed value b. We refer to this b as the backlog of the schedule.
The following lemma shows that a low backlog schedule can be converted to a good feasible schedule (see Lemma 7, [4] for a simple proof). The LP Relaxation. The starting point is the following integer programming formulation for our problem 1 . For each page p ∈ [n] and each time t , there is a variable y pt which indicates whether page p was transmitted at time t . We have another set of variables x ptt s.t t > t, which indicates whether a request for page p which arrives at time t is satisfied at t . Let w pt denote the total weight of requests for page p that arrive at time t. Recall that requests arrive at the end of time slots and can only be served by the next time slot.
∀p, t, t (2.5)
Here T max denotes the last time when any request arrives. Observe that it suffices to define variables only until time t = T max +n as all requests can be satisfied by 1 As stated the LP size is polynomial in Tmax. However we can assume that the problem input size is at least Tmax/n, since if there is period of n consecutive timesteps when no page is requested, then we can split the problem into two instances.
transmitting pages 1, . . . , n after time T max . Constraint (2.2) ensures that only one page is transmitted in each time, (2.3) ensures that each request must be satisfied, and (2.4) ensures that a request for page p can be satisfied at time t only if p is transmitted at time t. Finally, a request arriving at time t that is satisfied at time t contributes (t −t) to the objective. Now consider the linear program obtained by relaxing the integrality constraints on x ptt and y pt .
Notation. Let (x * , y * ) denote an optimal solution to LP bcast . We can WLOG assume that there is a request for every page at each time step, by setting the weight w pt = 0 if there is no request for page p at time t. For any page p and time t, let σ(p, t) denote the fractional response time for a request r(p, t) that arrives at time t. Formally, σ(p, t) = t >t (t − t)x * ptt . Also, let y * (p, t 1 , t 2 ) = t2 t=t1 y * pt denote the cumulative broadcast of page p between times t 1 and t 2 . Finally, given a time interval [t 1 , t 2 ], let t − = arg max t y * (p, t , t 2 ) ≥ 1 (or is t 1 is no such t exists). Define head(I) = [t 1 , t − ] and tail(I) = [t − , t 2 ]. In words, tail(I) is the smallest suffix of I where there is one unit of broadcast of p, and head(I) is the corresponding prefix.
Phase 1: Getting a Block Structured Fractional Solution
Since the first phase follows exactly as in [4] , and the novel component is our rounding in the second phase, we mainly focus on the second phase while only presenting the necessary aspects about the first. Indeed, the first phase of the algorithm of Bansal et al. [4] (henceforth called the BCS algorithm) outputs a feasible fractional solution to the following auxiliary LP defined over the following variables. Blocks and Shifts. For each page p, the BCS algorithm divides the time horizon [1, T max + n] into disjoint intervals called blocks, each of which has at most O(log T max ) cumulative fractional broadcast y * (p, B) of page p. Moreover, within each block B = [t 1 , t 2 ) for page p, the BCS algorithm identifies a set of possible tentative schedules for the page p within the block. Intuitively, these are the different offset schedules within the block. e.g., for a fixed offset α ∈ (0, 1], the corresponding offset schedule makes tentative broadcasts at those time slots t i+α when the cumulative broadcast y * (p, t 1 , t i+α ) first exceeds i + α, for i ∈ Z ≥0 .
Auxiliary LP.
In what follows, we denote a (block,offset) tuple (B, α) as a shift S. There is a variable X S for each shift. For a block B, let p(B) denote the associated page, and S(B) denote the set of all shifts associated with B. Let S denote the set of all shifts. Finally, for shift S, let p(S) denote the associated page, and 1(S, t) be the indicator variable for whether shift S ∈ S makes a tentative broadcast at time t.
We have the following constraints: (i) each block B chooses exactly one shift from S(B), and (ii) any time t can have at most one broadcast. Finally each shift has a cost C(S) defined appropriately.
Bansal et al. [4] show the following results about these blocks and the auxiliary LP, which we compress into one lemma.
Lemma 2.2. After Phase I of [4] , the constructed blocks, their shifts, and the auxiliary LP LP aux satisfy the following properties.
(i) Any shift S ∈ S makes at most O(log T max ) tentative broadcasts, all within its corresponding block. (ii) The different shifts in a block are "interleaving":
between two successive transmissions of a shift S ∈ S(B), there is exactly one transmission made by any other shift S ∈ S(B). (iii) LP aux has a feasible solution of cost at most 3·OPT. (iv) For any integral assignment X S ∈ {0, 1} which satisfies (2.7), the cost of the tentative schedule is exactly its objective value in LP aux .
The proof is in Appendix A.1. Note that apriori T max can be arbitrarily large (w.r.t n). However, by Lemma 10 in [4] , we can assume that T max = poly(n) using a decomposition procedure. In what follows, we will still use O(log T max ) below to make the dependence on time horizon explicit for better clarity. Furthermore, the factor 3 in part (iii) of the lemma above can be reduced to 2 + γ for any γ > 0, at the expense of increasing the number of broadcasts in a shift to O(log 1+γ T max ) (see Lemma 11 in [4] ).
Phase 2:
Rounding the Auxiliary LP Let x * denote an optimal solution to LP aux . The remainder of this section focuses on rounding x * .
Theorem 2.1. LP solution x * to LP aux can be efficiently rounded to an integral solution X = {X S } satisfying
S∈S(B) X S = 1, for all B ∈ B, and
In words, the total number of tentative broadcasts is at most
Here, 1(S, I) = t1≤t<t2 1(S, t) denotes the total number of broadcasts that shift S makes in time interval I = [t 1 , t 2 ). We can then recover a schedule with average response time O(1) · OPT + b, by using property (iv) of Lemma 2.2 and Lemma 2.1.
Proof of Theorem 2.1:
The Rounding Algorithm Our rounding of LP aux will proceed in iterations. In each iteration, we will round a constant fraction of the variables x S to integral values in {0, 1}. Throughout the algorithm we will maintain the invariant that S∈S(B) x S = 1 for each block B. This implies that once some variable x S is set to 1, then x S = 0 for all S ∈ S(B)\{S} where B is the block containing shift S. We call such a block B integrally assigned.
Algorithm Notation. Let X k (boldfont) denote the fractional solution at the beginning of the k th iteration, and X S,k denote the value of the LP variable corresponding to shift S in X k . Let S k denote the set of shifts with strictly fractional values in X k , i.e. 0 < X S,k < 1. Let B k denote the set of blocks which are not integrally assigned in X k . Note that S k is precisely the set of shifts contained in the blocks B k .
Our high level idea is the following. As it is hard to guarantee that the constraint (2.8) will be maintained exactly for each time step upon rounding, we will instead enforce such a constraint only for large time intervals (as we will show, this can be ensured as the number of such constraints will be few). However, as the algorithm proceeds over iterations and fixes some shifts integrally to 0/1, a time slot (or) time interval may have very little (or no) broadcast among the fractional shifts in X k . To get around this, instead of directly working with time intervals, we will adopt a different approach and consider intervals of transmissions made by the shifts in S k . In fact, this step will be critical in ensuring that the Lovett-Meka result can be applied later. To this end, the following notation will serve useful.
(i) Let N k denote the multi-set of all time slots where a transmission is made by a shift in S k , and let
That is, a time step t appears m t times in N k if m t shifts in S k transmit at t. denote the shift that makes the i th transmission from N k .
(iv) For a fractional solution X and a multiset C of shifts, let X(C) := S∈C X S denote the total fractional broadcast made by the fractional solution with respect to the multiset C of shifts.
Replacing time intervals by J-intervals. Let us consider property (iii) of Theorem 2.1. As stated, property (iii) is required for a collection of Θ(T 2 max ) constraints, for different choices of t 1 and t 2 . This property can also be expressed as collection of constraints that bound X(C) for the multi-set of shifts
, where j 1 is the small index of the transmission that is made at time t 1 , and j 2 is the largest index of the transmissions made at time t 2 . So, we will consider enforcing such a constraint for each
In what follows, we will approximately capture all these constraints by a family of Θ(N k ) constraints using the dyadic interval decomposition.
Grouping Transmissions into Dyadic Intervals.
WLOG, let us assume that N k is a power of 2, and say
. Now, instead of rounding LP aux directly, we will work with the core LP LP core (defined below) which has time constraints only on the dyadic intervals, and later argue that a good solution for the core LP implies a good solution for LP aux . Intuitively, this is because we can express any J-interval [j 1 , j 2 ] as the concatenation of O(log N k ) many dyadic intervals, and the core LP will ensure that the capacity constraints are satisfied on these intervals.
In the LP and henceforth, D s k denotes the "small" dyadic intervals, i.e., D
k denotes the "larger" dyadic intervals. Also, y = {y S } are the variables, and X k = {X S,k } is the fractional solution we start with in the k th iteration. While the constraints (2.12) and (2.13) are identical as written, our rounding algorithm will treat them differently.
Lovett-Meka Rounding of LP core . We now run the Lovett-Meka rounding algorithm [27] (henceforth LM algorithm) on the above core LP. The Lovett-Meka algorithm was developed to find low discrepancy partial colorings for any set system, and matches the best non-constructive result due to the celebrated work of Spencer [32] and simplifies a previous constructive algorithm of Bansal [2] . However, these techniques are much more general and can be applied to a variety of problems besides the discrepancy problem. Recently, Rothvoss [31] used this to improve the approximation factor for Bin Packing to O(log OPT log log OPT), beating a long-standing bound of Karmarkar and Karp [25] . In general, we can view the LM rounding as a more refined (albeit lossy) form of traditional iterative rounding, where we have no control over the structure of a basic feasible solution. Much like Rothvoss's rounding [31] , our rounding heavily relies on the fine control which the LM rounding gives us, in moving to a partially-integral solution. We first present the LM algorithm's guarantees as a blackbox, and then apply it in our setting.
Theorem 2.2.
2 [Constructive partial coloring theorem [27] ] Let y ∈ [0, 1] m be any starting point, δ > 0 be an arbitrary error parameter, v 1 , . . . , v n ∈ R n vectors and λ 1 , . . . , λ n ≥ 0 parameters with
Also suppose at most 9m/16 constraints have
Firstly, by setting δ inverse-polynomially small, we can ignore it and assume that 1/32 of the variables become integral in z. Now, we apply this theorem to LP core , with y as the starting point, the different constraints (2.10)-(2.13) corresponding to the vectors v 1 , . . . , v n , and the following choice of λ parameters:
(i) Set λ value to 0 for the constraints (2.10), (2.11), and (2.12), (iii) Set λ value to Ω( √ log log T max ) for all smaller interval constraints (2.13).
We now show that these parameters satisfy the condition (A.1) so that we can apply the LM rounding.
Lemma 2.3. The choice of λ above for the constraints (2.10)-(2.13) satisfies the conditions for Theorem 2.2.
Proof. We first show that at most 9m/16 constraints have λ i = 0. Firstly, there is only one objective function constraint (2.10) which accounts for 1. Likewise, each block constraint (2.11) accounts for 1, and there are |B k | ≤ (1/2)|S k | of them. This is because each nonintegral block has at least 2 shifts in S k . In total, they contribute at most |S k |/2. Now, let us count the contribution of the large intervals. Now, since the dyadic intervals can be represented by a binary tree (root node has size N k , and each child has half the size, and so on), the total number of large intervals (of size at least Ω(log T max )) is at most O(N k / log T max ). However, we note that
. This is because each shift, say corresponding to block B and offset α and page p, makes at most O(log T max ) transmissions by Lemma 2.2, property (i). Therefore, the total contribution due to these intervals is at most |S k |/32, for a suitable choice of constants. In total, this is at most 9|S k |/16 = 9m/16.
Next, we show that condition (A.1) is satisfied: for this, we focus on the small interval constraints. There are at most O(T max ) such constraints, and each of these constraints has λ value Ω( √ log log T max ). Therefore, the total contribution due to these constraints is |S k |/16, which is the RHS value of (A.1) as desired. Therefore, by property (i) of Theorem 2.2, the LM rounding returns a solution z which has made at least 1/8 th of S k integrally assigned. We define X k+1 := z, S k+1 denote the shifts which are still fractionally assigned in X k+1 , B k+1 denote the blocks which are not integrally assigned, and repeat this process, until we end up with an integral solution. Let k * denote the iteration when we end up with an integral solution.
We now analyze the final solution X k * . The next lemmas prove properties (i) and (ii) of Theorem 2.1.
Lemma 2.4. The cost of the final solution
Proof. Consider iteration k ≥ 0. Notice that when we run the LM algorithm, we had set λ value to be 0 for constraint (2.10) .
Therefore, by property (ii) of Theorem 2.2, we have
Moreover, once a shift gets integrally assigned in X k+1 , it is never altered in subsequent iterations. Therefore, we can inductively apply this property and complete the proof. Lemma 2.5. At every iteration k, for every block B ∈ B, we have S∈S(B) X S,k = 1.
Proof. This again follows because throughout our iterative rounding, we maintain the property S∈S(B) X S,k = X S,k+1 since we set λ value to be 0 for all the block constraints.
As a result, we pick exactly one shift/offset in each block in our final integral solution. We are left with bounding the backlog of X k * .
Lemma 2.6. For any interval
Proof. Consider some iteration 0 ≤ k < k * and time interval I = [t 1 , t 2 ]. Firstly, notice that for any fractional solution y, we can view the total fractional transmission by shifts in S k in this time interval I (i.e., the set N k ∩ I), as the dot product O k J(I) · y, where J(I) is an appropriately defined interval of the form
Notice that here, and for the rest of the proof, we are viewing the multiset O k J as a vector with integral entries in |S k | dimensions.
In this view, we can rephrase the statement of the lemma as
. To this end, we decompose the interval J(I) into a concatenation of intervals belonging to the dyadic family, and individually compute the error accrued by X k+1 − X k in each of these intervals. Moreover, the larger intervals J accrue no error, i.e., O k J · (X k+1 − X k ) = 0 because we set the λ parameter of all large intervals to 0.
Therefore we focus on the smaller intervals
, we now focus on bounding the 2-norm of such constraints.
Indeed, since J is by definition a multiset consisting of |J| contiguous transmissions, the 1 norm of O k J is |J|. Hence, in order to bound the 2 norm, it suffices to bound the ∞ norm. In general, however, the ∞ norm can be as large as O(log T max ), since the same shift can make multiple transmissions in an interval. While such an event can happen, we now appeal to the interleaving nature of shifts to reduce the ∞ norm. Indeed, by Lemma 6 (property (ii)), all shifts of a block make an equal number (upto ±1) of transmissions in any time interval. Using this, we can actually eliminate many transmissions in this multiset, because our rounding preserves the sum S∈S(B) X S,k by Lemma 2.5. Therefore, we will be left with only at most 1 transmission per shift, thus bounding the ∞ norm by 1. More formally, we run the LM algorithm on the simplified family of constraints (2.13) as obtained below.
Simplifying Constraints (2.13). Consider some interval J ∈ D . Then, by Lemma 2.5, we know that S∈S(B) y S = 1 is preserved by the final solution X k+1 , and therefore we can subtract p S∈S(B) y S from the LHS of constraint (2.13), and p from the RHS before running the LM algorithm. Now, it is easy to see that if our rounded solution X k+1 = z satisfies the simplified constraint with an additive error of ∆, then the original constraint is satisfied with the same error. Claim 1. The 2-norm of any constraint (2.13) corresponding to J ∈ D s k after simplification is O( |J|). Proof. As mentioned above, the 1-norm of the original constraint is O(|J|), and the simplification process only decreases the 1-norm. Moreover, the ∞-norm of the constraint is bounded by 2, since no shift can make more than 2 transmissions in the simplified constraint. The claim follows then by a simple norm inequality.
k , since the λ value was set to Θ( √ log log T max ) for such intervals. Since the small intervals form a geometric series of sizes 1, 2, 4, . . . , Θ(log T max ), the total error of O k J(I) · (X k+1 − X k ) is dominated by the largest interval, and hence is at most O( √ log T max log log T max ), completing the proof.
To complete the proof of Theorem 2.1, we can apply Lemma 2.6 iteratively and bound the total backlog by O(log 1.5 T max √ log log T max ), thus proving property (iii). This completes the proof of Theorem 1.1.
Hardness of Approximating -permutations
Notation: Let χ : U → {±1} be a {±1} coloring of elements in U . For a subset U ⊆ U , we define χ(U ) =
Define disc χ (p) = max p |χ(p )|, where p ranges over all prefixes of p.
Let π 1 , π 2 , · · · , π be permutations of U . Then, the discrepancy and the average discrepancy of the permutation system Π = {π 1 , π 2 , · · · , π } are defined as disc(Π) := min
In this section, we prove Theorem 1.5. Like the proof of Charikar et al. for discrepancy hardness for arbitrary set systems [9] , our proof is also based on reduction from the 4-set splitting problem.
4-Set Splitting Problem. We are given a ground set U and a collection S of subsets of U where each S ∈ S has |S| = 4. The goal of the problem is to find a ±1 coloring χ of U such that the number of sets S ∈ S with χ(S) = 0 is maximized. We say a set S ∈ S is "equally split" by χ if χ(S) = 0. So, we want to find a coloring χ so as to maximize the number of equally split sets. Additionally, we say that a 4-set splitting instance (U, S) is ∆-restricted for some integer ∆ > 0, if each u ∈ U appears in at most ∆ sets in S. W.l.o.g, we assume each u ∈ U appears in at least 1 set in S. Thus, we have |U |/4 ≤ |S| ≤ |U |∆/4 in a ∆-restricted instance (U, S). We start with the following hardness result (see, e.g., [9] ). Theorem 3.1. There exist a real number δ ∈ (0, 1) and an interger ∆ ≥ 1 such that the following is true. Given a ∆-restricted 4-set splitting instance (U, S), it is NPhard to distinguish the following two cases:
• Yes Instance: There is a coloring χ such that all sets in S are equally split.
• No Instance: For every coloring χ, at most δ fraction of the sets in S are equally split.
Since δ and ∆ are absolute constants, we hide them in O(.) and Ω(.) notations. Thus, we have |S| = Θ(|U |) in a ∆-restricted instance (U, S). The main lemma we shall prove in this section is the following. Combining this with Theorem 3.1 implies Theorem 1.5.
Lemma 3.1. There exists some constants 0 , C ∈ Z + , such that: given a ∆-restricted 4-set splitting instance (U, S) and an integer such that 0 ≤ ≤ |U |/C, there is an efficient randomized algorithm that constructs an -permutation instance Π = {π 1 , π 2 , · · · , π } with permutation size O( |U |), such that • If (U, S) is a yes instance, then disc(Π) = O(1) with probability 1.
• If (U, S) is a no instance, then avgdisc(Π) = Ω( √ ) with probability at least 1/2.
We first sketch the proof of Lemma 3.1. Since the instance (U, S) is ∆-restricted, we can partition S into 4∆ families of disjoint sets. For a fixed family S ⊆ S, we produce s = Θ( ) permutations over S∈S S randomly and independently. Each permutation g = (g 1 , g 2 , · · · , g 4|S | ) is obtained by concatenating the sets in S according to a random permutation (S 1 , S 2 , · · · , S |S | ) of S . That is, g satisfies
In total, we have constructed 4∆ × s = Θ( ) "partial permutations" over U . If s is small enough, the number of partial permutations is at most .
For a no instance (U, S) and any coloring χ of U , there is a family S of size Ω(|S|) in the partition such that a constant fraction of sets in S are not equally split by χ. We split each of the s permutations for S into blocks of length 4 , for some = Θ( ). We then expect that each block g has |χ(g )| = Ω( √ ) by "inverse Chernoff bound". Since each of the s = Θ( ) permutations contain Θ(|S|/ ) blocks, with probability at least 1 − e −Ω(|S|) , s/2 permutations contain bad blocks, i.e. blocks g such that |χ(g)| ≥ Ω( √ ). Thus, with probability at least 1 − e −Ω(|S|) , s/2 permutations g have disc χ (g) ≥ Ω( √ ). Taking union bound over all colorings χ of U , we have that with probability at least 1/2, the system of partial permutations has average discrepancy Ω( √ ). In the formal proof, we need to carefully consider the dependence between the blocks.
Notice that for a yes instance, the system of partial permutations has discrepancy 2, since every partial permutation is a concatenation of some sets in S. Thus, we have almost proved Lemma 3.1 except that the permutations are partial. In the last and important step, we obtain a system of perfect permutations by appending elements to the end of partial permutations, so that the system for a yes instance still has O(1) discrepancy.
The remaining part of this section is organized as follows. In Section 3.1, we construct the system of partial permutations for the given 4-set splitting instance (U, S). Then in Section 3.2, we prove that the system for no instances has average discrepancy Ω( 1/2 ). Finally in Section 3.3, we show how to extend the partial permutations to full permutations so that the system for yes instances still has discrepancy O(1).
Construction of partial permutations
Since (U, S) is a ∆-restricted instance, we can partition S into 4∆ families of disjoint sets. For each family S ⊆ S of disjoint sets, we construct s := 64∆ /(1 − δ) permutations over S∈S S, for some suitable parameter = Θ( ) (here δ is as defined in theorem 3.1). Each permutation is constructed randomly and independently as follows. Let g = (g 1 , g 2 , · · · , g 4|S | ) be the permutation over S∈S S, obtained by concatenating sets in S according to a random permutation (S 1 , S 2 , · · · , S |S | ) over S . That is, S i = {g 4i−3 , g 4i−2 , g 4i−1 , g 4i } for every i ∈ [|S |]. The 4 elements in S i are arbitrarily ordered in g. Notice the sequence g is a partial permutation of U ; that is, g does not need to contain all elements in U . In total, we have constructed 4∆ × s = O( ) partial permutations. We select small enough so that the number of partial permutations is at most . For a yes instance (U, S) let χ : U → {±1} be the coloring that equally split all sets in S. Then, it is easy to see that every partial permutation g has disc χ (g) ≤ 2, since g is a concatenation of sets in S. Thus, for yes instances, the partial permutation system has maximum discrepancy O(1).
Ω(
√ )-discrepancy on the partial permutation system for no instances In this section, we show that if (U, S) is a no instance, then with probability at least 1/2, for every coloring χ : U → {±1}, at least Ω( ) partial permutations have discrepancy at least Ω( √ ) w.r.t χ. We start with the following technical lemma. Lemma 3.2. Let T ⊆ S be a subfamily of disjoint sets in S and χ : U → {±1} be a coloring of U such that at least (1−δ)|S|/(8∆) sets in T are not equally split by χ. Let S 1 , S 2 , · · · , S be different sets selected randomly from T . Then, with probability at least 0.8, we have
We first consider the simpler procedure where each S i is selected from T randomly and independently (that is, we do not require the sets to be different). Then X 1 , X 2 , · · · , X are i.i.d. Let µ = E[X i ] and w.l.o.g, assume µ ≥ 0. Since |T | ≤ |S|, at least
fraction of sets in T are not equally split by χ. Then, with probability at least (1 − δ)/(8∆),
We apply the following theorem to lower-bound the tail probability of χ(g).
Theorem 3.2. (Berry-Esseen inequality)
Let X 1 , X 2 , · · · , X n be independent random variables with
Then, there is an absolute constant C 1 such that
where Φ is the culmulative density function of the normal distribution.
We apply the theorem to the variables
2 , since |X i | ≤ 8 with probability 1. Then,
If 0 in Lemma 3.1 is large enough, the above probability is at least 0.9. Since σ ≥ (1 − δ)/(8∆) = Ω(1), we have Pr χ(g ) ≥ Ω( √ ) ≥ 0.9. The probability that S 1 , S 2 , · · · , S are disjoint is at least
If the constant C in Lemma 3.1 is large enough, we have |T | ≥ 11 , the above quantity is at least (1−1/11 ) ≥ e −1/10 > 0.9. Thus, in the sampling process without replacement, with probability at least 0.9+0.9−1 = 0.8, the generated sequence g has |χ(g)| ≥ Ω( √ ).
Now, focus on a no instance (U, S) and an arbitrary coloring χ : U → {±1}. Then, at least (1 − δ)|S| sets in S are not equally split by χ. Recall that we have partitioned S into 4∆ families of disjoint sets. At least (1 − δ)|S|/(4∆) sets in some family are not equally split by χ. Focus on such a family S and let (S 1 , S 2 , · · · , S |S | ) be a random permutation on S .
Split (S 1 , S 2 , · · · , S |S | ) into blocks of sizes . Consider a block (S t +1 , S t +2 , · · · , S t + ). Notice that if S 1 , S 2 , · · · , S t are fixed, then S t +1 , S t +2 , · · · , S t + are different sets, randomly selected from the sub-
sets from the subfamily are not equally split by χ. By Lemma 3.2, with probability at least 0.8, (3.16) for any choices of S 1 , S 2 , · · · , S t . Thus, the probability that there exists a t ≤ (1 − δ)|S|/(8∆ ) satisfying (3.16) is at least 1 − 0.2 (1−δ)|S|/(8∆ ) . If we let g be the permutation over S∈S S according to
Recall that in Section 3.1, we have constructed s = 64∆ /(1 − δ) permutations g 1 , g 2 , · · · , g s over S∈S S independently. With probability at most
The last inequality used the fact that |S| ≥ |U |/4 and s ≤ |U | (if the constant C in Lemma 3.1 is large enough).
By union bound over all colorings χ, with probability at least 1−2 |U | ·0.4 |U | ≥ 1/2, for every coloring χ, at least s/2 = Ω( ) partial permutations have discrepancy Ω( √ ). In other words, with probability at least 1/2, the system of the partial permutations has average discrepancy Ω( √ ).
Completing Partial Permutations
We have almost proved Lemma 3.1, except that the obtained "permutations" are partial. The remaining task is to complete the partial permutations by appending elements to their ends. In the process, we introduce a new set V of elements. Then all the permutations will be on U ∪ V . Notice that appending elements does not decrease the discrepancy. In particular, for a no instance (U, S), the permutation system still has average discrepancy Ω( √ ). We need to ensure that in a yes instance, no matter what the coloring for U is, we can find a coloring for V so that the resulting permutation has O(1) discrepancy.
To this end, we focus on a yes instance (U, S) and a coloring χ that equally splits all sets in S. We can assume χ(U ) = 0 by adding dummy elements to U . For each partial permutation, we append the elements of U that do not appear in the permutation arbitrarily to its end. We thus obtain permutations of U . Let p 1 , p 2 , · · · , p be the suffixes we appended to the end of the partial permutations. Since χ(U ) = 0, we have χ(p i ) = 0 for every i ∈ [ ]. Now, we insert the elements of V to each of the sequences p i to form new sequences q 1 , q 2 , · · · , q . We guarantee that no matter what the original coloring χ is, we can find a coloring χ for V such that the discrepancy of the system {q 1 , q 2 , · · · , q } has O(1) discrepancy w.r.t to χ and χ . The following lemma is the crux of this step, which also completes the proof of Lemma 3.1.
Lemma 3.3.
There is a large enough constant d such that the following is true. Let U be the ground set and p 1 , p 2 , · · · , p be sequences of elements in U , each of even length. Then, we can efficiently construct a set V of d× i=1 |p i | elements with U ∩V = ∅ and sequences q 1 , q 2 , · · · , q , such that (i) Each sequence q i is formed by inserting all the elements of V into p i ; (ii) For every coloring χ : U → {±1} s.t χ(p i ) = 0 for every i ∈ [ ], we can find a coloring χ :
Proof. In our construction, we shall apply some explicit construction of expanders. Recall that the expansion of a graph G = (V, E) is
Let d be a large enough odd number such that given any even number n ≥ 0, we can construct in poly(n) time a d-regular graph with n vertices and expansion at least 1. It is known that such constructions exist. We describe how we obtain the sequences q 1 , q 2 , · · · , q from p 1 , p 2 , · · · , p . Let m i = |p i |, and p i,j denote the j th element of the sequence p i . In the first step, for each i ∈ [ ] and j ∈ [m i ], we insert d unique elements right before p i,j in the sequence p i . Thus, we have inserted |V | = d i=1 m i elements across all sequences, and also guarantee that each element is inserted exactly once. We use A i,j to denote the set of d elements inserted before p i,j . Then, the set
In order to satisfy Property (i), we need to insert the elements inserted into p i in the other sequences also. We now do this in a careful manner. To this end, for each i ∈ [ ], we divide the dm i elements of A i into dm i /2 pairs, in the manner described in the next paragraph (recall that m i is even). Let B i denote the set of pairs. For every i ∈ [ ], i = i, we append the dm i elements to the end of p i , with the only constraint that the 2 elements of each pair in B i appear next to each other in the appended sequence.
We now describe the requirement that our pairing B i must satisfy. To this end, we construct a d-regular graph H i = ([m i ], E Hi ) as follows. Each vertex j ∈ [m i ] corresponds to the set A i,j . For each pair {u, v} ∈ B i with u ∈ A i,j and v ∈ A i,j , there is an edge (j, j ) in E Hi . The only requirement for B i is that the associated d-regular graph H i has expansion at least 1. Moreover, we can easily recover a pairing from any d-regular graph on m i vertices with expansion at least 1. This finishes the construction of the sequences q 1 , · · · , q . Now, we show how we extend a coloring χ : U → {±1} to a coloring for χ : U ∪ V → {±1}. Suppose we are given a coloring χ : U → {±1} such that χ(p i ) = 0 for every i ∈ [ ]. Consider the element p i,j and the d elements A i,j inserted before p i,j . We require that the d + 1 elements are equally split by χ . Thus, we require χ (A i,j ) = −χ(p i,j ). Then, for each pair {u, v} ∈ B i , we require χ (u) + χ (v) = 0. The first condition will ensure that the intervals we add before each p i,j have no discrepancy, and the second condition ensures that the pairs we add at the end of each suffix also don't have any discrepancy. Therefore, these two requirements are sufficient to guarantee that the sequences {q i } have O(1)-discrepancy.
To this end, notice that the requirements for different i's are independent and thus we can focus on a fixed i ∈ [ ]. Then, the requirements for χ and the set A i are:
For an element u ∈ A i , let
. We can then convert the above linear system to a system on y variables:
We prove that the above linear system has a {0, 1} solution. To this end, focus on the d-regular graph H i . To gain some intuition, let us see what the above LP is doing. Indeed, it tries to orient the edges of H so that the in-degree of j is exactly
for every j ∈ [m i ]. To see this, for each edge corresponding to {u, v} ∈ B i , u ∈ A i,j , v ∈ A i,j , we let y u = 1, y v = 0 if the edge is oriented from j to j and let y u = 0, y v = 1 otherwise. Now, because χ(p i ) = 0, we have that the number of edges in
. Therefore, it is an equivalent problem to require that the in-degree of j is at most
for every j ∈ [m i ]. By viewing this as a bipartite matching problem, it is easy to see that there exists a valid orientation if and only if for every
. Here, E(S) is the set of edges induced inside the subset S of vertices.
Indeed, if |S| ≤ m i /2, by the expansion property of
. On the other hand, if |S| ≥ m i /2,
, since there are at most m i /2 p i,j 's with color 1. Thus, we have |E Hi (S)| ≤ j∈S d−χ(pi,j )in both cases. Therefore, the above system has a {0, 1} solution, which implies that the linear system with χ variables has a {±1} solution.
Integrality Gaps and Hardness of Broadcast Scheduling
In this section, we show hardness of approximation for the broadcast scheduling problem, via a reduction from the discrepancy of -permutations problem. Indeed, given an instance I perm of permutations π 1 , π 2 , π 3 , . . . , π over [m ], our broadcast scheduling instance I bcast is then constructed as follows.
Construction of Instance I bcast . For a suitable choice of parameter M to be determined later, we first concatenate M unique copies (on different sets of variables) of each permutation π i to generate permutation
In what follows, let m := 2m M , an even integer, be the size of the permutations π i . The time horizon in I bcast is divided into 2 + 1 permutation intervals (P-interval for short) P 1 , P 2 , · · · , P 2 +1 and 2 + 1 forbidden intervals (F-interval) F 1 , F 2 , · · · , F 2 +1 . The P-intervals and F-intervals are alternately placed in the time horizon in the form P 1 , F 1 , P 2 , F 2 , . . . , F 2 +1 . Let P i,j and F i,j denote the j-th time slot in P i and F i respectively. The construction will often involve a parameter D which we set to be m/2 with the knowledge of hindsight.
Defining P-intervals. Each P-interval has length m/2. For i ∈ [2 ], j ∈ [m/2], we request 2 pages π i/2 ,2j−1 and π i/2 ,2j of weight 1/D i−1 in time slot P i,j . There are no requests in P-interval P 2 +1 .
Defining F-intervals. For i ∈ [2 + 1], the Finterval F i has length mD i−1 . At each time slot in an F-interval, we request a page which is requested only once in the instance, of weight m/D i−1 . This completes the construction, see Figure 1 . We now start with some useful claims.
Claim 2. The total weight of requests in F-intervals is Θ( m 2 ), and that of requests in P-intervals is Θ(m).
Proof. The total weight of requests in F-intervals is
. The total weight of requests in Pintervals is
Claim 3. There is a fractional scheduling whose average response time is Θ(1).
Proof. In a time slot a F-interval, we broadcast the Fpage requested in the slot. In a time slot of P i , i ∈ [2 ], we broadcast 1/2 fraction of each P-page requested in the slot. In P 2 +1 , we broadcast 1/2 fraction of all pages in [m] in an arbitrary way. Then, each request in a Finterval has response time 1. Consider a request in P i . 1/2 fraction of the request is satisfied immediately, with response time 1, and the other 1/2 fraction is satisfied at some lot in P i+1 , with response time Θ(mD i−1 ). Thus, the total weighted response time is Θ(
, and the average response time is Θ(1).
Completeness
In this section, we show the following theorem.
Theorem 4.1. If the system of -permutations has average discrepancy C, then there is a broadcast schedule for which the average response time is O(C).
Consider a balanced coloring χ of the permutation system, i.e., there are an equal number of +1's and −1's. This is WLOG, as the imbalance is at most C, and hence changes the overall discrepancy by at most a factor of 2. For i ∈ [ ], let c i denote the discrepancy of the i th permutation w.r.t χ. Then C = i∈[ ] c i / .
We now derive the broadcast schedule in a natural manner: Firstly, we simply broadcast each page in the F-intervals as and when the requests are released. Then, our idea is to schedule the m/2 elements labeled +1 in the odd P-intervals, and those labeled −1 in the even P-intervals. Indeed, for odd P-intervals, say P 2i−1 , we schedule the elements of [m] labeled +1 in the order in which they appear in π i . Likewise, we schedule the elements with −1 label in even P-intervals P 2i in the order of π i . Moreover, within each P i , we right-shift the schedule by c i/2 time steps in order to account for the discrepancy, with a wrap-around to the beginning of P i . E.g., if the original schedule is 2, 7, 10, 9, 5 and the discrepancy of the permutation was 2, the new schedule would be 9, 5, 2, 7, 10. This gives us the final schedule.
Let χ + = {i ∈ [m] : χ(i) = 1} and χ − = [m] \ χ + . The following lemma shows that most requests in P i are either satisfied in P i or P i+1 . This crucially uses the fact that the discrepancy of π i/2 is c i/2 . The following lemmas complete the proof of Theorem 4.1.
Lemma 4.1. For any odd P-interval P 2i−1 , the requests corresponding to elements in χ − are satisfied in P 2i , and all but the last c i requests in χ + corresponding to π i are satisfied in P 2i−1 itself. An analogous statement holds for even P-intervals with the signs flipped.
Proof. The first part follows trivially, because all the elements in χ − are broadcast in P 2i . Now let us focus on the requests in χ + , and suppose there exists a request (which is not in the last c i requests) that is not satisfied in P 2i−1 . Let us consider the last such request r, say corresponding to element π i,j . The fact that r is Proof. Each request in F-interval has a response time of 1, and hence their total weighted response time is Θ(m 2 ). Now let us consider the requests in some P-interval P 2i−1 (an analogous argument works for the requests in P 2i ). Each request corresponding to elements in χ − are only satisfied in P 2i and incurs a response time of Θ(mD 
2 ). Therefore, the total weighted response time of requests in P 2i−1 (and similarly, P 2i ) is at most O(c i m 2 ). Summing over all i completes the proof.
Soundness
Theorem 4.2. Given any broadcast schedule τ of average response time at most C, we can recover a coloring for the -permutations instance with average discrepancy O(C).
The rest of this section is devoted to the proof of the above theorem. Our goal is to show that most of the pages are in fact scheduled in alternating Pintervals, from which we can recover a coloring for thepermutation instance. To this end, we consider a relaxed objective function. Definition 1. In our new objective function, if a request in P i is not satisfied by the end of F i+1 by a schedule τ , then it is automatically satisfied at that time, incurring a response time until the end of F i+1 , and no broadcast is needed to satisfy the request.
Note that the average response time of a schedule can only decrease with this modified objective function (and hence is at most C). The following lemma says that we can assume in each slot of an F-interval, we broadcast the page requested. Lemma 4.3. Given any schedule τ for the instance, we can construct a schedule τ such that
• The (relaxed) cost of τ is at most the cost of τ .
• In each time slot of an F-interval, τ broadcasts the corresponding F-page requested.
Proof. Consider the first slot F i,j in an F-interval when τ does not broadcast the requested page f requested. Let us focus on all the unsatisfied requests at the beginning of the slot, and define the weight of a page to be the total weight of all unsatisfied requests for the page at this time.
We first claim that page f has the largest weight. Indeed, due to our assumption on F i,j being the first slot when τ does not broadcast the corresponding page, all previous requests in F-intervals are already satisfied. Thus suffices to compare f with pages in [m] . Now, because we relaxed our objective function, each page in [m] has at most two unsatisfied requests: one from P i and the other from P i−1 . Thus the weight of any page is at most 1
, which is the weight of f . Now, suppose f is satisfied at some time t > F i,j . Then we can simply switch the two broadcasts at time F i,j and t. This does not increase the overall objective function, because (i) f is never requested after F i,j , and the overall weighted response time only decreases. This completes the proof. Therefore, we may WLOG assume that each request in an F-interval is satisfied immediately by our schedule τ . We also assume each page is broadcast in each Pinterval at most once: otherwise, we only keep the last broadcast and this increases the average response time by o(1). Now, the relaxed objective implies that any request in P i is either (i) satisfied in P i or P i+1 , or (ii) automatically declared as satisfied at the end of F i+1 according to our relaxed objective -such requests are denoted as bad requests. Following on the notion of bad requests, we now categorize pages as either good or bad.
Definition 2.
A page is said to be "good" if it satisfies the following properties:
(i) It is broadcast in alternate P-intervals, i.e., either the odd intervals or even intervals. (ii) For all i, if the page is broadcast in P i , it is broadcast after the corresponding request for the page arrived in P i , which depends on π i/2 .
All other pages are said to be "bad".
We will now show that most of the pages have to be scheduled in alternating P-intervals, based on the following intuition: (i) broadcasting the same page in consecutive P-intervals takes up too much space, as two consecutive P-intervals have a collective space of only m, one slot per element, and (ii) not making a broadcast in two consecutive P-intervals will create a bad request.
Lemma 4.4. Given any schedule τ , we can construct a schedule τ such that: (i) no page is broadcast in consecutive P-intervals, (ii) the relaxed cost of τ is O(C), and (iii) the total number of bad pages is O( C).
Proof. We begin by making the following definitions and observations: Let X i,j , for 1 ≤ i ≤ 2 + 1 and 1 ≤ j ≤ m/2 denote the number of requests which the broadcast τ satisfies at time P i,j . Notice that any broadcast in P 1 can satisfy at most 1 request. Likewise, a broadcast in P 2 +1 can satisfy at most one request, the one which arrived in P 2 (requests in P 2 −1 can't be satisfied due to our relaxed objective function in Definition 1). Any other broadcast, say in P i , can satisfy at most 2 requests, the ones on P i and P i−1 for the corresponding page (earlier requests are again disallowed by Definition 1). We can therefore assign the trivial bounds B i,j on X i,j where B i,j = 1 if i = 1 or i = 2 + 1 and B i,j = 2 otherwise.
Using the above bounds, observe that the total number of requests that can be satisfied is at most 
We first argue that we don't have too many consecutive P-intervals in which the same page is broadcast, and moreover, we show that we can also avoid such consecutive broadcasts. Bounding Consecutive Broadcasts. Suppose a page p is scheduled in consecutive P-intervals P i , P i+1 , . . . , P i+q . Let j(p, i ) denote the timeslot within P i where p is broadcast. Then the total number of requests these broadcasts can serve is i+q i =i X i,j(p,i ) ≤ q + 2, since they can only serve requests which arrive in P i−1 , P i , . . . , P i+q . However, the sum i+q i =i B i,j(p,i ) = 2(q + 1) in (4.17) . A boundary case is when the interval starts or ends at P 1 or P 2 +1 , in which case both sums drop by one. Thus each consecutive interval contributes its length towards (4.19) , which means that the sum of lengths of all such intervals is O(C ), by inequality (4.19) .
We now delete all but the last broadcast in every interval of consecutive broadcasts: for an interval of q+1 consecutive broadcasts, this will create q bad requests (each of which incurs Θ(m 2 ) weighted response time in the relaxed objective). Since their total sum of lengths is bounded by O(C ), the total weighted response time increases by O(C m 2 ), and the average response time only increases by O(C).
This proves (i) and (ii) of the claim.
Bounding Skipped Intervals. We now bound the number of bad pages. To this end, note that any time a page is not broadcast in two consecutive P-intervals P i and P i+1 , there is a bad request which arrived in P i .
Hence the number of such skipped broadcasts is at most O(C ). Every other page make broadcasts in alternate P-intervals.
Bounding Bad Pages. Consider the m − O(C ) pages which make broadcasts in alternate P-intervals. Of these pages, if a page makes a broadcast in an interval P i before the corresponding request is made (according to the permutation π i/2 ), then it satisfies one fewer request that its bound B i,j , and contributes one to (4.19) . Therefore, there can be at most O(C ) such pages. By definition, every other page is good, and this completes the proof. Now we are ready to obtain a coloring of most of the elements of [m], from which we will decode a coloring for one of the M copies of the -permutations system.
Decoding a Coloring. Consider all the good pages. If a good page is broadcast in the odd P-intervals, color it +1; if it is broadcast in even P-intervals, label it −1. We now use the fact that each permutation was in fact a concatenation of M copies of the original permutation to recover a copy without any bad pages. Indeed, if M = Ω(C ) is large enough, then at least one copy, say the q th copy, has no bad pages. We will now show that our coloring for this copy has average discrepancy at most O(C) w.r.t the original permutations.
Claim 5.
If permutation π i has discrepancy c i according to our coloring of the q th copy as defined above, then at least Ω(c i ) bad requests arrive in P-intervals P 2i−1 ∪ P 2i .
Proof. Let us focus on the permutation copies q, q + 1, . . . , M . By the way we have constructed the broadcast instance, their requests appear contiguously in a suffix of the P-intervals P 2i−1 and P 2i . Moreover, suppose some suffix of length t of the original permutation π i has discrepancy c i w.r.t our coloring of the q th copy. WLOG, let the number of +1's in this suffix w.r.t our coloring be at least (t + c i )/2.
Then consider the last t/2 + (M − q)m time slots of P 2i−1 . Note that all the pages colored +1 in the q th copy are requested in these time slots. Therefore, since all pages in the q th copy are good, at least (t + c i )/2 broadcasts for pages in q th copy are in these slots. Therefore, at least c i /2 slots are taken from the last (M − q)m /2 slots of P 2i−1 . Then consider the last (M −q)m /2 slots in P 2i−1 and the last (M −q)m /2 slots in P 2i . At least c i /2 pages out of the (M − q)m pages corresponding to copies q + 1, . . . , M are not broadcast in these slots. For each of these pages, either it is not broadcast in P 2i−1 ∪ P 2i or it is before its corresponding request is released. Both cases lead to a bad request, and this completes the proof.
Since there are at most O(C ) bad requests, we obtained a coloring with average discrepancy O(C / ) = O(C). This finishes the proof of Theorem 4.2.
Finally, we need to set the correct parameters to finish the proof of Theorems 1.3 and 1.4.
We now finish the proofs of Theorem 1.3 and 1.4. For Theorem 1.3, we take the 3-permutation instance (π 1 , π 2 , π 3 ) of permutation size n and discrepancy Ω(log n) in [28] . Then, we apply our construction to obtain a broadcast scheduling instance with number of time slots being T = O(n 7 ) and number of pages being at most N = Θ(T ). By Claim 3, the LP solution for the instance has cost Θ(1). By Theorem 4.2 and the fact that the 3-permutation system has average discrepancy Ω(log n), any integral scheduling of the instance has cost Ω(log n) = Ω(log N ). This finishes the proof of Theorem 1.3.
For Theorem 1.4, we start from a ∆-uniform 4-set splitting instance (U, S) of size n = |U |. We let = log t n for some constant t. We construct permutations π 1 , π 2 , · · · , π of length O( n) by applying Lemma 3.1. Using the construction in the section, we obtain a broadcast scheduling instance of size N = Θ (n ) 2 +1 . Thus, log N = (2 + 1) log( n) = Θ(log t+1 n). If (U, S) is a yes instance, the permutation system Π = (π 1 , π 2 , · · · , π ) has disc(Π) = O(1) and thus there is a scheduling of average response time O(1) for the broadcast scheduling instance. If (U, S) is a no instance, we have avgdisc(Π) = Ω( 1/2 ). Thus, any scheduling for the broadcast scheduling instance has average response time Ω( 1/2 ). If there is a N O(1) -time algorithm that approximates the cost of the broadcast scheduling instance within a factor of O 1/2 = O log t/2 n = O log t/2(t+1) N , then there is a ran-
O(log t+1 n) -time algorithm that distinguish between yes instances and no instances for ∆-uniform 4-set splitting. Assuming NP is not contained in BPTIME 2 log t n for any constant t, there is no O log 1/2− n approximation algorithm for broadcast scheduling instances of size n, for any > 0. This finishes the proof of Theorem 1.4.
