Abstract. We use the specific structure of the inputs to the cofactorization step in the general number field sieve (GNFS) in order to optimize the runtime for the cofactorization step on a hardware cluster. An optimal distribution of bitlength-specific ECM modules is proposed and compared to existing ones. With our optimizations we obtain a speedup between 17% and 33% of the cofactorization step of the GNFS when compared to the runtime of an unoptimized cluster.
Introduction
Factoring natural numbers using the elliptic curve method (ECM) is based on the seminal work of Hendrik Lenstra (Lenstra 1987) , which is a natural adaption of Pollard's (p − 1)-method (Pollard 1974 ) to elliptic curves. In recent implementations of the general number field sieve (GNFS), the ECM is used to factor intermediate sieving results (this is the so called cofactorization step). Since cofactorization is a costly part of the GNFS, it is natural to think about highly specialized hardware realizations of this step, to improve the performance of the GNFS considerably. In particular, since the task consists of many very similar steps, a realization as a hardware cluster is suitable. On such a cluster one has many computational units running in parallel that are able to process inputs up to a certain bitlength. The question remains how many of those bitlength-specific modules should be implemented, regardless of the concrete implementation of the corresponding ECM modules. A straightforward approach would be to construct only modules capable of factoring inputs of any size from the GNFS. It is clear, however, that this approach is a great waste of logical resources and that a detailed study of the bitlength-structure of the inputs to the cofactorization step results in much better performance than the naïve approach. Furthermore we quantify the gain we achieve using our optimized construction and generalize our result to arbitrary clusters.
The General Number Field Sieve
In this section we give a brief overview of the GNFS in the version which was used by Franke et al. in their record factorization of RSA-640. The GNFS is asymptotically the best known factorization algorithm for large integers. For a more detailed explanation, see for example Lenstra & Lenstra (1993) . In this section we will always consider pairs of object, which are indexed by the variable i ∈ {1, 2}.
Polynomial selection: Find good polynomials F i (X, Y ) (see Kleinjung (2006) ).
Sieving: Choose two bounds L i and two bounds B i . The task is to find many coprime pairs of integers (a, b) with b > 0 such that both F i (a, b) are L ismooth. This means that F i (a, b) decomposes into prime factors smaller than L i . These pairs (a, b) are called relations. In general it is more than enough to find π(L 1 ) + π(L 2 ) relations. In practice, however, one takes usually some more. We can write for each pair (a, b)
where R i (a, b) is B i -rough, i.e. has no factor < B i and S i (a, b) is B i -smooth. Sieve: Approximation of log R i (a, b). This can be done using a lattice sieve (Franke & Kleinjung 2006 ). Find candidates: Take (R 1 (a, b), R 2 (a, b)) for pairs (a, b) if the approximately computed log R i (a, b) are below a given bound. These pairs are called candidates. Remove the remaining ones. Trial Division: For all candidates find the S i (a, b) (using trial divisions) and calculate the R i (a, b). Remove candidate: If R i (a, b) > L i do a fast compositeness test and remove the candidate if R i (a, b) is pseudoprime. Apply strategy: One can precompute a list with pairs of bitlengths which have the property that integers of that size can be factorized in the next step with high probability. For example pairs where both R i (a, b) are large in some sense can be removed (Kleinjung 2004) . Cofactorization: Find the factors of R i (a, b) using ECM or MPQS (see for example Cohen (1997) ). In our case this should be done using a hardware cluster which uses ECM to find the factors.
Simplification:
The relations define a sparse matrix. One now uses some elementary column/row transformations to reduce the size.
Linear algebra: Solve the resulting system of linear equations.
Computing square roots: To be able to find the factor one needs to calculate a square root in a number field.
Modelling the Cluster System
Our goal is a model of a hardware cluster (e.g. a COPACOBANA, see Kumar et al. (2006) , using Virtex4 XC4VSX35 FPGAs). In our specific example the cluster has 16 slots, each containing 8 FPGAs (in the following called chips).
Each chip can run several ECM-processes in parallel depending on the size of the corresponding ECM-module. We assume that each chip can only be filled with ECM modules of a particular size. This requirement is from a theoretical point of view unnecessary, but for the concrete realization we have in mind we actually have to require this, since the device controlling all the chips is in our case not able to perform otherwise. Of course modules constructed for a given bitlength can also factor shorter integers. If one wants to factor a number using the cluster, the number is forwarded to a module suitable for its bitlength. The corresponding module then attempts to find a nontrivial factor of the input number. If this succeeds after a certain number of trials (each being a separate run of the ECM with a different elliptic curve), the factor is sent back to the controlling host computer, otherwise the number is discarded. If the factor that is sent back or the remaining cofactor is still composite, another factoring attempt is made. We assume for our estimates that the effort for these additional factorizations is negligible when compared to the first factorization attempt. The first question we have to answer is the following: From an engineering point of view it is unrealistic to build arbitrary sized ECM modules. What is the smallest bitlength g ∈ N for which such a construction is practical? We call this g the granularity of the implementation. Of course one cannot give a general answer to this question. The answer heavily depends on the type of the chips one is using and the concrete implementation one has in mind. In our example, we will have g = 17 due to the design of the Virtex4 XC4VSX35 FPGAs.
Another question is: How can we get rid of modules for which the numbers of integers having that bitlength is very small? In other words if for a particular bitlength there are only very few numbers to factor, it would be better to factor such numbers using modules capable of factoring larger integers. This would ensure that we would not waste any resources on the cluster, resulting in a better runtime of the cofactorization step.
We describe now the model of the cluster: Let N denote the number of chips on the cluster, e.g. N = 128 in our concrete example, and let D denote the set of inputs to the cofactorization step with M := #D. For d ∈ D let len(d) denote the bitlength of the number d, i.e. len(d) := ⌊log 2 (d)⌋ + 1. Each of the input numbers can be handled by specific modules suitable for their bitlength. The size for which the modules are designed is always a multiple of g. We denote by n i the number of parallel ECM modules for an integer having i · g bits and by c i the average runtime of such an integer on the corresponding chips. We are now going to model the classes the numbers may fall into. In general, if we are given an interval I := [x, y] with x, y ∈ N and x ≤ y, a partition of I is a sequence
In other words that means that we have subdivided the subintervals of C 1 into smaller pieces without changing already existing cuts and we write C
For our purposes we only consider partitions C of the interval I = [x, y] where
) means that the rounding is done down to (up to) the next multiple of g. Additionally we require that for any 0 ≤ i < #C the number C i is a multiple of g. We will call such partitions g-partitions of the intervall induced by D. In particular the finest partition we will consider is the g-partition C f := (x, x + g, x + 2g, . . . , y) and the possible partitions we may have at the end are always coarsenings of C f . For the following, fix a data set D and define
For later use we define the input distribution
If we consider the ith subinterval of C the average cost of factoring such a number is c Ci/g . The space used for such a module is roughly 1/n Ci/g . Thus the area-time product for class i is given by
A layout of the cluster is given by an ordered partition ℓ ⊢ k N of the N chips into k summands, one for each class. Thus we have
with ℓ i > 0, implying N ≥ k. That means we assume that the number of chips is always greater than the number of classes, which is also reasonable. Note that we have indeed two different notions of partitions here: First a partition of an interval and second an additive ordered partition of a natural number. This could of course be unified, but for our work it is preferable to have these two different notions, since for the former notion we emphasize on the variable number of subintervals while for the latter we assume a fixed number of summands.
Write C| j for the restriction of C on its first j subintervals. The minimal runtime for C| j is given by
The value µ C (N, j) is indeed a time measurement, since c i is given in seconds, n i has unit 1/ chip and ℓ i has unit chip. We will use the following convention: If we write µ C (N ) we actually mean µ C (N, #C − 1). Further we define
Equation (1) and (2) actually depend on the data set D and we write µ D,C (N, j) and τ D (N ), respectively, if there is more than one data set under consideration.
In the following we will show how one can compute µ C f (N ) efficiently, namely with O(N · K) arithmetic operations. Note that the imprecision of considering arithmetic operations only is in our case not a problem, since the size of the numbers is bounded from above by a constant. We can compute Equation (1) easily using Bellman's dynamic programming. To do so, we need to handle two things:
1. The solutions for the boundaries have to be computed (i.e. for the case j = 1):
2. We need a recursion formula for µ C (N, j). Assume we know µ C (N ′ , j − 1) for all N ′ < N . Then we have
The function µ C (N, j) can thus be computed with O(N ·j) arithmetic operations. Let us now compute the function τ (N ). The total number of classes C C f is 2 K /4. Since K will be small in all our examples of the GNFS, a straightforward algorithm would just compute µ C (N ) for all C C f and select the classes with minimal runtime. Employing such an algorithm for the computation of τ (N ) will use O(N K2 K ) arithmetic operations. We will now describe a greedy approach which will find in many cases the optimal classes using only O(K) evaluations of the function µ C (N ) for various
Our algorithm will work as follows: Starting from the partition (x, y), we successively refine (x, y) until the optimal partition is found. In particular if we are given in step r a partition C, we compute µ C (p) (N ) for all p and take in the next round the partition C (p) with the smallest runtime µ C (p) (N ) . If there are two positions p 1 , p 2 with the same minimal runtime, we select one of the partitions randomly for the next step. This approach is indeed greedy, since we take in every round the best subdivision. The algorithm terminates if for all p the value µ C (p) (N ) is not strictly smaller than µ C (N ). In this case the partition C is returned. Observe that this algorithm will in general not find the optimal classes, since we cannot guarantee that the algorithms terminates in a local minimum. In our experiments, however, this heuristic indeed computed τ (N ) in all our examples.
In order to measure the advantage of our optimization, we compare the estimated runtime of the cluster using our construction with the runtime of a naïvely constructed cluster, i.e. a cluster only containing bitlength-specific modules for numbers having y bits. On such a cluster the runtime for a data set D of M numbers is bounded from below by the following expression:
and bounded from above by
with K := #C f − 1 as above. The first estimate is a bit optimistic since the runtime of a module does not only depend on the input but also on the arithmetic built into the module. Further the second estimate is too pessimistic, since a module running on smaller input numbers will also run faster on average. We use the functions 
Concrete statistical analyses
We will now perform a rigorous statistical analysis of six concrete runs of the GNFS up to the cofactorizations step for the number RSA-768 using Franke and Kleinjung's implementation, and study the function τ (N ) for these particular inputs: Each data set D consists of many (2 · 10 8 )-rough composite numbers of bitlength between 58 and 160, each D being a specific output of the sieving step of the GNFS for different choices of a polynomial pair and the sieving region of the lattice siever. Following von zur Gathen et al. (2007), we estimate the number of parallel ECM modules and the runtime on the Virtex4 XC4VSX35 FPGAs according to Table 1 and 2, respectively. In the implementation that was used only modules for 17i bit integers were build. Note that such a module will also be capable of factoring samller integers. Let us have a look at the distribution α(C f ) of the input data for the various data sets (see Table 3 ). Note the low standard deviation of the corresponding entries. In Figure 1 a histogram as well as the distribution on the classes C f is given for data set D 1 .
We now employ our model to find an optimal layout for the cluster and compute the runtime gain we achieved with our optimization. Let the notation be as in Section 3. In the case of the COPACOBANA we will have N = 8 ·16 = 128. There are 351306039 ordered partitions of the number 128 in not more than 6 parts. The total number of layouts of the cluster, including the choice of the classes is in our example 402858941.
After having computed the function τ D (128) for all data sets D we obtain for every set an optimal layout (consisting of the interval partition C and the Table 4 and 5. In order to measure the advantage of our optimization, we use the estimates from Section 3. We have here at maximum 153 bit numbers and use the values in the tables above. The result of our optimization is shown in Table 6 . In practice a growing N would mean that we employ not only one COPA-COBANA, but a whole collection of these, running simultaneously, and optimize over the whole set of chips. We will now show that the runtime gain achieved by this collection of clusters converges to roughly 21% when compared to a collection of naïvely constructed clusters. It is clear that the actual gain however will strongly depend on the input data D. Now let's say we are going to build m clusters and we wish to optimize the number of bitlength specific ECM modules as above. The formulae in Section 3 are still valid, except that we will have N = 128m chips in a collection of m clusters instead of N = 128 as above.
Generalizations to an arbitrary number of clusters
We wish to compute lim N →∞ γ ± (N ). To do so, we first need to compute τ (N ) for N → ∞. Unfortunately, the dynamic programming approach used above is only useful if we consider fixed N , but does not tell us anything about the limit. In Figure 2 the value of γ − (N ) is plotted for the case of m ∈ {1, . . . , 100} clusters using data set D 1 . Note that this observation follows also our intuition, since with an increasing number of clusters one cannot expect more runtime gain. Assume we are given classes C C f . Set k := #C − 1. In order to be able to compute the limit, we look at the problem of computing µ C (N ) over the reals, i.e. we will have ℓ ∈ R k . With this simplifications it is clear that the expression
is minimal if and only if
. We end up in solving the following system of equations:
This system of k equations is linear in the k unknowns ℓ 1 , . . . , ℓ k , having the solution
We could have used this approach also for our computation of µ C (n) in Section 3. There we would have computed the approximate partition of N (being a vector of reals) and would then have rounded the results appropriately. To find the minimum we would have then to round 2 k times resulting in an algorithm that would have used O(k · 2 k ) arithmetic operations, which is of course preferable if k is small compared to N . Back to our question of computing the limit we have Table 7 shows the results for our six test sets. We observe again that the corresponding values for the different data sets are very similar. Thus it seems that only the distribution of the inputs is crucial for the outcome of the optimization. 
Conclusion
We have described a mathematical model of a hardware cluster like the COPA-COBANA. Using this model we were able to compute the optimal distribution of bitlength specific modules on such a cluster efficiently, independent of which concrete ECM implementation was used. For our optimization it is necessary to have an estimate of the expected input distribution. This is in the case of the GNFS a nontrivial question (given some fixed parameter set), but it seems that the outputs of the GNFS always follow a certain distribution. To study this distribution in general is a challenging task and requires a deep understanding of the number theoretical properties of the inputs for the cofactorization step. Results in this direction are reserved for a forthcoming publication. The methods that were used are standard and were well studied in the 1960th and the 1970th. Nonetheless our optimization gives a speedup between 17% and 33% for the cofactorization step of the GNFS. As far as we know such a mathematical optimization was never done before for a hardware cluster like the COPACOBANA. Additionally our results are applicable for any scalable problem, when one wants to implement it efficiently on a dedicated hardware cluster.
