In this chapter, we take a geometric approach towards Lagrange multipliers, with a view towards duality, the central notion of this chapter. Because of its geometric character, duality theory admits insightful visualization, through the use of hyperplanes, and their convex set support and separation properties. The min common point and max crossing point problems, discussed in Section 1.4.2 are principal examples of the geometric constructions that underlie duality theory. Using such constructions, we will interpret multipliers as hyperplanes and we will view the dual problem as a problem of optimization similar to the max crossing problem of Section 1.4.2.
We will first introduce a certain type of multipliers, called geometric, in Section 3.1, and we will highlight how under convexity assumptions, they are related to the Lagrange multipliers of the preceding section. In Section 3.2, we will define the dual problem, and we will relate its optimal solutions with geometric and Lagrange multipliers. In Section 3.3, we will consider the special cases of linear and quadratic programs with finite optimal value, and we will show that the sets of Lagrange multipliers, geometric multipliers, and dual optimal solutions coincide. Finally, in Section 3.4, we will delineate other conditions that guarantee that the sets of geometric multipliers and dual optimal solutions are nonempty and coincide, and also coincide with the set of Lagrange multipliers.
GEOMETRIC MULTIPLIERS
We consider the problem minimize f (x) subject to x ∈ X, h(x) = 0, g(x) ≤ 0,
where f : n → , h i : n → , g j : n → are given functions, and X is a subset of n , and we use the notation h(x) = h 1 (x), . . . , h m (x) , g(x) = g 1 (x), . . . , g r (x) .
We refer to this as the primal problem and we denote by f * its optimal value: f * = inf x∈X h i (x)=0, i=1,...,m g j (x)≤0, j=1,...,r
f(x).
Unless the opposite is clearly stated, we will assume throughout this chapter the following:
Assumption 3.1.1: (Feasibility and Boundedness) The primal problem (P) has at least one feasible solution, and its cost function is bounded from below, i.e., −∞ < f * < ∞.
We want to define a notion of multiplier vector that is not tied to a specific local or global minimum, and does not assume differentiability or even continuity of the cost and constraint functions. To motivate the definition, we take as a starting point the Lagrange multiplier theory of Chapter 2, and consider the special case where X is closed and convex, the h i are linear, and f and the g j are convex and smooth. If we know that there is a minimizer x * , the theory of Chapter 2 asserts that under any one of the constraint qualifications that imply pseudonormality, there exist vectors λ * = (λ Section 1.4 that a hyperplane in m+r+1 is specified by a linear equation involving a nonzero vector (λ, µ, µ0) (referred to as the normal vector of H), where λ ∈ m , µ ∈ r , µ 0 ∈ , and by a constant c as follows: H = (y, z, w) | y ∈ m , z ∈ r , w ∈ , µ 0 w + λ y + µ z = c .
Any vector (y, z, w) that belongs to the hyperplane H specifies the constant c as c = µ0w + λ y + µ z.
Thus the hyperplane with given normal (λ, µ, µ 0 ) that passes through a given vector (y, z, w) is the set of (y, z, w) that satisfy the equation µ0w + λ y + µ z = µ0w + λ y + µ z.
This hyperplane defines two halfspaces: the positive halfspace H + = (y, z, w) | µ 0 w + λ y + µ z ≥ µ 0 w + λ y + µ z and the negative halfspace H − = (y, z, w) | µ0w + λ y + µ z ≤ µ0w + λ y + µ z .
Hyperplanes with normals (λ, µ, µ 0 ) where µ 0 = 0 are referred to as nonvertical (their normal has a nonzero last component). A nonvertical hyperplane can be normalized by dividing its normal vector by µ 0 , and assuming this is done, we have µ 0 = 1. The above definitions will now be used to interpret geometric multipliers as normalized nonvertical hyperplanes with a certain orientation to the set of all constraint-cost pairs as x ranges over X, i.e., the subset of m+r+1 S = h(x), g(x), f(x) | x ∈ X .
(3.3)
We have the following lemma, which is graphically illustrated in Fig. 3 .1.1.
Visualization Lemma:
(a) The hyperplane with normal (λ, µ, 1) that passes through a vector h(x), g(x), f(x) intercepts the vertical axis (0, 0, w) | w ∈ at the level L(x, λ, µ).
(b) Among all hyperplanes with normal (λ, µ, 1) that contain in their positive halfspace the set S of Eq. (3.3), the highest attained level of interception of the vertical axis is inf x∈X L(x, λ, µ).
(c) (λ * , µ * ) is a geometric multiplier if and only if µ * ≥ 0 and among all hyperplanes with normal (λ * , µ * , 1) that contain in their positive halfspace the set S, the highest attained level of interception of the vertical axis is f * . A case where there is no geometric multiplier. Here, there is no hyperplane that passes through the point (0, 0, f * ) and contains S in its positive halfspace. (c) and (d) Illustration of a geometric multiplier vector µ * in the cases µ * = 0 and µ * = 0, respectively, assuming no equality constraints. It defines a hyperplane H that has normal (µ * , 1), passes through (0, f * ), and contains S in its positive halfspace. Note that the common points of H and S (if any) are the pairs (g(x), f (x)) corresponding to points x that minimize the Lagrangian L(x, µ * ) over x ∈ X. Some of these x may be infeasible as in (c). Note that in (c), the point (0, f * ) belongs to S and corresponds to optimal primal solutions for which the constraint is active, while in (d), the point (0, f * ) does not belong to S and corresponds to an optimal primal solution for which the constraint is inactive.
Proof: (a) By the preceding discussion, the hyperplane having as normal (λ, µ, 1) that passes through h(x), g(x), f (x) is the set of (y, z, w) satisfying
The only vector on the vertical axis satisfying this equation is (0, 0, L(x, λ, µ)).
(b) The hyperplane with normal (λ, µ, 1) that intercepts the vertical axis at level c is the set of vectors (y, z, w) that satisfy the equation w + λ y + µ z = c, and this hyperplane contains S in its positive halfspace if and only if
Therefore the maximum point of interception is c * = inf x∈X L(x, λ, µ).
(c) Follows from the definition of a geometric multiplier and part (b).
Q.E.D.
The hyperplane with normal (λ, µ, 1) that attains the highest level of interception of the vertical axis, as in part (b) of the visualization lemma, is seen to "support" the set S (the notion of a supporting hyperplane is defined in Section 1.3). Examples where there exists no geometric multiplier. In (a), a geometric multiplier does not exist because the only hyperplane that supports S at (0, f * ) is vertical. In (b), we have an integer programming problem, where the set X is discrete. Here there is no geometric multiplier because there is no hyperplane that supports S and passes through (0, f * ).
Figure 3.1.2. Examples where there exists at least one geometric multiplier. In (a), there is a unique geometric multiplier, µ * = 1. In (b), there is a unique geometric multiplier, µ * = 0. In (c), the set of geometric multipliers is the interval
If a geometric multiplier (λ * , µ * ) is known, then all optimal solutions x * can be obtained by minimizing the Lagrangian L(x, λ * , µ * ) over x ∈ X, as indicated in Fig. 3 .1.1(c) and shown in the following proposition. However, there may be vectors that minimize L(x, λ * , µ * ) over x ∈ X but are not optimal solutions because do not satisfy the constraints h(x) = 0 and g(x) ≤ 0 [cf. Figs. 3.1.1(c) and 3.1.2(a)].
Proposition 3.1.1: Let (λ * , µ * ) be a geometric multiplier. Then x * is a global minimum of the primal problem if and only if x * is feasible and
Proof: If x * is a global minimum, then x * is feasible and furthermore,
(3.5) where the first inequality follows from the feasibility of x * [h(x * ) = 0 and g(x * ) ≤ 0] and the definition of a geometric multiplier [µ * ≥ 0, which together with g(x * ) ≤ 0, implies that µ * g(x * ) ≤ 0]. Using again the definition of geometric multiplier, we have f * = inf x∈X L(x, λ * , µ * ), so that equality holds throughout in Eq. (3.5), implying Eq. (3.4).
Conversely, if x * is feasible and Eq. (3.4) holds, we have, using also the definition of a geometric multiplier,
As Prop. 3.1.1 indicates, a geometric multiplier can be very useful for finding an optimal solution of the primal problem. We will see in the next section, that geometric multipliers, when they exist, can be found by solving a certain dual problem, defined in the next section. Unfortunately, however, as shown by the examples of Fig. 3 .1.3, a geometric multiplier is by no means guaranteed to exist; in fact when X is a finite set as in the case of typical discrete optimization problems, a geometric multiplier is seldom guaranteed to exist. Still, however, even in this case, the dual problem is useful and forms the basis for important methods in discrete optimization.
Relation Between Geometric and Lagrange Multipliers
As indicated by our preceding discussion, there is a strong relation between geometric and Lagrange multipliers for problems with a convex structure. In fact convexity can be replaced to some extent by smoothness. We introduce some types of problems for which Lagrange multipliers were defined in Chapter 2.
Definition 3.1.2: We say that the primal problem (P) is:
(a) Smooth if each of the functions f , h i , and g j is smooth, and X is a closed set.
(b) Semiconvex if each of the functions f and g j is either convex or smooth, the functions h i are smooth, and X is a closed set.
(c) Convex if each of the functions f and gj is convex, the functions h i are linear, and X is a closed convex set.
Note that, according to our standard convention, f and g j are called convex if they are convex over their entire domain of definition, which is n . Let us also restate the definition of Lagrange multiplier, introduced in Section 2.7, so that it applies to all cases of smooth, semiconvex, and convex problems.
Definition 3.1.3: Given an optimal solution x * of the primal problem (P), we say that (λ * , µ * ) is a Lagrange multiplier associated with
where as in Section 2.7, for a function F : n → , we denote by ∂F (x) the subdifferential of F at x, if F is convex, and the singleton set {∇F (x)}, if F is smooth.
As in Chapter 2, the equation µ * g(x * ) = 0, which is equivalent to µ * j g j (x * ) = 0 for all j (since µ * ≥ 0 and g(x * ) ≤ 0) is called the complementary slackness condition (CS for short). The following proposition shows how geometric multipliers are related with Lagrange multipliers.
Proposition 3.1.2: Assume that the primal problem (P) has an optimal solution x * .
(a) If the problem is semiconvex and the tangent cone T X (x * ) is convex, then every geometric multiplier is a Lagrange multiplier associated with x * .
(b) If the problem is convex, the set of Lagrange multipliers associated with x * and the set of geometric multipliers coincide.
Proof: (a) If (λ * , µ * ) is a geometric multiplier, we have µ * ≥ 0. Furthermore, by Prop. 3.1.1, the CS condition µ * g(x * ) = 0 holds, and x * minimizes L(x, λ * , µ * ) over X, so by the necessary conditions of Section 1.7, we have
Thus all the conditions of Definition 3.1.3, are fulfilled and (λ * , µ * ) is a Lagrange multiplier.
(b) If (λ * , µ * ) is a Lagrange multiplier, the definition [cf. Eq. (3.6)] and the convexity assumption imply that x * minimizes L(x, λ * , µ * ) over X, so using also the feasibility of x * [h(x * ) = 0] and the CS condition [µ * g(x * ) = 0], we have
It follows that (λ * , µ * ) is a geometric multiplier. Q.E.D.
Note an implication of Prop. 3.1.2(b): for a convex problem that has multiple optimal solutions, all the optimal solutions have the same set of associated Lagrange multipliers, namely the set of geometric multipliers. Yet, even for convex problems, there is still considerable difference between the notions of geometric and Lagrange multipliers. In particular, there may exist geometric multipliers, but no optimal solution and hence no Lagrange multipliers. As an example, consider the one-dimensional convex problem of minimizing e x subject to the single inequality constraint x ≤ 0; it has the optimal value f * = 0 and the geometric multiplier µ * = 0, but it has no optimal solution.
Furthermore, when the problem is semiconvex, there may exist Lagrange multipliers but no geometric multipliers. As an example, consider the one-dimensional problem of minimizing the concave function −x 2 subject to the single equality constraint x = 0; it has the optimal value f * = 0 and the Lagrange multiplier λ * = 0, but it has no geometric multiplier because for all λ ∈ , we have inf x∈ −x 2 + λx} = −∞ < f * .
Note that if (P) is convex and has at least one optimal solution that is pseudonormal, then a Lagrange multiplier is guaranteed to exist by the theory of Section 2.7, and this Lagrange multiplier is geometric by Prop. 3.1.2(b). Recall here that x * is pseudonormal if there exist no λ 1 , . . . , λ m , µ 1 , . . . , µ r , and a sequence {x k } ⊂ X such that:
Recall also from Section 2.7 two criteria that relate to pseudonormality in the convex case and guarantee the existence of at least one Lagrange multiplier.
(a) Polyhedral criterion: X is a polyhedron and the functions hi and gj are linear.
(b) Slater criterion: There exists a feasible vectorx such that
and, if there are (linear) equality constraints, there also exists a feasible vector in the interior of X .
Thus combining the theory of Section 2.7 and Prop. 3.1.2(b), we obtain the following proposition.
Proposition 3.1.3: Assume that the primal problem (P) is convex and has at least one optimal solution x * . Then under either the linearity criterion or the Slater criterion there exists at least one geometric multiplier.
When (P) is not convex, but is instead smooth, the Lagrange multipliers associated with a local minimum x * are in fact most closely associated with geometric multipliers of the linearized problem
This is the subject of the following proposition.
Proposition 3.1.4: Assume that the primal problem (P) is smooth and has an optimal solution x * such that the tangent cone T X (x * ) is convex. Assume that y * = 0 is an optimal solution of the linearized problem (3.8). Then (λ * , µ * ) is a Lagrange multiplier associated with x * for problem (P) if and only if (λ * , µ * ) constitute a geometric multiplier of the linearized problem (3.8).
Proof: If we write the conditions for (λ * , µ * ) to be a geometric multiplier of the linearized problem (3.8), we see that they are equivalent to the conditions for (λ * , µ * ) to be a Lagrange multiplier associated with x * for problem (P). Q.E.D.
DUALITY THEORY
We consider the dual function q defined for (λ, µ) ∈ m+r by
This definition is illustrated in Fig. 3 .2.1, where q(λ, µ) is interpreted as the highest point of interception with the vertical axis over all hyperplanes with normal (µ, 1), which contain the set S in their positive halfspace [compare also with the visualization lemma and Fig. 3 .1.1(a)]. The dual problem is maximize q(λ, µ) subject to λ ∈ m , µ ≥ 0, and corresponds to finding the maximum point of interception, over all hyperplanes with normal (λ, µ, 1) where µ ≥ 0.
Note that q(λ, µ) may be equal to −∞ for some µ. In this case, effectively we have the additional constraint
in the dual problem, where D, called the domain of q, is the set of (λ, µ) for which q(λ, µ) is finite: In fact, we may have q(λ, µ) = −∞ for all λ and µ ≥ 0, in which case the dual optimal value q * = sup
is equal to −∞ (situations where this can happen will be discussed later).
Regardless of the structure of the cost and constraints of the primal problem, the dual problem has nice convexity properties, as shown by the following proposition. Proof: For any x, (λ, µ), (λ,μ), and α ∈ [0, 1], we have
Taking the infimum over all x ∈ X, we obtain
Therefore if (λ, µ) and (λ,μ) belong to D, the same is true for αλ
The concavity of q can also be verified by observing that q is defined as the infimum of a collection of the concave (in fact linear) functions L(x, ·, ·) parameterized by x ∈ X.
Another important property is that the optimal dual value is always an underestimate of the optimal primal value. This is evident from the geometric interpretation of Fig. 3 .2.1 and is also a special case of the min-
For the purpose of easy reference we provide a formal proof in the next proposition.
Proposition 3.2.2: (Weak Duality Theorem) We have
Proof: For all λ ∈ m , µ ≥ 0, and x ∈ X with h(x) = 0 and g(x) ≤ 0, we have
f (x) = f * .
Q.E.D.
If q * = f * we say that there is no duality gap and if q * < f * we say that there is a duality gap. Note that if there exists a geometric multiplier µ * , the weak duality theorem (q * ≤ f * ) and the definition of a geometric multiplier [f * = q(λ * , µ * ) ≤ q * ] imply that there is no duality gap. However, the converse is not true. In particular, it is possible that no geometric multiplier exists even though there is no duality gap [cf. (a) If there is no duality gap, the set of geometric multipliers is equal to the set of optimal dual solutions.
(b) If there is a duality gap, the set of geometric multipliers is empty.
Proof: By definition, a vector µ * ≥ 0 is a geometric multiplier if and only if f * = q(λ * , µ * ) ≤ q * , which by the weak duality theorem, holds if and only if there is no duality gap and (λ * , µ * ) is a dual optimal solution. Q.E.D. In all these problems, there is no duality gap and the set of geometric multipliers is equal to the set of dual optimal solutions (cf. Prop. 3.2.2). In (a), there is a unique dual optimal solution µ * = 1. In (b), there is a unique dual optimal solution µ * = 0; at the corresponding primal optimal solution (x * = 0) the constraint is inactive. In (c), the set of dual optimal solutions is {µ
Duality theory is most useful when there is no duality gap, since then the dual problem can be solved to yield q * (which is also equal to the optimal primal value f * ) and to help obtain an optimal primal solution (via the optimality conditions of Prop. 3.1.1). To guarantee that there is no duality gap and that a geometric multiplier exists, it is typically . In these problems, there is no geometric multiplier. In (a), there is no duality gap and the dual problem has no optimal solution (cf. Prop. 3.2.2). In (b), there is a duality gap (f * −q * = 1/2). The dual problem has a unique optimal solution µ * = 1, which is the geometric multiplier of a "convexified" version of the problem, where the constraint set X = {0, 1} is replaced by its convex hull, the interval [0, 1] (this observation can be generalized).
necessary to impose various types of convexity conditions on the cost and the constraints of the primal problem; we will develop in Section 2.4 some conditions of this type, which parallel the polyhedral and Slater criteria of Prop. 3.1.3. However, even with a duality gap, the dual problem can be useful, as indicated by the following example.
Example 3.2.1 (Integer Programming, and Branch-andBound)
Many important practical optimization problems of the form
have a finite constraint set X. An example is integer programming, where the coordinates of x must be integers from a bounded range (usually 0 or 1). An important special case is the linear 0-1 integer programming problem minimize c x subject to Ax ≤ b, xi = 0 or 1, i = 1, . . . , n.
A principal approach for solving such problems is the branch-and-bound method . This method relies on obtaining lower bounds to the optimal cost of restricted problems of the form
whereX is a subset of X; for example in the 0-1 integer case where X specifies that all xi should be 0 or 1,X may be the set of all 0-1 vectors x such that one or more coordinates xi are restricted to satisfy xi = 0 for all x ∈X or xi = 1 for all x ∈X. These lower bounds can often be obtained by finding a dual-feasible (possibly dual-optimal) solution µ of this problem and the corresponding dual value
which by the weak duality theorem, is a lower bound to the optimal value of the restricted problem min x∈X, g(x)≤0 f(x). One is interested in finding as tight lower bounds as possible, so the usual approach is to start with some dual feasible solution and iteratively improve it by using some algorithm. A major difficulty here is that the dual function q(µ) is typically nondifferentiable, so the methods developed so far cannot be used. We will discuss special methods for optimization of nondifferentiable cost functions in Chapter 5. Note that in many problems of interest that have favorable structure, the value q(µ) can be calculated easily, and we will see in Chapter 5 that other quantities that are needed for application of nondifferentiable optimization methods are also easily obtained together with q(µ).
Characterization of Primal and Dual Optimal Solutions
There are powerful characterizations of primal and dual optimal solution pairs, given in the following two propositions. Note, however, that these characterizations are useful only if there is no duality gap, since otherwise there is no geometric multiplier [cf. Prop. 3.1.3(b)], even if the dual problem has an optimal solution.
Proposition 3.2.4: (Optimality Conditions) (x * , λ * , µ * ) is an optimal solution-geometric multiplier pair if and only if
µ * ≥ 0, (Dual Feasibility), (3.10)
Proof: If (x * , λ * , µ * ) is an optimal solution-geometric multiplier pair, then x * is primal feasible and (λ * , µ * ) is dual feasible. Equations (3.11) and (3.12) follow from Prop. 3.1.1. Conversely, using Eqs. (3.9)-(3.12), we obtain
Using the weak duality theorem (Prop. 3.2.2), we see that equality holds throughout in the preceding relation. It follows that x * is primal optimal and (λ * , µ * ) is dual optimal, while there is no duality gap. Q.E.D.
Proposition 3.2.5: (Lagrangian Saddle Point Theorem) The vectors (x * , λ * , µ * ) form an optimal solution-geometric multiplier pair if and only if (x * , λ * , µ * ) is a saddle point of the Lagrangian in the sense that x * ∈ X, µ * ≥ 0, and L(x, λ, µ) = sup
14)
We have inf
Thus the minimax equality (3.14) is equivalent to q * = f * , the condition (3.15) is equivalent to x * being an optimal solution, while the condition (3.16) is equivalent to (λ * , µ * ) being a dual optimal solution, and hence also a geometric multiplier since q * = f * . Q.E.D.
The Case of an Infeasible or Unbounded Primal Problem
Let us now consider what happens when our standing Assumption 3.1.1 (feasibility and boundedness) does not hold. Suppose that the primal problem is unbounded, i.e., f * = −∞. Then, it is seen that the proof of the weak duality theorem still applies and that q(λ, µ) = −∞ for all λ ∈ m and µ ≥ 0. As a result the dual problem is infeasible.
Suppose now that X is nonempty but the primal problem is infeasible, i.e., the set x ∈ X | h(x) = 0, g(x) ≤ 0 is empty. Then, by convention, we write f * = ∞.
The dual function q(λ, µ) = inf x∈X L(x, λ, µ) satisfies q(λ, µ) < ∞ for all µ, but it is possible that q * = ∞, in which case the dual problem is unbounded. It is also possible, however, that q * < ∞ or even that q * = −∞, as the examples of Fig. 3.2.4 show. For linear programs, it will be shown in the next section that −∞ < q * < ∞ implies −∞ < f * < ∞ and that there is no duality gap. However, even for linear programs, it is possible that both the primal and the dual are infeasible, i.e., f * = ∞ and q * = −∞ (see the exercises).
E X E R C I S E S
3.2.1
Show that the dual of the (infeasible) linear program . Examples where X is nonempty but the primal problem is infeasible. In (a), we have f * = q * = ∞. In (b), we have f * = ∞ and −∞ < q * < ∞. In (c), we have f * = ∞ and q * = −∞.
is the (infeasible) linear program
(Sensitivity)
Consider the class of problems minimize f (x) subject to x ∈ X, gj (x) ≤ uj , j = 1, . . . , r, where u = (u1, . . . , ur) is a vector parameterizing the right-hand side of the constraints. Given two distinct valuesū andũ of u, letf andf be the corresponding optimal values, and assume that −∞ <f < ∞ and −∞ <f < ∞, and thatμ andμ are corresponding geometric multipliers. Show that
LINEAR AND QUADRATIC PROGRAMMING DUALITY
Let us now derive the dual problems for linear and for quadratic programs.
The Dual of a Linear Program
Consider the linear program
where c and ei are given vectors in n , and di are given scalars. We consider the dual function
where e ij is the jth coordinate of the vector e i . It is seen that if c j − m i=1 λ i e ij ≥ 0 for all j, the infimum above is attained for x = 0, and we have q(λ) = m i=1 λ i d i . On the other hand, if c j − m i=1 λ i e ij < 0 for some j, we can make the expression in braces above arbitrarily small by taking xj sufficiently large, so that we have q(λ) = −∞ in this case. Thus, the dual problem is
By the optimality conditions of Prop. 3.2.4, (x * , λ * ) is a primal and dual optimal solution pair if and only if x * is primal feasible, and the Lagrangian optimality condition
holds. The above condition is equivalent to c ≥ m i=1 λ * i e i (otherwise the minimum above would not be achieved at x * ), x * ≥ 0, and the following two relations
known as the complementary slackness conditions for linear programming.
Let us see now what happens when we dualize the dual problem (DLP). We first convert this program into the equivalent minimization problem
Assigning a geometric multiplier x j to the jth inequality constraint, the dual function of this problem is given by
The corresponding dual problem is maximize p(x) subject to x ≥ 0, or equivalently minimize c x subject to e i x = d i , i = 1, . . . , m, x ≥ 0, which is identical to the primal problem (LP). We have thus shown that the duality is symmetric, that is, the dual of the dual linear program (DLP) is the primal problem (LP). The pair of primal and dual linear programs (LP) and (DLP) can also be written compactly in terms of the m × n matrix E having rows b µ.
The Dual of a Quadratic Program
Consider the quadratic programming problem
where Q is a given n × n positive definite symmetric matrix, A is a given r × n matrix, and b ∈ r and c ∈ n are given vectors. The dual function is q(µ) = inf
The infimum is attained for x = −Q −1 (c + A µ), and a straightforward calculation after substituting this expression in the preceding relation, yields
The dual problem, after dropping the constant 1 2 c Q −1 c and changing the minus sign to convert the maximization to a minimization, can be written as minimize 1 2 µ P µ + t µ subject to µ ≥ 0,
where
If µ * is any dual optimal solution, then the optimal solution of the primal problem is
Note that the dual problem is also a quadratic program, but it has simpler constraints than the primal. Furthermore, if the row dimension r of A is smaller than its column dimension n, the dual problem is defined on a space of smaller dimension than the primal, and this can be algorithmically significant. We know from Section 1.3 that a positive semidefinite quadratic program (including the special case of a linear program) possesses an optimal solution if and only if its optimal value is finite. We also know that for any optimal solution x * there exist Lagrange multipliers associated with x * , since the constraints are linear (cf. the constraint qualification CQ3, and Sections 2.4 and 2.6). We can thus apply Prop. 3.1.2 to obtain the following. where Q is a positive semidefinite symmetric n× n matrix, c, a1, . . . , ar are given vectors and b1, . . . , br are given scalars, and assume that its optimal value is finite. Then there exists at least one optimal primal solution and at least one geometric multiplier µ * = (µ * 1 , . . . , µ * r ). Furthermore, µ * is a geometric multiplier if and only if it is a Lagrange multiplier associated with every optimal primal solution.
The preceding proposition can be extended to the case where there are linear equality constraints e i x = d i , by representing each such constraint as two inequalities e i x ≤ di and −e i x ≤ −di. It can also be extended to the case where there is an additional abstract set constraint x ∈ X, where X is a polyhedral set; see the exercises. 
3.3.2
Consider the quadratic program minimize c x + 1 2 x Qx subject to x ∈ X, a j x ≤ bj, j = 1, . . . , r,
where X is a polyhedral set, Q is a positive semidefinite symmetric n × n matrix, c, a1, . . . , ar are given vectors and b1, . . . , br are given scalars, and assume that its optimal value is finite. Then there exists at least one optimal primal solution and at least one geometric multiplier µ * = (µ * 1 , . . . , µ * r ). Furthermore, µ * is a geometric multiplier if and only if it is a Lagrange multiplier associated with every optimal primal solution.
3.3.3
Use duality to show that in three-dimensional space, the (minimum) distance from the origin to a line is equal to the maximum over all (minimum) distances of the origin from planes that contain the line.
STRONG DUALITY THEOREMS
In this section we will sharpen the polyhedral and Slater criteria that guarantee the existence of a geometric multiplier (cf. Prop. 3.1.3), by among other things, dispensing with the assumption that the primal problem has at least one optimal solution.
Convex Cost -Linear Constraints
We first consider the linearly constrained problem minimize f (x) subject to x ∈ X, e i x − di = 0, i = 1, . . . , m,
where f : n → is a convex (not necessarily differentiable) function and X is the intersection of a polyhedral set with some other convex set. An important special case is when X itself is a polyhedral set. In this case, if in addition f is a linear function, we obtain a linear program, while if f is a positive semidefinite function, we obtain a quadratic program of the type discussed in the preceding section.
We will show that problem (3.19) possesses geometric multipliers, with one additional assumption that involves a relative interior condition. This assumption is not needed when X itself is a polyhedral set. We introduce the following assumption and use it to establish the main result of this section.
Assumption 3.4.1: (Convexity and Linear Constraints) Problem (3.19) is feasible, its optimal value f * is finite, and the following hold:
(1) X is the intersection of a polyhedron P and a convex set C.
(2) The cost function f : n → is convex over C.
(3) There exists a feasible solution of the problem that belongs to the relative interior of C.
Proposition 3.4.1: (Strong Duality Theorem -Linear Constraints) Let Assumption 3.4.1 hold for problem (3.19). Then there is no duality gap and there exists at least one geometric multiplier.
Proof: The proof is based on the following nonlinear version of Farkas' lemma (if F is linear and C = n in the statement below, we obtain Farkas' lemma).
Lemma 3.4.1: (Nonlinear Farkas' Lemma) Let C be a convex subset of n and let F : C → be a function that is convex over C. Let also a j ∈ n and b j ∈ , j = 1, . . . , r, be given vectors and scalars, respectively. Assume that the set
contains a point in the relative interior of C, and that
Then, there exist scalars µj ≥ 0, j = 1, . . . , r, such that
Proof: Consider the convex subsets A1 and A2 of n+1 defined by
(cf. Fig. 3 .4.1), and assume first that C has a nonempty interior. In view of the hypothesis F (x) ≥ 0 for all x ∈ S ∩ C, we see that A1 and A 2 are disjoint. Hence, there exists a hyperplane separating A 1 and A 2 , i.e., a vector (ξ, β) = (0, 0) such that
In view of the definition of A 1 , it is seen that β ≥ 0, since otherwise the right-hand side in Eq. (3.22) may be decreased without bound. If β = 0, then we must have ξ = 0, while Eq. (3.22) yields 0 ≤ ξ (y − z) for all y ∈ C and z ∈ S. Let x be a point of S, which is in the interior of C. Then, since we have 0 ≤ ξ (y − x) for all y ∈ C, it follows that ξ = 0, which is a contradiction. Therefore, β > 0 and by normalizing (ξ, β) if necessary, we may assume that β = 1. Thus, using the definition (3.20) of the set S and Eq. (3.22), we obtain sup
The linear program in the left-hand side of Eq. (3.23) is feasible and bounded, so by Prop. 3.3.1, it has an optimal solution x * and nonnegative geometric multipliers µ * 1 , . . . , µ * r . By Prop. 3.1.1, we must have
Taking the inner product of both sides of Eq. (3.24) with x * and using Eq. 
This proves the desired relation (3.21). If C has empty interior, a slight modification of the preceding argument works. In particular, we reformulate the problem so that it is defined over the subspace that is parallel to the affine hull af f (C). The vector ξ in the preceding argument is taken to belong to this subspace, and the vector x is taken to be in the intersection of S and the relative interior of C. Q.E.D.
We are now ready to prove Prop. 3.4.1.
Proof of Prop. 3.4.1: Without loss of generality, we assume that there are no equality constraints, so we are dealing with the problem minimize f (x) subject to x ∈ X, a j x − b j ≤ 0, j = 1, . . . , r,
(each equality constraint can be converted into two inequality constraints, as discussed earlier). We have X = P ∩ C where P is a polyhedral set that can be expressed in terms of linear inequalities as
where p is an integer with p > r. By applying Lemma 3.4.1 with S = {x | a j x − b j ≤ 0, j = 1, . . . , p}, and F (x) = f (x) − f * , we see that there exist µ 1 , . . . , µ p with µ j ≥ 0 for all j, such that
Since for x ∈ P , we have µ j (a j x − b j ) ≤ 0 for all j = r + 1, . . . , p, the above equation yields
Using the weak duality theorem, it follows that µ is a geometric multiplier and that there is no duality gap. Q.E.D.
We note that convexity of f over X is not enough for Prop. 3.4.1 to hold; it is essential that f be convex over the entire space n , as the following example shows.
Example 3.4.1
and f (x) is arbitrarily defined for x / ∈ X. Here it can be verified that f is convex over X (its Hessian is positive definite in the interior of X ). Since for feasibility, we must have x1 = 0, we see that f * = 1. On the other hand, for all µ ≥ 0 we have
since the expression in braces is nonnegative for x ≥ 0 and can approach zero by taking x1 → 0 and x1x2 → ∞. It follows that q * = 0, so there is a duality gap, f * − q * = 1. The difficulty here is that if we define C = X, then there is no feasible solution that belongs to the relative interior of C. If we define C = 2 , then f(x) cannot be defined as a convex function over C. In either case, Assumption 3.4.1 is violated.
Convex Cost -Convex Constraints
We now consider the nonlinearly constrained problem
under convexity assumptions. In particular, we will assume the following.
Assumption 3.4.2: (Slater Constraint Qualification) Problem (3.27) is feasible and its optimal value f * is finite. Furthermore, X is a convex subset of n and the functions f : n → , g j : n → are convex over X. In addition, there exists a feasible vectorx such that
We have the following proposition.
Proposition 3.4.2: (Strong Duality Theorem -Inequality Constraints) Let Assumption 3.4.2 hold for problem (3.27). Then there is no duality gap and there exists at least one geometric multiplier.
Proof: Consider the subset of r+1 given by A = (z 1 , . . . , z r , w) | there exists x ∈ X such that
(cf. Fig. 3.4. 2). We first show that A is convex. To this end, we consider vectors (z, w) ∈ A and (z,w) ∈ A, and we show that their convex combinations lie in A. The definition of A implies that for some x ∈ X andx ∈ X, we have
For any α ∈ [0, 1], we multiply these relations with α and 1−α, respectively, and add. By using the convexity of f and g j , we obtain
In view of the convexity of X, we have αx+(1−α)x ∈ X, so these equations imply that the convex combination of (z, w) and (z,w), i.e., αz + (1 − α)z, αw + (1 − α)w , belongs to A. This proves the convexity of A.
(0,f*) 
and the set A = (z1, . . . , zr, w) | there exists x ∈ X such that
used in the proof of Prop. 3.4.2. The idea of the proof is to show that A is convex and that (0, f * ) is not an interior point of A. A hyperplane passing through (0, f * ) and supporting A is used to construct a geometric multiplier.
We next observe that (0, f * ) is not an interior point of A; otherwise, for some > 0, the point (0, f * − ) would belong to A, contradicting the definition of f * as the primal optimal value. Therefore, there exists a hyperplane passing through (0, f * ) and containing A in one of the two corresponding halfspaces. In particular, there exists a vector (µ, β) = (0, 0) such that
This equation implies that
since for each (z, w) ∈ A, we have that (z, w + γ) ∈ A and (z 1 , . . . , z j + γ, . . . , zr, w) ∈ A for all γ > 0 and j. We now claim that β > 0. Indeed, if this were not so, we would have β = 0 and Eq. (3.29) would imply that 0 ≤ µ z for all (z, w) ∈ A. Since,
which in view of µ ≥ 0 [cf. Eq. (3.30)] and the assumption g j (x) < 0 for all j, implies that µ = 0. This means, however, that (µ, β) = (0, 0), arriving at a contradiction. Thus, we must have β > 0 and by dividing if necessary the vector (µ, β) by β, we may assume that β = 1. Thus, since g(x), f(x) ∈ A for all x ∈ X, Eq. (3.29) yields
Taking the infimum over x ∈ X and using the fact µ ≥ 0, we obtain
where q * is the optimal dual value. Using the weak duality theorem, it follows that µ is a geometric multiplier for problem (3.27) and there is no duality gap. Q.E.D.
Example 3.4.1 provides an instance where the Slater constraint qualification is violated and there is a duality gap. For another example, consider the one-dimensional problem minimize f (x) = x subject to g(x) = x 2 ≤ 0,
[cf. Fig. 3.1.3(a) ], where there is no geometric multiplier.
Convex Inequality and Linear Equality Constraints
Consider now the case where in addition to the convex inequality constraints in problem (3.27), there are some additional linear equality and inequality constraints
(3.31) Even after each equality constraint e i x − d i = 0 is converted to the two inequality constraints e i x− d i ≤ 0 and −e i x+ d i ≤ 0, Prop. 3.4.2 cannot be applied to this problem, because the condition g j (x) < 0 for some feasiblē x and all j of the Slater constraint qualification (cf. Assumption 3.4.2) is violated. To cover this case, we develop a related result, which involves the following assumption.
Assumption 3.4.3: (For Linear and Nonlinear ConstraintsProblem (3.31)) The set X is the intersection of a polyhedron P and a convex set C, and the functions f : n → and g j : n → are convex over C. Furthermore, the optimal value f * is finite, there exists a feasible vectorx such that
and also there exists a vector that satisfies the linear equality and inequality constraints [but not necessarily the constraints g(x) ≤ 0] and belongs to the intersection of X and the relative interior of C. 
Then we apply Prop. 3.4.1 to the minimization problem in the right-hand side of the above equation to show that there exist λ * i , i = 1, . . . , m, and µ * j ≥ 0, j = r + 1, . . . , r, such that
Q.E.D.
Note that Prop. 3.4.3 contains as special cases the two earlier strong duality results (Props. 3.4.1 and 3.4.2). In particular, if the nonlinear inequality constraints g j (x) ≤ 0 are not present, we obtain Prop. 3.4.1, while if C = X and the linear equality and inequality constraints are not present, we obtain Prop. 3.4.2.
To see that Assumption 3.4.3 is necessary for Prop. 3.4.3 to hold, consider the problem of Example 3.4.1, with the constraint x 1 ≤ 0 replaced by x 1 = 0. Then there is still a duality gap. This problem satisfies all the conditions of Assumption 3.4.3, except that the feasible set and the relative interior of X have no common point. For another example, which involves linear cost and constraint functions (but nonpolyhedral set X), consider the following two-dimensional problem:
Here, the unique optimal solution is x * = (0, 0) and the primal optimal value is f * = 0. The dual function is given by
There is no duality gap here, but there is no dual optimal solution and therefore there is no geometric multiplier. The difficulty is that the feasible set and the relative interior of X have no common point. where fi : n → are convex functions and Xi are bounded polyhedral subsets of n with nonempty intersection. Show that a dual problem is given by
where the functions qi : n → are given by
Show also that the primal and dual problems have optimal solutions, and that there is no duality gap. Hint : Introduce artificial optimization variables z1, . . . , zm and the linear constraints x = zi, i = 1, . . . , m.
(Monotropic Programming Duality)
Consider the problem
subject to x ∈ S, xi ∈ Xi, i = 0, 1, . . . , n, where fi : → are convex functions, Xi are closed intervals of real numbers of n , and S is a subspace of n . Assume that the problem is feasible and that its optimal value is finite. Hint : Introduce artificial optimization variables z1, . . . , zn and the linear constraints xi = zi, i = 1, . . . , n.
(c) Show that the dual problem has an optimal solution and that there is no duality gap.
(Compactness of the Set of Geometric Multipliers)
Show that under the Slater constraint qualification (Assumption 3.4.2) the (negative of the) dual function has no directions of recession within the nonnegative orthant, and as a result, the set of geometric multipliers is not only nonempty but also compact.
(Inconsistent Convex Systems of Inequalities)
Let gj : n → , j = 1, . . . , r, be convex functions over the nonempty convex set X ⊂ n . Show that the system gj(x) < 0, j = 1, . . . , r, has no solution within X if and only if there exists a vector µ ∈ r such that
Hint: Consider the convex program minimize y subject to x ∈ X, y ∈ , gj (x) ≤ y, j = 1, . . . , r.
(Pareto Optimality)
A decisionmaker wishes to choose a vector x ∈ X, which keeps the values of two cost functions f1 : n → and f2 : n → reasonably small. Since a vector x * minimizing simultaneously both f1 and f2 over X need not exist, he/she decides to settle for a Pareto optimal solution, i.e., a vector x * ∈ X with the property that there does not exist any vectorx ∈ X that is strictly better than x * , in the sense that either
(a) Show that if x * is a vector in X, and λ * 1 and λ * 2 are two positive scalars such that
then x * is a Pareto optimal solution.
(b) Assume that X is convex and f1, f2 are convex over X. Show that if x * is a Pareto optimal solution, then there exist non-negative scalars λ * 1 , λ * 2 , not both zero, such that
Hint: Consider the set
and show that it is a convex set. Use hyperplane separation arguments.
(c) Generalize the results of (a) and (b) to the case where there are m cost functions rather than two.
FRITZ JOHN CONDITIONS WHEN THERE IS NO OPTIMAL SOLUTION
In this section, we consider the case of problem (P), restated below for convenience,
under various convexity assumptions, and we focus on Fritz John-type of optimality conditions. We have already derived in Section 2.7 the Fritz John conditions in the case where there exists an optimal solution x * , and furthermore X is convex, and f and gj are convex (over n ), while the h i are linear. These conditions were shown in their enhanced form, which includes the CV condition and relates to the notion of pseudonormality (see also the discussion in Section 3.1).
In this section, consistent with the spirit of the present chapter, we do not associate the Fritz John multipliers with any particular optimal solution, and in fact we allow the primal problem (P) to have no optimal solution at all. Instead, we use our standing assumption −∞ < f * < ∞ (cf. Assumption 3.1.1).
We have essentially shown the following result as part of the proof of Prop. 3.4.2.
Proposition 3.5.1: Consider problem (P), and assume that X is convex, the functions f and g j are convex over X, and the functions h i are linear. Then there exists a scalar µ * 0 , and vectors λ * = (λ * 1 , . . . , λ * m)
and µ * = (µ * 1 , . . . , µ * r ), satisfying the following conditions:
. . , µ * r are not all equal to 0.
Proof:
We repeat the proof of Prop. 3.4.2, with the obvious adjustments to take into account the equality constraints. In particular, the set A of that proof should be defined by A = (y 1 , . . . , y m , z 1 , . . . , z r , w) | there exists x ∈ X such that
Under our convexity assumptions, this set is convex and does not contain the point (0, 0, f * ) in its interior. The Fritz John multiplier vector (λ * , µ * , µ * 0 ) corresponds to a hyperplane that passes through (0, 0, f * ) and contains A in one of its halfspaces, which shows conditions (i) and (iii). Condition (ii) follows from the structure of the set A, similar to the corresponding argument in the proof of Prop. 3.4.2. Q.E.D.
Note that if it can be guaranteed that the scalar µ * 0 can be taken to be nonzero (and without loss of generality equal to 1) then the remaining scalars λ * 1 , . . . , λ * m, µ * 1 , . . . , µ * r constitute a geometric multiplier. For example, the proof of Prop. 3.4.2 uses a contradiction argument to show that under the Slater condition it is impossible to have µ * 0 > 0. The Fritz John conditions of the above proposition are weaker than the ones that we have encountered so far in that they do not include something analogous to the CV condition, which formed the basis for the notion of pseudonormality and the developments of Chapter 2. A natural form of this condition would assert the existence of a sequence {x k } ⊂ X such that The following proposition imposes additional assumptions in order to derive an enhanced set of Fritz John conditions. The preceding proposition motivates a definition of pseudonormality that is not tied to a specific optimal primal solution.
Definition 3.5.1: Consider problem (P), assuming that X is closed and convex, the functions g j are convex over n , and the functions hi are linear. The constraint set of (P) is said to be pseudonormal if there exist no vectors λ = (λ 1 , . . . , λ m ) and µ = (µ 1 , . . . , µ r ) ≥ 0, and a sequence {x k } ⊂ X such that:
(i) 0 = inf x∈X λ h(x) + µ g(x) .
(ii) lim k→∞ h(x k ) = 0 and lim sup k→∞ g(x k ) ≤ 0.
(iii) λ h(x k ) + µ g(x k ) > 0 for all k.
Figure 3.5.1 provides a geometric interpretation of pseudonormality, which parallels the one given in Section 2.7. As an example, it is easily seen with the aid of Fig. 3 .5.1 that if f is convex over n , the functions h i and g j are linear, and X = n , then the constraint set is pseudonormal.
In view of Prop. 3.5.2, if problem (P) has a convex cost function f and a pseudonormal constraint set, there exists a geometric multiplier and there is no duality gap. This geometric multiplier satisfies in addition the special condition (iv) of Prop. 3.5.2. We note that a slightly stronger version of the Fritz John conditions will be derived under the additional assumption that the problem has no duality gap (see Section 4.3).
NOTES AND SOURCES
Duality theory has its origins in the work of von Neuman on zero sum games. Linear programming duality was formulated by Gale, Kuhn, and Tucker [GKT51] . The connection between Lagrange multipliers and saddle points of the Lagrangian function was discovered by Kuhn and Tucker [KuT51] , who also focused attention on the role of convexity. The paper by Slater [Sla50] gave the first constraint qualification for (not necessarily differentiable) convex programs. Geometric multipliers were adopted by Rockafellar in his classic work on convex analysis and duality theory [Roc70] . The constraint qualification of Assumption 3.4.3 and the corresponding strong duality result of Prop. 3.4.3 are slightly more general than those found in the literature. Monotropic programming duality (Exercise 3.4.2) can also be derived within the context of the Fenchel duality theorem, which will be discussed in the next chapter.
