Graphical modelling of dynamic relationships in multivariate time series. by Eichler, Michael
9 Graphical modelling of dynamic relationships
in multivariate time series
Michael Eichler




The identiﬁcation and analysis of interactions among multiple simultaneously recorded time
series isanimportantprobleminmanyscientiﬁcareas. Ofparticularinterestaredirectedinter-
actions that describethe dynamicsofthe systems andthus help to determinethe causal driving
mechanisms of the underlyingsystem. The dynamic relationships among multiple series intu-
itively can be visualized by a path diagram (or graph), in which the variables are represented
by vertices or nodes, and directed edges between the vertices indicate the dynamic or causal
inﬂuences among the variables. In this chapter, we review recent results on the properties of
such graphical representation, which show that path diagrams provide an ideal basis for dis-
cussing and investigating causal relationships in multivariate time series. The key role in this
graphical approach is played by so-called global Markov properties, which provide graphical
conditions for the (in-)dependencies that may be observed if only subprocesses instead of the
full process are considered. Such considerations are, for example, central for the discussion
of systems that may contain latent variables. The empirical analysis of dynamic interactions
is commonly based on the concept of Granger causality. While this concept is well under-
stood in the time domain, the time series of interest often are characterized in terms of their
spectral properties. Therefore, particular emphasis will be given to the the frequency domain
interpretation of Granger causality and the graphical concepts discussed in this chapter.
9.1 Introduction
The analysis of the interrelationships among multiple simultaneously recorded time series is
an important problem in a variety of ﬁelds such as economics, engineering, the physical and
the life sciences. Of particular interest are the dynamic relationships over time among the
series, which help to determine the causal driving mechanisms of the underlying system. In
neuroscience, for instance, signals reﬂecting neural activity such as electroencephalographic
(EEG) or local ﬁeld potentials (LFP) recordings have been used to learn patterns of inter-
actions between brain areas that are activated during certain tasks and to improve thus our
understanding of neural processing of information (e.g., [1, 2]).
The most commonly used approach for describing and inferring dynamic or causal rela-
tionships in multivariate time series is based on vector autoregressive models and the concept2 9 Graphical modelling in multivariate time series
of Grangercausality [3]. This probabilisticconceptof causality is based on the commonsense
perception that causes always precede their effects in time: if one time series causes another
series, knowledge of the former series should help to predict future values of the latter series
after inﬂuences of other variables have been taken into account. Since the concept does not
rely on an a priori speciﬁcation of a causal model, it is particularly suited for empirical in-
vestigations of cause-effect relationships; being basically a measure of association, however,
it can lead to so-called spurious causalities if important relevant variables are not included in
the analysis (e.g., [4]).
An intuitive approach to summarize the dynamic relationships in complex systems is to
represent them in a graph, in which a set of vertices or nodes represents the variables and
directed edges between the vertices indicate the dynamic or causal inﬂuences among the vari-
ables. The graphical representation of causal structures goes back to Wright [5, 6], who intro-
duced path diagrams for the discussion of linear structural equation systems. More recently,
graphs have been used to visualize and analyse the dependencies among variables in multi-
variate data; for an introduction to the theory of graphical models we refer to the monographs
of Whittaker [7], Cox and Wermuth [8], Lauritzen [9], and Edwards [10]. These theoretical
advances and the introduction of Bayesian networks [11, 12] have stimulated new interest in
graphical representations of causal structures and have led to the developments of concepts
for a graph-theoretic analysis of causality (e.g., [13, 14, 15, 16]).
For the analysis of the dynamic relationships in multivariate time series, Eichler [17, 18,
19] has introduced path diagrams that visualize the autoregressive structure of weakly sta-
tionary processes and, thus, encode the Granger-causal relationships among the variables of
these processes. These graphs provide an ideal basis for discussing and investigating causal
relationships in multivariate time series since, on the one hand, their Markov interpretation
allows conclusions on which dependencies may be observed in arbitrary subprocesses and,
on the other hand, they have a natural causal interpretation if the observed process comprises
all relevant variables. Thus, the graphs can be used, for instance, to examine whether the ob-
served (in-)dependenciesin a vector time series are consistent with the theoretically predicted
(in-)dependencies derived from a hypothesized causal structure that possibly contains latent
variables.
Inthischapterwe reviewthebasicconceptsforthis graphicalapproach: Grangercausality,
path diagrams for vector autoregressionsand their Markov properties,and statistical inference
for such graphs. Since in many applications, especially in neuroscience, the time series of in-
terest are characterized in terms of their spectral properties, particular emphasis will be given
to the frequency domain interpretation of Granger causality and the related graphical repre-
sentations. We ﬁnd that causal modelling in the frequency domain leads to linear structural
equation systems for the frequency components of the process, whose structure is visualized
by the path diagram associated with the autoregressive representation of the process.
9.2 Granger causality in multivariate time series
The concept of Granger causality is a fundamental tool for the empirical investigation of
dynamic interactions in multivariate time series. This probabilistic concept of causality is
based on the common sense conception that causes always precede their effects. Thus an9.2 Granger causality in multivariate time series 3
eventtakingplaceinthefuturecannotcauseanothereventinthepastorpresent. Thistemporal
orderingimplies that the past and present values of a series X that inﬂuences another series Y
should help to predict future values of this latter series Y . Furthermore, the improvement in
the prediction of future values of Y should persist after any other relevant information for the
prediction has been exploited. Suppose that the vector time series Z comprises all variables
that might affect the dependence between X and Y such as confounding variables. Then we
say that a series X Granger-causes another series Y with respect to the information given
by the series (X;Y;Z) if the value of Y (t + 1) can be better predicted by using the entire
information available at time t than by using the same information apart from the past and
present values of X. Here, ‘better’ means a smaller variance of forecast error.
Because of the temporal ordering, it is clear that Granger causality can only capture func-
tional relationships for which cause and effect are sufﬁciently separated in time. To describe
causal dependencies between variables at the same time point, Granger [3] proposed the no-
tion of ‘instantaneous causality’. In general, it is not possible to attribute a unique direction to
such ‘instantaneous causalities’ and we therefore will only speak of contemporaneousdepen-
dencies.
In practice, the use of Granger causality mostly has been restricted to the investigation of
linear relationships. This notion of linear Granger causality is closely related to the autore-
gressive representation of a weakly stationary process.
9.2.1 Granger causality and vector autoregressions
Let XV = fXV (t);t 2
￿




be a weakly stationary vector
time series with mean zero and covariances c(u) =
￿ XV (t)XV (t   u)0. Throughout this








exists and that all its eigenvalues are bounded and bounded away from zero uniformly for all
frequencies  2 [ ;]. Under these assumptions, the process XV has an autoregressive





a(u)XV (t   u) + "V (t); (9.1)
where a(u) is a square summable sequence of V  V matrices and f"V (t)g is a white noise
process with mean zero and non-singular covariance matrix . From the equation for Xi(t),











Here, XV (t   1) = fXV (t   u);u 2
￿ g denotes the past values of XV at time t and
conditional variance is taken to be the variance about the linear projection.4 9 Graphical modelling in multivariate time series
Similarly, if we consider the subprocess X j = XV nfjg consisting of all componentsbut






~ a(u)X j(t   u) +  j(t); (9.3)
where f j(t)g is a white noise process with mean zero and covariance matrix ~ . Thus, the









= ~ ii: (9.4)
In general, the mean square prediction error in (9.4) will be larger than that in (9.2), and the
two variances will be equal if and only if the best linear predictor of Xi(t) based on the full
pastXV (t 1)doesnotdependonthepastvaluesofXj. Thisleadstothefollowingdeﬁnition
of Granger noncausality, which we state more generally for vector subprocesses XI and XJ.
Here, jAj denotes the determinant of a square matrix A.
Deﬁnition 9.2.1. Let I and J be two disjoint subsets of V . Then XJ is Granger-noncausal











XI(t)jXV (t   1)

;
(ii) aIJ(u) = 0 for all u 2
￿ .
Furthermore, if IJ = 0, we say that XI and XJ are contemporaneously uncorrelated with
respect to XV .
In other words, the variables XI(t) and XJ(t) are contemporaneously uncorrelated with
respectto XV if theyare uncorrelatedafter removingthe linear effectsof XV (t 1). We note
that the autoregressive representations describe only linear relationships among the variables
and thus, strictly speaking, relate to linear Granger noncausality. In the sequel, we will use
the term Granger noncausality in this restricted meaning.
In practice, tests for Granger noncausality are mostly based on condition (ii) as it is for-
mulated only in terms of the autoregressive coefﬁcients in the full model and, thus, does not
require ﬁtting of multiple models (e.g., [20, 4, 21, 22]); the measure for conditional linear
feedback proposed by Geweke [23], however, is based on condition (i).
From the deﬁnition of Granger noncausality in terms of the autoregressive parameters, it
is clear that the notion of Granger noncausality depends on the multivariate time series XV
available for the analysis. If we consider only a subprocess XV 0 with V 0  V instead of the





~ a(u)XV 0(t   u) + ~ "V 0(t);
but the coefﬁcients ~ a(u) in general will differ from the coefﬁcients aV 0V 0(u) in the represen-
tation (9.1). To illustrate this dependence on the set of selected variables, we consider the
four-dimensional vector autoregressive process XV with components
X1(t) = X4(t   2) + "1(t);
X2(t) =  X4(t   1) +  X3(t   1) + "2(t);
X3(t) = "3(t);
X4(t) = "4(t);
(9.5)9.2 Granger causality in multivariate time series 5
where"v(t), v = 1;:::;4areindependentandidenticallynormallydistributedwithmeanzero
and variance 2. From (9.5), we ﬁnd that, for example, X3 Granger-causes X2 with respect
to XV , but not X1 or X4. However, if we consider only the three-dimensional subprocess
Xf1;2;3g, simple calculations show that Xf1;2;3g is given by
X1(t) =

1 + 2 X2(t   1)  
 
1 + 2 X3(t   2) + ~ "1(t);
X2(t) =  X3(t   1) + ~ "2(t);
X3(t) = ~ "3(t);
(9.6)
where ~ "3(t) = "3(t), ~ "2(t) = "2(t) +  X4(t   1), and
~ "1(t) = "1(t)  

1 + 2 "2(t   1) +

1 + 2 X4(t   2):
From this representation, it follows that X3 Granger-causes not only X2 but also X1 with
respect to Xf1;2;3g. In contrast, if we restrict the information further and consider only the
bivariatesubprocessXf1;3g, we obtainfrom(9.6)thatthetwo componentsX1 andX3 aretwo
uncorrelated white noise processes; in particular, this implies that X3 is Granger-noncausal
for X1 with respect to Xf1;3g.
9.2.2 Granger causality in the frequency domain
In many applications, the time series of interest are characterized in terms of their frequency
properties; typical examples can be found in chapters 10 and 11. It is therefore important
to examine the relationships among multiple time series also in the frequency domain. The
frequencydomainanalysis ofweaklystationaryvectortime series XV is basedonthe spectral




eit dZXV (); (9.7)
where dZXV () is a random process on [ ;] that takes values in
￿ V and has mean zero
and orthogonal increments (e.g., [24]). In this representation, the complex-valued random
increments dZXi() indicate the frequency components of the time series Xi at frequency .




= f()(   )dd;
where (u) is the Dirac delta function. In other words, the spectral density matrix f() can






be the spectral representation of the error process "V = f"V (t)g in the autoregressive repre-
sentation of XV in (9.1). Since "V is a white noise process with covariance matrix , the6 9 Graphical modelling in multivariate time series




= (   )dd:
Theautoregressiverepresentationimpliesthat thefrequencycomponentsoftheprocesses XV
and "V are related by the linear equation system







is the Fourier transform of the autoregressive coefﬁcients a(u). The coefﬁcient Aij() van-
ishes uniformlyfor all  2 [ ;] if and only if Xj is Granger-noncausalfor Xi with respect
to XV . This suggests that the linear equation system (9.8) reﬂects the causal pathways by
which the frequency components inﬂuence each other. More precisely, the complex-valued
coefﬁcient Aij() indicates how a change in the frequency component of the series Xj af-
fects the frequency component of Xi if all other components are held ﬁxed, that is, Aij()
measures the direct causal effect of Xj on Xi at frequency .
As a coefﬁcient in a linear equation system, Aij() is not scale invariant, which makes
it difﬁcult to assess the strength of a directed relationship. Baccala and Sameshima [25, 26]
used a factorization of the partial spectral coherenceto derive a normalized frequencydomain
measure for Granger causality, which they called partial directed coherence (PDC). The PDC









where  A() = I   A() and I is the identity matrix. With this normalization, the PDC
indicatestherelativestrengthoftheeffectofXj onXi as comparedtothestrengthoftheeffect
of Xj on the other variables. Thus, partial directed coherence ranks the relative interaction
strengths with respect to a givensignal source. We note that othernormalizationsare possible;
in section 9.5, we propose an alternative rescaling based on an asymptotic signiﬁcance level.
Linear equation systems have been widely used in economics and in the social sciences
for simultaneously representing causal and statistical hypotheses relating a set of variables
(e.g., [27, 28, 29]). In general, the structure of such systems is not uniquely determined by the
distribution of the variables and, thus, cannot be determinedempirically from data, but, on the
contrary, must be determined from prior knowledge of the causal relations. In contrast, the
coefﬁcients in the above systems (9.9) are completely speciﬁed by the unique autoregressive
representation of the process XV and the implied requirements that A() must be of the
form (9.9) and that the covariance matrix of the error term dZ"V () does not depend on the
frequency .
Finally, we note that such causal interpretations should be treated with caution since they
rely on the assumption that all relevant information has been included. The omission of im-
portant variables can lead to so-called spurious causalities, which invalidate the causal inter-
pretation of empirically determined Granger-causal relationships among the variables.9.3 Graphical representations of Granger causality 7
9.2.3 Bivariate Granger causality
Although Granger [3, 30] always stressed the need to include all relevant information in an
analysis to avoid spurious causalities, much of the literature on Granger causality has been
concerned with the analysis of relationships between two time series or two vector time series
(see, e.g., [31, 32, 33, 34]). As a consequence, relationships among multiple time series are
still quite frequently investigated using bivariate Granger causality, that is, analysing pairs of
time series separately (see, e.g., [35, 36, 37, 38]). For a better understanding of this bivariate
approachandits relationtoafullmultivariateanalysisbasedonmultivariateGrangercausality,
we will discuss in the sequel also the use of bivariate Grangercausality for describingdirected
relationships among multiple time series.
Suppose that XV is a weakly stationary process of the form (9.1). Then for i;j 2 V the



















~ ajj(u)Xj(t   u) + ~ "j(t);
(9.10)
where ~ "(t) = (~ "i(t); ~ "j(t))0 is a white noise process with covariance matrix ~ . From this
representation, it follows that Xj is bivariately Granger-causal for Xi if and only if the coef-
ﬁcients ~ aij(u) are zero for all lags u 2
￿ . Similarly, Xi and Xj are bivariately contempora-
neously uncorrelated if ~ ij = 0.
9.3 Graphical representations of Granger causality
The causal relationships among the variables in complex multivariate systems are often visu-
ally summarized by graphs in which the nodes or vertices represent the variables and directed
edges between the vertices indicate causal inﬂuences among the variables. In this section, we
formally deﬁne such graphs for representing the multivariate or the bivariate Granger-causal
relationships in multivariate time series; the properties of these graphs will then be discussed
in Section 9.4.
9.3.1 Path diagrams for multivariate time series
Intuitively, the Granger-causal relationships in a weakly stationary vector time series XV
can be encoded and visualized by a path diagram in which the vertices v 2 V represent the
componentsXv oftheprocessanddirectededges(  !) betweentheverticesindicateGranger-
causal inﬂuences. To obtain a complete description of the dependence structure of XV , we
additionally include undirected edges (999) to depict contemporaneous correlations between
the components of XV . Since the Granger-causal relationships of XV are determined by
the autoregressive representation of XV , we obtain the following deﬁnition of path diagrams






Figure 9.1: Path diagram associated with a ﬁve-dimensional VAR(1) process that satisﬁes the
parameter constraints in (9.11) and (9.12).
Deﬁnition 9.3.1. Let XV be a weakly stationary time series with autoregressive representa-
tion (9.1). Then the path diagram associated with XV is a graph G = (V;E) with vertex set
V and edge set E such that for i;j 2 V with i 6= j
(i) j   ! i = 2 E , aij(u) = 0 for u 2
￿ ;
(ii) j 999 i = 2 E , ij = 0.
In other words, the path diagram G contains a directed edge j   ! i if and only if Xj
Granger-causes Xi with respect to the full series XV ; similarly, an undirected edge i 999 j is
present in the path diagram if and only if Xi and Xj are contemporaneously correlated with
respect to XV . For this reason, such path diagrams have also been called Granger causality
graphs [17, 40].
The path diagram associated with a process XV has also a natural interpretation in terms
of the frequency components dZXV () of XV . As we have seen in Section 9.2.2 that the
autoregressive representation of XV corresponds to the linear equation systems
dZXV () = A()dZXV () + dZ"V ();
where the error component dZ"V () has basically covariance matrix . It follows that the
path diagram G associated with XV can also be viewed as the path diagram of the above
linear equation systems1 for all frequencies , and its edges equivalently are determined by
the conditions
(i) j   ! i = 2 E , Aij() = 0 for  2 [ ;];
(ii) j 999 i = 2 E , ij = 0.
We note that two vertices in a path diagram may be connected by up to three edges. As an
example, we consider the ﬁve-dimensional vector autoregressive process





1In path diagrams for structural equation systems, correlated errors commonly are represented by bi-directed
edges (  !) instead of dashed lines (999). Since in our approach directions are associated with temporal ordering,
we prefer (dashed) undirected edges to indicate correlation between the error variables. Dashed edges with a similar
connotation are used for covariance graphs (e.g., [8]), whereas undirected edges       are commonly associated with









Figure 9.2: Path diagrams associated with (a) four-dimensional process XV given by (9.5) and









a11 0 a13 0 0
0 a22 0 a24 0
a31 a32 a33 0 0
0 0 a43 a44 a45















11 12 13 0 0
21 22 23 0 0
31 32 33 0 0
0 0 0 44 0







The autoregressive structure of XV is visualized by the associated path diagram shown in
Figure9.1. Thediagramindicates,forexample,thatthereis afeedbackloopbetweenvariables
X1 and X3, or that X1 affects X4 indirectly with X3 as mediating variable.
From our discussion in Section 9.2.1, it is clear that the path diagram depends on the set
of variables included in the process XV . To illustrate this dependence, let us again consider
the four-dimensionalprocess in (9.5). Its associated path diagram is depicted in Figure 9.2(a),
which, for example, shows that X3 is Granger-noncausal for X1 with respect to XV . In
contrast, if we consider only variables X1, X2, and X3, the corresponding autoregressive
representationin(9.6)yieldsthepathdiagraminFigure9.2(b);inthisgraph,thereisadirected
edge from vertex 3 to vertex 1, which implies that X3 Granger-causes X1 with respect to the
subprocess Xf1;2;3g.
We note that more detailed graphical descriptions of the dependencies among the com-
ponents of XV are possible by representing each variable Xv(t) for all time points t by a
separate node (see, e.g., [41, 42, 40]). However, identiﬁcation of such graphs easily becomes
infeasible due to the large number of possible edges. Moreover, such a level of detail is not
always wanted; in particular, graphs of this type have no direct interpretation in terms of the
frequency components of the process.
9.3.2 Bivariate Granger causality graphs
When the directed relationships in a vector time series XV are described in terms of bivariate





Figure 9.3: Bivariate Granger causality graph associated with four-dimensional process XV
given by (9.5).
by a path diagram. In these graphs, bivariate Granger-causal relationships will be indicated
by dashed directed edges (99K) in order to distinguish these edges from the directed edges in
multivariate path diagrams, which represent Granger causal inﬂuences with respect to the full
multivariate process XV . This leads to the following deﬁnition of bivariate path diagrams
or bivariate Granger causality graphs, which visualizes the bivariate connectivities in vector
time series.
Deﬁnition 9.3.2. Let XV be a weakly stationary time series of the form (9.1). Then the
bivariate path diagram associated with XV is a graph G = (V;E) with vertex set V and
edge set E such that for all i;j 2 V with i 6= j
(i) j 99K i = 2 E , ~ aij(u) = 0 for u 2
￿ ,
(ii) j 999 i = 2 E , ~ ij = 0,
where ~ aij(u), u 2
￿ and ~ ij are the parameters in the autoregressive representation (9.10) of
the bivariate subprocess Xfi;jg.
From the above deﬁnition, it is clear that, for any subprocess XS of XV , the bivariate
Granger causality graph of XS is given by the subgraph GS that is obtained from the bivari-
ate causality graph G by removing all vertices that are not in S and all edges—directed or
undirected—that do not have both endpoints in S.
As an example, we consider again the four-dimensional process in (9.5). For the bivariate
Granger causality graph, we have to determine the bivariate autoregressiverepresentations for
all pairs Xi and Xj. Simple calculations show, for example, that Xf1;2g is given by
X1(t) =

1 + 2 + 2 X2(t   1) + ~ "1(t);
X2(t) = ~ "2(t):
Furthermore, we have already shown in Section 9.2.1 that the components X1 and X3 are
completely uncorrelated in a bivariate analysis. Evaluating similarly the autoregressive repre-
senations for all other bivariate subprocesses, we obtain the bivariate path diagram in Figure
9.3 as a visualization of the bivariate Granger causal relationships among the variables. In
this graph, the directed edge 2 99K 1 suggests a causal inﬂuence of X2 on X1. Compari-
son with the corresponding multivariate path diagram in Figure 9.2(a) shows that this “causal
inﬂuence” is spurious as it is only induced by the common inﬂuence from variable X4.
In general, the relationship between the two notions of multivariate and bivariate Granger
causality is more complicated than in this simple example, and, in most cases, an analytic
derivation of the bivariate representation would be very difﬁcult to obtain. In the following9.4 Markov interpretation of path diagrams 11
section, we discuss graphical conditionsthat allow drawingconclusions about one graphfrom
the other.
9.4 Markov interpretation of path diagrams
The edges in the path diagrams discussed in this chapter represent pairwise Granger-causal
relationships with respect to either the complete process in the case of multivariate path dia-
gramsorwith respecttobivariatesubprocessesinthe caseofpathdiagramsdepictingbivariate
connectivitystructures. The results in this section show that both types of path diagrams more
generally provide sufﬁcient conditions for Granger-causal relationships with respect to sub-
processes XS for arbitrary subsets S of V .
9.4.1 Separation in graphs and the global Markov property
The basic idea of graphical modelling is to represent the Markov properties of a set of random
variables in a graph by relating certain separation properties of the graph to statements about
conditional independence or, in the linear case, partial non-correlation between the variables.
To this end, we ﬁrstly review a path-oriented concept of separating subsets of vertices in a
mixedgraphthat hasbeenusedtorepresenttheMarkovpropertiesof linearstructuralequation
systems (e.g., [43, 44]). Following Richardson [45] we will call this notion of separation in
mixed graphs m-separation.
Let G = (V;E) be a mixed graph with directed edges   ! and undirected edges 999. A
path in G is a sequence  = he1;:::;eni of edges ei 2 E with an associated sequence of
vertices v0;:::;vn such that edge ei connects vertices vi 1 and vi. We say that v0 and vn are
the endpoints of the path, while the vertices v1;:::;vn 1 are the intermediate vertices on the
path. Note that the vertices vi in the sequence do not need to be distinct and that therefore the
paths considered in this chapter may be self-intersecting.
Furthermore, an intermediate vertex c on a path  is said to be a collider on the path if
the edges preceding and suceeding c on the path both have an arrowhead or a dashed tail at
c, i.e.   ! c    ,   ! c 999, 999 c    , 999 c 999; otherwise the vertex c is said to be a
non-collider on the path. Next, let S be a subset of V and let i and j be two vertices that are
not in S. Then a path  between the vertices i and j is said to be m-connecting given the set
S if
(i) every non-collider on the path is not in S and
(ii) every collider on the path is in S,
otherwise we say the path is m-blocked given S. If all paths between i and j are m-blocked
given S, then i and j are said to be m-separated given S. Similarly, two disjoint subsets I and
J are said to be m-separated given S if for every pair i 2 I and j 2 J, the vertices i and j are
m-separated given S.
To illustrate these graph-theoretic concepts, we consider the graph in Figure 9.4. In this
graph, vertices 1 and 4 are m-separated given S = f3g. To show this, we have to examine all














Figure 9.4: Illustration of m-separation in mixed graphs: Vertices 1 and 4 are m-separated
given S = f3g since all paths between 1 and 4 are m-blocked given S. (a) path 4   ! 3   ! 1
is m-blocked by non-collider 3 2 S; (b) path 4   ! 2     1 is m-blocked by collider 2 62 S;
(c) path 4   ! 3 999 2     1 is m-blocked by collider 2 62 S.
 We note that every path that passes throughvertex 2 contains this vertex as a collider. Two
examples of such paths are given in Figure 9.4 (b) and (c). Since 2 is not contained in
S = f3g, all these paths are m-blocked given S.
 The only path between vertices 1 and 4 that does not pass through vertex 2 is the path
4   ! 3   ! 1 (Fig. 9.4(a)). The intermediate vertex 3 on this path is an non-collider and,
thus, the path is m-blocked given f3g.
It follows that there exists no path between 1 and 4 that is m-connecting given S = f3g, and
the vertices 1 and 4 are consequently m-separated given S.
For linear structural equation systems, Koster [44] has shown that the associated path
diagrams have indeed a Markov interpretation, namely, if two sets I and J of vertices are m-
separated given a third set S, the correspondingvariables XI and XJ are independentcondi-
tionally on XS. The linear equation systems (9.8) for the frequency components dZXV ()
suggest that a similar result holds also for the frequency components in the time series case.
Moreover, since the frequency components at different frequencies are uncorrelated—or in-
dependent in the Gaussian case—the separation statements should translate also into non-
correlation between complete subprocesses.
To make this precise, let XV be a weakly stationary time series with autoregressive rep-
resentation (9.1), and let G be its associated multivariate path diagram. Furthermore, suppose
that I, J, and S are disjoint subsets of V , and let Y IjS and Y JjS be the residual time series of
XI andXJ, respectively,afterthe lineareffectsof thecomponentsinXS havebeenremoved











for all t;s 2
￿
; this will be denoted by XI ? XJ jXS. For an alternative formulation in the
frequency domain, let
fIJjS() = fIJ()   fIS()fSS() 1fSJ() = fY IjSY JjS()
be the partial cross-spectrum between XI and XJ given XS, and let RIJjS() be the partial














Figure 9.5: (a) Multivariate path diagram associated with the trivariate process XV given by
(9.16); (b) bivariate path diagram associated with XV .
for i 2 I and j 2 J (see [46], Sect. 8.3). Then condition (9.13) is equivalent to
RIJjS() = 0 for all  2 [ ;]: (9.15)
Since the partial spectral coherency can be viewed as the partial correlation between fre-
quencycomponents,this implies thatdZXI() anddZXJ() arepartiallyuncorrelatedgiven
dZXS() for all frequencies  2 [ ;]. With these deﬁnitions, it can be shown (e.g., [19])
that path diagrams associated with vector time series have a Markov interpretation both in the
time and the frequency domain.
Theorem 9.4.1. SupposeXV is a weakly stationary time series with autoregressiverepresen-
tation (9.1), and let G be the path diagram associated with XV . Furthermore, let I, J, and S
be disjoint subsets of V . Then, if I and J are m-separated given S, the process XV satisﬁes
(i) XI ? XJ jXS;
(ii) dZXI() ? dZXJ()jdZXS() for all  2 [ ;].
This property is called the global Markov property with respect to G.
As an example, we consider again the four-dimensionalprocess in (9.5) and its associated
path diagram in Figure 9.2(a). Here, vertices 1 and 3 are linked by the path 1     4   ! 2    
3. Obviously, the path is m-connecting given S only if S = f2g since 2 is a collider and 4 is
a non-collider on this path. It follows from Theorem 9.4.1 that the two processes X1 and X3
are uncorrelated in a bivariate analysis, but not in a trivariate analysis that includes also X2.
9.4.2 The global Granger-causal Markov property
Next, we discuss how the graph-theoretic concepts presented in the previous section can be
used for deriving Granger noncausalityrelations from path diagrams. For a better understand-
ing of the problem, we ﬁrstly consider the autoregressive process XV given by
X1(t) = X2(t   1) + "1(t);







= I. The associated path diagram is shown in Figure 9.5(a). The diagram
shows a directed path from vertex 3 to 1, which suggests an indirect causal inﬂuence of X3 on14 9 Graphical modelling in multivariate time series
X1. Indeed, noting that the autoregressive representation of the subprocess Xf1;3g is given
by
X1(t) =  X3(t   2) + ~ "1(t);
X3(t) = ~ "3(t)
with ~ "1(t) = "1(t) +  "2(t   1), ~ "3(t) = "3(t), and associated bivariate path diagram
as shown in Figure 9.5(b), we ﬁnd that X3 bivariately Granger-causes X1, whereas X1 is
bivariately Granger-noncausal for X3. Obviously, the notion of m-separation is too strong
for the derivation of such Granger noncausality relations from multivariate path diagrams:
the deﬁnition of m-separation requires that all paths between vertices 1 and 3 are m-blocked
whereas the path 3   ! 2   ! 1 intuitively is interpreted as a causal link from X3 to X1.
Consequently, the path should not be considered when discussing Granger noncausality from
X1 to X3.
The example suggest the following deﬁnition. A path  between vertices j and i is said
to be i-pointing if it has an arrowhead at the endpoint i. More generally, a path  between J
and I is said to be I-pointing if it is i-pointing for some i 2 I. In order to establish Granger
noncausality from XJ to XI, it is sufﬁcient to consider only all I-pointing paths between I
and J (cf [19]).
Theorem 9.4.2. SupposeXV is a weakly stationary time series with autoregressiverepresen-
tation (9.1) and let G be the path diagram associated with XV . Furthermore, suppose that
S  V and let I and J be two disjoint subsets of S. If every I-pointing path between J and I
is m-blocked given SnJ, then XJ is Granger-noncausal for XI with respect to XS.
Similarly, a graphical condition for contemporaneous correlation can be obtained. Intu-
itively, two variables Xi and Xj are contemporaneously uncorrelated with respect to XS if
they are contemporaneously uncorrelated with respect to XV and, furthermore, the variables
are not jointly affected by past values of the omitted variables XV nS. For a precise formu-
lation of the condition, we need the following deﬁnition. A path  between vertices i and j
is said to be bi-pointing if it has an arrowhead at both endpoints i and j. Then the sufﬁcient
condition for contemporaneouscorrelation can be stated as follows (cf [19]).
Theorem 9.4.3. Suppose XV is a weakly stationary time series with autoregressive repre-
sentation (9.1), and let G = (V;E) be the path diagram associated with XV . Furthermore,
suppose that S  V and let I and J be two disjoint subsets of S. If
(i) i 999 j = 2 E for all i 2 I and j 2 J, and
(ii) every bi-pointing path between I and J is m-blocked given S,
then XI and XJ are contemporaneously uncorrelated with respect to XS.
In other words, if two variables Xi and Xj are contemporaneously correlated in the sub-
process XS, then they are also contemporaneously correlated in the full process XV or
the contemporaneous correlation is due to confounding through the variables along an m-
connecting path between i and j.
As an example, consider the four-dimensional process XV given by (9.5). The path di-
agram associated with XV is shown in Figure 9.6(a). Suppose that we are interested in the

















Figure 9.6: (a) Path diagram of four-dimensional process XV ; (b) derived path diagram of
Xf1;2;3g obtained from the graph in (a); (c) path diagram of Xf1;2;3g; (d) bivariate path dia-
gram of Xf1;2;3g.
 The directed edge 3   ! 2 implies that X3 Granger-causes X2 also with respect to
Xf1;2;3g.
 Vertices 1 and 3 are connected by the path 3   ! 2     4   ! 1. Of the two intermediate
vertices 2 and 4 on this path, the former is an m-collider, whereas the latter is an m-non-
collider. Thus the path is m-blocked given the set f2g, which implies by Theorem 9.4.2
that X3 is Granger-noncausal for X1 in a bivariate analysis but not in a trivariate analysis
including X2.
 Vertices 1 and 2 are connected by the bi-pointing path 1     4   ! 2, which is m-blocked
only given vertex 4. Therefore, it follows by Theorems 9.4.2 and 9.4.3 that X1 and X2
Granger-cause each other and additionally are contemporaneously correlated regardless
whether X3 is included in the analysis or not.
The Granger-causal relationships with respect to Xf1;2;3g that can be inferred from the path
diagram in Figure 9.6(a) can be summarized by the graph in Figure 9.6(b).
More generally, if a mixed graph G encodes certain Granger noncausality relations of a
process XV , we say that XV satisﬁes a Markov property with respect to the graph G.
Deﬁnition9.4.4. We saythata weaklystationarytimeseries XV satisﬁes theglobalGranger-
causal Markov property with respect to a mixed graph G if for all S  V and all disjoint
subsets I and J of S the following conditions hold:
(i) XJ is Granger-noncausal for XI with respect to XS whenever in the graph G every
I-pointing path between J and I is m-blocked given SnJ.
(ii) XI and XJ are contemporaneously uncorrelated with respect to XS whenever in the
graph G the sets I and J are not connected by an undirected edge (999) and every bi-
pointing path between I and J is m-blocked given S.
With this deﬁnition, Theorems 9.4.2 and 9.4.3 state that a weakly stationary time series
XV with autoregressiverepresentation(9.1) satisﬁes the global Granger-causalMarkovprop-
erty with respect to its multivariate path diagram G.
For the four-dimensional vector time series XV in (9.5), we have shown above that the
Granger-causal relationships with respect to the subprocess Xf1;2;3g that can be derived from16 9 Graphical modelling in multivariate time series
the multivariate path diagram (Fig. 9.6(a)) are encoded by the graph in Figure 9.6(b). It fol-
lows from Theorems 9.4.2 and 9.4.3 that the trivariate subprocessXf1;2;3g satisﬁes the global
Granger-causalMarkovpropertywith respect to the graphin Figure9.6(b). On the otherhand,
the autoregressive representation of the subprocess Xf1;2;3g is given in (9.6); the correspond-
ing path diagram is depicted in Figure 9.6(c). We note that this path diagram is a subgraph of
the graph in Figure 9.6(b), which has been derived from the multivariate path diagram of the
completeseries XV . This demonstratesthat Theorems9.4.2and9.4.3provideonlysufﬁcient,
not necessary conditions for Granger noncausality with respect to subprocesses.
9.4.3 Markov properties for bivariate path diagrams
Next, we discuss the properties of the bivariate path diagrams introduced in Section 9.3.2.
Recall that these path diagrams may have two kind of edges, namely dashed directed edges
99K and undirected edges 999. The representation of bivariate Granger-causal relationships
by dashed directed edges allows applying the concept of m-separation without further mod-
iﬁcations. More precisely, let G be a mixed graph with directed edges 99K and undirected
edges 999 and let  be a path in G. Then the intermediate vertices on  can be characterized
as colliders and non-colliders as in the previous section, that is, an intermediate vertex c on
the path  is said to be a collider if the edges preceding and suceeding c on the path both have
an arrowhead or a dashed tail at c. However, since G contains only edges of the form 99K or
999, it follows that all paths  in G are pure-collider paths, that is, all intermediate vertices
are colliders. Consequently, a path  between vertices i and j is m-connecting given a set S
if and only if all intermediate vertices are contained in S.
In the previous section, we have shown that the concepts of m-separation and of pointing
paths can be used to derive Granger noncausality relations with respect to subprocesses XS
from multivariate path diagrams. The same is also true for bivariate path diagrams. More
precisely, we have the following result (cf [39]):
Theorem9.4.5. LetXV beaweaklystationarytime series with autoregressiverepresentation
(9.1) and let G be the bivariate path diagram of XV . Then XV satisﬁes the global Granger-
causal Markov property with respect to G.
For an illustration of the Markov interpretation of bivariate path diagrams, we consider
again the four-dimensional process XV in (9.5) and suppose that variable X4 has not been
observed. The bivariate path diagram associated with the subprocess Xf1;2;3g is depicted in
Figure 9.6(d); as noted before it can be obtained as subgraph of the bivariate path diagram
associated with the complete process XV (Fig. 9.3). What can we learn from this diagram
about the Granger-causal relationships with respect to XS = Xf1;2;3g?
 Since there is no 3-pointing path in the graph, it follows that the components X1 and X2
are Granger-noncausalfor X3 with respect to XS. Similarly, the absence of an undirected
edge or a bi-pointingpath between vertex 3 and the other two vertices implies that Xf1;2g
and X3 are contemporaneouslyuncorrelated with respect to XS.
 Vertices 1 and 3 are connected by the 1-pointing path 3 99K 2 99K 1. This suggests that in









Figure 9.7: (a) Multivariate path diagram associated with the process XV in (9.17); (b) bivari-
ate path diagram associated with XV .
 Similarly, because of the 2-pointing path 1 L99 2 L99 3 99K 2, we cannot conclude that
X1 is Granger-noncausal for X2 with respect to XS. Since the path is also bi-pointing,
we additionally cannot rule out that X1 and X2 are contemporaneously correlated with
respect to XS.
Summarizing the results, we ﬁnd that the bivariate path diagram associated with XS encodes
the same statements about Granger noncausality or contemporaneous non-correlation with
respect to XS as the graph in Figure 9.6(b).
9.4.4 Comparison of bivariate and multivariate Granger causality
The notion of Granger causality is based on the idea that a correlation between two variables
that cannot be explained otherwise must be a causal inﬂuence; the temporal ordering then
determinesthedirectionofthecausal link. Thisapproachrequiresthatall relevantinformation
is included in the analysis. Given data from a multivariate time series XV , it therefore seems
plausible to discuss Granger causality with respect to the full multivariate process XV .
As an example, we consider the vector time series XV given by
X1(t) = X2(t   2) + "1(t);
X2(t) = "2(t);
X3(t) =  X2(t   1) + "3(t);
(9.17)




= I. Simple calculations show that
the bivariate path diagram of XV is given by the graph in Figure 9.7(b). Here, the bivariate
analyses suggest a causal link from X3 to X1 although the observed correlation between X1
and X3 is only due to confounding by X2. In contrast, the multivariate path diagram in
Figure 9.7(a) correctly shows neither direct connections nor a causal pathway between X1
and X3. This inability of the bivariate approachto discriminate between causal inﬂuences and
confounded relationships has been noted by several authors (e.g., [47, 48, 49]).
One serious problem that arises in practice is that relevant variables are omitted from the
analysis, for example, because they could not be measured. For an illustration, we consider
again the four-dimensional process XV in (9.5). As in the previous section, we assume that
only the subprocess XS = Xf1;2;3g is available for an analysis of interrelationships. The
multivariate path diagram in Figure 9.6(c) indicates the presence of a direct causal link from
X3 to X1, whereas in a bivariate analysis of Xf1;3g this Granger-causal inﬂuence vanishes.
In this situation, the bivariate path diagram in Figure 9.6(d) clearly provides a better graphical
description of the relationships among the variables than the multivariate path diagram.18 9 Graphical modelling in multivariate time series
More generally, it can be shown that systems in which all relationships between the ob-
servedvariablesareduetoconfoundingbylatentvariablescanbebestrepresentedbybivariate
path diagrams. In contrast, multivariate path diagrams are best suited for the representation
of causal structures that do not involve confounding by latent variables. In practice, however,
causal structures may be a combination of both situations with only a part of the Granger-
causal relationshipsbeing due to confoundingby latent variables. In such cases neither graph-
ical representation would provide an optimal description of the dependencies among the ob-
served variables. Eichler [39] presented a graphical approach for evaluating the connectivity
of such systems based on general mixed graphs that generalize both multivariate and bivariate
path diagrams.
9.5 Statistical inference
In practice, the autoregressive structure of the processes of interest typically is unknown and
must be identiﬁed from data. One straightforwardapproachis to test for the presence of edges
in the path diagram; this approach can be used for both types of path diagrams. In the case of
multivariatepath diagrams,the pathdiagramcan beidentiﬁed alternativelybymodelselection
basedonﬁttinggraphicalvectorautoregressivemodelsthat areconstrainedaccordingtoapath
diagram (e.g., [50, 51]).
9.5.1 Inference in the time domain
For the analysis of empirical data, VAR(p) models can be ﬁtted using least squares estimation.
For observations XV (1);:::;XV (T) from a d-dimensional multiple time series XV , let






X(t   u)X(t   v)0:
Similarly, we set ^ rp = (^ Rp(0;1);:::; ^ Rp(0;p)). Then the least squares estimates of the




(^ Rp) 1(u;v)^ rp(v) (9.18)
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where ^ "(t) = X(t)  
Pp
u=1 ^ a(u)X(t   u) are the least squares residuals. The estimates
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whereHjl(u;v) areentriesinthe inverseHp = R 1
p ofthecovariancematrixRp. Fordetails,
we refer to L¨ utkepohl [52].
The coefﬁcients aij(u) depend like any regression coefﬁcient on the unit of measurement
of Xi and Xj and thus are not suited for comparisons of the strength of causal relationships
between different pairs of variables. Therefore, Dahlhaus and Eichler [40] proposed partial
directed correlations as a measure of the strength of causal effects. For u > 0, the partial
directed correlation ij(u) is deﬁned as the correlation between Xi(t) and Xj(t   u) after
removing the linear effects of XV nfbg(t   u), u 2
￿ . Similarly, we deﬁne ij(0) as the
correlation between Xi(t) and Xj(t) after removing the linear effects of XV (t   u), u 2
￿ ,
while foru < 0 we haveij(u) = ji( u). It has beenshown(see [53]) that estimates forthe
partial directed correlations ij(u) with u > 0 can be obtained from the parameter estimates




^ ii ^ ij(u)
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with ^ K = ^  1. For u = 0, we obviously have
^ ij(0) =
^ ij p
^ ii ^ jj
:
For large sample length T, the partial directed correlations are approximately normally dis-
tributed with mean ij(u) and variance 1=T.
Tests forGranger-causalrelationshipsamongthevariablescanbe derivedfromtheasymp-
totic distribution of the parameters of the VAR(p) model. More precisely, let ^ V (u;v) =
^ Hjj(u;v)^ ii be the estimate of the asymptotic covariance between ^ aij(u) and ^ aij(v), let ^ V
be thecorrespondingpp matrixandset ^ W = ^ V 1 with entries ^ W(u;v). Thentheexistence




^ aij(u) ^ W(u;v)^ aij(v):
Under the null hypothesis that Xj is Granger-noncausal for Xi with respect to XV , the test
statistic Sij is asymptotically 2 distributed with p degrees of freedom.
9.5.2 Inference in the frequency domain
In the frequency domain, the Granger-causal relationships in a multivariate time series XV
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where ^ a(u), u = 1;:::;p, are the autoregressive estimates given by (9.18). From this, esti-
mates for the partial directed coherence can be obtained by suitable normalization. We note
that because of the asymptotic normality of the estimates ^ aij(u) the real and imaginary parts
of ^ Aij() are also jointlyasymptoticallynormallydistributed. Furthermore,it has beenshown















is that of a weighted average of two independent 2 distributed random variables each with
one degree of freedom. Noting that the 1    quantiles of this asymptotic distribution can be
bounded by the 1    quantile 2






where ^ Cij() is an estimate of Cij() in (9.20), as an approximate -signiﬁcance level for
testing whether Aij() = 0. Similarly, a signiﬁcance level for the partial directed coherence
can be derived [54].
We note that the functions Aij() like the coefﬁcients aij(u) depend on the unit of mea-
surement of Xi and Xj and thus are unsuitable for comparing the strength of Granger-causal
relationships between different pairs of variables. As noted before, the partial directed coher-
ence does not provide a complete solution to this problem as it measures the relative strength








which allows the use of the same signiﬁcance level 2
1;1 =T for all frequencies  and all
pairs i;j 2 V . We will call the statistic the rescaled partial directed coherence (PDC) from
Xj to Xi.
9.5.3 Graphical modelling
An alternative approach for inference on causal structures in multivariate time series is based
on ﬁtting graphical vector autoregressive models. For given graph G = (V;E) and order p,









where the parameters a(u), u = 1;:::;p, and  satisfy the constraints9.6 Applications 21
(i) aij(u) = 0 for u = 1;:::;p whenever j   ! i = 2 E and
(ii) ij = 0 whenever i 999 j = 2 E.
It follows that the processes XV satisfy the global Granger-causal Markov property with
respect to the graph G, and we therefore call the VAR model with these constraints on the
parameters the graphical vector autoregressive model of order p with respect to graph G or
short the VAR(p,G) model.
Given observations XV (1);:::;XV (T), the unconstrained parameters in a VAR(p,G)
model can be estimated iteratively by the following two steps.
(i) Let the estimate ^  be ﬁxed. Then the estimates ^ a(u), u = 1;:::;p are determined as the
solution of the linear equations
 p P
v=1




 ^  1 ^ Rp(0;v)

ij
for u = 1;:::;p and all i;j 2 V such that j   ! i 2 E under the constraints that
aij(u) = 0 whenever the directed egde j   ! i is absent in the graph G.
(ii) Let ^ a(u), u = 1;:::;p be ﬁxed and let ^ "(t) be the corresponding residuals. Then the
estimate ^  is obtained by solving the nonlinear equations
(
 1)ij = (
 1 ^ 0 
 1)ij
for all i;j 2 V such that i 999 j 2 E, where ^ 0 = 1
T
PT
t=p+1 ^ "(t)^ "(t)0 is an uncon-
strained estimate of .
The second step corresponds to ﬁtting a covariance model to the residuals ^ "(t), which is
determined by the above zero constraints on the covariance matrix . An iterative algorithm
for ﬁtting such covariance models has been introduced by Drton and Richardson [55]. Since
the solution of both sets of equations are not independent, an iteration of the two steps is
needed to obtain a joint solution. For details on ﬁtting graphical vector autoregressivemodels,
we refer to Eichler [53].
Graphical vector autoregressive models can be used to determine the Granger-causal rela-
tionships among multiple time series by minimizing model selection criteria like AIC [56] or








where ^  is the estimate for  in the VAR(p,G) model and r is the number of unconstrained
parameters in the model.
9.6 Applications
In this section, we present three examples to demonstrate how graphical representations facil-

























































































































































































































































































































































































































































































































































































































Figure 9.8: Results for neuronal spike train data: estimates of log-spectral densities (on diag-
onal) and non-normalized PDC jAij()j
2 (off-diagonals). The dotted lines signify pointwise
95% test bounds for the hypothesis that the PDC is zero.
9.6.1 Frequency domain analysis of multivariate time series
Inourﬁrst example,we reviewvariousfrequencydomainbased methodsforthedescriptionof
interrelationsamongmultiple time series and discuss their relations to each other. To illustrate
the theoretical results, we apply the methods to neuronal spike train data recorded from the
lumbar spinal dorsal horn of a pentobarbital-anaesthetized rat during noxious stimulation.
The ﬁring times of ten neurons were recorded simultaneously by a single electrode with an
observation time of 100s. The data have been described in detail in Sandk¨ uhler and Eblen-
Zajjur [58]; the connectivity among the recorded neurons has been analysed previously by
partial correlation analysis [59] and partial directed correlations [60].
For the analysis, we converted the spike trains of ﬁve neurons to binary time series and
ﬁtted a VAR model of order p = 100. Figure 9.8 displays the estimated spectra for these ﬁve
neurons. The strong peaks in the spectra for neurons 1 and 2 indicate that these neurons show
rhythmic discharges at 5Hz; similarly, neuron 5 ﬁres rhythmically at 7.5Hz.
For the identiﬁcation of the effective connectivity among these ﬁve neurons, we have es-
timated the non-normalized PDC jAij()j2 (Fig. 9.8). The PDC detects strongly signiﬁcant
directed relationships for ﬁve pairs of neurons. Additionally, tests for contemporaneous non-






Figure 9.9: Results for neuronal spike train data: Multivariate path diagram identiﬁed from the



















































































































































































































Figure 9.10: Nonparametric (solid lines) and parametric (dotted lines) estimates of partial spec-
tral coherence for the neuronal spike train data. For the nonparametric estimates, the horizontal
dashed lines signify pointwise 95% test bounds for the hypothesis that the partial spectral co-
herence is zero.
the ﬁve neurons can be represented by the path diagram in Figure 9.9.
One non-directionalmeasure for the direct interdependenciesbetween the frequencycom-
ponentsofaprocessXV isthepartialspectralcoherencejRijjV nfi;jg()j2 withRijjV nfi;jg()
deﬁned as in (9.14) (see, e.g., [46, 61]). As we have seen in Section 9.4.1, it is closely related
to the Markov interpretation of multivariate path diagrams in the frequency domain. In par-
ticular, Theorem 9.4.1 implies that the partial spectral coherence jRijjV nfi;jg()j2 vanishes
uniformly for all frequencies  whenever the vertices i and j are m-separated given V nfi;jg.
Figure 9.10 shows nonparametric and parametric estimates of the partial spectral coher-
ence for the neuronal spike train data. Here, the partial spectral coherence between neurons i
and j shows a strong association between the correspondingfrequencycomponentswhenever
i and j are connected by an edge. Additionally, we ﬁnd also a small, but signiﬁcant partial
spectral coherence between neurons 1 and 3, which corresponds with the graphical character-
ization since in the path diagram in Figure 9.9 vertices 1 and 3 are linked by the m-connecting
path 1   ! 4     3.
Another important measure for directed information ﬂow in multivariate systems is the
directed transfer function (DTF), which has been proposed by Kami´ nski and Blinowska [62]




. The transfer function relates the
frequency components of X and "V by the linear system
dZXV () = B()dZ"V ()24 9 Graphical modelling in multivariate time series
and thus describes how the frequency components of the input process "V are transformed
by the linear system to the frequency components of the output process X. In particular, the
entry Bij() measures the response of variable Xi to sinusoidal random shocks of frequency











anddescribestheratiooftheinﬂuenceofcomponentXj oncomponentXi toall theinﬂuences
on component Xi. Due to the normalization, the DTF takes values in [0;1]. For the compar-
ison of the information ﬂow for different target processes or between different experiments,
also a non-normalizedversion of the DTF given by
2
ij() = jBij()j2 (9.22)













It follows that the DTF accumulatesthe informationﬂow from direct pathways—measuredby
Aij()—as well as from indirect pathways via components Xk1;:::;Xkr. In particular, this
implies that the DTF from Xj to Xi vanishes uniformly for all frequencies whenever there
exists no directed path j   ! :::   ! i in the multivariate path diagram associated with XV .
To illustrate this fact, we estimated the DTF for the neuronal spike train data (Fig. 9.11) with
pointwise signiﬁcance levels as described in Eichler [63]. Comparingthe results with the path
diagram in Figure 9.9, we ﬁnd that the DTF indeed identiﬁes information ﬂow from neuron j
to neuron i whenever there is a directed path from j to i in the path diagram, which is in line
with the graph theoretical predictions.
We conclude that the DTF can be used to describe the propagation of information in mul-
tivariate systems, but cannot be used for the detection of the pathways by which the informa-
tion is propagated,which would entail discriminationbetween direct and indirect interactions.
This also implies that the DTF cannot be used as a measure for Granger causality as deﬁned
in Deﬁnition 9.2.1 (see [63]).
To resolve the problem of indirect information ﬂow, Korzeniewska et al. [64] proposed a
modiﬁcation of the DTF, which combines the DTF and the partial spectral coherence. This
direct DTF (dDTF) is deﬁned as the product
ij() = ij()jRijjV nfi;jg()j:
The motivation behind this deﬁnition is that the DTF ij() measures the propagation of in-
formation within a system and, in particular, identiﬁes the direction of the information ﬂow—
both direct and indirect—while the partial spectral coherence vanishes if there is no direct
interaction between the correspondingfrequencycomponents[65]. From the graphicalcondi-
tions forthe partial spectral coherenceandthe DTF, we immediatelyﬁnd that the dDTF ij()

























































































































































































































































































































































































































































































































































































































Figure 9.11: Estimates of log-spectral densities (on diagonal) and normalized DTF 
2
ij() (off-
diagonals) for the neuronal spike train data. The dotted lines signify pointwise 95% test bounds
for the hypothesis that the DTF is zero.
 i and j are m-separated given V nfi;jg or
 there exists no directed path j   ! :::   ! i.
Since the second condition determines only if there is information ﬂow from j to i, the dis-
crimination of direct and indirect information ﬂow must be accomplished by the ﬁrst condi-
tion. This, however, is obviously not the case since two vertices i and j are not m-separated
given all other vertices V nfi;jg if and only if
(i) they are linked by an edge (regardless of its direction or type) or
(ii) connected by a path of the form i   ! k     j.
In particular, this implies that the discrimination fails whenever the path diagram contains a
directedcycle,that is, a pathoftheformv   ! :::   ! v. As an example,we considerthe path
diagram in Figure 9.12(a): in this graph, any two vertices i and j are connected by a directed
path from j to i (either j   ! i or j   ! k   ! i) and are linked by an edge (either j   ! i or
i   ! j), which means that the dDTF ij() is nonzero for all i and j. Clearly, in this case,
the dDTF cannot distinguish between direct and indirect information ﬂow (Fig. 9.12(b)).
The effect in (ii) that two independent variables become conditionally dependent if they



















































































































































































Figure 9.13: Direct DTF (dDTF) for the neuronal spike train data: dDTF obtained from ﬁve-
dimensional process Xf1;:::;5g (solid lines) and dDTF obtained from four-dimensional process
Xf1;2;3;5g (dotted lines).
modelling theory and is called ‘marrying parents’ effect (see, e.g., [7, 66]). For an illustration
of this effect and how it affects the dDTF, we consider again the neuronal spike train data.
In the path diagram in Figure 9.9 showing the identiﬁed connectivity for the ﬁve neurons, we
ﬁnd that the two vertices 1 and 3 are linked by both a directed path (1   ! 2   ! 3) and an
m-connecting path (1   ! 4     3). According to the above characterization, this implies
that the dDTF from X1 to X3 is nonzero, and indeed the estimates in Figure 9.13 show two
small peaks at frequencies 5Hz and 10Hz in the dDTF from neuron 1 to neuron 3. The
assessment of the signiﬁcance of these peaks is difﬁcult since the statistical properties of the
dDTF have not been investigated so far. However, we note that the path 1   ! 4     3 is
only m-connecting if vertex 4 is included in the separating set. In other words, if neuron 4
is omitted from the analysis, the dDTF should become zero. The corresponding estimates of
the dDTF obtained from the process Xf1;2;3;5g are also shown in Figure 9.13 (dotted curves).
Comparing these estimates with those obtained from the full process, we ﬁnd that the dDTF
from neuron 1 to neuron 3 is reduced considerably, while for all other pairs the omission of
neuron 4 leaves the estimates basically unchanged. This indicates that the peaks in the former
estimate of the dDTF from neuron 1 to neuron 3 were indeed induced by the combination of
an m-connecting and a directed pathway from X1 to X3.
If the true path diagram is a directed acyclic graph, that is, it does not contain any undi-
rected edges or directed cycles, then the iterative algorithm presented in Dahlhaus et al. [66]



























































































































































































































Figure 9.14: Results for tremor-related EEG channels C4 (X1) and PZA (X2) and EMG
channel (X3): estimates of log-spectral densities (on diagonal) and rescaled PDC 
2
ij() (off-
diagonals). The horizontal dashed lines signify pointwise 95% test bounds for the hypothesis
that the PDC is zero.
However, in general, identiﬁcation based on the dDTF can lead to wrongly detected relation-
ships. Therefore,analysis of the informationﬂow and the connectivityin multivariate systems
should be based on the PDC or the DTF, which both have a clear interpretation as direct and
as total information ﬂow, respectively.
9.6.2 Identiﬁcation of tremor-related pathways
The second example is concerned with the the analysis of simultaneous electroencephalo-
graphic (EEG) and electromyographic (EMG) recordings from patients suffering from essen-
tial tremor. This neurologicaldisease manifests itself by an involuntary,oscillatory movement
of parts of the body, mainly the upper limbs, with a typical trembling frequency of 4-10Hz.
In previous studies based on coherence analysis, tremor correlated cortical activity has been
observed in the EEG [67, 68], but the direction of the relationship remained unclear.
The analysed data consists of the EMG from the left wrist extensor measuring the move-
ment of that hand and the recordings from EEG channels C4 and PZA, which both showed a
strong correlation with the EMG at the tremor frequency of about 5Hz. The EMG signal was
band-pass ﬁltered to avoid aliasing effects and undesired slow drifts. Additionally, the signal
was digitally full wave rectiﬁed. The resulting time series reﬂects the muscle activity encoded
in the envelope of the originally measured signal.
Figure 9.14 shows estimates of the log-spectral densities and the PDC for the data. Fur-
thermore, Table 9.1 shows the signiﬁcant contemporaneous correlations between the series.
This leads to the path diagram in Figure 9.15(a). We note that the EMG signal Granger-causes
the EEG signals of both channels C4 and PZA, which suggests that the muscle activity is
reﬂected in the cortex via proprioceptive afferences. Additionally, we ﬁnd a signiﬁcant con-
temporaneous correlation between the EMG signal and channel C4. Since we cannot identify28 9 Graphical modelling in multivariate time series











Figure 9.15: Path diagrams for tremor-related EEG/EMG data: (a) path diagram for depen-
dencies over frequency range 0-25Hz; (a) path diagram for dependencies at tremor frequency
  5Hz.
a direction for this association, it remains an open question whether the oscillatory cortical
activity reﬂected in the signal in channel C4 is involved in the generation of the tremor.
Alternatively, we could restrict ourselves to the dependencies at the tremor frequency,
which leads to the omission of the edge C4   ! PZA (Fig. 9.15(b)). The conclusions con-
cerning the relationship between the EMG signal and the cortical activity, however, remain
the same.
9.6.3 Causal inference
In the last example, we apply the graphical approach to concurrent recordings from EEG and
functional magnetic resonance imaging (fMRI) for the investigation of the interrelations be-
tweenthe alpha rhythmin the EEG andbloodoxygenationleveldependent(BOLD) responses
in the fMRI. The data and their requisition are described in detail in Goldman et al. [69].
The EEG was sampled at 200 Hz from an array of 16 bipolar pairs, with an additional
channel for the EKG and scan trigger. For the analysis, the time-varying spectrum of the
EEG has been decomposed by parallel factor (PARAFAC) analysis into trilinear components
(called atoms), each being the product of a spatial, spectral, and temporal factors [70]. The
PARAFAC analysis extracted three signiﬁcant atoms characterizedby their spectral signature.
Only the temporal factor of the alpha atom corresponding to a frequency range 8-12 Hz was
included in the effective connectivity analysis.
The fMRI series were measured with a time resolution of 2.5seconds. Here, we consider
two time series of length T=108 for two regions in the brain, namely visual cortex and thala-
mus, whose activation seemed directly related with the EEG alpha atom, namely visual cortex
and thalamus. For each region, the time series was obtained by averaging the time series of
all voxels in that region.
For the analysis of the effective connectivity,we have ﬁtted a VAR model of order 2 to the
data; the order has been determined by minimizing the AIC. Figure 9.16 shows the estimates
of the PDC obtained by a trivariate analysis (solid lines) and by bivariate analyses (dotted
































































































































































Figure 9.16: Results for fMRI time series from visual cortex (X1) and thalamus (X2) and EEG
alpha atom (X3): estimates of log-spectral densities (on diagonal) and rescaled PDC 
2
ij()
(off-diagonals). The dotted lines represent the rescaled PDCs obtained from bivariate analysis
of the corresponding pairs Xi and Xj. The horizontal dashed lines signify pointwise 95% test
bounds for the hypothesis that the PDC is zero.
Table 9.2: p-values for testing for multivariate and bivariate contemporaneous non-correlation
in the fMRI/EEG data.
VC 999 TH VC 999 EEG TH 999 EEG
bivariate 0.08 0.70 0.22











Figure 9.17: Identiﬁcation of effective connectivity between the EEG alpha atom, the visual
cortex, and the thalamus: (a) multivariate path diagram; (b) bivariate path diagram; (c) alterna-
tive path diagram that is Markov equivalent to the graph in (b).
in Table 9.2. The results of the analyses are summarized by the multivariate and bivariate path
diagrams G(m) and G(b) in Figure 9.17 (a) and (b), respectively. Here, the multivariate path
diagram G(m) implies that thalamus and visual cortex neither Granger-cause the EEG alpha
atom nor are they contemporaneouslycorrelatedwith the EEG component,while the bivariate
path diagram G(b) additionally encodes that, ﬁrstly, the EEG alpha atom does not bivariately
Granger-cause the thalamus and, secondly, visual cortex and thalamus are bivariately contem-
poraneously uncorrelated. Thus the bivariate Granger causality graph encodes more Granger30 9 Graphical modelling in multivariate time series
noncausality relations than the multivariate path diagram, which suggests that at least part of
the directed relationships shown in the latter are induced by latent variables.
To describe systems that are partly affected by latent variables, Eichler [39] considered
moregeneralgraphicalrepresentationsthatcombinefeaturesofbivariateandmultivariatepath
diagrams. In these graphs, ordinary directed edges (  !) represent causal links while dashed
directed edges (99K) indicate spurious causalities induced by latent variables. An example
of such a graph is shown in Figure 9.17(c). In contrast to G(b), this graph indicates a causal
inﬂuence from the thalamus to the visual cortex. Simple evaluations show that the graph is
Markov equivalent to the bivariate path diagram, that is, it encodes the same relationships
among the variables. This implies that we cannot decide empirically between the two graphs
as possible descriptions of the connectivity among the variables. We note that in both graphs
the correlation between EEG alpha atom and thalamic BOLD responses that is observed in
a multivariate analysis is attributed to the indirect link EEG 99K VC 99K TH mediated by
the visual cortex. This is in line with the previous results [70], which identiﬁed the visual
cortex as the source of the “EEG alpha rhythm”. Similarly, we note that the contemporaneous
correlation between thalamus and visual cortex in a multivariate analysis is attributed to the
pathway TH L99 VC L99 EEG 99K VC.
9.7 Conclusion
In this chapter, we have described a graphical approach for visualizing and analysing the
causal relationships in multivariate time series based on the concept of Granger causality. We
have seen that by the global (Granger-causal) Markov property certain pathways in a graph
can be related to dependencies between the variables. This can be exploited for determining
whether a given causal structure that possibly contains unmeasured latent variables is consis-
tent with the dynamic dependencies that have been found empirically between the observed
variables. The graphical analysis shows in particular that the causal structure of systems that
may be affected by latent variables in general cannot be resolved by multivariate and bivariate
analyses alone, but only by examination of Granger noncausality relations with respect to all
possible subseries.
In Section 9.6.3, we have brieﬂy touched general Granger causality graphs for the rep-
resentation of causal structures with latent variables. Unlike bivariate or multivariate path
diagrams, which can be speciﬁed by pairwise Granger causality relations, these graphs are
determined solely through the global Granger-causal Markov property. This holds a number
of problems for the empirical identiﬁcation of causal structures. First, such general Granger
causality graphs are not uniquely determined by the Granger noncausality relations that they
encode; Figure 9.17 has shown an example of two such Markov equivalent graphs. Secondly,
the identiﬁcation of such graphical representations is based on a multi-step procedure where
each step requires the ﬁtting of a new autoregressive model to a subseries. As a consequence,
it is impossible to compare two graphical representions of the effective connectivity and to
test between them. Moreover, the statistical errors in different steps may lead to contradic-
tory results. To avoid these problems associated with this multi-step identiﬁcation, future
research aims at the development of new graphical time series models that satisfy the global
Granger-causal Markov property with respect to such general Granger causality graphs; theREFERENCES 31
identiﬁcation of the causal structure could then be achieved by model selection.
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