We provide elementary algorithms for two preservation theorems for first-order sentences with modulo m counting quantifiers (FO+MODm) on the class C d of all finite structures of degree at most d: For each FO+MODm-sentence that is preserved under extensions (homomorphisms) on C d , a C d -equivalent existential (existential-positive) FO-sentence can be constructed in 6-fold (4-fold) exponential time. For FO-sentences, the algorithm has 5-fold (4-fold) exponential time complexity. This is complemented by lower bounds showing that for FO-sentences a 3-fold exponential blow-up of the computed existential (existential-positive) sentence is unavoidable.
Introduction
Classical preservation theorems studied in model theory relate syntactic restrictions of formulas with structural properties of the classes of structures defined. For example, the Łoś-Tarski theorem states that a first-order sentence is preserved under extensions on the class of all structures if, and only if, it is equivalent, on this class, to an existential first-order sentence. The homomorphism preservation theorem states that a first-order sentence is preserved under homomorphisms on the class of all structures if, and only if, it is equivalent, on this class, to an existential-positive first-order sentence.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CSL-LICS '14, July 14-18, 2014, Vienna, Austria. Copyright is held by the owner/author(s). Publication rights licensed to ACM. ACM 978-1-4503-2886-9. . . $15.00. http://dx.doi.org /10.1145/2603088.2603130 In the last decade, variants of both theorems have been obtained, where the class of all structures is replaced by restricted classes that meet certain requirements. For example, [2, 6, 14] obtained that the homomorphism preservation theorem holds for the class of all finite structures, as well as for the classes of all finite structures of degree at most d or of treewidth at most k, and, in general, for quasiwide classes of structures that are closed under taking substructures and disjoint unions (this includes classes of bounded expansion and classes that locally exclude minors). While the Łoś-Tarski theorem is known to fail on the class of all finite structures, in [3] it was shown to hold for various classes of structures, including the class of all finite structures of degree at most d, the class of all finite structures of treewidth at most k, and all wide classes of structures that are closed under taking substructures and disjoint unions.
For most of these results it is known that the equivalent existential or existential-positive sentence may be non-elementarily larger than the corresponding first-order sentence [7] . A notable exception affects the Łoś-Tarski theorem for the class of acyclic finite structures of degree at most d, for which [7] obtained a 5-fold exponential upper bound on the size of the equivalent existential first-order sentence.
The present paper's first main result (Theorem 3.1) generalises the latter in three ways: (1) We show that the 5-fold exponential upper bound for the Łoś-Tarski theorem holds for every class C of structures of degree at most d that is closed under taking induced substructures and disjoint unions (this includes, e.g., the class of all finite structures of degree at most d). (2) We provide an algorithmic version of the theorem, showing that for a given first-order sentence, the existential sentence can be constructed in 5-fold exponential time. (3) Our algorithm also works for input sentences of the extension FO+MODm of first-order logic with modulo m counting quantifiers (for these, it requires 6-fold exponential time). The main ingredient of our proof is a new, technically challenging upper bound on the size of minimal models of sentences that are preserved under extensions on C (Theorem 3.7).
Our second main result (Theorem 3.2) provides an algorithmic version of a homomorphism preservation theorem, stating that for any class C of structures of bounded degree that is closed under taking induced substructures and disjoint unions and that is decidable in 1-fold exponential time (e.g., the class of all finite structures of degree at most d), for a given FO+MODm-sentence that is preserved under homomorphisms on C, an equivalent existentialpositive first-order sentence can be constructed in 4-fold exponential time. The proof, again, relies on a new upper bound on the size of minimal models (Theorem 3.9).
We complement our preservation theorems by (non-matching) lower bounds (Theorem 3.4 and Theorem 3.3), providing a sequence of first-order sentences that are preserved under extensions (homomorphisms) for which the smallest equivalent existential (respectively, existential-positive) sentences are 3-fold exponentially larger. Both lower bound proofs use particular encodings of numbers by binary trees introduced in [10] .
Our third main result deals with Feferman-Vaught decompositions of first-order formulas. The classical Feferman-Vaught theorem states that for certain forms of compositions of structures, the theory of a structure composed from simpler structures is determined by the theories of the simpler structures. This applies, for example, for disjoint unions of structures, as well as for cartesian products. Algorithmic versions of such decomposition theorems are typically of the following form (cf., [9, 12] ): A given firstorder sentence ϕ that shall be evaluated in the disjoint union or the cartesian product A of s structures A1, . . . , As, can be transformed into a finite set ∆ of formulas and a propositional formula β whose propositions are tests of the form "the i-th structure Ai satisfies the j-th formula in ∆", such that A is a model of ϕ iff β is true. Our third main result (Theorem 4.1 and Corollary 4.6) shows that for any class C of structures of degree at most d, such Feferman-Vaught decompositions for disjoint unions and cartesian products can be computed in 3-fold exponential time. This is complemented by a matching lower bound (Theorem 4.4). Our lower bound, again, relies on encodings of numbers by binary trees, now along with a method of [9] . Our algorithm produces a set ∆ of socalled Hanf-formulas and relies on a result of [4] that transforms the given sentence ϕ into Hanf normal form.
The rest of this paper is structured as follows: Section 2 fixes the basic notations. Section 3 presents our algorithms and lower bounds concerning preservation theorems. Section 4 presents our results concerning Feferman-Vaught decompositions. Due to space limitations, some technical details of our proofs are deferred to the full version of this paper.
Preliminaries
We write Z to denote the set of integers and we write N to denote the set of non-negative integers. Moreover, we let N 1 := N \ {0}. For all m, n ∈ N with m n, the expression [m, n] denotes the set {m, . . . , n}.
The set of non-negative real numbers is denoted by R 0 . For r > 0, log(r) denotes the logarithm of r with respect to base 2. If f is a function from N to R 0 then poly(f (n)) denotes the class of all functions g : N → R 0 for which there exists a number c > 0 such that for all sufficiently large n ∈ N we have g(n) (f (n)) c . For an n ∈ N, we write x to denote the tuple (x1, . . . , xn). Sometimes we treat tuples as if they were sets; e.g., a ∈ x means a ∈ {x1, . . . , xn}. For a function f : A → B and a tuple x ∈ A n we write f (x) to denote the tuple (f (x1), . . . , f (xn)).
Structures and formulas
A signature σ is a finite set of relation and constant symbols. Associated with every relation symbol R is a positive integer ar(R) called the arity of R. The size ||σ|| of σ is the number of its constant symbols plus the sum of the arities of its relation symbols. The signature σ is called relational if it does not contain any constant symbol.
A σ-structure A consists of a non-empty set A called the universe of A, a relation R A ⊆ A ar(R) for each relation symbol R ∈ σ, and an element c A ∈ A for each constant symbol c ∈ σ. The size ||A|| of A is the size of a reasonable representation of A as a binary string (cf., e.g., [8, 11] ); in particular, ||A|| |A| ||σ|| . For any relational signature σ and σ-structures A and B, B is a substructure of A if B ⊆ A and R B ⊆ R A for each R ∈ σ. B is an induced substructure of A if B is a substructure of A and R B := R A ∩ B ar(R) for each R ∈ σ. We say that B is the substructure of A induced by the set B.
For every non-empty set B such that A∩B = ∅, we write A∩B to denote the substructure of A induced by A ∩ B. Furthermore, if A\B = ∅ then A\B is the substructure A∩(A\B) of A obtained by deleting all elements from B.
We use the standard notation concerning first-order logic and extensions thereof, cf. [8, 11] . By qr(ϕ) we denote the quantifier rank of ϕ, i.e., the maximum nesting depth of quantifiers occurring in a formula ϕ. By free(ϕ) we denote the set of all free variables of ϕ. A sentence is a formula ϕ with free(ϕ) = ∅. A σ-structure A is called a model of a sentence ϕ if ϕ is satisfied in A.
We write ϕ(x), for x = (x1, . . . , xn) with n 0, to indicate that free(ϕ) ⊆ {x1, . . . , xn}. If A is a σ-structure and a ∈ A n , we write A |= ϕ[a] to indicate that the formula ϕ(x) is satisfied in A when interpreting the free occurrences of the variables x1, . . . , xn with the elements a1, . . . , an. We write ϕ(A) to denote the set of all tuples a ∈ A n such that A |= ϕ[a]. For a class C of structures, two formulas ϕ(x) and ψ(x) of signature σ are called equivalent on C (or, C-equivalent) if for all σ-structures A ∈ C we have ϕ(A) = ψ(A).
By FO(σ) we denote the class of all first-order formulas of signature σ. The extension of FO(σ) by modulo counting quantifiers is defined as follows: Let m be an integer such that m 2. We write ∃ 0 mod m to denote the modulo m counting quantifier. A formula of the form ∃ 0 mod m y ψ(x, y) is satisfied by a σ-structure A and an interpretation a of the variables x if, and only if, the number of elements b ∈ A such that A |= ψ[a, b] is a multiple of m. For a fixed number m we write FO+MODm(σ) to denote the extension of FO(σ) with the modulo m counting quantifier. Note that the quantifier rank qr(ϕ) of an FO+MODm-formula ϕ is defined as the maximum nesting depth of all quantifiers (i.e., first-order quantifiers and modulo counting quantifiers).
The size ||ϕ|| of an FO+MODm(σ)-formula ϕ is its length when viewed as a word over the alphabet σ ∪{=}∪{∃ 0 mod m , ∃, ∀, ¬, ∧, ∨, →, ↔, (, )} ∪ {, } ∪ Var, where Var is a countable set of variable symbols.
Gaifman graph
For a σ-structure A, we write GA to denote the Gaifman graph of A, i.e., the undirected, loop-free graph with vertex set A and an edge between two distinct vertices a, b ∈ A iff there exists an R ∈ σ and a tuple (a1, . . . , a ar(R) ) ∈ R A such that a, b ∈ {a1, . . . , a ar(R) }.
The distance dist A (a, b) between two elements a, b ∈ A in a σ-structure A is the minimal length (i.e., the number of edges) of a path from a to b in the Gaifman graph GA.
For r 0 and a ∈ A, the r-neighbourhood of a in A is the set
Bounded structures
The degree of a σ-structure A is the degree of its Gaifman graph GA. Let ν : N → N be a function. A σ-structure A is ν-bounded if |N A r (a)| ≤ ν(r) for all r ∈ N and a ∈ A. Clearly, if A is ν-bounded, then it has degree ν(1)−1. On the other hand, if
We will restrict attention to at most 1-fold exponential functions ν : N → N that are strictly increasing. This is reasonable, since then (r+1)-neighbourhoods may contain more elements than r-neighbourhoods, and it excludes pathological cases where ν-boundedness of a structure implies that the structure is a disjoint union of finite structures whose size is bounded by a constant depending on ν.
Let σ be a relational signature, let A be a σ-structure, let n 1, and let a ∈ A n . Let c1, . . . , cn be distinct constant symbols. For r 1, the r-sphere around a is the σ ∪ {c1, . . . , cn}-structure N A r (a) := A ∩ N A r (a) , a , where the constant symbols c1, . . . , cn are interpreted by the elements a1, . . . , an.
An r-sphere with n centres is a σ ∪ {c1, . . . , cn}-structure τ = (B, b) with b ∈ B n and B = N B r (b). We say that τ is realised by a in A iff N A r (a) is isomorphic to τ . By τ (A) we denote the set of all a ∈ A n that realise τ in A. Note that a ν-bounded r-sphere τ with n centres contains at most n·ν(r) elements. Thus, there is an FO(σ)-formula sph τ (x) of size poly(nν(r)) such that for all σ-structures A we have sph τ (A) = τ (A).
Unless otherwise indicated, we assume an r-sphere to have only one centre. Note that, up to isomorphism, the number of possible r-spheres (with one centre), that are realisable in ν-bounded σ-structures, can easily be seen to be bounded by 2 poly(ν(r)) , where the degree of the polynomial is linear in the size of σ.
Disjoint unions
For a relational signature σ, the disjoint union A = A1∪ · · ·∪ As of σ-structures A1, . . . , As (for s ∈ N 1 ) is defined (up to isomorphism) as follows: Let A be a set of size |A1| + · · · + |As| and let, for each i ∈ [1, s], fi : Ai → A be an injective function such that f1(A1), . . . , fs(As) is a partition of A. Now, A is the σ-structure with universe A and
If the universes of A1, . . . , As are pairwise disjoint, we let A := A1 ∪ · · · ∪ As, and hence we let fi be the identity on Ai (for each i ∈ [1, s]) and π the identity on A.
Preservation theorems
A σ-structure B is an extension of a σ-structure A if A is an induced substructure of B. A sentence ϕ is preserved under extensions on C if for each model A ∈ C of ϕ and every extension B ∈ C of A, B is also a model of ϕ. An existential FO(σ)-formula has the form ∃x1 . . . ∃xn ϕ, where ϕ is quantifier-free. It is straightforward to see that every existential FO(σ)-sentence is preserved under extensions on the class of all σ-structures.
A homomorphism of σ-structures A and B is a mapping h : A → B such that for each relation R ∈ σ with r := ar(R) and all (a1, . .
A sentence ϕ is preserved under homomorphisms on C if for each model A ∈ C of ϕ and each structure B ∈ C for which a homomorphism h from A to B exists, B is also a model of ϕ. An existential-positive FO(σ)-formula is an existential FO(σ)-formula that does not contain any of the symbols ¬, →, ↔. For convenience, we will say that also false is an existentialpositive FO(σ)-sentence (that is not satisfied by any σ-structure). It is straightforward to see that every existential-positive FO(σ)-sentence is preserved under homomorphisms on the class of all σ-structures.
Throughout this section, let σ be a fixed finite relational signature and let ν : N → N be a fixed time-constructible strictly increasing function that is at most 1-fold exponential.
In this section, we explore the complexity of constructing existential (existential-positive) FO(σ)-sentences for FO+MODm(σ)-sentences that are preserved under extensions (homomorphisms) on a class of ν-bounded σ-structures that is closed under disjoint unions and closed under induced substructures (closed under disjoint unions, closed under induced substructures, and decidable in 1-fold exponential time). It is straightforward to see that the class C d of all finite σ-structures of degree at most d, for any fixed d ∈ N, meets all these requirements. Similarly, as we assume that ν is timeconstructible and at most 1-fold exponential, also the class of all ν-bounded structures is easily seen to be decidable in 1-fold exponential time, as well as closed under taking induced substructures and disjoint unions. Table 1 summarises the time complexity of our algorithms (depending on the size of an input sentence) on the class of all ν-bounded structures. The summary differentiates between functions ν with either exponential or polynomial growth. The precise statement of this section's first main result reads as follows; a proof is given in Subsection 3.2 below.
Summary of this section's main results

Upper bounds
Theorem 3.1. Let Cν be a class of ν-bounded σ-structures that is closed under disjoint unions and induced substructures. There is an algorithm which, given an input FO+MODm(σ)-sentence ϕ of quantifier rank q 0, for an m 2, constructs in time
an existential FO(σ)-sentence ψ such that the following holds: If ϕ is preserved under extensions on Cν then ϕ and ψ are equivalent on Cν .
If ϕ does not contain any modulo counting quantifier (i.e., ϕ is an FO(σ)-sentence), the algorithm uses only time
Furthermore, the degree of the polynomials in the expressions (1) and (2) is linear in the size of the signature σ.
Consequently, if the function ν is exponential and ϕ is an FO+MODm(σ)-sentence, then the algorithm uses 6-fold exponential time -e.g, if ν = ν d for d 3, it uses time
, and 5-fold exponential time 2 , and 3-fold exponential time 2 This section's second main result reads as follows; a proof is given in Subsection 3.3 below. Theorem 3.2. Let Cν be a class of ν-bounded σ-structures that is closed under disjoint unions and induced substructures and decidable in time t(n) for some function t : N → N. There is an algorithm which, given an input FO+MODm(σ)-sentence ϕ of quantifier rank q 0, for an m 2, constructs in time
such that the following holds: If ϕ is preserved under homomorphisms on Cν then ϕ and ψ are Cν -equivalent.
For example, let Cν be the class of all ν-bounded finite σ-structures. If ν is exponential and ϕ is an FO+MODm(σ)-sentence, then the construction can be carried out in 4-fold exponential time -e.g, if ν = ν d for d 3 (i.e., Cν is the class of all finite structures of degree at most d), in time
If ν is polynomial and ϕ is an FO+MODm(σ)-sentence, then the construction requires only 3-fold exponential time . Lower bounds Our upper bounds are complemented by the following two lower bounds for certain classes of finite acyclic structures of degree 3 and first-order sentences that are preserved under extensions (homomorphisms): We show that even under these restrictions, a 3-fold exponential blow-up in terms of the size of the input sentence is unavoidable when constructing the equivalent existential (existential-positive) first-order sentence.
Theorem 3.3. Let σ := {S0, S1, V0, V1}, where S0, S1 are binary and V0, V1 are unary relation symbols, and let C be the class of all finite ordered binary forests F of signature σ, where V may be arbitrary subsets of the universe. There is an > 0 and a sequence (ϕ h ) h 1 of FO(σ)-sentences of increasing size such that for each h 1 the following holds:
(1) ϕ h is preserved under extensions on C, and (2) every existential FO(σ)-sentence that is equivalent to ϕ h on C has size at least
where S0, S1 are binary and, for each M ⊆ {0, 1}, VM is a unary relation symbol. Let C be the class of all finite ordered binary forests F over σ , where (V
is a partition of the universe. There is an > 0 and a sequence (ϕ h ) h 1 of FO(σ )-sentences of increasing size such that for each h 1 the following holds:
(1) ϕ h is preserved under homomorphisms on C , and (2) every existential-positive FO(σ )-sentence that is equivalent to ϕ h on C has size at least
In the previous theorems 3.3 and 3.4, an ordered binary forest of signature σ or σ is a structure whose Gaifman graph is a forest and where the binary relation symbols S0 and S1 are interpreted as the left and right successor relation and every node is allowed to have at most one left successor and at most one right successor.
The key idea for the proofs of Theorem 3.3 and Theorem 3.4, which will be included in the full version of this paper, is an encoding of numbers by binary trees, introduced in [10] . The main challenge here is to find sequences of sentences that not only have large minimal models but are also preserved under extensions (homomorphisms). Towards this end, the auxiliary unary relation symbols in σ and σ are introduced to interpret binary tree encodings in ordered binary forests.
Preservation under extensions: Proof of Theorem 3.1
This subsection is devoted to the proof of Theorem 3.1. Consider a class C of σ-structures and an FO+MODm(σ)-sentence ϕ. A σ-structure A is a C-minimal model of ϕ if A ∈ C, A is a model of ϕ, and there is no proper induced substructure B ∈ C of A that is a model of ϕ.
The
In both cases, the following generalisation of Hanf's theorem (see e.g. [8, 11] ) by Nurmonen [13] Proof. We show that if there is no r-scattered subset of cardinality m in A then |A| (m−1) · ν(2r).
Choose a number n < m such that there is an r-scattered subset S of cardinality n in A, but no r-scattered subset of cardinality > n. Every element a of A has to be contained in the 2r-neighbourhood of S (for otherwise, S ∪ {a} would be an r-scattered subset of A of cardinality n+1). Therefore,
The main combinatorial contribution of this subsection is provided by the following theorem: Theorem 3.7. Let Cν be a class of ν-bounded σ-structures that is closed under disjoint unions and induced substructures. Let m 2 and let ϕ be an FO+MODm(σ)-sentence of quantifier rank q 0 that is preserved under extensions on Cν . There is a number
such that every Cν -minimal model of ϕ has size N (ν, m, q).
Proof. Let r := 3 q and let s be the number of non-isomorphic r-spheres (with one centre) in structures in Cν . Let R := 2sr and let S be the number of non-isomorphic R-spheres (with one centre) in structures in Cν . Finally, let t := q·(ν(r)+1)+1 be the threshold from Theorem 3.5 for ν-bounded σ-structures and for quantifier rank q.
Let A be a Cν -minimal model of ϕ. Towards a contradiction, assume that |A| > (2Stm−1) · ν(2R). By Lemma 3.6, there exists an R-scattered subset of A of cardinality 2Stm. Because there are at most S different R-spheres realised in A, there is an R-scattered set X of 2tm elements in A that realise the same R-sphere. An r-sphere τ is frequent in a structure A if |τ (A)| t. Otherwise, it is rare. Note that each r-sphere realised by an element from the (R−r)-neighbourhood of X is frequent in A, because it occurs at least 2tm t times in A.
Let X be a subset of X of cardinality tm. Since
the following holds for each r-sphere τ :
That is, every r-sphere τ that is realised by at least t elements of the (R−r)-neighbourhood of X is still frequent in the substructure of A induced by deleting the (R−r)-neighbourhood of X.
Consider the following sequences (Ci) i 0 and (D2i)i>0 of structures in Cν . Let C0 := A and C1 := A \ X. For each even i > 1, let Di := Ci−1 ∩ N A 2(i−1)r (X). Note that for odd i, Di is neither defined nor required. For each i 2, let
where D i is a structure isomorphic to Di whose universe is disjoint with A. For all even i, Ci is a disjoint extension of A, and for all odd i, Ci is a proper induced substructure of A.
Let τ be an r-sphere. Recall that |X| = tm and that the R-spheres around the elements of X are disjoint and isomorphic. This implies that, for each 1 i < s, there is a number k ∈ Z such that |τ (A \ N Below, we will prove the following: Whereas every r-sphere that is frequent in Ci is also frequent in Ci+1, the opposite is not true: There may be r-spheres that are rare in Ci but that occur frequently in Ci+1.
However, since there are only s non-isomorphic r-spheres in structures from Cν , and C0 already contains frequent r-spheres, Claim 2 (a) implies that there has to be an i < s such that all frequent r-spheres of Ci+1 are frequent already in Ci. Thus, for this particular i we know that any r-sphere is either frequent in Ci+1 and in Ci or it is rare in Ci+1 and in Ci.
Hence, with Claim 2 (b) it follows that for every r-sphere τ , either |τ (Ci)| = |τ (Ci+1)| or τ is frequent in Ci and Ci+1.
Together with Claim 1, we can conclude from Theorem 3.5 that Ci ≡ q m Ci+1. Therefore, by using Claim 2, the proof of Theorem 3.7 can be completed as follows:
In case that i is even, we let B := Ci and A := Ci+1; and in case that i is odd, we let B := Ci+1 and A := Ci. Since B is a disjoint extension of A with an induced substructure of A (and hence belongs to Cν , since Cν is closed under disjoint unions and induced substructures), A |= ϕ, and ϕ is preserved under extensions on Cν , we obtain that B |= ϕ. Because A ≡ q m B and ϕ has quantifier rank q, we know that A |= ϕ. Since A is a proper induced substructure of A and Cν is closed under induced substructures, we have A ∈ Cν . However, this is a contradiction to the assumption that A is a Cν -minimal model of ϕ.
Therefore, |A| (2Stm−1) · ν(2R). Recall from Section 2.3 that S ∈ 2 poly(ν(R)) . Using estimates for R and t, it follows that
All that remains to be done to finish the proof of Theorem 3.7 is to prove Claim 2.
Proof of Claim 2:
Observe that, for all i, j s,
For the proof of Claim 2 (b) let τ be an r-sphere that is rare in Ci and Ci+1. Since X is an R-scattered set of size t, the rareness of τ implies that τ (Ci) and τ (Ci+1) are subsets of A \ N For the proof of Claim 2 (a), we distinguish between even and odd i.
Even i: Recall that C0 = A and for each even i 2, Ci = A∪ D i . Let τ be an r-sphere that is frequent in Ci.
If τ is realised in Ci by an element in N A R−r (X) then, since X is R-scattered and |X| t, |τ (A) ∩ N A R−r (X)| t. By observation (4) we obtain that also |τ (A) ∩ N A R−r (X \ X)| t. Since X ⊆ X , X is R-scattered, and 2ir < R, we obtain that
Then it follows from (5) that τ is also frequent in Ci+1.
Odd i: Recall that C1 = A \ X and that, for each odd i 3, Ci = A \ N A 2(i−1)r (X) ∪ Di−1. Let τ be an r-sphere that is frequent in Ci.
If τ is realised in Ci by an element in N A 2(i−1)r+r (X) then, since X is R-scattered and |X| t,
Otherwise, we know that |τ (Ci) ∩ (A \ N The following lemma is a slight generalisation of Lemma 8.4 in [7] to sentences with modulo counting quantifiers.
Lemma 3.8. Let C be a class of σ-structures that is closed under induced substructures. There is an algorithm which, given a number N 0 and an FO+MODm(σ)-sentence ϕ of quantifier rank q 0, for an m 2, constructs in time ||ϕ|| · 2 O(N ·q) an existential FO(σ)-sentence ψ such that the following holds: If ϕ is preserved under extensions on C and every C-minimal model of ϕ has at most N elements, then ψ is C-equivalent to ϕ.
Furthermore, if ϕ does not contain any modulo counting quantifier, the construction only takes time O(||ϕ||·N q ).
Proof. Let m 2 and let ϕ be an FO+MODm(σ)-sentence that is preserved under extensions on C and assume that, for a number N 0, each C-minimal model of ϕ has at most N elements.
Let x1, . . . , x k be, for a k 1, an enumeration of all variables that appear in ϕ and suppose, without loss of generality, that every variable in ϕ is only bound in one place. Let y1, . . . , yN be a collection of N new variables distinct from x1, . . . , x k .
We construct from the sentence ϕ a new quantifier-free formula with free variables y1, . . . , yN . To this end, for each formula ψ with free variables among x1, . . . , x k and each function s : 
Now, let ϕ be the sentence ∃y1 . . . ∃yN (ϕ)s where, since ϕ does not have any free variable, s can be an arbitrary function from
It is easily seen that a σ-structure A ∈ C satisfies ϕ iff A contains an induced substructure A with N elements which satisfies ϕ. It is not difficult to show that A |= ϕ iff A |= ϕ:
For the direction "=⇒" assume that A |= ϕ . Thus, A contains an induced substructure A with A |= ϕ. Since A ∈ C and C is closed under induced substructures, also A ∈ C. As A |= ϕ, and ϕ is preserved under extensions on C, we obtain that also A |= ϕ.
For the direction "⇐=" assume that A |= ϕ. Let A be a minimal induced substructure of A such that A ∈ C and A |= ϕ. I.e., A is a C-minimal model of ϕ. By assumption, A has at most N elements. By construction of ϕ we obtain that A |= ϕ .
For a bound on the size of ϕ , note that the only size increasing steps in the inductive translation are the ones for the quantifiers, which increase the size of the formula by a factor of N , for firstorder quantifiers, and by a factor in 2 O(N ) , for modulo counting quantifiers. It follows that ||ϕ || ∈ ||ϕ|| · 2 O(N ·q) , where q is the quantifier rank of ϕ. If ϕ does not contain any modulo counting quantifier, ||ϕ || ∈ O(||ϕ|| · N q ). It is easy to see that the inductive translation can be also carried out in time O(||ϕ ||).
Theorem 3.1 is now obtained by a straightforward combination of Lemma 3.8 and Theorem 3.7.
Proof of Theorem 3.1. Let m 2 and let ϕ be an FO+MODm(σ)-sentence of quantifier rank q 0 that is preserved under extensions on Cν . Let N = N (ν, m, q) be the upper bound on the size of Cν -minimal models of ϕ, obtained from Theorem 3.7.
By Lemma 3.8 there is an algorithm that constructs an existential FO(σ)-sentence that is Cν -equivalent to ϕ in time
, and, for each FO(σ)-sentence ϕ, in time
This concludes the proof of Theorem 3.1.
Preservation under homomorphisms: Proof of Theorem 3.2
The combinatorial essence of the proof of Theorem 3.2 is contained in the following theorem.
Theorem 3.9. Let Cν be a class of ν-bounded σ-structures that is closed under disjoint unions and induced substructures. Let m 2 and let ϕ be an FO+MODm(σ)-sentence of quantifier rank q 0 that is preserved under homomorphisms on Cν . There is a number
such that every Cν -minimal model of ϕ has size N (ν, q).
Proof. The proof is similar to the proof of Lemma 7.1 in [1] . However, it does not rely on Gaifman's theorem but uses Nurmonen's generalisation of Hanf's theorem, stated in Theorem 3.5. Towards applying Theorem 3.5, we let r := 3 q , let t := q · (ν(r)+1) + 1, and let s be the number of non-isomorphic 2r-spheres (with one centre) in structures in Cν .
Let A be a Cν -minimal model of ϕ. Towards a contradiction, assume that |A| > s·ν(4r). By Lemma 3.6, A contains a 2r-scattered set of size s+1. Thus, since there are at most s non-isomorphic 2r-spheres realised in A, there must be two elements a1, a2 ∈ A with disjoint and isomorphic 2r-neighbourhoods.
Let A := A \ {a1}. Clearly, the r-spheres of elements in A \ N A r (a1) are the same in A and in A . But the r-sphere of an element in N A r (a1) might change when moving from A to A . However, by our choice of a1 and a2 we know that every r-sphere that is realised in A is also realised in A (for elements outside the r-neighbourhood of a1 this is obvious; and for elements a 1 ∈ N A r (a1), the r-sphere of a 1 in A is realised in A by the corresponding element a 2 in the r-neighbourhood of a2). Now let B be the disjoint union of t·m copies of A , and let B be the disjoint union of B and of t·m copies of A.
By construction, every r-sphere that is realised in B is also realised in B , and vice versa. Furthermore, the number of realisations of any r-sphere in B or B is a multiple of t·m. In particular, B and B satisfy the assumption of Theorem 3.5, and therefore we have B ≡ q m B . Thus, B |= ϕ iff B |= ϕ. Furthermore, since Cν is closed under taking induced substructures and disjoint unions, we know that B and B belong to Cν . Obviously, there is a homomorphism that maps A to one of the copies of A in B. Since ϕ is preserved under homomorphisms on Cν and A |= ϕ, we thus have B |= ϕ, and hence also B |= ϕ.
Recall that B is a disjoint union of copies of A . By mapping each element of each copy of A to the corresponding element in A , we obtain a homomorphism from B to A . Hence, since ϕ is preserved under homomorphisms and B |= ϕ, we obtain that also A |= ϕ. This, however, contradicts our assumption that A is a Cν -minimal model of ϕ. Therefore, |A| s · ν(4r). Recalling from Section 2.3 that s ∈ 2 poly(ν(2r)) , one obtains that
This concludes the proof of Theorem 3.9.
The following lemma provides a construction of existentialpositive FO(σ)-sentences for FO+MODm(σ)-sentences that are preserved under homomorphisms. The proof is an algorithmic version of the proof of Theorem 3.1 in [2] . Lemma 3.10. Let C be a class of σ-structures that is decidable in time t(n) for some function t : N → N. There is an algorithm that, on input of a number N 0 and an FO+MODm(σ)-sentence ϕ of quantifier rank q 0, for an m 2, constructs in time
that the following holds: If ϕ is preserved under homomorphisms on C and every C-minimal model of ϕ has at most N elements, then ψ is C-equivalent to ϕ.
Proof. For each finite σ-structure A let γA be the canonical conjunctive query associated with A. I.e., γA = ∃x1 · · · ∃x |A| θA where x1, . . . , x |A| are variables representing the elements a1, . . . , a |A| of A's universe A, and θA is the conjunction of all atoms of the form R(xi 1 , . . . , xi r ) where R ∈ σ, r = ar(R), i1, . . . , ir ∈ {1, . . . , |A|}, and (ai 1 , . . . , ai r ) ∈ R A . The well-known ChandraMerlin theorem [5] states that for any σ-structure B, there is a homomorphism from A to B if, and only if, B |= γA. Clearly, given A, the sentence γA can be constructed in time O(||A||) = O(|A| ||σ|| ). On input of ϕ and N , the lemma's algorithm 1. computes the set M that consists all models of ϕ with universe {1, . . . , n}, for n N , that belong to C, 2. if M = ∅, it outputs the formula ψ := false, 3. if M = ∅, it outputs the formula ψ := A∈M γA.
Clearly, the size of ψ is in
is an upper bound on the number of all σ-structures with universe {1, . . . , n} for n N . Obviously, ψ is an existentialpositive FO(σ)-sentence. Before giving details on the algorithm's step 1 and its running time, let us first show that ψ is C-equivalent to ϕ, provided that ϕ is preserved under homomorphisms on C and that every C-minimal model of ϕ has at most N elements. To this end, let B be an arbitrary σ-structure in C.
If B |= ψ, then there is an A ∈ M such that B |= γA. Due to the Chandra-Merlin theorem, there is a homomorphism from A to B. As A ∈ C and A |= ϕ, and since ϕ is preserved under homomorphisms on C, we obtain that B |= ϕ.
On the other hand, if B |= ϕ, then let A be a minimal induced substructure of B such that A ∈ C and A |= ϕ. I.e., A is a Cminimal model of ϕ. By assumption, N is an upper bound on the size of the universe of A. Thus, by our choice of M , the set M contains a structure A that is isomorphic to A. Since A is a substructure of B, the particular choice of the formula γ A implies that B |= γ A . Since A ∈ M , we obtain that also B |= ψ. In summary, this shows that ψ is C-equivalent to ϕ.
Let us now turn to the algorithm's step 1 and the analysis of its time complexity. To compute M , the algorithm enumerates all σ-structures A with A = {1, . . . , n} and n N , and checks for each such A whether A |= ϕ and A ∈ C.
By assumption, the question whether A ∈ C can be answered within time t(||A||) t(N ||σ|| ). Using the naive model checking algorithm for FO+MODm, the question whether A |= ϕ can be answered within time ||A|| O(||ϕ||) ⊆ N ||σ||·O(||ϕ||) . Since there are at most 2 O(N ||σ|| ) σ-structures with universe {1, . . . , n} and n N , the entire computation of M takes time at most
Theorem 3.2 is now obtained by a straightforward combination of Lemma 3.10 and Theorem 3.9 (in the analogous way as Theorem 3.1 was obtained by combining Lemma 3.8 with Theorem 3.7).
Feferman-Vaught decompositions
Throughout this section let σ be a fixed finite relational signature, let ν : N → N be a fixed time-constructible strictly increasing function, and let Cν be an arbitrary class of ν-bounded σ-structures.
Let (Pi) i 1 be a sequence of unary relation symbols which are not already contained in σ. For every s 1, σs denotes the signature σ ∪ {P1, . . . , Ps}.
Recall that a disjoint union B = A1∪ · · ·∪ As of σ-structures A1, . . . , As involves injective functions fi : Ai → B for each i ∈ [1, s] such that f1(A1), . . . , fs(As) is a partition of B. The disjoint sum A1 ⊕ · · · ⊕ As of A1, . . . , As is a σs-structure A that expands the disjoint union of A1, . . . , As by the unary relations P This section provides an algorithm that computes, for every s 1 and each FO(σs)-formula ϕ, a Feferman-Vaught decomposition, i.e., a decomposition into a Boolean combination of FO(σ)-formulas that is equivalent to ϕ on each disjoint sum of s structures in Cν . For functions ν of exponential growth, this algorithm has 3-fold exponential time complexity in terms of the input formula; for polynomial ν, the time complexity is 2-fold exponential.
We also show that the algorithm's time complexity is basically optimal: For structures of degree 3, a 3-fold exponential blow-up of the decomposition in terms of the size of the input formula is unavoidable, and for structures of degree 2 there is still a 2-fold exponential blow-up.
Disjoint decompositions
Before stating this section's main results, we give a precise definition of the decompositions constructed by our algorithm. These decompositions are a special case of so-called reduction sequences [12] . They give conditions for the validity of an FO(σs)-formula in a disjoint sum of structures in terms of a Boolean combination of FO(σ)-formulas that speak about the component structures of the disjoint sum.
Let s 1 and let x be a tuple of n 0 variables. For each i ∈ [1, s], let ∆i be a finite set of FO(σ)-formulas δ with free(δ) ⊆ x and let β be a propositional formula with variables from the set XD := {X i,δ : i ∈ [1, s], δ ∈ ∆i}. The tuple D = (∆1, . . . , ∆s, β) is an s-reduction sequence over x (for short: reduction sequence). The size ||D|| of D is defined as ||β|| +
||δ||, where ||β|| is the size of the propositional formula β when viewed as a word over the alphabet {¬, ∧, ∨, →, ↔, (, )} ∪ XD.
Let A1, . . . , As be σ-structures and let a be a tuple (a1, . . . , an) of (
n . We say that (A1, . . . , As, a) is a model of the reduction sequence D, in symbols: (A1, . . . , As, a) |= D, iff µ |= β, where µ : XD → {0, 1} is the truth assignment such that for each i ∈ [1, s] and δ ∈ ∆i, µ(X i,δ ) := 1, if free(δ) ⊆ xi and (Ai, ai) |= δ(xi), 0, otherwise.
Here, ai is the subsequence of a induced by all aj ∈ a ∩ Ai and xi is the subsequence of x induced by all xj such that aj ∈ a ∩ Ai. Let C be a class of σ-structures and let ϕ(x) be an FO(σs)-formula. An s-reduction sequence D over x is an s-disjoint decomposition for ϕ(x) on C (for short: disjoint decomposition for ϕ(x)) if for every s-disjoint sum A = A1 ⊕ · · · ⊕ As of structures A1, . . . , As ∈ C and all tuples a ∈ A n ,
Here, π is the mapping of the disjoint sum A, i.e., the mapping of the underlying disjoint union of A's component structures. Intuitively, an s-disjoint decomposition for an FO(σs)-formula ϕ(x) is a Boolean combination of FO(σ)-formulas from sets ∆i, i ∈ [1, s] . This Boolean combination is equivalent to ϕ on every s-disjoint sum A1 ⊕· · ·⊕As and, for each i ∈ [1, s], every FO(σ)-formula from ∆i is only interpreted over the component Ai and with its free variables assigned to elements from Ai.
An upper bound
This section's main result provides a 3-fold exponential algorithm that computes a disjoint decomposition D = (∆1, . . . , ∆s, β) for an input FO(σs)-formula ϕ(x) on Cν . The formulas in ∆i are of a particular form called Hanf-formulas, defined as follows.
A Hanf-formula with n 0 free variables x is a formula of the form ∃ k y sph τ (x, y) where τ is the isomorphism type of a finite r-sphere (for an r ∈ N) with n+1 centres.
Here, for a number k 1 and a formula ϕ(x, y) we write Note that, given k, y and ϕ, this formula can be constructed in time O(k 2 + ||ϕ||).
We are now ready to give a precise statement of this section's main result: 
a disjoint decomposition (∆1, . . . , ∆s, β) for ϕ(x) on Cν . Furthermore, the sets ∆1, . . . , ∆s contain only Hanf-formulas over σ, and the degree of the polynomial in the expression (6) is linear in ||σ||+s.
Thus, if the function ν is exponential, then ϕ can be decomposed in 3-fold exponential time -e.g., if ν = ν d for d 3, then ϕ can be decomposed in time .
The remainder of this subsection is devoted to the proof of Theorem 4.1.
The first step of the algorithm employs an algorithm by Bollig and Kuske [4] to transform an FO(σ)-formula ϕ into a Cν -equivalent formula ϕ H in Hanf normal form, i.e., a Boolean combination of Hanf-formulas. While [4] provided a 3-fold exponential algorithm that transforms a given FO(σ)-formula ψ into a formula in Hanf normal form that is equivalent to ψ on all σ-structures of degree at most d (for d 1) , in the slightly more general setting of ν-bounded structures, their proof yields the following (a proof can be found in the full version of [10] ). 
into a Cν -equivalent formula ϕ H in Hanf normal form. Moreover, each Hanf-formula occurring in ϕ H is of the form ∃ k y sph τ (x, y), where k ||ϕ|| · (q+1) · ν(4 q ), τ is a ν-bounded r-sphere of radius r 4 q , and |x| |free(ϕ)|. Furthermore, the degree of the polynomial in the expression (7) is linear in the size of the signature σ.
For the second step of our algorithm, the following lemma provides an algorithm which constructs, given a Hanf-formula, a disjoint decomposition for it; not only on ν-bounded σ-structures but on all σ-structures. There is an algorithm which, given an input Hanf-formula ψ(x) := ∃ k xn+1 sph τ (x, xn+1) with n 0 free variables, where k 1 and, for an r 0, τ is an r-sphere with n+1 centres over the signature σs, constructs in time O(s + ||ψ||) a disjoint decomposition (∆1, . . . , ∆s, β) for ψ(x) on the class of all σ-structures.
Furthermore, the sets ∆1, . . . , ∆s contain only Hanf-formulas over σ, and each ∆i consists of at most one formula.
Proof. Let n, r 0, k 1, let x = (x1, . . . , xn), and let τ = (T , c) be an r-sphere with n+1 centres c = (c1, . . . , cn+1), i.e., T is a σs-structure whose elements have distance at most r to c.
Recall that T is an induced substructure of an s-disjoint sum iff
(1) every element in the universe of T is contained in exactly one of the sets P T 1 , . . . , P T s , and (2) if there is an edge between two nodes a, b in the Gaifman graph of T , then there is an i ∈ [1, s] such that a, b ∈ P T i . We distinguish whether T is an induced substructure of an s-disjoint sum or not. Case 1: T is not an induced substructure of an s-disjoint sum. Then, there is no s-disjoint sum A and a ∈ A n+1 such that N A r (a) ∼ = τ . Therefore, the algorithm can output an arbitrary unsatisfiable s-disjoint decomposition. Case 2: T is an induced substructure of an s-disjoint sum. In the following, we first describe the construction of an s-disjoint decomposition for ψ(x). Afterwards we show the correctness of this construction and give an analysis of its running time.
Since T is an induced substructure of an s-disjoint sum, for each i ∈ [1, n+1], there is a j ∈ [1, s] such that ci as well as all
