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Abstract
We study extensions of Sobolev and BV functions on infinite-dimen-
sional domains. Along with some positive results we present a negative
solution of the long-standing problem of existence of Sobolev extensions
of functions in Gaussian Sobolev spaces from a convex domain to the
whole space.
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Introduction and notation
In this paper we study several different Sobolev and BV classes of
functions on infinite-dimensional domains with measures. Similarly to
the finite-dimensional case one can define such classes by means of suit-
able completions or via the integration by parts formula. However, in
infinite dimensions new features appear. The extension problem for
these classes is discussed; along with some positive results we present a
negative solution of the long-standing problem of existence of Sobolev
extensions of functions in Gaussian Sobolev spaces from a convex do-
main to the whole space.
In sections 1 and 2, we discuss Sobolev classes on infinite-dimensional
domains with Gaussian measures; our main result here is Theorem 2.4
that gives Gaussian Sobolev functions on convex domains without So-
bolev extensions. In Section 3 we consider more general differentiable
measures and discuss two types of BV functions on domains; the cor-
responding main result is Theorem 3.10. Note that some of the results
1Corresponding author, vibogach@mail.ru.
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2and definitions in this section are new also in the Gaussian case; in
particular, our definition of BV functions based on semivariations of
vector measures is a novelty also for Gaussian measures.
Let us recall that, given a domain U in Rd, there are two common
ways of introducing the Sobolev classes of functions on U .
Let 1 ≤ p <∞. The Sobolev class W p,1(U) consists of all functions
(more precisely, of equivalence classes) f ∈ Lp(U) such that the gen-
eralized derivatives ∂xif (defined by means of the integration by parts
formula) are also in Lp(U). This space is complete with respect to the
Sobolev norm
‖f‖p,1,U := ‖f‖Lp(U) + ‖∇f‖Lp(U),
where ∇f := (∂x1f, . . . , ∂xdf). The same class coincides with the com-
pletion of the space of smooth functions on U with finite norm ‖ · ‖p,1,U
with respect to this norm.
Similar constructions lead to weighted Sobolev classes if in place
of Lebesgue measure we use a measure µ with some density ̺ on U .
However, in the latter case the notation W p,1(U, µ) is reserved for the
completion of the set of smooth functions with respect to the natu-
rally defined weighted Sobolev norm ‖ · ‖p,1,U,µ (certainly, only smooth
functions with finite norm are involved). Moreover, certain additional
assumptions about the weight ̺ are needed in order to obtain closable
norms (which enables us to regardW p,1(U, µ) embedded into Lp(U, µ)),
see [9, Chapter 2]. The definition based on the integration by parts for-
mula requires some other assumptions about the weight ̺ such as its
local membership in the usual Sobolev class; this definition leads to the
classes Gp,1(U, µ), which may be larger thanW p,1(U, µ) even in the case
where both definitions apply. Yet another (but closely related) space
Dp,1(U, µ) consists of all functions f ∈ Lp(U, µ) with partial derivatives
in Lp(U, µ), but this time these partial derivatives are defined as fol-
lows: for each i ≤ d there is a version of f that is locally absolutely
continuous in xi and ∂xif is defined as the partial derivative of this
version. Finally, one can use the class Hp,1(U, µ) consisting of all func-
tions f in W 1,1loc that have finite weighted norm ‖ · ‖p,1,U,µ. The space
Hp,1(U, µ) may be strictly larger than W p,1(U, µ), see [29]. If U = Rd
and ̺ is positive and locally Lipschitzian, then
W p,1(Rd, µ) = Gp,1(Rd, µ) = Dp,1(Rd, µ) = Hp,1(Rd, µ)
whenever 1 ≤ p <∞.
All the four constructions have natural infinite-dimensional ana-
logues, see [9], [26], [28], where the case of the whole space is dis-
cussed (Sobolev classes over infinite-dimensional Gaussian measures
3were first introduced in [18], [19], some related objects like H-gradient
appeared already in the seminal paper [22]; later these classes became
very useful in the Malliavin calculus). In this paper we consider the
case that is an analogue of the finite-dimensional situation with a pos-
itive locally Sobolev weight, so that we have two series of Sobolev
spaces W p,1(U, µ) and Gp,1(U, µ) arising via completions and via in-
tegrations by parts. In addition, we consider two series of spaces of
functions of bounded variation SBV (U, µ) and BV (U, µ) defined sim-
ilarly to the finite-dimensional case (with weights) and involving for
generalized derivatives vector measures of bounded semivariation and
bounded variation, respectively, which makes them distinct in infinite
dimensions.
Most of our discussion concerns extensions of Sobolev and BV func-
tions from domains to the whole space. It is well-known that every
function in the Sobolev class on a bounded convex set in Rn extends
to a function on the whole space from the same Sobolev class (see [17,
§4.4], [27, §6.3] or [30, §5.10]). An analogous assertion is true also
for weighted Sobolev classes with sufficiently regular weights, for ex-
ample, Gaussian. It has been shown in the recent paper [25] that for
a Gaussian measure on an infinite-dimensional space a weaker asser-
tion is true: an extension exists for all functions in some everywhere
dense set in the Gaussian Sobolev space (more precisely, in our nota-
tion, in the class D2,1(V, γ) defined through Sobolev derivatives) on a
convex open set (or H-convex and H-open). We prove the existence
of Sobolev functions on convex sets in an infinite-dimensional space
equipped with a Gaussian measure without Sobolev extensions to the
whole space. In the case of a Hilbert space such a set can be chosen
convex and open. Next we introduce classes of functions of bounded
variation on infinite-dimensional convex domains and prove that all
functions in such classes admit BV extensions to the whole space in
the case of domains of bounded perimeter.
Any bounded (possibly signed) measure µ on the Borel σ-algebra
B(X) of a topological space X can be uniquely written as µ = µ+−µ−
with mutually singular nonnegative measures µ+ and µ−. Let
|µ| := µ+ + µ−, ‖µ‖ := |µ|(X).
We consider only Radon measures (possibly signed). A bounded mea-
sure µ on B(X) is called Radon if for every B ∈ B(X) and every ε > 0
there is a compact set Kε ⊂ B such that |µ|(B\Kε) < ε.
For any measure µ and any function f integrable with respect to
|µ|, let fµ denote the measure given by the Radon–Nikodym density f
with respect to µ.
4We recall (see [6]) that a Radon probability measure γ on a locally
convex space X with topological dual X∗ is called centered Gaussian
if every functional l ∈ X∗ is a centered Gaussian random variable on
(X, γ), i.e., ∫
X
exp(il) dγ = exp
(
−
1
2
∫
X
l2 dγ
)
.
The Cameron–Martin space H = H(γ) of this measure is the set of all
vectors h ∈ X with |h|H <∞, where
|h|H := sup
{
l(h) : l ∈ X∗, ‖l‖L2(γ) ≤ 1
}
.
This is also the set of all vectors the shifts along which give equivalent
measures.
It is known that h 7→ |h|H is a Hilbert norm on H and that H is
separable. Let X∗γ denote the closure of X
∗ in L2(γ). For every element
h ∈ H there is a unique element ĥ ∈ X∗γ such that
l(h) =
∫
X
lĥ dγ ∀ l ∈ X∗.
Conversely, for every ξ ∈ X∗γ there is a unique element h ∈ H such
that ξ = ĥ. The element ĥ is called the measurable linear functional
generated by h.
We shall deal with the so-called standard Gaussian measure γ on
the countable product of the real lines X = R∞ equal to the count-
able product of the standard Gaussian measures on the real line. Its
Cameron–Martin space is the usual l2 and the measurable linear func-
tionals are described by the formula
∑∞
n=1 hnxn, where (hn) ∈ l
2 and
the series converges in L2(γ) and almost everywhere. By the Tsirelson
isomorphism theorem, every centered Radon Gaussian measure with
an infinite-dimensional Cameron–Martin space is isomorphic to this
standard Gaussian measure by means of a measurable linear isomor-
phism. More precisely, this isomorphism can be found in the form
(xn) 7→
∑∞
n=1 xnen, where {en} is an orthonormal basis in H(γ) and
the series converges almost everywhere in X .
The objects and questions considered below are invariant with re-
spect to measurable linear isomorphisms of locally convex spaces with
centered Radon Gaussian measures, hence it would be possible to deal
with the countable power of the standard Gaussian measure on R or
with the classical Wiener measure (or any infinite-dimensional Gauss-
ian measure on a Hilbert space).
Let FC∞b denote the class of all functions on R
∞ of the form
f(x) = f0(x1, . . . , xn), f0 ∈ C
∞
b (R
n).
5The gradient of f along the subspace H = l2 is defined by the equality
∇f = (∂xkf)
∞
k=1 and is a mapping with values in H .
Similarly, in the case of a general locally convex space X the symbol
FC∞b denotes the space of all functions of the form
f(x) = f0(l1(x), . . . , ln(x)), f0 ∈ C
∞
b (R
n), li ∈ X
∗.
If H ⊂ X is a continuously embedded Hilbert space with an orthonor-
mal basis {ei}, then the gradient DHf of f ∈ FC
∞
b along H is defined
by the equality
(DHf(x), h)H = ∂hf(x).
It is readily seen that DHf(x) =
∑∞
i=1 ∂eif(x)ei. The series converges
in H for every x, since
∂eif(x) =
n∑
j=1
∂xjf0(l1(x), . . . , ln(x))lj(ei),
so that we have
∑∞
i=1 |∂eif(x)|
2 < ∞, because
∑∞
i=1 |lj(ei)|
2 < ∞ for
every j = 1, . . . , n by the continuity of lj on H (which follows by the
continuity of the embedding H → X).
1. Gaussian Sobolev functions on infinite-dimensional
domains
In this section and the next one γ is a centered Radon Gaussian
measure on a locally convex space X and H is its Cameron–Martin
space; without loss of generality one may assume that γ is the countable
power of the standard Gaussian measure on the real line and is defined
on R∞, the space of all real sequences. This measure is called the
standard Gaussian product-measure. Let {en} be an orthonormal basis
in H ; if H = l2, we use the standard basis of l2. Set
xn := ên(x).
In the case of the standard Gaussian product-measure and the standard
basis of l2 the functions xn := ên(x) are just the usual coordinate
functions on R∞.
Denote by ‖ · ‖p the standard norm in L
p(γ); the same notation
is used for the norm in the space Lp(γ,H) of measurable mappings v
with values in H such that |v|H ∈ L
p(γ). For p ∈ [1,+∞) the Sobolev
class W p,1(γ) is defined as the completion of FC∞b with respect to the
Sobolev norm
‖f‖p,1 = ‖f‖p + ‖∇f‖p.
6Each function f in W p,1(γ) has the Sobolev gradient ∇f = (∂enf) in
Lp(γ,H) whose components ∂enf satisfy the identity∫
ϕ(x)∂enf(x) γ(dx) = −
∫
[f(x)∂enϕ(x)− xnf(x)ϕ(x)] γ(dx)
for all ϕ ∈ FC∞b . This definition of the class W
p,1(γ) is equivalent to
the following one (see [6], [9]): f ∈ W p,1(γ) precisely when f ∈ Lp(γ)
and, for every fixed n, the function f has a version (i.e., an almost
everywhere equal function) f˜ such that the functions t 7→ f˜(x + ten),
where x ∈ X , are absolutely continuous on each line and the mapping
∇f =
∑∞
n=1 ∂en f˜ en belongs to L
p(γ,H); here ∂en f˜(x) is defined as the
derivative at zero of the function t 7→ f˜(x + ten) (one can show that
it exists γ-a.e.). Actually the definition of the Sobolev class does not
depend on our choice of an orthonormal basis in the Cameron–Martin
space.
In a particular way one introduces the space BV (γ) of functions of
bounded variation, containingW 1,1(γ), see [20], [21], [23], [24], [25], [2],
[3]. It consists of functions f ∈ L1(γ) such that xnf ∈ L
1(γ) for all n
and there is an H-valued measure Λf of bounded variation for which
the scalar measures (Λf, en)H satisfy the identity∫
ϕ(x) (Λf, en)H(dx) = −
∫
[f(x)∂enϕ(x)− xnf(x)ϕ(x)] γ(dx)
for all ϕ ∈ FC∞b . If f ∈ W
1,1(γ), then Λf = ∇f · γ. The space BV (γ)
is Banach with the norm
‖f‖1,1 = ‖f‖1 + ‖Λf‖,
where ‖Λf‖ is the variation of the vector measure Λf defined by
‖Λf‖ = sup
∞∑
i=1
|Λf(Bi)|H ,
where sup is taken over all partitions of the space into disjoint Borel
parts Bi. Let us note that there is C > 0 such that
‖ĥf‖L1(γ) ≤ C‖f‖1,1, f ∈ BV (γ),
where ĥ(x) =
∑∞
n=1 hnxn,
∑∞
n=1 h
2
n ≤ 1.
Let us proceed to domains.
Suppose now that we are given a Borel or γ-measurable set V ⊂ X
of positive γ-measure such that its intersection with every straight line
of the form x+ R1en is a convex set Vx,en.
If the sets (V − x)∩H are open in H for all x ∈ V , then V is called
H-open (this property is equivalent to the fact that V − x contains
7a ball from H for every x ∈ V , and is weaker than openness of V
in X), and if all such sets are convex, then V is called H-convex. The
latter property is weaker than the usual convexity. Obviously, for any
H-convex and H-open set V all nonempty sets Vx,en are open intervals
(possibly unbounded).
Example 1.1. Any open convex set is H-open and H-convex. How-
ever, the convex ellipsoid
U =
{
x ∈ R∞ :
∞∑
n=1
n−2xn < 1
}
is not open in R∞, but isH-open, whereH = l2. This ellipsoid has posi-
tive measure with respect to the standard Gaussian product-measure γ.
The set
Z =
{
x ∈ R∞ : lim
N→∞
N−1
N∑
n=1
x2n = 1
}
is Borel and has full measure with respect to γ (by the law of large
numbers). It is not convex: if x ∈ Z, then −x ∈ Z, but 0 6∈ Z. It is
also not difficult to see that Z has no interior. However, Z is H-open
and H-convex, since for every x ∈ Z we have (Z − x) ∩ H = H , that
is, for every h ∈ H we have x+ h ∈ Z. Indeed,
N−1
N∑
n=1
(xn + hn)
2 −N−1
N∑
n=1
x2n = N
−1
N∑
n=1
(h2n + 2xnhn),
which tends to zero as N → ∞, because N−1
∑N
n=1 h
2
n → 0 for each
h ∈ H and |N−1
∑N
n=1 xnhn| → 0 by the Cauchy inequality.
There are several natural ways of introducing Sobolev classes on V .
The first one is considering the classW p,1(V, γ) equal to the completion
of FC∞b with respect to the Sobolev norm ‖ · ‖p,1,V with the order of
integrability p, evaluated with respect to the restriction of γ to V . This
class is contained in the class Dp,1(V, γ) consisting of all functions f
on V belonging to Lp(V, γ) and having versions of the type indicated
above, but with the difference that now the absolute continuity is re-
quired only on the closed intervals belonging to the sections Vx,en. The
class Dp,1(V, γ) is naturally equipped with the Sobolev norm ‖ · ‖p,1,V
defined by the restriction of γ to V :
‖f‖p,1,V =
(∫
V
|f |p dγ
)1/p
+
(∫
V
|∇f |p dγ
)1/p
.
In the paper [25] the Sobolev class D2,1(V, γ) was used (denoted there
by W 1,2(V )). In the finite-dimensional case for convex V both classes
8coincide, the infinite-dimensional situation is less studied, but for H-
convex H-open sets one hasW 2,1(V, γ) = D2,1(V, γ), which follows from
[25], where it is shown that D2,1(V, γ) contains a dense set of functions
possessing extensions of class W 2,1(γ) and for this reason belonging
to W 2,1(V, γ). It is readily verified that the spaces W p,1(V, γ) and
Dp,1(V, γ) with the Sobolev norm are Banach.
Similar Sobolev classes can be defined for more general differentiable
measures (see [9], [5], [10] and Section 3 below).
2. Gaussian Sobolev functions without extensions
In this section we prove the existence of functions in W p,1(V, γ) that
have no Sobolev extension to the whole space. We provide a complete
justification of the example announced in [12], where details have been
omitted, also correcting some estimates; in addition, a rather explicit
function with the stated property is given. Note that one can introduce
more narrow Sobolev classes on V that admit extensions. For example,
in the space W p,1(V, γ) one can take the closure W p,10 (V, γ) of the set of
functions from W p,1(γ) with compact support in V ; the functions from
W p,10 (V, γ) extended by zero outside V belong to W
p,1(γ). For certain
very simple sets V , say, half-spaces, it is easy to define explicitly an
extension operator.
Example 2.1. Let V = {x : ĥ(x) > 0}, where |h|H = 1. Any function
f ∈ W p,1(V, γ) has an extension of class W p,1(γ) defined by
f˜(x) = f(x− 2ĥ(x)h) if ĥ(x) < 0.
For example, if X = R∞ and h = e1, then V = {x1 > 0} and
f˜(x1, x2, . . .) = f(−x1, x2, . . .) whenever x1 < 0. Taking a sequence
of functions fj ∈ FC
∞
b whose restrictions to V converge to f in the
norm of W p,1(γ, V ), we see that the functions f˜j redefined on the
set {ĥ ≤ 0} by f˜j(x) = fj(x − 2ĥ(x)h) belong to W
p,1(γ) and con-
verge in the Sobolev norm. In particular, ‖f˜j‖Lp(γ) = 2
1/p‖fj‖Lp(V,γ),
‖DH f˜j‖Lp(γ) = 2
1/p‖DHfj‖Lp(V,γ).
It is not clear whether there are essentially infinite-dimensional do-
mains V for which all Sobolev functions have extensions.
However, functions with bounded derivatives extend from any H-
convex domains.
Proposition 2.2. Let V be H-convex and let f ∈ W 2,1(γ, V ) be such
that |DHf(x)| ≤ C a.e. in V . Then there is a function g ∈ W
p,1(γ) for
all p <∞ such that g|V = f |V a.e. on V and |g(x+h)−g(x)| ≤ C|h|H
for all x ∈ X and h ∈ H.
9Proof. Suppose first that |f(x)| ≤ N for some N . Let {en} be an
orthonormal basis in H . Let Hn be the linear span of e1, . . . , en. By
using conditional measures it is readily seen that for every n there is
a version fn such that |fn(x + h) − fn(x)| ≤ C|h|H for all x ∈ V
and h ∈ Hn with x + h ∈ V . One can find a measurable function gn
extending fn to all of X such that |gn(x)| ≤ N and
|gn(x+ h)− gn(x)| ≤ C|h|H for all x ∈ X and h ∈ Hn,
see [6, Theorem 5.11.10] or [7]. Passing to a subsequence we may as-
sume that the sequence (g1 + · · · + gn)/n converges in L
2(γ) to some
function g. Obviously, |g(x)| ≤ N and g = f a.e. on V . It is straight-
forward to verify that g ∈ W 2,1(γ) and |DHg|H ≤ C. Then we have
g ∈ W p,1(γ) for all p < ∞. In addition, g has a version (denoted by
the same symbol) such that |g(x + h) − g(x)| ≤ C|h|H for all x ∈ X
and h ∈ H , see [6, Corollary 5.11.8].
In order to remove the restriction that |f | ≤ N we apply the consid-
ered case to the functions ψN(f), where ψN ∈ C
∞(R), ψN(t) = t
if |t| < N , ψN (t) = Nsign t if |t| ≥ N . It is easily verified that
ψN(f) ∈ W
2,1(V, γ) and |DHψN(f)|H ≤ C. We obtain functions
gN ∈ W
2,1(γ) such that gN |V = f |V a.e. on V , |gN | ≤ N and
|gN(x + h) − gN(x)| ≤ C|h|H for all x ∈ X and h ∈ H . We observe
that the integrals of gN , denoted by I(gN), are uniformly bounded.
Indeed, otherwise, passing to a subsequence, we may assume that
|I(gN)| → +∞. The integrals of |gN − I(gN)| are uniformly bounded
due to the estimate |DHgN |H ≤ C and the Poincare´ inequality, see,
e.g., [6, Theorem 5.5.1]. Since gN(x)→ f(x) for every x ∈ V , we have
|gN(x) − I(gN)| → ∞ on V , which is impossible by Fatou’s theorem.
Applying the Poincare´ inequality again we see that {gN} is bounded
in L2(γ), hence the same reasoning as in the previous step yields the
desired extension. 
Lemma 2.3. If the set V is such that for some p > 1 every function
f ∈ W p,1(V, γ) has an extension g ∈ W p,1(γ), then there exists an ex-
tension gf ∈ W
p,1(γ) such that ‖gf‖p,1 ≤ C‖f‖p,1,V with some common
constant C. If the condition is fulfilled for p = 1, then the conclusion
is true with gf ∈ BV (γ).
Proof. For every f ∈ W p,1(V, γ) we denote by C(f) the infimum of
numbers C ≥ 0 for which f has an extension g with ‖g‖p,1 ≤ C‖f‖p,1,V .
We observe that there exists an extension with C = C(f). Indeed, take
an extension gn for which
‖gn‖p,1 ≤ (C(f) + n
−1)‖f‖p,1,V .
10
If p > 1, then the space W p,1(γ) is reflexive, hence one can pass to a
subsequence in {gn} with the arithmetic means convergent in W
p,1(γ),
which gives the desired extension.
If p = 1, then by the Komlos theorem (see [8, p. 290]) one can find a
subsequence with the arithmetic means convergent almost everywhere.
This gives an extension in the class BV (γ), since if functions fj are
uniformly bounded in BV (γ) and converge a.e. to a function f , then
f ∈ BV (γ) (see [21]).
Thus, for every f ∈ W p,1(V, γ) we obtain the set E(f) of all ex-
tensions with the minimal possible norm. It is clear that this set is
convex and closed in W p,1(γ). If p > 1, then it consists of a single
point because of the strict convexity of the norm in Lp.
For any natural number N let
SN =
{
f ∈ W p,1(V, γ) : C(f) ≤ N
}
.
It is easy to see that SN is a closed set. By Baire’s theorem, there is
N such that SN contains a closed ball B(f0, r) in W
p,1(V, γ) of radius
r > 0 centered at f0. Then the ball B(0, r) is contained in SN1 , where
N1 = Nr
−1(2‖f0‖p,1,V + r). Indeed, if ‖f‖p,1,V = r, then f has an
extension gf+f0 − gf0 with the norm estimated by
N(r + ‖f0‖p,1,V ) +N‖f0‖p,1,V = N1r.
Hence the required estimate holds for any f ∈ B(0, r), whence the
assertion of the lemma follows. 
The main negative results about extensions are the following two
theorems. For notational simplicity, in the first one we consider the
Gaussian product-measure on R∞.
Theorem 2.4. The space R∞ contains a convex Borel H-open set K of
positive γ-measure with the following property: for every p ∈ [1,+∞)
there is a function in the class W p,1(K, γ) having no extensions to a
function of class W p,1(γ). One can also find a convex compact set K
with the same property.
Proof. Let us fix a natural number m and consider the open rhomb Km
in the plane with vertices at the points a = (m2, 0), b = (0, m), c = −a
and d = −b. The function fm(x) = max(1−m
2|x− a|, 0), where |x| is
the usual norm on the plane, is Lipschitzian. Let us estimate its norm
in the spaceW p,1(Km, γ), where γ is the standard Gaussian measure on
the plane with density ̺; in what follows in the notation like ‖f‖p,1,Km
we always mean Sobolev norms of functions on Km with respect to
the standard Gaussian measure. To this end we observe that whenever
11
|x− y| ≤ min(1, 1/|x|) the inequality
c1 ≤ ̺(x)/̺(y) ≤ c2, c1 = e
−1, c2 = e
3/2 (2.1)
holds. In the subsequent estimates we denote by c3, c4, . . . some uni-
versal constants. We have
|∇fm(x)| = m
2 if |x− a| < m−2, |∇fm(x)| = 0 if |x− a| > m
−2.
The domain in Km, where fm does not vanish, is a sector with ver-
tex a and the angle with tangent 1/m. Hence by (2.1) there hold the
inequalities
c−13 ̺(a)
1/pm2−5/p ≤ ‖fm‖p,1,Km ≤ c3̺(a)
1/pm2−5/p. (2.2)
Now observe that if a locally Sobolev function g is an extension of
fm to the plane (or in the case p = 1 the extension belongs to BV (γ)),
then already for the open disc U with center a and radius 2m−2 there
holds the estimate
‖g‖1,1,U ≥ c4m‖fm‖1,1,Km ≥ c5̺(a)m
−2. (2.3)
Indeed, by inequality (2.1) it suffices to obtain such an estimate for
the usual Sobolev norms with respect to Lebesgue measure without
Gaussian weight. Moreover, since |∇fm(x)| ≥ fm(x), x ∈ Km, it is
enough to obtain an estimate of this sort just for the Lp-norms of the
gradients (in place of the full Sobolev norm). It is known (see [17,
§5.5] or [27, §6.1]) that for every Sobolev function g on U one has the
equality
‖∇g‖L1(U) =
∫ +∞
−∞
P (Et) dt,
where
Et = {x ∈ U : g(x) > t}
and P (Et) is the perimeter of the set Et, which for almost all t equals
H1(U ∩ ∂Et), where H1 is the one-dimensional Hausdorff measure (the
length) and ∂Et is the boundary of the set Et. An analogous equality
is true for the function fm on Km. For a function g ∈ BV (U) the
indicated equality has the form
‖Dg‖(U) =
∫ +∞
−∞
P (Et) dt,
where ‖Dg‖(U) is the value of the total variation of the vector measure
Dg (the generalized gradient of g) on the set U . One can replace g by
the function min(1,max(g, 0)) with values in [0, 1], which extends fm
and whose Sobolev norm does not exceed that of f . Hence we can
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consider only the values t ∈ [0, 1]. Now it suffices to verify that for the
sets St = {x ∈ Km : fm(x) > t} we have the estimate
H1(U ∩ ∂Et) ≥ cmH1(Km ∩ ∂St)
with a universal constant c. The set Km ∩ ∂St is an arc of the circle
of radius m−2(1 − t) centered at a. If the set ∂Et oversteps the limits
of U , then the length of U ∩ ∂Et is not less than m
−2 and the length
of the arc Km ∩ ∂St is not greater than cm
−3. If the set ∂Et is entirely
contained in U , then again its length is not less than cmH1(Km∩∂St),
since Et contains the whole sector St.
From estimates (2.2) and (2.3) we obtain
‖g‖1,1,U
‖fm‖p,1,Km
≥ c6̺(a)
1−1/pm5/p−4.
By Ho¨lder’s inequality
‖g‖1,1,U ≤ ‖g‖p,1,Uγ(U)
1/q ≤ c−17 ̺(a)
1/qm−4/q‖g‖p,1,U , q = p/(p− 1),
hence
‖g‖p,1,U
‖g‖1,1,U
≥ c7̺(a)
1/p−1m4−4/p.
Therefore, we finally obtain
‖g‖p,1,U
‖fm‖p,1,Km
≥ cm1/p
with some constant c > 0.
Now in the infinite-dimensional case we regard R∞ as the countable
product of the plane R2 (so the elements of R∞ are sequences x = (xn)
with xn ∈ R
2, |xn| is the usual norm in the plane) equipped with the
countable power γ of the standard Gaussian measure on the plane.
We take for K the intersection of the product
∏∞
m=1Km with the
linear subspace L consisting of all elements x = (xm) such that
∞∑
m=1
m−2|xm|
2 <∞
and having full measure; the equality γ(L) = 1 follows from the fact
that the integral of x2m equals 1. This subspace is Hilbert with respect
to the norm
‖x‖L =
( ∞∑
m=1
m−2|xm|
2
)1/2
.
In order to verify that K is H-open it suffices to show that K is open
in the Hilbert space L, which is done as follows. Let x = (xm) ∈ K.
Suppose that for every n there is an element hn = (hnm) ∈ L for which
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‖hn‖L < 1/n and x + h
n 6∈ K. Since x ∈ L, we have |xm| ≤ m/4
for all m, starting from some number m1. Then xm + z ∈ Km if
m ≥ m1 and |z| ≤ m/4, since Km contains the ball of radius m. Hence
xm + h
n
m ∈ Km for all m and sufficiently large n, whence x+ h
n ∈ K,
which is a contradiction. It is clear that γ(K) > 0, since the Gaussian
measures of the sets Km are rapidly increasing to 1.
Every function fm constructed above on the plane generates a func-
tion (denoted by the same symbol) on the space R∞, identified with
the countable power of the plane, which acts by the formula fm(x) =
fm(xm). The measure γ on R
∞ is also considered as the countable
power of the standard Gaussian measure on the plane. By Lemma 2.3
it suffices to show that C(fm) ≥ cm
1/p. It remains to observe that if a
function g ∈ W p,1(γ) extends fm, then for almost every (with respect
to the corresponding product-measure) fixed y = (yj)j 6=m the func-
tion gm(xm) = g(y1, . . . , ym−1, xm, ym+1, . . .) of the remaining variable
xm gives an extension of the function fm(xm) and hence one has the
estimate ∫
|∇g|p dγ ≥ c0m
∫
|∇fm|
p dγ
with some constant c0, which gives the required assertion.
It is also possible to give an explicit example of a function f in
W p,1(K, γ) without extensions to a function in W p,1(γ). Take a se-
quence {Cm} such that∑
m
Cm‖fm‖p,1,Km <∞, sup
m
Cmm
1/p‖∇fm‖p,Km =∞,
which is obviously possible. If g is an extension of
f(x) =
∞∑
m=1
Cmfm(xm),
then
‖g‖p,1 ≥ sup
m
(∫ ∫
|∇xmg|
p dγm dγ
⊥
m
)1/p
≥ sup
m
(∫
Cpmc
pm‖∇fm‖p,Km dγ
⊥
m
)1/p
=∞,
where γ⊥m is the product-measure complementing γm to γ. Thus, f
possesses the desired property. 
Remark 2.5. The set
∏∞
m=1Km is not H-open. It suffices to consider
its point x = (xm) with xm = (m
2 − 2−m, 0).
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Remark 2.6. Passing to the restriction of the measure γ to the Hilbert
space L, we obtain a convex and open in L setK of positive measure, on
which for every p ∈ [1,+∞) there is a function in the class W p,1(K, γ)
without restrictions to a function in W p,1(γ). It is clear that the same
example can be realized also on a larger weighted Hilbert space of
sequences, in which K will be precompact. Hence it is possible to
combine H-openness of K with its relative compactness in a Hilbert
space (clearly, our set K in R∞ is relatively compact).
In addition, if we take for γ the classical Wiener measure on the
space C[0, 1] or L2[0, 1] and embed this space into R∞ by means of
the mapping x 7→ n(x, en)L2 , where {en} is the orthonormal basis in
L2[0, 1] formed by the eigenfunctions of the covariance operator of the
Wiener measure, that is, en(t) = cn sin((πn − π/2)t), n ∈ N, with
the eigenvalues λn = (πn − π/2)
−2, then the image of γ will coincide
with the standard Gaussian product-measure and the space L described
above will coincide with L2[0, 1] itself (more precisely, with the image
of L2[0, 1] under the embedding), hence our convex set K will be open
in the corresponding space.
For any centered Radon Gaussian measure γ on a locally convex
space X with the infinite-dimensional Cameron–Martin space H , the
results proved above yield existence of an H-open convex Borel set
V of positive γ-measure and, for every p ∈ [1,+∞), a function f in
W p,1(V, γ) without extensions to functions in the class W p,1(γ). It
would be interesting to construct an example of a function in the inter-
section of all W p,1(V, γ) without extensions of class W 1,1(γ). Appar-
ently, there are bounded functions with such a property.
Certainly, it is natural to ask about such examples on a ball in a
Hilbert space. However, we have no such examples.
3. Classes BV on infinite-dimensional domains with
differentiable measures
In the paper [11] certain classes of functions of bounded variation on
infinite-dimensional spaces with non-Gaussian differentiable measures
have been considered. Earlier such classes in the case of Gaussian
measures were studied in the papers [21], [25], [2]. As in [11], here we
consider the two types of functions of bounded variation correspond-
ing to vector measures of bounded variation or bounded semivariation
arising as derivatives. However, some other nuances also appear due
to boundary effects.
We recall that on a domain U in Rd with Lebesgue measure the
class BV (U) is defined as the set of all functions f integrable in U
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such that the generalized gradient Df is a vector measure on U of
bounded variation. Here we identify almost everywhere equal func-
tions; the class BV (U) turns out to be a Banach space with norm
‖f‖BV = ‖f‖L1(U) + Var (Df). On the real line with the standard
Gaussian measure µ = ̺dx, ̺(x) = (2π)−1/2 exp(−x2/2), the class
BV (µ) consists of all functions f ∈ L1(µ) such that the function xf(x)
also belongs to L1(µ) and the generalized derivative of the function f̺
is a bounded Borel measure on the real line. In this case one can intro-
duce a bounded measure Λf on the real line for which the measure (f̺)′
is the sum of Λf and the measure with density −xf(x)̺(x) with respect
to Lebesgue measure. In [11], certain natural analogs of these classes
for measures on infinite-dimensional spaces have been introduced. The
principal feature of the infinite-dimensional case is connected with the
fact that here one can consider vector measures of bounded variation as
well as more general vector measures of bounded semivariation. Pass-
ing to domains we face an additional problem of defining generalized
derivatives, since here domains are understood not in the topological
sense any more. The latter is explained by that fact that many typical
convex sets of positive measure have no inner points.
A measure µ on X is called differentiable along a vector h in the
sense of Skorohod if there exists a measure dhµ, called the Skorohod
derivative of the measure µ along the vector h, such that
lim
t→0
∫
X
f(x− th)− f(x)
t
µ(dx) =
∫
X
f(x)dhµ(dx)
for every bounded continuous function f on X . It is worth noting that
even if µ is nonnegative (as is the case below), its derivative dhµ is
always a signed measure: dhµ(X) = 0, which follows by taking f = 1.
If the measure dhµ is absolutely continuous with respect to the mea-
sure µ, then µ is called Fomin differentiable along the vector h, the
Radon–Nikodym density of the measure dhµ with respect to µ is de-
noted by βµh and called the logarithmic derivative of µ along h. The
Skorohod differentiability of µ along h is equivalent to the identity∫
X
∂hf(x)µ(dx) = −
∫
X
f(x) dhµ(dx), f ∈ FC
∞,
where ∂hf(x) = lim
t→0
(f(x + th) − f(x))/t. On the real line the Fomin
differentiability is equivalent to the membership of the density in the
Sobolev class W 1,1 and the Skorohod differentiability is the bounded-
ness of variation of the density (and the Skorohod derivative is just
the derivative of the density in the sense of generalized functions). On
differentiable measures, see [9], [5], [13].
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For example, if µ is a Gaussian measure, then it is Fomin differen-
tiable along all vectors in its Cameron–Martin space H(µ).
It will be useful below that the collection DC(µ) of all vectors of
Skorohod differentiability of a nonzero measure µ is a Banach space
with respect to the norm h 7→ ‖dhµ‖. The set D(µ) of all vectors of
Fomin differentiability is its closed linear subspace with the same norm;
on these results, see [9, Chapter 5], [4], [13]. It will be useful below
and follows by the closed graph theorem that, for any Hilbert space
H continuously embedded into X and contained in H , the natural
embedding H → DC(µ) is continuous with respect to the indicated
norm on DC(µ) (and the given norm on H).
We recall some concepts related to conditional measures (see [8]).
Suppose we are given a measure ν (possibly signed) on X and a vector
h ∈ X . Let us choose a closed hyperplane Y ⊂ X for which X =
Y ⊕ Rh, and denote by |ν|Y the projection of |ν| on Y under the
natural projecting π : X → Y . Then one can find measures νy,h on
the straight lines y + Rh (but regarded also as measures on the whole
space X), y ∈ Y , called conditional measures, for which the equality
ν = νy,h|ν|Y (dy) holds in the sense of the identity
ν(B) =
∫
Y
νy,h(B) |ν|Y (dy)
for every Borel set B. In terms of the measure |ν| itself this can be
written as
ν(B) =
∫
X
νpix,h(B) |ν|(dx).
We can also assume that we are given conditional measures νx,h on the
straight lines x+ Rh such that νx,h = νpix,h. If the measure νx,h has a
density with respect to the natural Lebesgue measure on x+Rh induced
by the mapping t 7→ x+ th, then this density is called conditional and
is denoted by ̺x,hν . It is important to note that in place of the measure
|ν|Y on Y one can use any nonnegative measure σ with respect to which
the measure |ν|Y is absolutely continuous. If |ν|Y = gσ, then we obtain
the representation ν = νy,h,σ σ(dy), where νy,h,σ := g(y)νy,h. Such a
representation is called a disintegration of the measure. This may be
convenient for a simultaneous disintegration of several measures. As
above, if σ is given onX and ν ≪ σ, then we can write ν = νx,h,σ σ(dx).
For a Gaussian measure, the conditional measures are Gaussian as
well (see [6, Section 3.10]).
It is known (see [9]) that if µ is Skorohod or Fomin differentiable
along h, then there exist conditional measures µy,h differentiable along
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h in the same sense and
dhµ = dhµ
y,h|µ|Y (dy);
if in place of |µ|Y we use a measure σ ≥ 0 on Y with |µ|Y ≪ σ, then
we obtain dhµ = dhµ
y,h,σ σ(dy). It follows from this that the projection
of the measure |dhµ| on Y is absolutely continuous with respect to
the projection of the measure µ, although the Skorohod derivative dhµ
itself can be singular with respect to µ (it is easy to construct examples
on the plane).
Let us consider a Radon probability measure µ (not necessarily
Gaussian) on a real locally convex space X with the topological dual
space X∗. We assume that X contains a continuously and densely
embedded separable Hilbert space H . This embedding generates an
embedding X∗ → H , since every functional l ∈ X∗ defines a vector
jH(l) ∈ H by the formula l(k) = (jH(l), k)H , k ∈ H . The norm in
H will be denoted by the symbol | · |H . For example, in the case of a
Gaussian measure µ one can take forH the Cameron–Martin space of µ
(but other choices are possible). A model example is R∞ with H = l2
(here X∗ is the space of all sequences with finitely many nonzero coor-
dinates).
We assume below the measure µ is Fomin differentiable along all
vectors in H and that for every fixed h ∈ H the continuous versions
of the conditional densities on the straight lines x + Rh are positive.
Below these densities are denoted by ̺x,h without indicating µ.
We recall the definitions of the variation and semivariation of vector
measures (see [16] or [15]). A vector measure with values in a separable
Hilbert space H is an H-valued countably additive function η defined
on a σ-algebra A of subsets of a space Ω. Such a measure automatically
has finite semivariation defined by the formula
V (η) := sup
∣∣∣ n∑
i=1
αiη(Ωi)
∣∣∣
H
,
where sup is taken over all finite partitions of Ω into disjoint parts
Ωi ∈ A and all finite collections of real numbers αi with |αi| ≤ 1.
In other words, this is the supremum of the variations of the scalar
measures (η, h)H over h ∈ H with |h|H ≤ 1. However, this does not
mean that the variation of the vector measure η is finite, which is
defined as
Var(η) := sup
n∑
i=1
|η(Ωi)|H ,
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where sup is taken over all finite partitions of Ω into disjoint parts
Ωi ∈ A. The variation of a measure η will be denoted by ‖η‖ (but in [16]
this notation is used for the semivariation). It is easy to give an example
of a measure with values in an infinite-dimensional Hilbert space having
bounded semivariation and infinite variation: take
∑∞
n=1 n
−1δ(en)en,
where {en} is an orthonormal basis and δ(en) is Dirac’s measure at en.
Let us recall a definition from [11].
Definition 3.1. The class SBVH(µ) consists of all functions f ∈ L
1(µ)
for which
sup
|h|≤1
|fβh|L1(µ) <∞
and there exists an H-valued measure Λf of bounded semivariation such
that the Skorohod derivative dh(fµ) exists and equals (Λf, h)H + fβhµ
for each h ∈ H.
The subclass BVH(µ) ⊂ SBV (µ) consists of all functions f for which
Λf has bounded variation.
For example, if f belongs to the Sobolev class W 1,1(µ), where µ is a
Gaussian measure, then f ∈ BVH(µ); here for the measure Λf we can
take the measure with the vector density DHf with respect to µ. Even
for a Gaussian measure µ (with an infinite-dimensional support) the
class SBVH(µ) is strictly larger than BVH(µ), see an example in [11].
It is important to note that the measure (Λf, h)H can be singular
with respect to µ (say, have atoms in the one-dimensional case), but it
also admits a disintegration
(Λf, h)H = (Λf, h)
y,h,µY
H µY (dy)
with some measures (Λf, h)y,h,µYH on the straight lines y + Rh, where
y ∈ Y and Y is a closed hyperplane complementing Rh. Indeed, we
have
(Λf, h)H = dh(fµ)− fβhµ,
where the projections |dh(fµ)| and |fβh|µ on Y are absolutely con-
tinuous with respect to the projection of µ, since, as noted above, the
projection of the measure |dh(fµ)| is absolutely continuous with respect
to the projection of |f |µ.
For an interval J on the real line let BVloc(J) denote the class of
all functions on J having bounded variation on every compact interval
in J .
Lemma 3.2. A function f ∈ L1(µ) belongs to SBVH(µ) precisely when
there is an H-valued measure Λf of bounded semivariation such that
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for every h ∈ H for µ-almost every x the function t 7→ f(x+th) belongs
to BVloc(R) and its generalized derivative is
(Λf, h)x,h,µH /̺
x,h(t).
A similar assertion is true for BVH(µ), where the measure Λ must have
bounded variation.
Proof. If the aforementioned condition is fulfilled, then the measure
(Λf, h)H + fβhµ serves as the Skorohod derivative of the measure
dh(fµ). With the help of conditional measures this is deduced from the
fact that if on the real line a function f has a locally bounded variation
and a function g is locally absolutely continuous, then (fg)′ = gf ′+fg′
in the sense of generalized functions. Conversely, if f ∈ SBVH(µ), then
almost all conditional measures for fµ on the straight lines y + Rh,
where y ∈ Y , from the representation
fµ = fµy,h µY (dy)
are Skorohod differentiable. Hence almost all functions
t 7→ f(y + th)̺y,h(t)
have bounded variation, whence by the positivity of the conditional
densities for µ we obtain that the functions t 7→ f(y + th) have lo-
cally bounded variation. In addition, the generalized derivative ψ (i.e.
∂tf(y + th)) of such a function satisfies the equality
∂t(f(y + th)̺
y,h(t)) = ̺y,h(t)ψ + f(y + th)∂t̺
y,h(t),
whence the required relationship for the derivative follows by the equal-
ity (in the sense of generalized functions)
∂t(f(y + th)̺
y,h(t)) = (Λf, h)y,h,µYH + f(y + th)∂t̺
y,h(t),
which, in turn, follows by the equality dh(fµ) = (Λf, h)H+fβh written
in terms of the conditional measures taken with respect to the measure
µY on Y ; here it is important to use a common reference measure on Y .
The case of BVH(µ) is similar. 
Now let U ⊂ X be a Borel set that is H-convex and H-open, that
is (see Section 1), all sets (U − x) ∩H are convex and open in H . For
example, this can be a set that is convex and open in X .
For any H-convex and H-open set U the one-dimensional sections
Ux,h := U ∩ (x+ Rh),
are open intervals on the straight lines x+Rh. We shall often identify
these intervals with the intervals
Jx,h := {t ∈ R : x+ th ∈ U}.
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In particular, when speaking about functions on intervals Ux,h we shall
mean sometimes functions of the real argument on Jx,h.
The symbol Lp(U, µ) will denote the space of equivalence classes of
all µ-measurable functions f on U for which the functions |f |p are
integrable with respect to the measure µ on U .
LetMH(U, µ) denote the class of all functions f ∈ L
1(U, µ) such that
‖f‖M := ‖f‖L1(U,µ) + sup
|h|≤1
∫
U
|f(x)| |βh(x)|µ(dx) <∞.
The corresponding space of equivalence classes will be denoted by the
same symbol.
Lemma 3.3. The set MH(U, µ) is a Banach space with the norm
‖f‖M := ‖f‖L1(U,µ) + sup
|h|H≤1
‖fβµh‖L1(U,µ).
Proof. Let us observe that the operator h 7→ fβh from H to L
1(U, µ) is
linear and has a closed graph. Indeed, suppose that hn → h in H and
fβhn → g in L
1(U, µ). By the continuity of the embedding H → D(µ)
we have βhn → βh in L
1(µ), whence it follows that fβhn → fβh in
measure on U , hence g = fβh. Therefore, for every f ∈ MH(U, µ)
the quantity ‖f‖M is finite. Obviously, it is a norm. Let {fn} be a
Cauchy sequence in MH(U, µ). Then {fn} converges in L
1(U, µ) to
some function f . By Fatou’s theorem f ∈ MH(U, µ). In addition, f is
a limit of {fn} with respect to the norm in MH(µ): if ‖fn − fk‖M ≤ ε
for all n, k ≥ n1, then ‖fn − f‖M ≤ ε for all n ≥ n1. 
Definition 3.4. We shall say that f ∈ MH(U, µ) belongs to the class
SBVH(U, µ) if the function t 7→ f(x + th)̺
x,h(t) belongs to the class
BVloc(Ux,h) for every fixed h ∈ H for almost all x and there exists an
H-valued measure ΛUf on U of bounded semivariation such that, for
every h ∈ H, the measure (ΛUf, h)H admits the representation
(ΛUf, h)H = (ΛUf, h)
x,h,µ
H µ(dx),
where the measures (ΛUf, h)
x,h,µ
H on the straight lines x + Rh possess
the property that
(ΛUf, h)
x,h
H + f(x+ th)∂t̺
x,h(t)
is the generalized derivative of the function t 7→ f(x + th)̺x,h(t) on
Ux,h.
The class BVH(U, µ) consists of all f ∈ SBVH(U, µ) such that the
measure ΛUf has bounded variation.
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As we have warned above, the sections Ux,h in this definition are
identified with intervals Jx,h of the real line.
Note that the defining relation for (ΛUf, h)
x,h
H can be stated in terms
of the functions t 7→ f(x+th) (not multiplied by conditional densities):
the generalized derivatives of these functions must be (as in Lemma 3.2)
̺x,h(t)−1(ΛUf, h)
x,h
H .
An equivalent description of functions in SBVH(U, µ) can be given
in the form of integration by parts if in place of the class FC∞ we use
appropriate classes of test functions for every h ∈ H .
For any fixed vector h ∈ H we choose a closed hyperplane Y comple-
menting Rh and consider the class Dh of all bounded functions ϕ on X
with the following properties: ϕ is measurable with respect to all Borel
measures, for each y ∈ Y the function t 7→ ϕ(y+ th) is infinitely differ-
entiable and has compact support in the interval Jy,h = {t : y+th ∈ U},
and the functions ∂nhϕ are bounded for all n ≥ 1. Here ∂
n
hϕ(y + th) is
the derivative of order n at the point t for the function t 7→ ϕ(y + th).
Note that ψϕ ∈ Dh for all ϕ ∈ Dh and ψ ∈ FC
∞.
Lemma 3.5. A function f ∈ MH(U, µ) belongs to SBVH(U, µ) pre-
cisely when there exists an H-valued measure ΛUf on U of bounded
semivariation such that, for every h ∈ H and all ϕ ∈ Dh, one has the
equality∫
X
∂hϕ(x)f(x)µ(dx)
= −
∫
X
ϕ(x) (ΛUf, h)H(dx)−
∫
X
ϕ(x)f(x)βh(x)µ(dx).
A similar assertion with variation in place of semivariation is true for
the class BVH(U, µ).
Proof. If f ∈ SBVH(U, µ), then the indicated equality follows from the
definition and the integration by parts formula for conditional mea-
sures. Let us prove the converse assertion. Let us fix k ∈ N. It is
readily verified that the set Yk of all points y ∈ Y such that the length
of the interval Jy,h is not less than 8/k is measurable with respect to
every Borel measure. In addition, it is not difficult to show that there
exists a function gk ∈ Dh measurable with respect to every Borel mea-
sure and possessing the following properties: 0 ≤ gk ≤ 1, gk(y) = 0
if the length of Jy,h is less than 8/k, gk(y + th) = 0 if t 6∈ Jy,h or if
t ∈ Jy,h and the distance from t to an endpoint of Jy,h is less than 1/k,
gk(y + th) = 1 if t ∈ Jy,h and the distance from t to an endpoint of
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Jy,h is not less than 2/k. It follows from our hypothesis that for all
ψ ∈ FC∞ we have the equality∫
X
∂hψ(x)gk(x)f(x)µ(dx) = −
∫
X
ψ(x)gk(x) (ΛUf, h)H(dx)−
−
∫
X
ψ(x)gk(x)f(x)βh(x)µ(dx)−
∫
X
ψ(x)∂hgk(x)f(x)µ(dx).
Therefore, the measure fgkµ is Skorohod differentiable and
dh(fgkµ) = gk(ΛUf, h)H + fgkβhµ+ ∂hgkfµ.
Using the disintegration for fgkµ and letting k → ∞, we obtain the
disintegration for fµ required by the definition. 
Lemma 3.6. If f ∈ SBVH(U, µ) and ψ ∈ C
1
b (R), then
ψ(f) ∈ SBVH(U, µ)
and for any h ∈ H one has
(ΛUψ(f), h)H = (ΛUψ(f), h)
x,h,µ
H µ(dx)
with
(ΛUψ(f), h)
x,h,µ
H = ψ
′(f)(x+ th)(ΛUf, h),
where ψ′(f)(x+ th) is redefined at the points of jumps of the function
t 7→ f(x+ th) by the expression ψ(f(x+th+))−ψ(f(x+th−))
f(x+th+)−f(x+th−)
. Moreover,
V (ΛUψ(f)) ≤ LV (ΛUf),
where L = supu 6=v
|f(u)−f(v)|
|u−v|
is the Lipschitz constant of f .
A similar assertion is true for BVH(U, µ).
Proof. It suffices to use conditional measures and apply the chain rule
for BV-functions in the one-dimensional case, see, e.g., [1, p. 188]. 
Theorem 3.7. The set SBVH(U, µ) is a Banach space with the norm
‖f‖SBV := ‖f‖M + V (ΛUf).
The set BVH(U, µ) is a Banach space with the norm
‖f‖BV := ‖f‖M +Var(ΛUf).
Proof. Since the space MH(U, µ) is complete, every Cauchy sequence
{fn} in SBVH(U, µ) converges in the M-norm to some function f ∈
L1(U, µ). The sequence of measures ΛUfn is Cauchy in semivariation,
hence converges in the norm V to some measure ν of bounded semi-
variation. Applying Lemma 3.5 it is easy to show that f ∈ SBVH(U, µ)
and ν = ΛUf is the corresponding H-valued measure. Since
‖fn − f‖M + V (ΛUfn − ΛUf)→ 0,
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it follows that f is a limit of {fn} in the norm of the space SBVH(U, µ).
The proof of completeness of the space BVH(U, µ) is similar. 
The next theorem generalizes an analogous assertion for functions
in SBV on the whole space proved in [11] and confirms the conjecture
stated in [11] about the case of BV .
Theorem 3.8. The classes SBVH(U, µ) and BVH(U, µ) have the fol-
lowing property: if a sequence of functions {fn} is norm bounded in it
and converges almost everywhere to a function f , then f belongs to the
same class, and the norm of f does not exceed the precise upper bound
of the norms of the functions fn.
Moreover, for every fixed h ∈ H, the measures (ΛUfn, h)H converge
to (ΛUf, h)H in the weak topology generated by the duality with Dh (in
the case U = X also with respect to the duality with FC∞).
Proof. These assertions are true on the real line, since our assumption
about the conditional densities means that the density of µ is posi-
tive, so Λfn = ̺f
′
n, where f
′
n is the generalized derivative, and these
measures converge to ̺f ′ in the sense of distributions.
In the general case suppose first that {fn} is uniformly bounded. Let
us fix h ∈ H . Since the measures (ΛUfn, h)H are uniformly bounded
and (ΛUfn, h)H = (ΛUfn, h)
x,h,µ
H µ(dx), by Fatou’s theorem the function
lim inf
n→∞
‖(ΛUfn, h)
x,h,µ
H ‖
is µ-integrable. In particular, it is finite almost everywhere, hence the
restriction of the function f to almost every straight line x + Rh is
in BVloc. Moreover, we obtain finite measures (ΛUf, h)
x,h,µ
H on these
straight lines such that the measure
(ΛUf, h)H := (ΛUf, h)
x,h,µ
H µ(dx)
is finite for every h ∈ H . By the Pettis theorem (see [16, Chapter IV,
§10]) we obtain anH-valued measure ΛUf . It meets the requirements in
Definition 3.4. For any ϕ ∈ Dh by the Lebesgue dominated convergence
theorem we have∫
X
∂hϕ(x)f(x)µ(dx) = lim
n→∞
∫
X
∂hϕ(x)fn(x)µ(dx),∫
X
ϕ(x)f(x)βh(x)µ(dx) = lim
n→∞
∫
X
ϕ(x)fn(x)βh(x)µ(dx).
Therefore, the integrals of ϕ with respect to the measures (ΛUfn, h)H
converge. Moreover, the limit is the integral of ϕ with respect to
(ΛUf, h)H , which follows by the one-dimensional case applied to the
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conditional measures. This completes the proof in the case of SBV
and bounded {fn}.
In the case of BV it is necessary to show that ΛUf has bounded
variation. The measures Λfn possess H-valued vector densities Rn with
respect to some common nonnegative measure ν and the sequence of
functions |Rn|H is bounded in L
1(ν). It suffices to show that for every
Borel mapping v such that |v|H ≤ 1 and v =
∑k
i=1 vihi, where hi ∈ H
are constant and orthonormal, we have the estimate
k∑
i=1
∫
X
vi(x) (ΛUf, hi)H(dx) ≤ sup
n
Var(ΛUfn).
It is readily seen that it is enough to do this for v with functions
vi such that vi ∈ Dhi. Indeed, by using convolutions we reduce the
general case to the case where the function vi has bounded derivatives
of any order along the vector hi. Next, we approximate such functions
in L1(|(ΛUf, hi)H |) by their products with functions wi,n ∈ Dhi with
the following properties: 0 ≤ wi,n ≤ 1, wi,n(y + thi) = 0 whenever the
length δy,h,i of Uy,hi is less than 4/n and otherwise wi,n = 1 on the inner
interval of length δy,hi − 2/n with the same center as Uy,hi.
For such functions we have
k∑
i=1
∫
X
vi(x) (ΛUf, hi)H(dx) = lim
n→∞
k∑
i=1
∫
X
vi(x) (ΛUfn, hi)H(dx)
= lim
n→∞
∫
X
(v(x), Rn(x))H ν(dx)
≤ sup
n
∫
X
|Rn(x)|H ν(dx) = sup
n
VarΛUfn.
Thus, the case of a uniformly bounded {fn} is considered.
Let us now proceed to the general case where {fn} is not uniformly
bounded. Take a smooth increasing function ψ on the real line such that
ψ(t) = t if |t| ≤ 1, ψ(t) = 2 sign t if |t| ≥ 3, |ψ(t)| ≤ |t|, and |ψ′(t)| ≤ 1.
Let ψm(t) = ψ(t/m). According to Lemma 3.6, for every fixed m the
functions ψm(fn) belong to the respective (SBV or BV) class and their
norms are uniformly bounded in n and m. Hence the function ψm(f)
belongs to the same class and its norm does not exceed the supremum
of the norms of {fn}. We shall deal with a Borel version of f , so
the functions ψm(f) are also Borel. The Borel sets Bm = {|f | < m}
are increasing to X and |ψm(f)| ≤ |f |. Clearly, f ∈ MH(U, µ) and
‖f‖M = lim
m→∞
‖ψm(f)‖M . Since ψm+1(f) coincides with ψm(f) on the
set Bm, we obtain that the conditional measures (ΛUψm(f), h)
x,h
H on the
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straight lines x+Rh have a finite setwise limit for almost every x, and
the measures σx,h obtained in the limit give rise to bounded measures
σx,h µ(dx), which can be taken for (ΛUf, h)H . In the case of BVH(U, µ)
we have additionally that the resulting vector measure Λf is of bounded
variation. 
Corollary 3.9. If f ∈ SBVH(U, µ) and ψ is a Lipschitzian function
on the real line, then ψ(f) ∈ SBVH(U, µ) and ‖ψ(f)‖SBV ≤ C‖f‖SBV ,
where C is a Lipschitz constant for ψ.
The same is true in the case of BVH(U, µ).
Proof. For smooth ψ this has already been noted. The general case
follows by approximation and the above theorem. 
Theorem 3.10. Suppose that IU ∈ SBVH(µ). Then for every function
f ∈ SBVH(U, µ) ∩ L
∞(U, µ)
its extension by zero outside of U gives a function in the class SBVH(µ).
In the opposite direction, the restriction to U of every function in
SBVH(µ), not necessarily bounded, gives a function in SBVH(U, µ).
If IU ∈ BVH(µ), then the analogous assertions are true for the
class BVH(U, µ).
Proof. Let f ∈ SBVH(U, µ) ∩ L
∞(U, µ). We may assume that |f | ≤ 1.
Let us fix h ∈ H . Then we can find a version of f whose restrictions
to the straight lines x + Rh have locally bounded variation. Let ax
be an endpoint of the interval Ux,h (if it exists). Then the considered
version of f has a limit at ax (left or right, respectively), bounded by
1 in the absolute value. Defined by zero outside of U , the function f
remains a function of locally bounded variation on all these straight
lines, but at the endpoints of Ux,h its generalized derivative may gain
Dirac measures with coefficients bounded by 1 in the absolute value.
However, such Dirac measures (with the coefficient 1 at the left end and
the coefficient −1 at the right end) are already present in the derivative
of the restriction of IU . Thus, after adding these point measures to
(ΛUf, h)
x,h,µ
H , we obtain a measure that differs from (ΛUf, h)H by some
measure with semivariation not exceeding ‖(ΛIU , h)H‖, hence is also
of bounded semivariation. Therefore, Lemma 3.2 gives the inclusion of
the extension to SBVH(µ).
The fact that f |U ∈ SBVH(U, µ) for any f ∈ SBVH(µ) follows by
Lemma 3.5, since the restriction of Λf to U serves as ΛUf .
In the case of BVH(µ) we also use the fact that anyH-valued measure
of bounded variation is given by a Bochner integrable vector density
with respect to a suitable scalar measure. 
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Proposition 3.11. Let U be a Borel convex set. Then IU ∈ SBVH(µ).
Proof. Let us fix h ∈ H . If Ux,h is not empty and not the whole straight
line, the generalized derivative σx,h of the function t 7→ IU(x + th) is
either the difference of two Dirac’s measures at the endpoints of Ux,h
or Dirac’s measure (with the sign plus or minus) at the single endpoint
(if Ux,h is a ray). Let us define (ΛIU , h)
x,h
H by
(ΛIU , h)
x,h
H := σ
x,h̺x,h.
We obtain a bounded measure (ΛIU , h)
x,h
H µ(dx) (indeed, ‖σ
x,h‖ ≤ 2,
0 ≤ IUx,h ≤ 1, ‖̺
x,h‖ and ‖∂t̺
x,h‖ are µ-integrable), which defines an
H-valued measure ΛIU with the properties mentioned in Lemma 3.2,
which yields the desired conclusion. 
The simplest model example of the objects introduced in this section
is the standard Gaussian product-measure γ on the countable power
of the real line R∞ (discussed in the previous sections). Its Cameron–
Martin space is the classical Hilbert space H = l2. For U one can take
any Borel convex set of positive measure for which the intersections
(U−x)∩H are open in H . Note that even for a bounded convex set U
the indicator function IU does not always belong to BVH(γ); explicit
examples are given in [14]. On the other hand, the indicator of any
open convex set in the Gaussian case belongs to BVH(γ) (see [14]).
Note that in place of a Hilbert space H embedded into X Banach
spaces can be used (then vector-valued derivatives will take values
in X∗).
Acknowledgements This work has been supported by the RFBR
projects 12-01-33009, 11-01-90421-Ukr-f-a, 11-01-12104-ofi-m, Simons-
IUM fellowship of the Simons Foundation, and the SFB 701 at the
university of Bielefeld.
References
[1] L. Ambrosio, N. Fusco, D. Pallara, Functions of Bounded Variation and Free
Discontinuity Problems, Clarendon Press, Oxford University Press, New York,
2000.
[2] L. Ambrosio, M. Miranda (Jr.), S. Maniglia, D. Pallara, BV functions in abstract
Wiener spaces, J. Funct. Anal. 258 (3) (2010) 785–813.
[3] L. Ambrosio, M. Miranda, S. Maniglia, D. Pallara, Towards a theory of BV
functions in abstract Wiener spaces, Physica D: Nonlin. Phenom. 239 (15) (2010)
1458–1469.
[4] V.I. Bogachev, Some results on differentiable measures, Matem. Sbornik 127 (3)
(1985) 336–351 (in Russian); English transl.: Math. USSR Sbornik 55 (2) (1986)
335–349.
27
[5] V.I. Bogachev, Differentiable measures and the Malliavin calculus, J. Math. Sci.
(New York) 87 (4) (1997) 3577–3731.
[6] V.I. Bogachev, Gaussian Measures, Amer. Math. Soc., Rhode Island, Provi-
dence, 1998.
[7] V.I. Bogachev, Extensions ofH-Lipschitzian mappings with infinite-dimensional
range, Infin. Dim. Anal., Quantum Probab. Relat. Top. 2 (3) (1999) 1–14.
[8] V.I. Bogachev, Measure Theory, V. 1,2, Springer, New York, 2007.
[9] V.I. Bogachev, Differentiable Measures and the Malliavin Calculus, Amer.
Math. Soc., Rhode Island, Providence, 2010.
[10] V.I. Bogachev, E. Mayer-Wolf, Absolutely continuous flows generated by
Sobolev class vector fields in finite and infinite dimensions, J. Funct. Anal. 167 (1)
(1999) 1–68.
[11] V.I. Bogachev, E.A. Rebrova, Functions of bounded variation on infinite-
dimensional spaces with measures, Dokl. Russian Acad. Sci. 449 (2) (2013) 131–135
(in Russian); English transl.: Dokl. Math. 87 (2) (2013) 144–147.
[12] V.I. Bogachev, A.V. Shaposhnikov, On extensions of Sobolev functions on the
Wiener space, Dokl. Akad. Nauk 448 (4) (2013) 379–383 (in Russian); English
transl.: Dokl. Math. 87 (1) (2013) 58–61.
[13] V.I. Bogachev, O.G. Smolyanov, Analytic properties of infinite dimensional
distributions, Uspehi Mat. Nauk 45 (3) (1990) 3–83 (in Russian); English transl.:
Russian Math. Surveys 45 (3) (1990) 1–104.
[14] V. Caselles, A. Lunardi, M. Miranda (jun.), M. Novaga, Perimeter of sublevel
sets in infinite dimensional spaces, Adv. Calc. Var. 5 (1) (2012) 59–76.
[15] J. Diestel, J.J. Uhl, Vector Measures, Amer. Math. Soc., Providence, 1977.
[16] N. Dunford, J.T. Schwartz, Linear Operators, I. General Theory, Interscience,
New York, 1958.
[17] C. Evans, R.F. Gariepy, Measure Theory and Fine Properties of Functions,
CRC Press, Boca Raton – London, 1992.
[18] Frolov N.N. Embedding theorems for spaces of functions of countably many
variables, I. Proceedings Math. Inst. of Voronezh Univ., Voronezh University. 1970.
N 1. P. 205–218 (in Russian).
[19] N.N. Frolov, Embedding theorems for spaces of functions of countably many
variables and their applications to the Dirichlet problem, Dokl. Akad. Nauk SSSR
203 (1) (1972) 39–42 (in Russian); English transl.: Soviet Math. 13 (2) (1972)
346–349.
[20] M. Fukushima, BV functions and distorted Ornstein–Uhlenbeck processes over
the abstract Wiener space, J. Funct. Anal. 174 (2000) 227–249.
[21] M. Fukushima, M. Hino, On the space of BV functions and a related stochastic
calculus in infinite dimensions, J. Funct. Anal. 183 (1) (2001) 245–268.
[22] L. Gross, Potential theory on Hilbert space, J. Funct. Anal. 1 (2) (1967) 123–
181.
[23] M. Hino, Integral representation of linear functionals on vector lattices and its
application to BV functions on Wiener space, In: Stochastic analysis and related
topics in Kyoto, p. 121–140. Adv. Stud. Pure Math., 41, Math. Soc. Japan, Tokyo,
2004.
[24] M. Hino, Sets of finite perimeter and the Hausdorff–Gauss measure on the
Wiener space, J. Funct. Anal. 258 (5) (2010) 1656–1681.
28
[25] M. Hino, Dirichlet spaces on H-convex sets in Wiener space, Bull. Sci. Math.
135 (2011) 667–683.
[26] P. Malliavin, Stochastic Analysis, Springer-Verlag, Berlin, 1997.
[27] V.G. Maz’ja, Sobolev Spaces, Springer-Verlag, Berlin, 1985.
[28] I. Shigekawa, Stochastic Analysis, Amer. Math. Soc., Providence, Rhode Is-
land, 2004.
[29] V.V. Zhikov, Weighted Sobolev spaces, Matem. Sbornik 189 (8) (1998) 27–58
(in Russian); English transl.: Sbornik Math. 189 (8) (1998) 1139–1170.
[30] W. Ziemer, Weakly Differentiable Functions, Springer-Verlag, New York –
Berlin, 1989.
