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We study a three-dimensional Bose-Einstein condensate in an isotropic harmonic trapping poten-
tial with an additional delta-correlated disorder potential at both zero and finite temperature and
investigate the emergence of a Bose-glass phase for increasing disorder strength. To this end, we re-
visit a quite recent non-perturbative approach towards the dirty boson problem, which relies on the
Hartree-Fock mean-field theory and is worked out on the basis of the replica method, and extend it
from the homogeneous case to a harmonic confinement. At first, we solve the zero-temperature self-
consistency equations for the respective density contributions, which are obtained via the Hartree-
Fock theory within the Thomas-Fermi approximation. Additionally we use a variational ansatz,
whose results turn out to coincide qualitatively with those obtained from the Thomas-Fermi ap-
proximation. In particular, a first-order quantum phase transition from the superfluid phase to the
Bose-glass phase is detected at a critical disorder strength, which agrees with findings in the liter-
ature. Afterwards, we consider the three-dimensional dirty boson problem at finite temperature.
This allows us to study the impact of both temperature and disorder fluctuations on the respec-
tive components of the density as well as their Thomas-Fermi radii. In particular, we find that a
superfluid region, a Bose-glass region, and a thermal region coexist for smaller disorder strengths.
Furthermore, depending on the respective system parameters, three phase transitions are detected,
namely, one from the superfluid to the Bose-glass phase, another one from the Bose-glass to the
thermal phase, and finally one from the superfluid to the thermal phase.
PACS numbers: 67.85.Hj, 05.40.-a, 03.75.Hh, 71.23.-k
I. INTRODUCTION
The combined effect of disorder and two-particle inter-
actions in the dirty boson problem yields a competition
between localization and superfluidity [1]. Experimen-
tally, the dirty boson problem was first studied with su-
perfluid helium in porous media like aerosol glasses (Vy-
cor), where the pores are modeled by statistically dis-
tributed local scatterers [2–5]. Disorder in Bose gases
appears either naturally as, e.g., in magnetic wire traps
[6–10], where imperfections of the wire itself can induce
local disorder, or it may be created artificially and con-
trollably as, e.g., by using laser speckle fields [11–15]. A
set-up more in the spirit of condensed matter physics re-
lies on a Bose gas with impurity atoms of another species
trapped in a deep optical lattice, so the latter represent
randomly distributed scatterers [16, 17]. Furthermore,
an incommensurate optical lattice can provide a pseudo-
random potential for an ultracold Bose gas [18–20].
The homogeneous dirty boson model is important as
it provides a good description at the center of a har-
monic trap and, thus, serves as a starting point for treat-
ing a harmonic confinement within the Thomas-Fermi
approximation. Furthermore, recently it has even be-
come possible to experimentally realize box-like traps
[21], which approximate the homogeneous case in the
thermodynamic limit. The first important theoretical
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result for the homogeneous dirty boson was obtained by
Huang and Meng, who found, within the Bogoliubov the-
ory [22], that a weak disorder potential with delta cor-
relation leads to a depletion of both the condensate and
the superfluid density due to the localization of bosons
in the respective minima of the random potential [23].
Later on their theory was extended in different research
directions. Results for the shift of the velocity of sound
as well as for its damping due to collisions with the ex-
ternal field are worked out in Ref. [24]. Furthermore, the
delta-correlated random potential was generalized to ex-
perimentally more realistic disorder correlations with a
finite correlation length, e.g., a Gaussian correlation was
discussed in Ref. [25] and laser speckles are treated at
zero [26] and finite temperature [27]. Also the disorder-
induced shift of the critical temperature was analyzed
in Refs. [28, 29]. Furthermore, it was shown that dirty
dipolar Bose gases yield characteristic directional depen-
dences for thermodynamic quantities due to the emerging
anisotropy of superfluidity at zero [31, 32] and finite tem-
perature [33–35]. The location of superfluid, Bose-glass,
and normal phase in the phase diagram spanned by disor-
der strength and temperature was qualitatively analyzed
for the first time in Ref. [30] on the basis of a Hartree-
Fock mean-field theory with the replica method. In addi-
tion, increasing the disorder strength at small tempera-
tures yields a first-order quantum phase transition from a
superfluid to a Bose-glass phase, where in the latter case
all particles reside in the respective minima of the random
potential. This prediction is achieved at zero tempera-
ture by solving the underlying Gross-Pitaevskii equation
with a random phase approximation [36], as well as at
2finite temperature by a stochastic self-consistent mean-
field approach using two chemical potentials, one for the
condensate and one for the excited particles [37]. Numer-
ically, Monte-Carlo (MC) simulations have been applied
to study the homogeneous dirty boson problem. For in-
stance, diffusion MC in Ref. [38] obtained the surprising
result that at zero temperature a strong enough disor-
der yields a superfluid density, which is larger than the
condensate density. Furthermore, worm-algorithm MC
was able to determine the dynamic critical exponent of
the quantum phase transition from the Bose-glass to the
superfluid in two dimensions at zero [39] and finite tem-
perature [40].
Adding a harmonic trap to the dirty Bose gas prob-
lem makes it realistic but more complicated to treat
than the homogeneous one. Since the collective excita-
tion frequencies of harmonically trapped bosons can be
measured very accurately, their change due to disorder
was investigated in Ref. [41] at zero temperature. As
the collective excitation frequencies turn out to decrease
rapidly with the correlation length of disorder, one would
have to reduce the correlation length of the laser speck-
les in Ref. [12] from 10µm by a factor of 10 in order
to be able to detect any shift due to the disorder. The
expansion of a Bose-Einstein condensate (BEC) at zero
temperature in the presence of a random potential was
studied in Ref. [42]. Depending on the strength of dis-
order and the two-particle interaction, a crossover from
localization to diffusion was observed. The shape and
size of the local minicondensates in the disorder land-
scape were investigated energetically at zero tempera-
ture in Refs. [43, 44], where it was deduced that, for
decreasing disorder strength, the Bose-glass phase be-
comes unstable and goes over into the superfluid. At
finite temperature the disorder-induced shift of the criti-
cal temperature was analyzed for a harmonic confinement
in Ref. [45]. The impact of the random potential upon
the quantum fluctuations at finite temperature was also
studied in Refs. [46, 47]. Furthermore, based on Ref. [30],
Ref. [48] worked out in detail a non-perturbative ap-
proach to the dirty boson problem, which relies on the
Hartree-Fock theory and the Parisi replica method, for a
weakly interacting Bose-gas within a harmonic confine-
ment and a delta-correlated disorder potential at finite
temperature. Its application to a quasi one-dimensional
BEC at zero temperature [49] reveals a redistribution of
the minicondensates from the edge of the atomic cloud to
the trap center for increasing disorder strengths. Despite
all these many theoretical predictions, so far no experi-
ment has tested them quantitatively.
In the present paper we treat analytically the problem
of a three-dimensional trapped BEC in a disorder poten-
tial on the basis of Ref. [48]. To this end, we start by de-
scribing the underlying dirty boson model and developing
a Hartree-Fock mean-field theory in Section II. Then we
treat, as a first step, the zero-temperature case in Section
III, which allows us to study the impact of the disorder on
the distribution of the condensate density and the Bose-
glass order parameter, which quantifies the density of the
bosons in the local minima of the disorder potential. We
deal first with the simpler homogeneous case, and then
we analyze the isotropic harmonically trapped one. Us-
ing the corresponding self-consistency equations obtained
via the Hartree-Fock mean-field theory, we investigate
within the Thomas-Fermi approximation the existence of
the Bose-glass phase. We additionally use a variational
ansatz, whose results turn out to coincide qualitatively
with the ones obtained via the Thomas-Fermi approxi-
mation. In Section IV we consider the three-dimensional
dirty BEC system to be at finite temperature. We re-
strict ourselves first to the homogeneous dirty case, after
that to the trapped clean case. Afterwards we treat the
trapped disordered case at finite temperature using the
Thomas-Fermi approximation. This allows us to study
the impact of both temperature and disorder fluctuations
on the respective components of the density as well as
their Thomas-Fermi radii. In particular, three regions
coexist, namely, a superfluid region, a Bose-glass region,
and a thermal region. Furthermore, depending on the re-
spective system parameters, three phase transitions are
detected, one from the superfluid to the Bose-glass phase,
another one from the Bose-glass to the thermal phase,
where all bosons are in the excited states, and a third
one from the superfluid to the thermal phase.
II. HARTREE-FOCK MEAN-FIELD THEORY
IN 3D
The model of a three-dimensional weakly interacting
homogeneous Bose gas in a delta-correlated disorder po-
tential was studied within the Hartree-Fock mean-field
theory in Ref. [30] by applying the Parisi replica method
[50–52]. This Hartree-Fock theory is extended in Ref. [48]
to a harmonic confinement. Let us briefly summarize the
main result of Ref. [48], which relies on deriving a semi-
classical approximation for the underlying free energy.
We consider a three-dimensional Bose gas in an
isotropic harmonic potential V (r) = MΩ2r2/2 with the
trap frequency Ω, the particle mass M and the contact
interaction potential V (int)(r−r′) = gδ(r−r′). The inter-
action coupling strength g = 4piℏ2a/M depends on the
s-wave scattering length a, which has to be positive in
order to obtain a stable BEC. We assume for the disor-
der potential U(r) that it is homogeneous after perform-
ing the disorder ensemble average, denoted by •, over all
possible realizations. Thus, the expectation value of the
disorder potential can be set to vanish without loss of
generality,
U(r) = 0, (1)
and its correlation function is assumed to be proportional
to a delta-function,
U(r1)U(r2) = D δ(r1 − r2) , (2)
3where D denotes the disorder strength.
By working out the Hartree-Fock mean-field the-
ory within the replica method, Ref. [48] obtains self-
consistency equations, which determine the particle den-
sity n(r) as well as the order parameter of the superfluid
n0(r), representing the condensate density, the order pa-
rameter of the Bose-glass phase q(r) defined in Ref. [30],
that stands for the density of the particles being con-
densed in the respective minima of the disorder potential,
and nth (r), which represents the density of the particles
in the excited states. The Hartree-Fock mean-field theory
with the help of the replica method and a semiclassical
approximation leads to the free energy [48]:
F = 4pi
ˆ ∞
0
drr2
{
−g [q(r) + n0(r) + nth (r)]2 − g
2
n20(r)
+
D
~
Q0(r) [q(r) + n0(r) + nth (r)]−
√
n0(r)
×
{
µ+
~
2
2M
1
r2
∂
∂r
(
r2
∂
∂r
)
− 2g [q(r) + n0(r) + nth (r)]
− V (r) + D
~
Q0(r)
}√
n0(r) − 2D
√
pi
(
M
2pi~2
)3/2
(3)
× [q(r) + n0(r) + nth (r)]− 1
β
(
M
2pi~2β
)3/2
ζ5/2
(
eβµr(r)
)
×
√
−µ+ 2g [q(r) + n0(r) + nth (r)] + V (r)− D
~
Q0(r)
}
.
Here all functions only depend on the radial coordinate
r = |r| due to the assumed spatial isotropy. Furthermore,
µ denotes the chemical potential, µr(r) = µ − V (r) −
2g [q(r) + n0(r) + nth (r)] − piD2
(
M
2pi~2
)3
represents the
renormalized chemical potential, and Q0(r) stands for
an auxiliary function, which appears within the Hartree-
Fock theory:
Q0(r) = −2
√
pi~
(
M
2pi~2
)3/2
×
[
√
piD
(
M
2pi~2
)3/2
+
√
−µr(r)
]
. (4)
From the thermodynamic relation N = −∂F∂µ we obtain
N = 4pi
ˆ ∞
0
r2n(r)dr, (5)
which defines the particle density n(r).
Extremising the free energy (3) with respect to the
functions n0(r), q(r), nth (r) , and Q0(r), i.e.,
δF
δn0(r′)
= 0,
δF
δq(r′) = 0,
δF
δnth(r′)
= 0, and δFδQ0(r′) = 0, respec-
tively, yields, together with Eq. (5), four coupled self-
consistency equations between the respective density con-
tributions: a nonlinear differential equation for the con-
densate density n0(r),{
−gn0(r) +
[√
−µ+ d2 + 2gn(r) + V (r) + d
]2
(6)
− ℏ
2
2M
1
r2
∂
∂r
(
r2
∂
∂r
)}√
n0(r) = 0,
an algebraic equation for the Bose-glass order parameter
q(r),
q(r) =
dn0(r)√
−µ+ d2 + 2gn(r) + V (r) , (7)
the thermal density nth (r),
nth (r) =
(
M
2piβℏ2
)3/2
ς 3/2
(
eβ [µ−d
2−2gn(r)−V (r)]
)
,
(8)
with the polylogarithmic function ζν(z) =
∑∞
n=1
zn
n
ν , and
the sum of the above three densities, which turns out to
be the total density n(r),
n(r) = n0(r) + q(r) + nth (r) , (9)
where d =
√
piD
(
M/2piℏ2
)3/2
characterizes the disorder
strength.
In the following we deal first with the zero-temperature
Bose gas, then we treat the finite-temperature case via
the Thomas-Fermi approximation.
III. 3D DIRTY BOSONS AT ZERO
TEMPERATURE
In this section we consider the three-dimensional dirty
BEC system at zero temperature, where the thermal den-
sity vanishes, i.e., nth (r) = 0.
A. Homogeneous case
We start with the homogeneous case since it is the
simplest one, where in the absence of the trap we have
V (r) = 0. At zero temperature we only need Eqs. (6),
(7), and (9), which reduce in the superfluid phase to:
gn0 =
(√
−µ+ d2 + 2gn+ d
)2
, (10)
q =
dn0√
−µ+ d2 + 2gn, (11)
n = n0 + q. (12)
4Figure 1: (Color online) Condensate fraction n0/n as function
of dimensionless disorder strength d.
Note that we dropped here the spatial dependency of all
densities due to the homogeneity. From Eqs. (10)–(12)
we get the following algebraic third-order equation for
determining the condensate fraction n0/n:
(n0
n
)3/2
−
√
n0
n
+ d = 0. (13)
Here d = ξL denotes the dimensionless disorder strength,
where ξ = ~√
2Mgn
stands for the coherence length, and
L = 2pi~4M2D represents the Larkin length, which character-
izes the strength of disorder [43, 53]. Figure 1 predicts
that the equation for condensate density does not have
a solution after the critical value dc =
√
1
3 −
(
1
3
)3/2 ≃
0.384. We interpret this as a sign that a first-order quan-
tum phase transition occurs in the homogeneous case
from the superfluid phase, where the particles are either
condensed or in the local minima of the disorder, to the
Bose-glass phase, where there is no condensate at all and
all bosons are localized in the minima of the disorder po-
tential. This suggests that a quantum phase transition
will also appear in the trapped case, which is studied
later on in Subsection III.C.
Now we check whether our results are compatible with
the Huang-Meng theory [23–25, 28, 29], where the Bose-
glass order parameter of a homogeneous dilute Bose gas
at zero temperature in case of weak disorder regime is de-
duced within the seminal Bogoliubov theory. The Bose-
glass order parameter in three dimensions via the Huang-
Meng theory is proportional to the disorder strength and
yields in dimensionless form:
qHM√
n/g
=
d√
2
. (14)
In our Hartree-Fock mean-field theory the Bose-glass
order parameter in case of weak disorder strength turns
out to be
qw√
n/g
= d. (15)
Thus, our theory agrees with the Huang-Meng theory
at least qualitatively. But quantitatively the compari-
son of Eqs. (14) and (15) reveals that a factor of
√
2 is
missing in our result (15). This is due to the fact that
the Hartree-Fock theory does not contain the Bogoliubov
channel, which is included in the Huang-Meng theory.
According to Ref. [36], the disorder strength value cor-
responding to the quantum phase transition is dc = 0.53.
Thus, our quantum phase transition disorder value dc =
0.384 is of the same order as the one in Ref. [36], but
again we miss a factor of
√
2 in our result. In the one-
dimensional case, as discussed in Ref. [49], a factor 23/2
is missing, while in the three-dimensional case the dis-
crepancy only amounts to a factor of
√
2, so we conclude
that our Hartree-Fock theory is more compatible with
the literature in higher dimensions than in lower ones.
Furthermore, we compare the critical value of the dis-
order strength dc with the non-perturbative approach of
Refs. [43, 44], which starts from the Bose-glass phase and
goes towards the superfluid phase for decreasing disorder
strength. By investigating energetically shape and size of
the local minicondensates in the disorder landscape, the
quantum phase transition is predicted to occur at the
disorder strength value d˜ =
√
3
8pi ≃ 0.345, which is again
of the same order as our d˜c.
B. Thomas-Fermi approximation
We deal now with the trapped case. The exact analyt-
ical solution of the differential equation (6) is impossible
to obtain even in the absence of disorder. Therefore,
we approximate its solution via the Thomas-Fermi (TF)
approximation, which is based on neglecting the kinetic
energy.
It turns out that we have to distinguish between two
different spatial regions: the superfluid region, where the
bosons are distributed in the condensate as well as in the
minima of the disorder potential, and the Bose-glass re-
gion, where there are no bosons in the global condensate
and all bosons contribute only to the local Bose-Einstein
condensates. In the following the radius of the superfluid
region, i.e., the condensate radius, is denoted by RTF1,
while the radius of the whole bosonic cloud RTF2 is called
the cloud radius.
Within the TF approximation the algebraic equations
(7) and (9) remain the same, but the differential equa-
tion (6) reduces to an algebraic relation in the superfluid
region:
gn0(r) =
[√
−µ+ d2 + 2gn(r) + V (r) + d
]2
. (16)
Outside the superfluid region, i.e., in the Bose-glass re-
gion, Eq. (6) reduces simply to n0(r) = 0. The advantage
5of the TF approximation is that now we have only three
coupled algebraic equations.
At first we consider the superfluid region. Equations
(7), (9), and (16) reduce in the superfluid region to:
n˜0 (r˜) =
[√
−µ˜+ 2n˜(r˜) + r˜2 + d˜
]2
, (17)
q˜ (r˜) =
d˜
[√
−µ˜+ 2n˜(r˜) + r˜2 + d˜
]2
√
−µ˜+ 2n˜(r˜) + r˜2 , (18)
n˜ (r˜) =
[√
−µ˜+ 2n˜(r˜) + r˜2 + d˜
]3
√
−µ˜+ 2n˜(r˜) + r˜2 , (19)
where n˜0(r˜) = n0(r)/n, q˜(r˜) = q(r)/n, and n˜(r˜) =
n(r)/n denote the dimensionless condensate density,
Bose-glass order parameter, and total density, respec-
tively. Furthermore, we have introduced the dimen-
sionless radial coordinate r˜ = r/RTF, the dimensionless
chemical potential µ˜ = (µ−d2)/µ¯, the dimensionless dis-
order strength d˜ = ξL , the coherence length in the center
of the trap ξ = l
2
RTF
, the oscillator length l =
√
~
MΩ , the
maximal total density in the clean case n = µ¯/g, and the
TF cloud radius RTF = l
√
2µ¯/~Ω. The chemical poten-
tial in the absence of the disorder µ¯ = 15
2/5
2
(
aN
l
)2/5
ℏΩ
serves here as the underlying energy scale and is deduced
from the normalization condition (5) in the clean case,
i.e., for d = 0.
Equation (19) is of the third order with respect to
the expression
√
−µ˜+ 2n˜(r˜) + r˜2, therefore, we use the
Cardan method to solve it analytically [54]. We deter-
mine the condensate radius R˜TF1 at the coordinate where
the solution of (19) for the total density stops to exist,
then select the smallest solution, which corresponds to
R˜TF1 =
√
µ˜− 3d˜2 − 6√3d˜2 cos ( pi18). Now we have just
to insert the obtained particle density n˜(r˜) into the two
other equations (17) and (18) in order to get both the
condensate density n˜0(r˜) and the Bose-glass order pa-
rameter q˜(r˜), respectively.
In the Bose-glass region the condensate vanishes, i.e.,
n˜0(r˜) = 0 and n˜(r˜) = q˜(r˜), and the self-consistency equa-
tion (7) reduces to:
q˜(r˜) =
µ˜− r˜2
2
. (20)
This Bose-glass region ends at the cloud radius R˜TF2 =√
µ˜. We also need to write down the dimensionless equiv-
alent of the normalization condition (5), which reads:
ˆ R˜TF2
0
n˜(r˜)r˜2dr˜ =
2
15
, (21)
where the total density n˜(r˜) in equation (21) is the com-
bination of the total densities from both the superfluid
region and the Bose-glass region. The purpose of Eq. (21)
is to determine the dimensionless chemical potential µ˜
from the respective system parameters.
C. Thomas-Fermi results
Before choosing any parameters for the BEC system,
we have to justify using the TF approximation and deter-
mine its range of validity. To this end we rewrite Eq. (6)
in the clean case, where the total density coincides with
the condensate one:
[
−1 + n˜(r˜) + r˜2 −
(
ξ
RTF
)2
1
r˜2
∂
∂r˜
(
r˜2
∂
∂r˜
)]
×
√
n˜ (r˜) = 0. (22)
We read off from Eq. (22) that the TF approximation is
only justified when ξ ≪ RTF.
In this subsection we perform our study for 87Rb atoms
and for the following experimentally realistic parameters:
N = 106, Ω = 2pi × 100Hz, and a = 5.29 nm. For those
parameters the oscillator length reads l = 1.08µm, the
coherence length turns out to be ξ = 115 nm, and the
Thomas-Fermi radius is given by RTF = 10.21µm. Thus
the assumption ξ ≪ RTF for the TF approximation is,
indeed, fulfilled.
Using those parameter values we solve in the superfluid
region Eq. (19) for the total density and insert the result
into Eqs. (17) and (18) to get the condensate density
and the Bose-glass order parameter, respectively. This
has to be combined with Eq. (20) for the Bose-glass re-
gion. After that we fix the chemical potential µ˜ using the
normalization condition (21). The resulting densities are
combined and plotted in Fig. 2a for the disorder strength
d˜ = 0.175.
Figure 2a reveals that, at the condensate radius R˜TF1,
a downward jump of the condensate density n˜0(r˜), and
an upward jump of the Bose-glass order parameter q˜(r˜)
occur in such a way that the total density n˜(r˜) remains
continuous but reveals a discontinuity of the first deriva-
tive. In the Bose-glass region both the total density and
the Bose-glass parameter coincide and decrease until van-
ishing at the cloud radius R˜TF2. The TF approximation
captures the properties of the system in both the super-
fluid and the Bose-glass region but not in the transition
region. This is an artifact of the applied TF approxima-
tion.
The ratio of the condensate density at the condensate
radius n˜0(R˜TF1) with respect to the condensate density
at the center of the BEC n˜0(0) in Fig. 2b reveals for which
range of the disorder strength the TF approximation is
valid. As only a moderate density jump of about 50%
should be reasonable, our approach is restricted to a dis-
6Figure 2: (Color online) (a) Total density n˜(r˜) (solid, black), condensate density n˜0(r˜) (dotted, blue), Bose-glass order parameter
q˜(r˜) (dotted-dashed, red) as a function of radial coordinate r˜ for the disorder strength d˜ = 0.175 both for superfluid region and
Bose-glass region. (b) Ratio of n˜0(R˜TF1) and n˜0(0) as a function of disorder strength d˜.
Figure 3: (Color online) (a) Condensate radius (dashed, blue) and cloud radius (solid, red) and (b) fractional number of
condensed particles N0/N (dashed, blue) and in the disconnected local minicondensates Q/N (solid, red), as a function of
disorder strength d˜.
order strength of about d˜ ≃ 0.3. For a larger disorder
strength d˜ one would have to go beyond the TF approx-
imation and take the influence of the kinetic energy in
Eq. (6) into account.
The resulting Thomas-Fermi radii are plotted in
Fig. 3a. When the disorder strength increases, the con-
densate radius at first increases slightly, then decreases
until it vanishes, which corresponds to a quantum phase
transition at d˜c =
21/5√
3+6
√
3 cos pi
18
⋍ 0.315. This criti-
cal value of the disorder strength is obtained by setting
the cloud radius R˜TF1 to zero. Thus, superfluidity is
destroyed in our model at a critical disorder strength
d˜c, where approximately our TF approximation breaks
down. Now we compare this critical value of the disorder
strength with the one obtained in Refs. [43, 44], where
a non-perturbative approach is used, which investigates
energetically shape and size of the local minicondensates
in the disorder landscape. Thus, it is determined for a
decreasing disorder strength once the Bose-glass phase
becomes unstable and goes over in the superfluid phase.
In those references the quantum phase transition for our
system parameters is predicted to occur at the disorder
strength value d˜ = 0.115, which is of the same order as
our d˜c.
Contrary to the condensate radius, the cloud radius
increases monotonously with the disorder strength and
eventually saturates, so that in the strong disorder regime
the bosonic cloud reaches its maximal radius of lim
d˜→∞
R˜TF2 = 2
1/5
⋍ 1.148, which is obtained by inserting
the Bose-glass region density (20) into the normalization
condition (21).
The same conclusion can be read off from Fig. 3b,
where the fractional number of the condensate defined
via N0/N =
15
2
´ R˜TF1
0
r˜2n˜0 (r˜) dr˜ is plotted. We note
that N0/N is equal to one in the clean case, i.e., all par-
ticles are in the condensate, then it decreases with the
disorder strength until it vanishes at d˜c, marking the end
of the superfluid phase and the beginning of the Bose-
glass phase. Conversely, the fraction of atoms in the
disconnected minicondensatesQ/N = 152
´ RTF2
0
r˜2q˜ (r˜) dr˜
increases with the disorder strength until it reaches its
maximum at d˜c. Then it remains constant and equals to
one in the Bose-glass phase, since all particles are local-
ized in the respective minima of the disorder potential.
From Fig. 2b we conclude that the TF approximation
7is valid only in the weak disorder regime, but it is not a
good approximation for intermediate or strong disorder.
The TF approximation has a larger range of validity with
respect to the disorder strength in three dimensions than
in one dimension treated in Ref. [49] due to the fact that
the fluctuations are more violent in lower dimensions. In
order to have a global picture, not only in the presence
of weak disorder but also in the presence of intermedi-
ate and strong one, we use in the following subsection
another approximation method to treat the dirty boson
problem: the variational approach.
D. Variational method
Since the three self-consistency Eqs. (6), (7), and (9),
as well as Eq. (4) are obtained by extremising the free
energy (3), we can apply the variational method in the
spirit of Refs. [55–58] to obtain approximate results. In
order to be able to compare the variational results with
the analytical ones obtained in the previous subsection,
we use the same rescaling parameters already introduced
below Eq. (19) for all functions and parameters. To
this end, we have to multiply Eq. (3) with the factor
1/
(
µ¯nR3TF
)
to obtain:
F˜ = 4pi
ˆ ∞
0
dr˜r˜2
{
− [q˜ (r˜) + n˜0 (r˜)]2 − 1
2
n˜20 (r˜)
+ d˜Q˜0(r˜) [q˜ (r˜) + n˜0 (r˜)]−
√
n˜0 (r˜)
{
˜˜µ+ d˜Q˜0(r˜)
− 2 [q˜ (r˜) + n˜0 (r˜)]− r˜2 +
(
ξ
RTF
)2
1
r˜2
∂
∂r˜
(
r˜2
∂
∂r˜
)}
×
√
n˜0 (r˜)− 2d˜ [q˜ (r˜) + n˜0 (r˜)]
×
√
−µ˜′ + 2 [q˜ (r˜) + n˜0 (r˜)] + r˜2 − 2d˜Q˜0(r˜)
}
, (23)
where we have introduced the dimensionless free energy
F˜ = F/ (µ¯nR3TF), the dimensionless chemical poten-
tial µ˜′ = µ/µ¯, and the dimensionless auxiliary function
Q˜0(r˜) =
1
~
√
piµ¯
(
2pi~2
M
)3/2
Q0(r).
Motivated by the analytical results presented in
Fig. 2a, we use the following three ansatz expressions
for the condensate density n˜0 (r˜), the Bose-glass order
parameter q˜ (r˜), and the auxiliary function Q˜0(r˜):
n˜0 (r˜) = αe
−σr˜2 , (24)
q˜ (r˜) + n˜0 (r˜) = γe
−θr˜2, (25)
Q˜0(r˜) = 2
q˜ (r˜) + n˜0 (r˜)
d˜
− (ζ + ηr˜2) , (26)
where α, σ, γ, θ, ζ, and η denote the respective vari-
ational parameters. The parameters α and γ are pro-
portional to the number of particles in the condensate
and the total number of particles, while the parameters
σ and θ represent the width of the condensate density
and the total density, respectively. Inserting the ansatz
(24)–(26) into the free energy (23) and performing the
integral yields:
F˜ = pi3/2
{√
2γ2
4θ3/2
+ 3
α
2σ5/2
− α
8σ3/2
(
8µ˜′ +
√
2α
)
+
(
ξ
RTF
)2
3α
2
√
σ
+d˜
(
αζ
σ3/2
+
3αη
2σ5/2
− γ (3η + 2ζθ)
2θ5/2
)}
+
2pid˜γ
(
d˜ζ − µ˜′)
θ
√
1 + d˜η
e
d˜ζ−µ˜′
2+2d˜η
θ
K1
(
d˜ζ − µ˜′
2 + 2d˜η
θ
)
, (27)
where K1 (s) represents the modified Bessel function of
second kind.
The free energy (27) has now to be extremised with
respect to the variational parameters α, σ, γ, θ, ζ, and
η. Together with the thermodynamic condition − ∂F˜∂µ˜′ =
4
3 , we have seven coupled algebraic equations for seven
variables α, σ, γ, θ, ζ, η, and µ˜′ that we solve numerically.
From all possible solutions we select the physical one
with the smallest free energy, then we insert the resulting
variational parameters α, σ, γ, and θ into the variational
ansatz (24) and (25) in order to get the variational total
density n˜(r˜), the variational condensate density n˜0(r˜),
and the variational Bose-glass order parameter q˜(r˜).
In Fig. 4a the total density n˜(r˜) has a Gaussian shape
and vanishes at the cloud radius R˜TF2. The maximal
value of the total density decreases with the disorder
strength. The condensate density n˜0(r˜) in Fig. 4b has
a similar qualitative behavior as the total density and
vanishes at the condensate radius R˜TF1. The maximal
value of the condensate density decreases also with the
disorder strength. The response of the condensate den-
sity to disorder can be clearly seen in Fig. 5b, where the
fractional number of condensed particles N0/N is plotted
as a function of the disorder strength. In the clean case
all particles are in the condensate, but, when we increase
the disorder strength, more and more particles leave the
condensate until the condensate vanishes at the critical
disorder strength d˜c = 0.5183.
The Bose-glass order parameter q˜(r˜) in Fig. 4c has
a similar shape as the two previous densities n˜(r˜) and
n˜0(r˜). However, when we increase the disorder strength,
the maximal value of the Bose-glass order parameter also
increases. A better understanding of the effect of the dis-
8Figure 4: (Color online) Spatial distribution of: (a) particle density n˜(r˜), (b) condensate density n˜0(r˜), and (c) Bose-glass
order parameter q˜(r˜) for increasing disorder strength d˜, from the top to the bottom in the center in (a) and (b), and from the
bottom to the top in (c).
Figure 5: (Color online) (a) Cloud radius R˜TF2 (triangle, blue) and condensate radius R˜TF1 (square, red) and (b) fractional
number of condensed particles N0/N (square, red) and fractional number of particles Q/N in the disconnected local mini-
condensates (triangle, blue) as function of disorder strength d˜.
Figure 6: (Color online) Spatial distribution of: (a) particle density n˜(r˜) (dotted-dashed, black), condensate density n˜0(r˜)
(dotted, blue), Bose-glass order parameter q˜(r˜) (solid, red) and (b) blow-up of border region for d˜ = 0.35.
order on the local minicondensates can be deduced from
Fig. 5b, where the fractional number of particles Q/N
in the disconnected local minicondensates is zero in the
clean case and then increases with the disorder strength
until reaching the maximal value of one. This means
that more and more bosons go into the local minima
of the disorder potential when we increase the disorder
strength. At the critical disorder strength d˜c = 0.518 all
particles are in the minicondensates.
In order to know whether the bosonic cloud contains
beside the superfluid region also a Bose-glass region,
we plot the total density n˜(r˜), the condensate density
n˜0(r˜), and the Bose-glass order parameter q˜(r˜) together
in Fig. 6a for the disorder strength value d˜ = 0.35. The
blow-up of the border region in Fig. 6b shows clearly that
the condensate density vanishes, while the Bose-glass or-
der parameter still persists, which is the definition of
the Bose-glass region. The cloud radius R˜TF2 and the
condensate radius R˜TF1 are conveniently defined by the
length, where the total density and the condensate den-
sity are equal to 10−4, respectively. Both radii are in-
creasing with the disorder strength in the weak disorder
regime in Fig. 5a. In the intermediate disorder regime,
the cloud radius keeps increasing monotonously with the
9disorder strength, while the condensate radius vanishes
at the critical disorder value d˜c = 0.518, which marks the
location of a quantum phase transition. For higher dis-
order strengths d˜ > d˜c the variational treatment breaks
down as it turns out to have negative solutions for the
condensate density. So with this method it is not possi-
ble to determine if, for stronger disorder, the cloud radius
keeps increasing or remains constant.
E. Comparison between TF approximation and
variational results
Now we compare the physical quantities obtained via
the two different methods, the TF approximation and the
variational approach. We start with the densities: the to-
tal density n˜(r˜), the condensate density n˜0(r˜), and the
Bose-glass order parameter q˜(r˜) are plotted for the dis-
order strength value d˜ = 0.2 in Fig. 7. We know already
from treating the one-dimensional dirty boson problem
in Ref. [49], where we also performed extensive numeri-
cal simulations, that the TF approximation describes well
the weak disorder regime, while the variational method
is more accurate to describe the intermediate disorder
regime. Based on this conclusion our comparison is here
more a qualitative than a quantitative one. The total
densities n˜(r˜) in Fig. 7a agree qualitatively well. The
same can be said for the condensate density n˜0(r˜) in
Fig. 7b, except from the jump in the TF-approximated
condensate density. For the Bose-glass order parameter
q˜(r˜) in Fig. 7c we read off that the TF approximation for
the density of the bosons in the local minima of the dis-
order potential is maximal at the border of the trap, but
according to the variational result this density is maximal
in the center of the trap.
The TF-approximated and the variational Thomas-
Fermi radii are compared in Fig. 8. In Fig. 8a the
variational and the TF-approximated condensate radius
R˜TF1 have the same qualitative behavior, both increase
first barely with the disorder strength d˜ in the weak
disorder regime, then decrease with it in the interme-
diate disorder regime until they vanish at the quantum
phase transition. Thus, both analytically and variation-
aly obtained condensate radii R˜TF1 indicate the exis-
tence of a quantum phase transition, but at two differ-
ent values of the disorder strength, namely d˜c = 0.315
and d˜c = 0.5183, respectively. The variational quantum
phase transition happens at a larger disorder strength
than the TF-approximated one. Figure 8b shows that in
the weak disorder regime, both the variational and the
analytical cloud radii R˜TF2 increase with the disorder
strength. In the intermediate disorder regime the analyt-
ical cloud radius remains constant, while the variational
one keeps increasing with the disorder strength. Due to
the lack of information about determine higher disorder
strengths d˜, we can not know if the variational cloud ra-
dius keeps increasing even further or remains constant.
From the discussion above we conclude that the TF
approximation and the variational method are pro-
ducing similar qualitative results, contrarily to the
one-dimensional case in Ref. [49], where the TF-
approximated and the variational results disagree com-
pletely. From studying the one-dimensional dirty boson
problem in Ref. [49], we can say that the TF approxi-
mation produces satisfying results in the weak disorder
regime, while the variational method within the ansatz
(24)–(26) is a good approximation to describe the BEC
system in the intermediate disorder regime and has the
advantage of being able to describe the border of the
cloud, where the Bose-glass region is situated and where
the TF approximation fails. Although the variational
method does not provide physical results for larger dis-
order strengths, its combination together with the TF
approximation for the weak disorder regime covers a sig-
nificant range of disorder strengths.
IV. 3D DIRTY BOSONS AT FINITE
TEMPERATURE
In this section we consider the three-dimensional dirty
BEC system to be at finite temperature, so that also the
thermal density nth (r) has to be taken into account. Af-
ter starting with the homogeneous dirty boson problem,
we restrict ourselves first to the trapped clean case, then
we treat the trapped disordered one, both in TF approx-
imation, where we work out the different densities as well
as the respective Thomas-Fermi radii. This allows us to
study the impact of both temperature and disorder on
the distribution of the densities as well as the Thomas-
Fermi radii.
A. Homogeneous case
We start with revisiting the homogeneous case, which
was already studied in Ref. [30], since it is the simplest
one. Here we have V (r) = 0 and Eqs. (6)–(9) reduce in
the superfluid phase to:
gn0 =
[√
−µ+ d2 + 2gn+ d
]2
, (28)
q =
dn0√
−µ+ d2 + 2gn
, (29)
nth =
(
M
2piβℏ2
)3/2
ς 3/2
(
eβ (µ−d
2−2gn)
)
, (30)
n = n0 + q + nth. (31)
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Figure 7: (Color online) Spatial distribution of (a) total particle density n˜(r˜), (b) condensate density n˜0(r˜), and (c) Bose-glass
order parameter q˜(r˜): variational (solid, red), and analytical (dotted, blue) for d˜ = 0.2.
Figure 8: (Color online) Analytical (solid, blue) and variational (dotted, red) results for (a) condensate radius R˜TF1 and (b)
cloud radius R˜TF2, as functions of disorder strength d˜.
Note that we drop in this subsection again the spatial
dependence of all densities due to the homogeneity. From
Eqs. (28)–(31) we get the following algebraic equation for
the condensate fraction n0/n:
(n0
n
)3/2
−
√
n0
n
+ d+
(
T
ς
(
3
2
)2/3
T 0c
)3/2(√
n0
n
− d
)
× ς 3/2
(
e
−2T
0
c
T ς(
3
2 )
2/3
γ1/3
[√
n0
n −d
]
2
)
= 0. (32)
Here d = ξL denotes the dimensionless disorder strength,
γ = na3 the gas parameter, and T 0c =
2piℏ2
MkB
(
n
ς( 32 )
)2/3
the critical temperature of the ideal Bose gas, where
again ξ = ~√
2Mgn
stands for the coherence length and
L = 2pi~4M2D represents the Larkin length [43, 53]. Note
that at zero temperature Eq. (32) reduces to Eq. (13).
Figure 9 shows that the condensate fraction generically
decreases with increasing disorder strength d. Further-
more, our Hartree-Fock mean-field theory predicts that
the condensate density stops to exist at a critical value
dc. We interpret this as a sign that a phase transition
occurs in the homogeneous BEC from the superfluid to
the Bose-glass phase. If we compare in Fig. 9 the dot-
ted blue line, which corresponds to a finite temperature,
with the solid red line, which corresponds to the zero-
temperature case of Subsection III.A, we observe that
dc1 ≃ 0.30 < dc3 ≃ 0.384 and conclude that the critical
disorder strength dc decreases with increasing tempera-
ture T . Comparing at fixed temperature the dotted blue
line for a weakly interacting 87Rb gas, which corresponds
to the gas parameter of about γ = 0.0007 according to
Ref. [59], with the dotted-dashed green line for a strongly
interacting 4He, which corresponds to the gas parameter
of about γ = 0.2366 according to Ref. [60], yields that
dc1 ≃ 0.30 < dc2 ≃ 0.331. But in order to draw a conclu-
sion how the gas parameter γ affects the critical disorder
strength, one has to take into account that it is included
in the definition of the dimensionless disorder strength
d = d√gn . With this, we conclude dc1 > dc2 , i.e., the crit-
ical disorder strength dc decreases with increasing the gas
parameter γ. These findings suggest that a correspond-
ing phase transition will also appear in the trapped case,
which is studied later on in Subsection IV.G.
To illustrate our results further, we determine where
the superfluid, the Bose-glass, and the thermal phase ex-
ist within the phase diagram, which is spanned by the
temperature and the disorder strength. Whereas this
phase diagram was sketched qualitatively in Ref. [30], we
determine it here quantitatively in Fig. 10. This phase
diagram follows from solving Eq. (32) together with set-
ting its derivative with respect to n0/n to zero, i.e.,
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Figure 9: (Color online) Condensate fraction n0/n as func-
tion of dimensionless disorder strength d for γ = 0.0007 and
T/T 0c = 0.6 (dotted, blue), γ = 0.2366 and T/T
0
c = 0.6
(dotted-dashed, green), and T = 0 (solid, red).
3
2
√
n0
n
− 1
2
√
n0/n
+
1
2
√
n0/n
(
T
ς
(
3
2
)2/3
T 0c
)3/2
× ς 3/2
(
e
−2T
0
c
T ς(
3
2 )
2/3
γ1/3
[√
n0
n −d
]
2
)
− 2γ
1/3√
n0/n
×
√
T
ς
(
3
2
)2/3
T 0c
(√
n0
n
− d
)2
× ς 1/2
(
e
−2T
0
c
T ς(
3
2 )
2/3
γ1/3
[√
n0
n −d
]2)
= 0. (33)
The phase diagram in Fig. 10a corresponds to a weakly
interacting 87Rb gas, while the phase diagram in Fig. 10b
corresponds to a strongly interacting 4He gas. The crit-
ical disorder strength dc decreases with the temperature
T . In the clean case d = 0 there is a critical temperature
Tc at which the superfluid, which is stable for T < Tc,
goes over into the thermal Bose-gas, which is stable for
T > Tc. Note that, due to the weak repulsive interac-
tion, this critical temperature Tc turns out to be larger
than the critical temperature of the ideal Bose gas T 0c by
about
∆Tc = Tc − T 0c ≃ 1.3 γ1/3T 0c . (34)
Note that the result (34) is non-trivial as it involves a
resummation of an infrared divergent perturbation series,
which has been worked out on the basis of variational per-
turbation theory in Refs. [61, 62], and has been confirmed
by extensive MC simulations [63]. For the weakly inter-
acting Bose gas in Fig. 10a Tc/T
0
c = 1.103, which agrees
well with the result obtained by using formula (34), where
we get Tc/T
0
c ≃ 1.115. The same can be remarked
for the strongly interacting Bose gas in Fig. 10b, where
Tc/T
0
c = 1.65, which agrees well with the result obtained
by using formula (34) Tc/T
0
c ≃ 1.796. Furthermore, there
is a triple point dT, where the three phases coexist and
at which T = T 0c and µc = 2gn = 2g
(
MkBT
0
c
2piℏ2
)3/2
ς
(
3
2
)
.
So T 0c of the ideal Bose gas turns out to be in our con-
text the critical temperature for the appearance of the
Bose-glass phase. For γ = 0.0007 we have dT = 0.111,
while for γ = 0.2366 we obtain dT = 0.234. Below the
triple-point temperature we have a first-order phase tran-
sition from the superfluid to the Bose-glass phase, while
above the triple point temperature we have a first-order
phase transition from the superfluid to the thermal phase
for increasing disorder strength. Below the triple-point
disorder we have for increasing temperature a first-order
phase transition from the superfluid to the thermal phase,
while above the triple point disorder we have a first-order
phase transition from the superfluid to the Bose-glass
phase, which is followed by a second-order phase transi-
tion from the Bose-glass to the thermal phase. At T = 0
we recover the zero-temperature case, which was already
treated in Subsection III.A.
B. Thomas-Fermi approximation
After treating the homogeneous case we deal now with
the trapped one. First we transform Eqs. (6)–(9) into
dimensionless ones:
{
−n˜0 (r˜) +
[√
−µ˜+ 2n˜(r˜) + r˜2 + d˜
]2
−
(
ξ
RTF
)2
1
r˜2
∂
∂r˜
(
r˜2
∂
∂r˜
)}√
n˜0 (r˜) = 0, (35)
q˜ (r˜) =
d˜n˜0 (r˜)√
−µ˜+ 2n˜(r˜) + r˜2 , (36)
n˜th (r˜) =
1
n¯
(
M
2piβℏ2
)3/2
ς 3/2
(
eβµ¯ [µ˜−2n˜(r˜)−r˜
2]
)
, (37)
n˜ (r˜) = n˜0 (r˜) + q˜ (r˜) + n˜th (r˜) . (38)
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Figure 10: (Color online) Phase diagram in the disorder strength-temperature plane for (a) weakly interacting 87Rb gas with
γ = 0.0007 and (b) strongly interacting 4He gas with γ = 0.2366. Thick and thin lines represent first order and continuous
phase transitions, respectively.
Where dimensionless quantities are as follows: n˜0(r˜) =
n0(r)/n¯ denotes the condensate density, q˜(r˜) = q(r)/n¯
the Bose-glass order parameter, n˜th(r˜) = nth(r)/n¯ the
thermal density, n˜(r˜) = n(r)/n¯ the total density, r˜ =
r/RTF the s radial coordinate, µ˜ = (µ − d2)/µ¯ the
chemical potential, d˜ = ξL the disorder strength, while
l =
√
~
MΩ is the oscillator length, RTF =
√
2µ¯/MΩ2
the TF cloud radius at zero temperature, and ξ = l
2
RTF
the coherence length in the center of the trap at zero
temperature. The chemical potential in the absence of
the disorder at zero temperature µ¯ = 15
2/5
2
(
aN
l
)2/5
ℏΩ
is deduced from the normalization condition (5) in the
clean case. We also need to write down the dimension-
less equivalent of the normalization condition (5):
ˆ ∞
0
n˜(r˜)r˜2dr˜ =
2
15
. (39)
For the total density n˜(r˜), the condensate density
n˜0(r˜), the Bose-glass parameter q˜(r˜), and the thermal
density n˜th(r˜) we have three algebraic equations (36)–
(38) and one nonlinear partial differential equation (35),
which is impossible to solve analytically. Thus we use
here again the TF approximation, and neglect the ki-
netic term in the self-consistency equation (35), which
becomes in the superfluid region:
n˜0 (r˜) =
[√
−µ˜+ 2n˜(r˜) + r˜2 + d˜
]2
, (40)
where Eqs. (36)–(38) remain the same. Outside the su-
perfluid region Eq. (35) is solved by n˜0 (r˜) = 0.
In the following, we treat first the clean case, where
we have no disorder, so as to study only the impact of
thermal fluctuations on the BEC system, and then we
treat the general case, where disorder and temperature
occur simultaneously.
C. Clean case
Even the simpler clean case represents a challenge and
has to be treated in the literature either perturbatively
with respect to the interaction [64] or fully numerically
[65]. In the clean case we have no Bose-glass contribution,
as we can deduce q˜ (r˜) = 0 from Eq. (36), but only a
thermal contribution n˜th (r˜) to the total density n˜ (r˜).
Therefore, in this subsection, two different cases have to
be distinguished: in the first one the bosons can be in the
condensate or in the excited states, which corresponds to
the superfluid region, while in the second one all bosons
are in the excited states and there is no condensate any
more, so this represents the thermal region.
Using the Robinson approximation [58, 66],
ς ν (e
x) = Γ (1− ν) (−x)ν−1+
∞∑
k=0
xk
k!
ς (ν − k) , x < 0,(41)
for ν = 3/2 the TF-approximated Eqs. (37), (38), and
(40) reduce in the superfluid region to:
n˜0 (r˜) ≈ µ˜− r˜2 − 2g
µ¯
(
M
2piβℏ2
)3/2 [
Γ
(
−1
2
)√
βµ¯ n˜0 (r˜)
+ ς
(
3
2
)
− βµ¯ n˜0 (r˜) ς
(
1
2
)]
, (42)
n˜th (r˜) =
µ˜− n˜0 (r˜)− r˜2
2
, (43)
n˜(r˜) = n˜0 (r˜) + n˜th (r˜) . (44)
Equation (42) represents a quadratic equation with re-
spect to
√
n˜0 (r˜) and has, thus, two solutions:
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n˜0 (r˜) =
[
−1 + 2gβ
(
M
2piβℏ2
)3/2
ς
(
1
2
)]−2
{
−2g
µ¯
(
M
2piβℏ2
)3/2√
piβµ¯ ±
{
4piβg2
µ¯
(
M
2piβℏ2
)3
− 4
[
−µ˜+ r˜2
2
+
g
µ¯
(
M
2piβℏ2
)3/2
ς
(
3
2
)]
×
[
1
2
− βg
(
M
2piβℏ2
)3/2
ς
(
1
2
)]} 12

2
. (45)
We choose the one with the positive sign, which corre-
sponds to the numerical solution without Robinson ap-
proximation. We insert this solution for the condensate
density n˜0 (r˜) into Eq. (43) in order to get the ther-
mal density n˜th (r˜), and the sum of them then repre-
sents the particle density n˜(r˜) according to Eq. (44).
The condensate radius R˜TF1, which separates the su-
perfluid from the thermal region, is obtained by setting
the derivative of Eq. (42) with respect to n˜0 (r˜) to zero,
i.e., ∂r˜∂n˜0(r˜)
∣∣∣∣∣
r˜=R˜TF1
= 0. The resulting condensate density
n˜0
(
R˜TF1
)
is inserted again into equation (42) in order to
get the following analytical expression for the condensate
radius:
R˜TF1 =
[
µ˜− 2g
µ¯
(
M
2piβℏ2
)3/2
ς
(
3
2
)
(46)
+
1
µ¯
(
M
2piβℏ2
)3
4piβg2
1− 2gβ
(
M
2piβℏ2
)3/2
ς
(
1
2
)
] 1
2
.
In the thermal region the condensate vanishes, i.e.,
n˜0(r˜) = 0 and n˜th (r˜) = n˜(r˜). In that case the self-
consistency equation (37) reduces to:
n˜ (r˜) =
g
µ¯
(
M
2piβℏ2
)3/2
ς 3/2
(
eβµ¯ [µ˜−2n˜(r˜)−r˜
2]
)
. (47)
Transcendent Eq. (47) contains the polylogarithmic func-
tion ς 3/2 and, thus, cannot be solved analytically for
n˜ (r˜). Furthermore, the Robinson formula (41) cannot
be applied in the thermal region, since it would yield
a diverging density, which is not physical. Thus, the
density of the thermal region (47) can be treated only
numerically. The cloud radius R˜TF2, where the thermal
density, and also as a consequence the total density, van-
ishes is defined here conveniently by the length where the
thermal density is equal to 10−5.
In this subsection we perform our study again for 87Rb
atoms with the following experimentally realistic param-
eters: N = 106, Ω = 100Hz, and a = 5.29 nm. For those
Figure 11: (Color online) Total density n˜(r˜) (dotted, black),
condensate density n˜0(r˜) (solid, blue), and thermal density
n˜th (r˜) (dashed, red) with the blow-up of transition region
as a function of radial coordinate r˜ for T = 60 nK yielding
µ˜ = 0.566.
parameters the oscillator length is given by l = 2.72µm,
the coherence length in the center of the trap turns out
to be ξ = 348.89 nm and the Thomas-Fermi radius reads
RTF = 21.29µm, so the assumption ξ ≪ RTF for the TF
approximation is, indeed, fulfilled.
Using those parameter values, we determine the densi-
ties of both the superfluid and thermal region. After that
the chemical potential µ˜ has to be fixed using the nor-
malization condition (39), where the total density n˜ (r˜)
is the combination of the total densities from both the
superfluid region and the thermal region. The result-
ing densities are combined and plotted in Fig. 11 for the
temperature T = 60 nK.
Figure 11 shows that the condensate density n˜0(r˜) is
maximal at the center of the cloud and decreases when we
move away from the center until the condensate radius
R˜TF1, where it jumps to zero. For the chosen parameters
the jump is too small to be visible but it exists as it is
shown in the blow-up. The thermal density n˜th (r˜) is
increasing until reaching its maximum at the condensate
radius R˜TF1, and then it decreases exponentially to zero.
The total density n˜(r˜) is maximal in the trap center and
decreases when one moves away from it, until it vanishes.
Note that in the thermal region the total density n˜(r˜)
and the thermal density n˜th (r˜) coincide. Although both
the condensate density n˜0(r˜) and the thermal density
n˜th (r˜) are discontinuous at the condensate radius R˜TF1,
the total density n˜ (r˜) remains continuous but reveals a
discontinuity of the first derivative. We conclude from
Fig. 11 that the condensate is situated in the trap center,
while the bosons in the excited states are located at the
border of the trap.
In order to study how the temperature changes the
respective Thomas-Fermi radii, we plot them in Fig. 12a
as functions of the temperature T . This figure reveals
the existence of two phases: a superfluid phase, where
the bosons are either in the condensate or in the excited
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Figure 12: (Color online) (a) Condensate radius R˜TF1 (square, blue) and cloud radius R˜TF2 (triangle, red) and (b) fractional
number of condensed particles N0/N (square, blue) and in the excited states Nth/N (triangle, red) as a function of temperature
T .
states, and a thermal phase, where all particles are in
the excited states. The condensate radius R˜TF1 decreases
with the temperature until it vanishes at the critical tem-
perature Tc marking the location of the phase transition.
The critical temperature Tc is the solution of the equality
R˜TF1 = 0, i.e., we get from Eq. (46)
4pig2T 2c
µ¯kB
(
MkB
2piℏ2
)3
+
[
µ˜c − 2g
µ¯
(
MkBTc
2piℏ2
)3/2
ς
(
3
2
)]
×
[
1− 2g
√
Tc
kB
(
MkB
2piℏ2
)3/2
ς
(
1
2
)]
= 0, (48)
where µ˜c is the critical chemical potential at the phase
transition, whose first-order correction follows from
Eq. (47)
µ˜c = 2n˜(0) =
2g
µ¯
(
MkBTc
2piℏ2
)3/2
ς
(
3
2
)
. (49)
For the chosen parameters we obtain by solving the
system (48) and (49) the values Tc = 65.71 nK and µ˜c =
0.08, the former agreeing well with Fig. 12a. The critical
temperature can be compared with the one given via the
first-order correction [64, 67]
Tc − T 0c
T 0c
= −1.33a
l
N1/6, (50)
where T 0c =
~Ω
kB
(
N
ς(3)
)1/3
denotes the critical tempera-
ture for the non-interacting BEC. Equation (50) is ob-
tained by inserting Eqs. (47) and (49) into the normal-
ization condition (39) and by expanding the result to first
order with respect to the contact interaction strength g.
We read off from Eq. (50) that the repulsive interaction
reduces the critical temperature. For the chosen param-
eters the critical temperature of the ideal Bose gas reads
T 0c = 71.87 nK. According to formula (50) the criti-
cal temperature for the interacting case has the value
Tc = 70.01 nK, which is nearly the one obtained above
and in Fig. 12a. On the other hand, the cloud radius
R˜TF2 turns out to increase with the temperature.
In Fig. 12b the fractional number of the condensate
N0/N =
15
2
´ R˜TF1
0
r˜2n˜0 (r˜) dr˜ is plotted as a function of
the temperature T . We note that N0/N is equal to one
at zero temperature, i.e., all particles are in the con-
densate, then it decreases with the temperature until it
vanishes at Tc, marking the end of the superfluid phase
and the beginning of the thermal phase. Conversely, the
fractional number of the particles in the thermal states
Nth/N =
15
2
´ R˜TF2
0
r˜2n˜th (r˜) dr˜, where Nth is the number
of particles in the excited states, increases with the tem-
perature until being maximal at Tc, and then it remains
constant and equals to one in the thermal phase since all
particles are in the excited states.
In order to study for which temperature range the TF
approximation is valid, we plot the ratio of the conden-
sate density at the condensate radius n˜0(R˜TF1) with re-
spect to the condensate density at the center of the BEC
n˜0(0) as a function of the temperature in Fig. 13. We
read off that this ratio is negligible for T < Tc and has
a sudden jump for T ≈ Tc. This means that the TF
approximation is valid in the superfluid phase but not
in the transition region, where one would have to go be-
yond the TF approximation and take the influence of the
kinetic energy in Eq. (35) into account.
D. Disordered case
In this subsection we consider the BEC system to be in
a disordered landscape as well as at finite temperature.
Thus, we investigate now the effect of both temperature
and disorder on the properties of the system, in particu-
lar on the respective densities and Thomas-Fermi radii.
Generically, we have to distinguish three different regions
as illustrated in Fig. 14: the superfluid region, where the
bosons are distributed in the condensate as well as in
the minima of the disorder potential and in the excited
states, the Bose-glass region, where there are no bosons
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Figure 13: (Color online) Ratio of n˜0(R˜TF1) and n˜0(0) as a
function of temperature T .
in the condensate so that all bosons contribute to the
local Bose-Einstein condensates or to the excited states,
and the thermal region, where all bosons are in the ex-
cited states. In the following we analyze the properties of
each region separately. To this end, we have to solve the
dimensionless algebraic Eqs. (36)–(38), (40) and the nor-
malization condition (39). We start first with the thermal
region and the Bose-glass region, since they are easier to
treat, and then we focus on the superfluid region.
1. Thermal region
In the thermal region only the thermal component con-
tributes to the total density, so we have n˜0(r˜) = q˜ (r˜) = 0
and n˜th (r˜) = n˜(r˜). In this case we just need Eq. (37),
which reduces to
n˜th (r˜) =
g
µ¯
(
M
2piβℏ2
)3/2
ς 3/2
(
eβµ¯ [µ˜−2n˜th(r˜)−r˜
2]
)
,
(51)
and can only be solved numerically. The cloud radius
R˜TF3, which characterizes the end of the thermal region,
is determined here by setting n˜th
(
R˜TF3
)
= 10−5.
2. Bose-Glass region
In the Bose-glass region the condensate vanishes, i.e.,
n˜0(r˜) = 0, and we only need the self-consistency equa-
tions (36)–(38), which reduce to:
q˜ (r˜) =
µ˜− r˜2
2
− g
µ¯
(
M
2piβℏ2
)3/2
ς
(
3
2
)
, (52)
n˜th (r˜) =
g
µ¯
(
M
2piβℏ2
)3/2
ς
(
3
2
)
, (53)
Figure 14: (Color online) Illustration for the distribution of
bosons in the superfluid (SF) region, where the condensate
density n˜0(r˜), the Bose-glass order parameter q˜ (r˜) , and the
thermal density n˜th (r˜) contribute to the total density n˜(r˜) =
n˜0(r˜)+ q˜ (r˜)+ n˜th (r˜). In the Bose-glass region the condensate
vanishes and in the thermal region all particles are in the
excited states.
n˜(r˜) =
µ˜− r˜2
2
. (54)
Note that Eq. (53) reveals that the thermal density in the
Bose-glass region remains constant, which we consider to
be an artifact of the TF approximation. The Bose-glass
radius R˜TF2, which characterizes the end of the Bose-
glass region and the beginning of the thermal region, is
determined by setting q˜
(
R˜TF2
)
= 0 in Eq. (52), so we
get R˜TF2 =
√
µ˜− 2 gµ¯
(
M
2piβℏ2
)3/2
ς
(
3
2
)
.
3. Superfluid region
In the superfluid region all densities contribute to the
total density and the four algebraic coupled equations
(36)–(38) and (40) have to be taken into account. We
solve them according to the following strategy. At first
we get from Eqs. (36)–(38) one self-consistency equation
for the condensate density n˜0(r˜):
[√
n˜0(r˜)− d˜
]2
+ µ˜− r˜2 − 2n˜
3/2
0 (r˜)√
n˜0(r˜)− d˜
−2g
µ¯
(
M
2piβℏ2
)3/2
ς 3/2
(
e
−βµ¯
[√
n˜0(r˜)−d˜
]2)
= 0. (55)
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In the superfluid region we can apply the Robinson for-
mula (41) for ν = 3/2 to approximate Eq. (55) as
0 =
[√
n˜0(r˜)− d˜
]3 [
1− 2gβ
(
M
2piβℏ2
)3/2
ς
(
1
2
)]
+ 2
[
g
(
M
2piβℏ2
)3/2
Γ
(
−1
2
)√
β/µ¯+ 3d˜
]
×
[√
n˜0(r˜)− d˜
]2
+ 2d˜3 +
[√
n˜0(r˜)− d˜
]
×
[
2
g
µ¯
(
M
2piβℏ2
)3/2
ς
(
3
2
)
+ 6d˜2 − µ˜+ r˜2
]
, (56)
After having solved Eq. (56), we insert the result into the
other algebraic equations. To this end we have to rewrite
the other densities as functions of the condensate density
n˜0(r˜). From Eqs. (36) and (40) we get
q˜ (r˜) =
d˜n˜0 (r˜)√
n˜0(r˜)− d˜
, (57)
and from Eqs. (37) and (40) after applying the Robinson
formula (41) for ν = 3/2, we obtain:
n˜th (r˜) =
g
µ¯
(
M
2piβℏ2
)3/2 [
Γ
(
−1
2
)√
βµ¯
[√
n˜0(r˜)− d˜
]
+ ς
(
3
2
)
− βµ¯
[√
n˜0(r˜)− d˜
]2
ς
(
1
2
)]
. (58)
Thus, we have to solve the cubic self-consistency equa-
tion for the condensate density (56) via the Cardan
method and insert the solution into Eqs. (57), (58), and
(38) in order to get directly q˜ (r˜), n˜th (r˜), and n˜(r˜), re-
spectively. The cubic Eq. (56) has only one physical so-
lution. To determine the border of the superfluid region,
i.e., the condensate radius R˜TF1, where the solution of
Eq. (56) vanishes and which characterizes the edge of
the superfluid region as well as the beginning of the Bose-
glass region, we determine the first derivative of Eq. (56)
with respect to n˜0 (r˜), and then we set
∂r˜
∂n˜0(r˜)
∣∣∣∣∣
r˜=R˜TF1
= 0,
which yields:
3
[√
n˜0
(
R˜TF1
)− d˜]2
[
1− 2gβ
(
M
2piβℏ2
)3/2
ς
(
1
2
)]
+ 4
[
g
(
M
2piβℏ2
)3/2
Γ
(
−1
2
)√
β/µ¯+ 3d˜
]
×
[√
n˜0
(
R˜TF1
)− d˜]+
[
2
g
µ¯
(
M
2piβℏ2
)3/2
ς
(
3
2
)
+ 6d˜2 − µ˜+ R˜2TF1
]
= 0. (59)
Figure 15: (Color online) Spatial distribution of total density
n˜(r˜) (solid, black), condensate density n˜0(r˜) (dashed, blue),
Bose-glass order parameter q˜(r˜) (dotted-dashed, green), and
thermal density n˜th (r˜) (dotted, red) as functions of the ra-
dial coordinate r˜ for d˜ = 0.088. Since N is fixed, µ˜ can be
determined and results in µ˜ = 0.535.
This result we insert back into Eq. (56) in order to get
the analytical expression of the condensate radius R˜TF1.
As the result is too involved, it is not explicitly displayed
here.
E. Thomas-Fermi densities
Now we perform our study for 87Rb atoms and the
same experimentally realistic parameters as in Subsec-
tion IV.C and choose the temperature to be T = 60 nK.
To this end, we first calculate the densities in the thermal
region, the Bose-glass region, and the superfluid region.
After that we fix the chemical potential µ˜ using the nor-
malization condition (39), where the total density n˜(r˜) is
the sum of the densities from all regions. The resulting
densities are plotted in Fig. 15.
Figure 15 shows that the condensate density n˜0(r˜) is
maximal at the center of the cloud, then it decreases
until reaching its minimum at the condensate radius
R˜TF1 = 0.506. The Bose-glass order parameter q˜(r˜) is
also maximal at the center of the cloud, decreases un-
til the condensate radius R˜TF1 where it jumps upward,
then decreases until reaching its minimum at the Bose-
glass radius R˜TF2 = 0.588. The thermal density n˜th (r˜) is
behaving differently: it increases until reaching its max-
imum at the condensate radius R˜TF1, it stays constant
until the Bose-glass radius R˜TF2, then it decreases expo-
nentially to zero. Note that in the thermal region the
thermal
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Figure 16: (Color online) (a) Condensate radius R˜TF1 (square, blue) and Bose-glass radius R˜TF2 (triangle, red) and (b) blow-up
of Bose-glass region (c) cloud radius R˜TF3 (dotted, black) as functions of temperature T .
Figure 17: (Color online) (a) Fractional number of condensed particles N0/N (square, blue), in disconnected local minicon-
densates Q/N (triangle, red), and in excited states Nth/N (dotted, green) , (b) blow-up of disconnected local minicondensates
Q/N , and (c) blow-up of Bose-glass phase as functions of temperature T .
density coincides with the total density. The fact that the
thermal density remains constant in the Bose-glass region
is considered to be an artifact of the TF approximation.
The total density n˜(r˜) is maximal in the center of the
trap and decreases when we move away from the center
until it vanishes at the cloud radius R˜TF3 = 4.642. We
note also that, at the condensate radius R˜TF1, a down-
ward jump of the condensate density n˜0(r˜), an upward
jump of the Bose-glass order parameter q˜(r˜), and an up-
ward jump of the thermal density n˜th (r˜) occur in such a
way that the total density n˜(r˜) remains continuous but
reveals a discontinuity of the first derivative. The TF ap-
proximation captures the properties of the system within
the superfluid region, the Bose-glass region and the ther-
mal region but not at the transition point between two
regions, namely, between the superfluid region and the
Bose-glass region as well as between the Bose-glass re-
gion and the thermal region. This represents another
artifact of the applied TF approximation.
In the following we investigate separately the impact of
increasing the temperature T and the disorder strength d˜
on the properties of the dirty boson system, namely, the
Thomas-Fermi radii and the fractional number of con-
densed particles N0/N , in the disconnected local mini-
condensates Q/N , and in the excited states Nth/N .
F. Effects of the temperature
We start by studying the influence of the temperature
on the dirty boson system. To this end, we fix the disor-
der strength at d˜ = 0.088 and increase the temperature
T . The Thomas-Fermi radii are plotted as functions of
the temperature T in Fig. 16. Figure 16a shows that
both the condensate radius R˜TF1 and the Bose-glass ra-
dius R˜TF2 decrease with the temperature T until they
vanish. The blow-up in Fig. 16b reveals that the con-
densate radius R˜TF1 vanishes at Tc1 = 64.625 nK, which
corresponds to a phase transition from the superfluid to
the Bose-glass. This critical value of the temperature is
obtained by setting the condensate radius R˜TF1 to zero.
Thus, superfluidity is destroyed in our model at a critical
temperature, where approximately our TF approxima-
tion breaks down. The Bose-glass radius R˜TF2 vanishes
at Tc2 = 65.625 nK, which corresponds to a phase tran-
sition from the Bose-glass to the thermal. This critical
value of the temperature is obtained by setting the Bose-
glass radius R˜TF2 to zero. The existence of those two
phase transitions means that we are qualitatively above
the triple point introduced for the homogeneous case in
Fig. 10. Note that the difference of both critical temper-
atures △Tc = Tc2−Tc1 is quite small, which is expected,
since one can deduce from Eq. (51) that the shift△T goes
quadratically with the disorder strength d˜, which means
that the linear temperature shift vanishes in agreement
with the finding of Ref. [45]. Contrary to that, the cloud
radius R˜TF3 increases monotonously with the tempera-
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Figure 18: (Color online) Ratio n˜0(R˜TF1)/n˜0(0) as a function
of temperature T .
ture T in Fig 16c.
The occupancy fraction of the condensate N0/N =
15
2
´ R˜TF1
0
r˜2n˜0 (r˜) dr˜, of the disconnected miniconden-
sates Q/N = 152
´ R˜TF2
0 r˜
2q˜ (r˜) dr˜, and of the excited
states Nth/N =
15
2
´ R˜TF3
0
r˜2n˜th (r˜) dr˜ are plotted in
Fig. 17a as functions of the temperature T . We remark
that in the superfluid phase N0/N decreases with the
temperature T until vanishing at Tc1 marking the end
of the superfluid phase and the beginning of the Bose-
glass phase as it is illustrated in the blow-up in Fig 17c.
Conversely, in Fig 17b we see that Q/N increases with
the temperature T until reaching maximum at about
T = 50 nK, then decreases until vanishing at Tc2 mark-
ing the end of the Bose-glass phase and the beginning of
the thermal phase as shown in the blow-up in Fig 17c.
In Fig. 17a Nth/N increases starting from zero with the
temperature T until being equal to one at Tc2 , then it
remains constant. We conclude that, by increasing the
temperature until T = 50 nK, more and more particles
are leaving the condensate towards the local miniconden-
sates or the excited states. For the temperature values
50 nK < T < Tc1 the particles are leaving both the con-
densate and the local minicondensates towards the ex-
cited states. When the condensate vanishes at the criti-
cal temperature Tc1 , the particles keep leaving the local
minicondensates towards the excited states until the crit-
ical temperature Tc2 , where all particles are in the excited
states.
In order to study for which temperature range the TF
approximation is valid, we plot the ratio of the jump of
the condensate density at the Thomas-Fermi condensate
radius n˜0(R˜TF1) with respect to the condensate density
at the center of the BEC n˜0(0) as a function of the tem-
perature T in Fig. 18. We note that this ratio is neg-
ligible for T < Tc1 and has a sudden jump for T ≈ Tc.
This means that the TF approximation is valid in the su-
perfluid phase but not in the transition region from the
superfluid to the Bose-glass, where one would have to go
beyond the TF approximation and take the effect of the
Figure 19: (Color online) Ratio n˜0(R˜TF1)/n˜0(0) as a function
of disorder strength d˜.
kinetic energy in Eq. (35) into account.
G. Disorder effects
Now we study the influence of the disorder on the dirty
boson system. To this end, we choose the temperature
to be T = 60 nK and consider an increase of the disorder
strength d˜.
In order to determine for which range of the disorder
strength d˜ the TF approximation is valid, we plot the ra-
tio of the condensate density at the Thomas-Fermi con-
densate radius n˜0(R˜TF1) with respect to the condensate
density at the center of the BEC n˜0(0) as a function of
the disorder strength d˜ in Fig. 19. As only a moderate
density jump of about 50% should be reasonable, our ap-
proach is restricted to a dimensionless disorder strength
of about d˜ ≃ 0.11. For a larger disorder strength d˜ one
would have to go beyond the TF approximation and take
the influence of the kinetic energy in (35) into account.
The Thomas-Fermi radii are plotted as functions of the
disorder strength d˜ in Fig. 20. According to the behav-
ior of the Thomas-Fermi radii, we distinguish between
two different disorder regimes: the weak disorder regime
and the intermediate one. Figure 20a shows that, when
the disorder strength d˜ increases, the condensate radius
R˜TF1 increases slightly, then decreases until zero, which
corresponds to a phase transition at about d˜c = 0.181.
This critical value of the disorder strength is obtained
by setting the cloud radius R˜TF1 to zero. Thus, su-
perfluidity is destroyed in our model at a critical dis-
order strength, where approximately our TF approxima-
tion breaks down. Contrarily, the Bose-glass radius R˜TF2
decreases when the disorder strength d˜ increases in the
weak disorder regime, then increases in the intermediate
disorder regime until the phase transition, then it be-
comes constant, so that the bosonic cloud has a maximal
Bose-glass radius of lim
d˜→∞
R˜TF2 = 0.647. Figure 20a
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Figure 20: (Color online) (a) Condensate radius R˜TF1 at T = 60 nK (solid, blue) and at T = 0 (dotted, blue), Bose-glass radius
R˜TF2 at T = 60 nK (dashed, red) and at T = 0 (dotted-dashed, red) and (b) cloud radius R˜TF3 at T = 60 nK (solid, black) as
functions of disorder strength d˜.
Figure 21: (Color online) Fractional number of condensed par-
ticles N0/N (solid, blue), in disconnected local miniconden-
sates Q/N (dotted, red), and in excited states Nth/N (dashed,
green), as functions of disorder strength d˜.
shows also that in the weak disorder regime the conden-
sate radius R˜TF1 and the Bose-glass radius R˜TF2 coin-
cide, i.e., there is no Bose-glass region, only the superfluid
and the thermal regions exist. Furthermore, comparing
the condensate radius R˜TF1 and the Bose-glass radius
R˜TF2 at finite temperature with the corresponding ones
at zero temperature reveals that increasing the temper-
ature decreases the critical disorder strength value d˜c,
where the phase transition is taking place. In Fig 20b the
cloud radius R˜TF3 decreases with the disorder strength
d˜ in the weak disorder regime, then increases with it in
the intermediate disorder regime until becoming constant
at the phase transition, so that the bosonic cloud has a
maximal size of lim
d˜→∞
R˜TF3 = 4.649.
In Fig. 21 the fractional number of the condensate
N0/N , in the disconnected minicondensates Q/N , and
in the excited states Nth/N are plotted as functions of
the disorder strength d˜. We remark that in the superfluid
phase N0/N decreases with the disorder strength d˜ until
vanishing at d˜c, marking the end of the superfluid phase
and the beginning of the Bose-glass phase. Conversely,
Q/N and Nth/N increase with the disorder strength d˜,
i.e., more and more particles are leaving the condensate
towards the local minicondensates or the excited states.
In the Bose-glass phase, both fractions Q/N and Nth/N
remain constant.
V. CONCLUSIONS
From the presented results we see that for an isotropi-
cally trapped dirty Bose gas the TF approximation pro-
vides better description in three dimensions than in one
dimension [49] due to the fact that the fluctuations
are more pronounced in lower dimensions. Addition-
ally, at zero temperature the respective densities and
the Thomas-Fermi radii obtained via the TF approxi-
mation and the variational method turn out to agree
qualitatively well. In particular, a first-order quantum
phase transition from the superfluid phase to the Bose-
glass phase is detected at a critical disorder strength,
whose value is of the same order as the one determined
in Refs. [43, 44].
At finite temperature three regions coexist, namely, the
superfluid region, the Bose-glass region, and the thermal
region. Depending on the parameters of the system, three
phase transitions were detected, namely, from the super-
fluid to the Bose-glass phase, from the Bose-glass to the
thermal phase, and from the superfluid to the thermal
phase. We have also studied in detail the properties of
phase transitions. The obtained results could be particu-
larly useful for a quantitative analysis of on going exper-
iments with dirty bosons in three-dimensional harmonic
traps.
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