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ABSTRACT
We have measured the clustering properties of low-redshift (z < 0.3) sub-mm galaxies
detected at 250 µm in the Herschel-ATLAS Science Demonstration Phase (SDP) field.
We selected a sample for which we have high-quality spectroscopic redshifts, obtained
from reliably matching the 250-µm sources to a complete (for r < 19.4) sample of
galaxies from the GAMA database. Both the angular and spatial clustering strength
are measured for all z < 0.3 sources as well as for five redshift slices with thickness
∆z=0.05 in the range 0.05 < z < 0.3. Our measured spatial clustering length r0 is
comparable to that of optically-selected, moderately star-forming (blue) galaxies: we
find values around 5 Mpc. One of the redshift bins contains an interesting structure,
at z = 0.164.
Key words: far-infrared - surveys - galaxies: statistics
1 INTRODUCTION
A key statistical property of a given population of galaxies
is its clustering length, most often expressed as the scale-
length of the galaxy-galaxy autocorrelation function. This
statistic quantifies the environment of such a galaxy pop-
ulation, and thus helps to interpret their other properties.
This paper deals with clustering of low-redshift sub-mm de-
tected galaxies, which are expected to be relatively normal
galaxies, albeit with somewhat enhanced star formation as
compared to high-redshift sub-mm galaxies, which typically
have much higher star formation rates and are thought to
be mostly merger-induced star-bursting galaxies.
‘Normal’, local galaxies, as detected in the optical wave-
bands, have clustering lengths of 5–6 Mpc, depending on
colour and/or luminosity (e.g. Coil et al. 2008 for the DEEP2
sample, Zehavi et al. 2011 for the SDSS DR7 sample, and
Christodoulou et al. 2012 for an analysis of the SDSS DR7
sample using photometric redshifts calibrated using GAMA
data). In this paper we study the clustering properties of
galaxies selected at 250 µm for which we also have a spec-
troscopic redshift (of sufficient accuracy).
For sub-mm galaxies, various clustering estimates exist,
most often for samples where redshift information is sparse
and only small fields are covered. Early attempts to measure
the angular correlation function for high-z sub-mm galaxies
detected with SCUBA include Almaini et al. (2003), Webb
et al. (2003), Blain et al. (2004), and Scott et al. (2006).
A more recent estimate is that of Weiß et al. (2010), using
LABOCA. In this paper we make use of the Science Demon-
stration Phase (SDP) data of Herschel-ATLAS (Eales et al.
2010), which offers a wider area than was available to the
studies mentioned above, although at a shorter wavelength
(and thus a lower peak redshift). The angular clustering of
all reliably detected 250 µm sources in this SDP field has
been measured by Maddox et al. (2010). A similar measure-
ment for a similar sample, obtained as part of the HerMES
project, was presented by Cooray et al. (2010). Both these
measurements have been compared to model predictions by
Short & Coles (2011).
Here we study a subset of the galaxies used for the
⋆ Herschel is an ESA space observatory with science instruments
provided by European-led Principal Investigator consortia and
with important participation from NASA
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clustering analysis of Maddox et al. (2010): those with re-
liable spectroscopic redshifts. This allows us to study spa-
tial clustering, although only for redshifts below about 0.3,
where we have sufficient numbers of redshifts. In a related,
complementary paper, Guo et al. (2011) measure the cross-
correlation of a similar sample of galaxies, to study the clus-
tering bias of this sample and the properties of their haloes.
In Section 2 we first describe our particular sample of
low-redshift sub-mm sources, and how it was selected. In
Section 3 we describe the methods to estimate angular and
spatial clustering measures, which are then applied in Sec-
tion 4 to study the clustering properties of our sample. In
Section 5 we summarize our conclusions, and look forward
to what we can do once the full Herschel-ATLAS data set
becomes available. In this paper we adopt the following cos-
mological parameters where needed:H0= 73 km s
−1 Mpc−1,
Ωm=0.25, and ΩΛ=0.75.
2 OBSERVATIONAL DATA
The observational data used come from a match of source
catalogues obtained from Herschel-ATLAS (Eales et al.
2010) and GAMA (Driver et al. 2011), performed by Smith
et al. (2011). In this section we described the source cata-
logues and selection.
2.1 Herschel-ATLAS data and SPIRE source
catalogue
Our sample of low-redshift sub-mm sources is extracted from
the first Herschel-ATLAS data field that was taken as part
of the Science Demonstration Phase, as described in Eales et
al. (2010). Herschel-ATLAS is based on parallel scan mode
observations performed with Herschel (Pilbratt et al. 2010).
Maps from the SPIRE (Griffin et al. 2010) data were pro-
duced using a naive mapping technique after removing in-
strumental temperature variations from the time-line data
(Pascale et al. 2011). Noise maps were generated by using
the two cross-scan measurements to estimate the noise per
detector pass, and then for each pixel the noise is scaled by
the square-root of the number of detector passes.
Sub-mm sources were identified in the SPIRE maps as
described in Rigby et al. (2011). To produce a catalogue
of reliable sources, only those that are detected at the 5-σ
level at 250 µm were selected. In calculating the σ value for
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Figure 1. Top panel: sky distribution of all 250-µm sources above
33 mJy that overlap with the GAMA field. These sources cover
a wide range of redshifts. Bottom panel: those sources with spec-
troscopic redshifts of sufficient quality (see main text for details),
rPet < 19.4, and z < 0.3. Both panels were rotated by 25
◦ to take
into account the orientation of the Herschel SDP field, and have
no sources in the bottom-right corner which is not covered by
GAMA. Symbol sizes are (inversely) proportional to the sub-mm
magnitude at 250 µm.
each source, the relevant noise map was used, and the con-
fusion noise was added to this in quadrature. The average
1-σ instrumental noise values are 4, 4 and 5.7 mJy beam−1
respectively in the 250, 350 and 500 µm bands. The con-
fusion noise was estimated from the difference between the
variance of the maps and the expected variance due to in-
strumental noise: the 1-σ confusion noise was found to be 5,
6 and 7 mJy beam−1 at 250, 350 and 500 µm, in agreement
with Nguyen et al. (2010). The resulting total 5-σ limits are
33, 36, and 45 mJy beam−1 respectively.
2.2 Redshifts and source selection
Spectroscopic redshifts are taken from the GAMA database
(Driver et al. 2009; Baldry et al. 2010; Robotham et al. 2010;
Hill et al. 2011; Driver et al. 2011), which covers most of
the Herschel-ATLAS SDP field, except for a fraction below
declination δ = −1◦. These redshifts come from a variety
of sources, although most were taken by the GAMA team
using 2dF+AAOmega at the AAT (Driver et al. 2009).
The overlapping area contains 5370 sources for which
the SPIRE 250 µm flux is above 5σ (corresponding to
33 mJy). In order to assign spectroscopic redshifts from
GAMA, which has the SDSS sample as input catalogue, to
as many of these sources as possible, Smith et al. (2011)
matched the SPIRE sources to the SDSS DR7 sample
(Abazajian et al. 2009), using a likelihood-ratio analysis
(Sutherland & Saunders 1992). All r < 22.4 SDSS sources
within a 10 arcsec radius of each SPIRE source were con-
sidered, taking into account that the true counterpart could
be below the optical magnitude limit. In this process, Smith
et al. (2011) also calculated a reliability R for any given
source to be the correct counterpart, and we follow their
recommendation to only use sources with R > 0.8.
Besides cutting at reliability R, we also select GAMA
sources with redshifts of sufficient quality (Q >3, see Driver
et al. 2011 for a detailed definition of the redshift quality
parameter Q), and with rPet < 19.4, which is the Petrosian
magnitude cut for which GAMA was designed to be com-
plete in redshift coverage; GAMA has almost achieved that
(98.7% completeness for this cut).
We have tried supplementing these redshifts with (avail-
able) photometric redshifts from Smith et al. (2011), select-
ing only those that have uncertainties ∆z < 0.05, which is
equal to the size of the redshift bins we chose for our red-
shift slices (see section 4.1.2). These redshifts are mostly in
the range 0.3 < z < 0.4, but we found that their number is
too few to give a reliable clustering estimate in this range.
Also, the additional complexity of taking into account the
relatively large redshift errors result in clustering detections
that are marginal at best. We therefore chose not to use
photometric redshifts for this study.
Summarizing, we selected low-redshift sub-mm galaxies
which:
• are above 5σ at 250 µm (a flux cut of 33 mJy);
• are in the GAMA 9h field;
• have source ID reliability R > 0.8;
• have spectroscopic redshift quality Q > 3
• have rPet < 19.4;
• have z < 0.3.
The sample thus constructed, with flux limits in both op-
tical and sub-mm bands, leads to a somewhat specialized
selection. In particular at the faint end we select galaxies
that are either red, dusty, or both. For our spectroscopic
redshifts we are restricted to rPet < 19.4 galaxies, but we
do have photometric redshifts for many galaxies beyond that
(Smith et al. 2011). This allows us to estimate the mini-
mum fraction of low-redshift sub-mm galaxies missed in our
analysis (i.e. those with rPet > 19.4 but with a low pho-
tometric redshift) for each of the redshift slices considered.
For the Herschel-ATLAS Phase 1 dataset, which is much
larger than the SDP dataset considered here, photometric
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Figure 2. Redshift distribution of our sample of 250-µm sources
above 33 mJy, with the reliability, redshift quality, and Petrosian
r-band cuts applied (see main text for details). The smooth solid
line is a fit to the distribution of all selected redshifts: n(z) =
z1.5e7.0−26z
2
.
redshift have recently been estimated (Pearson et al. 2012)
for galaxies down to rPet ≈ 20.8, giving sufficient depth and
width to give a reasonable incompleteness estimate for our
low-redshift sub-mm samples, even though this is a lower
limit (there will still be low-redshift sub-mm galaxies with
rPet > 20.8, although we do not expect this fraction to be
large).
Performing this analysis for the G09 Phase 1 field, we find
an minimum incompleteness fraction of 14 per cent for z <
0.3, where this fraction is very low at the lowest redshift end,
and around 40 per cent near z = 0.3. These and additional
fractions are given and discussed in the relevant sections
below.
The top panel of Fig. 1 shows all 5σ SPIRE sources within
the GAMA field (using just the first two criteria that are
listed above), most of which are not actually identified in
the GAMA source catalogue. Those that are identified as
GAMA sources, have rPet < 19.4, z < 0.3, and are suffi-
ciently reliable matches with good quality redshifts (R > 0.8
and Q > 3), are shown in the bottom panel of Fig. 1. Both
panels were rotated by 25◦ to take into account the orien-
tation of the Herschel SDP field. The corner region below
δ = −1◦ is the area that is not part of the GAMA survey,
and therefore disregarded for the purpose of this paper.
The redshift distribution of the sources with GAMA red-
shifts is shown in Fig. 2 (all criteria except the last have
been applied). Beyond z = 0.3 the number of spectroscopic
redshifts (thin histogram in Fig. 2) quickly decreases, so we
restrict ourselves to z < 0.3 in this paper.
For the purpose of estimating the spatial clustering length
through the Limber equation inversion method (which in-
volves numerical solutions), we fit the redshift distribution
to a function of the form n(z) = z1.5ea−bz
2
. The best fit to
our observed distribution is for a = 7.0 and b = 26 (shown
as a smooth solid line in Fig. 2).
3 METHODS
3.1 Estimating the angular correlation function
The standard estimator for measuring angular correlations
is wLS = (DD − 2DR + RR)/RR (Landy & Szalay 1993),
where DD, DR and RR are the (normalized) galaxy-galaxy,
galaxy-random and random-random pair counts at separa-
tion θ. We employ a more abundant random catalogue (by
a factor of ten) that Poisson samples the same survey region
as our observed catalogue. The normalization takes out the
overabundance of the random catalogue by scaling the DR
and RR counts accordingly. For the estimate of w(θ) and
its errors we use the Jackknife technique (e.g. Wall & Jenk-
ins 2003, Norberg et al. 2009), employing 4× 4 regions and
estimating errors from the Jackknife sampling variance.
The estimator is to be fitted by its expected value
1 + 〈wLS〉 = [1 + w(θ)]/(1 + wΩ) , where the ‘integral con-
straint’ wΩ is the integral of the model for the two-point cor-
relation function over the survey area. We consider a two-
parameter fit for the generic power-law w(θ) = (θ/A)−δ,
as well as a single parameter fit for A with constant slope
δ = 0.8. Van Kampen et al. (2005) give details on the fit-
ting technique, which employs non-linear χ2-fitting using the
Levenberg-Marquardt method (Press et al. 1988). This al-
lows us to easily take into account the integral constraint,
but also produces the covariance matrix of the fitted param-
eters which provides a good estimate of their uncertainties.
For small samples, the estimates depend somewhat on the
way the data is binned. For this reason we have used a range
of bin sizes and intervals over which we bin the angular sep-
arations, and adopt the one that produces the smallest frac-
tional uncertainties in the jackknife estimates. Furthermore,
there is some evidence of a feature in the angular correlation
function near the filter scale of 2 arcmin used in the source
detection, so we excluded the corresponding bin from the
fit. This was only found to be important for the full sample
(as demonstrated by the fourth datapoint in Figure 3): no
difference was seen for the subsamples introduced in Section
4.2.
3.2 Spatial correlation length from w(θ)
The traditional method (e.g. Peebles 1980) for estimating
the spatial clustering length r0 is to measure the angular cor-
relation function and the redshift distribution, and then use
Limber’s equation (Limber 1953) to derive r0. We employ
the code used by Farrah et al. (2006), assuming a smooth
redshift distribution of the form n(z) = z1.5ea−bz
2
that is
fitted to the observed redshift distribution.
Because our analysis is limited to low redshift (z < 0.3),
the precise choice for the assumed evolution of the the corre-
lation function does not matter too much: assuming ‘stable
clustering’ (fixed in physical coordinates) of ‘comoving clus-
tering’ (fixed in comoving coordinates) does not change the
results much for z < 0.3 (most terms scale with 1 + z),
especially because we primarily consider redshift slices of
thickness ∆z = 0.05.
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Slice N minimum A δ r0
incompleteness [arcmin] [Mpc]
all z 5363 - 0.006 ± 0.008 0.51 ± 0.09 -
z < 0.3 724 14% 0.28 ± 0.33 1.10 ± 0.39 6.34 ± 5.44
0.05 < z < 0.10 123 1.1% 1.09 ± 0.97 0.80 ± 0.29 3.23 ± 2.19
0.10 < z < 0.15 137 2.3% 2.45 ± 1.20 0.62 ± 0.15 4.47 ± 1.72
0.15 < z < 0.20 167 7% 2.13 ± 0.62 0.95 ± 0.19 7.20 ± 1.81
0.20 < z < 0.25 136 20% 0.59 ± 0.66 0.58 ± 0.19 3.02 ± 2.50
0.25 < z < 0.30 145 39% 0.66 ± 0.86 1.05 ± 0.83 5.13 ± 5.50
Table 1. Clustering measures for all samples considered (see main text for details) for the two-parameter fits. An estimate for r0 for the
‘all z’ sample has not been given as its redshift distribution is unknown.
Figure 3. Angular correlation functions for all 250 µm galaxies
in the SDP field (i.e. the sample shown in the top panel of Fig.
1). The solid line shows the two-parameter fit, where the fitted
parameter values can be found in the top row of Table 1. Open
symbols represent negative values for the estimated correlation
function. Errors are obtained using the jackknife technique (see
main text for details).
4 RESULTS
4.1 Angular clustering without redshift
information
We first look at the angular correlation function of all sub-
mm galaxies detected by SPIRE at the 5σ level, i.e. the sam-
ple shown in the top panel of Fig. 1. Most of these galaxies
do not have measured redshifts, but because of the strong
negative K-correction at these wavebands we expect a wide
range of redshifts (see also Amblard et al. 2010).
The resulting angular correlation function, along with a
two-parameter power-law fit, is shown in Fig. 3, and displays
very little clustering, as was already shown by Maddox et
al. (2010) for the slightly larger full SDP dataset (that is,
including the small region that is not part of the GAMA
area). This should just be seen as a confirmation of the ear-
lier results, and is included here to demonstrate consistency.
4.2 Angular clustering in redshift slices
As redshift information is only reasonably complete for z <
0.3, we now restrict ourselves to these low redshifts. We first
Slice N A0.8 r0
[arcmin] [Mpc]
all z 5363 0.04 ± 0.02 -
z < 0.3 724 0.20 ± 0.04 5.62 ± 1.14
0.05 < z < 0.10 123 1.14 ± 0.38 3.29 ± 1.10
0.10 < z < 0.15 137 1.99 ± 0.51 5.23 ± 1.33
0.15 < z < 0.20 167 1.78 ± 0.31 5.68 ± 1.00
0.20 < z < 0.25 136 1.20 ± 0.30 5.21 ± 1.31
0.25 < z < 0.30 145 1.13 ± 0.26 5.42 ± 1.26
Table 2. Clustering measures for all samples considered (see main
text for details) for the one-parameter fits (fixed slope: δ = 0.8).
An estimate for r0 for the ‘all z’ sample has not been given as its
redshift distribution is unknown.
consider the whole range 0 < z < 0.3, which is the sample
for which the spatial distribution on the sky is shown in the
bottom panel of Fig. 1. The SDP field is rotated by 25◦,
so our x and y coordinates represent a rotated coordinate
system with respect to the usual RA and Dec axes.
The angular clustering estimate for these 724 sources is
shown in the top left panel of Fig. 4a, along with the two-
parameter fit to this estimate. We see that the z < 0.3 angu-
lar clustering signal is fairly low for the two-parameter fit,
with a large uncertainty on the clustering amplitude (see
Table 1): the dilution of any intrinsic clustering signal due
to the long line-of-sight (of order 30 times the width of the
lightcone) is apparently too severe. If we fix the slope at
δ = 0.8 (as shown in Fig. 4b), we find a more significant one-
parameter fit for the amplitude, although the uncertainty is
still considerable.
To remove some of the dilution of the clustering signal due
to projection along the line-of-sight, we cut the lightcone in
redshift slices. Given the measured redshift distribution, as
shown in Fig. 2, we selected redshift slices such that these
are as thin as possible but still contain a sufficient number
of sources for a reliable clustering estimate. We start at z =
0.05, where the redshift distribution starts to pick up, and
end at z = 0.3, as the redshift distribution drops sharply
there. Our clustering estimator works well for over a hundred
sources, which allows for a redshift interval of ∆z = 0.05 for
the present sample (for the full Herschel-ATLAS data set
we should be able to adopt thinner slices). This gives us five
redshift slices in all.
The resulting angular clustering estimates are shown in
Fig. 4a, for the two-parameter fits, and in Fig. 4b for the
one-parameter fits. Please note that the integral constraint
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Figure 4a. Angular correlation functions for 0 < z < 0.3 (top left panel) and for each redshift slice, with two-parameter fits shown.
The values of the fitted parameters are listed in Table 1. Open symbols represent negative values for the estimated correlation function.
Errors are obtained using the jackknife technique (see main text for details).
(see Section 3.1) is a function of amplitude A and slope δ,
but is also used to correct the data points. This results in
somewhat different data points in Figs. 4a and 4b (best seen
at the larger angles), as the fitted values for A and δ for the
two-parameter fit will be different from the fitted value for
A and the choice δ = 0.8 for the one-parameter fit.
The fitting parameters corresponding to the estimates
shown in Figs. 4a and 4b are listed in Tables 1 and 2, for
the two- and one-parameter fits, respectively, where N is the
number of sources in each slice. The spatial clustering length
r0, as listed in the last column of each table, is discussed in
the following section.
For the one-parameter fit a fixed slope with δ = 0.8 was
adopted, as found for local, optically selected galaxies. This
value is also consistent with all fitted slopes found from the
two-parameter fit, taking the uncertainties into account. It
might therefore be argued that adopting a fixed slope δ = 0.8
is a good approximation and helps to produce a tighter con-
straint on the clustering amplitude. Still, for both the two-
and one-parameter models we obtain a good fit for each
of the redshift slices, even though the angular correlation
function measure itself can be noisy for some of the redshift
slices. The best determinations are for the bins around the
peak of the redshift distribution, where we find the most
significant values for the fitting parameters. The slope is
in all cases consistent with that for normal galaxies, i.e.
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Figure 4b. Angular correlation functions for 0 < z < 0.3 (top left panel) and for each redshift slice, with one-parameter fits shown.
The values of the fitted parameters are listed in Table 2. Open symbols represent negative values for the estimated correlation function.
Errors are obtained using the jackknife technique (see main text for details). Please note that the data points are not the same as in Fig.
4a, as the integral constraint is a function of the fitting parameters but also used to correct the data points (see main text for details).
around δ ≈ 0.8, even though uncertainties can be consider-
able, and certainly for the higher redshift bins is somewhat
self-induced due to the optical selection (see Section 2.2)
and the choice δ = 0.8 for the fixed slope in the case of the
one-parameter fits. This is discussed further in Section 5.
4.3 Spatial clustering
In order to use the Limber equation inversion to estimate the
spatial clustering strength we need to use the redshift dis-
tribution, as shown in Fig. 2. Because of the relatively small
field of view, this distribution shows quite a bit of variance.
To ensure that the necessary numerical integrations are well
behaved, we fit a continuous function of the form z1.5ea−bz
2
to the observed redshift distribution, which is shown in Fig.
2 as a smooth solid line. For the fitting parameters we found
a = 7.0 and b = 26. The redshift distribution for all sources
is unknown at this point, so we do not estimate a spatial
clustering length for the full sample (first row in Table 1).
We then compute the spatial correlation length r0 for each
redshift slice using the Limber equation inversion technique
(see section 3.2), for both the two- and one-parameter fits,
assuming comoving clustering (if we assume stable cluster-
ing we obtain values for r0 which are roughly 10 per cent
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larger). For the spectroscopic redshifts we need not worry
much about the redshift errors, as these are much smaller
than the thickness of the slices (i.e. ∆z = 0.05).
The resulting values for r0 are listed in Tables 1 and 2,
respectively, in units of Mpc. As the resulting value is sen-
sitive to the slope of the angular correlation function, we
obtain different results for the two- and one-parameter fits
when the fitted slope (for the two-parameter fit) is different
from 0.8. Because of the significant uncertainties in the es-
timates of the clustering lengths, it is premature to study
the evolution of clustering with this data set. What is inter-
esting is that the slices are sufficiently thin to clearly detect
clustering, which is not the case for the larger redshift range
0 < z < 0.3. Once the whole area of Herschel-ATLAS is
covered, we should be able to reduce uncertainties to such
a level where we can systematically study clustering trends
with redshift.
4.4 A structure at z=0.164
The redshift distribution of our selected source population,
as shown in Fig. 2, displays a fairly pronounced peak near
z ≈ 0.16. If we zoom in on the redshift distribution around
this peak, as plotted in Fig. 5 (top panel), we see that the
peak is split in two, with the largest part centred around z =
0.164. Plotting the distribution of the corresponding sources
(Fig. 5, bottom panel) around this redshift, in the interval
0.162 < z < 0.166, we see an clear structure appearing. The
thickness of this redshift slice is around 15 Mpc, whereas at
this redshift the field-of-view is around 34 Mpc, so we are
likely seeing filamentary structure mostly aligned with the
plane of the sky.
Maddox et al. (2010), who performed the first angular
clustering analysis of this field, pointed out that there are
patchy wisps of cirrus that plague the SDP field. However,
this does not seem to align with the ‘filamentary structure’
shown in Fig. 5. Comparing to the distribution of galaxies
selected in the optical, that is, all GAMA galaxies with red-
shifts 0.162 < z < 0.166 and rPet < 19.4 (bottom panel of
Fig. 5), we see a similar filamentary structure, tracing the
low-redshift sub-mm galaxy distribution fairly well, but also
displaying several distinct galaxy groups which are absent
in the low-redshift sub-mm galaxy distribution. In Fig. 6 we
plot this same population of GAMA galaxies along the line
of sight, which clearly shows the overdensity of galaxies at
z = 0.164 to be produced by several groups and filaments
roughly perpendicular to the line-of-sight. The z = 0.164
structure might be responsible for the somewhat larger clus-
tering length seen in the 0.15 < z < 0.2 redshift bin (see Fig-
ure 4 and Tables 1 and 2), although the excess is marginally
significant.
5 CONCLUSIONS
We selected a sample of 250-µm sources, detected at the
5σ level, from the Herschel-ATLAS SDP data, and used the
cross-match with the GAMA catalogue to assign redshifts to
as many of these sources as possible, taking care to only use
reliable IDs and spectroscopic redshifts of sufficient quality,
and exploiting the near completeness of the GAMA spectro-
scopic redshifts for rPet < 19.4. Because the redshift distri-
Figure 5. A structure at z=0.164. The top panel shows a zoom-in
on the redshift distribution around the spike that is prominently
visible in Fig. 2. Sub-mm sources in the redshift slice 0.162 < z <
0.166, with all other selection criteria applied (see Section 2.2),
are shown in the middle panel. For clarity, symbol sizes are three
times larger than for Fig. 1. The bottom panel displays all rPet <
19.4 GAMA galaxies with redshifts in the same 0.162 < z < 0.166
slice.
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Figure 6. The z=0.164 structure along the line-of-sight seen in
GAMA for all galaxies with redshifts and rPet < 19.4. The ‘y’
coordinate is the same as used in Figs. 1 and 5, i.e. one of the
coordinates of the SDP field that is rotated by 25 degrees with
respect to RA and Dec.
bution drops off fairly quickly beyond z ≈ 0.3, we restricted
our analysis to z < 0.3.
Simply taking all 250-µm sources and ignoring any red-
shift information reproduces the result of Maddox et al.
(2010) for the same data set: no clear clustering signal for
these ∼5000 sources. Taking just the 910 galaxies at z < 0.3
that satisfy our selection criteria, we do detect clustering.
When we subdivide these galaxies into redshift slices of
thickness ∆z = 0.05 we detect a significant clustering signal
for most of the slices. Clearly the dilution of the clustering
signal along the line of sight is too strong for the relatively
small area we have covered for the SDP data, but the results
for the slices show that for the full area of Herschel-ATLAS
we should be able to cleanly detect a clustering signal, and
study how this evolves with redshift.
In a related paper, Guo et al. (2011) measured the
cross-correlation function of the Herschel-ATLAS SDP and
GAMA sources, but also their autocorrelation functions.
They used a different method, but for a similar sample. Their
estimate for the spatial clustering length of 4.76±0.63 Mpc,
obtained for a redshift distribution peaking at z = 0.19, is
consistent with our measures for the (thinner) redshift slices
in the same range (both for the two- and one-parameter fits).
Even though our clustering lengths are somewhat larger in
most of our bins, the uncertainties are too large to estab-
lish whether there is a significant discrepancy between our
results: we will need the full area of Herschel-ATLAS to test
this.
Our estimates for the five redshift slices (in the range
0.05 < z < 0.3) give a mean spatial clustering length of
4.6± 3.4 Mpc for the two-parameter fits, and 5.0± 1.2 Mpc
for the one-parameter fits (the smaller error is due to the
assumption for the slope of the correlation function). These
values are very close to what is found for optically selected
galaxies in the SDSS: Zedavi et al. (2011) found spatial clus-
tering lengths between roughly 4 and 10 Mpc, depending on
the absolute luminosity threshold adopted, with r0 increas-
ing for increasingly brighter thresholds. Most of their sub-
samples have r0 in the range 5–6 Mpc. For our special selec-
tion criteria we have a distribution over optical luminosities
that is not sharply cut-off, so a straightforward comparison
cannot be made, although our spatial clustering lengths are
in the same range. From this point of view, our z < 0.3
250-µm selected galaxies do not appear to be very different
from optically selected galaxies, edging towards blue galax-
ies (e.g. Coil et al. 2008, Zehavi et al. 2011, Christodoulou
2012), which would indicate that our sample consists mostly
of moderately star-forming galaxies. We will investigate this
in more detail for the full Herschel-ATLAS sample.
One caveat in the comparison to optically-selected galax-
ies is that our samples are not complete in the sub-mm band
due to the optical limit rPet < 19.4, which means that we
miss low-redshift galaxies with rPet > 19.4 that are still
bright enough in the sub-mm to be included in our sample.
In Section 2.2 we introduced and estimated the minimum
fraction missed for each of our subsamples (listed in Table
1). This is a minimum fraction as the photometric redshifts
used in this estimate go deeper (to rPet ∼ 20.8) but still do
not include all possible z < 0.3 sub-mm galaxies. For the
lowest redshift slices this fraction is small, so the conclusion
that sub-mm galaxies in that redshift range cluster like opti-
cal galaxies is fairly robust. However, for the highest redshift
slice (0.25 < z < 0.3) the incompleteness is at least 39 per
cent, and the optical selection starts to become fairly dom-
inant, making the comparison to a fully optically-selected
sample somewhat self-induced.
A more general caveat is that any incompleteness in the
sample could bias the clustering estimate if any of our
(sub)samples is not fair, i.e. not a good representation of
the sub-mm (sub)sample that would include all rPet > 19.4
sources as well. As the incompleteness at low redshifts is mi-
nor, for the lowest redshift redshift slices this is not a worry,
but for the higher redshift slices the samples are relatively
incomplete and might be biased. This will have to be inves-
tigated further using the Phase 1 dataset, where we will also
use other methods to estimate the spatial clustering length.
Finally, we found an interesting structure in the redshift
cone, at z = 0.164, which is a likely filamentary structure
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roughly aligned with the plane of the sky. It is also seen to
have several galaxy groups in the optical waveband which
are absent in the sample we selected for the clustering analy-
sis. The sources in these groups will provide excellent targets
for follow-up studies with instruments such as ALMA that
have much higher spatial resolution than SPIRE.
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