The aim of this study is to understand the inherent expressive power of CTL operators. We investigate the complexity of model checking for all CTL fragments with one CTL operator and arbitrary Boolean operators. This gives us a fingerprint of each CTL operator. The comparison between the fingerprints yields a hierarchy of the operators that mirrors their strength with respect to model checking.
Introduction
Temporal logics are a long-used and well-understood concept to model software specifications and computer programs by state transition semantics. The first approaches in this currently quite large area of research go back to Prior [28, 29] . The logics became more prominent in the 70s and 80s due to significant effort of Pnueli [25] , Emerson, Halpern, and Clarke [9, 11] . Usually one distinguishes between three temporal logics: linear time logic LTL, computation tree logic CTL, and the full branching time logic CTL * . All these logics are defined as extensions of (modal) propositional logic to express properties of computer programs by introducing two path quantifiers A and E, resp., five temporal operators neXt, Until, Future, Globally, and Release. From a syntactic point of view, the three temporal logics differ in the way how the path quantifiers and temporal operators may be combined. The computation tree logic CTL allows operators that are combined from one path quantifier directly followed by one temporal operator. Thus there are ten different CTL operators, e.g., EX or AU.
The most important decision problems related to temporal logics are the satisfiability problem and the model checking problem. The complexity of these problems ranges between P and 2EXPTIME and has been classified for the general cases [31, 32, 12, 13, 27, 8, 30] . Recently the satisfiability problem for all three logics has been completely classified with respect to all Boolean and temporal operator fragments [20, 3] , motivated in part by the fundamental work of Post [26] on Boolean functions. In the same way, the model checking problem for LTL was studied in detail [2] . The model checking problem for CTL has been deeply understood by Beyersdorff et al. [4] , who examined the complexity of CTL fragments that have arbitrary CTL operators that are combined only with all monotone Boolean operators. For model checking, there are seven relevant fragments of Boolean operators [2] , but only one of these was considered in [4] .
We aim to fill this gap by classifying the remaining relevant Boolean operator fragments for the computation tree logic CTL. More specifically, we examine the complexity of CTL model checking for all fragments of formulas that combine one of the ten CTL operators with one of the seven relevant fragments of Boolean operators. With our work, one can completely characterise all but two of these combinations. As a possible benefit of this study, we improve the understanding of the model checking task on very detailed level. In particular, we can now answer questions of the following kinds. How do specific Boolean or temporal operators influence the complexity of the problem? Which operators essentially prohibit to efficiently parallelise the algorithmic model checking task (P versus LOGCFL). Seen as a toolbox of algorithms for every possible fragment one might improve current algorithms used in practice depending in which fragment the input formula is contained. The step of using the theoretically proven results from this paper as improvements of algorithms from practice is left for further research. Our classifications-informally called fingerprints-yield a preorder expressing how powerful a CTL operator is. We say a CTL operator T is mc-stronger than T , in symbols T T , if for every set B of Boolean operators the model checking problem for the ({T } ∪ B)-fragment of CTL is computationally harder than that for the ({T } ∪ B)-fragment. The resulting partial order is shown in Fig. 1 and relates to the notion of expressiveness of CTL fragments [17] .
Whereas the notion of expressiveness deals with the logical equivalence of formulas from different fragments, our concept of mc-strength deals with the equivalence w.r.t. reducibility of model checking instances for different fragments. Expressiveness is meaningful from a language-theoretic point of view, and mc-strength from the computational complexity perspective. See a further discussion on that topic in the conclusion. The semantics of the existential CTL operators are depicted in Fig. 3 . The remaining CTL operators can be expressed as duals of the above defined operators. We have the equivalences AX ϕ ≡ ¬ EX ¬ϕ, AF ϕ ≡ ¬ EG ¬ϕ, AG ϕ ≡ ¬ EF ¬ϕ, ψ AR ϕ ≡ ¬(¬ψ EU ¬ϕ), and ψ AU ϕ ≡ ¬(¬ψ ER ¬ϕ). Moreover, the operators EX, EG, EU are a minimal set of CTL operators that together with the Boolean operators suffice to express any from the others [17] , and with the Boolean operators ∧, ⊕ one can express every Boolean function. For a set T ⊆ {EX, AX, EG, AG, EF, AF, EU, AU, ER, AR, ∧, ∨, ¬, ⊕} of Boolean functions and CTL operators, a T -formula is a formula that has operators only from T . The T -fragment of CTL is the set of all T -formulas. The model checking problems for CTL fragments are defined as follows.
Problem: CTL-MC(T ) Description:
The model checking problem for T -fragments of CTL.
Input: A CTL formula φ with operators in T ⊆ {EX, AX, EG, AG, EF, AF, EU, AU, ER, AR, ∧, ∨, ¬, ⊕}, a Kripke model M = (W , R, ξ), and a state w 0 ∈ W . Question: Does M, w 0 | φ hold ?
Usually we will omit the {·} and ∪ in the problem notion for convenience, e.g., we will write CTL-MC(EX, B) and formally mean CTL-MC({EX} ∪ B).
Post [26] classified the lattice of all relevant sets of Boolean operators-called clonesand found a finite base for each clone. Formally, if B is a finite set of Boolean functions, then [B] is the smallest set, which is derived by arbitrary composition of functions in B ∪ {id} (where id is the identity function), such that [B] = B is true. Böhler et al. [5] explain how to utilise this lattice in the setting of complexity theory. They present definitions of all clones, as well as the full inclusion graph. Threshold functions with a degree for every natural number are the reason why, in general, there is an infinite set of clones. Nevertheless, for model checking luckily there are only seven different clones [2] . Informally explaining this fact, the model checking problem P restricted to a specific set B of Boolean functions easily reduces the model checking problem P restricted to the set B ∪ { , ⊥}: One merely introduces two fresh atomic propositions, call them t and f , and label t everywhere in the given Kripke structures and f nowhere. Lastly, replace in the formula of the P-instance by t and ⊥ by Figure 4 shows the relevant clones described by their standard bases. Observe that the exclusive-or function ⊕ is above of ¬ in the lattice. A reason for that is that ¬ϕ ≡ ϕ ⊕ and 1 can be simulated by a fresh variable as before. See, e.g., the work of Meier et al. [19] for more explanations about working with Post's lattice in the context of model checking problems.
Computational complexity
We will make use of standard notions of complexity theory [24] . In particular, we will make use of the complexity classes NL, LOGCFL, AC 1 , and P. NL is the class of problems decided by nondeterministic logarithmically space-bounded Turing machines. The typical complete problem is the graph accessibility problem for directed graphs GAP (given a directed graph with two nodes s and t, is there a path from s to t?). LOGCFL is the class of problems decided by nondeterministic logarithmically space-bounded Turing machines, that are additionally allowed to use a stack and run in polynomial time. AC 1 is the class of problems decided by alternating logarithmically space-bounded Turing machines with a logarithmically bounded number of alternations. We will shortly present complete problems for both of these classes. In order to prove hardness results, we will make use of logarithmic space bounded many-one reductions ≤ log m . It is known that NL ⊆ LOGCFL ⊆ AC 1 ⊆ P but not whether any inclusion is strict.
Clarke et al. [8] showed that model checking for CTL is in P, and Schnoebelen [30] showed that it is P-hard.
How CTL operators compare with respect to the complexity of model checking was investigated by Beyersdorff et al. [4] in the following way. They completely characterise the complexity of CTL-MC(T , ∧, ∨) for every singleton set T of CTL operators. They show that this complexity is either P-complete or LOGCFL-complete. In particular, they show that, for singletons S ⊂ {AF, EG, AU, EU, AR, ER}, the problems CTL-MC(S, ∧, ∨) are Pcomplete, whereas for all other singletons S ⊂ {AX, EX, EF, AG} CTL-MC(S, ∧, ∨) is only LOGCFL-complete.
Next, we consider problems that we will use for reductions in our hardness proofs. The alternating graph accessibility problem was shown to be P-complete by Chandra et al. [6] , and Immerman [14] . We use the following restricted version of this problem that is very similar to Boolean circuits with and-and or-gates (and input-gates). An alternating slice graph [23] G = (V , E) is a directed bipartite acyclic graph with a bipartitioning V = V ∃ ∪ V ∀ , and a further partitioning
(All edges go from slice V i to slice V i+1 for i = 0, 1, 2, . . . , m − 1.) All nodes excepted those in the last slice V m have a positive outdegree. Nodes in V ∃ are called existential nodes, and nodes in V ∀ are called universal nodes. Notice that V 0 ⊆ V ∃ by definition. Alternating paths from node x to nodes in T ⊆ V m are defined as follows by the property apath G (x, T ).
The problem ASGAP is similar to the alternating graph accessibility problem, but for the restricted class of alternating slice graphs.
such that m log n. Similarly, we consider the problem ASGAP(∀ out = 2, ∃ in = 1) log which is the subset of ASGAP(∀ out = 2, ∃ in = 1) with graphs of logarithmic depth. The following completeness results are straightforward.
Theorem 2
1. ASGAP is P-complete [22] .
Results
In this section we present our results and give informal explanations on how to prove them. The technical details are presented in the succeeding Sect. 4.
The P-hardness of CTL-MC(EX, AX) [30] can be shown by a straightforward reduction from ASGAP(∀ out = 2, ∃ in = 1) to CTL-MC(EX, AX). The reduction function maps instance
where (W , R) is obtained from G by adding loops to nodes without successors, ξ satisfies atom t in all elements of T , and the formula EX AX · · · t has a prefix of alternating EX and AX operators according to the alternating V ∃ and V ∀ slices of G. An example is shown in Fig. 6 . Essentially, our following question is how to simulate EX and AX in this setting by combinations of a single CTL operator and Boolean operators.
For the case of existential next operator EX, its model checking fingerprint actually is already known [30, 4, 19] even though it is not always stated in the way we do it here. For example, since AX α ≡ ¬ EX ¬α, every formula of the {EX, AX}-fragment has an equivalent formula in the {EX, ¬}-fragment. Therefore, one immediately obtains P-completeness of CTL-MC(EX, ¬) from the above. Can one also simulate AX by EX with ∧? In fact, one can only for the price of doubling the formula size with each simulated AX. More formal, one cannot unless P = LOGCFL. Figure 7 sketches how this simulation can be done. We take advantage of the structure of the instances of ASGAP(∀ out = 2, ∃ in = 1) that allow to easily distinguish between the left and the right successor of a node in the universal slice. Regardless, since the cost of each simulation is the doubling of the formula size, one can simulate alternating Now, let us consider fragments with the existentially until operator EU. It was shown in [4] that CTL-MC(EU, ∧, ∨) is P-complete. We improve this result by showing that the Boolean operators are not necessary for the hardness and show that CTL-MC(EU) is P-complete. Since model checking for formulas with EU as single operator reaches the maximal hardness, EU turns out to be the hardest CTL operator. Let us have a coarse view on the proof of Theorem 4. Roughly speaking, we must be able to simulate EX and AX using EU only. Compared to EX and AX, one loses lots of control through which slices of the model a path runs that satisfies a formula. In order to regain a little control, we "mark" slice V i with a proposition s i that is satisfied only in V i . This will also be done for the other operators that are considered later. Moreover, we need some further constructions that deal with the properties of EU. Figure 8 shows the ideas. Notice that we use the same {EU}-formula to simulate AX and EX. The differences are dealt with in the transformation from the slice graph to the
Fig. 8 How EX and AX can be simulated by EU. Kripke model K is from Fig. 7 K Let us continue with the fingerprint of the existentially release operator ER.
Theorem 5 (ER fingerprint) Let B ⊆ {¬, ∧, ∨, ⊕}. CTL-MC(ER, B) is
1. P-complete for B ⊇ {∨} or B ⊇ {¬} or B ⊇ {⊕}, and 2. LOGCFL-complete for B ⊆ {∧}.
The P-completeness of CTL-MC(ER, ∧, ∨) is shown in [4] . We improve this result by showing P-hardness already for CTL-MC(ER, ∨). The simulation of EX by ER is quite straightforward-see Fig. 9 for the basic simulation ideas. However, to simulate AX using the chaining trick as for EU, we additionally need an ∨. The optimality of this hardness result is witnessed by the LOGCFL-completeness of CTL-MC(ER). The simulation of AX by ER looks similar to that of AX by EX and ∧, but ER also plays the role of ∧. Therefore it is not surprising that CTL-MC(ER, ∧) is in LOGCFL, too. Our results are completed by the P-hardness of CTL-MC(ER, ¬), that roughly follows the ideas of the P-hardness of CTL-MC(EX, ¬) and the simulation of EX by ER mentioned above. Concluding, this shows that ER is strictly simpler than EU (unless LOGCFL = P).
Turning to the case of existentially globally operator EG, interestingly, this operator combines an existential and a universal quantification in a single operator. This is worth noting as it proves itself as a powerful operator from the complexity point of view. It was shown in [4] that CTL-MC(EG, ∧, ∨) is P-complete. We prove that this result is optimal by showing that CTL-MC(EG, ∧) and CTL-MC(EG, ∨) both are NL-complete. Further, we obtain the same characterization for CTL-MC(EG) and CTL-MC(EG, ¬). The basis for the latter is that the {EG, ¬}-fragment with one atom partitions only into finitely many equivalence
Fig. 10 How EX and AX can be simulated by EG and ⊕. Kripke model K is from Fig. 7 classes. This is in contrast to the {EX, ¬}-fragment and even to the {EX}-fragment that partition into infinitely many equivalence classes. The most intriguing result is the P-completeness of the fragment CTL-MC(EG, ⊕). The ideas-see Fig. 10 -have some similarity to the simulations with EU, however, one needs additional effort to ensure obtaining control on the paths.
Eventually we turn to existentially future operator EF.
Theorem 7 (EF fingerprint) Let B ⊆ {¬, ∧, ∨, ⊕}. CTL-MC(EF, B) is
, and 4. NL-complete for B ⊆ {∨} or B ⊆ {¬}.
In [4] it is shown that CTL-MC(EF, ∧, ∨) is LOGCFL-complete. Since their hardness proof does not use ∨, it follows that CTL-MC(EF, ∧) is LOGCFL-complete, too. Moreover, we show that CTL-MC(EF) and CTL-MC(EF, ∨) both are all NL-complete. Summarised, model checking for formulas with EF combined with monotone Boolean operators B ⊆ {∧, ∨} has the same complexity as for formulas with EX and B. For EF with non-monotone operators, the situation is quite different. We show that CTL-MC(EF, ¬) is NL-complete. The reason is similar as for the {EG, ¬}-fragment: we show that the {EF, ¬}-fragment with one atom partitions only into a finite number of equivalence classes. We get P-completeness for CTL-MC(EF, ∧, ⊕), which easily follows from P-completeness of CTL-MC(EF, AG, ∧, ∨) shown in [4] . However, the most interesting result is the AC 1 -hardness of CTL-MC(EF, ⊕). There are only very few problems known for which AC 1 is the best shown lower bound. In fact, Cook [10] asks for natural AC 1 -complete problems, i.e., problems where the AC 1 -completeness is not forced by some logarithmic bounds in the problem definition. Chandra and Tompa [7] show an AC 1 -complete two-person-game that has AC 1 as a straightforward upper bound and continue to ask for "less straightforward" AC 1 -complete problems. One such problem is the model checking problem for intuitionistic logic with one atom [23] . The model checking problem for the {EF, ⊕}-fragment is a very hot candidate. Regardless, it seems to be a very challenging question to show whether this problem belongs to Cook's list. The above classifications easily generalise to the remaining CTL operators starting with the universal path quantifier A through the well-known dualities.
Simply said, if CTL-MC(T , B) is complete (resp. hard) for a complexity class C, then CTL-MC(dual(T ), dual(B)) is complete (resp. hard) for the complement co-C of C.
Since the complexity classes NL, LOGCFL, AC 1 , and P are closed under complement, we obtain the results for the universal CTL operators immediately from the above theorems. 
CTL-MC(AR, B) is
P-complete. 3. CTL-MC(AU, B) is
Proofs
We are now going to give the formal proofs of the Theorems 4-7. This part is rather technical. We start with a transformation of ASGAP(∀ out = 2, ∃ in = 1) instances to graphs that will be used in reductions to model checking with CTL operators that simulate universal branching by chaining.
From alternating graphs to Kripke models

A Kripke model (W , R, ξ) contains a total graph (W , R).
We will use several methods to transform an alternating graph to a graph that appears as (part of) a Kripke model.
is the total graph obtained from G by adding a singleton slice V m+1 = {e} and edges from all nodes in V m ∪ V m+1 to e. More formally,
For instances of ASGAP(∀ out = 2, ∃ in = 1), we will also apply another transformation. Let G = (V , E) with slices V 0 , . . . , V m be such an instance. Every slice V i ⊆ V ∃ − V 0 consists of nodes with in-degree 1. (Remind that node(s) in V 0 have in-degree 0.) Thus V i ⊆ V ∃ − V 0 can be considered as being partitioned into sets V u i := {v | (u, v) ∈ E} for every u ∈ V i−1 . Then each V u i consists of two nodes which can be assumed to be ordered arbitrarily, and we will use the notation
} be a set of nodes that are "copies" of the nodes of V i . Similarly
The graph G obtained from the graph G in Figure 5 . The labels in the nodes indicate to which partition the node belongs. The marked edges indicate infinite paths whose collection "simulates" the witness for apath G 
obtained from G is defined as follows (see also Fig. 11 for an example).
(∀-nodes and V 0 -nodes u have another edge toû having a loop.)
We will use the notion of slices also for G , even though there are edges between nodes in the same slice. The set of nodes G is partitioned to
Proof of Theorem 4: fragments with EU
We are going to prove that CTL-MC(EU) is P-complete.
The upper bound P follows from [8] . For the lower bound-P-hardness-we give a reduction from the P-complete problem ASGAP(∀ out = 2,
be the graph obtained from G as described in Sect. 4.1. Using G , we construct a Kripke model K EU = (V , E , ξ) with assignment ξ as follows (see Fig. 12 for an example).
t is assigned to every node in T . 2. s i is assigned to every node in
The formulas φ i are defined inductively for i = m, m − 1, . . . , 0 as follows. We are now going to show that the Kripke model K EU and the formulas φ i are constructed in a way that a node v ∈ V i of the graph has the alternating path property iff the node v in the Kripke model K EU satisfies φ i . The basic semantical property of EU that we will use is
The following claim states that a path starting in V i witnessing the satisfaction of φ i must proceed to V i+1 .
Claim 8 For all i < j m and nodes
Proof Let i < m and w ∈ V i . We proceed by induction on j = m, m −1, . . . , i +1. The base case is clear since t / ∈ ξ(w) and thus
, and fromŝ j+1 / ∈ ξ(w) we conclude K EU , w | φ j+1 . This contradicts the inductive hypothesis. Thus K EU , w | φ j . Now we are ready to show that our {EU}-formulas express the alternating graph property. Examples of the paths used in the following claim are indicated by marked edges in Fig. 12 .
Claim 9 For all i m and nodes w ∈ V i : K EU , w | φ i iff apath G (w, T ).
Proof The proof proceeds by induction on i. The base case for nodes in slice i = m is straightforward.
For the inductive step, we consider i < m and w ∈ V i . We have to show that
The successors of w split into one successorŵ ∈V i and a set S(w)
norê i+1 is satisfied in w. This yields that (2) is equivalent to
In every state in S(w) ⊆ V i+1 , the proposition s i is not satisfied. This yields that (3) is equivalent to
Sinceŝ i+1 is not satisfied in any state in S(w) ⊆ V i+1 , it follows that (4) is equivalent to
No v ∈ S(w) satisfiesê i+1 , but every v ∈ S(w) has a successor that satisfiesê i+1 . As a result, (5) is equivalent to
Using the inductive hypothesis and the definition of alternating graphs, together this yields
This concludes the proof for w ∈ V ∃ . Next, consider w ∈ V ∀ . We are going to transform
There are two successors of w, namelyŵ ∈V i and v 1 ∈ V i+1 that both do not satisfy s i . Since w satisfies s i , both w andŵ do not satisfyê i+1 , and no state satisfyingê i+1 is reachable fromŵ, we get that (7) is equivalent to
Node v 1 has no successor in V i+2 that has a path leading to a node satisfyingê i+1 . v 1 satisfies neitherŝ i+1 norê i+1 . Accordingly, we get that (8) is equivalent to the following, wherev 1 ∈ V i+1 is the only successor of v 1 in V i+1 .
Vertexv 1 has the only successor v 2 ∈ V i+1 , andv 1 satisfiesŝ i+1 but notê i+1 . Moreover, v 2 does not satisfyŝ i+1 orê i+1 . This yields that (9) is equivalent to
Notice that v 1 and v 2 are all the successors of w in G. Using the inductive hypothesis and the definition of alternating graphs we finally obtain
This finally concludes the proof for w ∈ V ∀ . From Claim 9 it follows that ASGAP(∀ out = 2, ∃ in = 1) reduces to CTL-MC(EU) via the reduction function G, s, T → K EU , s, φ 0 . The reduction function is logspace computable. Using Theorem 2 it follows that CTL-MC(EU) is P-hard.
Proof of Theorem 5: fragments with ER
We have to prove the following. Lemma 1 CTL-MC(ER, ∨) is P-complete.
CTL-MC(ER,
Proof Containment in P follows from [8] . In order to show P-hardness, we logspace reduce from ASGAP(∀ out = 2, ∃ in = 1). Let G, s, T be a given instance of ASGAP(∀ out = 2, ∃ in = 1), where , ξ) , it remains to define the assignment ξ of atoms to sets of nodes of G .
t is assigned to every node in
T . 2. s 0 is assigned to every node in V 0 . 3. s i and s i−1 are assigned to every node in V i for i > 0.
t i−1 is assigned to every node
Nothing is assigned to nodesv u,2 , to nodes inV ∀ , and to nodeŝ 0 . Notice that all infinite paths in G must eventually loop in one of these states. See Fig. 13 for an example.
The formulas φ i are defined inductively as follows, for i = m, m − 1, . . . , 0. The following claim states that apath G (x, T ) corresponds to the satisfaction of formulas in the corresponding nodes in the constructed Kripke model.
Claim 10 For all l m and nodes
Proof The proof proceeds by induction on l. The base case for slice l = m is straightforward. For the inductive step, consider l < m. First consider even l (slice of ∃-nodes), take a node v ∈ V l ∩ V ∃ , and assume
Remind that
The successorv ∈V l of v does not satisfy s l . Thus (12) is equivalent to there exists a successor z ∈ V l+1 of v with
All successors z ∈ V l+1 of v satisfy s l and do not have a successor that satisfies s l . Thus (13) is equivalent to there exists a successor z ∈ V l+1 of v with
By the inductive hypothesis and the construction of the Kripke model, this means that v has a successor z in G with apath G (z, T ). Since v ∈ V ∃ , this is equivalent to apath G (v, T ).
Now consider odd l (slice of ∀-nodes), take a node u ∈ V l ∩ V ∀ , and assume
There is no infinite path in Π(u) that satisfies s l orŝ l in every node. Thus, (15) 
Since u, v u,1 , and v u,2 satisfy s l , and no successorv u,i of v u,i satisfies s l , it follows that (17) is equivalent to
By the inductive hypothesis and the construction of the Kripke model, this means that apath G (v, T ) holds for all successors v of u in G. The latter is equivalent to apath G (u, T ).
With Claim 10 we get that G, s, T ∈ ASGAP(∀ out = 2, ∨) , s, φ 0 can be computed in space logarithmic in the size of G. Thus ASGAP(∀ out = 2, ∃ in = 1) reduces in logarithmic space to CTL-MC(ER, ∨). Proof Containment in P follows from [8] . In order to show P-hardness, we give a reduction from ASGAP. Let G, s, T be an instance of ASGAP, where
Lemma 2 CTL-MC(ER, ¬) is P-complete.
be the graph obtained from G as described in Sect. 4.1. In order to define the Kripke model K (ER,¬) = (V , E , ξ), we must give a definition of the assignment function ξ (see Fig. 14 for an example).
-t is assigned to all nodes in T .
-l i and s are assigned to all nodes in V i for i = 0, 1, . . . , m.
The formulas φ i are defined inductively for i = m, m − 1, . . . , 0 as follows. We use α AU β as an abbreviation for the equivalent formula ¬(¬α ER ¬β).
Observe that K (ER,¬) , v | φ j ER l j if and only if v ∈ V j and K (ER,¬) , v | φ j .
Claim 11 For all i m and nodes v ∈ V i : K (ER,¬) , v | φ i if and only if apath G (v, T ).
Proof The induction base i = m is straightforward. For the induction step we consider i < m and v ∈ V i . We first consider even i (i.e. v ∈ V ∃ ). We have to show that
and only if apath G (v, T ). Notice that on all paths π ∈ Π(v), s is satisfied only in π[1] = v, π[2], . . . , π[m − i + 1] ∈ V m , and not in π[m
Moreover, φ i+1 ER l i+1 can be satisfied only in π [2] ∈ V i+1 by satisfying both φ i+1 and l i+1 in π [2] . Therefore, K (ER,¬) , v | (φ i+1 ER l i+1 ) ER s is equivalent to the existence of a successor w of v with K (ER,¬) , w | φ i+1 . By the inductive hypothesis we obtain this to be equivalent to apath G (v, T ).
Next we consider odd i (i.e. v ∈ V ∀ ). We have to show that K (ER,¬) , v | l i AU(φ i+1 ER l i+1 ) if and only if apath G (v, T ).
Notice that on all paths π ∈ Π(v), l i is satisfied only in π [1] = v and φ i+1 ER l i+1 can be satisfied only in π [2] ∈ V i+1 by satisfying both φ i+1 and l i+1 in π [2] . Therefore, K (ER,¬) , v | l i AU(φ i+1 ER l i+1 ) is equivalent to the fact that for every successor w of v we have that K (ER,¬) , w | φ i+1 . By the inductive hypothesis we obtain this to be equivalent to apath G (v, T ). ,¬) , s, φ 0 can be computed in logarithmic space. With Claim 11 this yields that ASGAP logspace reduces to CTL-MC(ER, ¬).
The mapping from ASGAP-instances G, s, T to CTL-MC(ER, ¬)-instances K (ER
Lemma 3 CTL-MC(ER) is LOGCFL-hard.
Proof In the following, we state a ≤ log m -reduction from the LOGCFL-complete problem ASGAP(∀ out = 2, ∃ in = 1) log . Let G, s, T be an instance of the considered problem, where
be the graph obtained from G as described in Sect. 4.1. In order to define the Kripke model K ER = (V , E , ξ) (see Fig. 15 for an example), we need to specify the assignment function ξ . The formulas φ i are defined inductively for i = m, m − 1, . . . , 0 as follows.
Claim 12 For all i m and nodes v ∈ V i : K ER , v | φ i iff apath G (v, T ).
Proof We proceed by induction on i = m, m − 1, . . . , 0. The base case for i = m is clear.
For the inductive step we have i < m and v ∈ V i . For even i the following equivalences hold.
For odd i, we obtain the following.
With Claim 12 we get that G, s, T ∈ ASGAP(∀ out = 2, ∃ in = 1) log if and only if K ER , s, φ 0 ∈ CTL-MC(ER). Notice that the size of φ 0 is of order 2 m . Since m is logarithmic in the size of G, s, T , we obtain that the transformation can be computed in logarithmic space. This yields that ASGAP(∀ out = 2, ∃ in = 1) log logspace reduces to CTL-MC(ER).
Lemma 4 CTL − MC(ER, ∧) is in LOGCFL.
Proof In order to find a path witnessing α ER b for an atom b, one can start to find a sequence of states that satisfy b. Either this sequence ends with a circle-then one is done-or one decides at some point to continue with finding a path that satisfies α. This is the basic idea for our LOGCFL algorithm for CTL-MC(ER, ∧). For formula ψ from the {ER, ∧}-fragment, the role of atom b in the above example is played by a set of atoms called rma(ψ). Intuitively speaking this are the right most atoms of the formula. rma(ψ) is inductively defined as follows.
We use "K , w | rma(ψ)" as abbreviation for "for all p ∈ rma(ψ) : K , w | p".
Both the following claims show how to use the right most atoms in order to express the semantics of {ER, ∧}-formulas. The third claim eventually expresses how this semantics can be used to implement a model checking algorithm for {ER, ∧}-formulas.
Claim 13
Let π be a path through a Kripke model K . The following statements are equivalent for every {ER, ∧}-formula ψ.
Proof The proof of the Claim proceeds by induction on the construction of ψ. The base case for ψ being an atom is clear. For the inductive step, we have to consider two cases.
(by the ind. hypothesis)
Claim 14 Let π be a path through a Kripke model K , and let k be an integer.
The following statements are equivalent for every {ER, ∧}-formula ψ.
Proof The proof of the Claim proceeds by induction on the construction of ψ. The base case for formulas ψ = p that are atoms is straightforward. For the inductive step, we have to consider formulas ψ = α ∧ β and ψ = α ER β. 
From Claim 13 we get that (19) is equivalent to the following.
Since rma(β) consists of atoms, (21) is equivalent to there exists a finite path π starting in w with length |π| = |W | + 1
This covers the first half (i.e. 2.a) of the claim. Now consider (20) . Using Claim 14 we get that (20) is equivalent to
It is clear that if such a k exists, then k can be chosen to be less than |W | + 1. This covers the second half (i.e. 2.b) of the claim.
Algorithm 1 implements a model checking algorithm for {ER, ∧}-formulas according to Claim 15. It is easily seen to work in logarithmic space. The stack is used for the recursive calls and to determine the elements of rma(ψ). Since essentially every subformula causes one recursive call, the algorithm runs in polynomial time. Thus it is a LOGCFL algorithm.
Proof of Theorem 6: fragments with EG
It suffices to prove the following.
CTL-MC(EG, ⊕) is P-complete-see Lemma 5
Procedure: check Lemma 5 CTL-MC(EG, ⊕) is P-complete.
Proof The upper bound P follows from [8] . For the lower bound-P-hardness-we give a reduction from ASGAP(∀ out = 2,
Let G = (V , E ) be the graph obtained from G as described in Sect. 4.1. Using G , we construct a Kripke model K (EG,⊕) = (V , E , ξ) with assignment ξ as follows (see Fig. 16 for an example).
t is assigned to all nodes in T .
The formulas ϕ i (i = m, m − 1, . . . , 0) are inductively defined as follows.
We have the following easy-to-see properties of the model K (EG,⊕) and the formulas ϕ i .
Claim 16 1. For all i < j m and nodes
w ∈ V i : K (EG,⊕) , w | ϕ j .
For all i m and nodes z ∈V
i : K (EG,⊕) , z | ϕ i .
For all i m and nodes u ∈V
Proof We sketch the proof. For 1: K (EG,⊕) , w | ϕ j since no atoms that appear in ϕ j are assigned to node w in slice i < j.
For 2: By the definition of ξ we have z ∈ ξ(s i ) and z ∈ ξ(ŝ i ), and z / ∈ ξ(s i+2 ) and z / ∈ ξ(ŝ i+1 ). With case 1 we also have 
Claim 17 For all j + 2 i m and nodes
For the inductive step i < m, consider node w ∈ V i . Again we proceed by induction on j.
. These nodes v do not satisfy s j+2 . Therefore K (EG,⊕) , w | EG(s j+2 ⊕ ϕ j+1 ) only holds if it is witnessed by a path that stays in slice V i . This path eventually loops in a node u w ∈V i with (u w , u w ) ∈ E . From Claim 16(3) we know
. We have that s j+2 and ϕ j+1 are the only "parts" of ϕ j that are satisfied in u w . Thus K (EG,⊕) , u w | s j ⊕ s j+2 ⊕ŝ j ⊕ŝ j+1 ⊕ ϕ j+1 , and therefore K (EG,⊕) , u w | ϕ j . Since every path from w that stays in slice i ends in such a node u w , we get that
We are now ready to show that our formulas express the alternating path property in the according nodes.
Claim 18 For all i m and nodes w ∈ V i : K (EG,⊕) , w | ϕ i iff apath G (w, T ).
Proof The proof proceeds by induction on i. The base case i = m is straightforward.
For the inductive step i < m, consider w ∈ V i . We have to show that
We will make use of the fact that
First, consider w ∈ V ∃ . We are going to transform the statement
w has one successorŵ ∈V i and a set of successors (2)), and since w satisfies s i , but does satisfy neither s i+2 ,ŝ i ,ŝ i+1 , nor ϕ i+1 (Claim 16 (1)), it follows that (23) is equivalent to
Since (Claim 16(3) ). Using additionally that every v ∈ S(w) neither satifies s i , s i+2 ,ŝ i , norŝ i+1 , it follows that (24) is equivalent to
Using the inductive hypothesis and the properties of alternating graphs, we obtain that (25) is equivalent to apath(w, T ). This concludes the proof for w ∈ V ∃ . Next, consider w ∈ V ∀ . Again, we are going to transform
w has one successorŵ ∈V i and one successor (2)), and since w satisfies s i , but satisfies neither s i+2 ,ŝ i ,ŝ i+1 , nor ϕ i+1 (Claim 16(1)), it follows that (26) is equivalent to
For all successors u ∈ V i+2 of w 1 we have K (EG,⊕) , u | ϕ i (Claim 17). Letŵ 1 ∈V i+1 be the "remaining" successor of w 1 . We also have that w 1 neither satisfies s i , s i+2 , norŝ i ,ŝ i+1 . Therefore, (27) is equivalent to
w 1 has only one successor w 2 . Moreover,ŵ 1 satisfies neither s i , s i+2 ,ŝ i , nor ϕ i+1 (Claim 16 (2)), but it satisfiesŝ i+1 . This yields that (28) is equivalent to 
Notice that w 1 and w 2 are all the successors of w in G. Using the inductive hypothesis and the properties of alternating graphs, we obtain that (30) is equivalent to apath(w, T ). This concludes the proof for w ∈ V ∀ .
With Claim 18 we get that G, s, T ∈ ASGAP(∀ out = 2, ,⊕) , s, ϕ 0 can be computed in space logarithmic in the size of G. Thus ASGAP(∀ out = 2, ∃ in = 1) logspace reduces to CTL-MC(EG, ⊕).
Lemma 6 CTL-MC(EG) is NL-hard.
Proof We give a logspace reduction from the NL-complete graph accessibility problem. Let G, s, t be the given GAP instance with G = (V , E). Let V = {(u, i) | u ∈ V , 1 i |V |} be a set consisting of |V | copies of every node in |V |, and E be a set of edges on V similar to E, such that an edge (u, v) ∈ E leads to edges from the ith copy of u to the (i +1)th of v, plus reflexive edges for all |V |th copies, i.e., E = {((u, i),
Lemma 7 CTL-MC(EG) and CTL-MC(AF) are in NL.
Proof First note that EG · · · EG p ≡ EG p.
The algorithm for CTL-MC(EG) gets input (W , R, ξ), w 0 , EG k p . If k = 0 (i.e. the formula to check equals p), it checks whether w 0 ∈ ξ( p) and decides accordingly. If k > 0, the algorithm must verify whether (W , R) has an infinite path starting in w 0 on which p is satisfied in every point. The existence of such a path is equivalent to the existence of two paths w 0 = v 1 , v 2 , . . . , v m and v m = u 1 , u 2 , . . . , u q = v m for some m, q |W | such that p is satisfied by all v i and u i . Both paths together form an ultimately periodic infinite path that is searched for. The algorithm first guesses v m and q, and then stepwise guesses the paths and verifies that p is satisfied always. This is clearly an NL-algorithm.
Since K , w 0 | AF p iff K , w 0 | EG ¬ p, the above CTL-MC(EG)-algorithm can be used to decide CTL-MC(AF). Since NL is closed under complement, CTL-MC(AF) is in NL, too.
Lemma 8 CTL-MC(EG, ∧) is in NL.
Proof We first notice that Due to EG EG α ≡ EG α and the above equivalence, every {EG, ∧}-formula can be transformed to an equivalent formula of the form α ∧ =1,2,...,k EG β , where α and all β are conjunctions of atoms. The satisfaction K , s | EG β can be checked nondeterministically within logspace by guessing the relevant prefix of a looping infinite path that satisfies β in every node. Doing this for all EG-subformulas yields an NL-algorithm for CTL-MC(EG, ∧).
Claim 20
Let K be a Kripke model, w be a node of K , and α be a CTL-formula.
Proof (1) and (2) are straightforward. For (1), notice that K , w | α implies K , w | EF α. For (3), we consider both proof directions separately.
For the other direction, we use (2) and the fact that K , w | β implies K , w | EF β.
From Claim 20 it follows that every formula in the {EF, ¬}-fragment has an equivalent formula in the {EF, AG}-fragment with atomic negation, with a prefix of at most three temporal operators. Since CTL-MC(EF) and CTL-MC(AG) are in NL (follows from Lemma 12 and the closure of NL under complement), similar as in the proof of Lemma 10, an NL-algorithm can be composed that combines the CTL-MC(EF) and CTL-MC(AG) algorithms in order to evaluate the bounded number of alternations of temporal operators.
Lemma 14 CTL-MC((EF, ⊕) is AC 1 -hard.
Proof We give a reduction from the AC 1 -complete problem ASGAP log (Theorem 2). Let G, s, T be an instance of ASGAP log with
We construct a Kripke model K EF,⊕ = (V , E , ξ) that bases on G. The set of edges E = E ∪ {(u, u) | u ∈ V } is the same as E with added loops (u, u) for all u ∈ V . The assignment ξ marks each slice V i with an individual atom s i . Moreover, the nodes in T are marked with t. Figure 17 shows an example for the construction. (This example does not evidently have logarithmic depth, but gives a good insight into the construction.) Notice that EF s is satisfied in every node of K EF,⊕ . Because we do not have in the {EF, ⊕}-fragment, we can use EF s instead in K EF,⊕ . Therefore we will use as an abbreviation for EF s . Notice that α ⊕ ≡ ¬α. We use AG α as abbreviation for ⊕ EF( ⊕ α). 
Moreover, we will use σ j as abbreviation for j i=0 s i , and σ j for i= j s i . For i = 0, 1, 2, . . . , , we inductively define formulas ϕ i as follows. One aim of this definition is to simulate the EX operator. Notice that EX α is satisfied in a node, if α is satisfied in a successor node. In contrast, EF α can be satisfied in a node by satisfying α just in that node. We want to avoid this and want to force EF to do at least one step. This can be done with the formula (EF α) ⊕ α, that is not satisfied in a node that satisfies α.
The following claim says that the EF resp. AG operators of ϕ 0 behave in K EF,⊕ like EX resp. AX. E.g. the satisfaction of ϕ i in a node of slice V i depends only on the satisfaction of ϕ i+1 in slice V i+1 .
Claim 21
For all 0 j and nodes w / ∈ V j : K EF,⊕ , w | ϕ j .
Proof The proof of the claim proceeds by induction on j = , − 1, . . . , 0. The induction base is j = . We have to consider ϕ = t. It immediately follows from the definition of ξ that w / ∈ V implies t / ∈ ξ(w) and thus K EF,⊕ , w | t. For the induction step, consider j < and w / ∈ V j . First, we consider even j. We have to show that
w ∈ V i for some i ≥ j + 2, or w ∈ V j+1 and K EF,⊕ , w | ϕ j+1 . Then for every v being reachable from w we have K EF,⊕ , v | ϕ j+1 (by inductive hypothesis) and
w ∈ V i for some i j − 1, or w ∈ V j+1 and K EF,⊕ , w | ϕ j+1 . It follows from the inductive hypothesis and from the definition of ξ that K EF,⊕ , w | ϕ j+1 ⊕ σ j−1 and thus K EF,⊕ , w | EF(ϕ j+1 ⊕ σ j−1 ). From both together we conclude
Next, we consider odd j. Then we have to show that K EF,⊕ , w | AG(ϕ j+1 ⊕ σ j+2 ⊕ s j ) ⊕ ϕ j+1 ⊕ σ j+2 . We again distinguish two cases.
w ∈ V i for some i ≥ j +2, or w ∈ V j+1 and K EF,⊕ , w | ϕ j+1 . Then for all nodes v being reachable from w it holds that K EF,⊕ , v | ϕ j+1 ⊕ σ j+2 ⊕ s j (by inductive hypothesis and definition of ξ ) and therefore K EF,⊕ , w | AG(ϕ j+1 ⊕σ j+2 ⊕s j ). Since K EF,⊕ , w | ϕ j+1 ⊕ σ j+2 , too, we conclude K EF,⊕ , w | AG(ϕ j+1 ⊕ σ j+2 ⊕ s j ) ⊕ ϕ j+1 ⊕ σ j+2 .
w ∈ V i for some i j − 1, or w ∈ V j+1 and K EF,⊕ , w | ϕ j+1 . Then K EF,⊕ , w | ϕ j+1 ⊕σ j+2 ⊕s j , and therefore K EF,⊕ , w | AG(ϕ j+1 ⊕σ j+2 ⊕s j ). Since K EF,⊕ , w | ϕ j+1 ⊕ σ j+2 , too, we conclude K EF,⊕ , w | AG(ϕ j+1 ⊕ σ j+2 ⊕ s j ) ⊕ ϕ j+1 ⊕ σ j+2 . Now we are ready to show that our formulas express the alternating path accessibility property.
Claim 22
For all 0 j and nodes w ∈ V j : K EF,⊕ , w | ϕ j iff apath G (w, T ).
Proof
The proof of the claim proceeds by induction on j = , − 1, . . . , 0.
For w ∈ V , it is clear that K EF,⊕ , w | t iff w ∈ T , and the latter is equivalent to apath G (w, T ). This proves the induction base.
For the induction step, consider j < and w ∈ V j . First, we consider even j. Then the following equivalences hold. From Claim 22 it follows that G, s, T ∈ ASGAP log iff K EF,⊕ , s, ϕ 0 ∈ CTL-MC(EF, ⊕). Since the depth of G is logarithmic in the size of G, we get that ϕ 0 has size polynomial in the size of G. Thus the reduction function described above can be computed in logarithmic space. Since ASGAP log is AC 1 -complete (Theorem 2), it follows that CTL-MC(EF, ⊕) is AC 1 -hard under logspace reducibility.
Conclusion
In this paper, we aimed to present a complete complexity classification of all fragments of CTL with one CTL operator and arbitrary Boolean functions. An overview of the complexity results for CTL operators that start with the existential path quantifier E is given in Fig. 2 . These results easily generalise to the remaining CTL operators starting with the universal path quantifier A through the well-known dualities. Our results can directly be rewritten to deal not only with Boolean operators but in a more generalised view with Boolean clones as, e.g., in the work of Bauland et al. and Beyersdorff et al. [2, 4] .
The only open cases for which we yet cannot prove matching upper and lower bound are CTL-MC(EF, ⊕) and, of course, its dual CTL-MC(AG, ⊕). Although we could not achieve an AC 1 upper bound for CTL-MC(EF, ⊕), we are convinced that such a result seems closer than proving P-hardness (or some stronger hardness result than AC 1 ).
Our classifications can be applied to compare the expressiveness of single CTL operators with respect to the complexity of the induced model checking problems.
Definition 1 Let S and T be a set of CTL operators. We say that T is mc-stronger than S (abbreviated as S T ), if for all sets B of Boolean functions it holds that CTL-MC(S, B) ≤ log m
CTL-MC(T , B).
The reflexive and transitive relation for mc-strength compares what we informally called the model checking fingerprints of CTL operators. Our fingerprint theorems (Theorems 3-7 and Corollary 1) yield the hierarchy of mc-strength of CTL operators shown in Fig. 1 . The notion of mc-strength extends the notion of expressiveness [17] of CTL operators in the following sense. If operators A and B have the same expressiveness, they also have the same mc-strength. For example, since EG α ≡ ⊥ ER α, ER is at least as expressive as EG. With our notion, we also obtain EG ER. However, our notion yields further information about differences between several operators. For example, EX and EU have incomparable expressiveness, but we obtain EX EU.
A strength-relation like can also be defined with respect to the satisfiability problemcall it sat-strength. Whereas for model checking the set of CTL operators is partitioned into eight sets with different mc-strength (see Fig. 1 ), from the work of Meier et al. [21, 20, 18] it follows that the comparison by sat-strength yields only the following two sets with increasing strength: {AG, EG, AX, EX, AF, EF} and {AU, EU, AR, ER}. The three notions expressiveness, sat-strength, and mc-strength intuitively compare as follows. Expressiveness relies on equivalence of formulas, sat-strength relies on equisatisfiability of formulas, and mc-strength on equisatisfaction of model checking instances.
Further work should solve the exact complexity of CTL-MC(EF, ⊕), which seems to be a very challenging problem. Moreover, one should study the mc-strength of other temporal logics or of pairs of CTL operators.
Further, there exist several complex extensions of temporal logic on the quantification level, e.g., ATL [1] or CTL with graded path quantifiers [16] . In this respect, a deep investi-gation aimed at establishing if some of our results can be lifted to these logics would be an interesting next step.
