Three trajectory split methods [I] for the acceleration of two and three-dimensional Monte Carlo simulation of ion implantation into crystalline targets are presented. They ensure a much better statistical representation in regions with a dopant concentration several orders of magnitudes smaller than the maximum. As a result the time required to perform a simulation with comparable statistical accuracy is drastically reduced. The advantages of the new approaches have been confirmed by a thorough statistical analysis.
Introduction
Inspired by the results in 121 about the rare event approach implemented in the UT-MARLOWE code [3] for one-dimensional structures. we developed the trajectory split method [ I ] for the Monte Carlo simulatioll of ion implantation which drastically reduces the computational effort and is applicable for two and three-dimensional simulations. A similar lnethod was first used in the work of Phillips and Price [4] to simulate hot electron transport.
The Trajectory Split Method
The traditional Monte Carlo approach for crystalline targets is based on the calculation of a large number of "distinct" ion trajectories, i.e. each trajectory is usually followed from the ion starting point at the surface of the target up t o the stopping point of the ion. Since the majority of ion trajectories ends at the inost probable penetration depth, the statistical noise of regions wit11 a dopant concentration several orders of magnitudes smaller than the ~naxiinuln (in the f'ollo\\ring we call these areas "peripheral") cannot be tolerated and we have to increase the total number of calculated ions. The fundamental ideas of our new simulation approach are to locally increase the number of calculated ion trajectories in areas with large statistical uncertainty and to utilize the information we can derive from the flight-path of the ion up to a certain depth inside the target. For each ion, the local dopant concentration CIoc is checked at certain points of the flight-path (checkpoints). At each checkpoint we relate Cl0, to the current maximum global concentration Cm, x, c, , , , t by calculating the ratio Cloc/Cmax,current.
The result is compared with given relative concentration levels (we define ten levels at 0.3, 0.09, 0.027, ..., 0.3"). Only if the current local concentration falls in an interval below the previous one, a trajectory split point is defined at this checkpoint. Therefore our approach is a self-adaptive algorithm because more split points are defined at areas with unsatisfying statistical accuracy. Additional trajectory branches are suppressed, if an ion moves from lower to higher local concentration levels. We store the position of the ion, its energy as well as the vector of velocity and use this data for virtual branches of ion trajectories starting at this split point. In this way, the peripheral areas of the dopant concentration are represented by a much higher number of ion trajectories and the statistical noise is reduced.
Three Split Strategies and their Statistical Characteristic
In our first attempt [I] we chose the simplest implementation of this method by suppressing recursive splits and by permitting only two virtual branches at each split point ( Fig. 1) . Such a virtual trajectory branch is calculated with the s a m e models a n d parameters as a regular trajectory, but it starts a t t h e split point with initial conditions obtained from t h e regular ion. To obtain the correct concentration, a weight is assigned to each branch. To assess the statistical accuracy of the results obtained from the conventional and from the trajectory split methods, we define a mean-square deviation from a reference distribution. For that reason we carry out a conventional simulation result with such a high number of ion trajectories (1,000,000) that statistical fluctuations are negligible in the concentration area considered:
Simulation Results
We present the deviation data for the non-recursive (Fig. 2) : TRS (Fig. 4 ) , and SRS method (Fig. 6 ) calculated with 5.000 distinct ion trajectories. The relative concentration in these figures is defined as the ratio of C/C,,,,,er. where C,,,,,,r means the maximum concentration of the reference distribution. It is evident that the relative standard deviation decreases for high local concentrations. Therefore areas with low local concentration are well suited to demonstrate the merits of the new simulation strategy. The differences in Fig. 4 and Fig. 6 result from slightly modified split algorithms. Our approaches show a deviation from the reference distribution which is up to ten times smaller compared to the deviation of the standard method. The computational effort is approximately proportional to the number of distinct ion trajectories and the additional overhead due to trajectory splits is only 25% t o 35%. Further important advantages of the trajectory split method are its lower sensitivity to the local concentration and the opportunity to individualize ~t s error behavior. Increasing the number of splits per branch (Fig. 4 and Fig. 6 ) and/or initalizing more than one virtual branch at each split point leads to a significantly smaller error in peripheral areas without effecting the statistic in other regions. In other words, there is a chance of optimizing the relation between CPU time and required statistical accuracy for a particular problem. It should be mentioned that our new strategy is also well suited t o compute the collision cascade of a displaced target atom ("recoil") because it offers the possibility to optimize the recoil statistic by a random deletion of recoil trajectories a t places with a statistical "over-representation" and by splitting them at peripheral areas of the collision cascade. It is also expected that the .SRS method will prove to be more profitable if implantation damage is considered.
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