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研究成果の概要（和文）：情報システムは、コンピュータ、センサ等の種々の情報機器を含んだ異種なものとなってき
ている。こうしたシステムでは、これまでの応答時間、スループット等の性能目標に加えて、新たにシステム全体の消
費電力の低減が重要となってきている。本研究では、自律的な対等なプロセスから構成される完全分散型の大規模P2P
システムを考える。ピア間の自律的な協調動作により、システム全体の消費電力を低減できる分散型システムの新しい
モデル、特に消費電力については実際のコンピュータの消費電力の実測に基づいて、消費電力のモデルの構築を行った
。このモデルに基づいて、ピア間の分散型の協調動作方式を研究し、評価を行った。
研究成果の概要（英文）：Information systems are composed of nodes like computers and sensors 
interconnected in networks. Here, we have to reduce the total electric energy consumed by nodes in 
addition to achieving traditional performance objectives. In this research, we proposed a power 
consumption model of a node to perform application processes. We first measure the total electric power 
of types of computers to perform application processes and then abstract essential parameters which 
dominate the power consumed by nodes. The power consumption model which we proposed is referred to as 
simple power consumption (SPC) model. Here, a computer consumes maximum poser [W] if at least one process 
is performed, otherwise consumes minimum power. Based on the SPC model, we proposed the energy-aware 
server selection (EA) algorithm and evaluated the EA model. In the evaluation, we showed not only the 
total power consumption of a server cluster but also the average execution time of each process are 
reduced.
研究分野：情報工学
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１．研究開始当初の背景 
京都議定書, COP21等で国際的に議論され
てきているように、CO2削減等の地球温暖化
対策が社会的に最重要な喫緊の課題の一つ
となってきている。このためには、情報通信
システムの分野においても、コンピュータ、
さらにセンサ、ロボット、家電等の情報機器
で消費される電力を低減することが必要と
なっている。本研究課題では、情報通信シス
テムで消費される電力を低減することを目
指している。これまでに、インテル社の低消
費電力 CPU の開発、低消費電力ルータ、ア
ーキテクチャ等のハードウェア・デバイスに
関する研究と開発が活発に行われてきてい
る。これにより、低消費電力コンピュータが
利用できるようになってきている。コンピュ
ータでは、プロセスが実行されることにより
ハードウェアが動作し電力が消費される。こ
のため、個々のハードウェア・デバイスの消
費電力を議論するのではなく、プロセスを実
行したときのコンピュータ全体で消費され
る電力を与える電力消費モデル (power 
consumption model)を求めることが必要で
ある。 
 
２．研究の目的 
本研究課題は、情報通信システムで消費さ
れる電力を低減する研究である。このために、
以下についての研究を行うことが、本研究課
題の目的である。 
(1)このために、コンピュータでアプリケーシ
ョン・プロセスが実行されるときに消費され
る 電 力 [W] を 示 す 「 電 力 消 費 (power 
consumption)」モデルを明らかにする。 
(2) 電力消費モデルを基にして、利用者の要
求プロセスを実行するコンピュータを、デッ
ドラインといった性能目標を達成しながら、
消費される電力を低減するアルゴリズムを
研究開発し評価を行なう。 
(3)分散型の P2P(peer-to-peer)モデルのシス
テムを考え、ピア(プロセス)間の信用可能性
を研究する。 
以降「プロセス」は、コンピュータで実行
されるアプリケーション・プロセスを意味す
るものとする。 
 
３．研究の方法 
（１）マクロレベル・アプローチ 
情報システムの電力低減化については、低
電力CPU等のハードウェア、アーキテクチャ
の研究がインテル社等のメーカを中心にこ
れまでにも行われてきている。コンピュータ
の消費電力は、ハードウェアのみならず動作
するソフトウェアに依存する。このため、本
研究課題では、まず各種のプロセスを実際に
動作させたときのコンピュータの消費電力
を実測する。実測データを収集、解析し、コ
ンピュータの消費電力に最も本質的に決定
するパラメータを抽出する。本研究課題では、
こうしたマクロレベルのアプローチ
(macro-level approach)を提案している点に
特徴がある。 
プロセスとして、CPUを利用する計算型(C: 
computation)プロセス、HDD等のストレージ
をアクセスするストレージ型(S: storage)プ
ロセス、ファイル転送等を行う通信型(CM: 
communication)プロセスを考える。本研究課
題では、計算型(C)型プロセスを対象として
考える。 
 
４．研究成果 
（１） 電力消費モデル 
本研究課題により、コンピュータの消費電
力モデルとしての単純電力消費(SPC: simple 
power consumption)モデルを明らかにした。
複数のサーバから構成されるクラスタSを考
える。クライアントから要求されたプロセス
piは、クラスタS内のサーバstにより実行さ
れる。 
サーバstで、時刻τで実行されているプロ
セスの集合をCPt(τ)とする。Et(τ)を、コン
ピュータ stが時刻τで消費する電力[W]とす
る。Et(τ)は、サーバstで一つでもプロセス
が実行されていると最大電力 maxEt [W]とな
る。また、一つのプロセスも実行されていな
いときは最小電力minEtを消費する[図1]。 
 
            maxEt   if |CPt(τ)| ≧1. 
Et(τ) = { 
            CPt(τ) otherwise. 
 
 
 
 
 
 
 
 
 
 
 
 
 
図1 SPCモデル 
 
 
サーバstが時刻τ1からτ2までに消費され
る総電力[Ws]EEt(τ1, τ2 )は、以下となる。 
 
EEt(τ1, τ2 ) = Στ=τ1,…,τ2 Et(τ)。 
 
図2の斜線部が総消費電力を示している。 
マルチコア・マルチスレッドCPUを備えたサ
ーバについての多レベル電力消費(MLPC: 
multilevel power consumption)モデルの研
究も行っている。 
 
（２） 計算モデル 
次に、サーバ・コンピュータでプロセスを
実行したときの実行時間について考える。n
台のサーバs1, …, snから構成されるクラス
タSを考える。各サーバstで、より多くのプ
ロセスが実行されると、各プロセスの平均実
行時間は長くなる。各プロセスpiが、サーバ
st で単独で実行されたときの実行時間を最
短実行時間 minTti[sec]とする。サーバ stで
のプロセス piの実行時間 Ttiは、最短実行時
間minTtiより長くなる。minTiは、クラスタS
内の各サーバでの最短実行時間 minT1i, …, 
minTtnの最小値とする。最速サーバstでプロ
セスpiを実行したときの最短実行時間minTti
となる。プロセス pi の総計算量を示すため
に、クラスタS内の最速サーバstでは、単位
時間に一つの仮想計算ステップ(VS: virtual 
computation step)が実行されるとする。サ
ーバstの最大計算速度(maximum computation 
rate)maxFtは、1 [VS/sec]となる。プロセス
piの総計算量は、maxTi×maxFt = maxFt  [VS]
となる。各サーバstの最大計算速度maxFtは、
minTi / minTti (< 1)となる。以下の条件が成
り立つ。 
 
[単純計算モデル]任意の二つのプロセス pi
とpjに対して、minTi / minTti  = minTj / minTtj
となる。 
 
サーバ stで実行されているプロセス piの
計算速度Fti(τ)は、maxFt / |CPt(τ)|となる
[図２]。同時に実行されているプロセスが増
える程、各プロセスの実行速度は低下する。
プロセス piの計算残量 lct(τ)は、VSi (= 
minTi )である。単位時間τで、計算残量
lct(τ)から Fti(τ)が減じられる。計算残量
lct(τ)が 0になった時刻τにプロセス piは
終了する。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図２ 計算モデル 
 
 
（３） サーバ選択方式 
クライアントから要求されたプロセス pi
に対して、クラスタ S内の一つのサーバ st
が選択される。これまでは、ラウンド・ロビ
ン方式等が用いられてきている。ここでは、
サーバの負荷、応答時間、スループット等の
性能目標の達成を目標としている。性能目標
に加えて、クラスタS内のサーバの消費電力
を低減するもとが新たに必要となる。本研究
課題では、クラスタS内の全サーバの総消費
電力を低減するようにプロセス piをサーバ
を選択する EA(Energy-aware)サーバ選択ア
ルゴリズムの研究を行った。計算モデルによ
り、サーバ stでプロセス pi を実行させたと
きの予想終了時間ettiを見積もることができ
る。サーバstで実行中のプロセスpjについて
も終了時間ettjを見積もることができる。こ
のように、プロセス piを、時刻τでサーバ
stに割り当てて実行させたとき、実行中のす
べてのプロセスとプロセス pi が終了する時
間 Ttを見積もる。このときの総消費電力 EEt
は、Tt×maxEt [Ws]となる。 
サーバ選択アルゴリズムEAを以下に示す。 
 
[EA選択アルゴリズム] 
1. プロセスpiは、予想消費電力EEtが最小
となり、かつ予想終了時間ettiがデッド
ライン制約を充足するサーバ stを選択
する。 
2. プロセス piを、サーバ st に送り、実行
される。 
3. サーバ st は、結果をクライアントに返
す。 
 
（４） 評価 
EAアルゴリズムを、ラウンド・ロビン(RR)
アルゴリズムとランダム(RD)アルゴリズム
と比較して、クラスタ内の全サーバの総消費
電力[Ws]と各プロセスの平均実行時間につ
いて評価を行う。クラスタ Sは、n台のサー
バ s1, …, snから構成される。各サーバ si
の最大消費電力 maxEt、最小消費電力 minEt、
最大計算速度 maxFtは、実測値をもとにラン
ダムに与える。m個のプロセス p1, …, pmが
ランダムにクラスタに発行される。プロセス
piは、サーバ選択アルゴリズムにより、サー
バが決定されて実行される。 
図３は、サーバ４台のときの総消費電力を
プロセス数mに対して示す。RR、RDアルゴリ
ズムと比較して、EAアルゴリズムでは、クラ
スタ全体の総消費電力を低減できることが
わかる。また、EAアルゴリズムでは、プロセ
ス数の増加に対して、総消費電力の増加する
割合が小さい。 
 
 
 
 
 
 
 
 
 
 
 
 
 
図３ 消費電力 
 
図４には、各プロセスの平均実行時間を示
す。プロセスの平均実行時間は、RR、RDアル
ゴリズムと比較して、短くなることがわかる。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図４ 平均実行時間 
 
以上から、EAアルゴリズムは、クラスタ全
体の消費電力を低減できるのみならず、各プ
ロセスの平均実行時間も短縮できることが
わかる。 
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