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Abstract
Now over 25 years old, functional magnetic resonance imaging (fMRI) has
made significant contributions in improving our understanding of the human brain
function. However, some limitations of fMRI studies, including those associated
with the small sample sizes that are typically employed, raise concerns about va-
lidity of the technique. Lately, growing interest has been observed in combining
the results of multiple fMRI studies in a meta-analysis. This can potentially ad-
dress the limitations of single experiments and raise opportunities for reaching safer
conclusions. Coordinate-based meta-analyses (CBMA) use the peak activation loca-
tions from multiple studies to find areas of consistent activations across experiments.
CBMA presents statisticians with many interesting challenges. Several issues have
been solved but there are also many open problems. In this thesis, we review lit-
erature on the topic and after describing the unsolved problems we then attempt
to address some of the most important. The first problem that we approach is the
incorporation of study-specific characteristics in the meta-analysis model known as
meta-regression. We propose an novel meta-regression model based on log-Gaussian
Cox processes and develop a parameter estimation algorithm using the Hamiltonian
Monte Carlo method. The second problem that we address is the use of CBMA data
as prior in small underpowered fMRI studies. Based on some existing work on the
topic, we develop a hierarchical model for fMRI studies that uses previous CBMA
findings as a prior for the location of the e↵ects. Finally, we discuss a classical prob-
lem of meta-analysis, the file drawer problem, where studies are suppressed from
the literature because they fail to report any significant finding. We use truncated
models to infer the total number of non-significant studies that are missing from a
database. All our methods are tested on both simulated and real data.
x
Chapter 1
Introduction
Functional magnetic resonance imaging (fMRI) is a non-invasive, non-radioactive
imaging technique that allows us to measure a person’s brain activity while they
perform a series of tasks. fMRI is based on a fundamental link between brain
activity and blood flow: when there is a rise in neuronal activity in a region of the
brain, there is also a local increase of blood flow in that region [Ogawa et al., 1990].
This so-called haemodynamic response, which arises to meet the high demands for
oxygen in the area, actually leads to a surplus of local blood oxygen whose magnetic
susceptibility can then be detected by an MRI device [Kwong et al., 1992]. Hence,
one can easily establish a link between a stimulus and some brain region, just by
studying the strength of the observed fMRI signal over time and throughout the
brain: if a certain behaviour consistently induces a change in the fMRI signal in a
certain brain region, then there is evidence that this region plays some role in the
processing of the task.
This tool has motivated researchers to investigate the e↵ect of several in-
teresting tasks and thus led to an explosive growth in the use of fMRI as well as
significant developments in our understanding of the human brain function [Raichle,
2003]. Some examples include the di↵erences in brain function between maternal
and romantic love [Bartels and Zeki, 2004], the e↵ect of alcohol while performing
simulated driving [Calhoun and Pearlson, 2012] or the e↵ect of doing nothing at
all [Cole et al., 2010]. The availability of MRI scanners, inexpensive computational
resources and accessible analysis software has made fMRI an ubiquitous tool in psy-
chology, neurology and psychiatry, in addition to new areas like neuromarketing
[Zurawicki, 2010] and neuroeconomics [Glimcher et al., 2008].
Nevertheless, there are a variety of factors that limit the interpretability of
fMRI results. The principal limitation is the small sample sizes that typify fMRI
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studies [Carp, 2012]. For example, in a recent review of emotions Lindquist et al.
[2012] found a median sample size of 11. Consequently, individual studies su↵er from
low power and hence low reproducibility [Button et al., 2013], and it is unsurprising
that the validity of fMRI is being challenged in both the scientific [Vul et al., 2009]
and popular [Shermer, 2008] literature (see Farah [2014] for an even-handed review).
Meta-analysis, the statistical process of combining the results of indepen-
dently conducted studies to increase power and obtain findings that are more likely
to generalise [Hedges and Olkin, 1985], provides a natural way to address the limi-
tations of single experiments (which we explain in detail in the following chapter).
Meta-analysis of functional neuroimaging data is indeed an active field of research
[Wager et al., 2009; Yarkoni et al., 2010], whose growth is facilitated by the con-
stantly increasing body of literature in fMRI but also the numerous challenges that
arise due the high dimensionality of single experiment data. The main challenge lies
in that instead of reporting the full outcome on an fMRI experiment, that is the 3D
volumes of test statistics, authors generally only report the spatial coordinates of
local maxima in significant regions of these images [Salimi-Khorshidi et al., 2009].
As a result, the standard tools that are used in meta-analyses [Hedges and Olkin,
1985; Spiegelhalter et al., 2004; Hartung et al., 2008, among others] are no longer
applicable and hence new tools need to be developed.
The objectives of this dissertation is to address the following still open prob-
lems:
• Review existing approaches for fMRI meta-analysis using spatial coordinates,
explain the merits and disadvantages of these methods and identify the still
open questions in the field.
• Develop a framework that enables meta-regression, the use of study charac-
teristics as covariates in fMRI meta-analysis. Such a framework can be used
in order to understand the impact that these covariates have in the outcome
of a study and hence explain possible di↵erences in reported results.
• Build a model for single fMRI studies that can make use of existing meta-
analysis results as prior information. This is particularly useful for studies with
few participants that are underpowered and so need the input from previous
studies to be able to detect subtle e↵ects.
• Estimate the file drawer quantity, the total number of studies that are missing
from the fMRI literature because they have no significant findings. The file
drawer problem is a major concern in classical meta-analysis as it can lead to
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wrong estimates of the underlying e↵ect and thus undermine the usefulness of
meta-analysis.
The thesis is organised as follows. In Chapter 2 we review some background
which is used in subsequent chapters. In the first part we sketch the typical fMRI
experiment so the reader becomes familiar with the particularities of the data in
hand. The second part provides some theory on spatial point processes, i.e. random
sets of points in the d-dimensional Euclidian space, upon which our methods are
built. In Chapter 3 we perform a literature review of coordinate-based meta-analysis
methods. The existing tools are evaluated through simulation studies and real data
analysis, followed by a discussion that emphasises on strengths and weaknesses of
every approach.
Chapters 4 and 5 form the main body of the text. In the former, we develop a
novel fMRI meta-analysis model based on log-Gaussian Cox processes [Møller et al.,
1998]. The model can provide useful inferences regarding meta-analysis data and
improves upon existing methods in the sense that it can account for study charac-
teristics in the analysis. In the latter, Chapter 5, we present a 3 level hierarchical
model for single fMRI studies. Our method, built upon the work of Xu et al. [2009],
can be viewed as an alternative to existing approaches with the extra advantage
that it addresses the problem of using meta-analysis data as prior information in
new fMRI studies. In both cases, we pay special attention to the computational
tools that are used to enable inferences which are carried out under the Bayesian
paradigm.
In Chapter 6 we propose a zero-truncated regression model to estimate the
prevalence of non-significant fMRI studies that are suppressed from the literature.
The model assumes that the entire population of studies, both significant and non-
significant, arise from a common mechanism and hence uses traits of the observed
units to infer upon the missing part. Finally, in Chapter 7 we summarise our
contributions and set some directions for future research.
3
Chapter 2
Background
2.1 Neuroimaging background
What follows is a very brief review of fMRI and the practical steps involved in a fMRI
study. For a more detailed introduction, see Lindquist [2008] for review of fMRI for
statisticians, or Kim and Ogawa [2012] for a detailed, technical review of the meaning
of the fMRI signal; Huettel et al. [2009] provide accessible textbook treatment, while
Poldrack et al. [2011] give a practical, data-analysis-oriented perspective.
The objective of a single fMRI study is to identify the neural correlates of
a physical, mental or perceptual process. When neurons in a region of the brain
increase their firing rate, there is an increased demand for oxygen which is met by a
localised increase in blood flow. The magnetic resonance signature, or susceptibility,
of oxygenated and de-oxygenated blood di↵ers, and thus a MRI scanner can capture
changes in local oxygenation. This mechanism is known as the Blood Oxygenation
Level-Dependent (BOLD) e↵ect.
During an fMRI acquisition, participants lie flat in the scanner and are asked
to perform a series of tasks, such as viewing images or reading texts, while the MRI
scanner measures the BOLD signal. For each participant, the data takes the form of
a time series of images, 3D snapshots of signal measurements all over the brain. The
typical acquisition lasts 6-12 minutes, with data collected every 2 seconds, producing
data on a grid with, typically, 2mm ⇥ 2mm spacing in-plane and 2mm-4mm slices,
producing anywhere from 40,000 to over 100,000 voxels (volume elements) in the
brain. Note that this is quite coarse spatial resolution, and separate, fine-resolution
images (e.g. 1mm ⇥ 1mm ⇥ 1mm) are also taken to depict an individual’s anatomy.
Before the raw data can be analysed, a series of preprocessing steps needs to
be undertaken [Poldrack et al., 2011]. These include motion correction, which ac-
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counts for movements during the acquisition, and spatial smoothing which increases
the signal-to-noise ratio. Smoothing is performed by convolution of the data with
3D gaussian kernels of diagonal covariance matrix. By convention, the kernel is not
specified by its variance of standard deviation, but in terms of full width at half
maximum (FWHM). For one dimension, e.g. x, the relationship between FWHM
and standard deviation  x is:
FWHMx =  x
p
8 log 2. (2.1)
Isotropic kernel sizes of between 4 FWHM and 8 FWHM are common. To make data
comparable across subjects, a crucial step is “spatial normalisation”, the process of
warping all subjects to a standard brain template, or brain atlas. There are di↵erent
atlases available, but essentially all authors use either the Talairach atlas [Talairach
and Tournoux, 1988] or the Montreal neurological institute (MNI) atlas (see Fig.
2.1).
Figure 2.1: An average brain in MNI space. Note the directional labels at the edge
of each panel: P for Posterior, A for Anterior, S for Superior, I for Inferior, L for Left
and R for Right. The origin approximately corresponds to an anatomical structure
known as the anterior commissure.
After spatial normalisation, all subjects’ data exist in a common space.
Specifically, we can assume that a given voxel corresponds to (roughly) the same
region in all subjects’ brains. Statistical analysis then proceeds in a massively uni-
variate approach, by fitting a model at each voxel independently of every other
voxel. Let yvik be the observed BOLD signal measurement for subject i in voxel v
at time interval k, k = 1, . . .K1, i = 1, . . . , n and v = 1, . . . , V . For subject i, the
time series regression model at voxel v is:
Yvi = X
v
i 
v
i + ✏
v
i , (2.2)
1We have assumed a common time series length K over subjects only for convenience
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where Yvi = [y
v
i1, . . . , y
v
iK ] is time series of measurements at voxel v, X
v
i is the
K ⇥ p design matrix representing p experimental conditions (tasks) and ✏vi is the
residual error. Due to the temporal correlation the error has some non-independent
structure, ✏vi ⇠ NK
⇣
0,R ( vi )
2
⌘
, where autocorrelation structure R expresses, for
example, an autoregressive order 1 model. Generalised least squares are used to
estimate model parameters  ˆ
v
i [Mumford and Nichols, 2006] and hence the e↵ect
of a task for an individual can be tested with an appropriate contrast c meaning
the estimated linear combination cT ˆ
v
i of parameter estimates that relates to the
e↵ect. Alternatively, one can combine the subject-specific regression coe cients in
a “second level” model to test for the presence of a population e↵ect [Mumford and
Nichols, 2006].
In either case, the result is a 3D image of T statistics (one per participant
or one per study), with a value at each voxel in the brain that measures the ev-
idence against the null hypothesis of no e↵ect. The T images are assessed either
voxel-by-voxel, or by assessing the size of connected components, or clusters, after
thresholding the T image at an arbitrary threshold. See Friston et al. [2002], Mum-
ford and Nichols [2006] and Mumford and Nichols [2009] for a detailed review of
di↵erent approaches for the statistical analysis of fMRI data.
An essential issue in the statistical analysis of fMRI data is multiple testing.
A T statistic image can have 100,000 or more voxels in the brain, requiring 100,000
simultaneous tests for every contrast of interest. Under a global null hypothesis
of no e↵ect in any voxel, we therefore expect around 5,000 false positives using
the classic significance level of ↵ = 0.05. In the early history of fMRI (roughly
1992-2002), arbitrary rule-of-thumb thresholding procedures were common, like a
combination of an uncorrected voxel-wise ↵ = 0.001 and cluster size threshold k   10
(only clusters of size 10 voxels or more). Thresholding methods that controlled the
Familywise Error (FWE), the chance of one or more false positives, later became
widespread using either Random Field Theory or permutation (see Nichols and
Hayasaka [2003] for a review of FWE methods in neuroimaging). More recently,
the False Discovery Rate (FDR), the expected proportion of false positives among
positive findings [Benjamini and Hochberg, 1995] was introduced for the thresholding
of T images [Genovese et al., 2002].
In any other discipline of science, publishing the point estimate, standard
error, test statistic and p-value for an e↵ect would be considered best practice, if
not just the minimal information to report. In neuroimaging, each of these quantities
is 3D image, and sharing such large data files was considered impractical 25 years
ago when fMRI was first developed. Yet even today there is general resistance
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towards sharing the full images. Instead, the only thing authors routinely report is
the x, y, z atlas coordinates of activation peaks. Going forward we will call these
coordinates the foci (singular focus). In other words, the results of an fMRI study
are summarised in a list of foci. Based on author preference and software defaults
foci can either singly reported that is one focus per significant region or multiply
reported that is two or more per significant region.
2.1.1 Limitations of individual studies and meta-analysis
There are three aspects of fMRI experiments that challenge the utility of individual
studies. Firstly, fMRI studies su↵er from low power. The typical sample size of
an fMRI study is small, and the majority of experiments involves far less than 20
participants [Carp, 2012]. While power depends on the (unknown) true e↵ect size,
at least one empirical study supported the notion that fMRI n’s are too small.
By sub-sampling from a large sample (n = 150), Thirion et al. [2007] found that
analyses with 20 or fewer subjects were poor approximations of the full 150-subject
result. Further, Type I error rates are likely to be high, especially for older papers
that did not use inference procedures corrected for multiple testing. Using a survey
of publications’ thresholding methods, Wager et al. [2007] estimated that 17% of
all reported foci are false positives. Finally, neuroimaging studies su↵er from low
test-retest reliability. For example, when scanning a group of subjects twice, once
and then 7 days later, Raemaekers et al. [2007] found intra-class correlations for
BOLD fMRI activations ranged from 0 to 0.88.
Apart from these inherent limitations, the way fMRI studies are carried out
also exhibit great heterogeneity. Each step of a neuroimaging study can be imple-
mented in various ways and there is no standard way to present a stimulus, prepro-
cess the data or construct the linear model for the BOLD response. As a result,
there is only a partial agreement in how experiments are conducted. For example,
in an analysis of 241 fMRI studies Carp [2012] observed 223 di↵erent analytical
strategies. Results heavily depend on the type of analysis employed [Button et al.,
2013], thus it is not uncommon to observe discrepancies in the outcomes of studies
that investigate the same scientific question. Consequently, it is exceptionally hard
to yield a conclusion. All reasons combined support the use of meta-analysis to
account for these problems and draw more reliable inferences.
A well performed meta-analysis can tackle the aforementioned issues by mod-
elling the observed heterogeneity between studies, combining the available informa-
tion to increase power and ultimately separating the consistent findings from those
that happened by chance. There exist two broad approaches for meta-analysis of
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neuroimaging studies: image-based meta-analysis (IBMA), if the full T statistic
images are available, and coordinate-based meta-analysis (CBMA) if only foci are
reported. IBMA proceeds by means of some common meta analytic tools applied to
each voxel of the images along with either FWER or FDR corrections for multiple
testing (see Hartung et al. [2008] for an overview of conventional meta analysis, and
Lazar et al. [2002] for a review of IBMA methods). It is self-evident that the transi-
tion from full statistical images (100,000+ voxels) to the list of reported foci involves
a heavy loss of information. In a comparative study, Salimi-Khorshidi et al. [2009]
demonstrated the benefits of using IBMA over CBMA. However, the overwhelming
majority of researchers rarely provide the full images, thus CBMA still constitutes
the main approach for the meta analysis of fMRI data. We review existing CBMA
methods in the following chapter.
2.2 Spatial point processes background
Spatial point processes are random sets of points in the d-dimensional Euclidian
space, where both the number and location of points is random. Spatial point
processes have been used in several areas of applications such as astronomy where
points can represent locations of stars in a galaxy [Babu and Feigelson, 1996] or
ecology where for example points can be the locations of ant nests in an region
[Harkness and Isham, 1983]. In our applications we use spatial point processes to
model reported peak activation foci that are reported by a task fMRI experiment.
The aim of this section is to give the necessary definitions and explain the
basic spatial point process models that are used in subsequent chapters. Most of
the results are taken from Møller and Waagepetersen [2004] to whom the reader can
refer for a complete, theoretical treatment of the topic. Some other good references
include Illian et al. [2008] and Diggle [2013] whereas Daley and Vere-Jones [2002]
discuss point processes in general spaces.
We start with a spatial point process X, a random countable subset of a
space B ✓ Rd. For us, d = 3 and B is the human brain. We use lower case letter x
to refer to some realisation of X and require x to be locally finite subsets of B, that
is n (x \B) < 1 for any bounded B ✓ B, where n (·) stands for the cardinality of
a set. Thus, the range of X is the space of locally finite point configurations Nlf
where:
Nlf = {x ✓ B : n (x \B) <1, 8 bounded B ✓ B} .
The most basic spatial point process model is the spatial Poisson process.
Poisson processes are used as a model class complete spatial randomness or no
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interaction between points. For a point process X the total number of points in any
B ✓ B, say NX (B), is a random variable. The Poisson point process can be defined
in terms of the intensity measure µ (·), the expected number of points in any subset
B of its support:
µ (B) = E [NX (B)] .
In particular, we say that X is a Poisson point process when the following properties
are satisfied [Møller and Waagepetersen, 2003]:
• for any B 2 B with µ (B) < 1, NX (B) ⇠ Pois (µ (B)), the Poisson distribu-
tion with mean µ (B)
• for any disjoint sets B1, . . . , Bn ✓ B with n   2, the random variables
NX (B1) , . . . , NX (Bn) are independent.
Sometimes, for a Poisson process X on B we can write that:
µ (B) =
Z
B
  (⇠) d⇠,
for some non-negative function   for which
R
B   (⇠) d⇠ <1 for any bounded B 2 B.
Then we say that X is a Poisson point process with intensity function   and denote
X ⇠ PP (B, ). When   is constant in B then X is homogenous; otherwise it is said
to be inhomogenous. Let X ⇠ PP (B, ). The density of this measure with respect
to the measure induced by the PP (B, 1) is [Møller and Waagepetersen, 2004]:
⇡ (x |  ) = exp
✓
|B| 
Z
B
  (⇠) d⇠
◆Y
x2x
  (x) ,
where |B| is the volume of the brain. The above equation can be used to estimate
the intensity of a Poisson process X based on one or more realisations.
A natural extension of the spatial Poisson process is the spatial Cox process.
The Cox process occurs when we allow the intensity function of a Poisson process to
be a random variable itself. More precisely, let ⇤ = {⇤ (⇠) : ⇠ 2 B} be a non-negative
random field. If X | ⇤ =   ⇠ PP (B, ) then we say that X is a spatial Cox process
driven by random intensity ⇤. The Cox process fits naturally into the Bayesian
framework where we obtain a posterior distribution for an intensity function. Note
that it is not possible to distinguish a Cox process from a Poisson process based on
only one realisation.
Another interesting spatial point process model is the independent cluster
process. This model is particularly useful when we observe aggregation of points
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around some centers. For example, Waagepetersen and Schweder [2006] build a
model for Minke whale locations in the Atlantic, based on the fact that these tend
to cluster around areas with high prey density. The independent cluster process
is obtained as following. Let y be the realisation of a point process Y on B, the
parent process. We associate with each y 2 y a point process Xy of o↵springs
centered around y. If we further assume that Xy are independent one of another,
then X =
S
y2yXy is an independent cluster process [van Lieshout and Baddeley,
2002]. Typically, it is assumedXy are Poisson processes with some intensity ⇢ (· | y);
in this case the intensity of the point process X is   (· | y) =Py2y ⇢ (· | y).
Finally, it is sometimes the case that the points in a point pattern carry some
extra information. Møller and Waagepetersen [2007] present a dataset consisting of
the location of 134 Norwegian spruces and it is noted that for each tree the stem
diameter is also recorded. This leads to a marked process. Consider a point process
X on B. Given some mark space M, if we attach a random mark mx to each
x 2 X, the process Y {{x,mx} : x 2 X} is a marked process. If we further assume
that marks are independent of the points and independent one of another then the
density of Y can be written as ⇡ (Y) = ⇡ (X)
Q
x2X ⇡ (mx). Note that the mark
space M can be very general; in the tree example above M = (0,1).
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Chapter 3
The coordinate-based
meta-analysis of fMRI data: a
review
3.1 Introduction
The limitations of single experiments (see Section 2.1.1 for a discussion), along with
the historical lack of data sharing, quickly presented researchers in the field of fMRI
with a challenge. The standard meta-analytic tools used in other fields (see for
example Hartung et al. [2008] for a fairly recent review) could not be applied to the
coordinate data and hence there was a need for new methodologies. Early works
mainly utilised exploratory data analysis and visualisation techniques to blend the
results from di↵erent studies [Fox et al., 1998] and it was not until the early 2000’s
that the first methods for CBMA were proposed [Fox et al., 1997; Turkeltaub et al.,
2002; Nielsen and Hansen, 2002; Wager et al., 2003]. Since then, many new methods
and modifications appeared in the neuroimaging [Laird et al., 2005; Wager et al.,
2007; Radua and Mataix-Cols, 2009; Turkeltaub et al., 2012; Caspers et al., 2014,
to name a few] as well as the statistics [Kang et al., 2011; Yue et al., 2012; Kang
et al., 2014] literature.
All of these methods share the same goal: to identify areas of the human brain
that show consistent activation across studies. The di↵erent approaches broadly fall
into two main categories: kernel-based and model-based methods. In what follows,
we present the most widely used methods in both categories. We start by setting
the notation used throughout the chapter.
A typical CBMA dataset consists of a list of foci from I independent studies.
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Each study i, i = 1, . . . , I comes with a set of 3-dimensional coordinates xik 2 B,
where B ⇢ R3 is the standard atlas space and k indexes the multiple foci for a
particular study. Table 3.1 is part of a real dataset from a meta-analysis of emotion
studies that will be analysed for the purposes of this review. In this example, x52
would correspond to the second foci ([ 34, 52, 8]T) in the fifth study (Baker 1997,
emotion). Note that some of the studies (e.g. Damasio 2000, fear and Damasio
2000, anger) are obtained from the same experiment (publication); we treat these
studies as independent following the standard conventions in the field. Finally, we
will denote as v = [vx, vy, vz] 2 B the center location of a particular voxel in the
brain atlas, v = 1, . . . , V .
Author Year Emotion X Y Z Participants
Damasio 2000 fear -10 -62 -17 23
-1 -66 -1 23
34 3 32 23
Damasio 2000 anger -2 -29 -12 23
Philips 2004 disgust 4 -20 15 8
7 -17 9 8
4 -63 26 8
Baker 1997 sad 36 20 -8 11
-44 32 -8 11
Baker 1997 happy -26 28 0 11
-34 52 8 11
Williams 2005 anger 7 31 28 13
7 28 -7 13
. . . . . . . . . . . . . . . . . . . . .
Table 3.1: A subset of data from a meta-analysis study of emotions.
3.2 CBMA methods
3.2.1 Kernel-based methods
The most widely used kernel-based methods are themultilevel kernel density analysis
[Wager et al., 2007, MKDA], the activation likelihood estimation [Eickho↵ et al.,
2012, ALE] and the signed di↵erential mapping [Radua et al., 2012, SDM]. All
these methods share the same rationale. Briefly, one starts by creating focus maps:
that is, full brain images obtained by smoothing of each reported activation with a
spatial kernel. Obviously, there are as many focus maps as the total number of foci.
Secondly, the focus maps corresponding to a particular study are combined to create
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the study-specific maps. These per-study images are subsequently combined into
a single image that represents the evidence for consistent activation (clustering).
Significance of these images is assessed with a Monte Carlo test under the null
hypothesis of complete spatial randomness. We now discuss MKDA, ALE and SDM
in detail.
Multilevel kernel density analysis (MKDA)
First introduced by Wager et al. [2003], MKDA was modified to its current version
by Wager et al. [2007]. To obtain the focus maps, Mik, one places a sphere of unit
intensity and radius r centred at each focus:
Mik(v) = 1{||v,xik||r}, (3.1)
where ||·, ·|| stands for the Euclidian distance. The study specific images, Mi, are
then obtained by applying the maximum operator to the focus maps of the study.
The procedure can be expressed by the following formula:
Mi(v) =
8<:1, 9k s.t. ||v,xik||  r0, otherwise . (3.2)
We call Mi the comparison indicator maps. A value of 1 means that there is ac-
tivation within distance r of a given location. Wager et al. [2004] suggest giving
r a value of 10 or 15mm. The MKDA statistic image m is given as a weighted
combination of Mi:
m(v) =
1P
iwi
IX
i=1
wiMi(v). (3.3)
The weights wi are usually chosen to be proportional to the number of participants
in each study thus allowing for studies with larger sample size to contribute more
to the value of the statistic. If the weights are all set to 1 then m(v) denotes the
proportion of studies that reported activation within distance r to v. Large values
of m (v) suggest systematic clustering of foci around its location.
The distribution of the MKDA statistic does not have a closed form and
thus Monte Carlo testing is used to assess significance. Several synthetic datasets
are created by uniformly drawing peak locations from B, keeping the original number
of foci fixed. The m statistic is calculated for these datasets and the maximum value
is saved at each replicate. This produces a sample of the maximal statistic under the
null hypothesis of random foci allocation. The sample is then used to obtain FWE
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corrected p-values [Kober et al., 2008] as suggested by Nichols and Holmes [2002].
Recently, Costafreda et al. [2009] derived a parametric significance test based on the
properties of the spatial Poisson process. For applications of MKDA on real data
see Etkin and Wager [2007] and Kober et al. [2008].
Activation likelihood estimation (ALE)
The motivating idea behind ALE is to represent the uncertainty about the true
location of a focus using a spatial Gaussian kernel [Turkeltaub et al., 2002]. Let Lik
be the map based on a single focus xik,
Lik(v) = c 3(v | xik, 2i I), (3.4)
where  3(x;µ,⌃) is the density of a three dimensional Gaussian distribution with
mean µ and covariance matrix ⌃ evaluated at x 2 R3, I is the identity matrix, and
c is the normalising constant. The Gaussian kernel used for ALE is analogous to
the uniform kernel used for MKDA, but assigns higher values to the voxels closer to
the foci. To help determine  i, Eickho↵ et al. [2009] created a mapping between the
number of participants in each study, ni, and the standard deviation  i; however,
the mapping is based on an empirical study consisting of 21 subjects and may be
unsuitable for experimental paradigms other than the one used by the authors.
Based on the Gaussian assumption, Lik(v) represents the probability of v
being the true location of xik. These maps are combined into a modelled activa-
tion map, Li(v), giving the probability that the closest focus is truly located at v
[Turkeltaub et al., 2012]:
Li(v) = max
k
Lik(v), (3.5)
under the assumption that foci in study i are independent. The ALE statistic ` is
then computed as:
`(v) = 1 
IY
i=1
(1  Li(v)) . (3.6)
Expression (3.6) was originally adopted by Turkeltaub et al. [2002] to quantify the
probability that at least one activation occurs in voxel v; nevertheless, ` should not
be viewed as a probability distribution since that would require the foci of a study
to be independent of one another.
The Monte Carlo significance test of ALE is equivalent but slightly di↵erent
to the one of MKDA. In particular, Eickho↵ et al. [2009] observe that one can
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directly derive null ALE values by recomputing ` with random voxel location, i.e.:
`⇤ = 1 
Y
i
(1  Li(v⇤)), (3.7)
where Li(v⇤) are randomly selected voxels from the corresponding study map.
Therefore, creating new datasets under the null hypothesis as in MKDA is not
necessary. Recently, Eickho↵ et al. [2012] showed that by using (3.7), it is possible
to enumerate exhaustively all the possible outcomes, thus ensuring that the tail of
the Monte Carlo distribution (where the inference is based) is better approximated.
Thresholding to assess significance can be done by controlling the FDR or the FWE
[Laird et al., 2005] or by inferring on clusters rather individual voxels [Eickho↵ et al.,
2012]. ALE has been used for several analyses including Delvecchio et al. [2012] and
Konova et al. [2013].
Signed di↵erential mapping (SDM)
SDM [Radua and Mataix-Cols, 2009] is a relatively new method that borrows sev-
eral characteristics from both MKDA and ALE. The novelty of the method lies in
incorporating the T statistic values (when available) from the original studies. To
make this point clear, imagine that a study investigates brain activation caused by
a given task; in some regions of the brain hyperactivation will be observed while
in others there will be underactivation. In both cases, significant values of the T
statistic will be recorded; these values will be large and positive in the first case and
large and negative values in the second. This case is particularly interesting when
di↵erence in activation between tasks is being investigated.
Assume that Tik is reported T value for the focus xik. SDM will generate
the focus maps Sik as:
Sik(v) = sign (Tik) exp
✓
  ||v,xik||
2
2 2
◆
. (3.8)
Observe that a Gaussian kernel is used, exactly as in ALE. Authors suggest using a
standard deviation   of approximately 10mm. The study maps are then:
Si(v) =
8>>><>>>:
 Smax,
P
k Sik(v)   SmaxP
k Sik(v),  Smax 
P
k Sik(v)  Smax
Smax,
P
k Sik(v)   Smax
, (3.9)
where Smax > 0 is the fixed, maximum allowed value. That is, the study map is
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obtained as the sum of the corresponding focus maps, but is forced to lie within
the interval [ Smax, Smax] in the same way the MKDA study maps Mi are given
a maximum value of 1. Finally, the SDM statistic image, s, is calculated as the
weighted mean of the study specific maps at each voxel:
s(v) =
1P
iwi
X
i
wiSi(v). (3.10)
Weights are once again proportional to number of participants in the study. Since the
method averages both positive and negative findings, voxels that show contradicting
results will not appear as significant. Inference is based on the same Monte Carlo
scheme of MKDA and thresholding is done either by setting a highly conservative
rejection point (p < 0.001) or controlling the FDR [Radua and Mataix-Cols, 2009].
Recently, a new version of the algorithm was proposed, in which the authors
used the Tik values to reconstruct the original T statistic images. That way, it is
possible to incorporate both CBMA and IBMA data in the same analysis. For more
details, see Radua et al. [2012]. The last contribution made on SDM lies in the
use of anisotropic kernels in the analysis [Radua et al., 2014]. Anisotropy can be
easily incorporated in MKDA and ALE but its superiority to the current practice of
using isotropic kernels is only based on empirical findings and thus should be further
investigated. Published work utilising SDM for the analyses includes Richlan et al.
[2011] and Fusar-Poli [2012].
3.2.2 Model-based Methods
Recently there has been growing interest in the development of model-based method-
ologies to address some of the limitations of kernel-based methods. These methods
use ideas from spatial statistics to develop stochastic models for the analysis of foci.
Unfortunately the literature on model-based methods is still very limited thus our
review will be almost exhaustive. In particular, we will outline the Bayesian hi-
erarchical cluster process model of Kang et al. [2011, BHICP], the spatial binary
regression model of Yue et al. [2012] and the hierarchical Poisson/Gamma random
field model of Kang et al. [2014, HPGRF]. In all cases, analyses are performed under
the Bayesian paradigm and thus inferences are based on posterior distributions for
each model’s parameters.
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A Bayesian hierarchical independent cluster process model (BHICP)
Kang et al. [2011] proposed a hierarchical model based on an independent cluster
process to describe the mechanism generating the foci. The model is structured
into 3 levels, of which the lowest level, level 1, contains the observations (foci),
while higher levels describe the study and population structure respectively. The
distinction between singly and multiply reported foci is incorporated into the model.
In the outline of the model below, we occasionally suppress the k index so that xi
is the set of foci reported in study i, i.e. xi =
S
k xik.
Figure 3.1 provides a graphical representation of the model. At level 1, we
have foci (Fig. 3.1 bottom, coloured circles). We denote with Xi for the underlying
process generating the observations xi in each study. As discussed in Section 2.1,
we can have both multiply and singly reported foci. Thus, Xi consists of two
mechanisms, one generating the multiply reported foci (Fig. 3.1 bottom, red circles)
and one that is giving the singly reported foci (Fig. 3.1 bottom, green circles):
Xi = X
1
i [X0i .
Multiply reported foci X1i can be viewed as an independent cluster process of
points X1i⇠, which are normally distributed around study activation centers ⇠ 2 yi
with covariance matrix  ⇠ (a random mark attached to every ⇠ 2 yi). That is,
X1i =
S
⇠2yi X
1
i⇠ and for all ⇠ 2 yi:
X1i⇠ ⇠ N (⇠, ⇠) . (3.11)
Singly reported foci, X0i , come directly from the population activation centers z as
realisations of X0i⇣ , which are normally distributed around population centers ⇣ 2 z
with covariance matrix ⌃⇣ :
X0i⇣ ⇠ N (⇣,⌃⇣) . (3.12)
To add more flexibility, the model allows for some singly reported foci to not cluster
around any population center, say xi;. These foci are assumed to arise from a
Poisson process Xi; of constant intensity ✏1:
Xi; | ✏1 ⇠ PP (B, ✏1) . (3.13)
Overall, X0i =
⇣S
⇣2zX
0
i⇣
⌘
[Xi; are the singly reported foci of a study.
At level 2, we have the unobserved study activation centers yi, which are
the locations around which the multiply reported foci of a study cluster. The yi
are realisations of a point process Yi and may either cluster around the population
centres z (Fig. 3.1 middle, squares) or appear in random locations across the brain
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(Fig. 3.1 middle, triangles). To account for the former, clustered study centers, Yi⇣
are introduced as sets of points normally distributed around population centers ⇣ 2 z
with variance matrix ⌃⇣ . As for the latter, noise study centers are modelled as a
homogenous Poisson process Yi; with intensity ✏2. Overall, Yi =
⇣S
⇣2zYi⇣
⌘
[Yi;,
where:
Yi⇣ ⇠ N (⇣,⌃⇣) , (3.14)
and
Yi; | ✏2 ⇠ PP (B, ✏2) . (3.15)
At the highest level (level 3), we have the population activation centres (Fig.
3.1 top, gray crosses). These are unobserved realisations z of an a priori homogenous
Poisson process Z of intensity ✏3:
Z | ✏3 ⇠ PP (B, ✏3) . (3.16)
Population activation centres are the locations around which study activation centers
and singly reported foci scatter. As such, they can be viewed as locations in the
brain where an overall population e↵ect exists.
The BHICP can be viewed as a random e↵ects model as it allows for both
within-study and between-study variability. Samples from the posterior distribu-
tions are obtained via MCMC. Several interesting quantities can be inferred upon
such as regions of consistent activations (through the distribution of populations
centers), the uncertainty in the location of study centers around the population
centers (through ⌃⇣) and the variability of the foci within studies (through  ⇠).
A Bayesian nonparametric binary regression model
Yue et al. [2012] use spatial logistic regression for a meta-analysis of emotion studies.
For study i and voxel v, let yi (v) be the binary outcome defined as:
yi(v) =
8<:1 at least one focus at voxel v0 no foci at voxel v . (3.17)
Note that the binary study images {yi (v)}Vv=1 are identical to the MKDA study
maps Mi (v). Logistic regression can be used to model the probability that a voxel
is reported as a focus, pi(v) = P (yi (v) = 1). It is assumed that:
pi(v) = H (z(v)) , (3.18)
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Figure 3.1: Realisation of the BHICP model for 3 studies. At level 1 (top) latent
population centres (grey, z) lie. At level 2 (middle) we have centres of multiply
reported foci (black). These come either directly from population centres (squares,
yi) or from background noise (triangles, yi;). Level 1 (bottom) contains the data
(xi). These are multiply (red, x1i ) or singly (green, x
0
i ) reported foci. Singly reported
foci come either directly from population centres (dots, x0i⇠) or from a background
Poisson process (asterisks, x0i;).
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where H (·) is the link function. The authors use the standard probit and logit link
functions.
Spatial correlation is induced through the prior on {z (v)}Vv=1. In particular,
we assume that the process z (v) is an adaptive Gaussian Markov random field
[Yue and Speckman, 2010, aGMRF]. The aGMRF model defines the conditional
distribution of z (v) through a specific dependence with neighbouring voxels. A
significant merit of the method is the inclusion of a local smoothness parameter
  (v) for the aGMRF. This allows the method to automatically choose the amount
of smoothing required depending on the amount of information available.
Authors further introduce a process  i (v), an indicator of whether the out-
come variable yi (v) is miscoded; the case  i (v) = 1 can either refer to both false
positives, voxels that were falsely found as activated, and false negatives, voxels that
were not reported as foci even though they were activated. The process  (v) is not
observed and hence is estimated along with the remaining model parameters.
Posterior probabilities of activation at each voxel are obtained through an
auxiliary variable MCMC algorithm. Voxels with high posterior probabilities of
being reported as foci are more likely to show an e↵ect. A potential drawback of
the method is that it can be currently applied only in two dimensions. In three
dimensions, the value of one of the axes is held fixed, for example z = c, while
the model is fitted for all available observations of the form xik = [(xik)1 , (xik)2 , c].
Authors however, maintain that extending the model to three dimensions is possible.
A hierarchical Poisson/Gamma random field model (HPGRF)
A neuroimaging meta-analysis will typically consider several subtypes of tasks. For
example, a meta-analysis of emotion may classify the studies according to experi-
ments on “happiness”, “sadness”, “pain”, etc. Yet, the methods described previ-
ously are for a single homogeneous group of studies. Kang et al. [2014] propose a
model that models each type of foci separately, allowing simultaneously for depen-
dence between the J di↵erent types.
Let xij be the set of foci reported by study i for task type j. Suppose that xij
are realisations of a Cox Process Xj driven by a random intensity measure ⇤j(d⇠).
Conditional on ⇤j(d⇠), Xj are Poisson processes on the brain B:
Xj | ⇤j(d⇠) ⇠ PP(B,⇤j(d⇠)). (3.19)
In other words, we have J underlying Cox processes, each one contributing a
specific type of foci in some/all of the studies. The intensity measures ⇤j(d⇠) arise
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from a convolution of a finite kernel measure Kj(d⇠, ⇣) and a Gamma Random Field
Gj(d⇣):
⇤j(d⇠) =
Z
B
Kj(d⇠, ⇣)Gj(d⇣). (3.20)
The model arising from (3.19)-(3.20) is similar to the Poisson/Gamma ran-
dom field model of Wolpert and Ickstadt [1998], who first introduced the idea of
convolving a Gamma random field with a Poisson process. To introduce dependence
between the di↵erent tasks, it is assumed that Gj(d⇣) are independent realisations
of a Gamma random field with common shape measure G0(d⇣) and inverse scale
parameter  :
Gj(d⇣) ⇠ GRF(G0(d⇣), ). (3.21)
Again, G0(d⇣) is a Gamma random field:
G0(d⇣) ⇠ GRF(↵(d⇣), 0). (3.22)
An MCMC scheme is used for posterior computation. The HPGRF model
allows for the detection of overall e↵ects based on the posterior intensity G0(d⇣)
or task-specific e↵ects based on ⇤j(d⇠). Inference on types with fewer observations
can be done by borrowing information from the remaining types through correlation
under the common base intensity G0(d⇣). A significant benefit of the model is that
it requires the specification of very few hyperparameters.
3.3 Evaluation of existing methods
One of the aims of this dissertation is to evaluate CBMA methods. A head-to-head
comparison of existing methodologies is unfeasible, because the statistics described
earlier have very di↵erent interpretations. Instead, we examine some characteristics
of CBMA methods that show the drawbacks and merits of each. In what follows,
we focus on the comparison between kernel-based and model-based methods. In
Section 3.3.1 we conduct a series of simulations to study the sensitivity properties
of the ALE algorithm that we think characterise other kernel-based methods as well.
In Section 3.3.2, we apply the methods for which available software exists on a real
dataset and compare the outputs. Finally, in Section 3.3.3 we move to a discussion.
3.3.1 ALE simulation study
Even though kernel-based methods have been extensively used for the analysis of
neuroimaging data, their power properties have not been investigated on synthetic
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datasets. We perform a simulation study to assess the power properties of the ALE
method. In particular, we want to assess how the power of the algorithm evolves
with respect to the number of studies in the meta-analysis and whether the method
is robust to the inclusion of low quality studies. We choose ALE for three main
reasons. Firstly, ALE is currently the most broadly used method for CBMA (based
on a PubMed search for ALE, MKDA and SDM). Secondly, a recent review of kernel-
based methods [Radua and Mataix-Cols, 2012] reported that the three kernel-based
methods provide qualitatively similar results, thus we expect that our findings are
indicative of MKDA and SDM methods as well. Finally, we strongly believe that
the current version of ALE [Eickho↵ et al., 2012] provides the best approximation
to the Monte Carlo test null distribution upon which inference is based.
We create meta-analytic datasets based on the following setup. Each simu-
lated dataset consists of I studies; of these, Ip are valid while the rest I(1  p) are
noise, 0  p  1. For the valid studies, we assume there exist 8 population centers
around which foci cluster. A valid study detects each population center indepen-
dently with probability 0.8. Conditional on detection, a study will report a singly
reported focus with probability 0.4, two multiply reported foci with probability 0.35
or three multiply reported foci with probability 0.25. The foci are drawn from a
three dimensional Gaussian distribution centered at the corresponding population
center. As for the noise studies, we simply sample foci uniformly from the brain
mask. The expected number of foci for both valid and noise studies is set to 13,
similar to what we found in one of our applications (see Section 4.5).
We use study numbers of I of 20, 40, 60, 80, 100 and 120. For a given I we
successively set p = 0, 0.05, 0.10, 0.15, ..., 0.95, 1. For each distinct combination of
I and p we create B = 1, 000 datasets as described above, and apply the ALE
algorithm [Eickho↵ et al., 2012] to each dataset. We use an ↵ = 0.05 FDR cor-
rected threshold to access significance of the ALE statistic images. The following
power-related quantities are recorded: 1) the probability that at least one of the 8
population centers is detected; 2) the probability all 8 centers are detected; 3) the
mean number of centers detected in 1,000 runs; 4) the mean voxel-wise true positive
rate, where “truly” active voxels are defined by the 95% probability spheres around
the population centers.
Our findings are summarised in Figure 3.2 where quantities 1 4 are plotted
against the proportion of valid studies. One can observe that all 4 power measures
increase monotonically to their maximal values of 1, 1, 8 and 1, respectively, as the
number of studies grows. For a given proportion of valid studies, we observe that
the bigger the total sample size is, the higher the power. For a fixed sample size, the
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power increases with the proportion of valid studies. Therefore, ALE is a consistent
test. In Figure 3.3 we plot quantities 1  4 versus the total number of valid studies,
that is, Ip instead of p. We see that the curves for di↵erent I tend to coincide.
This is a key robustness property of the ALE algorithm: that is, adding pure-noise
studies does not degrade power detection.
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Figure 3.2: Results of the simulation study. Power properties of the ALE algorithm
are plotted against the proportion of valid studies p. Top left: probability at least
one center detected. Top right: probability all 8 centers detected. Bottom left:
mean number of centers detected. Bottom right: mean voxel-wise true positive
rate.
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Figure 3.3: Results of the simulation study. Power properties of the ALE algorithm
are plotted against the total number of valid studies Ip. Top left: probability at
least one center detected. Top right: probability all 8 centers detected. Bottom left:
mean number of centers detected. Bottom right: mean voxel-wise true positive rate.
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3.3.2 Analysis of a real dataset
In this section, we perform a meta analysis of emotion studies that will facilitate the
discussion of the next section. The dataset consists of 164 experiments conducted
between 1993 and 2005. Eight emotion types appear in the dataset: a↵ective,
anger, disgust, fear, happy, mixed, sad and surprise. A total number of 2478 foci is
reported with a mean value of foci per study close to 6. The goal of the analysis is
to find regions of consistent activation across emotions. Due to the lack of software
availability we only apply MKDA1, ALE2, SDM3 and the BHICP4. Since those
methods can not account for di↵erent task types we treat di↵erent emotions within
an experiment as independent; this results into a total sample size of I = 437 studies
(contrasts). The same dataset was analysed by Kober et al. [2008], Kang et al. [2011]
and Yue et al. [2012].
The simulation parameters are set as following. For MKDA, we use a kernel
size of r = 10mm, which is also the software default. A total of 10,000 Monte
Carlo datasets are generated under the null hypothesis and used to the threshold
the MKDA statistic image m (v) at ↵ = 0.05, FWE corrected. ALE automatically
assigns a kernel size for each study based on the total number of participants and
uses the method of Eickho↵ et al. [2012] to calculate the distribution of the statistic
under the null hypothesis. The significance of the statistic image ` (v) is accessed
with an FDR corrected ↵ = 0.05 threshold. For SDM we use an isotropic kernel
of 20mm since it is the software default and do 500 Monte Carlo randomisations.
For the BHICP we run the MCMC for 120,000 iterations saving once every 100
iterations. This results to a total sample size of 1,200 posterior draws, of which we
discard the first 200 a burn-in. We use the same hyperparameter values as in Kang
et al. [2011]. We now summarise the results.
Figure 3.4 shows statistic images obtained from the four methods considered,
conditional on several values of the z dimension. Note that for the BHICP we show
only the study activation process intensity function. We see that all of the methods
provide qualitatively similar results. More specifically, the regions of the brain that
are mostly engaged in emotion processing are the right and left amygdala (Fig. 3.4,
top and middle row). This finding is consistent with previous analyses of the same
dataset [Kober et al., 2008; Kang et al., 2011; Yue et al., 2012] as well as results of
previous studies [Phelps and LeDoux, 2005; Costafreda et al., 2008]. Other regions
1http://wagerlab.colorado.edu/files/tools/meta-analysis.html
2http://www.brainmap.org/ale/
3http://www.sdmproject.com/software/
4http://www-personal.umich.edu/~jiankang/software.html
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where large statistic values are observed are the right and left cerebral cortex (Fig.
3.4, bottom row).
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3.3.3 Discussion
The meta-analysis of emotions suggests that the outputs obtained from model-based
methods are qualitatively similar to those obtained from kernel-based methods. Nev-
ertheless, the two approaches are fundamentally di↵erent.
In terms of computational time, it is clear that kernel-based methods outper-
form model-based methods (with the exception of SDM). For the emotion dataset
used in the illustration of Section 3.3.2 ALE required approximately 15 minutes to
run and MKDA required around 3 hours for 10,000 Monte Carlo replications. On
the contrary, the BHICP model took roughly 16 hours for 120,000 MCMC itera-
tions, Kang et al. [2014] needed 20 hours to complete the analysis and it is yet not
possible to run the spatial binary regression model on the full brain.
Apart from running time, one needs to consider the ease of implementa-
tion. On the one hand, software for kernel-based methods can be applied to any
dataset and will produce a pair of brain images: one with the value of the statistic
and one containing the corresponding p-values. That results into a very automated
procedure: one can directly compare the two images and see which voxels where
significant and which were not. On the other hand, it is not straightforward to
implement an MCMC scheme for one of the model-based methods. Prior specifica-
tions that are suitable for one dataset may be completely inappropriate for another.
Further, it is not possible to know in advance how many iterations are required for
the MCMC algorithm to converge, and convergence needs to be assessed as well.
Overall, it may not seem appealing for a neuroimaging practitioner to adopt model-
based methods and this explains why kernel-based methods are generally preferred
in the outstanding majority of the analyses.
Nevertheless, despite the ease of implementation kernel-based methods allow
for very limited inferences. First of all, kernel-based methods cannot be viewed
as spatial models but are instead massively univariate approaches (MUA). This
means that any inference is done voxel-by-voxel a no argument can be done for a
priori defined groups of voxels or the entire brain. As an example, with kernel-
based methods it is not possible to infer the total number of foci in a study; in
fact, analyses condition on the total number of foci in a study. For model-based
methods based on point processes such as the BHICP, the expected number of foci
can be obtained by integrating the intensities over the brain. Further, MUA do not
account for the spatial correlation and hence there is no borrowing of information
across voxels. This leads to poor spatial precision as can be seen in Figure 3.4 where
the BHICP statistic is more concentrated compared to the kernel-based methods.
Another important limitation of kernel-based methods is that there are no
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standard errors given and therefore it is not possible to quantify the uncertainty
for the e↵ect estimate through confidence intervals, which in turn may result to
misleading conclusions. For example, in Section 3.3.1 we found that power prop-
erties of ALE do not degrade with the inclusion of poor quality studies (see Fig.
3.3). However, since inferences remain unchanged, it is not possible to distinguish
between cases with strong signal (few poor quality studies) and weak signal (many
poor quality studies). Note that this is a fixed e↵ects model property where a
small proportion of the data drives the inference. Model-based methods tackle this
through the standard errors obtained directly from the posterior distribution of any
parameters of interest; when the signal is strong there is small variability in the pos-
terior whereas when the signal is weak the variability is higher. Finally, kernel-based
methods provide no adequate justification for the choice of kernel size parameter (r
for MKDA and   for ALE, SDM). Typically, its value is specified based on previous
studies rather than being estimated from the data, and it remains constant across
the brain regardless of the amount of smoothing required in each region. A bad
choice of the kernel size can potentially a↵ect the results, though. For example,
in Figure 3.4 we see that in the statistic image of SDM the clusters appear to be
bigger, because we have used a larger kernel size compared to the other kernel-based
methods. Yue et al. [2012] automatically choose the amount of smoothing require
introducing an extra smoothness parameters to their aGMRF.
Several other quantities of interest can be obtained from model-based meth-
ods. For the BHICP model it is possible to derive (1 ↵)% credible ellipses for both
population and study activation centers thus returning an estimate of within-study
and between study-variability as in a random e↵ects meta-analysis model. By intro-
ducing the latent process  (v), Yue et al. [2012] estimate the probability of a voxel
being miscoded. In the HPGRF model, the authors provide correlation estimates
between the di↵erent emotions. All these quantities can not be obtained by any of
the kernel-based methods.
Finally, the Bayesian framework upon which model-based methods are build
facilitates the construction of predictive distributions over new studies. This helps
producing the so-called reverse inferences [Poldrack, 2011], a topic of growing inter-
est in the fMRI community. Traditionally, fMRI studies produce forward inferences:
for a given task or paradigm, inference is made on the location of the brain response
to the task. Reverse inference consists of using the pattern of brain activation to
infer which task is most likely to have produced the data. If a neuroscientist has
developed a new behavioural experiment (say, on emotion), he/she may indeed want
to know whether their task engages the brain’s emotion processing system. In such
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case the researcher would want an estimate of the probability that the data arose
from a population of emotion studies. Kang et al. [2014] show that classification
based on the HPGRF model outperforms a naive classifier based on MKDA. This
result suggests spatial models can captures information in the data that cannot be
captured by a MUA.
For all these reasons, we believe that model-based methods have significant
merits compared to kernel-based methods. However there are several still open
problem for model-based methods and CBMA in general. We discuss those in the
following section.
3.4 Open problems
There are currently some aspects of CBMA that are being overlooked by both
model-based and kernel-based methods. The most important is publication bias.
Publication bias happens when the studies to which researchers have access are not
a representative subset of the total population of studies. For example, one special
case of publication bias is the file drawer where studies with significant findings are
more likely to get published. If present, publication bias can a↵ect the outcome of
a meta-analysis and lead to false conclusions. In the field of fMRI there is evidence
for the existence of publication biases [David et al., 2013] but there has been no
attempt to quantify the e↵ect these biases may have on our meta-analysis estimates.
In Chapter 6 we use a simple model to estimate the number of missing studies due
to the file drawer in CBMA. Nevertheless, there is still a need to adjust existing
methods (or develop new ones) to account for the presence of publication bias.
Another still open problem is meta-regression. Meta-regression extends the
simple meta-analysis model to account for study characteristics. When available,
such information can improve the fit of a model and give better insights on the data.
In CBMA several study characteristics are typically recorded when that data are
gathered but it is not yet a commonplace to use this information in meta-analyses.
In Chapter 4 we outline a model that uses study characteristics as explanatory
variables thus introducing the notion of meta-regression in CBMA.
One interesting problem is how CBMA can be jointly modelled with image
data from new fMRI studies. Currently there are no models that connect the image
data with the foci and hence it is not possible to use the former as prior information
or investigate if the two agree. In Chapter 5 we propose a model for fMRI T statistic
data that uses CBMA data as prior information.
Finally, there is only little work done on functional connectivity. Functional
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connectivity refers to the dependency between one or more regions of the brain.
In CBMA functional connectivity is implied by co-activation, that is, when two
regions consistently report activations. In a recent work, Xue et al. [2014] use a
multivariate Poisson model to induce correlation among the foci in several regions
on interest. However, it would be interesting to see if a spatial model can capture
these correlations as well.
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Chapter 4
A Bayesian log-Gaussian Cox
process model for CBMA
meta-regression
4.1 Introduction
In Chapter 3 we have reviewed existing approaches for coordinate-based meta-
analysis and have demonstrated the benefits of using model-based methods and
in particular approaches that are based on point processes. A limitation, however,
of these methods is that they assume that the true intensity function that generated
each study is the same for every study. That is, these methods do not allow for sys-
tematic di↵erences between studies. Sometimes such di↵erences can be attributed
to features that are inherent to the studies, for example the demographic particu-
larities of the samples under investigation. In the present chapter we consider an
approach to account for such systematic di↵erences.
The use of study-specific characteristics as explanatory variables in a meta-
analysis model is known as meta-regression [Greenland, 1994]. For example, in a
meta-analysis of 13 clinical trials on the e cacy of BGC vaccine against tuberculosis,
van Houwelingen et al. [2002] consider year and altitude as such covariates. Meta-
regression is an important facet of meta-analysis, especially when there is appreciable
heterogeneity between studies. As noted by Carp [2012], fMRI experiments exhibit
incredible variation in the analysis methods applied and hence it is essential to
explore the e↵ect that study characteristics have on the analyses outcomes. For
example, Carp [2012] found that 59% of a sample of the fMRI literature used a
correction for multiple testing. We expect that experiments that fail to adjust for
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multiple tests will generally report more foci compared to the ones that adjust, due
to the high rate of false positives and thus this is an important factor to account for
in a meta-regression.
In this Chapter, we introduce a Bayesian point process model that enables
the inclusion of covariates in CBMA thus allowing for meta-regression. The model
is outlined Section 4.2 and the algorithm that is used for posterior simulation is
described in Section 4.3. In Section 4.4 we test the model on simulated data whereas
in Section 4.5 we use it for a meta-analysis of emotion and executive control studies.
Finally, we conclude with a discussion of the limitations of this work and future
directions.
4.2 Model specifications
Suppose that there are a total number of I studies in the meta analysis and that
each study comes with a point pattern xi, a set of foci xij 2 B ⇢ R3, where B
is the support of the analysis, usually set from a standard atlas of the brain, and
j = 1, . . . , ni, where ni is the number of foci in study i. Additionally, suppose that
for each point pattern there is a set of K study specific characteristics, {zik}Kk=1.
We will assume that each point pattern xi is the realisation of a Cox point
process Xi defined on B, driven by a random intensity  i(·). We can then model
the intensity function at each point ⇠ 2 B as:
log  i(⇠) =  0(⇠) +
KX
k=1
 k(⇠)zik, (4.1)
where  0 is the baseline intensity parameter, and the  k are the regression coe -
cients. Equation (4.1) defines a spatial log-linear model over the brain. Foci are
more likely to occur in regions of the brain with high intensity values whereas we
expect almost no foci in regions as the intensity approaches zero. The exact rates
are given by the properties of a Cox process. In particular, given  i(·), the expected
number of foci in any bounded B ✓ B is a Poisson random variable with meanR
B  i(⇠)d⇠ [Møller and Waagepetersen, 2004].
In practice we expect that some covariates will have a global (homogenous)
e↵ect. Therefore, we split the covariates into the K⇤  K that have a local e↵ect
and K  K⇤ that have a global e↵ect:
log  i(⇠) =
K⇤X
k=0
 k(⇠)zik +
KX
k=K⇤+1
 kzik, (4.2)
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where zi0 = 1 for all i = 1, . . . , I.
A Bayesian model is defined with prior distributions on model parameters,
here the functional parameters  k(·), k = 0, . . . ,K⇤, and scalar parameters  k,
k = K⇤+1, . . . ,K. A natural way to proceed is to assume that  k(·) are realisations
of Gaussian random fields and the  k have normal distributions. That way, the right
hand side of Equation (4.2) is also a Gaussian random field, and each point process
is a log-Gaussian Cox process (LGCP) [Møller et al., 1998]. We will assume an
isotropic, power exponential correlation structure, that is for points ⇠, ⇠0 2 B we will
have:
Cor
 
 (⇠), (⇠0)
 
= exp
n
 ⇢k||⇠, ⇠0|| k
o
, (4.3)
for k = 1, . . . ,K⇤, where ⇢k > 0 are the correlation decay parameters and  k > 0
are the smoothness parameters. The same correlation structure was used by Møller
et al. [1998] and Møller and Waagepetersen [2003] in the context of LGCPs. Of
course, one could consider alternative correlation structures such as the Mate´rn
covariance function (see for example Rasmussen and Williams [2005]).
The log-Gaussian Cox process is a flexible model for spatial point data that
can account for aggregation [Møller et al., 1998; Møller and Waagepetersen, 2007]
or even repulsion between points [Illian et al., 2012a] and has therefore found ap-
plications in several fields such as disease mapping [Benes et al., 2002; Liang et al.,
2009] and ecology [Møller and Waagepetersen, 2003; Illian et al., 2012b].
By the definition of a Cox process, conditional on  i(·), Xi is a Poisson
point process on B [Møller and Waagepetersen, 2004]. The density (Radon-Nikodym
derivative) of this point process with respect to the unit rate Poisson process is:
⇡ (xi |  i) = exp
⇢
|B| 
Z
B
 i(⇠)d⇠
  Y
xij2xi
 i(xij), (4.4)
for i = 1, . . . , I, with |B| denoting the volume of the brain. We can view ⇡ (xi |  i) as
the density of the sampling distribution of the data; if we further assume independent
studies, then we obtain the likelihood for the model as:
L
⇣
{ k(·)}K⇤k=0 , { k}Kk=K⇤+1
⌘
=
IY
i=1
⇡ (xi |  i), (4.5)
where  i is as defined in Equation (4.2). Inference can be then achieved through the
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posterior distribution of the model which is given, up to a normalising constant, by:
⇡
⇣
{ k(·)}K⇤k=0 , { k}Kk=K⇤+1 | {xi}Ii=1
⌘
/ L
⇣
{ k(·)}K⇤k=0 , { k}Kk=K⇤+1
⌘
K⇤Y
i=1
⇡( k(·))
KY
k=K⇤+1
⇡( k), (4.6)
where ⇡( k(·)) and ⇡( k) are the priors on the functional and scalar parameters,
respectively.
4.2.1 Posterior approximation
Calculation of the posterior in Equation (4.6) requires the evaluation of the infinite
dimensional Gaussian random fields  k (·), k = 0, . . . ,K⇤, which we approximate
with a finite dimensional distribution. Following Møller et al. [1998] and Benes et al.
[2002], we consider the discretisation of the 3D volume with a regular rectangular
grid W   B. We use V cubic cells (i.e. voxels) in W with volume A = a3, where a is
the length of the side. In neuroimaging, analysis with 2mm3 cubic voxels is typical,
leading to a grid about 1 million voxels, of which about 200,000 are in the brain or
cerebellum. Voxels are indexed v = 1, . . . , V , and the coordinate of v is the location
of the center ⌫v 2 R3.
For any k = 0, . . . ,K⇤, the Gaussian random field  k(·) can be now approx-
imated with a step function which is constant within each voxel v and equal to the
value of  k(·) at the location of the center, i.e.  k(⌫v). Waagepetersen [2004] shows
that the accuracy of this approximation improves as a goes to zero. By definition,
 k = [ k(⌫1), . . . , k(⌫V )] are multivariate Gaussian vectors. We parametrise  k
as:
 k = µk +  kR
1/2
k  k, (4.7)
where µk are the overall (scalar) means,  k are the marginal standard deviations, Rk
are the V ⇥V correlation matrices with elements (Rk)ij = exp
  ⇢k||⌫i,⌫j || k , and
 k are the a priori NV (0, IV ) vectors, k = 0, . . . ,K⇤. The same parametrisation is
used by Møller et al. [1998], Christensen and Waagepetersen [2002] and is advocated
by Christensen et al. [2006] because it allows for computationally e cient posterior
simulations. For the purposes of this work we will only consider the case where  k =
2 i.e. the Gaussian correlation function. This choice may seem rather simplistic but
is justified by the sparsity of points in CBMA data and ubiquitous use of Gaussian
smoothing kernels in neuroimaging data analysis.
Priors for the V -vectors  k are induced by the parametrisation of Equation
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(4.7). For the remaining parameters we will assume weekly informative priors:
µk ⇠ N
 
0, 108
 
,  k ⇠ N
 
0, 108
 
,  k ⇠ N
 
0, 108
 
and ⇢k ⇠ Uni [0, 100]1.
Once the latent fields are approximated, one can also approximate  i with a
step function as before. The intensities at the center of each voxel are given by:
 i = exp
(
K⇤X
k=0
⇣
µk +  kR
1/2
k  k
⌘
zik +
KX
i=K⇤+1
 kzik
)
, (4.8)
where  i is the V -vector, the discretised intensity. We will write  iv = ( i)v for the
v-element of study i’s intensity, and note we require zi0 = 1 to capture the mean
e↵ect. The approximated posterior is:
⇡
⇣
✓ | {xi}Ii=1
⌘
/
IY
i=1
24exp( X
v
Av iv
)
niY
j=1
 iv(xij)
35⇡(✓), (4.9)
where ✓ =
n
{µk}K⇤k=1 , { k}K
⇤
k=1 , {⇢k}K
⇤
k=1 , { k}K
⇤
k=1 , { k}Kk=K⇤+1
o
, Av takes on the
value A when ⌫v 2 B and 0 otherwise, v(xij) is the index of the voxel containing
xij , and ⇡(✓) is the joint prior distribution of the parameters. The posterior distri-
bution in Equation (4.9) is still analytically intractable due to the presence of an
unknown normalising constant and thus we need to resort to Monte Carlo simulation
or approximation techniques to obtain samples from it.
4.3 Sampling algorithm details
Bayesian methodology for inference on LGCPs can be broadly divided into two main
categories: simulation based approximations of the posterior such as Markov Chain
Monte Carlo [Møller et al., 1998] and elliptical slice sampling [Murray et al., 2010],
and deterministic approximations to the posterior such as integrated nested Laplace
approximations [Illian et al., 2012a; Simpson et al., 2016, INLA] and variational
Bayes [Jaakkola and Jordan, 2000]. In a recent study, Taylor and Diggle [2014]
compare the Metropolis-adjusted Langevin (MALA) algorithm with INLA and find
that both methods give similar results. In our application, we choose to use simula-
tion based methods because application on a 3D problem is more straightforward.
Of course, building an algorithm for such high-dimensional problem is non-
trivial. Girolami and Calderhead [2011] showed that of all possible strategies, their
Riemann Manifold Hamiltonian Monte Carlo (RMHMC) sampler is the computa-
1This prior may not be uninformative for applications with a di↵erent scale of distances
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tionally most e cient for LGCPs in a 2D setting. Unfortunately, application in
this problem (3D setting) is prohibitive as it would require the inversion of a huge
V ⇥ V matrix. Therefore, we choose to use the standard Hamiltonian Monte Carlo
[Duane et al., 1987; Neal, 2011, HMC] algorithm which Girolami and Calderhead
[2011] found to be the second most e cient.
HMC initially appeared in the physics literature by Duane et al. [1987] under
the name Hybrid Monte Carlo, and later emerged into statistics literature by Neal
[2011]. We now give a brief description of the method. HMC emulates the evolution
of a particle system which is characterised by its position (q) and momentum (p)
over time. In our case, q will be the parameter vector of interest ✓ and p will be
introduced artificially from a Nd(0,M) distribution, with d being the dimensionality
of the problem and M the mass matrix. The dynamics of the system are described
by a set of di↵erential equations, known as Hamilton’s equations.
HMC alternates between moves for the position vector ✓ and the momentum
vector p based on Hamilton’s equations. If the solutions of the equations can be
found analytically then moves will be deterministic; if not, numerical integration is
required and an acceptance/rejection step must be performed to account for inte-
gration error. Integration is done in fictitious time ✏L, where ✏ is the stepsize and
L is the number of steps. Typically the leapfrog integrator is employed, which for
L = 1 and starting form time t is performed as [Neal, 2011]:
p
⇣
t+
✏
2
⌘
= p (t) +
✏
2
r✓ log ⇡
⇣
✓(t) | {xi}Ii=1
⌘
✓ (t+ ✏) = ✓ (t) + ✏M 1p
⇣
t+
✏
2
⌘
(4.10)
p (t+ ✏) = p
⇣
t+
✏
2
⌘
+
✏
2
r✓ log ⇡
⇣
✓(t+ ✏) | {xi}Ii=1
⌘
.
Overall, if the method is applied correctly, it will produce a time-reversible
Markov chain that has the desired distribution ⇡
⇣
✓ | {xi}Ii=1
⌘
as its stationary dis-
tribution. As we show in Appendix A.1, gradient expressions are available in closed
form for all model parameters including correlation parameters ⇢k. We therefore
choose to update all {µk, k, ⇢k, k}K
⇤
k=0 and { k}Kk=K⇤+1 jointly with HMC. The
solutions to Hamilton’s equations are not available analytically so we need to use
the Leapfrog integrator and include an accept/reject step at the end of it.
The procedure requires the specification of a stepsize ✏ and a total number
of leapfrog steps L. Ho↵man and Gelman [2014] show how tuning can be achieved
automatically but when we applied this method to our problem running time was
increased substantially. Therefore we use an alternative approach to tune these
parameters. The stepsize is automatically adjusted during the burn-in phase of the
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HMC to give an overall acceptance rate close to the 65% suggested by Neal [2011].
In particular, if ✏t is the stepsize at iteration t and qt1 is the acceptance rate over
the past t1 iterations, then every t2 iterations we calculate the new stepsize ✏0t as:
✏0t =
8>>><>>>:
0.9✏t qt1 < 0.60
✏t 0.60  qt1  0.70
1.1✏t qt1 > 0.70
. (4.11)
Specifically we use t1 = 100 and t2 = 10 A similar approach is empoyed by Marshall
and Roberts [2012] for MALA. The latter (number of leapfrog steps), is always
fixed to L = 50. We took this approach because we found that, for our LGCP
application, the mixing properties of the algorithm scale linearly with L but also
with the total number of HMC iterations. Hence one can use a relatively large L
and few iterations or relatively smaller L and more iterations, the total computation
time staying relatively constant.
The last tuning parameter in the HMC algorithm is the variance-covariance
matrix of the zero mean normal momentum parameters, M. To our knowledge,
there is only limited o↵ the shelf methodology as to how M can be adjusted and
so a good starting place is to set M = I. Neal [1996] suggests that if an estimate
of the posterior variance ⌃ˆ✓ is available then a good practice is to set M = ⌃ˆ
 1
✓ .
In principle, ⌃ˆ✓ can be estimated during the burn-in phase of HMC but in practice
this is not possible due to the dimensionality of the problem. In our simulations,
we found that the mean posterior variance of the elements of the  k was higher
compared to the scalar parameters, followed by  k or  k and then ⇢k. Especially
for the ⇢k the scale is typically much smaller compared to the other parameters in
our applications and so we use 100⇥ ⇢k instead of ⇢k. After the reparametrisation
we found that setting the mass for parameters of  k,  k,  k and ⇢k equal to 1, 3, 3
and 10 respectively worked well in all implementations.
The most computationally demanding part of the algorithm is the the calcu-
lation of the large matrix-vector products R1/2k  k appearing in the intensity func-
tions of Equation (4.8). Luckily, an elegant solution to this problem is given by
Møller et al. [1998] based on circulant embedding that was first proposed by Di-
etrich and Newsam [1993] and Wood and Chan [1994]. The key to the approach
is the linear algebra result that a circulant matrix has the discrete Fourier basis
as its eigenvectors. Rk is not circulant but is block toeplitz and can be embeded
in a (2V ) ⇥ (2V ) matrix that is circulant. Thus the matrix square root, inversion
and multiplication can be accelerated by using (the highly e cient) discrete Fourier
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transform (DFT) of the embedded matrix and manipulating Fourier coe cients, fol-
lowed by inverse DFT and extracting the appropriate sub-matrix/sub-vector. See
Rue and Held [2005] for more details.
We close this section by stressing that despite the massive dimensionality of
the parameter vector, the problem has a very high degree of parallelisation. Inten-
sities can be evaluated in blocks of thousands of voxels simultaneously making the
algorithm suitable for implementation in a graphical processing unit (GPU). The
most computationally intensive part of our model, namely operations with DFTs, is
also amenable to parallelisation and there already exist libraries such as NVIDIA’s
cuFFT library that are designed for this specific task. Overall, we believe that
implementation of the log-Gaussian Cox process model described above will soon
become a routine task for any moderately powerful GPU device.
4.4 Simulation studies
We consider two simulation setups. In the first we draw samples directly from the
log-Gaussian Cox process whereas in the second we create synthetic studies based
on a di↵erent model to assess the robustness of our method to model misspecifica-
tion. For consistency, all processes are defined on the same brain atlas used in the
application of Section 4.5, consisting of 216, 040 2mm3 cubic voxels. The average
number of foci per simulated study is kept low (mean number of foci per study
is 5) to resemble the sparsity of points observed in real CBMA data. Finally, the
total number of studies is fixed to 200 in both analyses, similar to the sample sizes
available in real applications [Kang et al., 2011, for example].
4.4.1 Setup 1
In this setting we simulate 200 studies, with two spatially varying covariates that
account for the mean of two groups of studies, and two non-spatially varying covari-
ates. For i = 1, . . . , 200 we set:
 iv = exp
(
2X
k=1
⇣
µk +  k
⇣
R1/2k  k
⌘
v
⌘
zik +
4X
i=3
 kzik
)
, (4.12)
where zi1 ⇠ Bernoulli(0.5), zi2 = 1 zi1, zi3 ⇠ Uniform[ 1, 1] and zi4 ⇠ Bernoulli(0.5).
Note that this parametrisation of the covariates implies existence of two types of
studies, say type 1 and 2, with di↵erent spatially varying means and the e↵ect of
one continuous and one categorical covariate. The expected total number of foci is
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3.99 and 4.16 for studies of type 1 and 2 respectively. We draw  1, 2 from their
NV (0, I) prior and fix the values of the scalar parameters shown in Table 4.1. We
run the HMC algorithm of Section 4.3 for 10,000 iterations, discarding the first 4,000
as a burn-in and save every 6 iterations for a total of 1,000 saved posterior samples.
This took roughly 14 hours on an NVIDIA Tesla K20c GPU card.
Results are summarised in Table 4.1 and Figures 4.1 and 4.2. In Table 4.1
we see that the scalar parameters are estimated accurately despite the sparsity of
points in the realisations. The 95% credible intervals contain the true values of all
the parameters in the setup. Some traceplots for these parameters can be found in
Section A.2 of the Appendix.
For zi3 = zi4 = 0, the median expected number of points is 3.97 (95% CI
[3.84,4.10])for type 1 and 4.61 (95% CI [4.46,4.78]) for type 2. These values are very
similar to the values we observe in the simulated dataset, that is 3.98 for type 1
and 4.53 for type 2. This indicates that our model does a good job fitting the data.
The shape of the latent Gaussian fields µk +  kR
1/2
k  k is generally captured for
both types as can be seen in Figures 4.1 and 4.2. In particular, we can see that the
maxima in the true and estimated images appear roughly in the same locations. The
same cannot be said about the other values but this is expected given the dearth of
information in regions of low intensity.
Table 4.1: Posterior summaries of the scalar parameters of the LGCP model, fit
to the simulated data of Section 4.4.1. Results are based on 1,000 posterior draws.
The values for the correlation parameters ⇢1, ⇢2 are multiplied by 100. The values
for  1 and  2 are multiplied by 10.
Parameter True Value Posterior median 95% credible interval
µ1 -13.7 -13.72 [ -13.99 , -13.48 ]
µ2 -14.2 -14.14 [ -14.47 , -13.86 ]
 1 1.2 1.19 [ 1.01 , 1.38 ]
 2 1.6 1.61 [ 1.43 , 1.81 ]
⇢1 1 0.93 [ 0.69 , 1.27 ]
⇢2 2 2.30 [ 1.69 , 3.15 ]
 3 2 1.44 [ 0.22 , 2.52 ]
 4 1 0.95 [ 0.32 , 1.65 ]
4.4.2 Setup 2
In this setup we create datasets with a pattern of points that follows brain structures
of interest. Again there are two types of studies, say type 1 and type 2. For each
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−18 −17 −16 −15 −14 −13 −12 −11 −10
Figure 4.1: Some true (left) and estimated (right) latent Gaussian fields for type 1
in the simulation setup 1 of Section 4.4.1. Rows 1 and 2 correspond to axial slices
z =  22 and z = 4 respectively. The most intense regions show similar structure,
while less intense regions have too few points to learn the intensity.
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Figure 4.2: True (left) and estimated (right) latent Gaussian fields for type 2 in the
simulation setup 1 of Section 4.4.1. Rows 1 and 2 correspond to axial slices z =  22
and z = 4 respectively. The most intense regions show similar structure, while less
intense regions have too few points to learn the intensity.
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study i, i = 1, . . . , 200, we generate the total number of points from a Negative
Binomial distribution with mean µ = 6 + 2zi3   1{zi4=0} + 1{zi4=1} and variance
µ2/20. For the covariates, zi3 ⇠ Uni[ 1, 1] and zi4 ⇠ Bernoulli(0.5). Once we know
the exact number of foci per study, we assign the study uniformly at random to
one of the 2 types and the distribute its foci as follows. For type 1, foci appear
systematically in the following regions: each focus can be observed in the right
amygdala (BR) with probability 55%, the orbifrontal cortex (BC) with probability
30% or anywhere else in the brain with probability 15%. The configuration for type
2 di↵ers in that most of the points will go to the left amygdala (BL) instead of
the right amygdala. If a focus is assigned to one of the three broad regions, the
exact location has a uniform distribution over the region. In the bottom left panel
of Figures 4.3 and 4.4 the regions in red and blue correspond to the left and right
amygdala respectively while the orbifrontal cortex coloured in green.
HMC is run for 10,000 iterations, discarding the 4,000 first as a burn-in and
saving every 6 to obtain a total of 1,000 samples from the posterior. The run took
15 hours on a Tesla K20c GPU card.
Results are shown in Figures 4.3 and 4.4 where in the top rows we see median
posterior log-intensities for the two types, in di↵erent axial slices. In both cases,
we find that the regions with the highest intensities are the amygdalae and that
the orbifrontal cortex is a region of high posterior intensity as well. The median
expected number of points is 5.81 for type 1 (95% CI [5.36,6,32]) and 6.45 for type
2 (95% CI [5.97,6.97]). The observed values are 6.27 and 6.73 respectively.
Conditional on there being exactly one focus, we can estimate the probability
that this focus appears in any subset B ✓ B as RB   (⇠) d⇠/ RB   (⇠) d⇠. Using the
posterior draws obtained from the HMC algorithm, we can obtain the posterior
distribution of any such quantity. For our simulated type 1 data we find that the
median posterior probability of observing a focus in the right amygdala (BR) is 0.43
(95% CI [0.40,0.48]). For type 2, the probability of observing a focus in the left
amygdala (BL) is 0.42 (95% CI [0.39,0.46]). For the orbifrontal cortex (B ⌘ BC)
the median posterior probabilities are 0.25 for type 1 and 0.23 for type 2, with
95% credible intervals [0.22, 0.28] and [0.20, 0.26] respectively. We therefore see that
the model underestimates the probabilities for BR, BL and BC . This bias can be
attributed to the smoothness that is imposed by our parameter   thus leading to
increases intensities just outside these regions as well as regions where noise foci
appear.
An interesting question one may ask is which are the regions of the brain
that are activated by one type or the other, but not both. To answer this, one can
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construct the mean standardised posterior di↵erence map computed as the ratio
of the posterior mean of the di↵erence ( 1)v   ( 2)v, to the posterior standard
deviation of that di↵erence:
( 1)v ( 2)v
sd(( 1)v ( 2)v)
. Extreme negative or positive values
are evidence of di↵erences between the two types. We show the di↵erence map in
the bottom right panels of Figures 4.3 and 4.4. As we see, the model distinguishes
the the two types in the amygdala but the di↵erences are small in the rest of the
brain. This is a very interesting feature of the model, especially for applications in
CBMA where researchers are sometimes interested in comparing a similar process
in a di↵erent domain, see for example Rottschy et al. [2012] or Section 4.5 for an
application. An alternative way to do the comparison would be to use the posterior
intensity draws to find P
 
 1v    2v > ✏
  ⇡ PNn=1 1{ 1nv   2nv >✏}N , where ✏ is a threshold
di↵erence,  knv is the posterior intensity for type k in voxel v obtained from the n-th
iteration of the algorithm, and N is the total number of HMC draws. However, in
this approach it is hard to choose the threshold di↵erence ✏.
4.5 Application: meta-analysis of emotion and execu-
tive control studies
In this Section we apply our model to a real meta-analysis data set.
4.5.1 Data despcription
Our dataset consists of 1,193 neuroimaging studies. The studies were conducted
between 1985 and 2015 and the average number of participants was 16. Of these,
855 studies are on emotion and the remaining 338 are on executive control. The
sample has a total of 10,266 foci, 6,112 from emotion (7.15 on average) and 4,154
from executive control (12.289 on average). Figure 4.5 is a graphical representation
of the data. We see that even though there is some clustering, the foci are dis-
tributed throughout the brain. Our application will focus on identifying the regions
of consistent activation across studies and infer on possible di↵erence between the
two types.
4.5.2 Algorithm details and convergence diagnostics
We use the same parametrisation as in Section 4.4: we have 2 spatially varying
intercepts, one for emotion and one for executive control. We run the HMC for
15,000 iterations in total, discarding the first 5,000 as a burn-in. The total number
of leapfrog steps is set to L = 50 and the stepsize is initialised at ✏ = 0.0001. We
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Figure 4.3: Results for simulation setup 2 of Section 4.4.2. Top row are the estimated
log-intensities for type 1 and type 2 respectively. The right panel of the bottom row
is the standardised mean posterior di↵erence between the two latent Gaussian fields;
bright colours indicate areas mostly activated by type 1 process. The left panel of
the bottom row shows the regions of the brain systematically activated by the two
processes; red for type 1, blue for type 2 and green for both. All images correspond
to slice z =  24 of the brain.
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Figure 4.4: Results for simulation setup 2 of Section 4.4.2. Same layout as Figure
4.3 (see that caption for details), except here slice z =  16 of the brain is shown.
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Figure 4.5: Graphical representation of the meta-analysis dataset. Data consist of
foci from 1,193 studies of two types, namely 855 emotion (left,red) and 338 exectutive
control (right, blue) studies. The overall number of foci is 6,112 and 4,154 for
emotion and executive control respectively, for a combined total of 10,266 foci. The
code used to generate the figure is courtesy of Jian Kang.
use a diagonal mass matrix with units specified as explained in Section 4.3. For the
long vectors  k, k = 1, 2 we set the variance equal to 1. For the scalar parameters
 k, µk and ⇢k we use mass parameters equal to 3, 3 and 10 respectively.
Convergence of the HMC chain is assessed visually by inspection of posterior
traceplots for the model parameters. We run a total of 3 HMC chains in order to
examine if they all converge to the same values. Posterior traceplots, along with
autocorrelation plots are shown in Section A.3 of the Appendix. Due to the large
number of parameters we only focus on the scalars µk,  k and ⇢k, as well as intensities
in voxels v1 and v2 where the highest median posterior values are observed for the
two types. Integrated intensities over the entire brain are also examined. Results
indicate that our chains have converged to their stationary distribution. This is
verified by the fact that posterior values from the 3 di↵erent runs overlap one with
another for all the quantities the we plot. Finally it is worth noting that our chains
show very good mixing properties since autocorrelation falls to low values after only
a small number of iterations.
4.5.3 Results
In Figure 4.6 we plot median posterior intensities for emotion in several axial slices
of the brain. Our results look qualitatively similar to the results obtained by Kober
et al. [2008], Yue et al. [2012] and Kang et al. [2011] in their meta-analyses of
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emotion studies. The expected number of foci is 7.15 (95% CI [6.99,7.33]) and the
regions mostly activated by emotions are the right and the left amygdala where the
peak intensities in Figure 4.6 appear. Executive control processing generally recruits
more regions of the brain and hence the median expected number of foci is 12.30
(95% CI [11.92,12.68]). The main e↵ects are localised in the right and left cerebral
cortex as can be seen in Figure 4.7.
Several quantities of interest can be obtained from our model, based on
the properties of the spatial Poisson process. For example, one may calculate the
probability of observing at least one focus in any voxels, region of interest (ROI) or
the entire brain. In Figure 4.9 we show the posterior distribution of P (NX (B)   1),
the probability of observing at least one focus in B, for several ROIs B. The division
of the brain in ROIs is done according to the Harvard-Oxford atlas [Desikan et al.,
2006]. A full brain analysis can be found in Section A.4 of the Appendix. Note that
this type of inference cannot be easily obtained from kernel-based methods such as
MKDA [Wager et al., 2007] or ALE [Eickho↵ et al., 2012] and therefore is a relative
merit of our point process model.
Comparison of the two types can made as described in Section 4.4.2. The
mean standardised posterior di↵erence of the two intercepts is show in Figure 4.8.
Generally, we see that the two types have entirely distinct localisations and the main
di↵erences are observed where the main e↵ects appear that is, the amygdlala and
the cerebral cortex.
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4.5.4 Model assessment
Posterior predictive checks [Gelman et al., 1996] can be found in Section A.5 of the
Appendix. In particular, we compare first and second order properties of observed
data with samples obtained from the posterior predictive distribution. Results in-
dicate some weakness in capturing the second order properties of the data but are
overall found satisfactory.
4.6 Discussion
In this chapter, we have presented a new coordinate-based meta-analysis model,
extension of the log-Gaussian Cox process model of Møller et al. [1998]. To our
knowledge, this is the first application of the LGCP with several realisations in a
3D problem. Note that even though our application is focused on neuroimaging, the
method is directly applicable to any multi-type point pattern problem.
The model has an appealing interpretation being a spatial GLM and several
interesting inferences can be obtained based on the properties of the spatial Cox
process. A significant advantage of our approach compared to existing methods
is the inclusion of covariates in the analysis thus introducing the notion of meta-
regression in CBMA. Another very interesting feature of the model is that it allows
multi-type comparison directly from the posterior without having to run the model
several times.
The main weakness of our approach is the large amount of computational ef-
fort required. Nevertheless, the proposed HMC algorithm exhibits quick convergence
and good mixing properties and hence less samples from the posterior are required.
Additionally, implementation of the method on a GPU vastly reduces computation
time and thus makes the method applicable on big meta-analysis problems.
Application of the method on a meta-analysis of emotion and executive con-
trol studies has given valuable insights on the data. In particular, we have found that
the main structures activated by emotion processing are the right and left amygdala,
a finding which is consistent with previous studies on the topic. Executive control
functions engage more regions compared to emotion and the main areas activated
are the right and left cerebral cortex. Furthermore, comparison of the two types has
allowed the detection of several regions in which they di↵er significantly.
There are several ways in which our model can be extended. One option
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Figure 4.9: Posterior % probabilities of observing at least one focus for several
ROIs. The bars represent the median posterior values, red for emotion and blue for
executive control. The 95% posterior credible intervals are shown in black. Green
asterisks are the empirical values as obtained from the data. The ROIs are (left to
right): left amygdala, right amygdala, anterior cingulate gyrus, left hippocampus,
right hippocampus and inferior frontal gyrus pars opercularis.
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would be consider a random e↵ects LGCP model where:
log  i(⇠) =
K⇤X
k=0
 k(⇠)zik +
KX
k=K⇤+1
 kzik + ✏i, (4.13)
where ✏i are the random e↵ect terms with ✏i ⇠ N
 
0, 2✏
 
. This extension would
account for further variability among the observed point patterns. Gradient ex-
pression are still available in closed form and hence inference for this model is still
feasible by jointly updating the random e↵ects parameters {✏i}Ii=1 along with the
remaining parameters of the LGCP.
Another possibility is to use some additional information about the foci such
as p-values or T scores. These values can be attached as marks to the existing point
patterns in order to improve estimation of the intensity function. Such an approach
can enrich the inferences obtained from a meta-analysis by characterising the magni-
tude of activation in each region as opposed to the localisation of activations, which
is the question that current methods address. Finally, it would be interesting to see
how point pattern data can be combined with IBMA data so that a meta-analysis
can take advantage of all the available information on a topic. Radua et al. [2012]
have already done some work for kernel-based methods but the problem still needs
to be tackled for spatial models as well.
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Chapter 5
A Bayesian spatial model for
group fMRI studies
5.1 Introduction
The statistical analysis of fMRI data is typically done using a massively univariate
approach (MUA). In this approach, a univariate regression model is fit to the time
series of the BOLD signal observed at each voxel seperately. The regressors of the
model represent the presence of various conditions or tasks that participants were
asked to perform during the experiment and therefore at a first level we are able
to investigate the presence of task e↵ects for each individual voxel and participant
seperately. This is achieved with a t test performed at each voxel using contrasts
of the estimated regression coe cients chosen appropriately to represent a given
hypothesis related to the tasks [Mumford and Nichols, 2006]. Typically, we compare
the BOLD responses during a task relative to the baseline condition but it is possible
to compare two di↵erent tasks (e.g. fear provoked by visual stimuli as opposed to
fear provoked by acoustic stimuli). For each participant, the resulting T image of the
values of the t tests at each voxel summarises the evidence regarding the existence
of an e↵ect at each voxel.
These per-individual images are subsequently combined matching voxel-by-
voxel in a second group level linear model, leading to estimates of the overall popu-
lation e↵ect [Mumford and Nichols, 2006]. Combing the subject data of each voxel
independently ignores the between-subject variability and therefore MUA analy-
ses can lead to poor spatial precision or even failure to detect an e↵ect especially
when considerable spatial variability is present among the group of participants.
To address this limitation, several spatial models have been proposed [Hartvig and
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Jensen, 2000; Flandin and Penny, 2007; Bowman et al., 2008; Xu et al., 2009, to
name a few] allowing voxels to borrow information between each other and thus are
an improvement compared to the standard MUA approach.
However, these methods do not make use of existing information that might
be available from previously conducted studies, in order to improve the estimation.
This can be of great importance in fMRI studies where sample sizes are typically
very small [Carp, 2012] and often therefore su↵er from low power [Button et al.,
2013]. Exploiting existing knowledge imposed as prior distributions in a Bayesian
approach has the potential to improve the power of studies with few participants
and detect e↵ects that could otherwise remain undetectable.
In this chapter, we propose a hierarchical Bayesian model for group fMRI
studies. Our model is based on the model of Xu et al. [2009] but improves upon
their approach in the following three aspects. Firstly, our model estimates both
activations and deactivations (drops in BOLD response) as opposed to activations
only. This is particularly important to facilitate comparison of a task with some
condition other than the resting state (baseline). Secondly, we use spatial point
process models instead of mixture models at the higher levels of the hierarchy which
enables us to improve the computational e ciency of the algorithm used for posterior
simulation. Finally, the model uses the output of CBMA meta-analysis as a prior
for the e↵ects in the new study in order to gain power.
The chapter is structured as follows. In Section 5.2 we present the details of
our Bayesian hierarchical model for group fMRI studies and Section 5.3 discusses
posterior inferences for this model. Simulation studies are presented in Section 5.4
and real data analysis in Section 5.5. Section 5.6 contains a summary of our findings
and sets the directions of our future work.
5.2 The model
The proposed hierarchical model consists of 3 levels. At the bottom level we model
the data, a T image for each individual which summarises the evidence for activa-
tion/deactivation during the course of the experiment. Voxels that show an e↵ect
are assumed to cluster around the individual components that are found in level 2 of
the model and are specific to each subject. At the highest level 1 we model the study
centers which are the locations in the brain around which e↵ects consistently appear
for all participants of a study. We now give the details of the model explaining the
3 di↵erent levels of the hierarchy separately.
Level 3. Let yiv denote the observed T statistic for subject i at voxel v,
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i = 1, . . . , I and v = 1, . . . , V . Following Xu et al. [2009], we assume that the
data have a mixture distribution with three di↵erent normally distributed mixture
components. The first component corresponds to the background signal, the second
component corresponds to activations and the third to deactivations. The density
is:
⇡
⇣
yiv | piv0,m0, s20,
 
pijv,mij , s
2
ij
 n(xi)
j=1
⌘
= piv0 
 
yiv | m0, s20
 
+
n(x+i )X
j=1
pivj 
 
yiv | mij , s2ij
 
+
n(x+i )+n(x
 
i )X
j=n(x+i )+1
pivj 
 
yiv | mij , s2ij
 
, (5.1)
where pivj are the mixing weights;  (x | µ, 2) is the probability density function of
a N (µ, 2) evaluated at x; m0, s20 are the background mean and variance; x+i and
x i are the individual component processes for increases and decreases, respectively,
with cardinalities n (·); and mij , s2ij are mean and variance for individual component
xij 2 xi = x+i [ x i . Equation (5.1) suggests that the observed T values are either
due to random fluctuations in fMRI signal which are represented by the background
component or due to some systematic positive or negative e↵ect accounted for by
the individual component process.
For the background component we a priori assume that for all voxels piv0 /
m, where m is fixed. For the remaining components we assume that the mixing
weights are a decreasing function of the distance to a given voxel and in particular
that:
pivj /  3 (⌫v | xij ,Sij) , j = 1, . . . , n
 
x+i
 
+ n
 
x i
 
,
where  3 (x | µ,⌃) is the density of a three-dimensional normal distribution with
mean µ and covariance matrix ⌃ and ⌫v is the location of the center of voxel v.
Overall, for all participants i = 1, . . . , I and voxels v = 1, . . . , V we have that:
pivj =
8><>:
m
m+
Pn(xi)
k=1  3(⌫v |xik,Sik)
, j = 0
 3(⌫v |xij ,Sij)
m+
Pn(xi)
k=1  3(⌫v |xik,Sik)
, j > 0
. (5.2)
The formulation in Equation (5.2) implies that when a voxel is coincident with an
individual center xi` and no other individual center is near, then the prior probability
of the voxel being background is m/(m + (2⇡) 3/2|Si`| 1/2). One can thus set m
based on prior beliefs. If S⇤ is our best prior guess for the spread of e↵ects Sij
and q is the expected proportion of voxels that are not activated by the task under
57
investigation, then:
m =
q
1  q (2⇡)
 3/2|S⇤| 1/2. (5.3)
In our applications we set m using Equation (5.3). For S⇤ we use the mode of the
prior on Sij (defined in the following section) and we set q to some high value, either
0.95 or 0.99 since fMRI experiments are typically designed to activate only a small
proportion of the voxels.
When no e↵ect is present, the t statistics should follow the nominal null distri-
bution. To reflect this belief we assume thatm0 ⇠ N (0, 1) and s20 ⇠ IG(10 3, 10 3).
Prior specifications for xij ,Sij ,mij and s2ij are given at level 2.
Level 2. At level 2 we model the individual components for increases
x+i =
 
xij
 n(x+i )
j=1 and decreases x
 
i =
 
xij
 n(x+i )+n(x i )
j=n(x+i )+1
. These are the locations
in each individual’s brain around which task e↵ects are present. Individual compo-
nents cluster around the study centers. We assume that individual components are
realisations from point processes X+i and X
 
i which are obtained as following.
For increases, we associate with each study center zk 2 z+ a Poisson pro-
cess X+izk of o↵spring normally distributed around zk with covariance ⌃zk , k =
1, . . . , n (z+). Then, X+i is obtained as the union of the o↵spring:
X+i =
[
zk2z+
X+izk . (5.4)
This analytically tractable model is also known as the Cox cluster process. The
intensity function of the cluster process X+i , ⇢
+
i is given as:
⇢+i
✓
⇠ | ✏, ⌘, {zk,⌃zk}
n(z+)
k=1
◆
= ✏+ ⌘
X
zk2z+
 3 (⇠ | zk,⌃zk), (5.5)
where ⌘R
B  3(⇠|zk,⌃zk)d⇠
is the expected number of o↵spring of zk 2 z+ and ✏ is intro-
duced for idiosyncratic components that do not cluster around any study centers.
For the purposes of this work we keep ✏ and ⌘ fixed and set their values based on
application. The reason is that the spatial Poisson model o↵ers considerable flex-
ibility even for fixed ⌘ and ✏; it is however possible to perform inference on these
parameters as well.
Additionally, we associate with each xij 2 x+i , j = 1, . . . , n
 
x+i
 
, a set of
marks
n
Sij ,mij , s2ij
o
, that reflect the spread, the mean and the variability of the
e↵ect. These marks are independent of the locations xij and have the following prior
distributions. For the spreads, we assume that Sij ⇠ IW (Tx, dx). The degrees of
freedom are set to dx = 10. As discussed before, we choose Tx to reflect our
58
prior beliefs regarding the spread of the e↵ects around individual components. For
increases, the mean of the e↵ect should have a positive expectation and hence mij ⇠
N(0,+1)
 
µ+, 2m+
 
. Hyperpriors reflect our prior beliefs regarding the e↵ect size and
variance: µ+ ⇠ N (3, 10) and  2m+ ⇠ IG
 
10 3, 10 3
 
. Finally, we assign s2ij a
IG
⇣
2, s2+
⌘
prior. This prior is chosen because it has an infinite second moment
and therefore allows for the presence of outlier values. To take advantage of the
conjugacy, we assume that  s2+ ⇠ Ga
 
10 2, 10 2
 
. Overall, the joint distribution of
x+i and the marks is:
⇡
⇣ 
xij ,Sij ,mij , sij
 n(x+i )
j=1 | ✏, ⌘, {zk,⌃zk}
n(z+)
k=1 ,Tx, dx, µ
+, 2m+ , s2+
⌘
=
exp
✓
|B| 
Z
B
⇢+i
✓
⇠ | ✏, ⌘, {zk,⌃zk}
n(z+)
k=1
◆
d⇠
◆ n(x+i )Y
j=1
"
⇢+i
✓
xij | ✏, ⌘, {zk,⌃zk}
n(z+)
k=1
◆
⇡ (Sij | Tx, dx)⇡
 
mij | µ+, 2m+
 
⇡
⇣
s2ij |  s2+
⌘#
. (5.6)
The individual component process for decreases is defined in similar fashion.
Each zk 2 z  is associated with a set of points X izk which are normally distributed
around zk with covariance ⌃zk . The independent cluster process X
 
i is obtained as:
X i =
[
zk2z 
X izk , (5.7)
and has intensity:
⇢ i
✓
⇠ | ✏, ⌘, {zk,⌃zk}
n(z+)+n(z )
k=n(z+)+1
◆
= ✏+ ⌘
X
zk2z 
 3 (⇠ | zk,⌃zk). (5.8)
For the marks
n
Sij ,mij , s2ij
on(x+i )+n(x i )
j=n(x+i )+1
we use similar prior specifications as for
increases. In particular, Sij ⇠ IW (Tx, dx), mij ⇠ N( 1,0)
 
µ , 2m 
 
and sij ⇠
IG
⇣
2, s2 
⌘
. Hyperpriors are defined as following: µ  ⇠ N ( 3, 10),  2m  ⇠ IG
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(0.001, 0.001) and  s2  ⇠ Ga
 
10 2, 10 2
 
. The joint density of points and marks is:
⇡
⇣ 
xij ,Sij ,mij , sij
 n(x+i )+n(x i )
j=n(x+i )+1
| ✏, ⌘, {zk,⌃zk}
n(z+)+n(z )
k=n(z+)+1 ,Tx, dx, µ
 , 2m  , s2 
⌘
= exp
✓
|B| 
Z
B
⇢ i
✓
⇠ | ✏, ⌘, {zk,⌃zk}
n(z+)+n(z )
k=n(z+)+1
◆
d⇠
◆
n(x+i )+n(x
 
i )Y
j=n(x+i )+1
"
⇢ i
✓
xij | ✏, ⌘, {zk,⌃zk}
n(z+)+n(x i )
k=n(x+i )+1
◆
⇡ (Sij | Tx, dx)⇡
 
mij | µ , 2m 
 
⇡
⇣
s2ij |  s2 
⌘#
. (5.9)
Level 1. At the highest level, we model the study centers z = z+[z . These
are the centers of brain regions that are consistently associated with increases or
decreases in BOLD signal among participants. We assume that z+ and z  are
realisations of Cox processes Z+ and Z  driven by random intensities  + and   
respectively.
At the absence of prior information we can assume homogenous  + and   
and that  + | ↵ + ,  + ⇠ Ga
 
↵ + ,  +
 
and    | ↵   ,    ⇠ Ga
 
↵   ,   
 
. How-
ever, when CBMA data are available we can use it as prior information in the model.
In such cases we have
 
w+k
 K
k=1
and
 
w k
 K
k=1
, the foci associated with increases
and decreases in signal respectively, as obtained from K previously conducted stud-
ies. There are several ways in which the information that
 
w+k
 K
k=1
and
 
w k
 K
k=1
provide can be incorporated into the model, some of which are discussed in the
following section.
Attached to each z 2 z = z+ [ z  is a mark ⌃z which characterises the
spread of individual centers around z. A priori ⌃z ⇠ IW (Tz, dz), where dz = 10
and T 1z ⇠ IW (T0, d0) with T0 being fixed based on prior beliefs regarding the
spread of individual components around the study centers and d0 = 10. Overall,
the joint density of z+ and marks is:
⇡
⇣
{zk,⌃zk}
n(z+)
k=1 |  +,Tz, dz
⌘
= exp
⇣
|B| 
Z
B
 +
⇣
⇠ |  w+k  Kk=1⌘ d⇠⌘
n(z+)Y
k=1
h
 +
⇣
zk |
 
w+k
 K
k=1
⌘
⇡ (⌃zk | Tz, dz)
i
, (5.10)
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whereas for z  it is:
⇡
⇣
{zk,⌃zk}
n(z+)+n(z )
k=n(z+)+1 |   ,Tz, dz
⌘
= exp
⇣
|B| 
Z
B
  
⇣
⇠ |  w k  Kk=1⌘ d⇠⌘
n(z+)+n(z )Y
k=n(z+)+1
h
  
⇣
zk |
 
w k
 K
k=1
⌘
⇡ (⌃zk | Tz, dz)
i
. (5.11)
Figure 5.1 is a graphical representation of the model for a study with I = 3 partici-
pants.
5.3 Posterior inferences
The posterior distribution of the hierarchical model described in Section 5.2 is shown
in Appendix B.1. This posterior cannot be computed analytically and therefore we
need to resort to Markov chain Monte Carlo to obtain samples from it. We propose
a hybrid Gibbs sampler where parameters are drawn from their full conditional
distributions, either one at a time or jointly in blocks of several parameters. In this
section we summarise the techniques used for posterior simulations. For the full
details of the algorithm, see Section B.2 of the Appendix.
The main challenge for posterior sampling in our model is that the total
number of individual components as well as the total number of study centers is
unknown and hence needs to be estimated. In their model, Xu et al. [2009] use
the reversible jump MCMC algorithm [Green, 1995] to estimate the total number
of mixing components in their model. We instead adopt the spatial birth-and-death
[Preston, 1977; Møller and Waagepetersen, 2004; Huber, 2011] algorithm because it
is easier to design e cient trans-dimensional proposals for spatial point processes.
The spatial birth-and-death process is continuous time Markov chain whose moves
are either births or deaths and can be used to simulate spatial point processes. We
now explain the general procedure.
Assume that we wish to simulate from a point process A on B with density
⇡
 
a | u , where u are the data. Let b (⇠) be the birth rate for a new point ⇠ and
d (⇠) be the death rate for removing a point ⇠ 2 a; it was shown by Preston [1977]
that if these rates satisfy the detailed balance equation
⇡ (a | u) b (⇠) = ⇡ (a [ {⇠} | u) d (⇠) , (5.12)
then the chain has unique equilibrium distribution ⇡
 
a | u  to which it will converge
regardless of the initial state. Given the current state a, the waiting times until a
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Figure 5.1: Realisation of the group fMRI model for 3 participants. At level 1 (top)
we have the study centers for increases (z+, red rhombuses) and decreases (z , blue
rhombus). At level 2 we have individual components for increases (x+i , light red
circles) and decreases (x i , light blue circles). Finally, at the bottom level 3 we have
the T images for each participant. Bright colours indicate voxels with high positive
values whereas dark colours indicate voxels with low negative values.
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new event are exponentially distributed with rate B + D, where B =
R
B b (⇠) d⇠
and D =
P
⇠2a d (⇠) are the total rates; conditional on an event a birth occurs with
probability B/(B + D) and a death with probability D/(B + D). For a birth, we
draw a new point from the density b (⇠) /B whereas for a death a point ⇠ 2 a is
chosen with probability d (⇠) /D.
The spatial birth-and-death algorithm can be particularly useful in the con-
text of hierarchical models where ⇡ (a | u) is the full conditional of the process a
that we wish to simulate from and u can be viewed as the observed data or pa-
rameters at lower levels of the hierarchical model. As a result, one can use u to
design e cient birth rates so that new points are drawn in the vicinity of the data
[van Lieshout and Baddeley, 2002]. Then, the death rates can be found based on
the detailed balance Equation (5.12). The total running time T of the algorithm
is a tuning parameter and needs to be specified so that there is a good balance
between the mixing properties of the chain and the computational e↵ort required;
a common choice is to set T = 1/B [Kang et al., 2011]. Pseudocode for the spatial
birth-and-death algorithm can be found in Algorithm 1.
input : a, T , b (⇠), d (⇠)
output: a⇤
1 B  RB b (⇠) d⇠;
2 D  P⇠2a d (⇠);
3 Draw t ⇠ exp (B +D);
4 while t  T do
5 Draw u ⇠ Uni [0, 1];
6 if u  BB+D then
7 Draw ⇠ ⇠ bB ;
8 a a [ ⇠;
9 end
10 else
11 Draw ⇠ 2 a w.p. d(⇠)D ;
12 a a \ ⇠;
13 end
14 B  RB b (⇠) d⇠;
15 D  P⇠2a d (⇠);
16 t t+ exp (B +D)
17 end
18 a⇤  a
Algorithm 1: Spatial birth-and-death algorithm.
We use the spatial birth-and-death algorithm to update the total number of
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increase and decrease components per individual, n
 
x+i
 
and n
 
x i
 
, as well as the
study centers for increases and decreases, n (z+) and n (z ). Once these are updated,
we can use standard techniques to update the remaining model parameters. Full
conditional distributions can be found in closed form for the following: m0, s20, mij ,
s2ij , µ
+, µ ,  2m+ ,  
2
m  ,  s2+ ,  s2  , Tz, for all i = 1, . . . , I and j = 1, . . . , n (xi). Thus,
these parameters are simulated with Gibbs steps directly from their full conditional
distributions. For the remaining parameters, xij , Sij , zk and⌃zk , where i = 1, . . . , I,
j = 1, . . . , n (xi) and k = 1, . . . , n (z), we use simple Metropolis-Hastings updates as
demonstrated in Appendix B.2.
There are several ways in which we can handle the update of study center
intensities  + and   . With no CBMA data, one may assume constant rates  +
and   , and then either keep these parameters fixed throughout posterior simulation
or update at each iteration of the MCMC with a Metropolis-Hastings step. With
CBMA data, one option is to run a point process CBMA model on the foci
 
w+k
 K
k=1
and
 
w k
 K
k=1
, using subsequently the posterior distributions ⇡
⇣
 + |  w+k  Kk=1 ⌘
and ⇡
⇣
   |  w k  Kk=1 ⌘ to obtain point estimates  ˆ+ and  ˆ  and ultimately
set  + =  ˆ
+
and    =  ˆ
 
. We employ this strategy for our simulation stud-
ies. Another option, the one that we use for our real data applications, would
be to marginalise over the CBMA posteriors that is: save L meta-analysis drawsn
 +(`),  (`)
oL
`=1
and then at each iteration of the MCMC for the group fMRI
model uniformly draw the study center intensities from these L candidate values.
Finally, it is also possible to set w+K+1 = z
+ and w K+1 = z
  and update CBMA
intensities within the group fMRI sampler, with an additional step using for example
the LGCP model presented in Chapter 4.
Several quantities of interest can be obtained through the posterior distri-
bution of the model parameters. For participant i and voxel v we introduce the
allocation parameter  iv indicating which component the voxel belongs to. Using
 iv we can estimate the marginal posterior probability that a voxel is activated as
the proportion of posterior samples for which  iv points to an increase component
xij 2 x+i ; the probability that a voxel is associated with decreases in BOLD sig-
nal can be estimated in similar fashion. For each individual, we approximate the
voxel-wise probability that an individual component is located within the voxel v as
1
L
PL
`=1
Pn(x(`)i )
j=1 1
n
x
(`)
ij 2v
o, where x(`)i is the `-th posterior draw from the individual
component process of participant i and L is the total number of MCMC iterations.
For study centers, we can similarly estimate the probability that there is a focus
in any voxel v as 1L
PL
`=1
Pn(z(`))
k=1 1
n
z
(`)
k 2v
o, where z(`)k is the `-th posterior draw
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from the study center process. Note that for both xi and z it is also possible to
construct posterior intensity functions using the generated points at each iteration.
This facilitates comparison between individuals and comparison of study centers
with previous CBMA findings. All these inferences are very hard to obtain with
massively univariate approaches and this is therefore an advantage of the model
compared to these methods. Examples are given in the following sections.
5.4 Simulation studies
In this section we perform a series of simulation studies to assess the performance of
our model with synthetic data. We use the same brain atlas as in Chapter 4 which
consists of 216,040 2mm3 voxels. In Section 5.4.1 we describe the mechanism under
which data are generated, and in Section 5.4.2 we validate our model for one of the
generated datasets and demonstrate the inferences that can be obtained with our
approach. In Section 5.4.3 we study the sensitivity of the method to the specification
of the background probability parameter m.
5.4.1 Simulation setup
Data are generated as follows. We assume that there are a total of 8 study centers:
4 of them are associated with increases in BOLD signal and the remaining 4 are
associated with decreases. The locations of the centers are chosen based on the meta-
analysis of emotion and executive control studies that was presented in Section 4.5.
In particular, we choose z+ = {zk}4k=1 to be the centers of 4 regions around which
voxels were found to have high posterior intensities for emotions; for z  = {zk}8k=5
we use executive control posterior intensities. The locations are shown in Table 5.1.
Each one of the study centers is associated with a di↵erent mean e↵ect magnitude
µk, k = 1, . . . , 8, in order to cover scenarios where the observed T statistics are low,
moderate or high in absolute value. Each center is further assigned a di↵erent  2k
which corresponds to the variability of the data around µk. The spatial spread ⌃k of
individual centers around the study centers also depends on k with various extents
considered. The exact specifications of µk,  2k and ⌃k can be found in Table 5.1.
The total number number of participants is set to I = 8, which is small in or-
der to mimic studies with low power. For each individual i, every center zk produces
a single individual component and so all participants have exactly 8 components, 4
for increases and 4 for decreases. The locations of the components, xik, are drawn
from a N (zk,⌃k) distribution. Eventually, we simulate the T images conditional
on the individual components. For each component xik we find the voxel vxik that
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Center Location µ  2 ⌃(⇥I3)
z1 -44 -80 -6 3.75 0.15 8
z2 -20 -6 -20 2.50 0.10 2
z3 24 -6 20 3.00 0.20 4
z4 50 -74 -6 3.25 0.10 6
z5 0 6 52 -2.75 0.08 3
z6 -40 0 36 -4.00 0.10 10
z7 -26 -70 36 -3.25 0.15 8
z8 38 -58 44 -3.00 0.10 5
Table 5.1: Summary of our simulation setup for study centers. The locations are
determined based on the meta-analysis of emotion and executive control studies
that was presented in Section 4.5. Each center is assigned a mean e↵ect size (µ),
an e↵ect variability ( 2) and a variance covariance mark (⌃) that represents the
spatial spread of individual centers around it.
contains xik and then activate B voxels that are close to vxik . B is any integer from
55 to 75 with equal probability and so we select 65 voxels on average. The proba-
bility that a voxel v is activated is proportional to  3
⇣
⌫v | ⌫vxik ,Rik
⌘
, where ⌫v is
the location of the center of the voxel v and Rik ⇠ IW (125⇥ I3, 10). The inverse
Wishart is set such that its mode is near 9⇥ I3 and so we expect to observe normal
isotropic e↵ects with a standard deviation of 3mm, or 7mm FWHM. Selected voxels
around xik are assigned values from N
 
µk, 2k
 
independently one of another. Vox-
els that are not associated with any individual component are given values from the
standard normal distribution, again independently one of another. An example of
a simulated T image for some axial slices can be found in Figure 5.2.
5.4.2 Analysis of a single dataset
We generate one dataset using the setup described in Section 5.4.1 and fit our
hierarchical model with the following specifications. We set ✏ = 2/|B| to allow for
an average 2 components that do not cluster around any focus. The expected number
of components per study center is set to ⌘ = 2. We a priori assume that the e↵ects
are isotropic and have 6mm FWHM for each dimension; so we set Tx =
14⇥36
8 log 2 I3
which leads Sij to have the desired mode 1. To reflect our belief that the spatial
variability of components around the foci is higher than the variability of e↵ects
around components, we let T0 =
5
30 which a leads to E [⌃k] = 10. We fix  
+ and
   to some draw from the posterior distribution of emotion and executive control
1The mode of a 3-dimensional IW (⌃, d) distribution is ⌃/(d+ 4).
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studies, respectively, as obtained from the application of Section 4.5. Both values
are chosen uniformly at random and are re-normalised so that the expected number
of points is 4. The algorithm runs for 65,000 iterations, of which we discard the
first 15,000 as a burn-in. The remaining 50,000 are used to obtain point estimates,
after we apply a thinning factor of 10 for a total of 5,000 posterior draws. We now
summarise the results.
Figures 5.2 and 5.3 shows results for participants 1 and 8 of the simulated
dataset, for two axial slices. In the first column we show the individual component
process on top of the data, as it was at iteration 65,000 of the simulation. We see that
the algorithm places components in regions of high signal intensity, as we expected.
Note that some activation regions require more than one component to be modelled
due to non-Gaussian shape, e.g. activation near the right amygdala on the top row
for participant 1. The posterior probabilities of activation and deactivation seem to
match the observed signal patterns and are close to 1 for voxels that show an e↵ect.
Note that when the signal is weak, for example in the left amygdala activation of
participant 8, the posterior probabilities of activation that are assigned are lower.
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Figure 5.4 shows the total number of individual increase and decrease compo-
nents for participant 1 (top left and right panels respectively) as well as participant
8 (middle left and right panels respectively). We see that the count processes reach
their stationary distributions rapidly and exhibit fairly low autocorrelation after
that. Another interesting observation is that the model assigns roughly 8 increase
and decrease components per individual, double the number we used to simulate the
data. Again, we can assume that this stems from some non-Gaussian shapes in the
simulated activations but also the strict prior on the background probability param-
eter m, as we discuss in the following section. The total number of study centers
(Figure 5.4, bottom panel) also reaches the posterior mode quickly and demonstrates
good mixing properties. The posterior medians are 4 and 5 respectively, very close
to the true values.
We also calculate the marginal posterior probabilities that there is a study
center at each voxel and plot results for some of the axial slices where we have placed
the e↵ects. These can be found in Figure 5.6. We generally see that the model
captures the presence of an e↵ect near almost all study centers. The locations of
the study centers are given in the bottom panel of the Figure. Note that the e↵ects
for which we assigned the least spatial variability of individual components around
them also have the best accuracy. An example is the e↵ects near the right and left
amygdala, the bilateral blobs in the first column of Figure 5.6. On the contrary, the
e↵ects at slice z = +36 for decreases which had the bigger component variability
are the ones for which the posterior is less concentrated.
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Figure 5.4: Results for the simulated dataset of Section 5.4.2. The figure shows
posterior traceplots for the total number of individual components of participant 1
(top row), the total number of individual components of participant 8 (middle row)
and the total number of study centers (bottom row). The left column corresponds
to increases whereas the right column corresponds to decreases.
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5.4.3 Sensitivity to m
A potential weakness of the model is that the background probability parameter
m is fixed throughout simulation and not estimated based on the data. Therefore,
in this section we examine the e↵ect that changes in the value of m have on our
inferences. In Section 5.2 we explain that m is set based on 2 prior parameters, the
expected number of background voxels q, and the prior beliefs regarding the spread
of e↵ects around individual components Sij . Hence, a full sensitivity analysis would
require alternating both parameters at the same time and comparing the di↵erent
outputs. As a first step, we will keep q fixed to 95% and di↵er the IW (Tx, 10) prior
of Sij .
We generate 25 synthetic datasets based on the simulation setup of Section
5.4.1. For each dataset we try 4 di↵erent values for Tx: 1) Tx = 40 ⇥ I3; 2)
Tx = 90⇥ I3; 3) Tx = 160⇥ I3; 4) Tx = 250⇥ I3. These specifications mean that
the mode of the prior on Sij is isotropic and has a FWHM of roughly 4mm, 6mm,
8mm and 10mm for each dimension, respectively. The values of FWHM are chosen
in order to resemble the spatial extent of activations encountered in practice, see
for example Xu et al. [2009]. Note that m is a decreasing function of the diagonal
elements (Tx)ii, i = 1, 2, 3. Fixed parameters are the same as in Section 5.4.2. In
particular, we set ✏ = 2|B| , ⌘ = 2 and T0 =
5
30 . For  
+ and    we draw uniformly at
random from the posterior intensities of emotions and executive control studies, as
obtained from the meta-analysis of Section 4.5; for each dataset we use a di↵erent
posterior draw but we then keep the same draw with all 4 priors on Sij . Again, we
run MCMC for 65,000 iterations, discard the first 15,000 as burn-in and thin the
remaining samples every 10 iterations to estimate any quantity of interest.
For each dataset and prior we can use the posterior draws n (xi)
` and n (z)`
to estimate P (n (xi)) = k and P (n (z)) = k, the posterior probabilities of observing
exactly k components per individual and exactly k study centers. These are shown
in Figures 5.6 and 5.7, respectively. Even though we expect that both of these
quantities are estimated as 8 (the true values used in the simulation), we can see
in Figure 5.6 that the 4 di↵erent priors result into di↵erences in the total number
of components per individual. In particular, we see that higher values of m are
associated with higher values for n (xi). We attribute this behaviour to the fact
that as m increases, it becomes harder for voxels that are located relatively far from
a component to be assigned to it; as a result we need more components, each one
being assigned a small number of voxels around it. Indeed, the median values for the
diagonal entries of Sij for priors 1-4 were 5.32, 8,87, 11.01 and 12.41 respectively.
On the contrary, the distribution of the total number of study centers is more robust
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to the specification of m; in all 4 priors the posteriors are peaked near 8, the true
value. However, it is still the case the most conservative value of m assigned by prior
1 resulted into some extra study centers compared to the other priors, see top left
panel of Figure 5.7. The explanation is that since for prior 1 there are on average
20 individual components per participant and the expected number of components
per foci is ⌘ = 2, there need to be more foci to account for these components. The
update of parameter ⌘ will be therefore considered in our future work.
For a given voxel, one can use the posterior probability of a positive (increase)
e↵ect and classify the voxel as activated when this probability exceeds a certain
threshold ↵. Analogously, a voxel is classified as demonstrating a negative e↵ect if
the posterior probability of deactivation is above ↵. In Figure 5.8 we calculate the
true positive rate, the proportion of voxels that were classified as showing an e↵ect
(either positive or negative) among the voxels that we truly activated when the data
were generated. Results indicate sensitivity of the classification performance to the
choice of the prior. When m increases, posterior probabilities are generally lower
which in turn results in worse power properties. We therefore suggest that real data
analyses are followed by a sensitivity analysis on the background probability in order
to make sure that the e↵ect detection is not degraded by m. Regarding the false
positive rate, the proportion of background voxels that are classified as activated
by the algorithm, we found that even with the most tolerant prior, prior 4, on m
the rate of false positives did not exceed 0.01% for a very low threshold of ↵ = 0.1.
This suggests that the method has a good control of false positives. However, such
performance is anticipated because BOLD responses for background voxels were
drawn independently one of another and so very few positive or negative spikes in
the T images appear, except from the locations around which we have place e↵ects.
In practice, this assumption may be violated due to preprocessing of the data with
spatial normalisation or smoothing. We will consider such simulation scenarios in
our future work.
5.5 Application
5.5.1 Data description
Our application focuses on the Hariri emotional faces task [Hariri et al., 2002].
In this task, subjects are simultaneously presented with three pictures; of these,
one picture is the fixed and participants are asked to indicate which one of the
other two is identical to the fixed one. Pictures represent faces of humans that
have some emotional expression, e.g. fearful or angry. It is widely accepted that
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Figure 5.6: Sensitivity analysis results. In this plot we show posterior probabilities
of observing exactly k individual components, k = 6, . . . , 15. In each setup, barplots
represent the Monte Carlo distribution of the medians (over participants) obtained
from the same 25 simulated datasets, generated under the mechanism proposed in
Section 5.4.1. For every dataset, we run MCMC for 65,000 iterations, discard the
15,000 first as a burn-in and apply a thinning factor of 10 to the remaining for a
total of 5,000 posterior draws.
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Figure 5.7: Sensitivity analysis results. In this plot we show posterior probabilities
of observing exactly k study centers, k = 6, . . . , 15. In each setup, barplots represent
the Monte Carlo distribution of the medians (over participants) obtained from the
same 25 simulated datasets, generated under the mechanism proposed in Section
5.4.1. For every dataset, we run MCMC for 65,000 iterations, discard the 15,000
first as a burn-in and apply a thinning factor of 10 to the remaining for a total of
5,000 posterior draws.
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Figure 5.8: Sensitivity analysis results. In this plot we show the true positive
rate, the proportion of truly activated voxels over all participants that are assigned
posterior probability of showing an e↵ect (increase or decrease in response) that is
above a given threshold ↵ 2 [0, 1]. Solid and dashed lines represent the median and
95% intervals obtained by the the same 25 datasets which we generate under the
mechanism proposed in Section 5.4.1. For every dataset, we run MCMC for 65,000
iterations, discard the 15,000 first as a burn-in and apply a thinning factor of 10 to
the remaining for a total of 5,000 posterior draws.
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such stimuli require the engagement of several regions of the brain, including the
amygdalae [Davis and Whalen, 2001] which in Section 4.5 are responsible for emotion
processing.
In their study, Hariri et al. [2002] tested for the e↵ect of the faces task
compared to a baseline condition where the 12 participants were matching simple
geometrical shapes instead of faces. They found, using an uncorrected p < 0.05
threshold, that both the right and left amygdala were activated by the emotional
faces task. Other activated regions included the ventral prefrontal cortex, the pos-
terior fusiform gyri and parahippocampal gyri. However, some of the e↵ects were
subtle (e.g. t score for the focus found in the left amygdala was 1.88) and so it is
interesting to see if our model can replicate the result using a di↵erent group of
individuals.
We use data from the Human Connectome Project [Van Essen et al., 2012,
2013, HCP]. Launched in 2009, HCP consists of two main consortia, each involving
several institutions, with the main objective of the project being to characterise both
the function and the connectivity (network behaviour) of the healthy human brain.
HCP uses high resolution scanners as well as carefully defined experimental protocols
which results in data of very high quality. To date, nearly 1,000 individuals have
been scanned while performing a wide range of tasks (including the faces-shapes
task) and the information has become publicly available2. We therefore use this
dataset for our illustration.
The objectives of this group study is to use the information obtained from
the meta-analysis of emotion experiments presented in Chapter 4 in order to identify
the regions where the emotional faces task induces a significant increase or decrease
in BOLD signal. For the purposes of this initial analysis, we will use a small sample
size of I = 6 randomly selected participants, exactly half of the sample size in the
study by Hariri et al. [2002], in order to resemble a scenario of an underpowered
study.
5.5.2 Implementation details
Due to movements of participants during scanning process, the T images contain
several missing values. More specifically, for participants 1-6 we have 6,721 (3.1%),
7,691 (3.6%), 6,029 (2.8%), 6374 (2.9%), 7,114 (3.3%), and 6,741 (3.1%) voxels with
missing values. The union of these regions includes 12,600 voxels or 5.8% of the
brain. Most of the missing values are located near the brain stem.
2http://www.humanconnectome.org/documentation/S900/
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The missing observations are imputed with the following approach. For each
participant we take the data that fall between the 0.05% and 99.95% percentiles of
the empirical distribution because we believe that they belong to the background.
Based on these, we estimate the empirical mean yˆ and variance  ˆ2y which we then
use to assign a N  yˆ,  ˆ2y  value to all voxels with missing data, independently one of
another.
We choose not to limit the analysis to a smaller atlas, the intersection of
subjects’ brains that contain no missing values in order not to prevent e↵ects that
are common only to a subset of the participants from showing. Nevertheless, the
analyses revealed no interesting study e↵ects in these regions. In Figure B.7 of
Appendix B.3 we show how many participants per voxel had missing values, for
several axial slices of the brain.
We use the following prior specifications. The data have been smoothed with
an isotropic 4mm FWHM Gaussian kernel and so we set the probability that a voxel
belongs to the background at q = 99%, where a high probability is chosen in order to
prevent false positives. The anticipated task e↵ects are isotropic with a FWHM of
8mm (4 voxels) in each dimension; this is achieved by letting Sij ⇠ IW
⇣
14⇥82
8 log 2 , 10
⌘
.
The value of m that we obtain based on q and Tx is roughly 0.16. Since we have a
stringent m, we expect that each activation will require several components and so
we let ⌘ = 4. In order to allow for an average of 2 individual components that do not
cluster around any study center we use ✏ = 2|B| . We expect higher between-subject
variability compared to the within-subject variability that is represented by Tx, and
hence set T0 =
1
9I3; we then a priori have that E [⌃z] = 15.
For increases, prior information comes from the meta-analysis of 855 studies
of emotion that was carried out in Section 4.5. At each iteration of the MCMC we
draw  + uniformly at random from the 1,000 available draws of ⇡
⇣
  | {ui}855i=1
⌘
,
where ui are the foci of study i = 1, . . . , 855. For decreases we have no prior
information and so we use a fixed homogenous    = 4|B| which suggests that we
expect 4 study decrease centers.
Posterior samples are obtained using the hybrid Gibbs algorithm developed in
Section B.2. We run the algorithm for 100,000 iterations and discard the first 20,000
as a burn-in. All results are obtained after a thinning factor of 16 is applied and
so we have 5,000 samples. Convergence is assessed by visual inspection of posterior
traceplots for the scalar parameters of the model. Those can be found in Appendix
B.3. Note that we run 2 chains with di↵erent initial conditions and compare the
outputs. The traceplots indicate that the chains have both reached their common
stationary distribution and so we conclude that the algorithm has converged.
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5.5.3 Results
The traceplot for n (z ) can be found in Figure B.3. We see that the total number of
decrease study centers in the posterior is 2 with probability 65%. Nevertheless, these
centers do not cluster around any constant location and hence cannot be associated
with any e↵ect. We therefore conclude that there is not enough evidence for the
existence of a negative e↵ect of the faces task. This confirms the results of [Hariri
et al., 2002].
For increases, there are several areas that show activation. The region around
which the strongest e↵ects are present is the fusiform face area (bilateral activation
in top left and top middle panel, Figure 5.10). Our finding is an agreement with
Hariri et al. [2002] and confirms a well-known result that relates the fusiform face
area with the perception of faces, see e.g. Kanwisher and Yovel [2006]. Other regions
activated by the task are the occipital fusiform gyrus (Figure 5.10, top right panel),
the occipital pole (Figure 5.10, bottom left panel), the intracalcarine cortex (Figure
5.10, bottom middle panel) and the inferior frontal gyrus (Figure 5.10, bottom right
panel). No activations are found in the amygdala.
In light of our findings in the simulation study of Section 5.4, we perform
additional analyses to examine the e↵ect of prior parameters q and ⌘. In particular,
we run another 2 MCMC chains (chains 2-3) where all except one prior parameters
are kept fixed at each time: in the second run, we assume that the expected pro-
portion of q of background voxels is 95% instead of 99% and in the third run we
increase the expected number of components per center ⌘ from 4 to 6. Marginal
posterior probabilities of observing an increase study center at voxel v are shown
in Figures B.5 and B.6 respectively. We see that the spatial location of the study
centers are in close agreement between the 3 runs. However, we find that there is
an e↵ect of the prior to the total number of study centers as can be seen in Figure
5.9. As expected, increasing ⌘ has led to a drop of n (z+) because more components
can be assigned to the same center. Finally, we also observe that reducing q leads
to roughly 4 more study centers. The finding is surprising given we would expect
that a more lenient background probability to reduce the total number of centers
and hence requires further investigation.
To conclude, in Figure 5.11 we show posterior probabilities of activation and
deactivation for participant 1 of the study, in axial slices around which study e↵ects
were prevalent. We see that the algorithm detects the regions where the highest
activations occur and places individual components in mainly in those regions (top
row, black dots). Results for participants 2-6 can be found in Figures B.8-B.12 of the
Appendix. We note that even though the e↵ects of the participants spread across
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several voxels, the model manages to achieve good spatial precision. Regarding the
e↵ects in the amygdala, we see that only participant 6 appears to be activated near
that region (see top left and top middle panel of Figure B.12) and the remaining
participants only show moderate values.
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Figure 5.9: Real data sensitivity analysis results. Here we plot the probability of
observing exactly k increase (left) or decrease (right) study centers. Run 1 (red)
corresponds to our initial run with prior specifications defined in Section 5.5.2. In
run 2 (green) we decrease the expected proportion of background voxels to 95%
compared to the first run, keeping all other parameters fixed. In run 3 (blue) we
use the same prior specification as in run 1 except that we increase the expected
number of o↵sping ⌘ to 6. Results reveal some sensitivity to the choice of the prior.
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5.6 Discussion
In this chapter, we have developed a Bayesian hierarchical model for group fMRI
studies. The model extends the work of Xu et al. [2009] by accounting for negative
BOLD responses and using CBMA data as prior information in the analysis. Fur-
ther, our model builds upon the spatial point process framework, thus facilitating
the use of the spatial birth-and-death algorithm [Preston, 1977] which demonstrates
better convergence and mixing properties compared to the reversible jump MCMC
algorithm that was used by Xu et al. [2009].
Some initial results from simulation studies suggest that the model performs
well in capturing both increases and decreases in BOLD response, even when the
observed signal is low. Application on a study of the emotion faces task [Hariri
et al., 2002] replicated some of the results of previous studies with an extremely
small sample size, while also attaining good spatial precision. Even though this is
partly due to the high quality of the data in hand, it also demonstrates the benefits
of spatial models compared to the standard massively univariate approaches.
Nevertheless, our model was found to be sensitive to the choice of some prior
parameters, especially the prior on the background probabilitym. In our future work
we will try to extend the model so that m is estimated along with the remaining
model parameters. Another direction that we will take is to explain through a
simulation study the setups in which the use of CBMA prior information benefits the
most compared to the homogenous prior. This characterisation is meaningful both
in terms of the maximum e↵ect size but also the maximum number of participants
for which our approach outperforms the standard approach.
A potential drawback of our approach is that it requires a significant amount
of computational e↵ort compared to the massively univariate approaches. Even
though application of our model using multiple processors with OpenMP reduces
the total running time significantly, it still took roughly 65 hours to run 100,000
iterations on the real data with an Intel i7 3.4GHz with 4 cores. A possible solution
to this problem would be to carry out the voxel-wise calculations of the lower level
using a GPU. We will consider this alternative in our future work.
The study of the faces task with data from the HCP will be continued and
focus on understanding its e↵ect on the amygdalae. Even though failure to replicate
previous findings could be because of our small sample size, it could also be the
case that our birth-and-death proposals generate components mainly in the region
of the gyri where the strong e↵ects appear and so it is not possible for centers
to be generated near the amygdala. Using a homogenous proposal would cancel
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the benefits of the current approach but adopting a mixture proposal where with
probability 1   ↵ we use the current proposal and with probability ↵ we use a
proposal based on the CBMA prior is a promising option the we aim to explore.
Finally, another direction that we will consider is to include image-based
meta-analysis (IBMA) data as an input in our model. For each voxel, we will
assume that the corresponding IBMA value arises from a mixture where the mixing
components will represent either background noise or some study center. Inference
can be achieved with a spatial birth-and-death algorithm, similar to the one that
we used to simulate the individual component process in our model.
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Chapter 6
Estimating the number of
missing studies in neuroimaging
meta-analysis
6.1 Introduction
The first step in a meta-analysis is a literature search [Normand, 1999]. During this
step investigators use databases to retrieve all previous work which is relevant to
the question of interest. Ideally, this process will yield an exhaustive or at least
representative sample of studies on a specific topic. Unfortunately, literature search
is subject to the file drawer problem [Rosenthal, 1979; Iyengar and Greenhouse,
1988]. File drawer refers to research studies that are initiated but are not published
due to lack of significance, either by cause of authors’ hesitation to submit or perhaps
because of rejection by journals that are reluctant to publish negative results. The
file drawer along with the other forms of publication bias (see Song et al. [2000]
for an overview) can potentially undermine the quality of a meta-analysis as they
lead to biased estimates of the e↵ect of interest [Hedges and Olkin, 1985; Begg and
Berlin, 1988; Hedges, 1989; Sutton et al., 2000a]. Aside from distorting a particular
scientific question of interest, this feeds into researchers’ scepticism regarding the
usefulness of meta-analysis [Greenland, 1994].
Evidence of the file drawer problem has been found in many fields of scientific
research including medical research [Begg and Berlin, 1989; Easterbrook et al., 1991;
Dwan et al., 2008, 2013] and the social sciences [Sterling et al., 1995]. Several
methods have been proposed for detecting and sometimes adjusting for the presence
of the file drawer problem. Early literature on the topic was focused on finding the
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fail-safe N [Rosenthal, 1979; Iyengar and Greenhouse, 1988], the minimum number
of unpublished studies required to overturn the outcome of meta-analysis. Much
attention has been given to the graphical tool known as the funnel plot [Light and
Pillemar, 1984]. The funnel plot is based on the assumption that point estimates
from large studies should be more tightly scattered about the true e↵ect than point
estimates from smaller ones; and in all instances they should be symmetrically
distributed about the true parameter value. Thus a plot of e↵ect precision (e.g.
sample size) vs e↵ect estimate should produce a funnel shape; any asymmetries
or trends in the funnel plot are indications of publication bias. Many tests and
methods have been developed to formalise the idea of funnel plot including Begg
and Mazumdar [1994], Egger et al. [1997], Duval and Tweedie [2000a] and Duval
and Tweedie [2000b].
Another very common approach involves the use of weight functions where
the probability of observing a data point is modelled as a function of its character-
istics, e.g. p-values. Several weighting schemes have been proposed, see for example
Hedges and Olkin [1985], Iyengar and Greenhouse [1988], Hedges [1992] or Larose
and Dey [1998] for implementation under a Bayesian perspective. Copas and Jack-
son [2004] give an upper bound for the total number of missing studies under any
possible weight function. Finally, another popular approach is sensitivity analysis
where the probability of publication is given a parametric form and the outcome
of meta-analysis is studied under di↵erent values of the parameters [Copas, 1999;
Copas and Shi, 2000; Copas, 2013]. For a better overview and more detailed de-
scription of methods for modelling the file drawer problem we refer the reader to
Sutton et al. [2000b], Rothstein et al. [2006] and Jin et al. [2015].
In the field of fMRI, there has been little study of biases in meta-analysis.
One example is David et al. [2013], who studied the relation between sample size and
the total number of activations to conclude the existence of reporting biases, mainly
a↵ecting small studies. However, to date there had been no work on estimating the
fundamental file drawer quantity, the number of missing studies. In what follows, we
propose a model for estimating the number of non-significant studies omitted from
a large cohort of studies in the context of CBMA and discuss possible implications.
The data that we use are presented in the following Section 6.2. The details of the
model are presented in Section 6.3, where we also summarise our findings. In Section
6.4 we repeat the meta-analysis of emotions studies of Chapter 4 after imputing the
estimated file drawer studies and compare the results. Finally, in Section 6.5 we
conclude with an evaluation of our model and some possible extensions.
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6.2 The BrainMap database
Our analysis is motivated by coordinate data from BrainMap [Laird et al., 2005].
BrainMap is an online, freely accessible database for coordinate-based data of both
functional and structural neuroimaging experiments. The database is continuously
expanding and up to date consists of results obtained from 2,562 scientific papers,
each one containing several experiments or, contrasts. BrainMap is an invaluable re-
source for meta-analyses and indeed many studies have been based on data retrieved
from the database (see Hill et al. [2014] and Kirby and Robinson [2015] for some
recent examples). It is therefore of vital importance to investigate the presence of
the file drawer problem and its possible e↵ects on a meta-analysis.
From here on, we follow the convention of considering our unit of observation
contrasts (instead of studies), and hence our dataset consists of 12,292 observations.
Each data point consists of a set of three dimensional coordinates xi, the foci, which
correspond to the centers of the clusters where significant activation occurred during
the experiment. For the purposes of this work we suppress the spatial aspect of the
problem and instead model the file drawer only based on the raw foci counts ni, the
total number of foci per contrast. Figure 6.1 shows the empirical probability mass
function of this count data.
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Figure 6.1: Empirical distribution of the total number of foci per experiment in the
BrainMap database, ni. Left: full distribution. Right: zoom in. No instances of
studies which report zero counts occur.
The barplot of Figure 6.1 (right) identifies a striking aspect of this data:
even though the distribution of ni has most of its mass close to zero, there are
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no instances of studies which report zero foci. Of course, such instances exactly
correspond to the experiments with no significant findings and so missingness can
be attributed to publication bias. The severity of the phenomenon relates to the
unobserved data that is the studies for which ni = 0 and are suppressed from the
literature. In next section we attempt to estimate the total number of zero-count
studies that are missing from the BrainMap database.
6.3 A zero-truncated count model for CBMA file drawer
Our model uses the count data from the observed, significant studies to infer on the
file drawer quantity. At this point we make some critical assumptions: I) the full data
{ni}Ii=1, observed and unobserved, are independent and identically (i.i.d.) samples
from a count distribution N with a certain parametric form; II) the probability of
publication depends on the total number of significant activations ni, specifically
there is probability zero for studies with ni = 0 and probability one for studies with
ni   1. To ensure that the assumption of independence is valid we use 5 subsamples
of the data (A-E), where in each subsample only one contrast from each publication
is used. If possible we use 5 di↵erent contrasts, one in each of the 5 datasets; for
publications with less than 5 contrasts we ensure that every contrast is used at least
once and then randomly select one for the remaining subsamples. For a detailed
discussion of implications of assumptions I-II see Section 6.5.
If assumptions I-II described above hold, then a suitable model for the data
is a zero-truncated count distribution. A zero-truncated count distribution occurs
when we restrict the domain of a count distribution ⇡(n | ✓) to the positive integers:
⇡ZT(n | ✓) = P(N = n) = ⇡(n | ✓)
1  ⇡(0 | ✓) , n = 1, 2, . . . , (6.1)
where ✓ is the parameter vector. The families of count distributions that we consider
are the Poisson and Negative Binomial. For the Negative Binomial distribution we
use the mean-dispersion parametrisation:
⇡(n | µ, ) =
✓
 
 + µ
◆    ( + n)
  ( )
✓
µ
µ+  
◆n
, (6.2)
where µ is the mean,   is the dispersion parameter and   (·) represents the gamma
function.
Once the parameters of the truncated distribution are estimated one can
make statements about the original, untruncated distribution. The key quantity for
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any inference is the probability of observing a zero count study ⇡(0 | ✓). One possible
way to express the file drawer quantity is the prevalence of zero count studies pz,
the total number of missing experiments per 100 published which can be estimated
as:
pˆz =
⇡(0 | ✓ˆ)
1  ⇡(0 | ✓ˆ) ⇥ 100. (6.3)
To explain as much nuisance variability as possible, we further model the
expected number of foci per experiment as a function of its characteristics in a
regression:
E [Ni | xi] = exp
 
xTi  
 
, (6.4)
where xi is the vector of covariates and   is the vector of regression coe cients. The
covariates considered include: i) the year of publication, ranging from 1985 to 2014
with median 2004; ii) the (square root) number of participants ranging from 1 to
395 with median 12; iii) the context of the experiment with levels age e↵ects, disease
e↵ects, drug e↵ects, gender e↵ects, learning, linguistic e↵ects, normal mapping and
other (any other label that appears less than 20 times).
Parameter estimation is done under the Bayesian paradigm using MCMC.
We use a simple random walk Metropolis step with normal proposal to update the
vector ✓. The covariance of the proposal is tuned during burn-in using the adaptive
algorithm of Haario et al. [1999], and is then kept fixed throughout simulation. All
results are based on MCMC runs of 100,000 iterations thinned every 100 iterations,
after a burn-in period of 20,000 iterations. The properties of our sampler for the sim-
ple zero-truncated Negative Binomial model are studied on synthetic data through
a simulation study. The results are presented in Appendix C.3. For completeness,
we compare our estimates with the estimates obtained under the Generalized Ad-
ditive Models for Location Scale and Shape (GAMLSS) framework of Rigby and
Stasinopoulos [2005]. Fitting is done in R [R Core Team, 2015] with the gamlss
library [Stasinopoulos and Rigby, 2007]. We now summarise our findings.
With no covariates the fit is easily visualised. Figure 6.2 shows results for
subsample A; results for the remaining subsamples can be found in Figure C.1 of
the Appendix. We see that the Negative Binomial distribution provides a much
better fit compared to the Poisson distribution, due to the overdisperssion that can-
not be captured by the Poisson model. This is verified by our posterior predictive
checks which we conduct as follows. For both models we approximate the posterior
predictive distributions by simulating 1,000 count samples for each one of the pos-
terior draws obtained with MCMC. We then calculate the 95% posterior predictive
intervals and record the percentage of real data observations that fall within these
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intervals. For datasets A-E, the 95% posterior predictive credible intervals of the
zero-truncated Poisson model contain 56.05%, 56.44%, 58.90%, 56.75% and 56.26%
of the observations, respectively. The corresponding figures for the zero-truncated
Negative Binomial model are 97.26%, 97.53%, 97.38%, 97.25% and 97.69%. We
therefore use the zero-truncated Negative Binomial model to obtain estimates of
the file drawer quantity, see Table 6.1. The median posterior values obtained from
the MCMC are in close agreement with the GAMLSS method, both suggesting the
the prevalence of zero-count experiments is roughly 9 per 100 published experiments.
Subsample Median p0.025 p0.975 GAMLSS
A 10.11 8.68 11.93 10.14
B 9.45 8.13 11.14 9.47
C 8.98 7.72 10.52 9.02
D 8.71 7.42 10.11 8.67
E 10.17 8.70 11.99 10.16
Table 6.1: Estimated posterior prevalence of zero-count studies, as obtained from
the 5 subsamples. Columns 2-4 show posterior summaries of the MCMC samples
while column 5 is the GAMLSS estimate.
We generally observe that covariates essentially have no e↵ect on the es-
timated prevalence of missing studies. Due the lack of fit by the zero-truncated
Poisson model, we only show results obtained with Negative Binomial regression.
The estimated prevalence of zero count studies is a slowly decreasing function of
both the number of participants and the year of publication (Fig. 6.3 for subsample
A, Fig. C.2 for subsets B-E). For the former, the trend is expected. One possible
explanation is that bigger samples result into greater power and therefore more foci.
Nevertheless, a stronger e↵ect was anticipated. For the latter, one would expect
that the establishing of multiple testing correction techniques through the years
would decrease the rate of false positives and hence shift the distribution of foci
counts towards zero. Hence, both findings require further investigation. Finally, we
see that the estimated prevalence of zero count studies is similar for all levels of
the categorical variable context, with the exception of experiments studying gender
e↵ects (Figures 6.4 and C.3 for subsamples A and B-E respectively). The median
posterior prevalence, setting year and sample size to the median values found in the
subsamples and taking the weighted average over the levels of context, is found to
be 10.03, 9.20, 8.55, 8.52 and 10.05 for subsamples A-E, respectively.
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Figure 6.2: Zero-truncated fit with the Negative Binomial (left panel) and Pois-
son (right panel) distributions for subsample A. Points represent posterior medians
obtained from 30,000 MCMC iterations, thinned every 30 iterations. Error bars
represent the 95% credible intervals.
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Figure 6.3: Prevalence of file drawer studies as a function of study sample sample
size (left) and study year of publication (right) for subsample A. Red solid line is
the posterior median whereas the shaded area indicates the 95% posterior credible
intervals. The dashed line represents the estimate obtained with GAMLSS. All
values are averages across the levels of study context.
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Figure 6.4: Prevalence of file drawer studies as a function of study context for
subsample A. Red dots are the posterior medians whereas the error bars represent
the 95% credible intervals. Black asterisks are the GAMLSS estimates. Publication
year and sample size have been set to their median values.
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6.4 E↵ect of missing studies
The zero-truncated regression analysis of the previous sections suggests that if the
assumptions of our file drawer model hold and the BrainMap database is repre-
sentative of the population of CBMA studies, then there are roughly 9 unpublished
experiments per 100 that we observe. Therefore, it is plausible to ask what would be
the e↵ect of these unobserved, zero count studies on the outcome of a meta-analysis.
In this section we repeat the meta-analysis of emotion studies shown in Chapter 4,
adding some studies with no foci and demonstrate the e↵ects on the CBMA results
that the inclusion of these studies has.
Using our estimates from Section 6.3 we add 9 zero count studies for every
100 of the original dataset which consists of 855 studies. Hence, there are 941 studies
in the new dataset of which 86 report no activations. Analysis is carried out with the
LGCP model presented in Chapter 4 using no covariate information. HMC is run
for 15,000 iterations, with the first 5,000 being the burn-in period. The last 10,000
are thinned every 10 iterations to obtain a posterior sample of 1,000 intensities.
These are used to calculate several quantities of interest which we now present.
The median posterior intensities for several axial slices of the brain are shown
in Figure C.4. Qualitatively, the results are almost identical to the ones obtained
when analysing the original dataset (see Figure 4.6). Nevertheless, there are still
di↵erences between the two analyses. For example, the posterior expected number
of foci in the original dataset is 7.15 (95% CI [6.99,7.37]); this is significantly higher
compared to the estimate obtained when zero count studies are included which
is 6.50 (95% CI [6.33,6.67]). In Figure 6.5 we show posterior distributions for the
probability of observing at least one focus in the right and left amygdala, the regions
which are mainly activated by emotion processing. Even though there is considerable
overlap between the two, we see that the posterior median is roughly 10% lower when
we add the zero count studies for both left and right amygdala.
Overall, we see that inclusion of zero count studies in the meta-analysis has
lead to lower estimates of the e↵ect of emotion processing in brain activation, as
we expected. Obviously, the extent to which the file drawer problem inflates the
estimates obtained from a meta-analysis depends on the unknown total number of
missing studies. It is therefore essential to account for the possibility of missing
studies in any CBMA and examine estimates obtained under di↵erent scenarios.
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Figure 6.5: Posterior probabilities of activation for the amygdala, as obtained from
the original (green) and the new dataset with added zero foci studies (red). The left
panel shows results for left amygdala and right panel for the right amygdala. All
distributions are calculated based on a sample of 1,000 posterior draws.
6.5 Discussion
We have proposed a simple method for estimating the number of missing studies
from a meta-analysis. Our method uses intrinsic statistical characteristics of the
non-zero count data to infer zero counts. We find that the zero-truncated negative
binomial distribution provides a good fit for the total number of foci per contrast
in the BrainMap database. The analysis suggests that the magnitude of the file
drawer, zero-foci experiments slightly varies depending on study characteristics but
is generally around 9 per 100 published experiments. The number is significantly
greater than zero which indicates the existence of publication bias in coordinate-
based meta-analysis. Some of the missing experiments can be attributed to negative
contrasts reported in the original publications but not registered in the database but
surely some are never published.
Our approach relies on assumptions I and II described in Section 6.3. As-
sumption I implies that there is independence between each contrast. However, as
one publication can have several contrasts, this assumption is tenuous despite it be-
ing a standard assumption for most CBMA methods. To ensure the independence
assumption is valid, we subsample the data so that only one randomly selected con-
trast per publication is used. Assumption II defines our censoring mechanism, such
95
that experiments with at least one significant activation are always published. The
assumption that no significant research findings are suppressed from the literature
has been adopted by authors in classical meta-analysis [Eberly and Casella, 1999]
and we believe that is reasonable in the context of CBMA as well. For the unob-
served studies, we accept that all experiments reporting null results never appear
on the database. Note, that since studies typically examine several contrasts of in-
terest, authors have fewer incentives to report non significant experiments because
of the other, significant results that can be reported in the publication. At this
point, one possible source of bias introduced due to the assumptions of the model is
the existence of studies with several non significant experiments; however, in such a
case our estimates are only underestimating the file drawer quantity and hence we
choose to make no corrections.
Our file drawer model has some limitations. Firstly, the analysis in based
on data retrieved from a single database. As a consequence, results are not robust
to possible biases in the way publications are included in this particular database.
A more thorough analysis would require consideration of other databases and pa-
pers that haven’t been registered in BrainMap. Secondly, one may argue that our
censoring mechanism is rather simplistic. For example we have not allowed for the
possibility of experiments initially having negative results but then changing the
analysis pipeline (e.g. random vs fixed e↵ects) to finally obtain some significant ac-
tivations. This would be an instance of initially-censored (zero-count) data being
‘promoted’ to a non-zero count through some means. Such models can be fit under
the Bayesian paradigm and will be examined in our future work.
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Chapter 7
Conclusions
7.1 Contributions
In this thesis, we have considered various aspects of coordinate-based meta-analysis
of fMRI data. CBMA is a topic of growing interest in statistics but presents re-
searchers with various challenges. Our main objective has been to develop spatial
models that address the limitations of the widely used massively univariate ap-
proaches.
In Chapter 3 we review the literature on CBMA, showing the benefits of using
the spatial model-based methods compared to the massively univariate kernel-based
approaches. Of particular interest are the results of a simulation study regarding the
power properties of the activation likelihood estimation algorithm [Eickho↵ et al.,
2012]. This simulation study demonstrates the fixed e↵ects nature of the algorithm
that allows a small proportion of studies to drive statistical inferences. This im-
portant issue may well extend to other kernel-based methods. We further identified
several still-open problems in the field such as the need for spatial methodologies
that can account for co-activations patterns in CBMA data.
In Chapter 4 we attempt to address one of the crucial open problems in
CBMA, namely meta-regression, by proposing a novel model based on log-Gaussian
Cox processes [Møller et al., 1998]. The results of our simulation studies and ex-
perimental data analysis suggest that the model works well even with challenging
datasets of sparse point realisations and can be used to compare multi-type point
patterns. Additionally, the algorithm that is used for posterior simulations shows
very good mixing properties and its running time is greatly reduced by implemen-
tation on a GPU leaving room for further improvement as technology on GPUs
improves.
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Motivated by the growing body of literature in CBMA, in Chapter 5, we have
extended the work of Xu et al. [2009] by developing a model for group fMRI studies
that can incorporate the results of previously conducted neuroimaging experiments
on the same topic. This Bayesian hierarchical model performs well on simulated
and real data with small sample sizes. Some increased sensitivity is found to the
choice of some of the model parameters and this is a topic for further improvement.
Even though the model is mainly intended for small, underpowered studies, it can
be also used for larger datasets since the MCMC algorithm that is used for posterior
simulation exhibits quick convergence and good mixing properties.
Finally, in Chapter 6 we have presented some initial work on estimating the
extent of the file drawer problem, a major concern in CBMA but also in meta-
analyses applications in other fields. Our approach uses the properties of the count
distribution of reported activations and then infers the zero-count studies through
a truncated model. Using data from the BrainMap database [Laird et al., 2005] we
estimated the prevalence of zero-count studies as roughly 1 per 10 published experi-
ments. This estimate did not di↵er significantly as a function of study characteristics
such as year and sample size.
7.2 Future work
There are several possible developments of the work presented in this disserta-
tion. One such possibility would be to extend the log-Gaussian Cox process meta-
regression model presented in Chapter 4 by allowing a homogenous random e↵ects
intensity term ✏i for each study. This extension can account for further variability
in the observed point patterns that cannot be captured using the information from
the covariates. Estimation of these parameters can be done jointly with the rest
of model parameters in a single HMC step and so we expect that the increase in
computation time will be moderate to low.
Regarding our group fMRI model, future work will focus on reducing sen-
sitivity of the model to the choice of parameter m. One option is to consider a
fourth level in the hierarchy which will contain the individual centers, as was done
by Xu et al. [2009]. Individual centers will cluster around the study centers and
will be the parent process for individual components. Therefore, changes on the
total number of components will a↵ect individuals’ centers but not study centers
which is the main output of the model. Another direction that we look into is the
use of GPUs for the computations. Currently, all our computations are conducted
in parallel using OpenMP. Even though this is e cient for levels 1 and 2 of the
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model which contain few foci and subjects, we believe that there will be appreciable
gains if the voxel-wise calculations of level 3 are performed with a higher degree of
parallelisation.
It has been shown that image-based meta-analyses (IBMA) are superior to
the kernel-based CBMA approaches [Salimi-Khorshidi et al., 2009] because they
contain the full information obtained from an experiment, rather than only part of
it. This fact has motivated Radua et al. [2012] to extend the SDM method [Radua
and Mataix-Cols, 2009] and model CBMA and IBMA data jointly. Currently, no
such framework exists for model-based methods. We aim to address this shortcoming
by proposing a meta-analysis model that borrows ideas from level 1 of the mixture
model presented in Chapter 5. In particular, we will assume that for each IBMA
dataset there is a latent study center process around which large statistic values are
observed. The study centers will then arise from the same intensity that underlines
CBMA data. Hence we can use the IBMA centers as additional foci in the CBMA
analysis. Inference for this model is straightforward with a hybrid Gibbs sampler: in
the first step the IBMA study centers are simulated with the spatial birth-and-death
algorithm and in the second step the CBMA intensity is estimated with the HMC
algorithm developed in Section 4.3.
Finally, there are some interesting open problems that relate to the file drawer
problem. The zero-truncated model of Chapter 6 assumes that the zero-count stud-
ies are suppressed from the literature with probability 1. However one may argue
that some of these studies change their analyses (e.g. multiple correction thresh-
olds) until eventually some activations are obtained. We can therefore extend the
zero-truncated model to allow for a small proportion q of the zero-count studies to
be upgraded to some non-zero count.
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Appendix A
LGCP supplements
A.1 Gradient expressions for the LGCP
The log-posterior, up to a normalising constant is given by:
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We now calculate the derivatives with respect to the parameters of interest.
Partial derivatives with respect to  l
We have that:
@ log  i(vj)
@ l
=
@
@ l
KX
k=0
 kzik +
@
@ l
K⇤X
k=0
 k
⇣
R1/2k  k
⌘
j
zik
= zil. (A.3)
As a result:
@` ( l | ·)
@ l
=  
IX
i=1
VX
j=1

Avj
@
@ l
 i(vj)  1vj2xi
@
@ l
log  i(vj)
 
+
@
@ l
log ⇡( l)
100
=  
IX
i=1
VX
j=1
⇥
Avj i(vj)zil   1vj2xizil
⇤  @
@ l
 2l
2⌧2
=  
VX
j=1
IX
i=1
⇥
Avj i(vj)zil + nizil
⇤   l
⌧2
, (A.4)
where ni is the total number of foci in study i.
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Partial derivatives with respect to ⇢l
Again:
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For ease of exposition we will complete the derivation for the one-dimensional case;
however, similar arguments hold when B ⇢ R3. Matrices Rl are circulant and so,
the matrix-vector product R1/2l  l can be found using the discrete Fourier transform
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as:
R1/2l  l = F 
1/2
l F
H l, (A.7)
where  l are the diagonal matrices containing the eigenvalues of Rl and F is the
matrix of eigenvectors. In Equation (A.7), the only term depending on ⇢l is  l and,
hence:
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where ◆ is the imaginary unit. Now it is straightforward to see that for k = 0, . . . , V  
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where  lk can be viewed as the k-th eigenvalue of the of a circulant matrix Sl with
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where ↵ stands for element wise division. Combining Equations (A.6) and (A.11),
we find that:
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where rlj is the j-th row of the matrix R
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=   lR1/2l cl    l, (A.14)
since R is a nested block circulant matrix, where cl are V -vectors with elements
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A.2 LGCP simulation setup I traceplots
In this section we provide traceplots for the scalar parameters of the LGCP model,
as fit to the simulated data of Section 4.4.1. Trace plots for the parameters  1,  2,
⇢1 and ⇢2 can be found in Figure A.1, whereas trace plots for µ1, µ2,  3 and  4 can
be found in Figure A.2. The red lines indicate the true parameter values.
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Figure A.1: Posterior traceplots for the scalar parameters of the LGCP model used
to fit the data of Section 4.4.1. Top row: standard deviations. Bottom row: cor-
relation decay parameters (⇥100). The true values are indicated by the solid red
lines.
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Figure A.2: Posterior traceplots for the scalar parameters of the LGCP model used
to fit the data of Section 4.4.1. Top row: overall latent field means. Bottom row:
regression coe cients for covariates z3 and z4. The true values are indicated by the
solid red lines.
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A.3 Real data analysis diagnostics
This section contains convergence diagnostics for the real data analysis of Section
4.5. All plots are obtained from 3 di↵erent runs of HMC, from which we discard
the first 5,000 draws as a burn-in. Parameters  k, ⇢k and µk, k = 1, 2, are shown in
Figures A.3, A.4 and A.5 respectively. Figure A.6 shows draws from the posterior
expected number of points per type. In Figure A.7, we plot posterior intensities
for voxel v1 where the highest median posterior intensity for emotions is observed.
Finally, in Figure A.8 we do the same for voxel v2 which corresponds to the highest
median posterior intensity for executive control studies .
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Figure A.3: Posterior traceplots (left) along with autocorrelation plots (right) for the
marginal standard deviations  k, as obtained from application of the LGCP meta-
analysis model to the real data of Section 4.5. Top row corresponds to emotion
while bottom row to executive control.
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Figure A.4: Posterior traceplots (left) along with autocorrelation plots (right) for the
correlation decay parameters ⇢k, as obtained from application of the LGCP meta-
analysis model to the real data of Section 4.5. Top row corresponds to emotion
while bottom row to executive control. The actual values are multiplied by 100.
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Figure A.5: Posterior traceplots (left) along with autocorrelation plots (right) for
the overall latent field means µk, as obtained from application of the LGCP meta-
analysis model to the real data of Section 4.5. Top row corresponds to emotion
while bottom row to executive control.
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Figure A.6: Posterior traceplots (left) along with autocorrelation plots (right) for the
integrated intensities over the brain, as obtained from application of the LGCPmeta-
analysis model to the real data of Section 4.5. Top row corresponds to emotion while
bottom row to executive control. Results are obtained after applying a thinning
factor of 10 to the original draws.
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Figure A.7: Posterior traceplots (left) along with autocorrelation plots (right) for
intensities at voxel v1 where the highest median posterior intensity was observed for
emotions, as obtained from application of the LGCP meta-analysis model to the real
data of Section 4.5. Top row corresponds to emotion while bottom row to executive
control. Results are obtained after applying a thinning factor of 10 to the original
draws.
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Figure A.8: Posterior traceplots (left) along with autocorrelation plots (right) for
intensities at voxel v2 where the highest median posterior intensity was observed for
executive control, as obtained from application of the LGCP meta-analysis model
to the real data of Section 4.5. Top row corresponds to emotion while bottom row
to executive control. Results are obtained after applying a thinning factor of 10 to
the original draws.
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A.4 Full brain analysis
In this section we present full brain results for the application of Section 4.5. Ta-
ble A.1 show posterior summaries for emotions whereas Table A.2 shows posterior
summaries for executive control. ROIs are obtained from the Harvard-Oxford atlas
[Desikan et al., 2006]. The ROI volumes presented are in voxels. All quantities are
based on 1,000 HMC samples, obtained after thinning the original chain every 10
iterations.
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A.5 Model assessment
We use posterior predictive checks [Gelman et al., 1996] to assess how well our model
fits the data. First, we generate 1,000 realisations y⇤kt from the posterior predictive
distributions Y⇤kt ⇠ PP
 B, kt , where k = 1 for, k = 2 for executive control,
and  kt is the t-th draw from the posterior intensity of type k. We then use these
observations to construct several summary statistics which we compare with the
values observed in the real data. Both first and second order properties of the point
patterns are considered.
For first order properties we study NY⇤kt (B), the total number of points in
some region B of the brain. For the entire brain, the posterior predictive samples
yield 95% credible intervals of [2, 13] for emotion and [6, 20] for executively control.
These cover 73% (623/855) and 63% (213/338) studies of the sample respectively.
We further perform the same check for the 65 ROIs used in the full brain analysis
of Section A.4. For each ROI and type, we record the percentage of studies that
are contained in the 95% credible intervals of the posterior predictive distribution.
Results are shown in Figure A.9. We also find that from the 1193 studies of the
sample, 1148 (96%) have at least 90% of their ROI counts covered by the posterior
predictive intervals.
Our second test is based on the L-function [Møller and Waagepetersen, 2004,
2007] which is a summary statistic for the second order properties of a point pattern.
For our model, given an observation y⇤kt and an intensity estimate  
kt the L-fucntion
at distance d can be estimated as:
L
⇣
d | y⇤kt, kt
⌘
=
24 3
4⇡|B|
X
y1,y22y⇤kt
1{||y1,y2||d}
 kt⌫y1 , 
kt
⌫y2
35 13 . (A.15)
Therefore, as suggested by Illian et al. [2009], one can consider the di↵erences
 ik
 
d
 
= L
 
d | xik, kt
    L d | y⇤kt, kt  for all t = 1, . . . , 1, 000, where xik is
the i-th observation of type k. If the 95% credible interval of  ik for some study
i does not contain zero then the model does a poor job explaining the data of this
study. We investigate the di↵erences  ik (r) using values of r in a grid ranging from
0mm to 200mm, with spacing 2mm. Figure A.10 summarises the results. In the
top panel we see that the median (over studies) upper and lower bounds contain
zero for both emotion and executive control studies. For each r, we calculate the
proportion of studies that contain zero in the posterior predictive folders of  ik and
show results in the bottom panel of Figure A.10. We find that for r  40mm over
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85% of the studies of both types contain zero within the credible interval. For larger
distances, the proportion drops but remains well above 60% suggesting no major
issues with the fit of our model.
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Figure A.9: Results of the first posterior predictive check for first order propoerties.
The x-axis is the ROI index in the same order presented in the full brain analysis of
Section A.4. The y-axis represents the percentage of our meta-analysis studies that
have counts which fall within the 95% credible interval, as obtained from the 1,000
posterior predictive samples. Emotion studies are shown in red whereas executive
control studies are shown in blue. The posterior predictive samples were generated
from 1,000 intensity draws obtained from the HMC.
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Figure A.10: Results of the second posterior predictive check for second order propo-
erties. The upper panel shows the median over studies upper and lower credible in-
tervals for  ik. The bottom panel shows the proportion of studies which have cred-
ible intervals for  ik that contain zero. Emotion studies are shown in red whereas
executive control studies are shown in blue. The posterior predictive samples were
generated from 1,000 intensity draws obtained from the HMC.
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Appendix B
Group fMRI supplements
B.1 Posterior distribution
For i = 1, . . . , I and v = 1, . . . , V , let  iv be the allocation variables indicating which
component each voxel belongs. From Equation (5.2) we a priori have that for all
i = 1, . . . , I and v = 1, . . . , V :
⇡
⇣
 iv | m, {xij ,Sij}n(xi)j=1
⌘
= P ( iv = j) = pivj . (B.1)
We can write that:
⇡
⇣
yiv | piv0,m0, s20,
 
pijv,mij , s
2
ij
 n(xi)
j=1
,  iv
⌘
=
 
 
yiv | m0, s20
 1{ iv=0} n(xi)Y
j=1
h
 
 
yiv | mij , s2ij
 1{ iv=j}i. (B.2)
The posterior distribution of the model parameters, including allocation variables,
conditional on the data and the fixed prior parameters m, Tx, ✏, ⌘, T0,  
+ and   ,
is given up to a multiplicative constant as:
⇡
 n
{ iv}Vv=1 ,
 
xij ,Sij ,mij , s
2
ij
 n(xi)
j=1
oI
i=1
,m0, s
2
0, µ
+, 2m+ , s2+ , µ
 , 2m  , s2  ,
{zk,⌃k}n(z)k=1 Tz |
n
{yiv}Vv=1
oI
i=1
,m,Tx, ✏, ⌘,T0, 
+,  
!
/
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IY
i=1
VY
v=1
"
⇡
⇣
yiv | piv0,m0, s20,
 
pijv,mij , s
2
ij
 n(xi)
j=1
,  iv
⌘
⇡
⇣
 iv | m, {xij ,Sij}n(xi)j=1
⌘#
IY
i=1
"
⇡
⇣ 
xij ,Sij ,mij , sij
 n(x+i )
j=1 | ✏, ⌘, {zk,⌃zk}
n(z+)
k=1 ,Tx, dx, µ
+, 2m+ , s2+
⌘
⇡
⇣ 
xij ,Sij ,mij , sij
 n(x+i )+n(x i )
j=n(x+i )+1
| ✏, ⌘, {zk,⌃zk}
n(z+)+n(z )
k=n(z+)+1 ,Tx, dx, µ
 , 2m  , s2 
⌘#
⇡ (m0)⇡
 
s20
 
⇡
 
µ+
 
⇡
 
 2m+
 
⇡
⇣
 s2+
⌘
⇡
 
µ 
 
⇡
 
 2m 
 
⇡
⇣
 s2 
⌘
⇡
⇣
{zk,⌃zk}
n(z+)
k=1 |  +,Tz, dz
⌘
⇡
⇣
{zk,⌃zk}
n(z+)+n(z )
k=n(z+)+1 |   ,Tz, dz
⌘
⇡ (Tz | T0, d0) ,
(B.3)
where ⇡
✓
yiv | piv0,m0, s20,
n
pijv,mij , s2ij
on(xi)
j=1
,  iv
◆
is defined in Equation (B.2),
⇡
⇣
 iv | m, {xij ,Sij}n(xi)j=1
⌘
is defined in Equation (B.1) and all the remaining densi-
ties are defined in Section 5.2. The posterior distribution of Equation (B.3) cannot
be solved analytically and hence we need to resort to MCMC to draw samples from
it. We now present the details of the algorithm.
B.2 Sampling algorithm details
In this section we provide the details of the MCMC algorithm used to sample from
the posterior of Equation (B.3). We use a hybrid Gibbs algorithm where each
parameter (or set of parameters) is drawn from its full conditional distribution. In
particular, given initial values for the model parameters, we repeat the following
steps for a pre-specified number of iterations (the type of update is indicated within
parentheses):
1. Update  iv for all v = 1, . . . , V and i = 1, . . . , I (Gibbs)
2. Update s20 (Gibbs)
3. Update m0 (Gibbs)
4. Update s2ij for all i = 1, . . . , I and j = 1, . . . , n (xi) (Gibbs)
5. Update  s2+ ,  s2  (Gibbs)
6. Update mij for all i = 1, . . . , I and j = 1, . . . , n (xi) (Gibbs)
7. Update µ+, µ  (Gibbs)
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8. Update  2m+ ,  
2
m  (Gibbs)
9. Update {Sij}n(xi)j=1 for all i = 1, . . . , I (independence sampler)
10. Update {xij}n(xi)j=1 for all i = 1, . . . , I (independence sampler)
11. Update n(x+i ), n(x
 
i ) for all i = 1, . . . , I (spatial birth-and-death)
12. Update {zk,⌃zk}n(z)k=1 (independence sampler)
13. Update n(z+), n(z ) (spatial birth-and-death)
14. Update Tz (Gibbs)
Initial values are drawn from the prior distributions. For individual and study
centers we start with empty point configurations. Details for all the updates are
given below. From now on, we denote ⇡ (✓ | rest) the full conditional posterior
distribution of parameter ✓ given the remaining parameters of our model. For
convenience, for i = 1, . . . , I we will sometimes use mi0 to denote m0 and s2i0 to
denote s20.
Update  iv for all v = 1, . . . , V and i = 1, . . . , I
We have that:
⇡ ( iv | rest) / ⇡
⇣
yiv |
 
pijv,mij , s
2
ij
 n(xi)
j=0
,  iv
⌘
⇡
⇣
 iv | {pijv}n(xi)j=0
⌘
. (B.4)
Hence, we draw  iv from:
P ( iv = k) / ⇡
 
yiv | mik, s2ik,  iv = k
 
pivj . (B.5)
Once the allocation variables have been sampled, the expression of the likelihood in
Equation B.2 simplifies. In particular, for each subject i, i = 1, . . . , I it is possible
to write:
VY
v=1
"
⇡
⇣
yiv | piv0,m0, s20,
 
pijv,mij , s
2
ij
 n(xi)
j=1
,  iv
⌘
⇡
⇣
 iv | {pijv}n(xi)j=0
⌘#
=
n(xi)Y
j=0
Y
v2Gij
"
⇡
 
yiv | mij , s2ij ,  iv = j
 
pivj
#
, (B.6)
where Gij is the set of voxels of participant i for which  iv = j. This simplification
is used for the update of the remaining of our model parameters.
124
Update s20
The full conditional of s20 is:
⇡
 
s20 | rest
  / IY
i=1
Y
v2Gi0
" 
s20
  1/2
exp
 
 (yiv  m0)
2
2s20
!# 
s20
  10 3 1
exp
✓
 10
 3
s20
◆
.
(B.7)
Hence, we draw
s20 ⇠ IG(0.5
iX
i=1
n(Gi0) + 10
 3, 0.5
IX
i=1
X
v2Gi0
(yiv  m0)2 + 10 3).
Update m0
The full conditional of m0 is:
⇡ (m0 | rest) /
IY
i=1
Y
v2Gi0
"
exp
 
 (yiv  m0)
2
2s20
!#
exp
✓
 m
2
0
2
◆
. (B.8)
Hence, we draw
m0 ⇠ N
 
s 20
PI
i=1
P
v2Gi0 yiv
s 20
PI
i=1 n (Gi0) + 1
,
1
s 20
PI
i=1 n (Gi0) + 1
!
.
Update s2ij for all i = 1, . . . , I and j = 1, . . . , n (xi)
For any i = 1, . . . , I and j = 1, . . . , n (xi), the full conditional of s2ij is:
⇡
 
s2ij | rest
  / Y
v2Gij
" 
s2ij
  1/2
exp
 
 (yiv  mij)
2
2s2ij
!# 
s2ij
  2 1
exp
 
  s2
s2ij
!
,
(B.9)
where  s2 =  s2+ for increases and  s2 =  s2  for decreases. Hence, we draw
s2ij ⇠ IG(0.5n(Gij) + 2, 0.5
X
v2Gij
(yiv  mij)2 +  s2).
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Update  s2+
The full conditional of  s2+ is:
⇡
⇣
 s2+ | rest
⌘
/
IY
i=1
n(x+i )Y
j=1
"
 2s2+
exp
 
 
 s2+
s2ij
!#
  10
 2 1
s2+
exp
⇣
 10 2 s2+
⌘
. (B.10)
Hence we draw
 s2+ ⇠ Ga
0B@2 IX
i=1
n
 
x+i
 
+ 10 2,
IX
i=1
n(x+i )X
j=1
s 2ij + 10
 2
1CA .
Update  s2 
Similar to increases. We draw
 s2  ⇠ Ga
⇣
2
IX
i=1
n
 
x i
 
+ 10 2,
IX
i=1
n
 
x+i
 
+n(x i )X
j=1+n
 
x+i
  s 2ij + 10 2⌘.
Update mij for all i = 1, . . . , I and j = 1, . . . , n (xi)
For any i = 1, . . . , I and j = 1, . . . , n (xi), the full conditional of m2ij is:
⇡ (mij | rest) /
Y
v2Gij
"
exp
 
 (yiv  mij)
2
2s2ij
!#
exp
 
 (mij   µ)
2
2 2m
!
1{mij2C},
(B.11)
where for increases
 
µ, 2m
 
=
 
µ+, 2m+
 
and C = (0,1), whereas for decreases
and
 
µ, 2m
 
=
 
µ , 2m 
 
and C = ( 1, 0). Hence, we draw
mij ⇠ N
 
AB 1, B 1
 
,
where A = µ 2m
+
P
v2Gij yiv
s2ij
and B = n(Gij)
s2ij
+ 1 2m
, and accept if mij 2 C.
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Update µ+
The full conditional of µ+ is:
⇡
 
µ+ | rest  / IY
i=1
n(x+i )Y
j=1
"
exp
 
 (mij   µ
+)2
2 2m+
!#
exp
 
 (µ
+   3)2
20
!
. (B.12)
Hence we draw
µ+ ⇠ N  AB 1, B 1  ,
where A = 0.3 +
PI
i=1
Pn(x+i )
j=1 mij
 2
m+
and B = 0.1 +
PI
i=1 n(x
+
i )
 2
m+
.
Update µ 
Similar to increases. We draw
µ  ⇠ N  AB 1, B 1  ,
where A =  0.3 +
PI
i=1
Pn(x+i )+n(x i )
j=1+n(x+i )
mij
 2
m 
and B = 0.1 +
PI
i=1 n(x
 
i )
 2
m 
.
Update  2m+
The full conditional of  2m+ is:
⇡
 
 2m+ | rest
  / IY
i=1
n(x+i )Y
j=1
" 
 2m+
  1/2
exp
 
 (mij   µ
+)2
2 2m+
!#
 
 2m+
  10 2 1
exp
✓
 10
 2
 2m+
◆
. (B.13)
Hence we draw
 2m+ ⇠ IG
⇣
(0.5
IX
i=1
n
 
x+i
 
+ 10 2, 0.5
IX
i=1
n(x+i )X
j=1
 
mij   µ+
 2
+ 10 2
⌘
.
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Update  2m 
Similar to increases. We draw
 2m  ⇠ IG
⇣
(0.5
IX
i=1
n
 
x i
 
+ 10 2, 0.5
IX
i=1
n(x+i )+n(x
 
i )X
j=1+n(x+i )
 
mij   µ 
 2
+ 10 2
⌘
.
Update {Sij}n(xi)j=1 for all i = 1, . . . , I conditional on n (xi)
We update {Sij}n(xi)j=1 jointly using an independence sampler. For all i = 1, . . . , I,
the full conditional distribution is:
⇡
⇣
{Sij}n(xi)j=1 | rest
⌘
/
Qn(xi)
j=1
Q
v2Gij [ 3 (⌫v;xij ,Sij)]QV
v=1
h
m+
Pn(xi)
k=1  3 (⌫v;xik,Sik)
i n(xi)Y
j=1
⇡ (Sij | Tx, dx).
(B.14)
Hence, for j = 1, . . . , n(xi) we propose new values
S⇤ij ⇠ IW
⇣
Tx +
X
v2Gij
(⌫v   xij)(⌫v   xij)0, dx + n(Gij)
⌘
and accept the new configuration with probability:
min
8<:1,
VY
v=1
m+
Pn(x)
j=1  3 (⌫v;xij ,Sij)
m+
Pn(x)
j=1  3
⇣
⌫v;xij ,S⇤ij
⌘
9=;.
Update {xij}n(xi)j=1 for all i = 1, . . . , I conditional on n (xi)
We update {xij}n(xi)j=1 jointly using an independence sampler. For all i = 1, . . . , I,
the full conditional distribution is:
⇡
⇣
{xij}n(xi)j=1 | rest
⌘
/
Qn(xi)
j=1
Q
v2Gij [ 3 (⌫v;xij ,Sij)]QV
v=1
h
m+
Pn(xi)
k=1  3 (⌫v;xik,Sik)
i n(x+i )Y
j=1
h
✏+
⌘
X
zk2z+
 3 (xij ; zk,⌃zk)
i n(x+i )+n(x i )Y
j=n(x+i )+1
h
✏+ ⌘
X
zk2z 
 3 (xij ; zk,⌃zk)
i
. (B.15)
Hence, for j = 1, . . . , n(xi) we propose new values x⇤ij ⇠ NB
⇣P
v2Gij ⌫v
n(Gij)
, Sijn(Gij)
⌘
and
accept the new configuration with probability:
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min
(
1,
VY
v=1
h m+Pn(x)j=1  3 (⌫v;xij ,Sij)
m+
Pn(x)
j=1  3
⇣
⌫v;x⇤ij ,Sij
⌘i n(x+i )Y
j=1
h✏+ ⌘Pzk2z+  3 ⇣x⇤ij ; zk,⌃zk⌘
✏+ ⌘
P
zk2z+  3 (xij ; zk,⌃zk)
i
n(x+i )+n(x
 
i )Y
j=n(x+i )+1
✏+ ⌘
P
zk2z   3
⇣
x⇤ij ; zk,⌃zk
⌘
✏+ ⌘
P
zk2z   3 (xij ; zk,⌃zk)
i)
,
where NB (µ,⌃) is the three dimensional normal distribution with mean µ and
covariance matrix ⌃ truncated at the brain B.
Update n(x+i ) for all i = 1, . . . , I
We use the spatial birth-and-death algorithm to update the the total number of
individual components for increases, n(x+i ). Since we only want increase components
to be placed in regions where the data {yiv}Vv=1 is positive, we use the following birth
rate for a new point
 
x,S,m, s2
 
:
b
 
x,S,m, s2
 
= g+ (x)⇡(S | Tx, dx)⇡(m | µ+, 2m+)⇡(s2 |  s2+), (B.16)
with:
g+ (x) / c
VX
v=1
1{x2v}1{yiv 0}yiv, (B.17)
where {x 2 v} denotes the event that x is inside the voxel indexed by v. Hence,
for a birth we draw the location of an increase component from positive regions of
the T statistic image, with a bigger weights to voxels with high yiv. The rest of the
marks from their prior distributions. We choose c such that
R
B g (x) dx is 1.
Then, the death rate is for removing a point
 
x`,S`,m`, s2`
 
, 1  `  n  x+i  ,
from the current point configuration
n
xij ,Sij ,mij , s2ij
on(x+i )
j=1
can be derived from the
detailed balance equation and is:
d
  
x`,S`,m`, s
2
`
  
=
VY
v=1
266641 +  3 (v | x`,S`)
m+
Pn(x+i )
j=1
j 6=`
 3 (vij ,Sij)
37775
Y
v2Gi`
"
p⇤
 3 (v | x`,S`)
 
 
yiv | m⇤, s2⇤
 
 
 
yiv | m`, s2`
  #g+ (x`)
⇢+i (x`)
, (B.18)
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where p⇤ 2 m[{pij}n(xi) 1j=1
j 6=`
,m⇤ 2 m0[{mij}n(xi) 1j=1
j 6=`
and s2⇤ 2 s20[
n
s2ij
on(xi) 1
j=1
j 6=`
are
the component parmeters under the new voxel allocation. We initialise n
 
x+i
 
= 0
at the beginning of the simulation and then at each iteration set the total running
time to 1/B = 1.
Update n(x i ) for all i = 1, . . . , I
Analogous to increases. We use the spatial brith-and-death with birth rate for a
new point
 
x,S,m, s2
 
:
b
 
x,S,m, s2
 
= g  (x)⇡(S | Tx, dx)⇡(m | µ , 2m )⇡(s2 |  s2 ), (B.19)
where:
g  (x) / c
VX
v=1
1{x2v}1{yiv0}yiv. (B.20)
We initialise n
 
x i
 
= 0 at the beginning of the simulation and set the total simu-
lation time at 1/B = 1 at each iteration.
Update {zk,⌃zk}
n(z+)
k=1 conditional on n (z
+)
Following Kang et al. [2011] we introduce the latent variables ⇣xij , xij 2 x+i , that in-
dicate to which increase study center each individual increase component is assigned.
Components can of course be background an so ⇣xij 2 {; [ z+}. We a priori assume
that for all zk 2 {; [ z+}, P
 
⇣xij = zk
 
= 11+n(z+) . Given these latent variables the
new intensities are:
⇢+ (xij) =
8<:✏ ⇣xij = 0 3 (xij | zk,⌃zk) ⇣xij = zk . (B.21)
Let czk be the total number of increase components xij for which ⇣xij = zk. For all
zk 2 z+, the full conditional can be written as:
⇡ (zk | rest) /  + (zk) exp
✓
 czk⌘
Z
B
 3 (⇠ | zk,⌃zk) d⇠
◆
 3
0B@zk | 1czk
IX
i=1
n(x+i )X
j=1
xij1{⇣xij=zk},
1
czk
⌃zk
1CA . (B.22)
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Therefore we draw
z⇤k ⇠ NB
0B@ 1
czk
IX
i=1
n(x+i )X
j=1
xij1{⇣xij=zk},
1
czk
⌃zk
1CA
and accept with probability
min
⇢
1,
 + (z⇤k)
 + (zk)
exp
✓
czk⌘
✓Z
B
  (⇠ | zk,⌃zk) d⇠  
Z
B
  (⇠ | z⇤k,⌃zk) d⇠
◆◆ 
.
For the marks ⌃zk we have that:
⇡ (⌃zk | rest) / ⇡ (⌃zk | Tz) exp
✓
 czk⌘
Z
B
 3 (⇠ | zk,⌃zk) d⇠
◆
 3
0B@zk | 1czk
IX
i=1
n(x+i )X
j=1
xij1{⇣xij=zk},
1
czk
⌃zk
1CA . (B.23)
Hence we draw:
⌃⇤zk ⇠ IW
0B@Tz + IX
i=1
n(x+i )X
j=1
(xij   zk) (xij   zk)T 1{⇣xij=zk}, dz + czk
1CA
and accept with probability
min
⇢
1, exp
✓
czk⌘
✓Z
B
  (⇠ | zk,⌃zk) d⇠  
Z
B
 
 
⇠ | zk,⌃⇤zk
 
d⇠
◆◆ 
.
Finally for the latent parameters ⇣xij we a posteriori have that:
P
 
⇣xij = ;
 
=
✏
✏+ ⌘
P
z`2z   (xij | z`,⌃z`)
, (B.24)
and:
P
 
⇣xij = zk
 
=
  (xij | zk,⌃zk)
✏+ ⌘
P
z`2z   (xij | z`,⌃z`)
, (B.25)
We use Equations (B.24) and (B.25) to sample ⇣xij . The updates that we described
require the calculation of normal probabilities over the brain. Following Kang et al.
[2011] we evaluate those with a simple accept/reject Monte Carlo algorithm unless
the 99% ellipsoids lie within the brain in which case we set them equal to 0.995.
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Update {zk,⌃zk}
n(z+)+n(z )
k=n(z+)+1 conditional on n (z
 )
Similar to increases. For z 2 z  we draw
z⇤k ⇠ NB
0B@ 1
czk
IX
i=1
n(x+i )+n(x
 
i )X
j=n(x+i )+1
xij1{⇣xij=zk},
1
czk
⌃zk
1CA
and accept with probability
min
⇢
1,
 + (z⇤k)
 + (zk)
exp
✓
czk⌘
✓Z
B
  (⇠ | zk,⌃zk) d⇠  
Z
B
  (⇠ | z⇤k,⌃zk) d⇠
◆◆ 
.
For the marks ⌃zk , zk 2 z  we draw:
⌃⇤zk ⇠ IW
0B@Tz + IX
i=1
n(x+i )+n(x
 
i )X
j=n(x+i )+1
(xij   zk) (xij   zk)T 1{⇣xij=zk}, dz + czk
1CA
and accept with probability
min
⇢
1, exp
✓
czk⌘
✓Z
B
  (⇠ | zk,⌃zk) d⇠  
Z
B
 
 
⇠ | zk,⌃⇤zk
 
d⇠
◆◆ 
.
Update n (z+)
We update the total number of study centers using the spatial birth-and-death pro-
cess. Since we want to place study centers in regions where individual components
appear, we use the following birth rate for a new point {z,⌃z}:
b (z,⌃z) = ⌘
IX
i=1
X
xij2x+i
h
 3 (z | xij ,⌃z)⇡ (⌃z | Tz, dz)
i
. (B.26)
The total birth rate is then:
B = ⌘
IX
i=1
X
xij2x+i
h Z
B
Z
M
 3 (z | xij ,⌃z)⇡ (⌃z | Tz, dz) d⌃zdz
i
, (B.27)
where M is the space of 3⇥ 3 positive definite matrices. The integral:Z
M
 3 (z | xij ,⌃z)⇡ (⌃z | Tz, dz) d⌃z
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is the marginal distribution of z in the Normal-Inverse Wishart model where ⌃z |
Tz, dz ⇠ IW
 
Tz, dz
 
and z | xij ,⌃z ⇠ N3
 
xij ,⌃z
 
. This marginal is known to be
the three dimensional t distribution with location xij , scale matrix
⌃z
dz 2 and dz   2
degrees of freedom [Gelman et al., 2013, p. 73]. As a result, the total birth rate can
be written as:
B = ⌘
IX
i=1
X
xij2x+i
Z
B
t3,dz 2
✓
z | xij , Tz
dz   2
◆
dz
 
(B.28)
where td, (x | µ,⌃) is density function of the d-dimensional t distribution with pa-
rameters µ,⌃ and  degrees of freedom, evaluated at x. For a birth we draw {z,⌃z}
from :
b (z,⌃z)
B
=
IX
i=1
X
xij2x+i
"
 3 (z | xij ,⌃z)⇡ (⌃z | Tz, dz)
B
#
=
IX
i=1
X
xij2x+i
"
 3 (z | xij ,⌃z)⇡ (⌃z | Tz, dz)R
B t3,dz 2
⇣
z | xij , Tzdz 2
⌘
dz
R
B t3,dz 2
⇣
z | xij , Tzdz 2
⌘
dz
B
#
.
(B.29)
This formulation implies that we first draw ⌃z ⇠ IW
 
Tz, dz
 
and then draw z
from the mixture
PI
i=1
P
xij2x+i
h
wxijNB
 
xij ,⌃z
 i
where the mixing wights wxij =
1
B
R
B t3,dz 2
⇣
z | xij , Tzdz 2
⌘
dz.
The full conditional of the process {zk,⌃zk}
n(z+)
k=1 is:
⇡
✓
{zk,⌃zk}
n(z+)
k=1 | rest
◆
/
IY
i=1
24exp
0@ ✏|B|  Z
B
⌘
X
zk2z+
  (⇠ | zk⌃zkd⇠)
1A35
IY
i=1
Y
xij2x+i
24✏+ ⌘ X
zk2z+
  (xij | zk,⌃zk)
35 Y
zk2z+
⇥
 + (zk)⇡ (⌃zk | Tz, dz)
⇤
. (B.30)
Hence, the death rate for removing a point {z`,⌃z`}, 1  `  n (z+) from the
current point configuration {zk,⌃zk}
n(z+)
k=1 is:
d ({z`,⌃z`}) =
⌘ exp
 
⌘
R
B   (⇠ | z`,⌃z`)
 PI
i=1
P
xij2x+i
h
 3 (z` | xij ,⌃z`)
i
QI
i=1
Q
xij2x+i

1 +
⌘ (xij |z`,⌃z`)
⇢+i (xij |·) ⌘ (xij |z`,⌃z`)
 
 + (z`)
.
(B.31)
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We initialise n (z+) = 0 and at each iteration set the total running time to 1/B.
The t and normal integrals over the brain are approximated with an accept/reject
Monte Carlo algorithm. We use 1,000 Monte Carlo iterations.
Update n (z )
Similar to increases. We use the spatial birth-and-death with birth rate for a new
point {z,⌃z}:
b (z,⌃z) = ⌘
IX
i=1
X
xij2x i
h
 3 (z | xij ,⌃z)⇡ (⌃z | Tz, dz)
i
. (B.32)
We initialise n (z+) = 0 and at each iteration set the total running time to 1/B.
Update Tz
The full conditional of T 1z is:
⇡
 
T 1z | rest
  / |Tz| dzn(z)2 exp  1
2
tr
 
Tz
X
z2z
⌃ 1z
!!
|Tz|
d0+p
2 exp
✓
 1
2
tr (T0Tz)
◆
.
(B.33)
Hence we draw
T 1z ⇠ IW
 
T0 +
X
z2z
⌃ 1z , n (z) dz + d0
!
.
B.3 Real data analysis supplementary figures
In this Section we provide supplementary plots to the real data analysis of Section
5.5. Figures B.1 and B.2 show the total number of increase n
 
x+i
 
and decrease
components n
 
x i
 
for individuals 1-3 and 4-6 respectively. Figure B.3 includes the
total number of increase n (z+) and decreases n (z ) study centers, the background
component parameters m0 and s20, and the variance hyperparameters  s2+ and  s2  .
Finally we show the individual component hyperparameters µ+, µ ,  2m+ and  
2
m 
in Figure B.4.
Figures B.5 and B.6 show marginal posterior probabilities of observing an
increase study center at each voxel. The di↵erence compared to our initial run, for
which results were presented in Figure 5.10, is that for B.5 we have changed the
expected number of background voxels to q = 95% whereas for B.6 we have set
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the expected number of components per center ⌘ to 6, all other prior specifications
remaining constant.
In Figures B.8, B.9, B.10, B.11 andB.12 we show posterior probabilities of
activation and deactivation for participants 2-6 of the group analysis. Finally, in
Figure B.7 we show the number of participants that had missing data at a given
voxel, for several axial slices.
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Figure B.1: Posterior traceplots for the group fMRI application of Section 5.5. The
figure shows the total number of individual increase (left) and decrease components
(right) for participants 1-3 of the experiment. All 100,000 posterior draws are pre-
sented.
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Figure B.2: Posterior traceplots for the group fMRI application of Section 5.5. The
figure shows the total number of individual increase (left) and decrease components
(right) for participants 4-6 of the experiment. All 100,000 posterior draws are pre-
sented.
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Figure B.3: Posterior traceplots for the group fMRI application of Section 5.5. The
figure shows the total number of increase and decrease study centers (top row), the
background component parameters s20 and m0 (middle row) and the variance hyper-
parameters  s2+ and  s2  (bottom row). All 100,000 posterior draws are presented.
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Figure B.4: Posterior traceplots for the group fMRI application of Section 5.5. The
figure shows individual increase component hyperparameters µ+,  2m+ (top row)
and individual component decreases hyperparameters µ ,  2m  (bottom row). All
100,000 draws are presented. B.4.
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Appendix C
File drawer supplements
C.1 Zero-truncated regression supplements
In this section we show results of zero-truncated regression models for subsamples
B-E. Figure C.1 has the fitted zero-truncated Poisson and Negative Binomial mod-
els, with no covariates considered. In Figure C.2 we show estimated prevalence as
a function of year of publication and study sample size. The e↵ect of study con-
text is demonstrated in Figure C.3. All quantities are calculated based on 100,000
MCMC samples, thinned at every 100 iterations. Because of the bad fit of the
zero-truncated Poisson model we show regression results only for the zero-truncated
Negative Binomial model fit.
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Figure C.3: Prevalence of file drawer studies as a function of study context for
subsamples B-E. Red dots are the posterior medians whereas the error bars represent
the 95% credible intervals. Black asterisks are the GAMLSS estimates. Publication
year and sample size have been set to their median values.
C.2 Emotion CBMA with missing studies
Figure C.4 shows median posterior intensities, obtained from the analysis of the
emotion dataset presented in Section 4.5 after adding 86 zero foci studies. Analysis
was done with the LGCP CBMA model presented in Chater 4; the estimates are
based on a sample of 1,000 posterior draws from the HMC. Note that we use a
di↵erent colorscale compared to Figure 4.6 which presents the results for the original
dataset.
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C.3 Zero-truncated Negative Binomial simulation study
In this section we perform a simulation study to assess the ability of the zero-
truncated Negative Binomial model in estimating the probability of observing a zero-
count study based on a sample from which these instances are removed. The zero-
truncated Poisson model cannot be used for estimation of the file drawer quantity
because it does not account for the overdispersion observed in the real data; hence,
no simulation studies are presented.
Synthetic data are generated as follows. First, we choose the mean µ and
the dispersion parameter   of the Negative Binomial distribution. We then generate
counts from the specified distribution so that the expected number of non-zero
counts is N . Once the data have been generated we remove the zero-count instances
and apply the MCMC to the remaining observations. Finally, we estimate the
probability of observing a zero count study, p0, based on our posterior samples.
Analysis of subsamples A-E yielded posterior distributions that were in the
vicinity of 8.5 and 1.1 for µ and  , respectively; we therefore consider values 7-10
for the mean and values 0.8, 1, 1.2 and 1.5 for the dispersion. For each one the 16
combinations of µ and  , we sequentially set the expected number of observed studies
to N = 200, 500, 1, 000 and 2, 000 and for each case we generate 1,000 datasets.
Overall, we have a total of 16,000 count samples to which we fit the zero-truncated
Negative Binomial model. MCMC is run for 45,000 iterations in each distinct case;
the first 15,000 of the draws are discarded as a burn-in and the remaining 30,000
are thinned every 30 iterations and subsequently used to estimate p0.
The bias of the estimates pˆ0 can be found in Table C.1 and the variance is
shown in Table C.2. The results suggest that the bias of the estimate is negligible
for all the parameter values considered in the study. The accuracy is generally good
and improves as the sample size increases.
Table C.1: Results of the simulation study for the zero-truncated Negative Binomial
model. Table shows bias of the estimates of p0, the probability of observing a zero-
count pattern based on a zero truncated sample. Bias is calculated based on 1,000
synthetic datasets. For each simulated dataset, the estimate of p0 is obtained as the
posterior median of 30, 000 MCMC iterations thinned every 30 iterations, after a
burn-in of 15, 000 iterations. All values are multiplied by 103.
# observed studies
µ   p0 200 500 1000 2000
7 0.8 0.162 -0.70 1.32 -0.12 0.25
8 0.8 0.147 0.20 1.33 -0.06 0.01
153
9 0.8 0.135 -0.01 0.28 0.06 -0.08
10 0.8 0.125 0.75 0.17 0.18 -0.07
7 1.0 0.125 -0.23 -0.31 -0.90 0.75
8 1.0 0.111 -0.15 0.17 0.02 0.39
9 1.0 0.100 0.36 0.28 0.32 0.06
10 1.0 0.091 -0.44 -0.44 0.25 0.26
7 1.2 0.100 0.80 -0.14 -0.10 0.05
8 1.2 0.087 0.22 -0.18 0.07 0.05
9 1.2 0.077 0.30 -0.08 0.07 -0.14
10 1.2 0.069 0.24 0.77 0.25 -0.01
7 1.5 0.074 -0.43 0.58 -0.13 -0.03
8 1.5 0.063 0.19 0.75 -0.02 -0.11
9 1.5 0.054 -0.07 0.50 0.15 -0.14
10 1.5 0.047 0.19 0.42 0.18 0.07
Table C.2: Results of the simulation study for the zero-truncated Negative Binomial
model. Table shows variance of the estimates of p0, the probability of observing a
zero-count pattern based on a zero truncated sample. Variance is calculated based on
1,000 synthetic datasets. For each simulated dataset, the estimate of p0 is obtained
as the posterior median of 30, 000 MCMC iterations thinned every 30 iterations,
after a burn-in of 15, 000 iterations. All values are multiplied by 103.
# observed studies
µ   p0 200 500 1000 2000
7 0.8 0.162 1.92 0.78 0.36 0.20
8 0.8 0.147 1.64 0.64 0.31 0.16
9 0.8 0.135 1.47 0.56 0.26 0.14
10 0.8 0.125 1.23 0.47 0.23 0.12
7 1.0 0.125 1.16 0.43 0.21 0.11
8 1.0 0.111 1.00 0.34 0.18 0.09
9 1.0 0.100 0.78 0.31 0.15 0.07
10 1.0 0.091 0.67 0.24 0.14 0.06
7 1.2 0.100 0.82 0.28 0.15 0.07
8 1.2 0.087 0.60 0.22 0.11 0.06
9 1.2 0.077 0.48 0.18 0.09 0.04
10 1.2 0.069 0.39 0.15 0.08 0.04
7 1.5 0.074 0.46 0.17 0.09 0.04
8 1.5 0.063 0.34 0.12 0.06 0.03
154
9 1.5 0.054 0.24 0.09 0.05 0.02
10 1.5 0.047 0.19 0.08 0.04 0.02
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