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Abstract
Background: Meta-analyses play an important role in cumulative science by combining information across multiple
studies and attempting to provide effect size estimates corrected for publication bias. Research on the reproducibility
of meta-analyses reveals that errors are common, and the percentage of effect size calculations that cannot be
reproduced is much higher than is desirable. Furthermore, the flexibility in inclusion criteria when performing a
meta-analysis, combined with the many conflicting conclusions drawn by meta-analyses of the same set of
studies performed by different researchers, has led some people to doubt whether meta-analyses can provide
objective conclusions.
Discussion: The present article highlights the need to improve the reproducibility of meta-analyses to facilitate
the identification of errors, allow researchers to examine the impact of subjective choices such as inclusion criteria, and
update the meta-analysis after several years. Reproducibility can be improved by applying standardized reporting
guidelines and sharing all meta-analytic data underlying the meta-analysis, including quotes from articles to specify
how effect sizes were calculated. Pre-registration of the research protocol (which can be peer-reviewed using novel
‘registered report’ formats) can be used to distinguish a-priori analysis plans from data-driven choices, and reduce the
amount of criticism after the results are known.
Summary: The recommendations put forward in this article aim to improve the reproducibility of meta-analyses. In
addition, they have the benefit of “future-proofing” meta-analyses by allowing the shared data to be re-analyzed as
new theoretical viewpoints emerge or as novel statistical techniques are developed. Adoption of these practices will
lead to increased credibility of meta-analytic conclusions, and facilitate cumulative scientific knowledge.
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Basckground
On the reproducibility of meta-analyses: six practical
recommendations
Any single study is just a data-point in a future meta-
analysis. Meta-analyses play an important role in cumu-
lative science by combining information across multiple
studies. Especially when sample sizes are small, effect
size estimates can vary substantially from one study to
the next. Statistical inferences are even more compli-
cated due to publication bias. Because statistically sig-
nificant studies are more likely to be published, it is a
challenge to draw quantifiable conclusions about the
presence or absence of effects based on the published
literature. Meta-analytic statistical tools can provide a
partial solution to these problems by drawing conclu-
sions over multiple independent studies and calculating
effect size estimates that attempt to take publication bias
into account. Although meta-analyses do not provide
definitive conclusions, they are typically interpreted as
state-of-the-art empirical knowledge about a specific
effect or research area. Large-scale meta-analyses often
accumulate a massive number of citations and influence
future research and theory development. It is therefore
essential that published meta-analyses are of the highest
possible quality.
To guarantee this quality, both pre- and post-
publication peer review are important tools. Peers can
check the quality of meta-analyses only when the meta-
analytic effect size calculations are reproducible. Unfor-
tunately, this is rarely the case. Gøtzsche et al. [30]
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examined whether standardized mean differences in
meta-analyses were correctly calculated and reprodu-
cible for 27 meta-analyses. In 10 (37 %) of these studies,
results could not be reproduced within a predefined dif-
ference of the effect size estimate of 0.1. Among these
ten meta-analyses, one that had yielded a significant
meta-analytic effect was no longer significant, three
without significant results yielded significant results
when reproduced, and one meta-analysis was retracted.
While quality control is important, there are other bene-
fits to reproducible meta-analyses. When meta-analyses
are well-documented and transparent, it is easier to re-
analyze published meta-analyses using different inclu-
sion criteria. Such re-analyses can yield important in-
sights that differ from the conclusions in the initial
meta-analysis. For example, Derry et al. [20] found that
even though many systematic reviews had concluded
acupuncture was beneficial, their meta-analysis using
stricter inclusion criteria (such as randomized, double
blind trials) revealed strong evidence that acupuncture
had no benefit.
Beyond re-analyses, making meta-analytic data publi-
cally available facilitates continuously cumulating meta-
analyses that update effect size estimates as new data are
collected (e.g., [7]) or as new theoretical viewpoints or
statistical techniques are developed. Meta-analyses need
to be updated regularly to prevent outdated scientific
conclusions from influencing public policy or real-life
applications. Cochrane reviews are required to be up-
dated every 2 years, or else the lack of an update needs
to be justified [17]. Similarly, authors of Campbell re-
views are obliged to plan for an update within 5 years
after publication [12]. If the data underlying meta-
analyses were openly accessible and reproducible, such
updates may become more common in psychology than
they are now, which would facilitate cumulative know-
ledge. If meta-analytic efforts are to stand the test of
time, it is essential that the extracted meta-analytic data
can be easily updated and reanalyzed by researchers in
the future.
The open accessibility of meta-analytic data may also
make these analyses more objective and convincing. A
lack of openness about the data and choices for inclusion
criteria underlying meta-analyses has been raised as one
of the problems in resolving debates following the publica-
tion of meta-analyses (e.g., [10]). As Ferguson [23] argues,
“meta-analyses have failed in replacing narrative reviews
as more objective”. Researchers on different sides of a sci-
entific argument often reach different conclusions in their
meta-analyses of the same literature (see [28], for detailed
discussion of different meta-analyses on depression
screening with opposite recommendations). We believe
this situation can be improved substantially by implement-
ing six straightforward recommendations that increase the
openness and reproducibility of meta-analyses. We have
summarized these recommendations in Table 1, and will
expand upon each in the remainder of this article.
Facilitate cumulative science by future-proofing
meta-analyses
The data underlying meta-analyses consists of the em-
pirical findings from individual studies. Meta-analyses
are now commonly based on effect sizes, although novel
techniques (such as p-curve analysis, [55]) require the
test statistics of the effect of interest, not the effect size.
Future developments (e.g., a more widespread use of
Bayesian meta-analytic techniques) might similarly re-
quire test statistics (e.g., t-values, F-values, and degrees
of freedom) instead of effect sizes when performing
meta-analyses. Therefore, meta-analytic data should be
defined more broadly than just effect sizes and their
confidence intervals, and includes sample sizes per
condition, means, standard deviations, test statistics, the
Table 1 Six practical recommendations to improve the
reproducibility of meta-analyses
1. Facilitate cumulative science by future-proofing meta-Analyses:
Disclose all meta-analytic data (effect sizes, sample sizes for each
condition, test statistics and degrees of freedom, means, standard
deviations, and correlations between dependent observations) for
each data point. Quote relevant text from studies that describe the
meta-analytic data to prevent confusion, such as when one effect size
is selected from a large number of tests reported in a study. When
analyzing subgroups, include quotes from the original study that
underlie this classification, and specify any subjective decisions.
2. Facilitate quality control: Specify which effect size calculations
are used and which assumptions are made for missing data (e.g.,
assuming equal sample sizes in each condition, imputed values for
unreported effect sizes), if necessary for each effect size extracted
from the literature. Specify who extracted and coded the data,
knowing it is preferable that two researchers independently extract
effect sizes from the literature.
3. Adhere to reporting guidelines: A minimal requirement when
reporting meta-analyses is to adhere to one of the reporting
standards (e.g., PRISMA). The reporting guidelines ask authors of
meta-analyses to report essential information that should be made
available either in the main text of the article, or by providing a
completed checklist as supplementary material during review and
after publication.
4. Pre-register: Whenever possible, pre-register the meta-analysis
research protocol to distinguish between confirmatory and
exploratory analyses.
5. Facilitate reproducibility: Allow others to re-analyze the data to
examine how sensitive the results are to subjective choices such as
inclusion criteria. Always include a link to data files that can be
directly analyzed with statistical software, either by providing
completely reproducible scripts containing both the data and the
reported analyses in free software (e.g., R), or at the very minimum
a spreadsheet that contains all meta-analytic data that can easily
analyzed in any statistical program.
6. Recruit expertise: Consider consulting a librarian before you start
the literature search, and a statistician before coding the effect sizes,
for advice on how make the literature search and effect size calculations
reproducible.
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type of design (within or between subjects), and for
within designs the correlations between dependent ob-
servations. All this data, together with the calculated
effect size and its variance, should be considered the
minimum meta-analytic data that is shared with a
publication.
We believe the main effort a meta-analyst should be
applauded for is collecting and organizing meta-analytic
data extracted from the empirical literature. When
meta-analyses are performed on a set of small explora-
tory studies, the meta-analysis chiefly serves to highlight
effects that deserve to be examined in larger pre-
registered studies. While one might expect larger meta-
analyses to provide definitive conclusions, there is often
heterogeneity in the effect sizes included in large meta-
analyses. This heterogeneity can be examined by stratify-
ing analyses based on characteristics of studies included
in the meta-analysis. These sub-group analyses often in-
spire new theories which require additional data, to be
evaluated in future meta-analyses. A meta-analysis that
provides support for an effect will often intensify re-
search on a specific topic, both by researchers who aim
to use the effect to examine novel hypotheses as by more
skeptical researchers who want to examine possible con-
founds or alternative theoretical explanations.
For these reasons, a meta-analysis is not definitive, but
rather represents a temporary assessment of a research
area that may be further explored in future meta-
analyses, which are greatly facilitated by the availability
of data from earlier meta-analyses. Our recommendation
to facilitate cumulative science mirrors recent sugges-
tions to improve the disclosure of data in empirical
manuscripts (e.g., [14]) as well as disclosure recommen-
dations in new meta-analytic techniques such as p-curve
analyses [55]. Whenever meta-analysts have contacted
the authors of original manuscripts with requests for
additional data or analyses and use these in their meta-
analysis, it is recommended to ask the original authors
for permission to share this meta-analytic data not re-
ported in the original article. Similarly, authors of a
meta-analysis should attempt to make (summaries of )
unpublished manuscripts or unpublished datasets avail-
able (e.g., as supplementary material).
The archival and availability of data allows new statis-
tical techniques to be applied to old meta-analytic data.
The past decade new statistical approaches have been
developed to more accurately assess and potentially cor-
rect for the degree of publication bias in meta-analytic
effect size estimates. Each successive technique has of-
fered incremental improvement over previous techniques,
which highlight the importance of future-proofing meta-
analyses.
An early approach to the problem of publication bias
was to estimate the fail-safe N, the number of null and
unpublished studies that would be needed to reduce an
effect to non-significance. Fail-safe N has since been rec-
ognized as a statistical tool with extremely limited use-
fulness; its assumption that unpublished studies have an
average effect size of zero is likely to be violated, and
bias in effect size estimation may be caused by selective
reporting of analyses within studies rather than the cen-
sorship of entire studies (see [34, 48, 50, 55]).
A more recent approach is to apply the trim-and-fill
method, which attempts to correct for publication bias
by inspecting the funnel plot of observed effect sizes and
precisions. The trim-and-fill method “trims” small stud-
ies at the extremes of the effect size estimate, re-
estimates the effect size, and “fills” the funnel plot with
inferred studies that might be missing due to publication
bias. However, when publication bias is induced by a
p-value boundary, rather than an effect size boundary,
and there is considerable heterogeneity in the effects
included in the meta-analysis, the trim-and-fill method
might not perform well enough to yield a corrected meta-
analytic effect size estimate that is close to the true effect
size [45, 59].
More recently, regression-based approaches have
been proposed to provide better bias-adjusted meta-
analytic effect size estimates [56]. In general, these meta-
regression approaches examine the association between
the effect size of the studies and their precision, and use
this association to estimate a corrected effect size. Re-
searchers have recently started to re-analyze past meta-
analyses using these novel statistical techniques and some-
times found that, after controlling for publication bias,
there is no longer meta-analytical support for the effect
under examination (e.g., see [11]). Future-proofing meta-
analyses by making sure their data is available and repro-
ducible will make it easy to re-evaluate meta-analyses
when new statistical techniques are developed.
In addition to correcting for publication bias, a second
future change we might expect is a switch from the
current focus on null-hypothesis significance testing in
meta-analyses towards Bayesian inferences [57]. As
mentioned earlier, such Bayesian inferences might re-
quire researchers to have access to the test statistics
(e.g., t-values) instead of effect sizes (e.g., see [49]).
These statistics are typically not included in meta-
analytic reports, nor are they recommended in pre-
liminary suggestions for reporting standards by the
APA (e.g., [37]). To future-proof a meta-analysis, au-
thors need to be more thorough than current report-
ing standards recommend.
Open meta-analytic data facilitates quality control
A meta-analysis requires the extraction of a large
amount of statistics and the careful coding of study char-
acteristics, based on specific inclusion criteria. When
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meta-analytic data is openly available, readers can check
whether the inclusion criteria were properly implemented,
the statistics from each study were correctly extracted,
and study characteristics were accurately coded. This
validation process is important because errors of at least
four different types are common in meta-analyses. A first
type of error is the erroneous calculation of effect
sizes. Although large scale attempts to reproduce
meta-analyses are limited, researchers who have
reproduced published meta-analyses have found errors
in 59 % [36], 63 % [30] and even 100 % [26] of the
examined meta-analyses. Error rates seem to be un-
affected by the experience researchers have with data-
extraction [33].
A second type of error is the inconsistent calculation
of effect sizes. Researchers often have to choose between
including an effect size for a simple effect or an inter-
action. This choice should be consistent across studies,
but often is not. For example, assume researcher A pub-
lishes a paper revealing slower reaction times on a
speeded categorization task after participants have per-
formed a cognitively demanding task, compared to par-
ticipants who did not have to perform a cognitively
demanding task. Researcher B published a similar article
using a similar method, but instead of finding an overall
effect on the reaction times in the categorization task,
only observes a statistically significant effect in the sec-
ond half of the trials, but not in the first half (leading to
an interaction between the manipulation and block).
Researcher C publishes a meta-analysis. From the first
study, the main effect of the manipulation is included in
the meta-analysis, but from the second study, the simple
effect from the second block is included instead of the
main effect across blocks. The effect size calculation is
inconsistent across studies. Either the main effect should
be included, or the differences in the second block are
included. Regardless of the final choice, the choice
should be consistent across studies to examine the
meta-analytic support for either hypothesis.
A third type of error is the incorrect inclusion of effect
sizes. Inclusion criteria are often subjective, but at other
times, inclusion criteria are objectively wrong. For ex-
ample, Gorin et al. [29] performed a meta-analysis of
psychosocial interventions to reduce pain in patients
with cancer. The authors included three effect sizes in
their meta-analyses from [61–63]. A careful look at these
three publications reveals they are based on the same
data collected from the same 313 participants. Because
the three effect size estimates are not independent, only
one of the three should be included in the meta-analysis.
If researchers would have provided all the meta-analytic
data with the publication, the fact that all three publica-
tions were based on the data of 313 participants might
have been noticed.
A fourth error that can be made is calculating the
incorrect meta-analytic effect size. Researchers have to
choose between a fixed effect model or a random effects
model when performing a meta-analysis. Fixed effect
models assume a single true effect size underlies all the
studies included in the meta-analysis Fixed effect models
are therefore only appropriate when all studies in the
meta-analysis are practically identical (e.g., use the same
manipulation) and when researchers do not want to
generalize to different populations [5]. By contrast,
random effects models allow the true effect size to vary
from study to study (e.g., due to differences in the ma-
nipulations between studies). Random effects models
therefore are appropriate when a wide range of different
studies is examined and there is substantial variance be-
tween studies in the effect sizes. Since the assumption
that all effect sizes are identical is implausible in most
meta-analyses random effects meta-analyses are gener-
ally recommended [5]. Using the wrong model will yield
incorrect effect size estimates, and since the confidence
intervals around effect sizes are wider in a random ef-
fects model, using the wrong model might lead to differ-
ent conclusions about whether an effect is statistically
different from zero or not. For example, Oyserman and
Lee [44] use a fixed effect model when performing a
meta-analysis of a wide range of individualism vs. col-
lectivism primes, performed by many different labs,
using many different dependent variables, and with a
significant amount of between-studies variance in the ef-
fect sizes. A random effects model should have been
used, and the heterogeneity in effect sizes should be ex-
plored. If the meta-analyses had been easily reprodu-
cible, researchers could have calculated the correct
meta-analytic effect size estimate using a random effects
model, which then could be used in power analysis when
planning new studies.
Identifying erroneously or inconsistently calculated ef-
fect sizes requires that reviewers and readers can easily
identify the source of the effect size calculation. To im-
prove the low percentage of reproducible findings in
meta-analyses (e.g., [30]), a reference to a specific study
should preferably be accompanied by a direct quote
from the original article describing the test the effect
size is derived from (containing information that under-
lies the coding of study characteristics upon which
studies are organized into subgroups, see [55]). If we
want to improve the reproducibility of meta-analyses
and facilitate quality control, improved disclosure of
meta-analytic data is necessary.
Research has shown that the amount of errors
meta-analysts make is reduced when the effect sizes
are coded by two researchers independently (with dis-
agreements being resolved by a third researcher) than
when one person extracts the effect sizes [9]. Authors
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of meta-analyses need to specify how many people
extracted the effect sizes and how disagreements were
resolved. Even though such an approach takes more
time, it also significantly improves the quality of the
meta-analysis.
Adhere to reporting guidelines
The reporting quality of meta-analyses varies consider-
ably and is often poor [51]. Meta-analyses often insuffi-
ciently describe inclusion criteria, the search strategy, or
details of how data was extracted from individual papers.
This lack of information makes it difficult to assess the
strengths and weakness of the meta-analysis. One of the
first steps to improve the reporting quality of meta-
analyses is using reporting guidelines as a checklist.
There are several reporting guidelines available to im-
prove the reporting standards of meta-analyses. One of
the most frequently used checklists is the PRISMA state-
ment (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses). The PRISMA statement was devel-
oped for the health sciences and consists of a two-page
checklist and a flow diagram [41]. Within the social sci-
ences there are the (much less widely used) Meta-
Analysis Reporting Standards (MARS) from the sixth
edition of the APA manual (Publication manual of the
[1]) and the MEC2IR reporting standards from the
Campbell Collaboration [13]. More reporting guidelines
can be found on the website of the EQUATOR network
[22]. We recommend that researchers who perform a
meta-analysis adhere to proposed reporting standards
(such as those specified in the PRISMA statement),
while understanding these reporting guidelines will not
guarantee reproducibility by themselves.
In recent years, scientists have become more aware of
the potential role conflicts of interest can have on the
reliability and reproducibility of results. Conflicts of
interest have been especially overlooked in meta-
analyses, but may have a substantial influence on how
meta-analyses are performed. For this reason, some
authors have proposed that performing a meta-analysis
that includes a substantial number of one’s own studies
represents a conflict of interest (for a discussion, see
[19]). For example, in a meta-analysis of 90 experiments
on precognition [3], studies included in the meta-
analysis that were performed by the first author of the
meta-analysis all have effect sizes that are equal to or
higher than the meta-analytic effect size. Schimmack
[53] has noted it is incredibly unlikely any researcher
would observe such a set of studies without having add-
itional studies in a file-drawer, which raises the possibil-
ity of bias in the inclusion of effect sizes, which at the
very minimum should be explicitly addressed.
It is important that authors of meta-analyses take
conflicts of interest in the studies they summarize into
account when they perform a meta-analysis. It is even
more important that authors personally disclose con-
flicts of interests, which can range from receiving funds
from companies who benefit from positive outcomes of
a meta-analysis to the fact that authors of a meta-
analysis have co-authored a substantial number of the
articles included in the meta-analysis. The PRISMA
checklist requires researchers to report various possible
sources of bias, and invites authors to explain how these
conflicts of interest are dealt with, or how they might
limit the conclusions that can be drawn from the meta-
analysis.
(Pre-registered) research protocols and
prospective meta-analyses
Even though reporting guidelines can improve the qual-
ity of reporting after a meta-analysis has been per-
formed, an even better approach is to write a research
protocol before the meta-analysis is performed. The goal
of such a protocol is to specify how the meta-analysis
will be carried out by detailing the search strategy and
study selection criteria. Preparing a research protocol
can help to uncover some of the pitfalls that could
threaten the quality of the meta-analysis later in the
process. Typical components of a research protocol in-
clude: a specification of the primary and secondary re-
search question(s); a short description of background
information about the research topic; details of the
search strategy, study selection, and study quality criteria;
methods of data extraction; the statistical or qualitative
methods that will combine the data; and the project’s
timetable ([4]).
Additional advances can be made by making the litera-
ture search more transparent and reproducible in both
the protocol and in the final article. The reproducibility
of the literature search is not only important for quality
control, but also to facilitate future updates of the meta-
analysis. The literature search is often a major part of
the meta-analysis methodology, and just as in other
types of research, a well-designed methodology is a re-
quirement for valid results. The current protocols fail to
guarantee reproducible literature searches. An attempt
by Maggio et al. [40] to reproduce the literature searches
of 34 reviews in medical journals revealed not a single
literature search could be reproduced. Instead of just
reporting which databases were used and which search
restrictions were applied, the protocol would benefit
from a detailed overview of the full search strategy
(either in the main text, or added to the supplementary
materials). This includes specifying key concepts with
the verbatim search terms that were used to search for
these concepts, including the fields that were searched
(e.g. title, abstract, subject headings). It should also be
clear how the search terms were combined with each
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other, and which other strategies were employed next to
systematic searching (e.g. citation tracking, hand search-
ing, and expert consultation).
Researchers can take research protocols one step fur-
ther and pre-register a research protocol before doing
the actual meta-analysis, thereby specifying the planned
analysis before the meta-analytic data is extracted. One
of the advantages of pre-registration is that it can pre-
vent confirmation bias (e.g., deciding which studies to
include or exclude based on whether results were in the
direction expected or desired by the researcher). Pre-
registration allows researchers to clearly differentiate be-
tween theory-driven (i.e., based on prior expectations)
and data-driven (i.e., based on the outcome of statistical
analyses) choices in the meta-analysis.
When a pre-registered meta-analysis is submitted to a
journal that reviews submissions before the data is col-
lected (e.g., the “registered report” article format, see
[15, 42]), reviewers can comment on the proposed
protocol before the data is extracted, instead of submit-
ting commentaries to published meta-analyses after the
study has been performed. The use of pre-registered
meta-analyses in combination with in principle accept-
ance of pre-registered protocols might reduce the
amount of critique raised by other researchers after a
meta-analysis is published. Some researchers have
doubted whether meta-analyses can actually resolve
ideological debates when the selection, coding, and in-
terpretation of studies leaves considerable room for
flexibility and interpretation (e.g., [23]). We believe pre-
registered protocols for meta-analyses have the potential
to considerably improve this situation. Pre-registered
meta-analyses in the health sciences can be submitted to
PROSPERO [60]. In psychological science, pre-
registrations can be performed on websites such as the
Open Science Framework. Note that despite common
misinterpretations of what pre-registration entails, re-
searchers are free to report and interpret exploratory
analyses, as long as it is acknowledged that the Type 1
error rate of these analyses cannot be quantified.
In addition to the (pre-registered) research protocols
for meta-analyses, teams of researchers can collaborate
to perform a prospective meta-analysis. The first pro-
spective meta-analyses in the social sciences are the
Many Labs project [38] and the Reproducibility Project
[43] in which large teams of researchers collaboratively
perform replication studies following a pre-registered
protocol. Before the individual results are known, the
analysis plan is aimed at meta-analyzing all these data-
sets. An increasing number of journals in psychology
now offer such a pre-registration format. For example,
Perspectives on Psychological Science recently published
its first Registered Replication Report [52], which is also
a prospective meta-analyses of a large number of studies
using identical methods. As these large-scale replication
formats become more common, and with the advent of
journals dedicated to pre-registered studies, we can ex-
pect prospective meta-analyses to become more com-
mon, not only for replication studies, but also for novel
theoretical predictions. For example, the new journal
Comprehensive Results in Social Psychology would allow
researchers to test novel theoretical predictions (such as
those inspired by opposing theories in adversarial collab-
orations) and perform a meta-analysis on the results to
more quickly and decisively address research questions.
Strong predictions from opposing theories can be ad-
dressed in a prospective meta-analysis where several labs
collaborate, thereby allowing the research team to draw
conclusions over a much larger sample size than would
be possible in individual studies. Large sample sizes pro-
vide high power, even when a relatively strict alpha level
is used, and therefore increase the informational value of
the statistical inferences [39].
Facilitating reproducibility
An analysis is reproducible when independent individ-
uals are able to perform the same analysis on the
same data. Sharing meta-analytic data does not just
facilitate future meta-analyses but also makes it pos-
sible for researchers to easily reproduce the published
analyses. In addition to directly reproducing the iden-
tical analysis, reproducible meta-analyses allow re-
searchers to analyze a subset of the studies included
in the meta-analysis, for example, to examine the im-
pact of different inclusion criteria. Researchers could
use a subset of the studies to calculate an a priori
power analysis using the meta-analytic effect size esti-
mate based on a specific subset of studies most simi-
lar to the planned research.
Even when inclusion criteria are pre-registered and
reviewed by peers, they are necessarily subjective and
debatable, not only by researchers with different ideas,
but also as new ideas emerge. One example of this sub-
jectivity is the practice of assigning studies to sub-
categories which may moderate the strength of the effect
examined in meta-analysis. Anderson et al. [2]) coded
studies of violent games according to whether they met
criteria of “best-practices” in study methodology, which
required that participants in the control condition
played a game that lacked considerable violence. Appli-
cation of this criterion includes an element of subjectiv-
ity, as definitions of what constitutes a “violent game”
vary (see [24]). For example, Anderson and colleagues
[2] excluded studies which compared Mortal Kombat to
Sonic the Hedgehog [18, 32] and Tekken 2 to the racing
game Moto Racer [8] from the ‘best-practices’ subcat-
egory, while a study in which participants played Grand
Theft Auto 3 or Simpsons Hit & Run [6] is included as
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‘best practices’ even though the player-character in
Simpsons Hit & Run drives aggressively and can punch
other game characters (earning the game a T-for-Teen
ESRB rating). One might disagree with the decisions of
the research team, arguing that Sonic the Hedgehog lacks
violence while Simpsons Hit & Run contains violence.
If meta-analyses were easily reproducible, researchers
could easily explore the impact of these subjective de-
cisions by re-analyzing the meta-analytic data.
Subjective decisions are not limited to the develop-
ment and application of inclusion criteria. Indeed, meta-
analysts often must make subjective decisions in analytic
practice among several equally defensible options. In this
case, it would be ideal to know how sensitive the results
are to these subjective decisions. For example, a recent
meta-analysis by Ferguson [25] inspects the partial cor-
relation between violent media and aggressive behavior
when other variables are used as covariates. However,
the exact partial correlation was not reported by many
studies, particularly when the effect did not reach statis-
tical significance. The author decided to impute an effect
size r = .00 for each unreported, non-significant effect, a
justifiable but highly conservative approach (see [5]).
Given the controversial nature of this research area,
such meta-analyses might be more convincing to ideo-
logical opponents when the impact of this imputation
can be explored. If this imputation strategy has a large
effect on the obtained effect size, the reader can be made
aware that the conclusions are highly sensitive to the
subjective decisions, and that caution is necessary in
interpreting results. On the other hand, if the results are
not sensitive to the imputation strategy, the reader can
be assured that the results are not contingent on this
subjective decision.
Sharing the data underlying the meta-analysis allows
readers to evaluate the appropriateness of the inclusion
criteria, the creation of sub-categories, or other subject-
ive analytic choices, and see how applying their own cri-
teria might change the results. For example, Jauhar et al.
[35] made a spreadsheet document available with their
meta-analysis containing all of the analyzed effect sizes.
Readers can easily delete (or even add) studies to exam-
ine alternative inclusion criteria or sub-categorizations
of the same studies. Recent innovations in statistical
software (e.g., [27]) make it possible to share all the data
underlying a meta-analysis together with the written re-
port (for an excellent example, see [16]). Ideally, the data
and analysis are made available using free software such
as R (R [47]), which also allows researchers to share the
meta-analytical data and analyses (for example, see [11]).
At the very minimum, the data is available in a spread-
sheet or text file that can be imported in statistical soft-
ware without considerable effort. It is not sufficient to
share data stored in a format that can only be read by a
single commercial software package. The Open Science
Framework (www.osf.io) and GitHub (www.github.com)
are two of many recent technical solutions to facilitate
data sharing.
Recruit expertise
Searching the literature and reporting a reproducible
literature search is a skill that requires dedicated know-
ledge. As the findings by Maggio et al. [40]) reveal,
published meta-analyses typically do not include a repro-
ducible search protocol. The research base for perform-
ing a systematic search is becoming more and more
sophisticated, and we recommend researchers collabor-
ate with expert librarians who are up-to-date with these
developments [58]. Formulating a good search strategy
is a dynamic and iterative process, which requires know-
ledge about accessible databases and the syntax required
by each database [31]. Researchers often have implicit
assumptions about the literature which librarians can ei-
ther challenge or corroborate [21]. Among other things,
this will help to reduce the possibility of bias and im-
prove the overall quality of the search strategy [58]. Fur-
thermore, librarians are experienced at documenting a
search strategy for reproducibility purposes, and can ad-
vise on which reporting guidelines and quality assess-
ment tools to use, help with writing the methodology
section, demonstrate how to pre-register the meta-
analysis, and propose services that enable the long-term
data storage of all meta-analytic data [46].
Similarly, it is recommended that researchers consult a
statistician before coding effect sizes and performing the
meta-analysis to make sure their calculations are correct
and reproducible. A large percentage of meta-analyses
contain errors ([26, 30, 36]). In addition to ensuring that
basic effect size extraction and meta-analysis are per-
formed correctly, statisticians can inform researchers
about superior meta-analytical techniques such as novel
approaches to correct for publication bias. Researchers
are often slow to adopt superior statistical techniques
when they are applicable (e.g., PET-PEESE meta-
regression, see [56]), and continue to use outdated statis-
tical techniques (such as fail-safe N, see [50]). It has
been suggested that researchers resist novel statistical
techniques because they wish to adhere to norms, are
unaware of new techniques or cannot perform the new
techniques in their preferred statistical software pack-
ages [54]. Statisticians, by contrast, might feel less pres-
sure to conform to existing norms in analysis, can
introduce researchers to new and superior techniques,
and can implement these techniques.
Conclusion
Meta-analyses are often regarded as state-of-the-art
knowledge about effects examined in the scientific
Lakens et al. BMC Psychology  (2016) 4:24 Page 7 of 10
literature. At the same time, the conclusions from meta-
analyses are often open for debate and are subject to
change as new data becomes available. We propose
practical recommendations to increase the reproducibil-
ity of meta-analyses to facilitate quality control, improve
reporting guidelines, allow researchers to re-analyze
meta-analyses based on alternative inclusion criteria,
and future-proof meta-analyses by making sure the col-
lected meta-analytic data is shared so that continuously
cumulating meta-analyses can be performed [7] and so
that novel statistical techniques can be applied on the
collected data as they become available. Implementing
these recommendations will allow us to make great
strides towards a truly cumulative science.
Some may object to publically sharing the data under-
lying a meta-analysis, as they would prefer to have con-
tinued proprietary rights to this data after publication in
order to publish an updated meta-analysis after several
years. We do not believe such ideas are to the benefit of
science, nor do they allow appropriate standards of peer-
review. Given the large number of errors that are
typically observed in meta-analyses ([26, 30, 36]) jour-
nals should require authors to publically share the data
underlying their analyses. We find that truly cumulative
updates of meta-analyses are rare in psychology, a situa-
tions that might be improved if the data were publically
available. Journals could consider inviting updates of
meta-analyses every few years, allowing interested re-
searchers to communicate their interest to collaborate on
such an update.
When disclosing all the data underlying a meta-
analysis, there are two sources of information that re-
quire special care. First of all, the meta-analyst might ask
researchers of published studies for additional data or
analyses, such as correlations between dependent aver-
ages in repeated measure designs, to be able to include a
dataset in the meta-analysis. It is important to ask these
researchers for permission to disclose this additional in-
formation with the published meta-analysis. Second of
all, a meta-analysis may include unpublished datasets,
and for these an attempt should be made to at least
summarize the most important information that under-
lies the effect size calculation sub-group categorization.
If the original authors do not plan to publish the data in
the future, the meta-analyst can ask permission to share
the unpublished report with the meta-analysis. At the
very least, contact information should be provided so
that interested parties might obtain a copy of the unpub-
lished report.
Our recommendation to pre-register the research
protocol for a meta-analysis should not be misinter-
preted as prohibiting researchers to make any changes
to the protocol in the course of the research project.
One cannot know everything in advance, and writing a
research protocol that takes into account all possible fu-
ture events is extremely difficult. However, it is not ne-
cessary to know everything in advance. The goal is to try
to consider as much as possible from the outset of the
research project. A protocol can and often will need to
be updated as the research project progresses, which is
perfectly acceptable so long as changes are made before
the meta-analytic data are analyzed. Many pre-registered
reports can benefit from a more interactive approach to
reviews where authors, reviewers and editors communi-
cate changes to the protocol as new insights develop (an
approach already applied in Cochrane and Campbell
reviews). The main goal of pre-registration is to distin-
guish theory-driven choices in the analysis plan from
data-driven choices that might be biased by the outcome
of the meta-analysis, not to prohibit data-driven choices
altogether.
Researchers can choose to pre-register their meta-
analysis in publically accessible databases, such as PROS-
PERO, or pre-register (either publically or privately) on
the Open Science Framework (www.osf.io) and share the
pre-registration with reviewers (and make it publically ac-
cessible only after an article has been accepted for publica-
tion). One goal of publically accessible pre-registrations is
to avoid wasted effort when multiple teams perform meta-
analyses of the same research area (although there are
benefits in independently reproducing a meta-analysis, as
we have argued earlier). Whenever researchers make the
effort to reproduce or re-analyze a meta-analysis, they
should similarly consider to (publically) pre-register the
research protocol, and pursue an in principle acceptance
as a registered report. This will prevent only meta-
analyses that fail to demonstrate significant effects, or only
re-analyses that yield different results than the original
meta-analysis, from being published (a publication
bias for negative results or successfully reproduced
meta-analyses). Obviously, results that confirm the con-
clusions from the original meta-analysis are equally valu-
able for cumulative science.
Meta-analyses may be among the most debated schol-
arly products due to the subjectivity in determining and
applying study inclusion criteria, the challenges and am-
biguities of extracting effect size estimates from hetero-
geneous research paradigms, and the profound impact
meta-analyses have upon research practice and theory.
Transparency of the extracted meta-analytic data is vital
for addressing readers’ concerns about the possible pres-
ence of errors and the degree to which the conclusions
depend on subjective decisions. Disclosure of the meta-
analytic data allows researchers to perform other justifi-
able analyses, including those inspired by new advances in
statistical practice. As researchers, data is our livelihood
and the currency by which we judge our theories. A truly
cumulative science requires reproducible meta-analyses.
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