It is an open problem in general to prove that there exists a sequence of ∆g-eigenfunctions ϕj k on a Riemannian manifold (M, g) for which the number N (ϕj k ) of nodal domains tends to infinity with the eigenvalue. Our main result is that N (ϕj k ) → ∞ along a subsequence of eigenvalues of density 1 if the (M, g) is a non-positively curved surface with concave boundary, i.e. a generalized Sinai or Lorentz billiard. Unlike the recent closely related work of Ghosh-Reznikov-Sarnak and of the authors on the nodal domain counting problem, the surfaces need not have any symmetries.
Introduction
Let (M, g) be a surface with non-empty smooth boundary ∂M = ∅. We consider the eigenvalue problem,
where B is the boundary operator, e.g. Bϕ = ϕ| ∂M in the Dirichlet case or Bϕ = ∂ ν ϕ| ∂M in the Neumann case. We denote by {ϕ j } an orthonormal basis of eigenfunctions, ϕ j , ϕ k = δ jk , with 0 = λ 0 < λ 1 ≤ λ 2 ≤ · · · counted with multiplicity. The inner product is defined by f, g = M fḡdA where dA is the area form of g. We denote the nodal line of ϕ λ by
This paper makes use of recent joint work of the second author with several collaborators. Theorem 1.7 is recent joint work with X. Han, A. Hassell and H. Hezari [XH] . It also uses calculations in recent work [HZ12] with H. Hezari. Theorem 1.2 is joint work in progress with C. D. Sogge [SZb] . The boundary quantum ergodicity theorem and boundary local Weyl law is joint work with A. Hassell [HZ04] and is closely related to recent joint work with H. Christianson and J. Toth [CTZ13] . We would also like to thank N. Simanyi for helpful correspondence regarding [Kra89] and L. Stoyanov The nodal domains of ϕ λ are the connected components of M \(Z ϕ λ ∪ ∂M ); We denote the number of nodal domains by N (ϕ λ ). We further denote by Σ ϕ λ = {x ∈ Z ϕ λ : dϕ λ (x) = 0} the singular set of ϕ λ . The purpose of this article, developing the method of [JZ13] , is to prove that N (ϕ j ) → ∞ along a subsequence of density one of the eigenvalues for certain surfaces (M, g) with boundary ∂M = ∅ and with ergodic billiard flow. A significant gain in the billiard case is that we do not require the surface (or eigenfunctions) to have a symmetry.
The first result states sufficient conditions under which the number of nodal domains tends to infinity along a subsequence of 'almost all' eigenfunctions of any orthonormal basis. Theorem 1.1. Let (M, g) be a surface with non-empty smooth boundary ∂M . Let {ϕ j } be an orthonormal eigenbasis of Dirichlet (resp. Neumann) eigenfunctions. Assume that (M, g) satisfies the following conditions:
(i) The billiard flow G t is ergodic on S * M with respect to Liouville measure;
(ii) There does not exist a self-focal point q ∈ ∂M for the billiard flow, i.e. a point q such that the set L q of loop directions η ∈ B * q ∂M has positive measure in B * q ∂M . To draw specific conclusions we need to show that the conditions are satisfied in natural examples. In this article we consider "Sinai-Lorentz" billiards, i.e. non-positively curved surfaces with concave boundary. They are known to satisfy (i) and (ii) is easily extracted from a number of articles. Condition (iii) is the analogue for Cauchy data of the sup norm results on manifolds without boundary proved in [SZ02, SZa] . In the forthcoming article [SZb] the following is proved: Theorem 1.2. Let (M, g) be a Riemannian manifold of dimension n with geodesically concave boundary. Suppose that there exist no self-focal points q ∈ ∂M . Then the sup-norms of Cauchy data of Dirichlet, resp. Neumann, eigenfunctions are o(λ n−1 2 j ).
It is possible that concavity of the boundary implies non-existence of self-focal points on the boundary. The conclusion of Theorem 1.2 should be true for general Riemannian manifolds manifolds with boundary with no boundary self-focal points, but we only state the result needed for the present article.
For Sinai-Lorentz billiards we conjecture that the sup norms are of order
). This would be useful for getting logarithmic lower bounds on numbers of nodal domains. O j of embedded nonintersecting geodesically convex domains (or 'obstacles') O j from a closed nonpositively curved surface (X, g). We denote the scalar curvature of (X, g) by K and assume K ≤ 0. In the case where X is a flat torus or a square, such a billiard is called a Sinai billiard. It is proved in [Sin, CS87, BSC90] that the billiard flow of a Sinai billiard is ergodic. When the ambient surface (X, g) is non-positively curved, ergodicity of the billiard flow is proved in [Kra89] . The result will be discussed in more detail in §2.
Billiards on (M, g) of the form (1.1) also satisfy condition (ii) on nonexistence of self-focal points. Self-focal points q are necessarily self-conjugate, i.e. there exists a broken Jacobi field along a geodesic billiard loop at q vanishing at both endpoints. But as we review in §2, non-positively curved dispersive billiards as above do not have conjugate points.
Thus (assuming Theorem 1.2) we have, Corollary 1.3. The conclusion of Theorem 1.1 holds for a non-positively curved surface (1.1) with concave boundary.
We expect Theorem 1.1 to generalize to all hyperbolic billiards, such as planar billiard tables with concave walls. We also expect it to generalize to the Bunimivoch stadium. The only new complication is to the proof of Theorem 1.2, since the corners complicate sup norm estimates of eigenfunctions. In fact, we only need the sup norm estimates away from the corners. The rest of the proof of Theorem 1.1 extends with no further work to domains with Lipschitz boundaries. Since sup norm estimates are of independent interest, we postpone the proof of Theorem 1.2 and further results on sup norms of Cauchy data eigenfunctions to a subsequent work.
1.2. Outline of the proof of Theorem 1.1. The overall argument follows the strategy of [JZ13] , and is based on counting the zeros of the Cauchy data ϕ b j of an ergodic sequence of eigenfunctions on ∂M . The presence of the boundary creates both new complications and new simplifications. Perhaps surprisingly, the main difficulty in the proof of Theorem 1.1 that does not occur in [JZ13] is to prove that the standard sup norm bound O(λ To begin with, we recall the definition and properties of Cauchy data of ergodic sequences of eigenfunctions along the boundary. We use the following notation: Definition 1.4. The Cauchy data of Neumann (resp. Dirichlet) eigenfunctions of (M, g) is defined by
Neumann boundary conditions, [HZ04] (see also [Bur05] ) it is proved that if the geodesic billiard flow of a Riemannian manifold (M, g) is ergodic, then there exists a subsequence A ⊂ N of density one so that, for any f ∈ C(M ),
where ω B (f ) is a 'limit state' (i.e. a positive measure viewed as a linear functional on C(B * ∂M )) which depends on the boundary condition B. We only apply the result to 'multiplication operators' by f ∈ C(∂M ) in this article. The result in more detail is in §3. It has recently been extended to general hypersurfaces of M (with or without boundary) in [CTZ13] . We refer to the density one sequence (1.2) as a "boundary ergodic sequence" of eigenfunctions.
The main input in Theorem 1.1 is the following result about boundary nodal points: Theorem 1.5. Let (M, g) be a Riemannian surface which satisfies three assumptions given in Theorem 1.1. Then for any given orthonormal eigenbasis of Neumann eigenfunctions {ϕ j }, there exists a subsequence A ⊂ N of density one such that lim j→∞ j∈A
Furthermore, there are an infinite number of zeros where ϕ j | ∂M changes sign. For Dirichlet eigenbasis {ϕ j }, there exists a subsequence A ⊂ N of density one such that lim j→∞ j∈A
Given Theorem 1.5, the remainder of the proof of Theorem 1.1 is topological. As in [GRS13, JZ13] , we use an Euler characteristic argument, Theorem 7.2, to obtain a lower bound on the number of nodal domains from the lower bound on the number of boundary zeros. The fact that the zeros occur on the boundary allows us to simplify the proof in [JZ13] and to omit the symmetry assumption. We recall that in [JZ13] , we proved that N (ϕ λ ) tends to infinity along a density one sequence of even or odd eigenfunctions on a Riemannian surfaces (M, g, σ) of negative curvature with an isometric orientation reversing involution σ with separating fixed point set. We used the involution to relate signed zeros of restrictions of eigenfunctions to the fixed point set with nodal domains. In the boundary case, we relate number of signed zeros along the boundary to nodal domains without any symmetry assumptions.
For instance, assume that Z ϕ is non-singular. Then the number of connected components of Z ϕ essentially gives a lower bound for the number of nodal domains. In [JZ13] , the assumption of the existence of σ is necessary in order to ensure that there are at most two intersections between F ix(σ) and a closed nodal curve, which allows one to relate the number of nodal domains and number of intersections. Such symmetry assumption is not necessary in the boundary case, because a nodal segment which has an end point at ∂M must terminate in ∂M .
The intersection points above are the points where the nodal set touches the boundary in the sense of [TZ09] . That article shows that when the boundary is piecewise real analytic, then the number of intersection points is ≤ C M λ for some constant depending only on the domain. In theorem 1.5, we obtain a qualitative lower bound on the number of intersection points.
1.3. Outline of the proof of Theorem 1.5. The key step in proving Theorem 1.5 is the following Proposition 1.6. Let (M, g) be a Riemannian surface with smooth boundary and ergodic billiards. Then exists a subsequence of density one of the Neumann eigenfunctions such that, for any fixed interval β ⊂ ∂M ,
Moreover, there exists a density one subsequence of Dirichlet eigenfunctions such that for any fixed interval β ⊂ ∂M ,
That is,
(1.
3)
The Proposition clearly implies that the Neumann eigenfunctions ϕ λ must have a sign-changing zero on β for a density one subsequence of eigenfunctions. Similarly for normal derivatives of Dirichlet eigenfunctions. Theorem 1.5 is a direct consequence of Proposition 1.6.
To prove Proposition 1.6 we combine three results, two of which are already proved elsewhere and one which we prove here. The first is the quantum ergodic restriction theorem (1.2). The second ingredient is the following Kuznecov sum formula, extending the result of [Zel92] to manifolds with boundary. It is an immediate consequence of Theorem 1 of [XH] :
) be a Riemannian surface with smooth boundary ∂M . Let {ϕ j } be an orthonormal basis of Neumann eigenfunctions. Let f ∈ C ∞ 0 (∂M ). Then there exists a constant c > 0 such that,
Let {ϕ j } be an orthonormal basis of Dirichlet eigenfunctions. Then there exists a constant c > 0 such that,
We recall the proof in §5. We view Theorem 1.7 as an asymptotic mean formula for a sequence of probability measures, stating that on average, We only use Corollary 1.8 in the proof of Theorem 1.1. We now assemble Theorems 1.7, 1.2 and the Quantum Ergodic Restriction (QER) theorem of [HZ04] to given an outline of the proof Proposition 1.6. For simplicity we assume that the boundary conditions are Neumann. From the third assumption in Theorem 1.1, we have
We then prove that for any M > 0 there exists a subsequence of density ≥ 1 − 1 M so that for any arc β ⊂ H,
and there exists a subsequence of density one for which
This is a contradiction if ϕ j has no sign change on β.
It follows that for any M > 0 there exists a subsequence of density
This implies the existence of a subsequence of density one with this property.
Billiards on negatively curved surfaces exterior to convex obstacles
Before discussing billiards on these surfaces, we introduce some general notation and background.
2.1. Billiard map. We denote by
the billiard (or broken geodesic) flow on S * M . The trajectory Φ t (x, ξ) consists of geodesic motion between impacts with the boundary, with the usual reflection law at the boundary. The billiard map β is defined on the unit ball bundle B * ∂M of ∂M as follows: given (y, η) ∈ B * ∂M , i.e. with |η| < 1, we let (y, ζ) ∈ S * M be the unique inward-pointing unit covector at y which projects to (y, η) under the map T * ∂M M → T * ∂M . Then we follow the geodesic
until the projected billiard orbit first intersects the boundary again; let y ∈ ∂M denote this first intersection. We denote the inward unit normal vector at y by ν y , and let ζ = ζ + 2(ζ · ν y )ν y be the direction of the geodesic after elastic reflection at y . Also, let η be the projection of η to
3) The directions tangent to ∂M cause singularities (discontinuities) in β, and the billiard map is not apriori well-defined on initial directions which are tangent to ∂M , i.e. (y, η) ∈ S * ∂M with |η| = 1. To obtain a smooth dynamical system, one often removes the tangential directions S * ∂M . Billiard trajectories starting on ∂M in non-tangential directions may become tangential at some future intersection and so we puncture out all trajectories which in the past or future become tangential. We define B 0 q = B * q ∂M \S * q ∂M to be the projections of non-tangential directions and define R 1 ⊂ B 0 q to be β −1 (B 0 q ) and, more generally, R k+1 = β −1 (R k ) for natural numbers k. Thus R k consists of the points where β k is well defined and maps to B 0 q . Similarly
. and it is shown in [CFS82] that each R k has full measure. Consequently, if we define
then β is a symplectic diffeomorphism on R ∞ . As we now explain, we may define β at tangent vectors to ∂M so that the billiard trajectory is simply a geodesic of (X, g) which hits ∂M tangentially. The billiard map is then defined on all of B * ∂M but is discontinuous along the set of tangential directions.
2.2. Ergodicity of the billiard map for non-positively curved surfaces with concave boundary. We need the following result of KramliSimonyi-Szasz [Kra89] .
Billiards on a non-positively curved surface with concave boundary are ergodic.
For the sake of completeness, we briefly review the proof. The main result of the [Kra89] is a proof of the "Fundamental Theorem for Dispersing Billiards" (Theorem 5.1). The term is taken from work of BunimovichSinai and roughly asserts the existence almost everywhere of stable/unstable foliations for the billiard map and some of its quantitative properties. In section 6 of [Kra89] the authors show how ergodicity of the billiards follows from Theorem 5.1 by the Hopf-Sinai argument.
The surfaces in [Kra89] are assumed to be the exterior (1.1) of a finite union of convex obstacles (i.e. the boundary curves have strictly positive geodesic curvature from the inside). However, they are more general than the non-positively curved surfaces assumed here. The billiards are only assumed to satisfy 'Vetier's conditions', which are conditions implying that 'no focal points arise'. The conditions are stated precisely in Condition 1.2-1.4 in [Kra89] . Condition (1.2) is that the distance between obstacles is bounded below by some τ min > 0, which is obvious for a compact surface when the obstacles do not intersect. Condition (1.3) is that there exists τ max so that any geodesic must intersect ∂M in time ≤ τ max . This condition can be removed if the curvature is strictly negative. Condition (1.4) is a curvature condition which is satisfied as long as K ≤ 0. In this case, Condition (1.3) becomes irrelevant. In fact, K ≤ 0 along implies the fundamental theorem and ergodicity of the billiard flow.
For (x, ξ) ∈ S * x M , the stable (resp. unstable) fiber H (s) (x, ξ) (resp. H (u) (x, ξ)) through x is the set of (y, η) ∈ S * M so that
. Similarly for the unstable leaf. Vetier proved that under the conditions above, there exist stable and unstable fibers through almost (x, ξ) ∈ S * M which are C 1 curves. It follows that through almost every (q, η) ∈ B * ∂M there exist stable/unstable leaves for the billiard map, which are C 1 curves. In particular, this is the case for non-positively curved surfaces with concave boundary.
2.3. Absence of self-focal points non-positively curved surfaces with concave boundary. We also need Lemma 2.2. There do not exist partial self-focal points on a non-positively curved surfaces with concave boundary.
We use broken Jacobi fields for the billiard flow and begin with some background from [Woj94, ZL, Bia13] . The Lemma is also proved by L. Stoyanov in his articles [Sto99, Sto89] . A (normal) Jacobi field is an orthogonal vector field J(t) along a billiard trajectory γ with transversal reflections at ∂M , which satisfies the Jacobi equation
dt 2 J + K(γ(t))J = 0 away from the elastic impacts, and which is reflected by the law
at the reflection point. Here ϕ is the angle that γ (t) makes with the boundary at the impact time. Recalling that a Jacobi field is the variation vector field J(t) = ∂ ∂ε γ ε (t) of a 1-parameter family of billiard trajectories, we see that the reflection law is the derivative in ε of the reflection law for the curves γ ε .
Proof. Assume first that Y is a simply connected non-positively curved surface, and that O 1 , · · · , O m ⊂ Y are disjoint obstacles. Fix a point q ∈ ∂O 1 and consider billiard trajectories of (q, η) on Y \ m j=1 O j . For a given billiard trajectory of (q, η), we correspond a sequence {a j (η)} j≥0 with 1 ≤ a j (η) ≤ m such that j-th impact occurs on the boundary of O a j (we assume that a 0 (η) = 1.)
For a given sequence B = {b j } 0≤j≤M with 1 ≤ b j ≤ m, let
Let q j (η) ∈ ∂O a j (η) be the j-th impact point. Since Y is simply connected, the length of billiard trajectory from q to q M (η) is bounded from above by some constant for η ∈ S B . Therefore, if there are infinitely many η ∈ S B such that q M (η) = q with same q , then q and q are conjugate. However, this is impossible, since the norm of the Jacobi field is monotonically increasing between impacts and only grows at an impact. Hence along any billiard trajectory from any q ∈ ∂M , it cannot vanish for t > 0. Now letX be the universal covering of X and letÕ j for j = 1, 2, · · · be the lift of obstacles on X. Fix q ∈ ∂M . For each (q, η) ∈ S * M whose billiard trajectory is a loop, we correspond a finite length sequence {a j (η)} j≤T as above, where T > 0 is the first index such that q T (η) is a preimage of q onX. Then from above, we infer that there are finitely many η such that {a j (η)} j≤T = B for any given B. Since the set of B is countable, this proves that there are at most countably many η, for which billiard trajectory of (q, η) is a loop.
Quantum ergodic restriction theorems
We now review the quantum ergodic restriction theorem to the boundary of [HZ04] . Roughly speaking, the results says that if the billiard ball map β on B * ∂M is ergodic, then the boundary values u b j of eigenfunctions are quantum ergodic.
Define
Theorem 3.1. Let M ⊂ R n be a compact manifold with boundary and with ergodic billiard map. Let {ϕ b j } be the boundary values of the eigenfunctions {ϕ j } of ∆ B on L 2 (M ) in the sense of the table above. Let A h be a semiclassical operator of order zero on ∂M . Then there is a subset S of the positive integers, of density one, such that
where h j = λ −1 j and ω B is the classical state on the table above.
Restriction of the wave group of a Sinai billiard to the boundary
The billiard flow arises in spectral problems because the singularities of the fundamental solution of the wave equation propagate along billiard trajectories. The billiard flow relevant to our problem is thus determined by propagation of singularities for the wave equation on a non-positively curved surface (1.1) in the exterior of a finite union of disjoint convex obstacles. In this case, the singularities which intersect the boundary are known as grazing rays. It was proved independently by R. B. Melrose and M. E. Taylor [Mel75] that a singularity propagating along a grazing ray simply continues along the same geodesic of the ambient space when it touches the boundary. Consequently, the dynamical billiard flow of the previous section coincides with the propagation of singularities.
For the purposes of this article, and in particular for the estimate of sup norms, we only need two aspects of the wave kernel:
• The wave front set of the wave kernel and its restriction to the boundary.
• A small time parametrix and symbol calculation for the restriction of the wave kernel to the diagonal of the boundary sufficient for the calculation of the principal symbol at t = 0. We do not need the parametrix construction of [Mel75] which is valid near grazing rays, i.e. billiard trajectories intersecting ∂M tangentially. In fact, the wave front set calculation we need is classical, while the symbol calculation is contained in [HZ12, XH] . We will only add to the known results when we adapt the sup norm estimate of [SZ02] to the Cauchy data of eigenfunctions.
We now briefly review the results we need for the sake of completeness.
4.1. Wave front set of the wave group. We denote by
the even (resp. odd) wave operators (M, g) with boundary conditions B.
The wave group E B (t) is the solution operator of the mixed problem
The wave front sets of E B (t, x, y) and S B (t, x, y) are determined by the propagation of singularities theorem of [MS78] for the mixed Cauchy Dirichlet (or Cauchy Neumann) problem for the wave equation. We from [Hör90] (Vol. III, Theorem 23.1.4 and Vol. IV, Proposition 29.3.2) that
where
is the graph of the generalized (broken) geodesic flow, i.e. the billiard flow Φ t . The same is true for W F (S B ). As mentioned above, the broken geodesics in the setting of (1.1) are simply the geodesics of the ambient negatively curved surface, with the equal angle reflections at the boundary; tangential rays simply continue without change at the impact.
4.2.
Restriction of wave kernels to the boundary. The key tool in the proof of Theorem 1.2 is the analysis of the restriction of the Schwartz kernel E B (t, x, y) of cos t √ ∆ B to R×∂M ×∂M and further to R×∆ ∂M ×∂M , where ∆ ∂M ×∂M is the diagonal of ∂M × ∂M . We denote by dq the surface measure on the boundary ∂M , and by ru = u| ∂M the trace operator. We denote by E b B (t, q , q) ∈ D (R × ∂M × ∂M ) the following boundary traces of the Schwartz kernel E B (t, x, y) defined in (4.1):
The subscripts q , q refer to the variable involved in the differentiating or restricting. Henceforth we use the notation γ B q for the boundary trace. Thus, γ B q = r q in the Neumann case and γ B q = r q ∂ νq in the Dirichlet case. The sup norm bounds of Theorem 1.2 are derived from an analysis of the singularities of the boundary trace of the wave kernel along the diagonal,
Here as above, ϕ b j (q) = γ B q ϕ j . We need sufficient information on (4.4) to be able to adapt the proof of [SZ02] to the setting of Cauchy data of eigenfunctions. The Kuznecov asymptotics of Theorem 1.7 is proved by studying
4.3. Wave front set of the restricted wave kernel. The first and simplest piece of information is the wave front set of (4.4). It follows from (4.2) and from standard results on pullbacks of wave front sets under maps, the wave front set of E b B (t, q, q ) consists of co-directions of broken trajectories which begin and end on ∂M . That is,
Here, the superscript T denotes the tangential projection to B * ∂M . We refer to Section 2 of [HZ12] for an extensive discussion. It follows from (4.6) that
(4.7) Thus, for t = 0, the singularities of the boundary trace γ B q γ B q E(t, q, q) at q ∈ ∂M to broken bicharacteristic loops based at q in M . When t = 0 all inward pointing co-directions belong to the wave front set.
Remark 4.1. One of the principal features of the boundary trace E b B (t, q, q) along the diagonal is that the singularity at t = 0 becomes uniformly isolated from other singularities, while the interior kernel E B (t, x, x) has singularities at t = 2d(x) arbitrarily close to t = 0.
4.4. Wave group of a non-positively curved surface exterior to convex obstacles. Althought it is not really necessary for the purpose of this article, it is illuminating to observe that the wave kernel in our setting of a non-positively curved surface exterior to convex obstacles can be obtained by summing the much simpler wave kernel on the universal cover in the exterior of one (or a finite number) of convex obstacles. It is possible that this Poincaré series type formula will produce logarithmic improvements on sup norm estimates, which are at present unknown for any boundary problem. We plan to investigate this in future work.
We denote by (X,g) the universal Riemannian cover of (X, g). For instance,X = R 2 in the case of a flat torus orX = H 2 in the case of a hyperbolic surface of genus g ≥ 2. If π :X → X then
where the union is over the elements of the deck transformation group Γ π 1 (X), and whereÕ = Õ j , withÕ j a choice of one component of π −1 (O j ). The union is a disjoint one by the assumption that each O j is embedded in X. We may (and will) pick a connected fundamental domain D ⊂X for Γ in such a way that O j ⊂ D o (the interior of D for all j. We consider the Laplacian∆ B onX\Õ with Dirichlet, resp. Neumann, boundary conditions B. Let E B (t, x, y) be the Schwartz kernel of cos t ∆ B onX\Õ.
(4.8) Proposition 4.2. Let E B (t, x, y) be the cosine wave kernel, i.e. the Schwartz kernel of cos t √ ∆ B , on (M, g) with Dirichlet, resp. Neumann, boundary conditions on ∂M = ∂O and letẼ B (t, x, y) (4.8) be the cosine wave kernel onX\Õ. Then,
wherex, resp.ỹ ∈ D ∈ π −1 (x), resp.π −1 (y).
Proof. Both sides solve the homogeneous wave equation and so we only need to prove that they have the same initial and boundary conditions. When t = 0, we need to verify that δ y (x) = γ∈Γ δỹ(γx) for all y, x, ∈ M . It suffices to check this in D where it is obvious. We then need to check the boundary condition, but again it suffices to check within D and again they match.
We now consider boundary restrictions. OnX we consider the restriction ofẼ b (t, q, q ) to ∂Õ (with the exterior normal derivative in the Dirichlet case). 4.5. Local Weyl law. The boundary local Weyl law gives an asymptotic formula for the spectral averages of the expected value of an observable A h relative to boundary traces of eigenfunctions. The relevant algebra of observables in our setting as in [HZ04] is the algebra Ψ 0 h (∂M ) of zeroth order semiclassical pseudodifferential operators on ∂M, depending on the parameter h ∈ [0, h 0 ]. We denote the symbol of A = A h ∈ Ψ 0 h (∂M ) by a = a(y, η, h). Thus a(y, η) = a(y, η, 0) is a smooth function on T * ∂M ; we may without loss of generality assume it is compactly supported. We further define states on the algebra Ψ 0 h (∂M ) by
Here, as in (3.1),
where γ(q) = 1 − |η| 2 , q = (y, η).
For either Dirichlet or Neumman boundary conditions, the local Weyl law is proved in Lemma 1.2 of [HZ04]:
Proposition 4.4. Let A h be a zeroth order semiclassical operator on ∂M . Then,
Note that in [HZ04] the kernel of A h was assumed to be disjoint from the singular set of ∂M , but in this article the singular set is empty.
5. Kuznecov sum formula for the boundary integral: Proof of Theorem 1.7
The general Kuznecov formula in [Zel92] for C ∞ Riemannian manifolds (M, g) without boundary is a singularity expansion for the distribution
where where H ⊂ M is a smooth submanifold and where
is the even wave kernel. The singularities of S H (t) in the boundaryless case were shown to correspond to trajectories of the geodesic flow which intersect H orthogonally at two distinct times, and to be singular at the difference T of these times. We refer to such trajectories as H-orthogonal geodesics. Theorem 1.7 is a generalization of the Kuznecov formula of [Zel92] to boundary traces on surfaces with concave boundary. We do not consider the full singularity expansion as in [Zel92] but only the singularity at t = 0 of
where E B (t) = cos t √ ∆ B is the even wave kernel with either Dirichlet or Neumann boundary conditions.
In fact, Theorem 1.7 is a corollary of Theorems 1, Proposition 2 and Theorem 3 of [XH] , which are proved for general manifolds with boundary.
Theorem 5.1. Let ρ ∈ S(R) be such thatρ is identically 1 near 0, and has sufficiently small support. Let f ∈ C ∞ (∂M ). Then for either the Dirichlet or Neumann boundary conditions,
where ·, · = ·, · ∂M denotes the inner product in L 2 (∂M ).
Evidently, Theorem 1.7 follows by taking the inner product with f on both sides of the equation. For the sake of completeness we sketch a proof which (slightly) exploits the concavity of the boundary.
Sketch of the proof.
Lemma 5.2. There exists ε 0 > 0 so that the sing suppS f (t) ∩ (−ε 0 , ε 0 ) = {0}.
Proof. By (4.7) and standard pullback and pushforward calculations for wave front sets as in [Zel92] , the singular support of S f (t) consists of t = 0 together with the 'sojourn times' equal to lengths of billiard trajectories which hit the boundary orthogonally at both endpoints. Such a billiard trajectory either (i) intersects two distinct components of ∂M , in which case its length is bounded below by the minimum distance d O between the components, or (ii) intersects the same component orthogonally. However if it starts off orthogonally to the boundary, it cannot intersect the boundary again until it departs from a Fermi normal coordinate chart along the boundary, i.e. the radius of the maximal tube around each component which is embedded in M . The minimum ε(M, g) over components of the maximal embedding radius gives a geometric lower bound for its length in this case.
Thus, we may let
Therefore it suffices to determine the singularity at t = 0 of S f (t). Equivalently, we prove a smoothed version and then use a cosine Tauberian theorem. As mentioned in the introduction, we only need a sufficiently accurate asymptotic expansion and remainder to prove Corollary 1.8.
To study the singularity at t = 0, we introduce a smooth cutoff ρ ∈ S(R) with suppρ ⊂ (−ε, ε), whereρ is the Fourier transform of ρ and ε < ε 0 . With no loss of generality we assume thatρ ∈ C ∞ 0 (R) is a positive even function such thatρ is identically 1 near 0, has support in [−1, 1] and is decreasing on R + . We then study
Our purpose is to obtain an asymptotic expansion of S f (λ, ρ) as λ → ∞.
Proposition 5.3. S f (λ, ρ) is a semi-classical Lagrangian distribution whose asymptotic expansion in both the Dirichlet and Neumann cases is given by
Proof. For ε < ε 0 in Lemma 5.2, we only need to determine the contribution of the main singularity of S f (t) (5.2) at t = 0. As in [SZ02] , the ρ(λ + λ j ) term contributes O(λ −M ) for all M > 0 and therefore may be neglected. To show that S f ((t) is a Lagrangian distribution and to determine its singularity at t = 0, it suffices to construct a sufficiently precise parametrix for χ(q, D t , D q )E b B (t, q, q ) for small t in some neighborhood of the diagonal in ∂M × ∂M . By Proposition 4.2, it suffices to construct a small time parametrix in the universal Riemannian cover of (X, g) for the mixed Cauchy-Dirichlet (or -Neumann) problem in the exterior of a convex obstacle. Such a parametrix has been constructed by Melrose [Mel75] and Taylor [Tay] using 'Fourier-Airy' integral operators to deal with the grazing rays, i.e. geodesics which intersect O tangentially.
However, we are only concerned with the boundary trace of the wave kernel, E b B (t, q, q ) for small times and it is possible to construct a simpler parametrix. Indeed, in the case of a concave boundary, for small times E b B (t, q, q ) is singular only when t = 0 and q = q ∈ ∂M . This follows from (4.6) and the fact that there do not exist any broken geodesic billiard trajectories from q to q for small t except when t = 0, q = q . Thus it suffices to determine the singularity at t = 0.
We introduce a pseudo-differential cutoff χ(q, D t , D q ) on R × ∂M whose symbol vanishes in an arbitrarily small δ-neighborhood of the tangential directions to ∂M . More precisely, as in [XH] , we let χ(y, D t , D y ) be a pseudodifferential operator on R × ∂M with symbol of the form
where ζ(s) is supported where s ≤ 1−δ for some positive δ, and ϕ ∈ C ∞ c (R n ) is equal to 1 near the origin.
We then decompose E b B (t, q, q ) into an almost tangential part and a part with empty wave front set in tangential directions,
We then have corresponding terms in S f (t),
As in [Zel92] (1.6) we express S f (t) and S f (λ, ρ) in terms of pushforward under the submersion
From (4.6) we find that for t ∈ (−ε, ε),
(t, q, q )}. These wave front elements correspond to the points (0, τ, τ ν q , τ ν q ) ∈ T * 0 R × T * q,in M × T * q,in M , i.e. where both covectors are co-normal to ∂M . Indeed, as in (1.6) of [Zel92] the wave front set of S f (t) is the set
in the support of the symbol. However, due to the tangential cutoff ((I − χ(q, D t , D q ))E b B (t, q, q ) has no such co-normal vectors in its wave front set. Thus, we may neglect the tangential part of E b B (t, q, q ) in determining the asymptotics of S f (ρ, λ). But then it follows from [Mel75, Tay] that the nontangential part has a geometric optics Fourier integral representation, i.e. S f (t) is classical co-normal at t = 0.
The non-tangential part χ(q, D t , D q ))E b B (t, q, q ) may be expressed in terms of the "free wave kernel" or ambient wave kernel E X (t, x, y) of (X, g). Given q ∈ ∂M , we may separate M into an illuminated region (from a source at q) and a shadow region. The hyperplane T q ∂M ⊂ T q X divides the full tangent space into two halfspaces. By concavity, geodesics with initial direction ξ in the lower half-space lie in M for |t| < ε. We call the image of the unit tangent vectors in the lower half space under the geodesic flow up to time ε the 'illuminated region' for a point source at q. The complement of the illuminated region in T ε M ∩ M is the 'shadow region'. Geodesics with ξ in the upper half plane exponentiate to X\M for at least a short time. If we cutout all ξ whose angle to T q ∂M is ≤ δ, then geodesics in the upper half space remain in X\M for a uniform length of time, which may may assume with loss of generality is > ε. We write this set as T δ X. For ξ ∈ T δ , we define the q-dependent reflection map (exp q ξ) * := exp q ξ * . The normal reflection map equals the q-dependent reflection map only in the normal direction.
We then cut off the ambient cosine wave kernel E X (t, x, q) in the shadow region, removing the singularities of the ambient kernel due to geodesics that leave M and travel through X\M .
Lemma 5.4. For |t| < ε, the non-tangential part χ(q, , y) is the cosine wave kernel of (X, g) and A is a pseudo-differential operator on ∂M of order zero.
By the wave front calculations above,
are Fourier integral operators with the same wave front set equal to a pullback of the diagonal at t = 0, and therefore by the calculus of Fourier integral operators, there exists a pseudo-differential operator A whose composition with the cutoff free wave kernel agrees to any given order with the the E b B kernel.
Therefore, to prove Proposition 5.3 it is sufficient to consider the intgral
We use a Hormander style small time parametrix for E X (t, x, q), i.e. there exists an amplitude A so that modulo smoothing operators,
The amplitude has order zero. We then take the boundary trace and apply the cutoff operator χ(q, D t , D q ), which modifies the amplitidue of (5.7) as a sum of terms with the same support as χ q (τ, ξ). Changing variables ξ → λξ, (5.7) may be expressed in the form,
. We now compute the asymptotics by the stationary phase method.
We already know that for small t, the phase
q (q ), ξ − t|ξ| is stationary only at t = 0 and q = q . We calculate the expansion by putting the integral over T * q X in polar coordinates,
and in these coordinates the phase becomes, Ψ(q, ρ, t, ω, q ) := t + ρ Exp −1 q (q ), ω − tρ. We get a non-degenerate critical point in the variables (t, ρ) when ρ = 1, t = Exp −1 q (q ), ω . Eliminating these variables by stationary phase , we get 1
for another amplitudeÃ. Now the phase is
We fix q and view the phase as a function on ∂M × S * q . We claim that the phase has a critical point if and only if q = q and ω⊥T q ∂M . Moreover, the stationary phase point is non-degenerate. Since we are working very close to the diagonal, we may approximate the phase by
in local normal coordinates at q. Then
the tangential projection of ω and we see (as discussed more abstractly above) that ω⊥T q ∂M at the stationary phase point. Moreover,
The right side vanishes for q near q if and only if q = q for a concave curve. The Hessian in (q , ω) has the form, 
whose determinant is (det II q ), where II q is the second fundamental form at q. In the two dimensional case, we obtain another factor of λ −1 from the stationary phase expansion. Therefore (5.7) is asymptotic to a multiple of
as stated in Proposition 5.5. To determine the multiple, or more precisely to show that it is positive, we need to find the principal symbol of the pseudo-differential operator in (5.4). In fact, it is a constant equal to 2 when pulled back to ∂M . This follows from the calculations in [HZ12] Proposition 4 and in [XH] , which prove:
Lemma 5.5. Suppose thatρ is supported in [−ε, ε] and equal to 1 in a neighbourhood of 0.Then, for sufficiently small ε (depending on δ),
(1) the kernels of
are distributions conormal to {y = y , t = 0} with principal symbol
; (5.8)
(2) the kernels of
This completes the proof of Theorem 1.7.
6. Sup norm bounds on Cauchy-data: Remarks on Theorem 1.2
We now outline the proof of Theorem 1.2 and explain the background to the result. The 'standard' sup norm bound
on n-dimensional Riemannian manifolds without boundary was extended to manifolds with boundary in [Gri02, Sog02] But this bound is rarely achieved, and in the articles [SZ02, STZ11] there are successively stronger constraints on Riemannian manifolds without boundary for which (6.1) is achieved. We refer to them as '(M, g) with maximum eigenfunction growth' and express the condition as
where Ω is the negation of "little oh", i.e. it indicates that there exists some subsequence of eigenfunctions ϕ j with λ j → ∞ such that the standard bound is achieved. In the boundary-less case of [SZ02] , it is proved that a necessary condition for maximal growth (6.2) is that there exists a 'self-focal point' or 'partial blow down point' p; in [STZ11] it is proved that a necessary and almost sufficient condition is that the first return map preserve an L 1 density on S * p M . Theorem 1.2 is the analogous result for Cauchy data of eigenfunctions on non-positively curved manifolds with concave boundary. In fact, much less is needed and it is expected that it is sufficient to rule out self-focal points lying on the boundary. That is, we make the Conjecture 6.1. Let (M, g) be a compact Riemannian manifold with smooth boundary, and with no partial self-focal points on ∂M . Then
Thus, the Neumann eigenfunctions satisfy,
and the Dirichlet eigenfunctions satisfy
A good example to keep in mind for such universal bounds is the case of S n r := S n \B r (p), the complement of a 'polar cap' of radius r on the standard sphere of radius one. For r < π/2, S n r is a domain with concave boundary in S n and the Cauchy data should have sub-maximal growth. When r = π 2 , S n r becomes an upper hemisphere and its eigenfunctions saturate the remainder bounds and sup norm bounds above.
To prove Theorem 1.2 we adapt the methods of [SZ02, STZ11] on manifolds without boundary.
Remark 6.1. In Theorem 1.1. In [JZ13] we used that ||ϕ j || L ∞ = O(λ 1 2 j / log λ) for negatively curved surfaces. We conjecture that such logarithmic improvement on the standard sup norm bound are also true for non-positively curved Sinai billiards. Theorem 1.2 and Conjecture 6.1 are the only elements of the proof of Theorem 1.1 which are not yet known for domains or surfaces with corners. In future work we plan to investigate the generalizations of the results of [SZ02, SZa] to manifolds with boundary and to domains with corners, as well as to study logarithmic improvements in the case of smooth Sinai billiards.
The first step in the proof is to determine the singularity at t = 0 of
The wave front set of E b B (t, q, q) in T * R × T * ∂M for small |t| equals (τ, η) ∈ T * 0 R\{0} × T * q ∂M and in particular includes the 'glancing set' where τ 2 = |η| 2 . Hence we need a parametrix which is valid in the glancing directions. In the case of concave boundary, parametrices have been constructed by Melrose and Taylor. Melrose used the parametrix on a manifold with concave boundary to prove a two term Weyl law. We may use the same diffractive parametrix construction to obtain the pointwise Weyl law of the Cauchy data on the boundary. But it requires verification that no integration over M is needed to obtain the normality of the singularity at t = 0 when the variables are on the diagonal of the boundary. The glancing directions thus cannot be ignored as in the Kuznecov sum formula. 7. Topological arguments 7.1. Euler inequality. As done in [JZ13] , we can give a graph structure (i.e. the structure of a one-dimensional CW complex) to Z ϕ λ as follows.
(1) For each embedded circle which does not intersect γ, we add a vertex.
(2) Each singular point is a vertex.
(4) Edges are the arcs of Z ϕ λ ∪ ∂M which join the vertices listed above. This way, we obtain a graph embedded into the surface M . We recall that an embedded graph G in a surface M is a finite set V (G) of vertices and a finite set E(G) of edges which are simple (non-self-intersecting) curves in M such that any two distinct edges have at most one endpoint and no interior points in common. The faces f of G are the connected components of M \V (G)∪ e∈E(G) e. The set of faces is denoted F (G). An edge e ∈ E(G) is incident to f if the boundary of f contains an interior point of e. Every edge is incident to at least one and to at most two faces; if e is incident to f then e ⊂ ∂f . The faces are not assumed to be cells and the sets V (G), E(G), F (G) are not assumed to form a CW complex. Indeed the faces of the nodal graph of eigenfunctions are nodal domains, which do not have to be simply connected.
Remark 7.1. Every vertex has degree ≥ 2, since any interior singular point is locally an intersection of simple curves, as follows from the local Bers expansion around a zero [Cha73] .
Let ι : M →M be an embedding into a closed surface. We assume that M \ι (M ) is a disjoint union of disks, and we denote by h M the number of connected components ofM \ι (M ). (Such pair ι,M can be constructed, for example, by mapping cone.)
Let v(ϕ λ ) (resp.ṽ(ϕ λ )) be the number of vertices, e(ϕ λ ) (resp.ẽ(ϕ λ )) be the number of edges, f (ϕ λ ) (resp.f (ϕ λ )) be the number of faces, and m(ϕ λ ) (resp.m(ϕ λ )) be the number of connected components of the graph G inside M (resp. ι(G) insideM ).
Then we have
Now by Euler's formula (Appendix F, [Gro12] ),
where gM is the genus of the surfaceM .
Then we have:
Observe that, in Neumann case, points in Z ϕ j ∩ ∂M (Σ ϕ j ∩ ∂M , in Dirichlet case) correspond to vertices having degree at least 3 on the graph. Also, every vertex has degree ≥ 2 (Remark 7.1). Therefore,
Plugging into (7.1) with m(ϕ j ) ≥ 1, we obtain
8. Proof of Theorem 1.1
In this section, we give a proof of Proposition 1.6 and Theorem 1.1 for Neumann eigenfunctions. The argument for Dirichlet eigenfunctions is exactly the same. 8.1. Proof of Proposition 1.6. Firstly let β ⊂ ∂M be an interval and let f ∈ C ∞ 0 (∂M ) be a function such that
Denote by N (λ) the number of eigenfunctions in {j | λ < λ j < 2λ}. We have by Theorem 1.7 and Chebyshev's inequality, Since the left quantity does not depend on M , this proves Proposition 1.6 for Neumann eigenfunctions.
8.2. Proof of Theorem 1.1. Note that because f is positive on β, a function ϕ j has a sign change on β if and only if j ∈ A β . Let R ∈ N be fixed, and let β 1 , · · · , β R ⊂ ∂M be disjoint segments in ∂M . Then by Proposition 1.6, each A β k (1 ≤ k ≤ R) is a natural density 1 subset of N. Therefore A(R) = ∩ R k=1 A β k is a density 1 subset of N, and any ϕ j with j ∈ A(R) has at least R sign changes along ∂M . We apply the following lemma to conclude Theorem 1.5 for Neumann eigenfunctions.
Lemma 8.1. Let a n be a sequence of real numbers such that for any fixed R > 0, a n > R is satisfied for almost all n. Then there exists a density 1 subsequence {a n } n∈A such that lim n→∞ n∈A a n = +∞.
Proof. Let n k be the least number such that for any n ≥ n k , 1 n |{j ≤ n | a j > k}| > 1 − 1 2 k . Note that n k is nondecreasing, and lim k→∞ n k = +∞.
Define A k ⊂ N by A k = {n k ≤ j < n k+1 | a j > k}.
Then for any n k ≤ m < n k+1 , {j ≤ m | a j > k} ⊂ |{x ∈ A | x < X}| whenever the limit exists. We say "almost all" when corresponding set A ∈ N has the natural density 1. Note that intersection of finitely many density 1 set is a density 1 set. When the limit does not exist we refer to the lim sup as the upper density and the lim inf as the lower density.
A.1. Diagonal argument. Let {f n } ⊂ C ∞ (H) be a countable dense subset of C 0 (H) with respect to the sup norm. For each n, we have a family Λ n (λ) of subsets for which 1 N (λ) #Λ n (λ) → 1 and such that    H f ϕ 2 j ds → H f dν, as λ → ∞ with λ j ∈ Λ n (λ) λ −1/2 j H f ϕ j ds → 0.
(A.1)
We may assume that Λ n+1 (λ) ⊂ Λ n (λ). For each n let Λ n be large enough so that 1 N (λ) #Λ n (λ) ≥ 1 − 1 n , λ ≥ Λ n . Lemma A.1 (From [HZ04] ). Let (a n ) be a sequence of complex numbers. Suppose that for every δ > 0, there is a set of integers S δ of density at least 1−δ such that, along it, the oscillation of the sequence (a n ) n∈S δ is at most δ.
Then there is a set T of density 1 such that the sequence (a n ) n∈T converges.
Remark Proof. By hypothesis, for each n there is a set of integers S n of density at least 1 − 2 −n such that the oscillation of the corresponding subsequence is at most 2 −n . By replacing S n by S n ∪ {1, 2, . . . , K} for suitable K, we can ensure that #S ∩ {1, 2, . . . M } M > 1 − 2 −n+1 for all M.
Consequently, T n = S n ∩ S n+1 ∩ . . . has density at least 1 − 2 −n+2 , and the sequence (a k ) k∈Tn has zero oscillation, that is, is a Cauchy sequence, hence converges to some number A n . Since T n ∩ T m has positive density, for m > n ≥ 3, we conclude that the A n are all equal to some fixed A. By replacing T n by T n \ {1, 2, . . . K} for suitable K, we can ensure that |a k − A| ≤ 2 −n for all k ∈ T n . Assuming this condition, then, the set T = ∪ n T n is density one, and (a n ) n∈T converges. To prove this, let n be given. Then choose L i so that
Let L = max i≤n L i ; then sup |a k − A| ≤ 2 −n for k ∈ V, k > L, 1 ≤ i ≤ n.
This proves that the sequence (a n ) converges to A along T .
