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RÉSUMÉ - Dans cet article nous définissons une nouvelle classe de modèles pour les variables 
endogènes entières : les modèles additifs log-différenciés en probabilité (ALDP). Cette 
classe a des analogies avec les modèles semi-paramétriques de hasard proportionnel pour 
les modèles de durées et a des interprétations intéressantes en terme de coûts (ou de béné-
fices). Les propriétés asymptotiques des estimateurs du maximum de vraisemblance pour 
ces modèles sont étudiées et comparées à celles des estimateurs de l'analyse discrimi-
nante. On propose également des estimateurs adaptés au cas d'échantillons stratifiés de 
façon exogène ou endogène. Enfin, le cas d'observations hétérogènes est discuté. 
ABSTRACT - In this paper, we introduce a new class of models for count endogenous vari-
ables, i.e. the additive log-differentiated probability models (ALDP). This class is similar 
to the semi-parametric proportional hazard models used for duration data, and has some 
interesting implications in terms of costs or benefits. The asymptotic properties of the 
maximum likelihood estimators are studied and compared with the properties of the dis-
criminant analysis estimators. We also explain why thèse models are suitable in the 
framework of endogenous sampling. Finally we discuss the introduction of heterogeneity. 
INTRODUCTION 
Les modèles économétriques sur données entières ont été introduits pour 
décrire des données de durée en temps discret et analyser des données de comptage. 
Les modèles de durée ont été étudiés dans de nombreux articles, par exemple 
Kalbfleisch-Prentice (1980), Cox-Oakes (1984), Heckman-Singer (1984), 
Gouriéroux (1989), Lancaster (1990). Ils sont habituellement spécifiés en temps 
continu, ce qui implique une distribution continue des durées, mais admettent 
une contrepartie en temps discret. Ces modèles sont généralement fondés sur 
une spécification de la fonction de hasard : 
X(k) = P[X = k/x >k]9k = O, 1, 2 , . . . 
où x est la durée. 
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Il y a une relation biunivoque entre cette fonction de hasard et la loi de la 
durée T, puisque : 
k-\ 
P(Ic) = P[X = k] = Mk)]J[I - X(J)U = 0,1,2,..., 
J=O 
X(k) = p(k)/^p(£). 
£7>k 
Quand on veut étudier l'effet de variables exogènes x sur la durée X, il est utile 
de séparer cet effet de la forme générale de la fonction de hasard. Par exemple, 
on peut introduire un modèle semi-paramétrique satisfaisant l'hypothèse de 
hasard proportionnel (voir Cox, 1975) : la fonction de hasard A, est le produit 
d'une fonction de hasard de base A,0 par une fonction paramétrique des variables 
exogènes. Quand cette fonction paramétrique a une forme exponentielle, on 
obtient : 
X(k) = 1K0(K) exp(xQ), 
ou 
Log K(k) = Log KQ(k) + JC0. 
Ce modèle a un aspect paramétrique, par la présence du paramètre G dans la fonc-
tion des variables exogènes, et non paramétrique puisque la fonction de hasard 
de base est en général non contrainte. Dans la modélisation des données de 
durée, ce modèle à hasard proportionnel est souvent utilisé, parce qu'il fournit 
généralement un bon ajustement (en raison de son caractère semi-paramétrique), 
parce qu'il est facile à interpréter et à estimer (en particulier la détermination 
d'estimateurs du maximum de vraisemblance partiels est fondée sur des modèles 
logit multivariés), et parce qu'il se prête bien à un classement des individus par 
l'intermédiaire du score xQ. 
Les données de comptage apparaissent dans de nombreux problèmes pra-
tiques. En recherche et développement, on s'intéresse au nombre de brevets 
déposés pendant une année (voir Hausman-Hall-Griliches, 1984 ; Hall-Griliches-
Hausman, 1986); dans les études sur les crédits permanents, on analyse le nombre 
d'incidents de paiement, et dans les études actuarielles le nombre de sinistres 
pendant une période donnée (voir Lemaire, 1985 ; Boyer-Dionne, 1989 ; Dionne-
Vanasse, 1992; Dionne-Gouriéroux-Vanasse, 1996)... 
Les modèles de données de comptage sont souvent fondés sur le modèle de 
Poisson dans lesquels les probabilités élémentaires sont : 
p(k) = exp(- exp (xQ)) — , k e IN, 
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ou sur des extensions de ce modèle, comme les modèles binomiaux négatifs 
(Gouriéroux-Monfort-Trognon, 1984b; Hausman-Hall-Griliches, 1984; Lemaire, 
1985; Gouriéroux, 1989), introduits pour prendre en compte les problèmes 
d'hétérogénéité. Ces modèles sont paramétriques. Dans cet article, nous nous 
intéressons à l'introduction de modèles pour données de comptage, analogues des 
modèles semi-paramétriques à hasard proportionnel pour les données de durée. 
Dans le modèle de Poisson, les probabilités log-différenciées. 
log p(k) - Log p(k-l) = Log- + xQ, 
k 
sont somme d'une fonction de k et d'une fonction des variables exogènes ; il est 
donc naturel de fonder un modèle plus général sur la fonction log-différenciée 
en probabilité (LDP) : 
y(k) = Log p(k) - Log p(k - 1), 
qui aura le même rôle que la fonction de hasard dans les modèles de durée. 
Dans la première section, on introduit le modèle additif log-différencié en 
probabilité (ALDP), défini par : 
y(k) = Log p(k) -Logp(k-l) = y0(k) + *0, 
où y0 est une fonction LDP de base inconnue. On décrit quelques modèles com-
patibles avec cette forme ALDP et on fournit une interprétation du paramètre 0 
en terme de coût (ou de bénéfice). Ensuite, on examine les propriétés asympto-
tiques des estimateurs du maximum de vraisemblance de la fonction [y0(k)] et du 
paramètre 0, et en particulier on fournit une expression simple de leur matrice de 
variance-covariance asymptotique. Ces résultats asymptotiques sont utilisés pour 
construire des procédures de test de certains sous-modèles paramétriques : modèle 
de Poisson, modèle géométrique. 
Dans la deuxième partie, on relie le modèle ALDP à l'analyse discriminante. 
Après avoir rappelé le modèle sous-jacent à l'analyse discriminante, on remarque 
qu'il s'agit d'un sous-modèle du modèle ALDP. On donne alors les expressions 
des estimateurs de l'analyse discriminante de [y0(k)] et 0, on étudie leur propriétés 
asymptotiques et on compare ces estimateurs aux estimateurs du maximum de 
vraisemblance analysés dans la deuxième partie. 
La troisième section est consacrée à l'économétrie des modèles ALDP quand 
les données sont issues d'un échantillon stratifié de manière exogène ou endogène. 
En particulier on établit que, si l'échantillonnage est endogène, l'estimateur de 0 
fondé sur un échantillonnage exogène reste convergent et asymptotiquement 
normal. On propose également des estimateurs plus efficaces et facilement cal-
culables. 
Dans la quatrième partie, on considère le problème de l'hétérogénéité et 
on montre que les paramètres peuvent être estimés par la méthode du pseudo-
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maximum de vraisemblance et que le problème de la prévision des effets indi-
viduels peut être résolu d'une manière similaire. Les démonstrations des résultats 
sont regroupées dans des annexes. 
1. LE MODÈLE ALDP 
1.1 Description du modèle 
Considérons une variable endogène Y, dont les valeurs possibles sont entières, 
notées k = 0,1,...,^ (où K est fini ou infini). À cette variable discrète, on associe 
un ensemble de variables binaires : 
Z
* }0, sinon. ( l l j 
On s'intéresse à un modèle décrivant la loi conditionnelle de Y (et donc des 
Zk, k = I,...,K) sachant les valeurs de variables exogènes X. 
Définition 1.2 
Le modèle ALDP est tel que les probabilités conditionnelles : 
P[Y=k/X = x]=p(k/x), 
satisfont les relations : 
Logp(k/x) - Log p(k - 1 Ix) = Y0(A:) + xQ, k = 1,...,K9 
où les Y0W k = 1,...,AT sont des paramétres scalaires inconnus et 0 un paramètre 
de taille p, p étant le nombre de variables exogènes. La fonction Y0 est appelée la 
fonction LDP (log-différenciée en probabilité) de base1. 
Dans un modèle ALDP, les expressions des probabilités p(k/x), peuvent être 
explicitées par substitutions répétées : 
Logp(k/x)-Logp(0/x) = Yjy0(£) + kxQ,k = l,...,K, 
<=> p{k/x) = p(0/x)exp (
 k
 ^ 
Ik = I..., K. 
1. Pour une variable continue, l'analogue des modèles ALDP est un modèle tel que : 
dLogf(y/x) . . ,
 n 
dy 
où/(Jx) est la densité conditionnelle de Y sachant X = x. 
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Jt=O 
En tenant compte de la contrainte : 2^p(k/x), on obtient : 
[ k 1 
jXYoC) + * ^ exp 
p{k/x) = • £=l 
X*H 
k=0 
^y0(I) +kxQ 
(1.3) 
avec la convention : ^ Yo (O= 0-
L'expression de p(klx) n'a de signification que si la fonction LDP de base et 
les variables exogènes sont telles que : 
X*H 
Jt=O 
X Y 0 C ) + * *e <+oo, 
(une inégalité qui peut ne pas être satisfaite si K = + ©o). 
Dans le reste de l'article, on utilise également la fonction LDP de base 
cumulée : 
P(*) = XYo( ' ) .* = 0 , l , . . .^ avec P(O) = O. 
t=i 
(1.4) 
(1.5) 
Avec cette notation les probabilités deviennent 
Ê«p(p(*) + *x9) 
£=0 
Le modèle ALDP contient comme cas particulier les modèles paramétriques 
classiques pour données de comptage. 
i) Le modèle de Poisson correspond aux probabilités : 
p{k/x) = exp{-exp (JCG))—exp(kxQ),k = 0,1,..., 
k\ 
et la fonction LDP de base est l'opposée de la fonction logarithme : 
y0(k) = Log p^k/x)—xQ = -Logk. 10 6
 p(k-\/x) 6 
(1.6) 
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ii) Le modèle géométrique utilisé pour des données de durée en temps discret 
est obtenu avec : 
p(k/x) = l- pkexp(kxQ),k = 0,lt... (1.7) 
1-p exp (xQ) 
où I p exp xQ I < 1. 
La fonction LDP de base associée est constante2 : 
y0(k) = Logp. 
1.2 Une interprétation en terme de coût (ou bénéfice) 
Dans la prévision des sinistres en assurance, on s'intéresse non seulement à 
leur nombre, mais aussi à leurs coûts. Dans la formulation standard utilisée par 
exemple en assurance automobile (voir Lemaire, 1985), le coût d'un accident, 
pour un individu donné, est indépendant du nombre d'accidents qu'il a dans la 
période. Le coût anticipé conditionnellement au nombre d'accident est supposé 
linéaire en Y : C(Y) = C0F, où C0 est le coût moyen unitaire. Cette hypothèse sur 
la fonction de coût est restrictive et non compatible avec les données qui révè-
lent des corrélations entre occurrence et coût positives ou négatives selon les 
classes de risque. 
Ici on adopte une hypothèse plus faible selon laquelle le coût anticipé condi-
tionnel à Y est une fonction non décroissante de Y. On peut alors étudier le coût 
d'un assuré ayant plus de ^ 0 accidents, pour tout K0. Une étude symétrique est 
possible si C(Y) représente le bénéfice engendré par l'occurrence de Y, par 
exemple si Y est un nombre de brevets. On obtient le résultat suivant3 : 
Propriété 1.8 
Si C(Y) est une fonction de coût conditionnel (resp. bénéfice) non décroissante 
et si Y est une variable satisfaisant un modèle ALDP : 
-^—E[C(Y)/Y>K0] = Cov[(C(Y\Y)/Y>K0l 
et E[C(Y)IY > K0] est une fonction non décroissante de l'indice JC0. 
Preuve : voir annexe 1. 
2. Le modèle géométrique est caractérisé par la constance de la fonction de hasard de base, 
ou par la constance de la fonction LDP de base. 
3. Deux lois ayant la même fonction y0 et différentes valeurs de 0 peuvent être comparées 
par l'intermédiaire de l'ordre défini par : 
P > P0 « E1JiC(YVY> K0) > EPQ(C(Y)/Y > K0), 
pour toute fonction C non décroissante et tout K0. 
Cet ordre a été étudié dans Fourgeaud-Gouriéroux-Pradel (1990), où il est comparé avec l'ordre 
fondé sur la comparaison des fonctions de hasard et avec la dominance stochastique d'ordre un. 
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Dans le modèle ALDP, l'indice JCG a l'interprétation d'un score, et permet de 
séparer les individus les plus risqués (resp. performants) des individus les moins 
risqués (resp. performants), quelque soit la fonction de coût non décroissante 
(bénéfice). 
En particulier, si C(Y)=C0Yon obtient : 
r- ^EY dEY 
Cn ... = QV/ , ou : _ = VY. ^0 3(JtG) ' 3(JtG) 
L'effet marginal du score sur le nombre moyen de sinistres coïncide avec la 
variance. 
1.3 Estimation par la méthode du maximum de vraisemblance 
Afin d'éviter une complexité mathématique inutile, on suppose dans ce para-
graphe que K est fini. Cette hypothèse implique que les deux sous-modèles 
paramétriques donnés en exemple, c'est-à-dire les modèles de Poisson et géomé-
trique doivent être remplacés par les versions tronquées : 
p(k/x) = -x (l/kl)exp(kxQ) 
£=0 
et p(k/x) = p exp(kx&) 
£(l/^!)ejt/?(f*G) 
l-pK+lexp[(K + l)xG] 
, respectivement. De plus, pour 
1 - p exp(xQ) 
des raisons d'identification, on suppose que le score JtG ne contient pas de terme 
constant. 
La fonction log-vraisemblance correspondant à n observations / = l,...,n est 
donnée par : 
n K 
L(p;9)=XXZ.*H 
i=l k=0 
expftW + kxfi] 
K 
£«p[p(/)+zx,e] 
]T £ z,, [(}(*)+fc*,e]-^ 
/=i U= 
^exp($(t) + àcfi) 
J=O 
et coïncide avec la fonction log-vraisemblance d'un modèle logit multinomial, 
dans lequel les indices associés à chaque alternative sont contraints linéairement. 
Ces contraintes expliquent la forme simple de la matrice de variance-covariance 
asymptotique des estimateurs du maximum de vraisemblance. 
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En utilisant les notations : Z. = (ZiV...,Z.K),p. = [p(l/x.)9...p(K/x.)Y9 
oc = (1,...,KY9 p = [p(l),...,p(AT)]', les dérivées premières de la log-vraisemblance 
s'écrivent : 
3O Zw *< 30 1=1 
^ 2,1 expiât) +Ix1O] 
ZjtZik Y 
k=\ S^riKO+^e] 
f * 
=X^S^-S^(^,) 
/=i V*=i =^O 
= ^Xi(Y, -m ; ) ( 
où m. est l'espérance conditionnelle de la variable discrète Y. sachant X. = x.. Les 
deux fonctions p. et mt dépendent des paramètres p et 0 et les estimateurs du 
maximum de vraisemblance sont obtenus en égalant les moyennes empiriques 
1 n 1 n 
- Y z 1 et —Y,*/*/ à leurs contreparties théoriques : 
dL 
^ = IfZ,-P,(P,Ô)] = 0, 
dL, 
39 
(1.9) 
= 5>;[Ç-m,.(M)] = 0). 
/=i 
Puisque F1. = a'Z. et m; = a'p ;, ce système est un ensemble de conditions 
d'orthogonalité sur les résidus : 
M1=Z1-P1(P1O), 
et s'écrit : 
n 
i = l 
!*;«',=o. 
Li=i 
La matrice de variance-covariance asymptotique des estimateurs du maximum de 
vraisemblance est déduite des dérivées du deuxième ordre de la log-vraisemblance. 
Ces dérivées sont : 
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d2L 
= - JT {diagip, ) -P1Pl} = - X V(Z, ), 
B2L 
3eap' 
Tipd /* , )" 
}*?(*/*,)_ 
- J V i 
=-Jx[CoV(Y1, Z1), 
1=1 
92L 
aeae' 
Ê*2«p(p(0+&,e) 
I=O 
j;«p(p(0+^e) 
f=0 
J^texp$(t) + lxfi) 
2 1 
X^p(P(O+ ^ 1-B) 
=^O 
Ces dérivées sont non stochastiques (conditionnellement aux JC.) et la matrice 
d'information est : 
'=1 
/=i 
n 
V(Z1) CoV(Z1J1)X1 
JCoV(Y11Z1) X[V(Y1)X, 
V(Z1) V(Z1)OLx1 
x;a'V(Zi) x;a'V(Z,)axi 
En particulier, la matrice de variance-covariance asymptotique de 8 peut être 
estimée par : 
VÔ = Jx^'à^-l J4XPa1 Ja1 X«,a*i 
,1=1 
>i 
(1.10) 
J V=I J 
où Q. est déduite de V(Z.) en remplaçant les probabilités p. par/7. = ^ ((3,0). 
1.4 Tests sur la fonction LDP de base 
À partir de l'estimateur du maximum de vraisemblance p de P et de sa matrice 
de variance-covariance estimée V(P), on peut tester des formes particulières de la 
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fonction LDP de base ou, de façon équivalente, de la fonction p. Par exemple on 
peut examiner l'hypothèse de Poisson : 
Hp0={$k = -Log(k\l k =1,...,/H, (1.11) 
ou r hypothèse géométrique : 
H% = {3p : $k = kU>g p, * = l,...,/n. (1.12) 
L'hypothèse de Poisson peut être testée directement par un test de WaId. La 
statistique de WaId est : 
tT = [P' + (U>gh...J*gKl)](Vfo-*$ + (Log\,...LogK\n (1-13) 
et l'hypothèse nulle //£ est acceptée si : 
rejetée sinon. 
L'hypothèse géométrique est sous forme mixte. La statistique de test de 
WaId généralisé (voir Szroeter, 1983 ; Gouriéroux-Monfort, 1989b) : 
Çc = M m ^ ( P - aLogpYi V$y\$ - aLogp), (1.14) 
est asymptotiquement distribuée selon une loi du khi-deux %2(K - 1). Le test 
consiste : 
{ à accepter l'hypothèse géométrique, si ÇG < %295%(K- 1), 
v à la rejeter, sinon. 
Il est aussi possible de proposer des procédures descriptives. Par exemple, 
on peut reporter graphiquement les valeurs (^ + Log(k\)9k = 1>...,K avec leur 
bande de confiance, et examiner si elles sont proches de l'axe des abscisses, afin 
de voir si l'hypothèse de Poisson est approximativement satisfaite. 
De façon analogue, on pourrait reporter les points (k, P^ ) k = 1,...,A^ avec leur 
bande de confiance et étudier s'ils sont approximativement sur une droite passant 
par l'origine, de façon à étudier l'hypothèse géométrique. 
2. LIENS AVEC L'ANALYSE DISCRIMINANTE 
2.1 Deux approches 
Le modèle ALDP impose la forme de la loi conditionnelle des variables 
endogènes Y. sachant les variables exogènes X.. Il peut être complété en sup-
posant que les variables exogènes sont indépendantes identiquement distribuées 
de densité / . On obtient un modèle pour (X1, Y1) de densité : 
£(xry) = Kx1)PIyJx). (2.1) 
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On a vu que, dans le modèle ALDP, la comparaison entre les individus peut être 
effectuée par la fonction de score x0, qui permet ainsi de discriminer entre les 
individus à partir de leurs caractéristiques. 
Cette sélection des individus peut aussi être effectuée en utilisant d'autres 
méthodes comme l'analyse discriminante (AD). L'approche AD est symétrique 
de la précédente. Dans cette approche un modèle paramétrique est imposé pour 
la loi conditionnelle des variables exogènes X. sachant les endogènes, la loi mar-
ginale des endogènes n'étant pas spécifiée. En général les variables exogènes 
sont supposées conditionnellement normales de moyenne conditionnelle linéaire 
en Y1 : 
E(X1ZY.) = b + aY, (2.2) 
(où a et b sont des vecteurs de la taille p de X), et de variance conditionnelle 
constante : 
V(XJY) = Z. (2.3) 
Sous cette hypothèse le modèle AD est caractérisé par la famille de densités : 
A)(*/;y,) : î î (InT1 (detZ) 1/2 (2.4) 
exp }-(Xl-b-aYiyZ-\Xl-b-aYi) -Po(^X 
où (P0(J,)) est la densité marginale de Yr 
Comme pour les modèles logit et AD (voir Efron, 1975 ; McFadden, 1976; 
Amemiya-Powell, 1983; Lo, 1984, 1986), le modèle AD est emboîté dans le 
modèle ALDP. 
Propriété 2.5 
Le modèle d'analyse discriminante est un modèle ALDP. 
Preuve : De la densité jointe (2.4), on déduit les probabilités conditionnelles 
élémentaires de Y. sachant X. 
exp 
0 
- - (je/ - b - akYT-1 (JC1' - b - ak) 
X L ^ 
PoW 
- - U; - b - aO'Z~l (x\ -b-at) 
exp(xi1L~xak)exp 
PoW 
k2 
-b'YTxak a'Z^a + Log p0(k) 
X M ) ^ * ' - 1 " 1 * ^ ^ 
P2 1 
-fc'STW a'lLXa + Log p0(£) 
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C'est un modèle ALDP, où les paramètres P et 9 sont : 
P(Jk) = -b'YTxak -—a'YTxa + Log^^-, 
2 P0(O) 
e = Z~\2. Q.E.D. 
En fait, il est facile de déterminer tous les modèles conditionnels f(x/y) pour 
lesquels les lois conditionnelles de Y sachant X satisfont un modèle ALDP. Ces 
densités conditionnelles doivent être telles que : 
f(x/0)p0(0) 
» / ( * / * ) = Z^expm 
PoW 
/(je/0) exp(kxO). 
La densité conditionnelle f(x/y) est donc de la forme : 
f(x /y) = a0 (y)ax (x) exp(yxO). 
Naturellement les densités normales satisfont cette condition. 
2.2 Uestimateur de Vanalyse discriminante 
Dans le modèle d'analyse discriminante les estimateurs du maximum de vrai-
semblance de a,bX,p0(k),k = 0,...,£ sont facilement calculés. Les estimateurs de 
a,b£ sont les estimateurs des moindres carrés dans le modèle de régressions 
empilées : 
X'^b + aY^u, /=!,...«, £M = 0, Vu = ZQIdn. (2.6) 
Comme les variables explicatives, 1 et Y.9 sont les mêmes dans les différentes 
équations, l'estimateur des moindres carrés généralisés de (a,b) coïncide avec 
celui des moindres carrés ordinaires. 
En outre les estimateurs du maximum de vraisemblance des probabilités 
marginales p0(k) k = 0, . . . ,^ sont simplement les fréquences empiriques 
1 n p0(jt) = —Tlly= j t . On en déduit que l'estimateur du maximum de vraisem-
blance du paramètre d'intérêt 0 dans le modèle AD est : 
ë = ±-lâ, (2.7) 
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où: âj = Cove(X'j,Y)/Ve(Y), 
- . . Cov (X'Y)CovAX',,Y) 
I1 = [Oj1], aveco,, =Cove{X],X[) 'y J y ( y ) ' ' • 
et Ve et Cove désignent les variances et covariances empiriques. 
Des propriétés des estimateurs de régressions empilées, on déduit (voir 
annexe 2), la matrice de variance-covariance asymptotique de yn(Q-Q) dans 
le modèle AD : 
KsI V" (9 - 9)1 = (VY)'1 Z"1 + 2(a' ® Id)CL'1 ® E"1 ) 
L J
 (2.8) 
x R'Q(Z (g) Z) (2'R(Z"1 ® Z - 1 )(a (8) /J), 
où R est une matrice de sélection bien choisie et Q est l'inverse de Penrose-Moore 
de R. 
2.3 Comparaison des estimateurs AD et ALDP de 9 
Quand le modèle d'analyse discriminante est satisfait, les deux estimateurs 
9 et 9 sont convergents, mais l'estimateur AD, à savoir 9, est asymptotiquement 
efficace. Quand le modèle AD n'est pas satisfait, et que le modèle ALDP l'est, 
9 reste convergent, mais 9 en général ne l'est plus. 
Comme dans (Lo, 1984, 1986), on peut construire un test de spécification 
d'Hausman de l'hypothèse d'analyse discriminante en utilisant la statistique : 
Ç = ( 9 - 9 / ( V ^ Ô ^ e ) " ( 9 - 9 ) , (2.9) 
o u
 WaS ^ ~ Vas 9) ~ est un estimateur convergent de l'inverse généralisée de 
(Vas 9 - Vas 9) Sous l'hypothèse AD, cette statistique est asymptotiquement 
distribuée selon une loi du khi-deux, dont le nombre de degrés de liberté est : 
r0 = rang (V0,0-V01O). Donc 
{ on rejette l'hypothèse d'analyse discriminante, si £ > X95%(ro)> on ne la rejette pas, sinon. 
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3 . ÉCHANTILLONS STRATIFIÉS 
3.1 Échantillonnage exogène 
Considérons un modèle ALDP dans lequel l'ensemble des valeurs possibles 
des variables exogènes est fini, {x.J = 1,...,/}. On suppose que, pour toute strate 
X = je., on tire un échantillon aléatoire de taille n. = oc./i, où les oc. J = 1,...,/ sont 
j 
des nombres positifs fixés tels que : ^ oty = 1 . 
Les paramètres $k,k = l,...,K et 0 peuvent être estimés efficacement par la 
méthode du maximum de vraisemblance, en maximisant : 
' * exp[$(k) + kxfi] 
«M) = H ^ Log
 K ^ >— [avec P(O) = O] 
j=\k=Q ^exp[$(l) + tXjQ] 
e=o 
où n.k est le nombre d'observations pour lesquelle Y = k et X = x.. Elles 
s'appliquent lorsque les tailles n.J = 1,...,/ des sous-échantillons sont grandes. 
Ces conditions sont réalisées pour les applications au domaine de l'assurance 
automobile par exemple, où le nombre d'observations est couramment de l'ordre 
de 200-300 000 permettant la construction de quelques centaines de classes de 
risques a priori j = 1,...,7. Tous les résultats du paragraphe 1.3 s'appliquent. 
Cependant, il existe d'autres procédures asymptotiquement efficaces, plus 
simples numériquement, fondées sur la méthode des moindres carrés asympto-
tiques, semblables aux méthodes de Berkson développées pour les modèles 
qualitatifs dichotomiques. 
La méthode repose sur les estimateurs du maximum de vraisemblance non 
contraints des probabilités : p{klj) = p(Y = k/X = x) : 
p(k/j) = ^ . 
nJ 
Il existe une transformation biunivoque entre les paramètres 
{p(k/j),k = 0,...,KU = l,...J}et\u)8-^^,k = l,...,K-j = l,...,j\, 
[ pik-l/j) J 
et une procédure asymptotiquement efficace pour estimer y0(k),k = l,...,K et 9 
peut être fondée sur le modèle linéaire : 
^S^rT7- = yo(k) + XjQ+ujk, j = l,...,J k = l,...,K. 
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Cette procédure se réduit à une procédure des moindres carrés quasi généralisés 
associée à la matrice —, où Q est un estimateur convergent de Vas j V^[« , j } , [ujk] 
étant le vecteur de taille JK dont les composantes sont ujk, k variant le premier. 
A 
Une version de Q est la matrice bloc-diagonale dont les blocs sont : 
' 1 P 
—+— 
Vn;i nJoj J_ _j_ 
— - 0 
+ — 
Hj3 
lj,K-\ 
0 
0 
0 
0 
1 
'
li,K-
+ 
V"JK n J,K-\ J 
Une autre méthode asymptotiquement efficace, plus simple à mettre en oeuvre, 
est fondée sur le modèle : 
P(O/j) n0k 
avec une matrice de variance-covariance des termes d'erreurs égale à — , où Q* 
est la matrice bloc-diagonale de blocs : n 
a) = n diag ' O 
\nJ-j ";0 
diag\ 'P 
Knj-J 
est la matrice (K x K) diagonale de termes diagonaux l/njlc et U est 
la matrice (KxK) dont les éléments sont égaux à 1. 
L'inverse Q * l est égale à : — diag(rij) [nJm][njm]' , où [n. ] est le vec-
teur de taille K dont les composantes sont njk, k = 1,...,K Cette procédure est 
particulièrement simple, puisque la fonction objectif à minimiser est : 
diag(n:) [n,•][/!;]' 
'
J
 Hj 
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où v. est le vecteur dont les composantes sont v.k,k = 1,...,#. Toutes les procédures 
de test classiques peuvent être utilisées, y compris celle fondée sur la différence 
des valeurs optimales de la fonction objectif (voir Gouriéroux-Monfort, 1989a : 
chapitre 18). 
3.2 Échantillonnage endogène 
On suppose maintenant que, pour chaque valeur k de Y, on tire un échantillon 
de taille nk = akn, où ak,k = 0,...,K, sont des nombres positifs tels que : 
K 
5>t=i. 
De tels tirages endogènes sont classiques dans les applications à l'assurance. 
Pour éviter le traitement d'un trop grand nombre de contrats, on trie souvent 
dans le fichier initial un échantillon de taille raisonnable de l'ordre de 4-5 000 
contrats. Mais si le tirage est effectué au hasard, on risque de n'avoir dans cet 
échantillon que peu de contrats avec sinistres. On préfère alors tirer des nombres 
de contrats prédéfinis avec 0,1,2... sinistres, ce qui revient à surpondérer les contrats 
risqués. Pour estimer les paramètres du modèle ALDP dans le cas de sélection 
endogènes, nous distinguons le cas où l'ensemble des valeurs possibles de X est 
infini et celui où cet ensemble est fini. 
3.2.1 Ensemble infini de valeurs 
Notons : 
xk/xM= rim+kxQ] 
^exp[\!>(£) +£xQ] 
£=0 
= P[Y = k/X = xl 
p(k) = P[Y = k], 
et n(x) la densité marginale de X (par rapport à une mesure (i). 
Pour un tel tirage endogène la méthode du maximum de vraisemblance est 
impraticable. Cependant si la loi marginale p(k) est connue, on peut appliquer 
une méthode du maximum de vraisemblance pondérée (Manski-Lerman, 1977). 
La vraisemblance pondérée est : 
k=o ak ;=i 
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où xkt(i = 1,...,H )^ est la valeur de la variable exogène pour le ième individu du 
kième échantillon. Cette procédure est convergente ; en effet : 
/ î m ^ = / î m y ^ W y L o g p ( i k / j c f ; P , e ) 
M—*oo n n—±oo ^ " Yt ~ ^ n >°o Yl n—>°° Ic=O nk i=\ 
K 
^p(Ic)E0[LOg p(k/X$,G)/Y = k] 
k=0 
= E0 Logp(Y/X-M, 
où l'indice 0 indique que l'espérance est par rapport à la vraie loi du couple (XX). 
Cette limite est égale à : 
\*(x\ £ Logp(k/x$,Q)p(k/x$0,e0) 
*=o 
\i(dx). 
Sous les conditions usuelles d'identification, le maximum de cette fonction 
est atteint pour la valeur unique P = po,0 = G0, d'où la convergence. La normalité 
asymptotique est une conséquence de la théorie des M-estimateurs (voir 
Gouriéroux-Monfort, 1989a : chapitre 8), et la matrice de variance-covariance 
asymptotique de 4n (cpn - cp0 ) , où (pn est l'estimateur de 9 = (p',0')', est estimée 
de façon convergente par : 
8(p3cp' 
ffp2(k) dLogp(k/xïwn) dLogp(k/xfwn) 
Z04J^ a? (k) dq> 89' 
3.2.2 Ensemble fini de valeurs 
Supposons (comme dans le cas d'échantillonnage exogène) que l'ensemble 
des valeurs possibles de X est fini et noté par {x.J = 1,...,/}. 
La procédure du maximum de vraisemblance pondérée est encore applicable 
lorsque la distribution marginale p(k) est connue. Cependant, il existe une procé-
dure alternative ayant de meilleures propriétés : 
• elle est plus simple numériquement ; 
• quand les probabilités p(k) sont connues, elle est asymptotiquement plus 
efficace que la procédure du maximum de vraisemblance pondérée ; 
• quand la distribution p(k) est inconnue, elle fournit un estimateur convergent 
et asymptotiquement normal de 9. 
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L'idée de base est de partir d'un modèle linéaire analogue à celui de la section 
3.1: 
Log^- = P(A:) + kxjQ + vjk, j = 1,..., J, k = 1,..., K. 
nj0 
nik La limite de Log —*— est : 
*->- n nj0 a0n(j/0) 
où:n(j/k)=p(X=j/Y = k). 
En utilisant la notation n(j) =p(X =j), cette limite est aussi égale à : 
a 0
 6\
 P(k) p(0/j)nU)\ 
=
 Log^+Log£^+m+kxQ 
a0 p(k) J 
= Ç>(k) + kXjQ, 
avec: Q(k) = Q(k) + Log^ + Log£^-. CX0 p(k) 
Donc toute procédure de type moindres carrés généralisés fournit des estimateurs 
convergents et asymptotiquement normaux des paramètres P (k) et 6. Ainsi tous 
les biais provenant du tirage endogène sont capturés dans les paramètres de type 
p, mais ne concernent pas l'estimation du score servant au classement des indi-
vidus. Il s'agit d'une propriété importante de la formulation semi-paramétrique 
ALDP introduite. De plus si la fonction /?(.) est connue, on en déduit des estima-
teurs convergents des paramètres P(A:). En particulier, si la matrice de variance-
covariance est à tort fixée au niveau de celle Q* correspondant à l'échantillonnage 
exogène (voir section 3.1), des estimateurs convergents sont néanmoins obtenus. 
Les matrices de variance-covariance, correctement et incorrectement calculées, 
sont étudiées et comparées dans Gouriéroux-Monfort (1989b). 
La procédure optimale, qui domine la procédure du maximum de vraisem-
blance pondérée, correspond à la matrice de variance-covariance des erreurs 
estimées : 
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diagl diagl 
diagl 1 1 J 1_ 
n20 /I0 
diagl 
diagl --U diagl 1 1 
où U est la matrice (K x K) dont tous les éléments sont égaux à 1. Cette matrice 
est facilement inversée (voir Gouriéroux-Monfort, 1989b), et la procédure peut 
être mise en oeuvre simplement. 
4. HÉTÉROGÉNÉITÉ 
4.1 Estimation 
Jusqu'à présent, la loi de la variable endogène Y1 dépend de l'individu i 
seulement à travers la valeur xr Autrement dit, l'hétérogénéité de la population a 
été complètement capturée par les variables exogènes. Cette hypothèse peut être 
trop forte et il peut exister des caractéristiques non connues de l'économètre 
comme les variables d'effort à la base des théories du hasard moral. Nous notons 
e;. l'agrégat de ces effets, supposons qu'il affecte additivement l'indice jt.0 et que 
les e. sont indépendants de même loi et indépendants des x.. La loi conditionnelle 
de Y1 = k sachant x. et e. est : 
p(k/X^E1) = -j «jçp[p(Jt) + ik(jic9 + e;)] 
X«P[P(<)+ '(*,-e+ e,)] 
=^O 
E1 est inobservable et on peut marginaliser en supposant que la densité g(E,a) 
de £., appartient à une famille indicée par un paramètre a, la probabilité condi-
tionnelle de F.. = k sachant x. : 
(=0 
Cette expression n'est pas, en général, facilement calculable et la méthode 
du maximum de vraisemblance n'est pas simple à utiliser. Cependant il est pos-
sible d'appliquer une méthode du pseudo-maximum de vraisemblance ou du 
maximum de vraisemblance simulé (voir Gouriéroux-Monfort, 1996) ou de retenir 
des approximations non paramétriques de la loi de g permettant des intégrations 
explicites (McFadden-Train, 1996). 
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4.2 Prévision de l'effet individuel 
Une fois les paramètres (P,0,tf) estimés, il peut être utile de prévoir les caracté-
ristique non observables v. = expet de l ' individu /. La prévision optimale de v. est 
l ' espérance condit ionnelle : 
X^tPW+^ey 
E(V1- ÏY.=k) = i=0 r Q / f , y m , 
Jv -^ * f(v,a)dv 
où/(v,fl) est la densité de v. Cette expression peut être calculée par simulation 
puisqu ' i l s 'agit d ' un rapport d 'espérances par rapport à la loi de v = expe, de den-
sité fiy,a). En notant vh = exp(eh) h = 1,...,//, des tirages indépendants dans cette 
loi, après remplacement de a par son estimation, on obtient : 
^ ^ [ P C t )
 + Ec1-B]V*+1 
v(fcO j . eg[P(*)
 +Ec1-G]V* j , y* ' 
*
=1
 Xéap[P(/)
 +Acf.G]vj[ *=1 ^ * ' 0 
K 
a v e c : ^ , i ) = ^ ^ ^ ) + ^ ^ . 
Une démarche analogue peut être appliquée dans un cadre dynamique suppo-
sons que, pour un individu / donné, on ait observé (en omettant l ' indice / pour 
simplifier les notations) : 
yT = (yv-»>yT)> 
XT+l = y^V'^T+U9 
et que l 'on veuille prévoir yT+l de façon optimale. La prévision est : 
L)Y+1 'y T* "*Y+H 
= E[E[yT+l /yT> *r+i> vVyT> * r+J 
= E 
X^Wp[P(Z)
 + Zx71+1G] 
^ /)Y>*r+i 
= £ [ V r + 1 ( v ) / ; y r , * r + 1 ] 
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avec des notations évidentes. Cette espérance conditionnelle peut aussi être calculée 
par simulation. En effet la densité conditionnelle de v sachant yjJxT+l est : 
T 
f{v)Y[p{yt/x„v) 
jW)Y[p(y,/x„v)dv 
t=l 
et l'espérance conditionnelle recherchée s'écrit : 
£l 
\f[p(yt/xt,v)f(v)dv 
YYp(yt/xt,v) 
Les deux espérances apparaissant au numérateur et au dénominateur peuvent 
être approchées de la même façon que précédemment à partir de tirages dans la 
loi de v. Dans le contexte actuariel cette prévision et sa mise à jour seront la base 
des systèmes de bonus-malus (voir Lemaire, 1985 et Dionne-Vanasse, 1992). 
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ANNEXEl 
PREUVE DE LA PROPRIÉTÉ 1.8 
On a: 
I / 1 W 0 expifrl) + £x0) 
La dérivée de cette fonction par rapport à JC0 est : 
BE[C(Y)ZY > K0] = £ / CiWteK.texpÇfijt) + 1*9) 
3(JC0) I , 1 1 ^ 0 exp($(£) + txQ) 
J1 CW)UM0 exp($(£) + IxS) J£ \l^K/ exp($(£) + IxS) 
Jitll^ exp($(l) + £xd) Jtll^expifiW + txQ) 
= E[C(Y)YZY >K0]- E(C(Y)ZY > K0)E(YZY > K0) 
= Cov[(C(Y),Y)ZY>K0]. 
Cette covariance est non négative, puisque C(Y) est fonction non décrois-
sante de Y. 
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ANNEXE 2 
MATRICE DE VARIANCE-COVARIANCE ASYMPTOTIQUE DE L'ESTIMATEUR 
DE L'ANALYSE DISCRIMINANTE 
La preuve est analogue à celle donnée dans Lo (1986) pour une variable 
qualitative F, et on en décrit seulement les arguments différents. 
Soit a = (an,...,a .,022,...,O 2,...,a V le vecteur de taillep(p + l)/2 des éléments 
distincts de I et R la matrice de sélection de taille [1/2 p(p + I)] x p2 telle que : 
R'o = vec(I). Soit Q l'inverse de Penrose-Moore de R, telle que RQ' = Id. 
On a : s[n\ a-a 
vec(I)- vecÇL) 
-> N[O9Vl 
où: V = 
Z(VT)-1 O 
O 2R'QÇL® I)Q'R 
Si on considère l'estimateur par analyse discriminante : 60 = E â, et la 
fonction reliant (a£) et 9 =f(a,vec E), on a : 
Vn(G-G)-^A7[0 , /Vy ' l 
a/ 3/ 
où : J- da dved rir^-ta^wxr^r1)]. 
On en déduit : 
JVJ'= (VY)-1Ir1 + 2(a <S> Id)(Ir1 ® I"1) 
x/?'Q(I (8) E)O^(Z"1 ® Z-1Xa ® H). 
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ANNEXE 3 
PSEUDO-MAXIMUM DE VRAISEMBLANCE SIMULÉ 
Par exemple, l'approche du pseudo-maximum de vraisemblance simulé con-
siste à calculer par simulation une approximation des deux premiers moments 
conditionnels de Y sachant x.. En notant uw h = 1,...,// les valeurs obtenues à 
partir de tirages indépendants dans une loi fixe telle que, pour une fonction cp 
bien choisie, (p(uih,a) ait pour loi la loi de densité g(.,a), les deux premiers 
moments de Y. sachant x. sont approximés par : 
H K 1 
" 1.-1 L-n h=\ Jt=O 
1 H K 
m2H<<Xi>' P> ft û) = T7 X S k2P(k/jCi MUih> °) 
M
 h=\ *=0 
Ensuite une pseudo vraisemblance fondée sur mx et m2 peut être calculée afin 
d'obtenir des estimateurs convergents et asymptotiquement normaux de p,0 et a. 
Il faut noter que l'approximation des moments par mlH et m2H ne change pas les 
propriétés des estimateurs pourvu que m et H tendent vers +°o de façon que 
H/Jr tende vers +°° (n est le nombre d'observations). 
Il serait aussi possible d'utiliser une méthode de vraisemblance simulée puisque 
P(JcIx1) peut être approximé par : 
H 
±eXp[m+kXie^ K
 exp
 <**"»»«» 
=1
 £ expfî(t) + txfi + Ap(Ka, A)] 
(=0 
Pour le choix de g(.,a), il n'y a a /mon pas de restriction pourvu que la sim-
ulation soit aisée et que le paramètre a soit identifiable. Ainsi, comme dans le 
cas d'un modèle de Poisson avec hétérogénéité conduisant au modèle binomial 
négatif, on peut supposer que exp(e) suit une loi y(a, a) dont la densité est 
IIm +(z) za~laae~az la variance de cette loi est — et sa moyenne 1. 
r (a) a 
Un autre choix naturel pour la densité de e{ serait une loi normale ; afin que 
le modèle soit identifiable on pourrait imposer 
Ee1 = 0 (et a = Ve.) ou Ee1 = -a/2, Ve. = a, ce qui implique E exp(et) = 1. 
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