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Abstract
Let Γ be a finitely presented group and G a linear algebraic group over R. A representation
ρ : Γ → G(R) can be seen as an R-point of the representation variety R(Γ, G). It is known from
the work of Goldman and Millson that if Γ is the fundamental group of a compact Kähler manifold
and ρ has image contained in a compact subgroup then ρ is analytically defined by homogeneous
quadratic equations in R(Γ, G). When X is a smooth complex algebraic variety, we study a certain
criterion under which this same conclusion holds.
1 Introduction
Many restrictions are known on the question of wether a given finitely presented group Γ can be obtained
as the fundamental group of a compact Kähler manifold, and some restrictions are known for smooth
complex algebraic varieties. See [ABC+96] for an introduction to these questions. One way to study
these groups is via their representations into a linear algebraic group G over R: there exists a scheme
R(Γ, G) parametrizing such representations ρ (see section 2.1.1) and it is sometimes possible to describe
ρ as a singularity in R(Γ, G), up to analytic isomorphism (see section 2.1.2).
The first known theorem in this direction is obtained by Goldman and Millson in [GM88].
Theorem 1.1 (Goldman-Millson). Let X be a compact Kähler manifold and Γ its fundamental group.
Let ρ : Γ → G(R) be a representation with image contained in a compact subgroup of G(R). Then
(Hom(Γ, G), ρ) is a quadratic singularity.
We will need to review this theory in section 2.1. To pass from the case of Kähler manifolds to
that of algebraic varieties, we must study Hodge theory and use the older results of Deligne [Del71] and
Morgan [Mor78], reviewed in section 2.2. We restrict ourself to the case of quasi-projective varieties. In
section 3.2 we review the ideas of Kapovich and Millson in [KM98] and our main result is:
Theorem 1.2. Let X be a smooth complex quasi-projective variety and Γ its fundamental group. Let
ρ : Γ→ G(R) be a representation with finite image. Corresponding to Ker(ρ) there is a finite étale Galois
cover Y → X. Assume that Y has a smooth compactification Y with first Betti number b1(Y ) = 0. Then
(Hom(Γ, G), ρ) is a quadratic singularity.
Recall what was proven in [KM98].
Theorem 1.3 (Kapovich-Millson). Let X be a smooth complex algebraic variety and Γ its fundamental
group. Let ρ : Γ → G(R) be a representation with finite image. Then (Hom(Γ, G), ρ) is a weighted
homogeneous singularity with generators of weight 1, 2 and relations of weight 2, 3, 4.
The case where ρ is the trivial representation, and the assumption is that X itself has a compacti-
fication X with b1(X) = 0, is already interesting but known: many examples come from complements
of arrangements of hyperplanes in complex projective space, or more generally complements of projec-
tive algebraic curves. The result can be obtained by combining the study of the trivial representation
in [KM98, section 17] with the notion of 1-formality developped in the work of Dimca, Papadima and
Suciu, see [DPS05], [PS09].
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In section 4 we look for new examples to apply our theorem. We are first motivated by the case of
arrangements and some special representations, and we study other classes of examples where we can
apply our criterion with respect to all representations with finite image. We find examples coming from
families of complex tori in 4.2.2 and hermitian locally symmetric spaces in 4.2.3.
2 Preliminaries
2.1 Review of Goldman-Millson theory
We first give a review of [GM88]. We fix a field k of characteristic zero, usually k = R or C. Our schemes
will always be of finite type over k.
2.1.1 Representation variety
Let Γ be a finitely presented group and let G be a linear algebraic group over k. There exists an affine
scheme over k, denoted by R(Γ, G), that represents the functor from k-algebras to sets
A 7−→ Hom(Γ, G(A))
(f : A→ B) 7−→ f∗ : Hom(Γ, G(A))→ Hom(Γ, G(B)).
It is called the representation variety (it is in general not a variety, but a scheme). Thus, giving a
representation ρ : Γ → G(k) is the same as giving a k-point of R(Γ, G). When doing topology we just
write G for G(R).
2.1.2 Analytic germs
Given a scheme S and a k-rational point s, the isomorphism class of the complete local ring ÔS,s is
referred to as the analytic germ of S at s. That is, two germs (S1, s1) and (S2, s2) are said to be
analytically isomorphic if their complete local rings are isomorphic.
A weighted homogeneous cone is an affine scheme defined by equations of the form Pj(X1, . . . , Xn) = 0
in kn where the variables Xi have given weights wi and the polynomials Pj are homogeneous of degree
dj > 0 with respect to the weights wi (a monomial X
α1
1 . . . X
αn
n is of weighted degree w1α1+ · · ·+wnαn).
We say that wi are the weights of the generators and dj are the weights of the relations. The cone is said
to be quadratic if the Xi have weight 1 and all the relations have weight 2. We say that an analytic germ
(S, s) is a weighted homogeneous singularity with given weights (for example, is a quadratic singularity)
if it is analytically isomorphic to a weighted homogeneous cone with these given weights.
Lemma 2.1. A germe (S, s) is a weighted homogeneous singularity over R if and only if it is over C,
with the same weights.
Proof. Of course a weighted homogeneous cone over R can be complexified to a cone over C with the
same weights. In the other direction, given the equations Pj(X1, . . . , Xn) over C, replace the variables
Xi by their real and imaginary parts xi, yi and give the same weight wi to the two new variables. Then
expand the relations Pj(x1+ iy1, . . . , xn+ iyn) = 0, separate real and imaginary part, and this gives two
equations both with the same weighted homogeneous degree dj .
We denote by k-Art the category of Artin local k-algebras. An element A in k-Art has a unique
maximal ideal which we always denote by m, has residue field k and is of finite dimension over k. This
implies that m is a nilpotent ideal, and this gives a natural map A → k which is reduction modulo m.
An analytic germ (S, s) defines a functor of Artin rings
FS,s : k-Art −→ Set
A 7−→ Hom(ÔS,s, A).
Such a functor is called pro-representable.
Theorem 2.2 ([GM88, Theorem 3.1]). Two germs (S1, s1) and (S2, s2) are analytically isomorphic if
and only if the associated pro-representable functors FS1,s1 , FS2,s2 are isomorphic.
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Thus, in order to study the analytic germ of a representation ρ in the representation variety we only
have to study its pro-representable functor, which is also the functor
k-Art −→ Set
A 7−→ {ρ˜ ∈ Hom(Γ, G(A)) | ρ˜ = ρ mod m}
interpreted as the functor of deformations of ρ over k-Art; and the type of analytic singularity corre-
sponds to the obstruction theory for deformations of ρ.
2.1.3 Differential graded Lie algebras
Let L be a differential graded Lie algebra. It has a grading L = ⊕i≥0L
i, a bracket [−,−] with [Li, Lj] ⊂
Li+j , and a derivation d of degree 1 satisfying the usual identities in the graded sense, see [GM88] and
see also [Man05]. The basic example is: take a differential graded algebra A commutative in the graded
sense (for example the De Rham algebra of a smooth manifold) and a Lie algebra g and consider the
tensor product A⊗ g with bracket
[α⊗ u, β ⊗ v] := (α ∧ β) ⊗ [u, v]
and differential
d(α⊗ u) := (dα)⊗ u.
For such an L, L0 is a usual Lie algebra and for and Artin local k-algebra A, L0 ⊗ m is a nilpotent
Lie algebra on wich we can define a group structure via the Baker-Campbell-Hausdorff formula. This
group is denoted by exp(L0 ⊗m).
Recall that a groupoid is a small category C in which all arrows are invertible. An example is provided
by the so-called action groupoid : let a group H act on a set E, take the set of objects to be ObjC := E
and the arrows x → y are the h ∈ H such that h.x = y. We denote by IsoC the set of isomorphism
classes of C ; in the case of an action groupoid this is just the usual quotient E/H .
We define a functor A 7→ C (L,A) from k-Art to groupoids, called the Deligne-Goldman-Millson
functor : the set of objects is
ObjC (L,A) := {η ∈ L1 ⊗m | dη +
1
2
[η, η] = 0} (1)
(this one is called the Maurer-Cartan equation) and the arrows of the groupoid are given by the action
of the group exp(L0 ⊗m) by
exp(α).η := η +
∞∑
n=0
(ad(α))n
(n+ 1)!
([α, η]− dα).
We then have a functor A 7→ IsoC (L,A) from k-Art to sets.
Given a scheme S over k and a k-rational point s, we say that L controls the germ (S, s) if the functor
A 7→ C (L,A) is isomorphic to the functor FS,s.
Recall that if L and L′ are two differential graded Lie algebras, a morphism ϕ : L→ L′ is said to be a
1-quasi-isomorphism if it induces an isomorphism on the cohomology groups H0, H1 and an injection on
H2. The algebras L, L′ are said to be 1-quasi-isomorphic if there is a sequence of 1-quasi-isomorphisms
connecting them.
Theorem 2.3 ([GM88, Theorem 2.4]). If L and L′ are two differential graded lie algebras and ϕ : L→ L′
is a 1-quasi-isomorphism, then the germs controlled by L and L′ are analytically isomorphic.
Thus to understand an analytic germ (S, s) it suffices to understand the functor A 7→ IsoC (L,A) for
some controlling algebra L up to 1-quasi-isomorphism.
Remark 2.4. If L0 = 0 then this functor is equal to A 7→ ObjC (L,A). If futhermore L1 is finite-
dimensional this is exactly the pro-representable functor associated to the analytic germ at 0 of the
Maurer-Cartan equation dη + 1
2
[η, η] = 0 for η ∈ L1.
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2.1.4 Main construction
We explain the main construction to relate theses objects. Let X be a real manifold, x a base point,
Γ its fundamental group and G a linear algebraic group over R. Let g be the Lie algebra of G. Let
ρ : Γ→ G(R) a representation. Let P be the principal bundle obtained by the left monodromy action of
Γ on G via ρ. If X˜ is a universal covering space for X , on which we make Γ act on the left, then
P := X˜ ×Γ G = (X˜ ×G)/Γ
where Γ acts diagonally. The group G acts on its Lie algebra via the adjoint representation Ad and Γ
acts on g by Ad ◦ρ. We denote by Ad(P ) the adjoint bundle
Ad(P ) := P ×G g = X˜ ×Γ g
and it comes with a flat connection such that the algebra of differential forms with value in Ad(P ),
denoted by A•(X,Ad(P )), has the structure of a differential graded Lie algebra.
Given the base point x we define an augmentation ε : A•(X,Ad(P )) → g by evaluating degree 0
forms at x and sending the others to zero. We put A•(X,Ad(P ))0 := Ker(ε).
Theorem 2.5 ([GM88, Theorem 6.8]). The differential graded Lie algebra A•(X,Ad(P ))0 controls the
analytic germ (R(Γ, G), ρ).
It is then proven in [GM88] that when X is a compact Kähler manifold, A•(X,Ad(P ))0 is quasi-
isomorphic (over C) to a differential graded Lie algebra with zero differential and this implies that the
analytic germ controlled by it is quadratic.
2.2 Mixed Hodge theory and rational homotopy
Next we give a short review of [Del71] and [Mor78]. See also [PS08].
2.2.1 Hodge structures
Given a finite-dimensional vector space V over R, a Hodge structure of weight n over V is the data of a
decreasing (finite) filtration F of VC := V ⊗C and a decomposition in bigraded parts VC =
⊕
i+j=n V
i,j ,
where F p(VC) =
⊕
i≥p V
i,j , with V j,i = V i,j . A mixed Hodge structure on V is the data of an increasing
(finite) filtration W , a decreasing filtration F of VC, such that F induces on Gr
W
n (V ) a Hodge structure
of weight n, for all n; so GrWn (VC) =
⊕
i+j=n V
i,j with V j,i = V i,j modulo Wn−1(VC). The category of
mixed Hodge structures is abelian (this is not trivial, see [Del71, Theorem 1.2.10]).
Given a mixed Hodge structure on V , there is one preferred way of splitting VC =
⊕
Ai,j such that
Wn(VC) =
⊕
i+j≤n A
i,j , F p(VC) =
⊕
i≥pA
i,j and then V i,j becomes naturally isomorphic with Ai,j . We
call it the Deligne splitting, see [Mor78, Proposition 1.9]
2.2.2 Hodge structures on cohomology groups
Suppose that X is a smooth complex quasi-projective variety. We denote byX a smooth compactification
such that D := X \X is a divisor with normal crossings. By Deligne [Del71], the cohomology groups of
X are equipped with a mixed Hodge structure which is independant of the choice of X . On Hn(X) the
nonzero graded parts for W are of weight between n and 2n and GrWn H
n(X) = Hn(X).
In our case of interest, we will have a finite étale Galois cover Y → X and we are interested in the
condition b1(Y ) = 0. Remark that since b1 is a birational invariant, it is enough to have for Y a smooth
compactification, not necessarily by a divisor with normal crossings.
The condition b1(Y ) = 0 is equivalent to one of the following:
• H1(Y ,Q) = 0.
• π1(Y )
ab if finite.
• q(Y ) = 0, where q := dimH0(Y ,Ω1
Y
) is the irregularity.
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• The mixed Hodge structure on H1(Y ) is pure of weight 2.
There is also one characterization that will motivate our section 4.2.2.
Lemma 2.6. Let X be a smooth quasi-projective variety. Then b1(X) = 0 if and only if there is no
nonconstant holomorphic map f : X → A to an abelian variety A.
Proof. Recall that X has an Albanese variety, which is an abelian variety Alb with a map alb : X → Alb
through which every map to an abelian variety factors. Its dimension is exactly h0,1(X) = b1(X)/2.
If b1(X) > 0 then alb restricts to a map f : X → Alb. Conversely given a nonconstant map f : X → A
then first f extends to X (see [BL04, Theorem 9.4 chapter 4]), then factors through alb and so Alb must
be of positive dimension.
2.2.3 Rational homotopy theory
We explain very briefly the ideas we need. We refer to [GM81] and [Mor78].
Let A• be a (commutative) differential graded algebra over a field k = R or C: this means that A has
a grading A = ⊕i≥0A
i, a multiplication ∧ : Ai ⊗Aj → Ai+j with α ∧ β = (−1)ijβ ∧ α if α ∈ Ai,β ∈ Aj ,
and a derivation of degree 1 with d(α ∧ β) = dα ∧ β + (−1)iα ∧ dβ. We denote by A+ :=
⊕
i>0 A
i.
There is a notion of 1-minimal algebra but we won’t need the details. Briefly it means that A is
obtained as an increasing union of elementary extensions, with in addition A0 = k and d is decomposable
which means d(A) ⊂ A+ ∧ A+.
A 1-minimal model for A is a 1-minimal differential algebra N with a morphism ν : N → A which
is a 1-quasi-isomorphism. See [GM81] and [Mor78] for more statements about existence and unicity.
Remark that if ν : N → A is a 1-minimal model over R then νC : NC → AC is a 1-minimal model over
C.
2.2.4 Hodge structures on minimal models
We recall the work of Morgan [Mor78]. The goal is to put mixed Hodge structures on several rational
homotopy invariants of algebraic varieties, however we only need to study the 1-minimal model.
Let X be a smooth complex quasi-projective variety admitting a compactification X by a divisor
with normal crossings D. We denote as always by A•(X,R) the algebra of real-valued differential forms
on X , and by E •(logD) the algebra of C∞ complex-valued forms on X with logarithmic poles along D,
with its filtration W by the order of poles. There is a canonical map E •(logD) →֒ A•(X,C) that is a
quasi-isomorphism.
In addition, Morgan constructs a real algebra E•C∞(X), see [Mor78, Section 2] for details, with a
filtration W similar to the weight filtration on E (logD), and constructs a quasi-isomorphism EC∞(X)⊗
C→ E (logD) that respects W . Now let A := EC∞(X). Recall the Dec-weight filtration defined by
DecWi(A
n) = {x ∈Wi−n(A) | dx ∈ Wi−n−1(A
n+1)}
such that for the spectral sequence
WE
p,q
r = DecWE
−q,p+2q
r−1
and on cohomology
DecWiH
n(A) =Wi−nH
n(A).
Morgan proves that A has a real minimal model ν : N → A with a filtration W such that ν respects
the filtrations (N ,W ) → (A,DecW ); of course by transitivity (NC,W ) is a also a filtered (complex)
minimal model for (E (logD),W ).
Over C, the weight filtration on NC splits and we will denote by lower indices the grading by the
weight, that is compatible with the grading of N as differential graded algebra. So NC =
⊕
i≥0 Ni,
with d : Ni → Ni and Ni ∧Nj ⊂ Ni+j . The grading has the following properties:
• Via the 1-quasi-isomorphism ν, the grading by weight induced onHn(NC) coincide with the grading
induced on Hn(X,C) by the Deligne splitting of its mixed Hodge structure.
• For n = 1 the only possible weights induced are 1, 2 and for n = 2 they are 2, 3, 4.
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• Each component N ji is of finite dimension.
• N0 = C and N
0 = C.
• d(N 11 ) = 0 (if x ∈ N
1
1 then as d is decomposable, dx =
∑
αi ∧ βi ∈ N
2
1 , so for each i we must
have αi ∈ N
1
1 and βi ∈ N
1
0 or the contrary; but N0 = C concentrated in degree 0 so N
1
0 = 0).
3 Equivariant constructions and proof of the main theorem
Now we rewrite the section 2.1.4 taking into account a finite covering space and equivariance, as needed
in [KM98, section 15]. From now on we fix the objects we introduce: X is a smooth complex quasi-
projective variety with a base point x and fundamental group Γ. We fix a linear algebraic group G over
R with Lie algebra g and a representation ρ : Γ→ G(R) with finite image. We introduce the finite group
Φ := Γ/Ker(ρ) ≃ ρ(Γ).
3.1 Covering spaces
3.1.1 Covering spaces and compactifications
To Ker(ρ) corresponds a finite étale Galois cover π : Y → X with automorphism group Φ that acts
simply transitively. Automatically Y is a smooth quasi-projective variety.
It is possible to choose compactifications Y ,X , both smooth by divisors with normal crossings, in an
equivariant way. This means that π extends to a finite ramified cover Y → X over X \X .
Φy Y


//
pi

Y x Φ
pi

X 

// X
The action of Φ extends to Y with π being invariant, so leaves globally invariant Y \ Y ; and Y comes
equipped with a base point y over x.
3.1.2 Bundles and augmentations
We construct the bundle Ad(P ) taking into account the augmentation.
First fix some notations: if E is a flat bundle, there is a twisted algebra of differential forms with
value in E denoted by A•(X,E). If E is globally trivial this is just A•(X)⊗E where we write A•(X) for
A•(X,R). Given a group Φ acting on an algebra A (which can be graded, commutative, Lie. . . and the
action must respect this structure) we always denote by AΦ the sub-algebra of invariants by Φ. Given
an augmentation of A, we always denote by A0 the kernel of the augmentation.
Introduce the trivial bundle Q := Y ×G and its adjoint bundle Ad(Q) := Y × g. Recall that Φ acts
on Y with Y/Φ = X ; on G (via ρ) and on g (via Ad ◦ρ); and also on A•(Y ) with A•(Y )Φ = A•(X). It
also acts naturally on products and tensor products.
So: we have P = Q/Φ and Ad(P ) = Ad(Q)/Φ, and for the twisted version
A•(X,Ad(P )) = (A•(Y,Ad(P ′)))Φ = (A•(Y )⊗ g)Φ.
We want to lift the augmentation β : A•(X)→ R, which is the evaluation of 0-forms at x, to Y . We
let
βY (f) :=
1
|Φ|
∑
γ∈Φ
(γ.f)(y)
for f ∈ A0(Y ). Thus we sum over all of π−1(x). Then naturally
A•(X)0 = (A
•(Y )Φ)0 = (A
•(Y )0)
Φ
(the first two augmentations are with respect to β, the last one to βY ) and we can write it A
•(Y )Φ0 .
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In the same way we want to lift ε : A•(X,Ad(P ))→ g to A•(Y )⊗ g. Put
εY (f ⊗ u) :=
1
|Φ|
∑
γ∈Φ
(γ.(f ⊗ u))(y).
Then naturally
A•(X,Ad(P ))0 = ((A
•(Y )⊗ g)Φ)0 = ((A
•(Y )⊗ g)0)
Φ = (A•(Y )0 ⊗ g)
Φ (2)
and we can denote all this by (A•(Y )⊗ g)Φ0 .
Observe that all theses constructions extend naturally to C.
Lemma 3.1 (See [GM88, Lemma 5.12]). The four augmentations defined above are surjective. This
implies that H0(A•(X,R)0) = 0 and H
0(A•(X,Ad(P ))0) = 0.
3.1.3 Cohomology
We give a usefull lemma concerning the relation between cohomology and invariants.
Lemma 3.2. Let A• be a differential graded commutative algebra (or Lie algebra) over a field of char-
acteristic zero. Let Φ be a finite group acting on A•. Then on cohomology
H•(AΦ) = (H•(A))Φ.
Proof. An element in (Hi(A))Φ is given by an element x ∈ Ai with dx = 0 such that for all γ ∈ Φ
there exists an element αγ ∈ A
i−1 with γ.x = x+ d(αγ). A cohomology class in H
i(AΦ) is given by an
element z ∈ Ai which is Φ-invariant and dz = 0. So there is a natural map Hi(AΦ)→ (Hi(A))Φ taking
z ∈ Hi(AΦ) to an element in (Hi(A))Φ with αγ = 0 for all γ. In the other direction, given x ∈ (H
i(A))Φ
we put
z :=
1
|Φ|
∑
γ∈Φ
γ.x = x+ d
∑
γ∈Φ
αγ

so that dz = 0 and z is Φ-invariant so is in Hi(AΦ) and induces x.
Now this proves easily that the natural map is an isomorphism.
Corollary 3.3. Let L,L′ be differential graded Lie algebras, ψ : L→ L′ a 1-quasi-isomorphism. Suppose
that a finite group Φ acts on L, L′ and ψ commutes with the actions. Then ψ induces a 1-quasi-
isomorphism ψΦ : LΦ → L′Φ.
3.1.4 Equivariant minimal model
We refer to [KM98, section 15] for this technical part. We denote by A• the algebra E•C∞(Y ) with its
filtration W . It is shown that Φ acts on (A•,W ) and (A•)Φ is then quasi-isomorphic to E•C∞(X). It is
shown how to construct a 1-minimal model ν : N → A with a filtration W and an action of Φ which
commutes with ν; and ν respects the filtration DecW on A. So (corollary 3.3) N Φ is a 1-minimal model
for AΦ = E•C∞(X).
Also, by transitivity and over C, NC is a 1-minimal model for A(Y,C) and N
Φ
C
is a 1-minimal model
for A(X,C). The filtration W on NC splits and Φ commutes with the splitting.
3.2 Minimal model for a Lie algebra
We are now able to describe an explicit differential graded Lie algebra which controls the germ of ρ in
R(Γ, G), and which comes with a grading by weight. Everyting is done in [KM98, section 15].
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3.2.1 The minimal model
Consider G := N ⊗ g and put ν ⊗ id : G → A ⊗ g. Then G is a differential graded Lie algebra with a
differential d decomposable, and ν ⊗ id is a 1-quasi-isomorphism. We can call G a 1-minimal model in
the sense of Lie algebras.
The grading by weight on NC induces one on GC with the properties that:
• GC =
⊕
i≥0 Gi.
• Each G ji is finite dimensional.
• [Gi,Gj] ⊂ Gi+j .
• d(Gi) ⊂ Gi, so the cohomology is also graded.
• G0 = gC and G
0
C
= gC.
• The only non-zero induced weights on Hn(GC) are 1, 2 for n = 1 and 2, 3, 4 for n = 2.
The group Φ acts on both factors of G and preserve the graduation on GC. Put M := G
Φ, so that MC
has a bigrading with the same properties; by transitivity MC is 1-quasi-isomorphic to A
•(X,Ad(P )C).
3.2.2 Augmentation
Recall the augmentations β, ε, βY , εY , extend them over C. It is easy to pull them back respectively to
AC, AC⊗g, (AC)
Φ, (AC⊗g)
Φ and then to NC, GC, N
Φ
C
, G Φ
C
all in a compatible way: NC,0 (warning with
the notations, this is the kernel of the augmentation and N0 is the degree zero graded part by weight on
NC) is then 1-quasi-isomorphic to A(Y,C)0 such that (NC,0)
Φ = (N Φ
C
)0 and GC,0 is 1-quasi-isomorphic
to A(X,Ad(P )C)0 such that (GC,0)
Φ = (G Φ
C
)0; and we denote this last one by L .
Recall that when constructing a minimal model N → A, N 0 is sent isomorphically to H0(A).
Combining this with lemma 3.1, and with the various compatibilities of the augmentations, we see that
L 0 = 0. Furthermore L0 = 0.
3.3 The controlling algebra and proof of the main theorem
3.3.1 The controlling algebra
By the theorem 2.3 and the remark 2.4 the analytic germ of ρ in R(Γ, G) is isomorphic (over C) to the
one at 0 in L 1 of the equation dη + 1
2
[η, η] = 0. So L is the controlling algebra to our problem.
We can simplify it as in [KM98, section 15]. Put I := L 14 ⊕ d(L
1
4 ) ⊕
⊕
i≥5 Li, observe that it is
and ideal in L (in the sense of differential graded Lie algebras with an additional grading by weight,
that is: bigraded homogeneous, stable by d, and stable by Lie bracket with L ) such that the projection
L → Q := L /I is a 1-quasi-isomorphism. This Q is simpler to study because it has all the properties
of GC above and in addition Qi = 0 for i ≥ 5 and Q
1
4 = 0.
3.3.2 Proof of the main theorem
Theorem 3.4. If we assume that the compactification Y has b1(Y )=0, then the algebra Q above controls
a quadratic germ.
Proof. By hypothesis H1(Y ) is a pure Hodge structure of weight 2. Looking carefully at our 1-quasi-
isomorphisms that preserve filtrations by weight and graduations over C, we see that on H1(Ni) the
only nonzero induced weight is for i = 2. This special property is also true for GC because
H•(Gi) = H
•(Ni)⊗ g
and also for GC,0 because
H•(Gi,0) = H
•((Ni ⊗ g)0) = H
•(Ni,0 ⊗ g) = H
•(Ni,0)⊗ g
and NC,0 is a subcomplex of NC, so all restrictions apply to it.
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This restriction on weights holds for L because the action of Φ preserves the graduation and
H•(Li) = H
•((Gi,0)
Φ) = (H•(GC,0))
Φ,
and by the 1-quasi-isomorphism it holds for Q.
Now look at the equation dη + 1
2
[η, η] in Q2, for η ∈ Q1. By construction Q1 = Q11 ⊕Q
1
2 ⊕Q
1
3 (and
Q10 = 0). By our hypothesis H
1(Q1) = 0, which is Ker(d : Q
1
1 → Q
2
1)/d(Q
0
1). Combined with the fact
that d(Q11) = 0 and Q
1
0 = 0 we have Q
1
1 = 0.
So, decompose η = η2 + η3 where ηi is of weight i. The equation on η becomes (we truncate parts of
weight ≥ 5)
dη2 = 0
dη3 = 0
1
2
[η2, η2] = 0.
Since we have H1(Q3) = 0 and dη3 = 0, η3 must be exact. But a primitive must be in Q
0
3, which is 0.
So we can eliminate the equation dη3 = 0. Since dη2 = 0, we can just assume η2 is in the linear subspace
Z12 := Ker(d) ∩Q
1
2 and it remains only the equation
1
2
[η2, η2] = 0, η2 ∈ Z
1
2 (3)
which is weighted homogeneous, with the generator η2 of weight 2 and the relation of weight 4. But we
can divide the degrees by two and this is isomorphic to a weighted homogeneous cone with generators
of weight 1 and relations of weight 2, that is a quadratic cone.
4 Examples
We now investigate several situations where we can apply our main theorem.
4.1 Abelian coverings of line arrangements
Motivated by the case of the trivial representation, the first example is to take forX the complement of an
arrangement of hyperplanes in some complex projective space. We reduce to the case of the projective
plane, thus we denote by L a finite union of lines in P2(C) and by X its complement. A smooth
compactification of X is obtained as a blow-up of P2(C) at the points of intersection with multiplicity
at least 3 so has clearly b1(X) = 0.
There is a special class of coverings of P2(C) branched over L that has already been studied: the
Hirzebruch surfaces. The definition appears first in [Hir83], and a study of the Betti numbers was done
in [Hir93]. See also [Suc01] for a survey of these results.
For each integerN , we define XN(L) to be the covering ofX corresponding to the morphism π1(X)→
H1(X,Z)→ H1(X,Z/NZ). It is known that if n is the number of lines of the arrangement then H1(X,Z)
is free of rank n − 1, so XN (L) is a Galois cover of degree N
n−1. It extends to a branched covering
X̂N (L) over L; X̂N(L) is a normal algebraic surface. We define the Hirzebruch surface associated to L,
which we denote MN (L), to be a minimal desingularization of X̂N (see [Hir93] for more details). There
are various formulas for computing the Betti number b1(MN(L)) and we will refer to Tayama [Tay00].
Theorem 4.1 ([Tay00, Theorem 1.2]). Define the function
b(N,n) := (N − 1)
(
(n− 2)Nn−2 − 2
n−3∑
k=0
Nk
)
.
It is b1(MN (On)) where On is an arrangement made of n lines passing through a common point. Let mr
be the number of points of multiplicity r of L. Let β(L) be the number of braid sub-arrangements of L.
Then
b1(MN (L)) ≥
∑
r≥3
mrb(N, r) + β(L)b(N, 3). (4)
Furthermore the following conditions are equivalent:
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• L is a general position line arrangement.
• b1(MN (L)) = 0 for any N ≥ 2.
• b1(MN (L)) = 0 for some N ≥ 3.
From this we deduce easily one necessary condition for having b1(MN (L)) = 0 and in fact there is a
converse.
Theorem 4.2. We have b1(MN(L)) = 0 if and only if
• Either L is a general position line arrangement, and N is any integer.
• Either N = 2 and L has at most triple points.
Proof. The case of general position is already treated in Tayama’s theorem. Now suppose that L is not
in general position and b1(MN (L)) = 0. Then N = 2. As b(3, 2) = 0 and b(3, r) > 0 if r > 3 it follows
from the inequality (4) that we must have mr = 0 for r > 3, that is L contains at most triple points.
For the converse, it is known (Eyssidieux [Eys], private communication) that if L has at most triple
points and N = 2 then MN(L) is simply connected. So b1(MN (L)) = 0.
4.2 Criterion with respect to all finite representations
As we have seen the case of arrangements is quite limited. But we have other sources of interesting
examples where we can apply our theorem with respect to all representations with finite image.
Definition 4.3. A smooth complex quasi-projective variety X is said to have property (P) if for all
normal subgroup of finite index H ⊂ π1(X), the corresponding finite étale Galois cover π : Y → X has
a (smooth) compactification Y with b1(Y ) = 0.
We will study this property and give two interesting classes of examples.
4.2.1 Construction of varieties with property (P)
It is easy to see that if X is a smooth projective variety with π1(X) finite, then X has property (P).
Indeed a finite cover Y a smooth projective variety corresponding to H ⊂ π1(H) is automatically a
smooth projective variety and recall that π1(Y ) = H . Conversely it is known (by Serre) that every finite
group is the fundamental group of some smooth projective variety. It is also clear that if X satisfies (P),
then any finite étale Galois cover of X satisfies (P).
Theorem 4.4. The variety C∗ has property (P).
Proof. It is known that every n-sheeted cover of C∗ is of the form C∗ → C∗, z 7→ zn. This can be
compactified in a ramified cover P1 → P1 over {0,∞} and b1(P
1) = 0.
So with the next theorem we will easily see that for every finitely generated abelian group G, there
is a smooth quasi-projective variety X with π1(X) ≃ G which has property (P).
Theorem 4.5. If X1 and X2 satisfy (P), then X1 ×X2 satisfies (P).
Proof. Denote by Γi := π1(Xi) (i = 1, 2). Let H ⊂ Γ1 × Γ2 be a normal subgroup of finite index. Put
Ui := H ∩Γi. Then Ui is a normal subgroup of finite index in Γi. So the Galois cover Y for H lies under
the finite Galois cover corrresponding to U1 × U2, which is obtained as a product cover Y1 × Y2 and we
have a sequence of finite étale Galois covers
Y1 × Y2 −→ Y −→ X1 ×X2.
Taking compactifications this gives a sequence of finite ramified covers
Y 1 × Y 2 −→ Y −→ X1 ×X2.
By property (P) for Yi → Xi we have that b1(Y i) = 0 and so b1(Y 1 × Y 2) = 0. If we had b1(Y ) > 0,
there would be holomorphic one-forms on Y which could be pulled-back injectively to Y 1× Y 2, which is
not possible. So b1(Y ) = 0 and this proves property (P) for H .
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We also have a twisted version, which may allow to construct new examples.
Theorem 4.6. If X satisfies (P), then any (algebraic) principal C∗-bundle P over X satisfies (P).
Proof. First we show that a finite étale Galois cover of P is a bundle Q with fiber C∗ over some finite
étale Galois cover π : Y → X . Let τ : Q → X be such a cover, with H := τ∗π1(Q) ⊂ π1(X) a normal
subgroup of finite index. Since p : P → X is a bundle, the induced map p∗ : π1(P )→ π1(X) is surjective,
so p∗(H) is a normal subgroup of finite index in π1(X). This corresponds to a finite étale Galois cover
π : Y → X with π∗π1(Y ) = p∗H .
Q
τ
//
q




P
p

Y
pi
// X
Now by construction (p ◦ τ)∗π1(Q) = π∗π1(Y ) which means there is a lifting of p ◦ τ : Q→ X to a map
q : Q → Y . All theses spaces and maps can be taken to be algebraic and Q is a bundle whose general
fiber is a finite cover of C∗, that is C∗: we can see this by first looking at π∗P , which is a principal
C∗-bundle over Y , then the induced map Q→ π∗P over Y which is finite étale.
Now we want to apply lemma 2.6. Let A be an abelian variety and f : Q → A. Restricted to each
fiber, f is a map C∗ → A. By rigidity it extends to P1(C), but a map P1(C) → A is constant. So f is
constant on each fiber and thus is determined by its restriction to Y . But since X has (P) this one is
constant so f is globally constant, which proves b1(Q) = 0.
4.2.2 Families of complex tori
Our motivation for studying complex tori is the use of the Albanese variety as in lemma 2.6 and the
various rigidity lemmas for abelian varieties and families.
Let X be a smooth quasi-projective variety. We would like to prove, using these lemmas, that if
E → X is a family of abelian varieties over a base that satisfies (P), then E satisfies (P). Of course the
family must not contain a constant factor. However there is some technical difficulty coming from the
fact that a finite cover of a family of abelian varieties may not be a family of abelian varieties, because
of the lack of a zero section. Thus we have to work with complex tori.
Definition 4.7. A family of complex tori is a smooth quasi-projective variety E with a smooth projective
morphism P → X such that all fibers are isomorphic to complex tori. In this case each fiber is an abelian
variety. However by a family of abelian varieties we mean the data of a family of complex tori E → X
with a section, called the zero section.
When E → X is a family of abelian varieties, then there are global maps E × E → E (addition)
and E → E (inverse) over X . Many definitions and results from abelian varieties carry over directly to
families. A morphism of families of abelian varieties must preserve the zero section. An isogeny is a
sujrective morphism with finite fibers. A polarization is a global holomorphic 2-form on E that induces
a polarization on each fiber. A factor of E → X is a sub-family F such that there is another sub-family
G with addition F ×G→ E being an isomorphism.
Definition 4.8. A family of abelian varieties E → X is called almost constant if it becomes constant
after a finite étale base change.
Attached to each family P → X of complex tori, there is a family Alb(P/X) of polarized abelian
varieties over X called the relative Albanese variety, which on each fiber corresponds to the Albanese
variety, and there is a morphism P → Alb(P/X) over X .
Theorem 4.9. Suppose that X satisfies (P) and let P → X be a family of complex tori. Assume that,
up to isogeny, Alb(P/X) has no non-trivial almost constant factor. Then P has property (P).
Proof. First, exactly as in the case of principal C∗-bundles, a finite étale Galois cover of P is a bundle Q
over some finite étale Galois cover Y of X , whose general fiber is a finite cover of a complex torus, that
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is Q is a family of complex tori.
Q
τ
//
q




P
p

Y
pi
// X
We want to apply lemma 2.6. Let A be an abelian variety and f : Q→ A. Let E := Alb(Q/Y ). Then f
factors through E and induces a morphism of families of abelian varieties g : E → A×Y and an injective
morphism E/Ker(g) →֒ A× Y . By rigidity (see [Mil08, Proposition 16.3]) this implies that E/Ker(g) is
a constant family. But with the polarization on E and by Poincaré’s reductibility theorem for families,
it is possible fo find a family F over Y such that addition Ker(g)× F → E is an isogeny, and E/Ker(g)
is isogenous to F .
By functoriality of the relative Albanese construction, F will project to a constant factor of Alb(π∗P/Y )
and this corresponds to an almost constant factor of Alb(P/X). But by our hypothesis there is no non-
trivial such factor, thus F is trivial which means g, and therefore f , is constant and b1(Q) = 0.
4.2.3 Symmetric spaces
Our motivation is now the rigidity theorems for hermitian locally symmetric spaces and for lattices in
Lie groups, which translate into the vanishing of the first Betti number.
Theorem 4.10. Let Ω = G/K be an irreducible hermitian symmetric space of noncompact type, where
G is a simple Lie group of rank greater than 2, K is a maximal compact subgroup, and let Γ ⊂ G be a
torsion-free lattice. Then X := Γ \ Ω has property (P).
Proof. First it is known that Ω is simply connected and that X is a smooth quasi-projective variety, see
the Baily-Borel compactification (for example [BJ06]). A finite étale Galois cover Y of X is a quotient
Γ′ \ Ω where Γ′ ⊂ Γ has finite index, so Γ′ is still a torsion-free lattice in G and is the fundamental
group of Y . Under our hypothesis it is known by the results of Kazhdan (see [BHV08, p. 12]) that G
has property (T), and so do Γ, Γ′. This implies that b1(Γ
′) = 0 and this is also b1(Y ).
In case X (and Y ) is compact, we are done. Else we take any smooth compactification Y (which may
not be the Baily-Borel compactification since this one is usually not smooth) and the natural morphism
Γ′ = π1(Y )→ π1(Y ) is surjective. This implies that π1(Y )
ab is finite and so b1(Y ) = 0.
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