Many crime reports are available online in various blogs and Newswire. Though manual annotation of these massive reports is quite tedious for crime data analysis, it gives an overall crime scenario of all over the world. This motivates us to propose a framework for crime data analysis based on the online reports. Initially, the method extracts the crime reports and identifies named entities. The intermediate sequence of context words between every consecutive pair of named entities is termed as a crime vector that provides relationships between the entities. The feature vectors for each entity pair are generated from these crime vectors using the Word2Vec model. The paper considers three different types of named entity pairs to facilitate the major crime data analysis task, and for each type, similarity between every pair of entities is measured using respective feature vectors. For each type of named entity pair, a separate weighted graph is generated with entity pairs as vertices and similarity score between them as the weight of the corresponding edge. Then, Infomap, a graph-based clustering algorithm, is applied to obtain optimal set of clusters of entity pairs and a representative entity pair of each cluster. Each cluster is labelled by the relationship, represented by the crime vector, of its representative entity pair. In reality, all the entity pairs in a cluster may not reflect contextual similarity with their representative entity pair. So the clusters are further partitioned into subclusters based on WordNet-based path similarity measure which makes the entity pairs in each subcluster more contextually similar compared to their original cluster. These subclusters provide us various statistical crime information over the time period. The method is experimented only using the crime reports related to crime against women in India. The experimental results demonstrate the effectiveness and superiority of the method compared to others for analysing the crime data.
Introduction
Internet has provided us with various information, and yet it falls short to some of our perplexing queries where we can get the answers by analysing the data sets using existing relationships between the set of pair of entities. It not only helps in gaining ideas for a particular event, but also aids in further in-depth analysis of the data sets. Of late, online newspaper reports and other databases are playing a crucial role for identification of named entities from a large corpus followed by discovering unrestricted relations among the entities. The discovery of relationships among named entities is termed as relation extraction which is an essential step for several information retrieval tasks. It mainly starts by identifying people, places, organisations and entities from the raw unstructured text. Now, relation extraction is all about finding how these identified entities are related to each other. Determining the interactions between the entities helps in the generation of knowledge graph which further results in more comprehensive understanding of the data. Relation extraction helps in automatic detection and classification of the types of relationships between the entities. It can be applied to find interactions between drugs to build a medical database, gaining insight on the scenes from images, or extract relationships among people to create an easily accessible knowledge base. For the present work, we have extracted online newspaper reports which are mostly unstructured in nature. So, the proposed work emphasises recognising the named entities from the extracted data. Once the entities have been identified, the relation discovery task determines the relational phrase occurred between the pair of entities. For example, a sentence Soma was allegedly stabbed to death by Rakesh is considered as a tuple \X; a; Y [ , where the underlined intermediate words represented as a describe the crime relationship between two entities X (Soma) and Y (Rakesh). Thus, several patterns depicting the relationship among the entities have been extracted. These patterns represent the crime trend for a certain period of time, and therefore, while considering the crime prevention strategies, these patterns can be used by the law enforcement agencies for predicting and preventing the future crime. Thus, the objective behind developing the proposed method using relationship among named entities is to build a knowledge base for crime prevention. However, the relation extraction task varies from one domain to another and it cannot provide the same accuracy for mining data sets containing different documents. Inclusion of domain-specific knowledge can also provide favourable results for relation extraction.
Elementary concepts
This section provides the elementary concepts about the techniques used for the proposed methodology.
Named entity recognition
The term 'Named Entity' evolved during the MUC-6 [18] comprising both ENAMEX (entity name expressions) and NUMEX (numerical expressions). Named entities mainly refer to name of certain things like name of a place, any person, organisation, product and many more. Any proper noun can be referred to as named entity. Few commonly used named entities that have been categorised during the MUC-6 are known as PERSON, ORGANISATION, LOCATION, TIME, MONEY and DATE. For example, Nikita went to England in June, 2008. Here, the italicised words are named entities like PER (person), LOC (location), and DATE, respectively. Named entity recognition (NER) is all about identifying the names of the individuals from a huge volume of text data set. Entity recognition constitutes two steps: at first, it identifies the boundaries of the entities followed by determining the types. Identifying the named entities is often encountered as a subtask in most of the natural language processing tasks.
Relation extraction
After identifying the named entities, we look for determining the relationship among the entities. For this task, the intermediate context words between two recognised entities are extracted as the relation between them. Like the previous example, Soma was allegedly stabbed to death by Rakesh, a tuple \X; a; Y [ is considered where a is the underlined intermediate context words defining the relationship between entities X (PER) and Y (PER). For relationship extraction task, the entity pairs having contextual similarity are clustered together. For example, consider three sentences ''A tried to murder B'', ''C was planning to kill D'' and ''E was kidnapped by K''. Here, the first two entity pairs (A, B) and (C, D) contain similar context words defining similar meaning. Therefore, these two entity pairs should lie in the same cluster, whereas the other entity pair (E, K) falls in a different cluster as the context words of it do not match with other two entity pairs. The clusters generated may get labelled in several ways. For the present work, the clusters of PER-PER domain are labelled by the crime types, the clusters of PER-LOC domain are labelled by the social status/profession of the offender/victim and the clusters of ORG-PER domain are labelled by the actions taken by the governmental organisations against a person involved in crime.
Paraphrase collection
Paraphrases are often known as replications of the same words or phrases. If we consider examples like ''A tried to molest B'' and ''B was ill-treated by A'', these words are simply known as paraphrases as both reflect the same meaning by the two different sentences. Paraphrase collection is an important task for several natural language processing applications. This topic caught the limelight since the paraphrasing workshops of the years 2003 and 2004. Since then, researchers became concerned about the significance of paraphrase collection and proposed various approaches for extracting paraphrases from large corpora. But this task comes with a major complexity of envisioning a paraphrase knowledge. The proposed work has collected significant and relevant paraphrases from the clusters of entity pairs or crime vectors to form subclusters for discovering more specific crime aspects.
Motivation
Nowadays, crime reports can be fetched from online newspapers or they can also be collected from police narrative reports. Anyone can go through a single crime report and gain knowledge about the crime aspects (different characteristics of crime). But it is quite troublesome for a person to manually annotate this huge volume of data to have a better understanding of different characteristics of crime for a long period of time. Though numerous research works exist for crime pattern analysis, as per authors' knowledge, till now rare research has been done on crime trend analysis by relation extraction. The proposed work demonstrates a crime analysis scheme that can solve the above-mentioned problem and help in having an insight of the crime trend over the past. For implementation of the proposed work, emphasis has been given on those sentences containing two named entities. Here, we have focused on three different types of entity pairs that mainly facilitate the crime analysis task. The three different domains of entity pairs focus on three different aspects of crime : the type of crime, the social status of the offender or victim and the action taken by any organisation against a person involved in crime. The proposed work can help the law enforcement agencies to gain insight on the crime trend from the past crime reports and take proper crime prevention strategies.
Prior work
The task of exploring relationships between entities present in a text corpus became popular since the 6th Message Understanding Conference (MUC-6) [18] , and further, automatic content extraction (ACE) [16] assisted the progress in several ways. Prior to this task, there exist numerous research works on entity recognition techniques. Though MUC-6 introduced seven basic entities for information extraction task, but later on, Sekine et al. [34] extended the entities to 150 types by acknowledging the most probable subtypes for each basic entity. His work showed that consideration of all feasible entities can provide more effective relationship extraction. Exploration of newspapers [39] and other data sources [23] had been done for entity recognition. Most of the relation determination techniques developed by ACE [16] considered corpora with rich annotation of relational instances. Sentences from the text data set had been parsed, and efficiently designed kernels were introduced over the parsed sentences. But the associated demerits of this approach are that it involved an annotated corpora leading to time complexity issues. A pioneering work 'DIPRE' introduced by Brin et al. [8] considered the vastness of the World Wide Web and proposed a bootstrapping technique for discovering relations from the Web. The demerits of this method had been solved by 'Snowball' [1] which used the concept of DIPRE and suggested novel methods for pattern extraction from text documents. It determined all organisation-location (ORG-LOC) entity pairs present in the data set. There had been several research works [19, 38] based on unsupervised approaches for relation discovery. In [19] , a named entity (NE) tagger was used for recognising the entities and the intervening context words of the entities had been hierarchically clustered for discovering the relations. But the disadvantage of this method is that it performed the experiment with newspaper articles for one year, which would result in a huge time complexity with a much larger data set when the same hierarchical clustering algorithm would be used. This demerit was surpassed in [29] , where lexically different but semantically similar context words were considered for clustering instead of the entity pairs. A unique approach described in [40] was developed using tree similarity-based clustering for relation detection. A particular relational term can be expressed in different ways, and these different representations are better known as synonyms or paraphrases. Paraphrase collection shown in [25] emphasised obtaining inference rules from large text corpora. Without the selection of any seed instances, paraphrases were discovered in [35] from an unannotated corpus. Relation detection followed by paraphrase collection is done by Hasegawa et al. in [20] , where the same concept of [19] is used followed by paraphrase collection and classification. This method was tested on multiple English translations of the same source text. There are few research works based on analysing different aspects of crime. A general framework was described in [11] for showing the relationships between data mining techniques applied in criminal and intelligence analysis and the crime types. By using this framework, four major categories of crime data mining techniques were identified, namely entity extraction, association, prediction and pattern visualization. Each category defines few methods that can be applied in certain types of crime analysis. A systematic investigation always helps in taking proper crime prevention strategies, and considering that, Vladia et al. [30] developed an architecture, based on the natural language processing (NLP) concepts, for obtaining crime information from the Web. Apart from extracting reports from online newspapers [4] , few crime pattern analysis schemes [10, 24] exist based on police as well as witness narrative reports. Databases comprising crime information were explored, and entities were identified helping in crime pattern analysis in [36, 37] . Italian National Research Council developed a project called 'ASTREA, Information and Communication for Justice ' [21] , and it helped by providing all the information resources. Basili et al. [5] designed 'REVEAL' that employed variants of support vector machine for automatic relation extraction in crime investigation. Das et al. [13] proposed an approach for analysing crime against women in India. This research was a two-stage approach of named entity recognition, where some of the subtype entities were used as modus operandi features for crime. Though a similar research was proposed by Das et al. [14] using the same concepts of entity recognition and relation extraction, the proposed work has taken an attempt to make the method more robust surpassing all the disadvantages encountered in [14] . Apart from this, cybersecurity has become a major concern for various organisations. Recently, a data analysis framework has been introduced in [2] that mainly investigates the cybercrime underground economy by considering the design science approach. This research proposed the definitions of a criminal business model called crime-as-aservice (CaaS) and crimeware. It also developed an associated classification model to demonstrate the framework.
Contribution
The work presented in this paper emphasises analysing three different aspects of crime using the concepts of entity recognition followed by relation determination among the named entities present in a large crime corpus extracted from online newspapers. The crime data set considered in this work has been extracted from electronic version of Indian classified newspapers. The extracted data set contains information about crime performed against women in 29 states and four union territories of India. Once the data are collected, all the necessary preprocessing has been done and it is stored for further analysis. Then, noun phrase chunking [7] recognises the named entities such as person (PER), location (LOC) and organisation (ORG) present in the data set. We have chosen three different domains such as PER-PER, PER-LOC and ORG-PER entity pairs as they cover almost all important crime aspects of the report. The entity pairs of each domain contain some intermediate context words which are termed as crime vectors. Next, three separate graphs are constructed using the entity pairs of three different domains. Entity pairs are the nodes of the graph, and similarity between entity pair is the weight of associated edge in the graph. The graphs are made sparse using a threshold similarity value, and Infomap clustering algorithm [32] has been applied on each sparse graph to partition the entity pairs of each domain into a set of clusters. The crime vector of representative entity pair of each cluster given by the clustering algorithm is chosen as the relation of the whole cluster, and eventually, the cluster is labelled by that relation. For example, the clusters of PER-PER domain have been labelled as different crime types such as 'rape', 'murder', 'abduction', 'molestation', 'dowry harassment', etc. Again, the clusters of PER-LOC domain have been labelled as the social status of the victim/offender involved in crime. For example, the clusters are labelled as 'student', 'mechanic', 'software professional' and many more. Likewise, clusters from ORG-PER domain have been labelled as the actions taken by any organisation against a person involved in crime like 'penalty', 'death sentence', 'imprisonment', etc. The newly formed clusters also include some insignificant and inconsequential phrases which are not related to the labelling of the clusters. So, paraphrase collection has been done by using WordNet-based path similarity measure for an improved cluster labelling. The flowchart shown in Fig. 1 shows the steps used in the proposed methodology. Each step is done separately for each domain of entities.
The rest of the article is organised as follows: The proposed framework is described in Sect. 2, whereas in Sect. 3, the result reflects the effectiveness of the method and it is compared with other existing methods followed by conclusion in Sect. 4.
The proposed framework
This section demonstrates the proposed work in an elaborate manner. The main objective of this work is to analyse the crime data by recognising the named entities and extracting relationship among them. The extracted crime data set has been preprocessed by performing two necessary data cleaning tasks, namely stop word removal and stemming. The stop words mainly refer to the most used words in language like the articles, prepositions, conjunctions, etc. These words are considered as noisy words whose presence may result in less accuracy of the system. So, based on the purpose, these stop words are most often removed before processing the textual data sets. Natural Language Tool Kit (NLTK) [7, 26] has an inbuilt list of words, and by importing NLTK in any work, we only remove those words present in the list of NLTK. If required, anyone can prepare his/her own list of stop words and use it. Stemming is another data cleaning task that removes the suffixes connected to the words and keeps only the root words. There are many suffix-stripping and lemmatisation algorithms [6] those are being used as the working principles of the stemmers used in the field of linguistic morphology or knowledge extraction. In the work, we have used Porter Stemmer [22] as it works very fast and reduces the complexity of the data in the system which is always advantageous. The details of the relation extraction and cluster labelling methods are described in the following subsections.
Recognition of named entities
This step mostly recognises the entities like name of states, cities, areas, streets, persons. Once the extracted data set has been preprocessed, we have incorporated the use of NLTK [26] and the whole data set is split into several sentences with the help of a sentence segmenter. Upon segmentation of the sentences, word-level tokenisation provides multiple tokens. In order to identify the named entities present in the crime corpus, chunking is the technique that segments and labels the multi-token sequences. As shown in Fig. 2 , the small blocks represent the wordlevel tokens with their corresponding parts of speech, whereas the larger blocks define chunks. Therefore, noun phrase chunking (NP chunking) searches for chunks related to each noun phrase. Often a single noun phrase in a data set consists of two or more noun phrases, but the present framework only deals with the simpler chunks which are mostly smaller than the complete noun phrases. Hence, to identify the noun phrase chunks, it is important to have the part-of-speech tagging at the first place. The existing NPchunking method has a chunking rule that searches for the presence of any article or determiner in the sentence followed by adjectives and noun. Following the chunking rule, Fig. 2 describes that DT is the determiner, JJ stands for the adjective, NN defines the noun, VB is the verb and NP is the noun phrase.
Here, we have considered the noun phrases or NPs in our work. Once the noun phrases are identified, the next step is to identify the types of entities. NLTK has a trained classifier that easily identifies the types of the entities. The method helps in collecting the entities, namely PER (person), LOC (location) and ORG (organisation) present in the crime corpus. Parts-of-speech tagging and NP chunking can be considered as the preprocessing steps for categorical data, but as the proposed work is mainly focused on extracting relationships among named entities, we have represented the named entity recognition separately.
Measuring similarity among named entity pairs
We have considered three different domains of entity pairs, namely PER-PER (person-person), PER-LOC (personlocation) and ORG-PER (organisation-person) with the assumption that these three domains cover most of the primary as well as crucial aspects of crime. Entity pairs are generated by considering only those sentences where two named entities are present with some intermediate context words. This sequence of context words within the entity pair is termed as crime vector that represents the relationship between the entities. The crime vectors of each domain of entity pairs have been vectorised using the Word2Vec approach [27, 28] . The Word2Vec approach considers the intermediate context words or crime vectors as the input and creates a potentially high-dimensional vector space, where each unique crime vector represents a p-dimensional feature vector that characterises the associated entity pair. Word vectors exhibiting contextual similarity stay in close proximity to each other in the vector space. The advantage of using Word2Vec approach other than frequency (Term Frequency-Inverse Document Frequency)-based approaches is that the Word2Vec method helps in latent semantic analysis of the text data sets. Once the word embeddings have been obtained, cosine similarity has been measured for the two entity pairs R and S using (1), where r ! and s ! are the feature vectors generated for R and S, respectively. 
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Based on the similarity score, a complete weighted undirected graph, known as NE-pair Similarity Graph, G ¼ ðN; EÞ is formed, where N is the set of nodes and E represents the set of edges connecting the nodes. Here, n 1 and n 2 are two nodes in N representing two entity pairs R and S respectively, whereas the edge between the nodes n 1 and n 2 has the weight equal to the similarity score between R and S. The graph is made sparse based on a threshold t i associated with each node n i 2 N in graph G. For each node n i , t i is set as the average similarity of it to all other nodes in the graph and the edge incident on this node is removed if its associated weight is less than t i . All the entity pairs of a domain have been considered as nodes, and the higher the similarity among the pairs, the greater is the weight of the corresponding edge. Cosine similarity value ranges in [0,1], where 1 denotes the maximum similarity and 0 shows the maximum dissimilarity.
Clustering and labelling of named entity pairs
Once a complete, weighted and undirected NE-pair Similarity Graph is made sparse, Infomap clustering algorithm [32] has been applied on it. Infomap makes clusters of tightly interconnected entity pairs based on the similarity of generated feature vectors. However, Infomap is an information-theoretic and flow-based network clustering algorithm, which provides a node with the highest flow volume within each cluster. Here, the highest flow volume node of each cluster has been considered as representative entity pair of that cluster. The context words of the representative entity pair define the relationship between them, and this relationship has been assigned as the label of the whole cluster. Thus, all the clusters from each domain have been labelled based on the relationships of the representative entity pairs of their corresponding clusters. As mentioned previously in Sect. 1.2, the relationships represent the different aspects of crime by which the clusters have been labelled. The details of the clustering and labelling of the clusters for determining the relations between the named entities are given in Algorithm 1.
Subclustering based on path similarity
After labelling the clusters, there may be chances that the entity pairs in a cluster do not reflect contextual similarity with their corresponding representative entity pair. Hence, we have taken an attempt to make the cluster labelling more accurate and effective to surpass this problem with the help of paraphrase collection. The paraphrase collection technique basically partitions each cluster into subclusters, so that the entity pairs present in each subcluster are more contextually similar compared to their previous cluster. However, for this paraphrase collection scheme, we have considered the sentences containing the entity pairs in each cluster. Let C i ¼ fep [17] available in NLTK [7] for this task. The WordNet takes the words of the sentences as input and provides an organised graph for all words (synsets), and the similarity has been measured by calculating the shortest path between any two words. This approach is well known as path similarity measure, computed using (2),
wherePðw i ; w j Þ represents the path similarity between two words w i and w j and D sp defines the shortest path distance between w i and w j in the graph of synset.
To measure the similarity between the sentences containing the entity pairs in the clusters, we use the following procedure:
Let C ¼ fC 1 ; C 2 ; . . .; C k g be the k clusters obtained using Algorithm 1. Initially, the entity pairs of the cluster C i are replaced by the sentences in which they lie and let C i ¼ fs , we consider them again as a collection of entity pairs. Then, we calculate the frequency of each context word (crime vector) present in the entity pairs of each subcluster and the most frequent context word is considered as the relation among the entity pairs within the subcluster. The subcluster is labelled by this relation. After labelling the subclusters, again the entity pairs are replaced by corresponding sentences. Thus, we get more compact clusters which help us to discover different crime aspects of the crime reports. The pseudocode for path similaritybased subclustering algorithm is described in Algorithm 2. In Algorithm 2, the k clusters are further partitioned into subclusters. In this algorithm, the sentences of the documents are considered. Let S be the set of sentences. Let 
Time complexity analysis
there be p i number of sentences for cluster C i 8 i ¼ 1; 2; . . .; k. Then, path similarity is computed in P k i¼1 Oðp i Þ ¼ Oð P k i¼1 p i Þ ¼ OðjSjÞ time. To label the subclusters C 2 i and C
Experimental setup and results
The proposed work is an application of natural language processing-based information extraction task in the field of crime data analysis. This section demonstrates the data collection process as well as the results obtained by the application of the proposed methodology.
Data collection
Online version of few classified newspapers which are mostly circulated in India, namely 'The Times of India', 'The Hindu' and 'The Indian Express', has been chosen for collecting the newspaper reports on crime against women in Indian states and union territories. A Python-based site crawler has been designed to look through the aforementioned newspaper Websites and searched for terms related to crimes such as 'rape', 'abduction', 'molestation' and many more. Here, we have considered domain experts advice on types of crime and surveyed other papers dealing with crime analysis. So, we have also searched for the same crime-related terms for our work. 
Experimental results
Upon extracting and preprocessing the reports, named entities have been identified by the noun-phrase-chunking method. The brief description of the data set used in the proposed work is given in Table 1 .
Here, three different types of named entities (PERSON, ORGANISATION and LOCATION) and their combinations, namely, PER-PER, PER-LOC and ORG-PER, have been considered which cover most of the crime information of the reports. Table 2 shows the number of entity pairs in each domain. Initially, we have considered the sentences with two entities and then they were collected separately according to their domain from each report. Here, Table 2 shows the frequency of those collected pairs.
It is mentioned previously that the entity pairs contain some context words which define the relationship between them. The context words of each entity pair have been vectorised using the Word2Vec approach to generate the feature vector that characterises the entity pair. For the proposed work, incorporating the use of Word2Vec model was indispensable as this model yields high quality, distributed and continuous dense vector representation of words. The generated vectors capture contextual and semantic similarity which results in higher values of cosine similarity measured among the entity pairs. Based on the similarity score, a complete weighted undirected NE-pair Similarity Graph is generated for each domain, where the entity pairs are represented as nodes and the connecting edges have a weight equal to the similarity score between 
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Neural Computing and Applications the associated entity pairs. The complete graph always provides a single cluster. But the edge weights are varied from 0 to 1, where the values closer to 0 indicate poor similarity of the corresponding entity pairs. These edges should be removed from the graph. Here, the graph is made sparse by removing such edges using the threshold scheme discussed in Sect. 2.2. Then, Infomap algorithm has been applied on this graph and Table 3 shows the number of clusters formed by the clustering technique. The number of clusters formed is quite large, and there exist many singleton clusters which are removed as outliers, since we are not interested in this work to explore the outliers. The last column of Table 3 shows the final number of clusters considered after removing the outliers. Now, for a better visualisation of the Infomap clustering technique, few entity pairs from the PER-PER domain have been chosen and Fig. 3 shows different clusters in various coloured and numbered nodes.
Once the clusters are formed, the Infomap clustering algorithm also provides a representative named entity pair in each cluster and the clusters have been labelled by the relationship of the representative entity pair. The proposed work focuses on three different aspects of crime by this relation extraction for three different crime domains. It identifies relations between named entities and discovers the crime types, the status of the criminals/victims involved in crime and emphasises a major issue that reflects the actions taken by the governmental organisations using PER-PER, PER-LOC and ORG-PER domains of crime reports, respectively. Tables 4, 5 and 6 show in detail the number of entity pairs with their relational labelling for the clusters of PER-PER, PER-LOC and ORG-PER domain. From Table 4 , it is observed that Infomap produces five different clusters for PER-PER domain of entity pairs and the five clusters are labelled according to five different crime types, namely 'Rape', 'Murder', 'Dowry Death', 'Abduction' and 'Molestation'. Similarly, Table 5 shows the five different clusters with cluster type (label) 'Police', 'Employee', 'Party Leader', 'Religious Leader' and 'Doctor' which represent the status of the criminals. Table 6 shows the three clusters labelled as 'Arrest', 'Imprisonment' and 'Investigation' that represent the actions taken by the organisations. The number of entity pairs in each cluster is also shown in the tables. Total entity pairs 1817
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Once the clustering and labelling have been done, the work has focused on collecting paraphrases from the clusters. Table 7 shows some examples of paraphrases collected from the clusters of different domains. Tables 8, 9 and 10 give the number of subclusters derived from the corresponding original clusters after the paraphrase collection has been performed for each domain. The paraphrases are collected from each cluster using path similarity of the relations of the entity pairs within the cluster. It is computed using WordNet of NLTK that provides the subclusters with entity pairs more semantically similar to each other. For example, cluster type Rape in Table 8 , consisting of 559 entity pairs, is partitioned into two subclusters, namely Sexual Assault and Girl-child Abuse consisting 330 and 229 entity pairs, respectively. The significance of this proposed algorithm is that it helps in deriving more detailed insight of the crime aspects. More subtypes of the crime information have been obtained by this paraphrasing scheme which further helps in the crime analysis task. But at the same time, it is required to confirm that the subclustering of the entity pairs provides more specific crime information. For these, the clusters must be evaluated. Here, the clusters are evaluated by both unsupervised and supervised ways.
Cluster evaluation by unsupervised techniques
The clusters obtained may be evaluated using various internal cluster validation indices [3] . These indices are mainly defined using intracluster and intercluster distances.
The main objective of all these indices is to increase intercluster distance and decrease intracluster distance of the clusters, as it is always desired to make the clusters as compact as possible and well separated from each other. Let the data set consist of P-dimensional N objects. The data set is partitioned into say, k clusters, i.e., C ¼ fC 1 ; C 2 ; . . .; C k g. Let n K be the number of objects in cluster C K for K ¼ 1; 2; . . .; k. So, we can consider the data set as an N Â P matrix and the cluster C K as an n K Â P matrix, for K ¼ 1; 2; . . .; k. Here, we have computed five internal cluster validation indices like Dunn index (DN) [31] and Calinski-Harabasz index (CH) [9] for evaluation of the clusters. The Dunn index and Davies-Bouldin index are defined in (4) and (5) where
. . .; C k g is the clusters obtained by the proposed method. dðC i ; C j Þ is the centroid distance of the clusters C i and C j , MðC p Þ is the diameter distance of cluster C p . The Silhouette index is defined in (6) where
bðjÞ À aðjÞ maxfbðjÞ; aðjÞg ð6Þ b(j) is the average dissimilarity of object o j 2 C i with its closest cluster and a(j) is the average dissimilarity of it with cluster C i . The NIVA cluster validity index is computed using the following two steps:
Step 1 Here, each cluster C K is partitioned into subclusters. Let C K ¼ fC
. . .; k and subcluster C l i K contain n i K number of objects, for i ¼ 1; 2; . . .; K. Then, for each cluster C K , compactness, CompðC K Þ; and separability, SepðC K Þ; are computed using (7) and (8), respectively. respectively. dð C K j ; C K i Þ is the intercluster distance between two subclusters C j K and C i K . Thus, Step 1 gives the weak evaluation of each cluster based on their subclusters.
Step 2 This step calculates the NIVA index of partition C ¼ fC 1 ; C 2 ; . . .; C k g using compactness and separability of each cluster in C computed in Step 1 and is defined by (9) where
where Compac(C) and Separation(C) are defined by (10) and (11), respectively.
C j are the centres of clusters C i and C j respectively. Finally, the Calinski-Harabasz (CH) index is defined based on the intercluster scatter and intracluster scatter, as given in (12) CHðCÞ ¼ Inter CSðCÞ Intra CSðCÞ :
where Inter_CS(C) and Intra_CS(C) are the intercluster scatter and intracluster scatter of the set of clusters C, respectively, defined as follows:
1. Inter cluster Scatter It measures the dispersion between every pair of clusters relative to the whole data set. Precisely, it is defined as the dispersion of the centroids of each cluster with respect to the centroid of the whole data set. Let l
. . .; l C K P Þ be the centroid of the Kth cluster for K ¼ 1; 2; . . .; k and l ¼ ðl 1 ; l 2 ; . . .; l P Þ be the centroid of the whole data set. Then, the inter cluster scatter among the clusters in C is given by (13) .
2. Intra cluster Scatter For a cluster C K , it measures the dispersion between every pair of objects within the cluster C K . Thus, the total intracluster scatter is the sum of the dispersions measured for all the clusters
. . .; n K g Then, the intracluster scatter of cluster C K is given by (14) . 
Therefore, the intracluster scatter in the set C of clusters is given by (15) .
Intra CSðCÞ
From (4-6), it is clear that higher values of Dunn index and Silhouette index and lower values of Davies-Bouldin index give better clusters as the higher intercluster dissimilarity and lower intracluster dissimilarity provide more wellseparated and compact clusters. Similarly, (7) (8) (9) (10) (11) (12) (13) (14) (15) indicate that the smaller values of NIVA index and higher values of Calinski-Harabasz index represent optimal natural partition of clusters. The clusters obtained after applying the Infomap clustering algorithm provide more generic crime aspects which are validated using internal cluster validation indices as shown in Table 11 . All the entity pairs in a cluster may not exhibit contextual similarity with their corresponding representative entity pair in that cluster. So paraphrase collection has been done to get more specific clusters relevant to the crime aspects. The quality of the subclusters obtained using paraphrase collection technique is also evaluated using the same internal cluster validation indices. Table 12 shows the internal indices measured for new set of subclusters. It is observed from Tables 11 and 12 that after collection of the paraphrases, all the measures have improved for all entity pair domains resulting into more relevant and effective cluster labelling.
Cluster evaluation by supervised techniques
In this cluster evaluation technique, a true class label is required for every pair of entities. As the class label is not available, we have followed the standard procedure of generating gold standard class labels by the domain experts. As the Infomap clustering algorithm provides five, five and three clusters for PER-PER, PER-LOC and ORG-PER domains respectively, the domain experts were asked to independently partition all entity pairs of each domain into five, five and three clusters, respectively. They have partitioned the entity pairs based on the class labels obtained by our algorithm. For this work, three domain experts were chosen and so the conflicts that occurred (if any) in their opinion are resolved by their mutual discussions and finally one set of clusters is obtained for each domain of entity pairs. Each expert is well aware of the domain knowledge, well versed in English, and none of them is an author of this paper. A unique class label is assigned to all the entity pairs in the same cluster. These class labels are considered as the gold standard class labels. Similarly, a unique class label is assigned to all the entity pairs in a cluster obtained using Infomap clustering algorithm. In fact, the relation between the representative entity pair, provided by the Infomap algorithm, of each cluster is considered as the class label of all the entity pairs of that cluster. So we can now say the set of clusters as the set of classes of entity pairs. We then evaluate Infomap algorithm-generated clusters with respect to the gold standard clusters obtained by the domain experts by computing external cluster validation indices such as purity (Pu), precision (P), recall (R), F-measure (F) and random index (RI) using (16) (17) (18) (19) (20) .
Here, N ¼ no. of objects, k ¼ no. of clusters, c i and c 0 i are the clusters obtained by Infomap clustering algorithm and domain experts, respectively.
where terms T p ; F p ; T n and F n refer to true positive, false positive, true negative and false negative, respectively. Table 13 shows these external quality measures of the clusters obtained by the proposed method. It is observed that highest purity and F-measure score have been obtained for PER-PER domain of entity pairs. And highest score of RI index has been achieved for both PER-PER and ORG-PER domains of entity pairs. As previously mentioned, to obtain more specific crime information, the clusters are further partitioned into subclusters using paraphrase collection technique. For our experimental data set, a number of subclusters obtained are 10, 13 and 7 for PER-PER, PER-LOC and ORG-PER domains, respectively, obtained using Tables 8, 9 and 10, and also the clusters are labelled. Again the same domain experts are asked to partition the entity pairs of respective domains into 10, 13 and 7 clusters, respectively, based on the class labels. Thus, each entity pair of each domain has two class labels: one is called actual or gold standard class label obtained by domain experts and other is called predicted class label obtained by the proposed method. Again the external cluster validation indices are measured using (16) (17) (18) (19) (20) . Table 14 shows the external indices measured for the set of subclusters. It is observed from Tables 13 and 14 that after collection of the paraphrases, all the measures have improved for all entity pair domains, resulting into more relevant and effective cluster labelling.
The proposed method is also evaluated using various classifiers based on the receiver operating characteristics curve (ROC). In a ROC curve, the false positive (FP) rate and the true positive (TP) rate are represented by X-and Y-axis respectively. The curve at the top left side of the ROC plotting is the 'ideal' point, where the value of false positive rate is known to be zero and true positive rate is one. Therefore, accuracy of a classifier is better when the area under the curve is larger. The motive is to increase the true positive rate as well as decrease the false positive rate.
We have tested our data set for some existing classifiers like K-nearest neighbour (KNN), Naïve Bayes (NB), support vector machine (SVM) and neural network (NN) and eventually obtained the ROC curves as shown in Figs. 2, 4 and 6 for three different domains of entity pairs. The parameter settings of all these four classifiers are described in Table 15 .
In Fig. 4 , data set is considered after final labelling of each entity pair by the domain experts. Similarly, Figs. 5 and 6 are obtained using the data sets labelled after the proposed subclustering and the Infomap-based clustering, respectively. Comparing Figs. 4 and 5, it is observed that almost same area under the curve is achieved by all the classifiers for each domain. Similarly, comparing Figs. 5 and 6, it is observed that area under curve obtained after subclustering is more compared to that obtained by applying Infomap clustering. This proves the significance of the proposed method.
Comparative study
The present work focuses on crime against women in Indian states and union territories. The proposed work is completely unsupervised in nature. Therefore, unlike other existing methods, this methodology does not require the rich annotated corpus which is a quite time-consuming and tedious task. Our work is partially inspired from the previously described relation discovery approach introduced by Hasegawa et al. [19] . Again, Zhang et al. [40] compared their approach with [19] and showed that incorporating a tree similarity-based function in the clustering technique outperformed the hierarchical clustering result of [19] . As far as the authors' knowledge is concerned, no recent research has been done on this domain, and therefore, as a comparison task, we have compared our proposed work with that of [19] and [40] . Both of the above-mentioned research works have considered a small data set of one year 'The New York Times' (1995), whereas our proposed approach proves to be more effective while considering crime data for 8 years. We have used Infomap clustering algorithm which is far efficient than single or complete linkage hierarchical clustering technique. Here, we have performed the comparison task in two different ways.
Primarily, we have used our own crime corpus and applied it on existing methods described in [19] and [40] . Table 16 shows the result that in most of the cases, the proposed work provides better internal as well as external measures than the mentioned two existing methods. The best score for each metric corresponding to each domain is shown in boldface. Next, we considered the corpus of 'The New York Times' (1995) and the two domains of entity pairs PER-GPE (person-geopolitical entity) and COM-COM (company-company) for the comparison task as they have applied their methods in this application. GPE is a subtype of the basic entity LOC. We have collected entity pairs from these two domains and identified the relations among the entities by using the Infomap clustering algorithm. Table 17 shows the evaluation results. It is observed that though in all the cases our method does not provide the best result, it competes with other methods. This proves that the proposed method is equally applicable in these domains.
Again, another relation detection task by Mohamed et al. [29] considered the Web data and K-means clustering algorithm was used for relation detection. However, the value of K was set as 5 by a trial and error method. But the major difference of this work with the above-mentioned works [19, 40] is that the work in [29] considered context similarity instead of entity pair similarity. Now, setting the value of K is a major limitation of the K-means algorithm by which optimal number of natural clusters cannot always be determined. To compare our method with work in [29] , we first set the value of K using the internal cluster validation indices defined in (4-15). Initially, for K ¼ 2, the K-means algorithm gives two clusters for which the cluster validation indices DN, DB, SL, NI and CH are calculated. The process is repeated for K ¼ 3; 4; . . .; 10; and five different curves are drawn separately using five index values as shown in Fig. 7 . From this figure, it is observed that the index values are gradually increased for DN, SL and CH indices and decreased for DB and NI indices up to K ¼ 4 and then the values are decreased and increased, respectively. The idea of the elbow finding method is to choose the value of K at which the DN, DB, SL, NI and CH change abruptly (for our experiment, it is K ¼ 4). This produces an elbow effect in the graph shown in Fig. 7 . Table 18 provides the evaluation result considering K-means clustering with K ¼ 4 for our experimental data set prepared from Indian newspaper crime reports. The result is compared with Tables 12 and 14 . Hence, it can conclude that K-means algorithm is not a good choice for clustering the crime reports for crime data analysis using relationship among named entities. As we mentioned previously, there is no recent research on this application, and we have chosen a state-of-the-art method described in [24] for comparison purpose. Though this work in [24] is different from our proposed work, still we have considered this data set to evaluate our method as it is unbiased and comprises real criminal reports. Police and witness narrative reports have been collected from several newspapers, blogs and forums like 'SFGate Crime', 'TheLAW.com', 'Baltimore Crime', 'Secret Witness', 'True Crime Blog' and many more. After the basic preprocessing, these data were made to pass through a GATE module [12] -based system for identifying crime-related entities. Then, lexicons were built from several sources for The bold results indicate the best results obtained for each corresponding measure Neural Computing and Applications recognising entities from the crime reports. A total of 15 lexicons, namely 'Act/Event', 'Scene', 'People', 'Personal Property', 'Vehicle', 'Weapon', 'Body Part', 'Time', 'Drug', 'Shoes', 'Electronic', 'Physical Feature', 'Physical Condition', 'Hair' and 'Clothing', were considered. Here, also we have followed the same process of selecting entity pairs of PER-PER, PER-LOC and ORG-PER domains, constructed the graph, applied Infomap clustering algorithm and finally obtained subclusters based on paraphrase collection. Along with our proposed method, we have also performed the comparison with the other methods presented in [19, 40] . Thus, the efficiency of the proposed work has been evaluated considering the police and witness narrative reports and the results are shown in Table 19 . The best score for each metric corresponding to each domain is shown in boldface. It is observed that while considering the relatively unbiased criminal reports of [24] , our proposed method has exceeded the other existing methods in terms of both external and internal performance measurement metrics, as shown in Table 19 . As these data sets comprise police and witness narrative reports, the presence of several crime-related terms has helped in achieving the best result for PER-PER domain.
Conclusion
The present work emphasises analysing the crime types based on online newspaper reports for over a long period of time. It has performed in an unsupervised manner by recognising the named entities and deciphering the relationships among them. It uses an efficient paraphrasing technique that forms subclusters of entity pairs similar in context. It has been observed that optimal cluster validation indices are achieved using the paraphrase extraction-based relation discovery which depicts the significance of the proposed approach. We have applied our method on the crime data for eight long years, and as a future work, more data sets along with semantic bootstrapping or some other semi-supervised techniques can be used to enhance the efficiency of the system. As the main focus of the method is on analysing the crime aspect in India, the proposed method has been applied on Indian crime data. But it can also be used for analysing the crime trend of other countries or continents with all necessary modifications. The present work provides insight on different characteristics of crime in India that took place over the past years. It can help the law enforcement agencies to take proper crime prevention strategies by understanding the crime aspects from the past years. The proposed methodology is an application in the crime domain, and it can also be applied on other domains as well.
