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Abstract-This brief note describes some new finite difference methods of order 2 and 3 for approxi. 
mating eigenvalues of a two point boundary-value problem involving the differential equation 
.v” + (i.q(x) - p(x))? = 0. 
These methods are based on the central difference formula 
Numerical results are tabulated in order to demonstrate practical usefulness of our methods. 
I. INTRODUCTION 
We shall consider the second-order homogeneous linear differential equation 
Y” + [E-q(x) - p(x)]y = 0 
associated with one of the following pairs of homogeneous boundary conditions: 
(a) Y(a) = y’(b) = 0, 
(b) y’(a) = y’(b) = 0, 
(0.1) 
(I.11 
(1.2) 
Such boundary-value problems occur frequently in modem physics and engineering (see [4, 6, 
7, 91). Recently, Chawla and Katti (1980, 1983) have developed a finite difference method of 
order 4 for computing approximate value of E. for the boundary-value problem 
p’ + i.q(x)y = 0, y(a) = y(b) = 0. (1.3) 
Their method leads to a generalized five-band symmetric matrix eigenvalue problem. 
The purpose of this note is to present some new finite difference methods for computing 
approximate values of i. for the boundary-value problems (1 . l)-( 1.2a), (1 . l)-( 1.2b) and (l.l)- 
(1-2~). We assume that the function p(x) and q(x) are continuous and 
q(x) > 0, x E [a, 61. (1.4) 
Also, for computing eigenvalues, it is natural to ask for a discretization of (1. l)-( 1.2) in the 
form 
Cy = i.h2Qy + t(h), (1.5) 
where C is a suitable band matrix and Q is a nonsingular diagonal matrix. The reasons for this 
requirement are cited in [2]. 
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2. METHODS FOR COMPUTING i FOR I : I I-( I.2a1 
For a positive integer N 2 2, let h = (b - a)iN and X, = 0 + ih. i = O(liN. In (1. I). 
we assume that the function p(x) satisfies 
p(x) 1. 0. x E [n, b]. (2.1) 
The conditions (1.4) and (2.1) together ensure that the boundary-value problem ( I. 11-t I .7a) 
has infinitely many eigenvalues {&}, k = 0, 1, 2. . , satisfying 
0 < i., < i, < i? < ..* < 2, < ... (‘.3) -_ 
such that E., + x as k + 3~ (see [7]). The boundary-value problem (1 l)-( 1.2a) is discretized 
by the difference equations 
(a) hl - 2y, + y,, , = h2y:’ + $ _P’(<,). 
t, E (x,-l, x,,,), i = l(l)N - 1, (2.3) 
<N E (XN-1, xN). 
The discretization (2.3b) is introduced so that the resulting coefficient matrix in (2.3) is a 
tridiagonal symmetric matrix. The system of linear equations (2.3) can be written conveniently 
in matrix form 
(.I + h’P)y = /Ih?Qy + r(h), (2.4) 
where J = ci,,,) is a tridiagonal symmetric matrix such thatj,,,,, = 2, tn = I( 1 )N - I, j,.,v = 1; 
imn = - 1 for (m - n( = 1. The matrixes P and Q are diagonal matrices 
pI, pz, . , P,+~, ; P,bS . i 1 
1 
and 
T 
r(h) = i h4yc4’(<,), . . , $ h4y’Y&_,), ; y”‘(<N) 1 
Thus, our methods for computing approximations A for i. can be expressed as a generalized 
eigenvalue problem 
(J + h?P)j = Ah’Qj. (2.5) 
The matrix J is positive definite and hence it can be shown easily that for any step-size h > 0, 
the approximations ,4 for E. by (2.5) are real and positive for all p(x) I 0 and q(x) > 0. Next, 
we proceed to prove very briefly that our method provides O(h’) convergent approximations 
A for i.. 
LEMMA 1 
Let Z(h) = (.I + h?P)-‘t(h), then for each eigenvalue L of (I. 1)--C 1.2a) and the corre- 
sponding normalized eigenfunction y(x), there exists an eigenvalue Ah’ of Q _ ‘(J + h’P) such 
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that 
I I - ; 5 KIIZ(h)II, 
For the interpretation of the constant K. the reader is referred to Lemma 2 in Ref 2. 
THEOREM 2 
Let any fixed eigenvalue of the problem ( 1. I )-( I .2a) be approximated by some eigenvalue 
n of the discrete problem (2.5), then 
I .I 1 - ; = O(h’). 
Proof. The matrices .I and (J + h’P) are both monotone satisfying J + h*P 2 J and 
hence (J + I?P)- 5 J-’ for p(.r) 2 0. If J-’ = (a,,), then J-l is symmetric and a,, = j, 
i 5 j. see Ref. 8. Also 
Q,I + a,,, = 1 + i 5 1 + N = O(h-I), (2.6) 
and similarly 
.v- I v-1 
2 a,, = 2 u,, + c u,, = 
(i - l)(i + 2) 
+ (N - i - l)i 
,=1 I=? ,=,+I 2 
= f [(2N - l)i - i? - 21 
5 i N(N + 1) = O(h_‘). (2.7) 
Now. 
X-I 
IZ(17)1, = wl + ai.dr + C a,,', 
,=2 
where M, = max l\.“‘(x)l. Now on using (2.6) and (2.7), we obtain 
(2.8) 
The result of the theorem now follows from (2.8) and Lemma I. 
Next. the boundary-value problem (1 . l)-( 1.2a) is discretized by the following finite dif- 
ference scheme 
(a) - 14~~ + 29~, - 16_~? + xi = -h?(_v; + 12~9;) - ; h4&” + ..a , 
2 
(b) .Y-: - 16.~_, + 30x, - 16x,_, + x,_? = - 12h?$’ + Is h6.\.‘6’(&), 
5, E (x,_~. x-,_?). i = Z(l)N - 2. 
(C) ?‘\_3 - 16x,_: + 32x,_, - 17x, = -3ky;. - f h:_v’;._, _ ; hay;?’ + . . . , 
(2.9) 
(d) J,-> - 17>,,_, A- 16~\ = 15hx; - +72y'( 3 
I + _ II’!‘;’ _ _ hAFf’ + . . 
2 24 
906 R. A. USMANI 
The formula (2.9b) is obtained from (0.1) on truncating it after two terms on the right side of 
the equality sign. The difference approximations (2.9a), (2.9~) and (2.9d) are chosen so that 
the resulting coefficient matrix in (2.9) turns out to be a five-band symmetric matrix. As before, 
it follows that our present method provides 0(h3) convergent approximations il for i.. This is 
proved either by the techniques employed in proving Theorem 2 or by the results of Grigorieff 
(1975). 
3. METHODS FOR COMPUTING i FOR i 1. I)-( I .Zb) 
For this and the next section, let h = (6 - a)l(N - I), x, = a + (i - l)h. i = I( 1)N 
and at first the boundary-value problem is discretized by the following scheme 
(4 -Y, + y2 = -hy; - ; h2y;’ - ; h3$“(<,), 
(b) yi-1 - 2J’i + )‘,+I = h*J’y $_ i h4)“4’((i), i = 2(1)N - 1, 
(c) -YN-I + yN = hyh - ; h2y; + ; h’y”‘(<,). 
(3.1) 
It can be shown that the boundary-value problem (1 . l)-( 1.2b) has infinitely many eigenvalues 
{,I,} satisfying (2.2) provided p(x), q(x) > 0 on [a, b]. It can also be proved that the approx- 
imations /i for I based on (3.1) are 0(h2) convergent. 
A third-order method is obtained on discretizing (1 . l)-( 1.2b) by the difference equations 
(a) 16y, - 17~2 + y3 = -Shy; - ; hZy; _ ; hjy’,’ - & hJY[;’ + . . . , 
(b) - 17y, + 32y, - 16y, + y4 = 3hy; - +j h2y; - ; h4y’;’ + ... , 
CC) y,-2 - 16y;_, f 3OYi - 16Yi+k + Yi+l = - 12h2Yy + $ h6Y’6’(s’,), 
ri E (Xi_*, X/+2), i = 2(1)N - 2, (3.2) 
(d) YN-3 - 16y~-2 + 32yN-1 - 17Y, = - 3hyE, - F h2yf;_, _ ; hJyr;t’ + . . . , 
(e) yN-2 - 17yN-, + 16~~ = 
L L4 
lShyE, - ‘i! h2y; + ; h3y; - & h“y$’ + . . . . 
4. METHODS FOR COMPUTING i. FOR (I.I)-(1.2~) 
For the homogeneous boundary conditions (1.2c), we assume that 
10, dZ0, c+d>O. (4.1) 
Here the conditions (1.4), (2.1) and (4.1) ensure that this boundary-value problem has infinitely 
many eigenvalues {&} satisfying (2.2). The boundary problem is discretized by the simple 
classical scheme 
(a) -y, + y, = hyi + i h*yT + i h3y’(’ + & h4y’“)(<,), 
(b) Yi-1 - 2Y, + Yi+l = h2yj’ + ; h4y’4’(tA i = 2(1)N - 1, 
(c) -yN-I + yN = hyE, - ; h2y; - 3 hJyE;’ - & h4yc4’( rN). 
(4.1) 
It can be shown that the approximations A for E. based on (4.1) are O(h’) convergent. 
Our attempts to develop a higher-order method are described below. For i = 3( l)N - 2, 
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- (128 - S4)y, + 12h’y”i = $ h6y’6’(&). (4.2) 
In addition, we need four more discretizations, one each for the points x,, x2, x,_, and x,. In 
order that the resulting coefficient matrix be five-band for i = 1, 2, we introduce the following 
two discretizations: 
Du+4 
- (1 + /f)y, + ,&v? + 4’3 = (fi + 2)hy; + -j- h’y;’ 
+ i (fi + 8)h3yy + +4 (11 + 16)h4y\“’ 
+ & (,D + 32)h5y’,S’ + ..+ , (4.3) 
,H~, + (15 - p)yZ - 16~3 + y4 = -(P + 14)hy; - ; (P + 4W2y; 
+ f (p + 17)h3yl, + $ (5p + 80)h4y:4’ 
+ & (9~ + 146)/~~y\~’ + a** , (4.4) 
where ,D is an arbitrary real number. The other two discretizations for i = N - 1, N are now 
obtained from (4.3) and (4.4) by writing these backwards from x,. To describe the resulting 
method we write the above discretizations in a suitable matrix form. Thus, our method for 
computing approximations n for i can be expressed as a generalized five-band eigenvalue 
problem 
(A(p) + h’P)j = /ih2Qj. (4.5) 
The five-band matrix A( - 14) is symmetric but the numerical results are unfortunately 0(/z’) 
convergent only. On the other hand, the five-band matrix A( - 17) is assymetyric but the 
numerical results are 0(h3) convergent. The numerical method based on difference equations 
(4.2), (4.3) and (4.4) will be referred to as M(p) in the next section (see Table 3). 
5. NUMERICAL EXAMPLES 
Example 5.1. 
Consider the eigenvalue problem 
_v” + 
/. 
v = 0, y(0) = y’(1) = 0. 
(1 + x)?_ 
(5.1) 
Table I. i., = 6.731, 865. 405, 
Method based on (2.3) Method based on (2.9) 
‘4 / A, 
f 6.687.678 6.63-3’i 6.733.860 2.96-4 
f 6.719.532 1.84-3 6.731.950 1.26-5 
A 6.728.704 4.70-4 6.731,866 I .89-7 
; 6.731.070 666 2.96-5 1.18-4 6.731.864 5 6.09-8 I 27
A 6.731.815 7.39-6 6.731,865 I .69-9 
+We write 6.61-3 for 6.61 X IO-’ 
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Table 2. i, = 2.542. 761. 804. 
Method based on (3. I ) Llethod based on (3.2) 
A, 
2.494.133 I .95-2 
2.530.745 4.75-3 
2.539.768 I. 18.3 
2.542.014 2.94-4 
2.542.574 7.36-5 
2.542.715 I .85-5 
.J, I 1 I -: 
2.548.865 7.39-3 
2.5-13.572 3.19-J 
2.iJ2.866 -1.11-5 
2.5-12.775 5.20-6 
2.542.763 6.16-7 
2.542.761 7.20-8 
We use the proposed methods based on (2.3) and (2.9) for the problem (5.1) with several 
different values of the step-size h and compute the smallest approximate eigenvalue A,. The 
computed numerical values of A, are presented in Table 1. The relative errors are also calculated 
and tabulated in this table using i., = 6.731, 865, 40.5, . This value of i., (we assume it 
to be exact) was obtained using the method based on (2.9) with h = 11256. 
In table 1, we observe that 11 - %,/A,[ based on (2.3) behaves like 0(/z’) justifying the 
result established in Theorem 2 that our method is of order 2. 
Example 5.2. 
Consider the eigenvalue problem 
yl’ + 
[ 
i. 
- - (1 + x2) y = 0, y’(O) = !“(I) = 0. 
(1 + x)? 1 (5.2) 
The observations made for (5. I) hold for the problem (5.2) also. The numerical values of A, 
obtained from (3.1) and (3.2) are presented in Table 2. 
Example 5.3. 
Consider the eigenvalue problem 
[ 
i. 
y”+ (1 fx)’ ---(I +x’) 1 y=o, y'(O) - y(O) = L"(1) +y(I) = 0.(5.3) 
The approximations A, to i., = 5.833, 767, 621, . and the relative errors ( I - i.,izl, 1 are 
calculated and tabulated in Table 3 based on methods (4. I), M( - 14) and M( - 17). The value 
of i., (we assume it to be exact) was computed using method M( - 17) with h = 11256. 
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Table 3. i, = 5.833. 767. 621. 
Method based on (4. I ) Method M( - IJI 
I .I l-l? 
f 7.61-3 9.66-3 
I ii I .94-3 2.57-i 
L I li 4.88-4 6.21-1 
:+i I .22-4 I .50-J 
f?z 3.05-5 3.66-S 
i& 7.64-6 9.03-6 
Method M( - 17) 
5.831.X-i I 2.38-4 
5.X33.335 7.-l-5 
5.X33.692 I .29-5 
5 X33.756 I .86-6 
5.X33.766 2.45-7 
5.X33.767 2.81-X 
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