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Abstract—Conducting surveillance of the Earth’s orbit is a
key task towards achieving space situational awareness (SSA).
Our work focuses on the optical detection of man-made objects
(e.g., satellites, space debris) in Geostationary orbit (GEO), which
is home to major space assets such as telecommunications and
navigational satellites. GEO object detection is challenging due
to the distance of the targets, which appear as small dim points
among a clutter of bright stars. In this paper, we propose a novel
multi-target detection technique based on topological sweep, to
find GEO objects from a short sequence of optical images. Our
topological sweep technique exploits the geometric duality that
underpins the approximately linear trajectory of target objects
across the input sequence, to extract the targets from significant
clutter and noise. Unlike standard multi-target methods, our
algorithm deterministically solves a combinatorial problem to
ensure high-recall rates without requiring accurate initializations.
The usage of geometric duality also yields an algorithm that is
computationally efficient and suitable for online processing.
Index Terms—space situational awareness, geostationary orbit,
multi-target detection, topological sweep.
I. INTRODUCTION
V IRTUALLY all aspects of modern life depend on spacetechnology, including communications, media, com-
merce, and navigation. Enabling space technology are the
thousands of space assets (satellites, space stations, etc.) cur-
rently in orbit, which amount to trillions of dollars of invest-
ment. With space usage projected to increase rapidly, in part
due to the participation of new state and private operators, the
number of space assets will also grow quickly.
Greater space usage naturally leads to more “crowding" of
the Earth’s orbit by resident space objects (RSO); these include
the space assets that directly support the intended applications,
as well as the orbital debris that occur as by-products of
related space activities (e.g., launching, decommissioning or
destruction of space assets) [1]. The increase in RSOs raises
the potential of collision between space assets and debris, and
this has been identified as a pressing global issue.
Achieving SSA is crucial towards alleviating the risk of
space asset destruction due to collisions. Broadly, SSA entails
building and maintaining an up-to-date understanding of the
near space environment and the contents therein [2], to enable
conjunction analysis and collision prevention strategies. A
key step towards achieving SSA is the detection of known,
unknown and new RSOs, which can be achieved using a
variety of paradigms (e.g., ground-based radar [3], [4], ground-
based telescopes [5], [6], satellite-based observers [7], [8])
that have complementary strengths. For example, space-based
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detectors are more difficult to establish, but they are not
as limited by weather and atmospheric effects as ground-
based detectors. Realistically, a holistic SSA solution will be
a combination of different approaches.
A. Our setting
In our work, we focus on the detection of RSOs in GEO,
which is about 35, 000 km above the Earth’s surface. Objects
in GEO travel synchronously with the Earth’s rotation, thus
they appear motionless from a fixed point on Earth. For
commercial and other reasons for GEO surveillance, see [9].
We employ an optical sensor with suitable telescopic mag-
nification to observe target regions in GEO; see [9] for
specific hardware information. Due to the significant distance
of GEO, objects are imaged to only a few pixels, thus making
detection challenging, especially against a bright star field in
the background; see Fig. 1 for sample images. To help deal
with the paucity of the signal, following [5], [6], [10], [9] a
short sequence of images (e.g., 5 in total) with long exposure
(e.g., 30 seconds for each image) and short inter-image delay
is acquired while fixating the camera at the target GEO region;
again, see Fig. 1 for a sample sequence.
Note that due to the low speed of GEO objects relative to
the observing platform, they tend to not “streak" even under
the long exposure. Our problem is thus reduced to finding dim
point-like targets in a cluttered image sequence.
B. Existing methods for GEO object detection
A number of existing methods for the setting above take
advantage of the approximately linear pattern of the target
trajectories across the sequence, after factoring out the ap-
parent movement of the background stars. With the aid of
FPGA acceleration, Yanagisawa et al. [5] exhaustively search
all linear trajectories across the input sequence. However, this
is resource intensive and is not very attractive for space-
based platforms [7], [8]. Šára et al. [6] and Do et al. [9] first
register the images to a common image frame, then perform
line finding using randomised heuristics to detect linear tracks.
We adopt the framework of [6], [9], but significantly improve
the track extraction step by a novel deterministic topological
sweep technique (more details later).
GEO object detection is also amenable to a track-before-
detect (TBD) treatment [11]. The concept of TBD is to im-
prove the SNR of weak targets by accumulating measurements
across different time steps to yield more confident detections.
Davey et al. [10] developed a histogram probabilistic multi-
hypothesis tracking (H-PMHT) technique for space object
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2Figure 1. (Top row) Sample image sequence recorded under the setting in Sec. I-A. Here, each image is of size 2048× 2048 pixels. (Bottom row) Close-up
of a target object (an RSO in GEO) in the image sequence. The tiny size of the object (a small blob of a few pixels) and its relative dimness to background
noise and other bright celestial objects (e.g., stars which appear as streaks due to the long exposure) make detection a challenging problem.
detection, under a similar setting as ours. However, their
technique requires a relatively long image sequence to achieve
sufficient accumulation, whereas the input sequence can be
short (e.g., 5 images only). Another weakness of H-PMHT
is the need for accurate track initializations. We will show
how exploiting the approximately linear shape of the trajectory
using topological sweep helps to overcome these issues.
C. Our contributions
We propose a novel algorithm based on topological sweep
for detecting multiple GEO objects for the setting described in
Sec. I-A. The core idea is to exploit the fundamental geometric
duality of linear point tracks to enable deterministic search
over all possible candidate targets. Notwithstanding the enu-
merative nature of the method, the usage of topological sweep
- a classical technique from computational geometry [12] -
enables high processing speeds on practical input sizes.
Moreover, unlike [6], [9] which employ randomised heuris-
tics for the equivalent step in the pipeline, our technique
deterministically examines all possible candidates, and thus
does not run the risk of missing targets. Compared to [10],
our technique is viable even for short image sequences and is
not dependent on accurate track initializations. We will exper-
imentally benchmark against the previous methods above, as
well as other multi-target tracking approaches [13].
The rest of the paper is organized as follows: in Sec. II,
we state the necessary preprocessing, define our problem and
survey previous methods that are applicable. Sec. III describes
the mathematical formulation adopted and baseline methods.
Sec. IV inspects the dual form of the formulation before the
proposed algorithm is presented in Sec. V. In Sec. VI, we
evaluate and compare our method against the alternatives,
before concluding and mentioning future work in Sec. VII.
II. PRELIMINARIES
We begin by describing the preprocessing conducted in our
pipeline, and a formal statement of our problem.
A. Preprocessing
We apply the preprocessing method of [9], [6], which takes
as input a sequence of F images {I1, . . . , IF } (e.g., the
sequence in Fig. 1) and outputs a 2D point set
D = {di}Ni=1, (1)
where each di = (xi, yi) has a time index
ti ∈ {1, . . . , F} (2)
that indicates the image origin of di; see Fig. 2a for a
sample result of the preprocessing. The main steps of the
preprocessing are to reduce each image to a set of discrete
foreground points (stars and RSOs), then align the point sets
from all images onto a common reference frame.
We apply the foreground segmentation method of [9] based
on Gaussian Process regression. The aim of this step is to
reduce the computational burden of the subsequent process-
ing, by retaining only the pixel locations that matter (i.e.,
those corresponding to stars and RSOs). The procedure can
be viewed as a statistically justified form of thresholding,
which takes into account local intensity information and image
structure. Nonetheless, the segmentation is conservative, in
that significant false positives remain; see Fig. 2a.
Point set alignment is achieved by matching the star field
patterns between the images, which also allow the background
stars to be removed from the output since the stars overlap in
the common frame; see [9] for details. Note that inevitable
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Figure 2. (a) Time-indexed 2D points D produced by the preprocessing
of [9] on the sequence in Fig. 1. The points are colored according to their
time index. Points circled in black indicate the target objects; there are four
distinct objects in this sequence, which make up four tracks {τk}4k=1. (b)
Target objects plotted on the original images warped to a common frame using
the registration parameters estimated during preprocessing (note that warping
the images is purely for visualization and is not required in our method).
inaccuracies in the alignment will cause points corresponding
to some background stars or parts thereof to remain in D.
For details of the preprocessing, see [9]. We emphasize
that the preprocessing is imperfect, in that significant clutter
remains in the output, alongside the target objects.
B. Overall aim
Our focus in this paper starts from the time-indexed 2D
point set D. The overarching aim is to find a set of tracks
{τk}Kk=1 (3)
corresponding to K objects, where each track
τk ⊂ {1, . . . , N} (4)
contains a number of elements of D (for brevity, we do not dis-
tinguish between a point di and its index i); see Fig. 2 for the
desired result. What constitutes a “track" and how to evaluate
the quality of a track vary across different formulations (we
will define ours in Sec. III). Also, the number of objects K is
potentially unknown, and the detection or tracking algorithm
should be robust against this missing information.
Some multi-target tracking algorithms do not output tracks
as subsets of the input points, but the track parameters (e.g.,
state estimates) directly. A data association step can be per-
formed to convert such outputs to the form (3).
C. Existing methods for multi-target tracking
There is a large body of literature on multi-target track-
ing [14], [13]. Here, we highlight several techniques that are
relevant to our overall aim, as defined above.
The probabilistic multi-hypothesis tracking (PMHT) tech-
nique [15], [16] can be applied on D to extract K tracks.
Briefly, given initializations to the tracks, PMHT alternates
between weighted assignment of the points to the tracks, and
updating the tracks based on the weighted assignments using
an estimator, e.g., Kalman filter. It can be shown that the
procedure is a form of hill climbing that is guaranteed to
converge. However, the quality of the final output depends
heavily on the goodness of the initializations.
By assuming that the target trajectories form linear tracks,
the Hough Transform (HT) technique [17] can be applied to
the time-indexed point set D to find the desired trajectories
{τk}Kk=1, which correspond to K peaks in the Hough accu-
mulator. However, the accuracy of HT is sensitive to parameter
tuning; for example, the appropriate resolution of the Hough
accumulator is tricky to determine a priori. Incorrect parame-
ter settings will cause genuine tracks to be suppressed, or false
tracks corresponding to spurious peaks to be returned.
Also under linear trajectory assumption, Guo and White [18]
applied random sample consensus (RANSAC) [19] and plane
sweep [20] to perform TBD on point-wise measurements.
They showed higher accuracy and stability than HT; however,
their technique has been demonstrated only on single-target
scenarios and synthetic data. Our approach is inspired by [18],
specifically, the usage of computational geometry techniques
based on the concept of duality. However, we extend [18] to
the multi-target case, improve their runtime using topological
sweep [12], and validate our method on real data from SSA.
Given the low speed of the GEO objects relative to the
observer and the short length of the input sequence, the target
trajectories are modeled well by lines. An additional property
that we take advantage of is that the almost constant distances
between the target positions on the same track, due to using a
constant exposure and frame rate for the image capture. Fig. 2
demonstrates the validity of these assumptions.
III. PROBLEM FORMULATION
A. Objective
Based on the above observations, we construct a model for
our targets as encapsulated in the following definition.
Definition 1 (Feasible track). A track τ is feasible if
C1: i, j ∈ τ =⇒ ti 6= tj (no two points in the track
originated from the same image).
C2: There exists l1 ∈ R2 such that for all i ∈ τ ,
|yi − [xi 1] l1| ≤ 1 (5)
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Figure 3. (a) A feasible track consists of points from different images (C1);
here, the points are color-coded as per Fig. 2a. The points also lie within 1
to a line l1 in (x, y) space (C2) and are ordered and separated by a constant
distance (up to error 2) along the x-axis (C3). (b) Condition C3 is also
captured by the points lying within 2 to a line l2 in (t, x) space.
(all points in the track lie within distance 1 to a line).
C3: There exist l2 ∈ R2 such that for all i, j ∈ τ ,
|xi − [ti 1] l2| ≤ 2 (6)
(points on the track are ordered according to their time
index and separated by a constant distance |xi − [ti 1] l2|
(up to error 2) along the x-axis).
Figs. 3 and 4 illustrate feasible and infeasible tracks. We
then refine the overall aim in Sec. II-B into the following.
Problem 1 (FINDALLTRACKS). Given a time-indexed 2D
point set D = {di}Ni=1 and positive thresholds 1 and 2, find
all feasible tracks in D.
As defined above, the solution to FINDALLTRACKS is the
list of all feasible tracks T = {τ1, τ2, . . . } in D. Note that not
all feasible tracks are meaningful; in the degenerate case, any
two points will satisfy C2 and C3, thus tracks of length two
should be ignored. Also, due to C1, a feasible track has length
at most F (the number of images). To provide a result for the
overall aim in Sec. II-B based on FINDALLTRACKS, the K
longest tracks from T are designated as the final output, with
ties broken using suitable heuristics; the GEO object detection
result in Fig. 2 was obtained in this manner.
A weakness of the model in Definition 1 is the potential
numerical instability for tracks with a near vertical direction
(when the slope component in l1 approaches infinity1), thereby
causing such tracks to be missed. In fact, tracks that are truly
vertical (infinite slope) are not defined under the model. A
simple trick to avoid this shortcoming is to swap the xi and yi
coordinates in D and solve FINDALLTRACKS a second time
to detect near vertical tracks. Since our proposed algorithm
(Sec. V) is fast, this does not introduce significant overheads.
B. Naive method
A simple method for FINDALLTRACKS is to enumerate
all subsets of D of size greater than two, and retain only the
subsets that correspond to feasible tracks; see Algorithm 1. To
check that a candidate τ satisfies C2, we solve
min
l1∈R2
max
i∈τ
|yi − [xi 1]l1| (7)
1This issue does not affect l2 since the time indices ti are discrete.
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Figure 4. Illustration of infeasible tracks. (a) The points are not from different
time indices (violates C1). (b) The points do not form a line (violates C2). (c)
The points are not separated by a constant distance up to error 2 (violates
C3). (d) The points are located randomly and meet none of the conditions.
Algorithm 1: Naive method for Problem 1.
Require: Time-indexed 2D point set D = {di}Ni=1, positive
thresholds 1 and 2.
1: T ← ∅.
2: for all τ ⊂ {1, . . . , N} that satisfy C1 and |τ | > 2 do
3: if τ satisfies C2 and C3 then
4: T ← T ∪ {τ}.
5: end if
6: end for
7: return T .
and examine if the optimal value is no greater than 1. The
minimax problem (7) can be solved analytically; see [21,
Chapter 2] for details. C3 can be tested by simply changing
the entering measurements in the minimax problem
min
l2∈R2
max
i∈τ
|xi − [ti 1]l2|, (8)
as well as changing the comparison threshold to 2.
The naive method is inefficient due to exhaustive search. To
simplify analysis, assume that each image contains n points
after the preprocessing i.e., N = Fn. We must thus examine
nF + nF−1 + · · ·+ n3 ≡ O(nF ) (9)
subsets, which is impractical except for small n and F .
C. Baseline method
To avoid the significant cost of subset enumeration, we can
leverage the geometric constraint in C2. Specifically, using
a line finding algorithm, we first extract a number of linear
structures {D1,D2, . . . ,DM} from D, where each Dj ⊆ D,
j ∈ {1, . . . ,M}, consists of points that lie close to a line.
We then invoke Algorithm 1 on each Dj and accumulate the
results to form T . Algorithm 2 summarizes the procedure.
Since typically |Dj |  |D|, we avoid incurring the significant
cost of running the naive method on large point sets.
5Algorithm 2: Baseline method for Problem 1.
Require: Time-indexed 2D point set D = {di}Ni=1, positive
thresholds 1 and 2.
1: {D1, . . . ,DM} ← Run line finding algorithm on D.
2: T ← ∅.
3: for j = 1, . . . ,M do
4: Tj ← Run Algorithm 1 on Dj , 1 and 2.
5: T ← T ∪ Tj .
6: end for
7: return T .
r
(a) Primal space.
r
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Figure 5. Illustrating point-and-line duality. Each point in the primal space
(a) is mapped to a line in the dual space (b). A line that passes through two
points in the primal (e.g., cyan and red points) is mapped to the intersection
of the dual lines of the two points. The distance r between a point to a line in
the primal (e.g., blue point to black line) is preserved in the dual; moreover,
the above and below relationships are flipped between primal and dual (e.g.,
if a point is above a line in the primal, the dual line is below the dual point).
Various line finding algorithms can be used in Step 1 in
Algorithm 2. For example, HT [22] can be executed on D
to return M linear structures corresponding to M peaks in
the Hough accumulator. RANSAC [19] is another popular
algorithm for line finding. While standard RANSAC is de-
signed to find only one structure, the algorithm can be executed
sequentially by removing the inliers found at each run.
Algorithm 2 is a close depiction of Šára et al. [6] and Do et
al. [9], who used RANSAC-like algorithms to extract tracks
from D. However, as alluded above, both HT and RANSAC
are heuristics; moreover, HT is sensitive to parameter tuning.
Thus, using such algorithms in Algorithm 2 does not guarantee
solving FINDALLTRACKS, thus potentially missing valid
feasible tracks; we will demonstrate this weakness in the
experiments. In the following, we propose a novel method
for FINDALLTRACKS using topological sweep.
IV. DUAL FORMULATION
Before formulating our algorithm in Sec. V, we describe a
form of geometric duality and its implication on Definition 1.
A. Point-and-line duality
We adopt the point-and-line duality originally used in [23]: a
point d = (x, y) in the original data space P (a.k.a. the primal
space) is mapped to a line ` = (x, y) in the dual space Q;
more specifically, the points (p, q) ∈ Q that lie on ` are
{(p, q) ∈ Q | q = xp+ y = [p 1] `}. (10)
We summarise this primal-to-dual mapping by
F(d) = `. (11)
F also maps a line l = (m, c) in P , i.e., the set
{(x, y) ∈ P | y = mx+ c = [x 1] l}, (12)
to a point δ = (−m, c) in Q. This is also summarised as
F(l) = δ. (13)
The reverse (dual-to-primal) mapping is represented as d =
F−1(`) and l = F−1(δ). Fig. 5 illustrates this concept of
duality. The implications of the adopted duality on several
fundamental geometric relationships are described below.
1) Intersections: A line l¯ = (m¯, c¯) passes through two
points di and dj in P if equations
yi = m¯xi + c¯ and yj = m¯xj + c¯ (14)
are satisfied simultaneously. Then, the dual point δ¯ =
(−m¯, c¯) = F(l¯) lies at the intersection of the lines `i = F(di)
and `j = F(dj), since (14) implies that
q = xip+ yi and q = xjp+ yj (15)
are solved simultaneously by setting q = c¯ and p = −m¯. The
reverse also holds: the line that passes through two points δi
and δj in Q is dual to the point that lies at the intersection of
lines li = F(δi) and lj = F(δj) in P . See Fig. 5.
2) Point-to-line distances: The distance between the point
di = (xi, yi) and the line l¯ = (m¯, c¯) in P is
r(di, l¯) = |yi − (m¯xi + c¯)| = |yi − [xi 1] l¯|, (16)
which is also the distance between the point δ¯ = (−m¯, c¯) =
F(l¯) and the line `i = (xi, yi) = F(di) and in Q
r(δ¯, `i) = |c¯− (−xim¯+ yi)| = |(m¯xi + c¯)− yi|. (17)
Note that the above and below relationships are flipped, in that
if di is above l¯, then F(di) is above F(l¯) and vice versa. In
other words,
sign(yi − (m¯xi + c¯)) 6= sign((m¯xi + c¯)− yi). (18)
Fig. 5 also illustrates point-to-line distances under duality.
B. Feasibility conditions under duality
To develop useful insights of the feasibility conditions in
Definition 1 in the dual, we use a construction of Kenmochi et
al. [24] as follows. Given point set D = {di}Ni=1, we generate
two new point sets D′ = {d′i}Ni=1 and D′′ = {d′′i }Ni=1, where
d′i = (xi, yi − 1) and d′′i = (xi, yi + 1), (19)
i.e., vertically translate D down and up by a constant 1.
Mapping the new points to Q yields the arrangement of lines
A = {`′i}Ni=1 ∪ {`′′i }Ni=1, (20)
where `′i = F(d′i) and `′′i = F(d′′i ); see Fig. 6.
For each i, `′i and `
′′
i are parallel lines that are separated
by distance 21 in Q. Define the “strip"
Si = {δ ∈ Q | r(δ, `′i) ≤ 21 and r(δ, `′′i ) ≤ 21}, (21)
6(a) Primal space.
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Figure 6. Point sets D′ and D′′ in primal (a) and dual (b) space. In (b), dash
and solids lines represent `′i and `
′′
i respectively. In the dual space, a strip is
the area between parallel lines `′i and `
′′
i , vertices are intersections of dual
lines, edges are line segments that connect vertices, and cells are the areas
within the intersection of several strips.
i.e., the region that lies between `′i and `
′′
i . The crucial property
is that the points δ in the strip Si satisfy
r(δ, `i) ≤ 1, (22)
where `i = F(di), hence, such δ’s are dual to lines l =
F−1(δ) in P that satisfy
|yi − [xi 1] l| ≤ 1. (23)
The arrangement A partitions Q into a set of vertices, edges
and cells; see Fig. 6. Each cell is formed by the intersection
of a number of the strips. Under the the reverse dual mapping,
the points δ in a cell are equivalent to all the lines l in P that
enable C2 to be satisfied for a particular subset of points in
D. In effect, A partitions D into subsets of linear structures
{Dj}Mj=1, where the points in Dj satisfy C2 in Definition 1.
For N lines in “general position” on a plane, the number
of cells in their arrangement is O(N2) [12]. Since there are
2N lines in our construction, the number of cells (hence, the
number M of linear structures that satisfy C2) is also O(N2).
To apply the same duality concept for C3 in Definition 1, we
simply change the definition of a data point from di = (xi, yi)
to di = (ti, xi), and the linear offset from 1 to 2.
V. TOPOLOGICAL SWEEP METHOD
Given an arrangement of N lines, the classical topological
sweep algorithm [12] efficiently explores all cells in the
arrangement in O(N2) time. Our algorithm for FINDALL-
TRACKS (Algorithm 3) uses our specific version of topolog-
ical sweep that generates all the linear structures from a point
set, based on the dual construction in Sec. IV-B. Specifically,
• In Step 1, our topological sweep technique (Sec. V-A) is
invoked on the input point set D to generate all linear
structures {D1, . . . ,DM} that obey condition C2. An
additional function performed by our topological sweep is
to enforce condition C1 on the reported linear structures.
• In Step 6, our topological sweep method (Sec. V-A) is
invoked on each Dj to further break it down into a set
of linear structures Tj that also satisfy C3.
The final output of Algorithm 3 is the set of all feasible tracks
in D of length greater than two.
Sec. V-A describes our topological sweep routine in detail,
while Sec. V-B discusses the computational cost of the topo-
logical sweep routine and Algorithm 3.
Algorithm 3: Proposed method for Problem 1 based on
topological sweep (Algorithm 4).
Require: Time-indexed 2D point set D = {di}Ni=1, positive
thresholds 1 and 2.
1: {D1, . . . ,DM} ← TopoSweep(D, 1).
2: T ← ∅.
3: for j = 1, . . . ,M do
4: if |Dj | > 2 then
5: Ej ← {(ti, xi)}i∈Dj .
6: Tj ← TopoSweep(Ej , 2).
7: T ← T ∪ Tj .
8: end if
9: end for
10: return T .
(a) Primal space. (b) Dual space.
Figure 7. Elementary step in primal and dual space. (a) Dash and solid line
represent the line before and after the elementary step. (b) Dash and solid
curve represent topological curve before and after the elementary step.
A. Topological sweep algorithm for track detection
The concept of topological sweep is to use a curved line
in the plane to traverse a line arrangement, in a way that
visits an unseen-before cell at each step; see Fig. 7. In prac-
tice, a topological sweep algorithm implements the effects of
sweeping and an actual sweep line is not created/maintained.
Algorithm 4 summarizes our version of topological sweep
used in Algorithm 3. For the original version, see [12].
In the following, we first describe the data structures that are
required in Algorithm 4 to achieve the theoretical efficiency
of O(N2), before discussing the main algorithmic steps of the
technique and the runtime analysis.
1) Data structures: With a collection of dual lines
{`1, `2, . . . , `N}, plane sweep algorithm [25] guarantees to
visit all the line intersections in a specific order with the
runtime complexity O(N2log(N)). Topological sweep algo-
rithm [12], [26], [27] also guarantees to visit all the line
intersections with a lower complexity O(N2). However, in-
stead of sweeping a straight line in dual space, topological
sweep utilizes a curve that cut all the lines exactly once in
a specific order. Different from plane sweep, which visits all
the intersection from leftmost to rightmost, topological sweep
visit each intersection when two consecutive lines have the
same right end-point.
Compared to plane sweep, topological sweep utilizes more
data structures to record the order of line arrangements, the
intersections, and the line segments share the same right end-
points. The information recorded in the data structures is
further used to perform elementary step. The essential data
structure is horizon trees, which are the Upper Horizon Tree
7Algorithm 4: Proposed topological sweep algorithm.
Require: D = {dk}Ni=1 ,.
1: L,L′,L′′,Z ,C, CT ← Initialization(D) (Alg. 5).
2: Initialize HTU , HTL, Order, Stack as in [12]
3: while Stack is not empty do
4: n← Pop the line index from Stack
5: p← Order(n)
6: q ← Order(n+ 1)
7: update HTU , HTL, Order, Stack as in [12]
8: Z , C, CT ← update(L′,L′′,Z ,C, CT ,n,p,q) (Alg. 6)
9: if Z(n) > 2 and lp ∈ L′ and lq ∈ L′′ then
10: M ←M + 1
11: DM ← {di ∈ D|C(n, i) = 1}
12: end if
13: end while
14: return Linear structures {Dj}Mj=1 .M ← 0
(a) (b)
Figure 8. (a): Upper Horizon Tree. Line segments `j and `k delimite the line
segment `j . Moreover, the slope of `i is smaller than `j and `k is greater.
(b): Lower Horizon Tree. The line segment `j is delimited by line segments
`j and `k . The slope of `k is smaller and `j is greater than `i
HTU and Lower Horizon Tree HTL as illustrated in Fig. (8).
Denote i, j, k ∈ {1, 2, . . . , N}
δ(CT (n, t)) =
{
1, if CT (n, t) = 0
0, otherwise
(24)
• HTU : Upper Horizon Tree, which holds the indices of
lines segments (`j , `k) that delimit the line segment (`i
in the Upper Horizon Tree. The left delimit line segment
`j always has a smaller slope than `i and the right delimit
line segment `k always has a greater slope than `i.
• HLU : Lower Horizon Tree, reverse to Upper Horizon
Tree. The left delimit line segment `j always has a greater
slope than `i and the right delimit line segment `k always
has a smaller slope than `i.
• Order: the array holding the sequence of the lines L cut
by the curve from top to bottom.
• Stack: A stack holds the indexes of lines in Order.
Each element i in the stack indicates `Order(i)) and
`Order(i+1)) has the same right end point.
For details of topological sweep, please refer to [12], [27].
Edelsbrunner and Souvaine [26] apply topological sweep to
solve the LMS regression line problem with the runtime
complexity O(N2). More conditions are required for popping
and pushing the line intersections ν into Stack at each ele-
mentary step. They also prove Stack never gets empty before
visiting all the intersection in their algorithm. They name
their algorithm guided topological sweep. Moreover, Shapira
and Hassner [28] use GPU to reduce the processing time of
guided topological sweep. However, guided topological sweep
algorithm is not suitable for the consensus-based detection
problem, sine the outlier ratio is more than 50% and is
unknown.
Besides the data structure that is used to perform the
elementary step, one additional array and two metrics are
used to record the information of linear structures. Let C ∈
B(2N+1)×N be a binary matrix, where each row corresponds
to one of the regions in the dual space that the topological
line is currently visiting, and each column corresponds to
one of the pairs of points {d′′i ,d′i}Ni=1. Let C(n, i) denote
the entry at the n-th row and i-th column, which indicates
whether a primal line that corresponds to an arbitrary point
the in n-th region in the dual space stabs the vertical line
segment of the i-th pair of points {d′′i ,d′i} in the primal
space. Let CT ∈ P(2N+1)×T be another matrix where its rows
have the same meaning as C and its columns correspond to
the t time frames. Let CT (n, t) be the entry at row n and
column t which counts the number of line segments in time
frame t that are stabbed by the nth primal line. Note that∑
k C(n, i) =
∑
t CT (n, t). For an n-th primal line, C(n, ·)
records which points are inliers while CT (n, ·) records how
many inliers are from each time frame. However, for tracking
problem, each object can only appear once at each time frame.
In other words, if there is more than one detection appear on
one frame which belong to a single cluster, we only count
as one. Finally, the number of inliers of the n-th primal line
Z(n) is given by Z(n) = ∑t I(CT (n, t) > 0).
2) Initialization and update: Both Edelsbrunner and
Guibas [12] and Kenmochi et al. [24] are only searching for
line parameters in 2D space. However, our problem is aiming
to find all the linear structure with temporal information. Since
parallel lines and the temporal information are involved, the
initialization and update become more complicated compare
to original topological sweep. The initialization and update are
summarized in Algorithm 5 and Algorithm 6. For topological
sweep in t−x and t−y subspace, we simply replace (x, y) by
(t, x) and (t, y) respectively. our proposed topological sweep
algorithm is summarised in Algorithm 4.
B. Computational cost
The number of cells partitioned by the arrangements is
2N2 +N + 1 in dual space. The lower bound complexity to
visit all the cells is O(2N2+N+1) = O(N2). The elementary
step performed in the original topological sweep [12] requires
only constant time (per step). In our proposed topological
sweep (Algorithm 4), we update the consensus set within a
constant time by either add or remove at most 2 elements at
each elementary step, as stated in the Algorithm 6. Hence, the
effort to execute Algorithm 4 is O(N2).
8Algorithm 5: Initialization
Require: D = {di}Ni=1
1: Map each measurement di to line `i
2: for i ∈ {1, . . . , N} do
3: `′i ← (xi, yi − ;
4: `′′i ← (xi, yi + )
5: L′ ← L′ ∪ l′i
6: L′′ ← L′ ∪ l′′i
7: end for
8: L ← L′′ ∪ L′
9: Sort L with ascending x value, if two line is parallel,
sort in descending y value
10: Z ← 0
11: C ← 0
12: CT (← 0
13: for n ∈ {1, . . . , 2N} do
14: copy Z(n), C(n, ·) and CT (n, ·) to Z(n+ 1),
C(n+ 1, ·) and CT (n+ 1, ·)
15: i← the corresponding line index `i ∈ L′′
16: if ` ∈ L′′ then
17: C(n+ 1, i)← 1
18: Z(n+ 1)← 1
19: CT (n+ 1, ti)← CT (n+ 1, ti) + 1
20: else
21: C(n+ 1, i)← 0
22: CT (n+ 1, ti)← CT (n+ 1, ti)− 1
23: If CT (n+ 1, ti) = 0 then Z(n+ 1)← 0
24: end if
25: end for
26: return L,L′,L′′,Z ,C, CT
Our overall algorithm for FINDALLTRACKS (Algorithm 3)
invokes Algorithm 4 in a “two-tiered" manner: first, Algo-
rithm 4 is invoked on D to generate all linear structures
{D1, . . . ,DM} that satisfy C1 and C2; this incurs the cost
of O(N2). Then, on each Dj , Algorithm 4 is invoked again
to break it into constituent linear structures that also satisfy
C3. Assuming that Dj is of size η on average, the overall
cost of Algorithm 3 is thus O(η2N2). In practice, η  N
since the threshold 1 is typically small relative to the image
dimensions, hence, the cost of Algorithm 3 is close to O(N2).
VI. RESULTS
We evaluated the accuracy and performance of the proposed
algorithm (Algorithm 3) on several datasets for GEO object
detection. We also compared our algorithm against alternatives
that can be applied to the problem; details as follows.
A. Datasets and preprocessing
Two datasets were used in our experiments: Optus and
Adelaide-DST. All image sequences in the datasets were
captured based on the setting in Sec. I-A. The Optus dataset
consists of a single image sequence with 111 frames, with four
GEO objects contained therein; see Fig. 9 which displays the
result on a subsequence of Optus. The Adelaide-DST dataset,
Algorithm 6: Update
Require: L′,L′′,Z ,C, CT ,n,p,q
1: if lp ∈ L′ and lq ∈ L′′ then
2: Z(n)← Z(n) +∑j∈{p,q} δ(CT (n, tj)) where δ is
given in Eq (24)
3: CT (n, tq), CT (n, tq)← CT (n, tp) + 1, CT (n, tq) + 1
4: C(n, p), C(n, q)← 1, 1
5: else if lp ∈ L′′ and lq ∈ L′ then
6: CT (n, tq), CT (i, tq)← CT (n, tp)− 1, CT (n, tq)− 1
7: C(n, p), C(n, q)← 0, 0
8: Z(n)← Z(n)−∑j∈{p,q} δ(CT (n, tj))
9: else if lp ∈ L′ and lq ∈ L′ then
10: CT (i, tq)← CT (n, tq)− 1
11: C(n, p), C(n, q)← 1, 0
12: Z(n)← Z(n) + δ(CT (n, tp))− δ(CT (n, tq))
13: CT (n, tp)← CT (n, tp) + 1,
14: else if lp ∈ L′′ and lq ∈ L′′ then
15: CT (n, tp)← CT (n, tp)− 1
16: C(n, p), C(n, q)← 0, 1
17: Z(n)← Z(n) + δ(CT (n, tq))− δ(CT (n, tp))
18: CT (i, tq)← CT (n, tq) + 1
19: end if
20: return Z , C, CT
previously used in [9], contains image sequences captured
across two days; 150826 and 160403. The former contains
27 image sequences, and the latter 30 image sequences. Each
sequence has 5 frames, with varying number of GEO objects
(0 to 7). See Fig. 1 for a sample sequence from Adelaide-DST;
for more details, see [9].
All images in the datasets are 16-bit grayscale with 2048×
2048 resolution. The preprocessing technique [9] (as outlined
in Sec. II-A) was applied on each sequence to produce a
time-indexed 2D point D; see Figs. 2a and 9b for sample
preprocessing outputs on both datasets. Note that the Optus
sequence is much cleaner than the Adelaide-DST sequences.
B. Methods
We compared Algorithm 3 (henceforth, “TS”) against the
following alternatives, all of which can be directly executed
on D for multi-target detection:
• The classical Hough transform (HT) [22] was applied for
line finding in Algorithm 2 to yield a baseline method.
• RANSAC [19] was applied for line finding in Algorithm 2
to yield an approach that resembles [6], [9].
• PMHT [15], [16] was performed on D to extract K tracks.
Reflecting the lack of prior information on the objects, a
track is initialized on each point in the first frame. Upon
termination of the algorithm, the K longest tracks were
chosen as the overall output.
• A variant of PMHT where each track was constrained to
be a line (henceforth, “K-lines") was executed on D to
extract K tracks. K-lines allows to inject domain knowledge
that each track satisfies conditions C2 and C3, which were
not given to standard PMHT. The initilization of K-lines
follows the initilization of PMHT.
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Figure 9. (a) Sample images from the Optus sequence. (b) Time-indexed
2D point set D from a 20-frame subsequence of the Optus sequence. Target
objects are circled in black. (c) Target objects plotted on the original images
(aligned using the registration parameters estimated during preprocessing).
The correct number of tracks K was given to all methods,
hence the aim of each method is to return the best K tracks.
Also, we tuned each method for best accuracy.
As another baseline for the proposed method, plane sweep
(PS) [18] was used in place of topological sweep in Algo-
rithm 3. Note that PS returns exactly the same results as TS,
hence this was mainly for runtime comparisons.
C. Evaluation metrics
Let {τ ∗k }Kk=1 be the ground truth (GT) target tracks for an
input sequence, and {τ ′k}Kk=1 be the K tracks returned by a
particular method for that sequence. The following function
fλ(d1,d2) = I(‖d1 − d2‖2 ≤ λ) (25)
returns 1 if the two points d1,d2 are within a given distance
threshold λ, and 0 otherwise (I is the indicator function). Then
g(d1, τ ) = I(∃d2 ∈ τ such that fλ(d1,d2) = 1) (26)
returns 1 if there is a point d2 from track τ that matches point
d1, and 0 otherwise. We used λ = 3 (pixels) in our work.
Following [9], the number of true positives achieved by the
method on the sequence is
TP (τ) =
K∑
k1=1
I
∃k2 s.t. ∑
d∗∈τ∗k1
g(d∗, τ ′k2) > 0
 , (27)
i.e., the number of GT tracks where at least one point of the
track is detected by the method. The number of false negatives
is thus the number of GT tracks that were not detected, or
FN (τ) = K − TP (τ). (28)
The number of false positives incurred by the method is
FP (τ) =
K∑
k2=1
I
 ∑
d′∈τ ′k2
g(d′, τ ∗k1) = 0 ∀k1
 (29)
i.e., the number of tracks returned by the method that does
not have any matching points with the GT tracks.
In this work, we also apply a more fine-grained analysis
by computing the metrics at the point level. Specifically, we
define another true positive count as
TP (d) =
K∑
k1=1
∑
d∗∈τ∗k1
I
(∃k2 s.t. g(d∗, τ ′k2) > 0) . (30)
In words, TP (d) is the number of points from the GT tracks
for which there is at least one matching point from the returned
tracks. Then, the number of false negatives is the number of
points from the GT tracks for which there are no matches, or
FN (d) =
K∑
k1=1
|τ ∗k1 | − TP (d). (31)
The number of false positives incurred by the method is
FP (d) =
K∑
k2=1
∑
d′∈τ ′k2
I
(
g(d′, τ ∗k1) = 0 ∀k1
)
(32)
i.e., the number of points from the returned tracks that are not
matched with any points from the GT tracks.
Given the above definitions, we compute the following
metrics to evaluate the performance of a method over a dataset:
Recall(z) =
Total TP (z) over all seqs.
Total TP (z) + FN (z) over all seqs.
;
Precision(z) =
Total TP (z) over all seqs.
Total TP (z) + FP (z) over all seqs.
;
F1(z) =
2 ·Recall(z) · Precision(z)
Recall(z) + Precision(z)
,
(33)
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Table I
AVERAGE RECALL, PRECISION AND F1 ON 20-FRAME SUBSEQUENCES OF
THE OPTUS DATASET.
Method Rec.(τ) Prec.(τ) F1(τ)
TS 1.0000 1.0000 1.0000
HT 0.6875 0.9125 0.7842
RANSAC 1.0000 1.0000 1.0000
PMHT (ideal init.) 0.8938 0.8938 0.8938
K-lines (ideal init.) 0.8750 0.8750 0.8750
Method Rec.(d) Prec.(d) F1(d)
TS 0.9968 1.0000 0.9984
HT 0.6748 0.9124 0.7758
RANSAC 0.9751 1.0000 0.9896
PMHT (ideal init.) 0.8912 0.8912 0.8912
K-lines (ideal init.) 0.8738 0.8738 0.8738
where z ∈ {τ, d}. The perfect method would achieve 1 for all
the metrics above. Finally, we also record the runtime of each
method on each sequence as a measure of efficiency.
D. Optus dataset
1) Accuracy evaluation: Given the length of the Optus
sequence, we randomly selected 20-frame subsequences and
executed each method on them; see Fig. 9 for a sample
subsequence. A total of 20 subsequences were tested, and
the average recall, precision and F1 score are summarized in
Table. I, which shows that TS and RANSAC achieved perfect
or almost perfect results. However, though RANSAC detected
all target tracks, it did not retrieve all target detections, as
exhibited by the non-unity Rec.(d). Nonetheless, the results
suggest that the Optus dataset is relatively easy; later we will
demonstrate clear accuracy gap between TS and RANSAC on
the more challenging Adelaide-DST dataset.
2) Runtime evaluation: To investigate the computational
efficiency of the methods, we executed them on subsequences
of the Optus dataset of length F = 10 to F = 40; via the
preprocessing routine, these yielded time-indexed point sets
D of varying sizes. Since HT, RANSAC, PMHT and K-lines
are relatively simple algorithms, they were implemented in
Matlab, using built-in functions as much as possible. In order
to enjoy the computational efficiency of topological sweep, TS
and PS was implemented in C++. All the experiments were
run on a machine with Intel i5-8600k CPU at 3.6GHz.
Fig. 10 plots the recorded runtime for all methods as a
function of size N of time-index 2D point setsD. The runtimes
of TS at N ≈ 800 and N ≈ 1600 were 0.1395 and 0.5885
seconds respectively, which were only slightly worse than
O(N2), thus indicating the soundness of the computational
analysis in Sec. V-B. The runtime of RANSAC increased
rapidly with the number of points; this was because the amount
of clutter (outliers) increases with the number of frames (recall
that the runtime of RANSAC increases exponentially with the
outlier rate [19]).
E. Adelaide-DST dataset
In practical circumstances, it may not be possible to have
long input sequences such as the Optus sequence. This is
reflected in the Adelaide-DST dataset where each sequence has
400 600 800 1000 1200 1400 1600 1800
number of points
0
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Figure 10. Runtime of different algorithms versus size N of time-index 2D
point sets D from subsequences of the Optus dataset.
Table II
AVERAGE RECALL, PRECISION AND F1 ON THE ADELAIDE-DST DATASET.
Data subset 150826
Method Rec.(τ) Prec.(τ) F1(τ)
TS 0.9767 0.9545 0.9655
HT 0.2326 0.2326 0.2326
RANSAC 0.9767 0.9130 0.9395
PMHT 0.2791 0.2791 0.2791
K-lines 0.8605 0.8605 0.8605
Data subset 150826
Method Rec.(d) Prec.(d) F1(d)
TS 0.9720 0.9375 0.9544
HT 0.1528 0.0968 0.1185
RANSAC 0.9404 0.8952 0.9172
PMHT 0.2222 0.2222 0.2222
K-lines 0.8333 0.8333 0.8333
Data subset 160403
Method Rec.(τ) Prec.(τ) F1(τ)
TS 0.9259 0.8929 0.9091
HT 0.2593 0.2500 0.2546
RANSAC 0.9259 0.6154 0.7394
PMHT 0.1111 0.1111 0.1111
K-lines 0.7407 0.7407 0.7407
Data subset 160403
Method Rec.(d) Prec.(d) F1(d)
TS 0.9248 0.8786 0.9011
HT 0.2406 0.2500 0.2344
RANSAC 0.9248 0.6049 0.7314
PMHT 0.0902 0.0902 0.0902
K-lines 0.7068 0.7068 0.7068
5 frames only, which increases the difficulty of the problem.
Moreover, as depicted earlier, there is significantly more noise,
imaging artifacts and clutter in the Adelaide-DST dataset.
Table II summarizes the average accuracy of all methods
on the dataset, separated according to the two collection dates
(150826 and 160403). It is clear that none of the methods
achieved perfect results; however, TS is clearly the best
performing method. The more challenging data also led to a
significant drop in accuracy for HT and PMHT; however, the
fact that the linear constraints are provided to K-lines enabled
it to achieve results of acceptable quality. Note also that the
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accuracy of RANSAC according to the metrics used in [9] is
very similar to that reported in [9].
VII. CONCLUSION
We introduced a novel topological sweep approach for
multitarget detection on SSA. Our method is deterministic,
efficient, and insensitive to initialization. We compared our
algorithms to PMHT, K-lines, HT and RANSAC on real-
world datasets, which illustrated the superior accuracy and
performance of our method. A potential future work is to
integrate our algorithm with an extended Bayesian filter to
solve problems with nonlinear kinematic models.
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