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Abstract
Let G be an edge weighted undirected graph. For every pair of nodes consider the shortest
cycle containing these nodes in G. The cycle diameter of G is the maximum length of a cycle in
this set. Let H be a directed graph obtained by directing the edges of G. The cycle diameter
of H is similarly defined except for that cycles are replaced by directed closed walks. Is there
always an orientation H of G whose cycle diameter is bounded by a constant times the cycle
diameter of G? We prove this property for planar graphs. These results have implications on
the problem of approximating an orientation with minimum diameter.
1 Hereditary order on cycles
Let G = (V,E) be a 2-edge connected undirected graph. Choose one of its nodes, mark it as z.
For every node v ∈ V \{z} find the shortest undirected cycle connecting v and z, mark this cycle
as C(v), we say that v is served by C(v). Let C = {C(v)|v ∈ V } and let GC be the graph induced
by the edges in C. Let V1, . . . , Vl be the node sets of the connected components of GC induced by
V \{z}. Let Gi i = 1, . . . , l be the subgraphs of GC induced by Vi ∪ {z}. Each of theses subgraphs
will be oriented independently of the others. Clearly, the bound holds for the whole graph if it
holds for every component. Hence w.l.o.g we can assume that l = 1.
In Figure 1 G1, G2 and G3 are illustrated.
For every edge e ∈ E let l(e) ≥ 0 be the length of the edge.
1. A path P is an ordered set of nodes (v1, . . . , vn) and distinct edges (v1, v2), (v2, v3), . . . , (vn−1, vn).
When v1 = vn, P is a cycle.
2. For every G′ a subgraph of G, let E(G′) (V (G′)) be the subgraph’s edge set (node set).
3. For every path P , l(P ) =
∑
e∈E(P ) l(e).
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Figure 1: G1,G2 and G3.
4. For every two subgraphs P and Q, P\Q is the subgraph induces by E(P )\E(Q).
5. For every two nodes a, b on a given path P , let [a, b] be the subpath between them (the
identity of P will be clear from the context).
Also assume w.l.o.g that for every C1, C2 ∈ C, l(C1) 6= l(C2).
Let C0 be the shortest cycle in C.
Lemma 1.1 Let C ∈ C .
• C0\C is a path (or a cycle) with at most two nodes in C0 ∩C.
• C\C0 is a path (or a cycle) with at most two nodes in C0 ∩C.
Proof: Similar to the proof of Lemma 1.7.
Definition 1.2 Given two nodes u 6= v ∈ V (C0) let P be the v − u path in C0 which includes z.
Define Su,v := {C ∈ C|C ∩ C0 = P}. If Su,v 6= φ then the shortest cycle in Su,v is the son of C0
defined by Su,v. Given a node v ∈ V (C0), define Sv,v to be the set {C ∈ C, C 6= C0|C\C0 is a cycle
touching C0 in the node v}. If Sv,v 6= φ then the shortest cycle in Sv,v is the son of C0 defined by
Sv,v.
Observation 1.3 According to Lemma 1.1, {Su,v : u, v ∈ C0} is a partition of C\C0.
Definition 1.4 Let C ′ be a son of C ′′, defined by the set Sk,l. Mark P = C
′\C ′′ (this is a path
as we will prove in Lemma 1.7 ). Given nodes u 6= v ∈ V (P ) let P ′ be the u− v path in C ′ which
includes z (clearly (C ′\P ′) ⊆ P ) . Define S′u,v := {C ∈ Sk,l\{C
′}|C ∩ C ′ = P ′}. If S′u,v 6= φ then
the shortest cycle in S′u,v is the son of C
′ defined by S′u,v. Similarly, given a node v ∈ V (P ), define
S′v,v := {C ∈ Sk,l, C 6= C
′|C ⊃ C ′, C\C ′ is a cycle touching C ′ in the node v}. If S′v,v 6= φ then the
shortest cycle in S′v,v is the son of C
′ defined by S′v,v (See Figure 2).
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Figure 2: Su,v and Sw,w.
Definition 1.5 If C1 is a son of C2 then C2 is a father of C1.
Observation 1.6 A father is shorter than its sons.
Lemma 1.7 If Cˆ is the son of C ′ defined by Sk,l, and C
∗ ∈ Sk,l then
• Cˆ\C∗ is a path (or a cycle).
• C∗\Cˆ is a path (or a cycle).
Proof: Mark Pˆ = Cˆ\C ′ and P ∗ = C∗\C ′ . From Observation (1.6), l(C ′\Cˆ) < l(Pˆ ) < l(P ∗).
Therefore U(Cˆ) ⊆ V (Pˆ ) and U(C∗) ⊆ V (P ∗).
When Pˆ ∩P ∗ contains no edges then the claim is obvious. Suppose otherwise, then Pˆ ∩P ∗ contains
a path, mark this path as P (P ⊂ (Cˆ ∩C∗)\C ′). Mark the end points of P by g and h ( see Figure
3). Let Qˆ (respectively Q∗) be the k − g path in Cˆ (C∗), and let Tˆ (respectively T ∗) be the h− l
path in Cˆ (C∗) . Let v ∈ U(Cˆ), w.l.o.g suppose that v ∈ Qˆ. Since Cˆ ∈ C l(Tˆ ) < l(T ∗), indicating
that U(C∗) ⊆ T ∗. But then since C∗ ∈ C, l(Q∗) < l(Qˆ). In this case the cycle Cˆ\Qˆ ∪Q∗ is shorter
than Cˆ and in S, contradiction the fact that Cˆ was defined as a son by Sk,l.
Observation 1.8 According to Lemma 1.7, using the notation of Definition 1.4, {S′u,v : u, v ∈
V (P )} is a partition of Sk,l\C
′.
Corollary 1.9 Every cycle C ∈ C\{C0} has a unique father.
Definition 1.10 If C1 is a father of C2 we mark C1 ≺ C2. If C1 ≺ C2 and C2 ≺ C3 then C1 ≺ C3.
≺ defines a hereditary order on C whose root is C0. If C1 ≺ C2 we say that C1 is an ancestor of C2
, and C2 is a descendant of C1.
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Figure 3: Figure for Lemma 1.7.
Definition 1.11 For every cycle C ∈ C \ {C0} define (see Figure 2 (right)):
1. F (C), the father of C.
2. Pf (C) = F (C) \ C (the father path).
3. Ps(C) = C \ F (C) (the son path).
4. Pc(C) = C ∩ F (C) (the common path).
Definition 1.12 If C1 is a father of C2 we mark C1 ≺ C2. If C1 ≺ C2 and C2 ≺ C3 then C1 ≺ C3.
≺ defines a hereditary order on C whose root is C0. If C1 ≺ C2 we say that C1 is an ancestor of C2
, and C2 is a descendant of C1.
Property 1.13 For every cycle C ∈ C, U(C) induces a path ⊆ Ps(C) (since nodes in Pc(C) are
in a shorter cycle for example F (C)).
Property 1.14 For every cycle C ∈ C\{C0}, z ∈ Pc(C) (since z ∈ C ∩ F (C)).
Definition 1.15 Suppose that C1, C2 ∈ C C1 6≺ C2 and C2 6≺ C1. Ca is the lowest common
ancestor of C1 and C2 if:
• Ca ≺ C1.
• Ca ≺ C2.
• There is no cycle C ∈ C such that C ≺ C1,C ≺ C2, and Ca ≺ C.
For example in Figure 4 C0 is the lowest common ancestor of C1 and C4, C0 is also the lowest
common ancestor of C2 and C4, and C1 is the lowest common ancestor of C2 and C3.
Definition 1.16 Suppose that C1, C2 ∈ C C1 6≺ C2 and C2 6≺ C1. Let Ca be the lowest common
ancestor of C1 and C2. Set P1 = Ca\C1, P2 = Ca\C2. C1 and C2 are crossing (with respect to Ca)
if E(P1 ∩ P2), E(P1\P2), E(P2\P1) are all nonempty.
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Figure 4: Examples of lowest common ancestor.
z
k
g
h
x
vc(Q′)P ′
Q′
Q′′
C zkglhz
C′ zkxlhz
C′′ zkgxhz
Cˆ zkxglhz
The shortcut xg
R(Q′) P
′′
l = end(Q′)
Figure 5: Figure for definitions 1.17, 1.18 and 1.19.
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Figure 5 illustrates the following three definitions:
Definition 1.17 The algorithm CANCEL-CROSSING described in section 2.2 replaces cycles.
Suppose that the algorithm replaces the cycle C ′ = C(v), which crossed another cycle C ′′ with
respect to a common ancestor C. Let Cˆ be the cycle serving v after the change. The path
Cˆ\(C ′ ∪C) is a shortcut.
Definition 1.18 Let C ∈ C be a cycle. Suppose that C contains four nodes in Ps(C) ordered
k, g, l, h, such that Sk,l and Sg,h are non empty. In this case, every C
′ ∈ Sk,l and C
′′ ∈ Sg,h are
crossing with respect to C. Since the graph is planar this means that (C ′∩C ′′)\C contains at least
one node. Choose such a node x (if there is more than one select one arbitrarily). We call such a
node a cross-node of C ′ and C ′′ (with respect to C).
Definition 1.19 Using the notation of Definition 1.18, for a path P between x and [g, l], let
end(P ) = P ∩ [g, l]. Note that end(P ) is a node in P . Let R(P ) = [vc(P ), end(P )] be the maximal
subpath of P contained in a shortcut defined before the processing of C. (vc(P ) = end(P ) is
possible ).
Definition 1.20 For a cycle C ∈ C and nodes v1, v2 ∈ C let P
v1,v2(C) be the v1 − v2 subpath of C
which includes z.
Definition 1.21 Let (P1, . . . , Pn) be the concatenation of paths P1, . . . , Pn, in this order.
Definition 1.22 Using the notation of Definition 1.18, if U(C ′) ⊂ [k, x], U(C ′′) ⊂ [x, h], and
2
3 l(Ps(C)) ≥ max{l(k, l), l(g, h)}, then C
′ and C ′′ are not-very-heavy-outer-crossing1 .
1 According to Lemma 2.12 bellow either ((U(C′) ⊂ [k, x]) ∧ (U(C′′) ⊂ [x, h])) or ((U(C′) ⊂ [x, l]) ∧ (U(C′′) ⊂
[g, x])).
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2 Cancellation of Crossings
We suggest now a way to change the cycles to avoid some cases of crossing.
2.1 Outline of the algorithm
The algorithm builds the hereditary structure in order of generations. During the process it cancels
all not-very-heavy-outer-crossings. In each stage the algorithm considers a generation, and cancels
all not-very-heavy-outer-crossing with respect to cycles in this generation. Afterwards, the next
generation is defined and the algorithm proceeds to handle crossings with respect to the new
generation. We note that once a cycle has been defined as a son of another (already processed)
cycle, it will not be changed.
We denote by SC(C) the set of edges contained in shortcuts used by a cycle C ∈ C. Before the
first application of CANCEL-CROSSING , SC(C) = φ for every C ∈ C.
2.2 The algorithm
CANCEL-CROSSING
input
1. An undirected graph G = (V,E).
2. A set of cycles C.
returns
A new set of cycles C with some crossings removed.
begin
D := {C0}.
while (D 6= φ)
NG := φ [NG is the next generation.]
for every cycle C ∈ D [Processing of C.]
Find the partition {Su,v : u, v ∈ Ps(C)} described in
Observations 1.3 and 1.8.
while (∃ cycles C ′ and C ′′ that are not-very-heavy-outer-crossing
with respect to C)
UNCROSS-CYCLES(C ′, C ′′).
end while
for every Su,v 6= φ
Cu,v := the son of C defined by Su,v.
NG := NG ∪ Cu,v.
end for
[C is considered Processed ].
end for
D := NG
end while
end CANCEL-CROSSING
Figure 6: Procedure CANCEL-CROSSING
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UNCROSS-CYCLES
input
Not-very-heavy-outer-crossing cycles C ′ ∈ Sk,l and C
′′ ∈ Sg,h (see Definition 1.22).
begin
x := the cross-node.
P ′ := the x− k path in C ′.
P ′′ := the x− h path in C ′′.
Q′ := the x− l path in C ′.
Q′′ := the x− g path in C ′′.
[ See Figure 8 .]
U∗ := {Q′}.
B′(1) := {c|c creates n.v.h.c (not very heavy crossing) with C ′ and c is the right cycle }.
X ′(1) := {x(c)|x(c) is the cross-node between C ′ and c , c ∈ B′(1)}.
P ′(1) := {p(c) = [x, x(c)] ∪ [x(c), y]|x(c) ∈ X ′(1), [x(c), y] is the left path between x(c) and [g, l]} .
For every p(c) ∈ P ′(1) R(p(c)) = (R(Q′) ∩ [x, x(c)]) ∪ (R(c) ∩ [x(c), y]).
U∗ = U∗ ∪ P ′(1).
while (B′(i) 6= φ)
if (i%2)
then
B′(i+ 1) := {c|c creates n.v.h.v with ci(c) ∈ B
′(i) and c is the left cycle }.
X ′(i+ 1) := {x(c)|x(c) is the cross-node between ci(c) and c ,c ∈ B
′(i+ 1)}.
P ′(i+ 1) := {p(c)| the sub-path of p(ci(c)) till x(c) ∪ [x(c), y]|
[x(c), y] is the right path between x(c) and [g, l]} .
For every p(c) ∈ P ′(i+ 1) R(p(c)) = ((R(ci(c)) ∩ p(c(i))) ∪ (R(c) ∩ [x(c), y]).
U∗ = U∗ ∪ P ′(i+ 1).
else
B′(i+ 1) := {c|c creates n.v.h.c with ci(c) ∈ B
′(i) and c is the right cycle }.
X ′(i+ 1) := {x(c)|x(c) is the cross-node between ci(c) and c, c ∈ B
′(i+ 1)}.
P ′(i+ 1) := {p(c)| the sub-path of p(ci(c)) till x(c) ∪ [x(c), y]|
[x(c), y] is the left path between x(c) and [g, l]} .
For every p(c) ∈ P ′(i+ 1) R(p(c)) = ((R(ci(c)) ∩ p(c(i))) ∪ (R(c) ∩ [x(c), y]).
U∗ = U∗ ∪ P ′(i+ 1).
end if
end while
P ∗ := argminP∈U∗{l(P ) + l(P\R(P ))} .
U∗∗ and P ∗∗ are defined in a similar way for C ′′.
if (l(P ∗) + l(P ∗\R(P ∗)) < l(P ∗∗) + l(P ∗∗\R(P ∗∗)))
then
SP := the shortest path between x and end(P ∗).
for every v ∈ U(C ′′)
C(v) := (P ′′, SP, P end(P
∗),h(C)). SC(C(v)) := (SC(C ′′)\Q′′) ∪ SP .
end for
for every v ∈ U(C ′)
C(v) := (P ′, SP, P k,end(P
∗)(C)) . SC(C(v)) := (SC(C ′)\(Q′\SP )) ∪ (SP\Q′).
end for
[When P ∗ = Q′ the cycle for nodes in UP ′ doesn’t change .]
else
SP := the shortest path between x and end(P ∗∗).
for every v ∈ U(C ′)
C(v) := (P ′, SP, P end(P
∗∗),h(C)). SC(C(v)) := (SC(C ′)\Q′) ∪ SP .
end for
for every v ∈ U(C ′′)
C(v) := (P ′′, SP, P k,end(P
∗∗)(C)). SC(C(v)) := (SC(C ′′)\(Q′′\SP )) ∪ (SP\Q′′).
end for
end if
end UNCROSS-CYCLES
Figure 7: Procedure UNCROSS-CYCLES
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Figure 8: Figure for UNCROSS-CYCLES.
2.3 Analysis
Throughout this section we use the notation of Algorithm UNCROSS-CYCLES.
Property 2.1 Consider the beginning of the processing step of C ∈ C. For every two nodes u, v ∈
Ps(C), the u − v subpath of Ps(C) is shorter than any path between these two nodes used by a
descendant of C.
Observation 2.2 A shortcut is always the shortest path between its ends.
Definition 2.3 For every node v define C∗v to be the original cycle serving v. For a set of nodes
U such that C∗v = C
∗
u ∀u, v ∈ U , define C
∗
U as their common original cycle.
Observation 2.4 [x, vc(Q′)] ⊂ C∗
U(C′) and symmetrically [x, vc(Q
′′)] ⊂ C∗
U(C′′) . (see Figure 8).
Observation 2.5 From the way the algorithm works at any stage of the algorithm, all the nodes
in U(C∗) of an original cycle C∗ are served by the same cycle.
Lemma 2.6 The set of crossing after the processing of a cycle C by CANCEL-CROSSING does
not contain any crossing that did not exist before this step.
Moreover, if C ′ is a descendant of C which outer-crosses more than one not-very-heavy cycle (with
respect to C), and C ′ is the left cycle in all these crossings (and similarly if it is in the right side
in all these crossings), then the total effect of applying UNCROSS-CYCLES to all these crossings
is the same as if it is only called once with the crossing point which is closest to U(C ′) on the right
side of U(C ′).
Proof: Suppose that UNCROSS-CYCLES creates a new crossing. Let C ′ and C ′′ be two cycles
which crossed with respect to C (before C was processed) and suppose that when UNCROSS-
CYCLES is activated on them, C ′′ is changed. W.l.o.g suppose that SP = P ∗ = Q′ is the shortcut
(a similar proof applies when SP = P ∗ 6= Q′). Suppose that the new C ′′ creates a crossing with
a cycle C˜ (see Figure 9). Since C˜ and C ′′ didn’t cross before the processing of C and they are
crossing now: (C\C˜) ⊆ [g, h] and l ∈ (C\C˜). Therefore C˜ and C ′ were crossing with respect to C
9
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Figure 9: Figure for Lemma 2.6.
before the processing of C. Moreover since C ′′ is not-very-heavy and C˜ ⊂ C ′′, C˜ is not-very-heavy.
Since C ′ was outer-crossing with C ′′, UC′ ⊆ [x, k] so C
′ and C˜ are outer-crossing. Altogether we
get that C ′ and C˜ were not-very-heavy-outer-crossing with respect to C before the processing of
C. Let x˜ be a cross-node of C˜ and C ′ and let f be the endpoint of (C\C˜) such that f ∈ [g, l].
When UNCROSS-CYCLES is activated on C ′ and C˜ it compares among other also the paths [x˜, f ]
and [x˜, l], and chooses the latter as the shortcut. Hence, the cycle for the nodes in UC˜ will also be
changed during the processing of C, and the new cycle does not cross the new C ′′.
Also note that if UNCROSS-CYCLES was first activated on C ′ and C˘ then C ′ and C ′′ are still
not-very-heavy-outer-crossing, and then UNCROSS-CYCLES will be activated on them, resulting
in the same change of cycles that would have happened if UNCROSS-CYCLES was first activated
on C ′ and C ′′.
Theorem 2.7 Consider the beginning of the processing step of a cycle C by CANCEL-CROSSING.
Let E′ be the set of edges contained in cycles which have been processed before C. Let C∗ be an
original cycle and let C˘ ∈ C be the cycle which currently serves U(C∗) (see Corollary 2.5). Let A be
the set of edges in the (processed) ancestors cycles of C˘. Consider P˘ a subpath of (C˘∩C∗)\(E′∩A)
which contains U(C∗). Define
• N(P˘ ) := C˘\P˘ .
• O(P˘ ) := C∗\P˘ .
• S(P˘ ) := SC(C˘).
• T (P˘ ) := S(P˘ ) ∩ E′.
• A(P˘ ) := S(P˘ )\E′ = S(P˘ )\T (P˘ ) (The shortcuts that are in cycles which have not yet been
processed).
Then:
l(N(P˘ )) + 2l(A(P˘ )) ≤ 9l(O(P˘ )).
Proof: Denote by C the cycle processed during a given execution of CANCEL-CROSSING. Let
Nˆ(P˘ ), Sˆ(P˘ ), and Tˆ (P˘ ) be the path and sets of shortcuts at the beginning of this step. Let N(P˘ ),
S(P˘ ), and T (P˘ ) be the path and sets of shortcuts at the end of it. We will show that if the claim
of the theorem holds at the beginning of the given step, it still holds at the end of it.
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W.l.o.g we consider C˘ which is a descendant of C (other cycles are not changed while processing
C.
Consider a call to UNCROSS-CYCLES to process not-very-heavy-outer-crossing cycles C ′ and C ′′
(see Figure 8). By Lemma 2.6 we can assume that UNCROSS-CYCLES is not activated again on
the right side of C ′ and that it is activated at most once on the left side of C ′ (similarly for C ′′).
The possibility of another activation of UNCROSS-CYCLES on C ′ (similarly on C ′′) affects the
analysis at only one specific place and we will relate to it during the proof. Since we assume that
P˘ ⊂ C∗ ∩ C˘ all the applied changes are outside of P˘ . Since this theorem considers the changes in
the cycles, it is enough to prove it on any P˘ which is out of the changing part in each one of the
cycles. To simplify the notation we will consider P˘ = P ′ and P˘ = P ′′.
The proof is given for the case that P ∗ is the shortcut (similar proof follows for the case P ∗∗ is the
shortcut) thus (l(P ∗)+ l(P ∗\(R(P ∗)∪R(Q′))) < l(P ∗∗)+ l(P ∗∗\(R(P ∗∗)∪R(Q′′)))). Since we use
P ∗ as the left hand side of the inequality the claim clearly holds since the algorithm uses SC which
is not longer. A similar proof follows when P ∗∗ is the shortcut.
Denote: v′ = vc(Q′) (v′ = l when Q′ doesn’t intersect previous shortcuts and v′ = x when Q′ is
contained in previous shortcuts), and v′′ = vc(Q′′).
We first consider the case P ∗ = Q′ In this case P ′ doesn’t change so we only need to prove the
theorem for P ′′. Since Q′′ ∈ U∗∗: l(Q′) + l(Q′\R(Q′)) < l(Q′′) + l(Q′′\R(Q′′)), giving:
2l(x, v′) + l(v′, l) < 2l(x, v′′) + l(v′′, g). (1)
Consider the possible locations of v′ and v′′:
1. v′ 6= l. By definition of v′: Q′ ∩ Sˆ(P ′) 6= φ.
(a) v′′ 6= g (Q′′ ∩ Sˆ(P ′′) 6= φ).
Let w ∈ Ps(C) be the node for which [h,w] ⊂ O(P
′′) and [h,w] is maximal (h = w is
possible).
By definition [x, v′′] ⊂ O(P ′′) giving that
l(O(P ′′)) = l(x, v′′) + l(O([x, v′′], P ′′, [h,w])) + l(x, v′′) + l(h,w). (2)
According to the induction hypothesis
l(Nˆ([x, v′′], P ′′, [h,w])) + 2l(Aˆ([x, v′′], P ′′, [h,w])) ≤ 9l(O([x, v′′], P ′′, [h,w])),
Note that Aˆ([x, v′′], P ′′, [h,w]) = Aˆ(P ′′) , therefore
l(Nˆ ([x, v′′], P ′′, [h,w])) + 2l(Aˆ(P ′′)) ≤ 9l(O([x, v′′], P ′′, [h,w])). (3)
¿From the way the algorithm works
l(N(P ′′)) = l(Nˆ([x, v′′], P ′′, [h,w])) − l(v′′, g) + l(x, v′) + l(v′, l) + l(g, l) + l(h,w). (4)
Mark the endpoints of Ps(C) as a, b (the nodes on Ps(C) are ordered a, k, g, l, h, b).
In this case since we are processing C [a, g]∪ [w, b] is removed from A(P ′′) and since P ′′
is not using the path [v′′, g] any more:
Aˆ(P ′′)\A(P ′′) = [a, g] ∪ [w, b] ∪ [v′′, g].
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On the other end [x, v′] ∪ [v′, l] is the new shortcut so:
A(P ′′)\Aˆ(P ′′) = [x, v′] ∪ [v′, l].
Altogether
l(A((P ′′))) = l(Aˆ(P ′′)) + l(x, v′) + l(v′, l)− (l(a, g) + l(w, b) + l(v′′, g)). (5)
Since l(g, h) ≤ 23 l(Ps(C))
l(g, l) ≤ l(g, h) ≤ 2[l(a, g) + l(h,w) + l(w, b)] (6)
Using (4), (5), (1), (3),(6), and (2) in this order:
l(N(P ′′)) + 2l(A(P ′′)) = [l(Nˆ([x, v′′], P ′′, [h,w])) − l(v′′, g) + l(x, v′) + l(v′, l) + l(g, l) + l(h,w)] +
2[l(Aˆ(P ′′)) + l(x, v′) + l(v′, l)− (l(a, g) + l(w, b) + l(v′′, g))]
= l(Nˆ([x, v′′], P ′′, [h,w])) + 2l(Aˆ(P ′′))− 3l(v′′, g) + 3l(x, v′) + 3l(v′, l) +
l(g, l) + l(h,w) − 2l(a, g) − 2l(w, b)
≤ l(Nˆ([x, v′′], P ′′, [h,w])) + 2l(Aˆ(P ′′)) + 6l(x, v′′) + l(g, l) + l(h,w) −
2l(a, g) − 2l(w, b)
≤ 9l(O([x, v′′], P ′′, [h,w])) + 6l(x, v′′) + l(g, l) + l(h,w) − 2l(a, g) − 2l(w, b)
≤ 9l(O([x, v′′], P ′′, [h,w])) + 6l(x, v′′) + 3l(h,w)
≤ 9l(O(P ′′)).
Suppose that C ′′ participates in not-very-heavy-outer-crossings on both its sides (see
Figure 10). Moreover, suppose that both crossings satisfy the assumption of this case
(using shortcuts from previous steps). Note that in this case
l(g, l) + l(q, h) ≤ l(g, h) ≤
2
3
l(Ps(C)).
Therefore, even if both applications of UNCROSS-CYCLES result in changing C ′′ the
inequality l(N(P ′′)) + 2l(A(P ′′)) ≤ 9l(O(P ′′)) is proven in a similar way.
(b) v′′ = g (Q′′ ⊂ O(P ′′)). Let u ∈ [k, g] such that [u, g] ⊂ O(P ′′) and [u, g] is maximal. We
get:
l(O(P ′′)) = l(O(P ′′, Q′′, [u, g])) + l(Q′′) + l(g, u). (7)
According to the induction hypothesis
l(Nˆ(P ′′, Q′′, [u, g])) + 2l(Aˆ(P ′′, Q′′, [u, g])) ≤ 9l(O(P ′′, Q′′, [g, u])). (8)
¿From the way the algorithm works:
l(A(P ′′)) ≤ l(Aˆ(P ′′, Q′′, [u, g])) + l(Q′), (9)
it is possible that P ′′ used shortcuts contained in Ps(C), during the processing of C
these paths are removed from A(P ′′) and then the inequality above is strict. Also:
l(N(P ′′)) = l(Nˆ (P ′′, Q′′, [u, g])) + l(Q′) + l(g, l) + l(g, u). (10)
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Figure 10: Figure for the case C ′′ participates in two crossings on both its sides.
Since [x, v′] ∪ [v′, l] = Q′ and using (1):
2l(x, v′) + l(v′, l) ≤ 2l(x, v′′) + l(v′′, g) ≤ 2l(Q′).
Hence we get
l(Q′) = l(x, v′) + l(v′, l) ≤ 2l(Q′′). (11)
¿From Property 2.1 and 11
l(g, l) ≤ l(Q′) + l(Q′′) ≤ 3l(Q′′). (12)
Using (10),(9), (11), (12), (8), and (7) in this order:
l(N(P ′′)) + 2l(A(P ′′)) ≤ [l(Nˆ(P ′′, Q′′, [u, g])) + l(Q′) + l(g, l)] + l(g, u) +
2[l(Aˆ(P ′′, Q′′, [u, g])) + l(Q′)]
= l(Nˆ(P ′′, Q′′, [u, g])) + 2l(Aˆ(P ′′, Q′′, [u, g])) + 3l(Q′) + l(g, l) + l(g, u)
≤ l(Nˆ(P ′′, Q′′, [u, g])) + 2l(Aˆ(P ′′, Q′′, [u, g])) + 6l(Q′′) + l(g, l) + l(g, u)
≤ l(Nˆ(P ′′, Q′′, [u, g])) + 2l(Aˆ(P ′′, Q′′, [u, g])) + 9l(Q′′) + l(g, u)
≤ 9l(O(P ′′, Q′′, [g, u])) + 9l(Q′′) + l(g, u)
≤ 9l(O(P ′′)).
2. v′ = l (Q′ ⊂ O(P ′)).
By (1)
2l(Q′) = 2l(x, v′) ≤ 2l(x, v′′) + l(v′′, g). (13)
By definition
l(O(P ′′)) = l(O(P ′′, [x, v′′])) + l(x, v′′). (14)
According to the induction hypothesis
l(Nˆ (P ′′, [x, v′′])) + 2l(Aˆ(P ′′, [x, v′′])) ≤ 9l(O(P ′′, [x, v′′]])). (15)
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¿From the way the algorithm works
l(A(P ′′)) ≤ l(Aˆ(P ′′, [x, v′′])) + l(Q′)− l(v′′, g), (16)
(again if Ps(C) contains shortcuts used by P
′′ the inequality is strict) and
l(N(P ′′)) = l(Nˆ (P ′′, [x, v′]′)) + l(Q′)− l(v′′, g) + l(g, l). (17)
¿From Property 2.1 and Equation (13)
l(g, l) ≤ l(x, v′′) + l(v′′, g) + l(Q′) < 2l(x, v′′) + 1.5l(v′′, g). (18)
Using (17),(16), (13), (18),(15), and (14) in this order:
l(N(P ′′)) + 2l(A(P ′′)) ≤ [l(Nˆ(P ′′, [x, v′′])) + l(Q′)− l(v′′, g) + l(g, l)] + 2[l(Aˆ(P ′′, [x, v′′])) +
l(Q′)− l(v′′, g)]
= l(Nˆ(P ′′, [x, v′′])) + 2l(Aˆ(P ′′, [x, v′′])) + 3l(Q′)− 3l(v′′, g) + l(g, l)
≤ l(Nˆ(P ′′, [x, v′′])) + 2l(Aˆ(P ′′, [x, v′′])) + 3l(x, v′′)− 1.5l(v′′, g) + l(g, l)
≤ l(Nˆ(P ′′, [x, v′′])) + 2l(Aˆ(P ′′, [x, v′′])) + 5l(x, v′′)
≤ 9l(O(P ′′, [x, v′′])) + 5l(x, v′′)
≤ 9l(O(P ′′)).
When P ∗ 6= Q′ . The proof for P ′ is similar to the proof we have seen before (the cross-node
moves to the other end of P ∗ ∩Q′). For P ′′ there are two cases to be considered:
• v′′ 6= g. Same proof as in Case (1a) since in this case also we can bound l(g, end(P ∗)) with
respect to l(T (P ′′)\Tˆ (P ′′)).
• v′′ = g. Same proof as in Case (1b) since here also l(P ∗) < 2l(Q′′) and Q′′ ⊂ O(P ′′).
Corollary 2.8 For every node v, let C∗ be the original cycle which served v and let C be the cycle
which serves v after the application of CANCEL-CROSSING. Then
l(C) ≤ 9l(C∗).
Proof: Let P˘ be the path induced by E(U(C∗)). From Theorem 2.7
l(N(P˘ )) + 2l(S(P˘ )) ≤ 9l(O(P˘ )) + 2l(T (P˘ )).
Since T (P˘ ) ⊂ S(P˘ ) we get l(N(P˘ )) ≤ 9l(O(P˘ )), giving
l(C) = l(N(P˘ )) + l(P˘ ) ≤ 9l(O(P˘ )) + l(P˘ ) ≤ 9l(O(P˘ )) + 9l(P˘ ) = 9l(C∗).
14
2.4 In-out
During the processing of C let C ′ and C ′′ be two crossing cycles with respect to C such that
Ps(C
′) = [k, x] ∪ [x, l] and Ps(C
′′) = [g, x] ∪ [x, h], where x is the cross-node and k, g, l, h are nodes
in Ps(C) arranged in that order.
Definition 2.9 Define OUT (C ′) = [k, x], IN(C ′) = [x, l], OUT (C ′′) = [x, h] and IN(C ′′) = [g, x].
Definition 2.10 Define UIN(C′) = {v ∈ IN(C
′)|C(v) = C ′}, UOUT (C′) = {v ∈ OUT (C
′)|C(v) =
C ′}, UIN(C′′) = {v ∈ IN(C
′′)|C(v) = C ′′}, and UOUT (C′′) = {v ∈ OUT (C
′′)|C(v) = C ′′}.
Lemma 2.11 Before UNCROSS-CYCLES is applied on C ′ and C ′′, if UOUT (C′) 6= φ then UIN(C′′) =
φ. (Similarly, if UOUT (C′′) 6= φ then UIN(C′) = φ. )
Proof: Suppose that UOUT (C′) 6= φ. If IN(C
′) is part of the original cycle serving UOUT (C′) then
obviously
l(IN(C ′)) + l(l, h) < l(OUT (C ′′)). (19)
If IN(C ′) is not part of the original cycle then IN(C ′) and [l, h] are part of a previous shortcut,
and by Property 2.2 Equation 19 holds.
In both cases Equation 19 holds, therefore the nodes in V (IN(C ′′)) must use (IN(C ′), [l, h]) as
part of their cycle (and not OUT (C ′′)), giving that UIN(C′′) = φ.
Lemma 2.12 Either UOUT (C′)) = U(C
′) and UOUT (C′′) = U(C
′′) or UOUT (C′)) = UOUT (C′′)) = φ.
In the first case we say that C ′ and C ′′ are Outer-crossing. In the second case we say that C ′ and
C ′′ are Inner-crossing.
Proof: If UOUT (C′) 6= φ then by Lemma 2.11 UIN(C′′) = φ and UOUT (C′′) = U(C
′′). Since there are
nodes which use the cycle C ′′ we get that UOUT (C′′) 6= φ, and by Lemma 2.11 UIN(C′) = φ, giving
that UOUT (C′) = U(C
′).
If UIN(C′) 6= φ then by Lemma 2.11 UOUT (C′′) = φ and UIN(C′′) = U(C
′′). Since there are nodes
which use the cycle C ′′ we get that UIN(C′′) 6= φ, and by Lemma 2.11 UOUT (C′) = φ, giving that
UIN(C′) = U(C
′).
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The cycles
Shn = {C6, C7, C8, C9}Sae = {C1} Sah = {C2, C3, C4, C5}
C0 zaehnz
C1 zabehnz
C2 zabcfihnz
C3 zabcdgfihnz
C4 zabcfgjihnz
C5 zabcdkjihnz
C6 zaehilonz
C7 zaehilmronz
C8 zaehijmronz
C9 zaehijkronz
Figure 11: An example.
3 Orienting the graph
After all the changes described in the previous section, we are given C, a set of unoriented cycles
with hereditary order.
In Figure 11 an example of a partial oriented graph, in intermediate stage of the algorithm, is given
with its corresponding C = {C0, . . . , C9}. An edge whose length is not indicated is of zero length.
In this graph:
• C1, C2 and C9 are sons of C0.
• C3, C4 and C5 are sons of C2.
• C6, C7 and C8 are sons of C9.
Definition 3.1 For a cycle C ∈ C define its generation level g(C) as the distance in the hereditary
tree from C0. In Figure 12 we see that g(C0) = 0, g(C2) = 1 and g(C3) = 2.
Definition 3.2 If C ′ is a contained brother of C we mark it C ′ ⊑ C. If C is not a contained
brother of any cycle then it is uncontained. In Figure 11 C2 and C9 are uncontained. C3, C4 are
contained brothers of C5.
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C0
C2C1 C9
C5 C7C3 C4 C6 C8
Figure 12: The hereditary tree for Figure 11.
Definition 3.3 For a cycle C ∈ C\{C0} define the level of containment lc(C) in the following
manner:
• lc(C) = 0 if C is uncontained.
• lc(C) = i if C is a maximal contained brother of a cycle C ′ and lc(C ′) = i− 1.
In Figure 11 lc(C6) = 0, lc(C7) = 1 and lc(C8) = 2.
The algorithm described below orients the Ps of cycles in order of their generation level. Starting
by orienting C0 then orienting all the cycles with generation level 1, and continuing with higher
generation level. In each generation the orientation is performed in order of level of containment.
Again, starting by orienting the cycles with level of containment zero and continuing by increasing
level of containment.
Definition 3.4 For every v ∈ V we mark with Cv ∈ C the shortest cycle in C containing v. For
every cycle C ∈ C, let U(C) = {v ∈ V : Cv = C}. By construction U(C) 6= φ.
Observation 3.5 U(C) induces a path.
Definition 3.6 The algorithm will orient the edges in U(C) to form a directed path. We call the
orientation induced on C the orientation of C.
Definition 3.7 A cycle C is oriented backwards (forwards) if U(C) and U(F (C)) induce different
(identical) directions on Pc(C). In Figure 11 C2 is oriented forwards (U(C2) = [a, b, c, f, i, h]) and
C9 is oriented backwards (U(C9) = [n, o, r, k, j, i, h]).
Definition 3.8 C ′, a contained brother of C is maximal contained when there is no Cˆ such that
C ′ ⊑ Cˆ ⊑ C. In Figure 11 C1 is a maximal contained brother of C2.
Definition 3.9 We say that brothers Cl, . . . , Ck (l ≤ k) create a block (Cl, . . . , Ck) when:
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C5C1 C2 C3 C4 C6
v2 v3 v4 u v5 v6
ev eu
v1 = v
C7 C8 C9
v7 v8 v9 v10
C′ C′′
Figure 13: Three blocks.
• lc(Cl) = lc(Cl+1) = · · · = lc(Ck).
• If lc(Cl) > 0 then there is C
′ such that (for l ≤ i ≤ k) lc(C ′) = lc(Ci)− 1 and Ci ⊑ C
′ .
• Ci and Ci+1 are neighbor or crossing brothers (for l ≤ i ≤ k − 1).
In Figure 13 we see three blocks, (C1, C2, C3, C4), (C5, C6, C7) and (C8, C9). The cycles C5, . . . , C9
are divided into two blocks since C5, C6, C7 are contained brothers of C
′ and C8, C9 are contained
brothers of C ′′.
Definition 3.10 Let C1, C2, . . . , Cm be sons of C. Mark with vi the ”left” end node of Pf (Ci).
C1, C2, . . . , Cm are ordered according to the direction of C if v1, v2, . . . , vm are ordered in this way.
Whenever we write C1, C2, . . . , Cm we assume the cycles are ordered according to direction of their
father. In Figure 13 the nodes v1, . . . , v9 are marked, the cycles C1, . . . , C9 are ordered according
to the direction of their father.
Observation 3.11 For every cycle C, Pf (C) ⊆ Ps(F (C)).
Definition 3.12 If l(Pf (C)) >
1
3 l(Ps(F (C)) C is heavy, if l(Pf (C)) >
2
3 l(Ps(F (C)) C is very
heavy, if l(Pf (C)) ≤
1
3 l(Ps(F (C)) C is light.
Definition 3.13 A cycle sets the orientation of an edge when it gives the first orientation of the
edge or when it changes a previous orientation of this edge.
Observation 3.14 If C1 and C2 are crossing brothers with lc(C1) = lc(C2) then either:
• C1 and C2 are inner crossing. The cross-node’s cycle C
′ is a containing brother of C1 and
C2 (C1 ⊑ C
′, C2 ⊑ C
′), C1, C2 are the only maximal uncontained brothers of C
′ and l(C ′) <
min{l(C1), l(C2)}. In this case we say that C
′ is the closest containing brother of C1 and C2.
(In Figure 26 C1, C2 and C
′ are illustrated). Or
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• C1 and C2 are outer crossing and at least one of them is very heavy (otherwise C1 and C2
were not-very-heavy-outer-crossing and were changed in previous section). In this work we
handle the case when at most one such crossing can exist in each level of containment 2.
Definition 3.15 Suppose that:
• C ⊑ B,
• Ps(C) ∩ Ps(B) 6= φ,
• C is the only contained brother of B in its level of containment,
• B is oriented forwards.
Then C is a special contained brother of B. In Figure 11 C1 is a special contained brother of C2.
3.1 General description
The algorithm orients the cycles of G according to generation order. In each application of the
procedure DIRECT-BROTHERS, it orients Ps(C) for all the cycles C which belong to a certain
generation. The algorithm may change a previously defined direction but only in the procedure
DIRECT-ONE.
In the following proofs we define for every C ∈ C\{C0} several directed paths. The concatenation
of these paths creates a directed cycle connecting z and U(C). We prove that the length of these
paths is bounded with respect to the length of C.
In the algorithm there are cycles whose undirected cycle (the one that connects them to z) is
changed. Again the length of the new cycle is bounded with respect to the original cycle’s length.
Ideally we would like to orient the Ps of cycles alternately (see Figure 21(a) and (b)). However,
there are limitations implied by containing brothers and previous generations which were oriented
before. Hence, some neighbor brothers will have to be oriented in the same direction (forwards or
backwards). Consider Figure 14. In this figure Di is the oriented cycle connecting U(Ci) and z for
i = 1, . . . , 11. D8, . . . ,D11 in this figure are all oriented in the same direction. We use the notation
directed cycle for a directed walk that starts and ends in z. In this notation a directed cycle may
use an edge twice.
In Figure 14 D1,D2 and D3,D4,D5 are oriented alternately. In this figure we can see how the
orientation changed the undirected cycles.
We sometimes use the same name C for the undirected cycle and the directed cycle which
connects U(C) and z. From the context it will always be clear which cycle is referred to.
The algorithm orients the paths to satisfy the following properties:
Property 3.16 A heavy cycle is oriented forwards.
Property 3.17 In a block with more than two brothers, the first two are not both oriented back-
wards. The same holds for the last two brothers.
2A special procedure can be written for the case when two such crossing exist.
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D0 zabcdefghiz
D1 zajbcdefghiz
D2 zabcnmlkjbcdefghiz
D3 zabcnmlokjbcdefghiz
D6 zabcdqviz
D7 zabcdqvuhiz
D8 zabcdqrefghiz
D9 zabcdqrsfghiz
D11 zabcdqrstuhiz
D4 zabcnmlopmlkjbcdefghiz
D10 zabcdqrstghiz
Undirected cycles
C0 zabcdefghiz
C1 zajbcdefghiz
C2 zabjklmncdefghiz
C3 zabjkolmncdefghiz
C5 zabjklmpncdefghiz
C6 zabcdqviz
C7 zabcdqvuhiz
C8 zabcdqrefghiz
C9 zabcdersfghiz
C11 zabcdefgtuhiz
C4 zabjklopmncdefghiz
C10 zabcdefstghiz
Directed cycles
D5 zabcnpmlkjbcdefghiz
C0
C1 C2
C3 C4 C5
C6 C7
C8C9C10C11
Figure 14: An example orientation.
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Property 3.18 Inner-crossing cycles are oriented in the same direction (forwards or backwards)
like their closest containing brother (see Definition 3.14).
Property 3.19 Outer-crossing cycles are oriented forwards.
Property 3.20 If C is a special contained brother, it is oriented forwards. Its containing brother
B with lc(C) = lc(B) + 1 is also oriented forwards (see Definition 3.15).
Definition 3.21 Consider an oriented cycle C such that U(C) is already oriented. Define the
following paths (see Figure 15):
1. Let I(C) be the maximal directed path in Ps(C) which contains U(C).
2. Let t(C), h(C) be the tail and head of I(C), respectively.
3. Let Mt(C) be a directed path from z to t(C) (Mt(C) is constructed during the proof).
4. Let Mh(C) be a directed path from h(C) to z (Mh(C) is constructed during the proof).
5. Let M(C) =Mt(C) ∪Mh(C).
6. Let Jt(C) be the maximal directed subpath of Ps(C)\I(C) with tail t(C). Jt(C) = φ if
t(C) ∈ F (C).
7. Let Jh(C) be the maximal directed subpath of Ps(C)\I(C) with head h(C). Jh(C) = φ if
h(C) ∈ F (C).
Definition 3.22 When I(C) 6= Ps(C) we define Bt(C) and Bh(C) the bypasses of C in the follow-
ing manner (these paths will be constructed during the proof):
1. When h(C) 6∈ F (C), Bh(C) is a path from z to h(C) containing Jh(C).
2. When t(C) 6∈ F (C), Bt(C) is a path from t(C) to z containing Jt(C).
Definition 3.23 C1 is preferred to C2 if any of the following holds:
1. C1 and C2 both oriented forwards or both oriented backwards, and l(C1) < l(C2).
2. C1 is oriented forwards, C2 is oriented backwards and l(C1) < l(C2) + 2l(Pc(C2)\C1)).
3. C1 is oriented backwards, C2 is oriented forwards and l(C1) + 2l(Pc(C1)\C2)) < l(C2).
Definition 3.24 Two cycles C1 and C2 are competing on a path P when P ⊆ (Ps(C1) ∩ Ps(C2))
and I(C1), I(C2) induce different orientations on P . C1 is the winner of the competition if the final
orientation of P is the one induced by I(C1).
To motivate the last two definitions consider the comparison between C and C ′ performed in
DIRECT-ONE and Figure 27. In this procedure, the cycles C and C ′ compete over the path [x, v1].
The preferred cycle sets the orientation of this path.
Observation 3.25 When two cycles compete the preferred cycle is the winner.
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I(C)
Bt(C)
z
Mh(C)
Pf (C) Pf (C)
t(C) h(C)
Bh(C)
Jt(C) Jh(C)
Ps(C)Ps(C)
Mt(C)
Figure 15: Paths associated with C.
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3.2 The algorithm
Main
input
1. An undirected planar graph G = (V,E).
2. A set of cycles C and its hereditary order, with gmax generations.
[C doesn’t contain not-very-heavy-outer-crossing cycles.]
returns
An orientation of G
begin
Orient C0 in arbitrary orientation . (∗)
for (i = 1, . . . , gmax)
for every cycle C such that g(C) = i
C ′1, C
′
2, . . . , C
′
m := the uncontained sons of C.
DIRECT-BROTHERS(C ′1, C
′
2, . . . , C
′
m).
end for
end for
end Main
∗ The orientation of edges in E is a global variable, seen by all procedures.
Figure 16: Procedure Main
DIRECT-BROTHERS
input
An ordered set of brothers C1, C2, . . . , Cm from the same level of containment.
begin
for every block (Cl, . . . , Ck) [see Definition 3.9.]
DIRECT(Cl, . . . , Ck).
for (i = l, . . . , k)
Cˆ1, . . . , Cˆp := the maximal contained brothers of Ci.
DIRECT-BROTHERS(Cˆ1, Cˆ2, . . . , Cˆp).
end for
end for
end DIRECT-BROTHERS
Figure 17: Procedure DIRECT-BROTHERS
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DIRECT
input
A block (C1, . . . , Cn).
begin
if (n = 1)
then {v, u} = Pf (C1) ∩ Ps(C1) ordered according to the orientation of F (C1).
else
v := (Pf (C1) ∩ Ps(C1))\Pf (C2).
u := (Pf (Cn−1) ∩ Ps(Cn))\Pf (Cn−1).
end if
ev := edge in Ps(C1) incident to v.
eu := edge in Ps(Cn) incident to u.
[v, u, ev and eu are described in Figure 13 for (C1, C2, C3, C4).]
if (ev is undirected )
then l1 := 0.
elseif (ev is oriented from v)
then l1 := 1.
else l1 := −1.
end if
if (eu is undirected )
then l2 := 0.
elseif (eu is oriented into u)
then l2 := 1.
else l2 := −1.
end if
if ((n = 2) ∧ (C1, C2 are inner-crossing ))
then DIRECT-INNER-CROSSING(C1, C2, l1, l2)
else DIRECT-K(C1, . . . , Cn, l1, l2).
end if
end DIRECT
DIRECT-K
input
1. A block (C1, . . . , Cn). [There is no inner-crossing in this block.]
2. Parameters l1,l2.
begin
if (n = 1)
then DIRECT-ONE(C1, l1, l2).
elseif (n = 2)
then DIRECT-TWO(C1, C2, l1, l2).
else (n > 2) DIRECT-MANY(C1, . . . , Cn, l1, l2).
end if
end DIRECT-K
Figure 18: Procedures DIRECT and DIRECT-K
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DIRECT-MANY
input
1. A block (C1, . . . , Cn), n > 2. [There is no inner-crossing in this block.]
2. Parameters l1,l2.
[According to Observation 3.14 there may be at most one outer-crossing.]
begin
m1 := argmax{l(Pf (Ci)) : i = 1, . . . , n}.
m2 := argmax{l(Pf (Ci)) : i = 1, . . . , n, i 6= m1}.
if (Cm1 is light)
then [According to Observation 3.14 also no outer-crossing in this case.]
if ((l1 6= −1) ∧ (((n is even) ∧ (l2 6= 1)) ∨ ((n is odd) ∧ (l2 6= −1))))
then DIRECT-FORWARDS(C1, . . . Cn). [See Figure 21(a) and (b).]
elseif ((l1 6= 1) ∧ (((n is even) ∧ (l2 6= −1)) ∨ ((n is odd) ∧ (l2 6= 1))))
then DIRECT-BACKWARDS(C1, . . . Cn).[See Figure 21(c) and (d).]
elseif ((l1 = 1) ∧ (((n is even ) ∧ (l2 = 1)) ∨ ((n is odd ) ∧ (l2 = −1)))).
then [see Figure 21(e) and (f) ]
DIRECT-TWO(C1, C2, 1, 1).
DIRECT-BACKWARDS(C3, . . . , Cn).
elseif ((n is odd) ∧ (l1 = −1) ∧ (l2 = 1)).
then [See Figure 21(g).]
DIRECT-TWO(Cn−1, Cn, 1, 1).
DIRECT-BACKWARDS(C1, . . . , Cn−2).
elseif ((n is even) ∧ (l1 = −1) ∧ (l2 = −1)).
then [See Figure 21(h).] (∗)
DIRECT-ONE(C1,−1,−1).
DIRECT-TWO(C2, C3, 1, 1).
DIRECT-BACKWARDS(C4, . . . , Cn).
end if
else (Cm1 is heavy)
if ((Cm2 is light ) ∧ (Cm1 is not crossing))
then
if (m1 = 1)
then DIRECT-ONE(C1, l1,+1).
DIRECT-K(C2, . . . , Cn,−1, l2).
elseif (m1 = n)
then DIRECT-ONE(Cn,+1, l2) .
DIRECT-K(C1, . . . , Cn−1, l1,−1).
else (1 < m1 < n)
DIRECT-ONE(Cm1,+1,+1).
DIRECT-K(C1, . . . , Cm1−1, l1,−1).
DIRECT-K(Cm1+1, . . . , Cn,−1, l2).
end if
end if
∗ Special treatment to satisfy Property 3.17.
Figure 19: Procedure DIRECT-MANY, first part
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DIRECT-MANY (cont.)
else ((Cm2 is heavy ) ∨ (Cm1 is crossing))
[When Cm1 is crossing, it is outer-crossing and very heavy, see Observation 3.14]
[In this case Cm2 is either the crossing brother or light.]
if (Cm1 is crossing )
then {j, k} := indices of Cm1 and its crossing brother, j = k − 1.
else {j, k} := {m1,m2}, j < k.
end if
if (j = 1)
then DIRECT-ONE(C1, l1,+1).
else DIRECT-ONE(Cj,+1,+1).
end if
if (k = n)
then δ = l2. [l2 indicates the orientation of the last edge.]
else δ = 1. [Ck is oriented forwards and the last edge agree.]
end if
if ((j = k − 1) ∧ (Cm1 is not crossing ))
then DIRECT-ONE(Ck,−1, δ). [−1 to suit previous orientation by Cj.]
else DIRECT-ONE(Ck,+1, δ). [Ck is oriented forwards and the first edge agrees.]
end if
if (j > 1)
then DIRECT-K(C1, . . . , Cj−1, l1,−1).
end if
if (j < k − 1)
then DIRECT-K(Cj+1, . . . , Ck−1,−1,−1).
end if
if (k < n) then DIRECT-K(Ck+1, . . . , Cn,−1, l2).
end if
end DIRECT-MANY
Figure 20: Procedure DIRECT-MANY, second part
26
(a)l1 6= −1, l2 6= 1, n is even
l1 6= −1, l2 6= −1, n is odd (b)
(c)l1 6= 1, l2 6= −1, n is even
l1 6= 1, l2 6= 1, n is odd (d)
l1 = 1, l2 = 1, n is even (e)
l1 = 1, l2 = −1, n is odd (f)
l1 = −1, l2 = 1, n is odd (g)
l1 = −1, l2 = −1, n is even (h)
Figure 21: Examples for DIRECT-MANY orientations.
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DIRECT-FORWARDS
input
Ordered neighbor brothers (C1, . . . , Cn) with left points v1, . . . , vn, respectively.
begin
vn+1 := (Pf (Cn) ∩ Ps(Cn))\Ps(Cn−1).
for (i = 1, . . . , n)
if (i is odd)
then Orient Ps(Ci) vi → vi+1.
else Orient Ps(Ci) vi ← vi+1.
end if
end for
end DIRECT-FORWARDS
DIRECT-BACKWARDS
input
Ordered neighbor brothers (C1, . . . , Cn) with left points v1, . . . , vn, respectively.
begin
vn+1 := (Pf (Cn) ∩ Ps(Cn))\Ps(Cn−1).
for (i = 1, . . . , n)
if (i is odd)
then Orient Ps(Ci) vi ← vi+1.
else Orient Ps(Ci) vi → vi+1.
end if
end for
end DIRECT-BACKWARDS
Figure 22: Procedures DIRECT-FORWARDS and DIRECT-BACKWARDS
DIRECT-INNER-CROSSING
input
Inner-crossing brothers (C1, C2).
Parameters l1 and l2.
begin
Let C ′ be the closest-containing brother of C1 and C2 [see Definition 3.14].
if (C ′ is oriented forwards)
then [see Figure 26(a).]
DIRECT-ONE(C1, l1,+1).
DIRECT-ONE(C2,+1, l2).
else [see Figure 26(b).]
DIRECT-ONE(C1, l1,−1).
DIRECT-ONE(C2,−1, l2).
end if
end DIRECT-INNER-CROSSING
Figure 23: Procedure DIRECT-INNER-CROSSING
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DIRECT-TWO
input
Neighboring brothers (C1, C2) with left ends v1, v2, respectively.
Parameters l1 and l2.
begin
u := the end node of Ps(C1) ∩ Ps(C2) such that u 6∈ Pf (C1).
v3 := (Pf (C2) ∩ Ps(C2))\Ps(C1).
if (C1 and C2 are light)
then
if ((l1 6= −1) ∧ (l2 6= 1))
then Orient Ps(C1) v1 → v2 . Orient Ps(C2) v2 ← v3 .
elseif (((l1 = 0) ∧ (l2 = 1)) ∨ ((l1 = −1) ∧ (l2 6= −1)))
then Orient Ps(C1) v1 ← v2 . Orient Ps(C2) v2 → v3 .
elseif ((l1 = 1) ∧ (l2 = 1))
then
Orient v1 → u→ v3.
if (l(C1) < l(C2))
then Orient u→ v2.
else Orient u← v2.
end if
else ((l1 = −1) ∧ (l2 = −1))
Orient v1 ← u← v3.
if (l(C1) < l(C2))
then Orient u← v2.
else Orient u→ v2.
end if
end if
else
DIRECT-ONE (C1, l1,+1).
DIRECT-ONE (C2,−1, l2).
[Preventing a situation where both cycles are oriented backwards,
which is permitted only when both cycles are light.]
end if
end DIRECT-TWO
Figure 24: Procedure DIRECT-TWO
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DIRECT-ONE
input
A cycle C. Parameters l1 and l2.
begin
v1, v2 := the nodes in Ps(C) ∩ Pf (C) ordered according to orientation of F (C).
if ((l1 6= −1) ∧ (l2 6= −1))
then Orient C v1 → v2.
elseif ((C is light) ∧ (C is not special-contained brother) ∧ (l1 6= 1) ∧ (l2 6= 1))
then Orient C v1 ← v2.
else [C must be oriented forwards to satisfy Property 3.16, or Property 3.20]
if (l1 = −1)
then C ′ := the cycle which sets the orientation l1 = −1 [see Definition 3.13].
x := the end node of the path Ps(C
′) ∩ Ps(C) such that x 6∈ F (C).
[The path is oriented x→ v1.]
[The possible positions of C ′ are shown in Figure 27,
where the bold line indicates C.]
Orient x→ v2.
if (C ′ is oriented forwards)
then β = 0.
else β = l(Pc(C
′)\C).
end if
if (l(C) < l(C ′) + 2β)
then Orient v1 → x [changing the current orientation].
if (l(C ′) < l(C))
then
for every D: (F (D) = C ′) ∧ (Pf (D) ⊂ (Ps(C
′) ∩ Ps(C)))
F (D) := C.
end for
end if
end if
end if
if (l2 = −1)
then C ′′ := the cycle which sets the orientation l2 = −1.
y := the end node of the path Ps(C
′′) ∩ Ps(C) such that y 6∈ F (C).
[The path is directed v2 → y.]
Orient v1 → y.
if (C ′′ is oriented forwards)
then β = 0.
else β = l(Pc(C
′′)\C).
end if
if (l(C) < l(C ′′) + 2β)
then Orient y → v2 [changing the current orientation].
if (l(C ′′) < l(C))
then
for every D: (F (D) = C ′′) ∧ (Pf (D) ⊂ (Ps(C
′′) ∩ Ps(C)))
F (D) := C.
end for
end if
end if
end if
end if
end DIRECT-ONE
Figure 25: Procedure DIRECT-ONE
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C1 C2
ev eu
C1 C2
ev eu
(a) (b)
k hg l k g l h
x x
The cycles
C1 zkxlhz
C2 zkgxhz
C′ zkxhz
Figure 26: The orientation of DIRECT-INNER-CROSSING.
C′
c
b
v1 v2
Ps(F (C
′))
C zav1xv2cz
C′ zabxv1v2cz
β = 0
S zav1v2cz
Containing brother of C zav1xbcz
Ps(S)
a
x
C
C′
a c
x
S
C
v2
v1
b
β = 0
C′ zaxv1bcz
C zabv1xv2c
S zabv1v2cz
v1 v2
x
e
a b c d
C′
C
S
Ps(F (C
′))
C′ zabv1xcdz
C zabv1xv2dz
S zabv1ev2dz
Neighbour brother of S zaebcdz
β = l(c, d)
Figure 27: Examples for DIRECT-ONE.
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3.3 The main result
The proof of next Proposition is given the following sections.
Proposition 3.26 It is possible to define directed paths M(S),Bt(S) and Bh(S) for every cycle S,
such that:
A1 l(M(S)) ≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S)).
A2 • If h(S) 6∈ F (S) then l(Bh(S)) + l(Mh(S)) ≤ 15l(Pc(S)) + 4l(Ps(S)).
• If t(S) 6∈ F (S) then l(Mt(S)) + l(Bt(S)) ≤ 15l(Pc(S)) + 4l(Ps(S)).
Moreover:
• If t(S), h(S) 6∈ F (S) then l(Bh(S)) + l(Bt(S)) ≤ 15l(Pc(S)) + 6l(Ps(S))− l(I(S)).
A3 For every son C of S, if Pf (C) contains at least one edge, then Pf (C) and I(S) have a common
edge. When Pf (C) contains only one node, this node is in I(S).
A4 If C is a son of S, Pf (C) ⊂ Jt(S) ∪ I(S) ∪ Jh(S).
A5 M(S) is contained in the union of Ps(S) and all cycles which are preferred to S.
A6 M(S) is contained in Ps(S), Ps(F (S)),M(F (S)), Bt(F (S)), Bh(F (S)), and a set N(S) of at
most three other cycles.
We will prove the persistence of these hypotheses by induction on the index i ∈ {1, . . . , gmax} in
Main, corresponding to a cycle S such that g(S) ≤ i.
Initially I(C0) = C0. M(C0) = φ. Bt(C0) = φ. Bh(C0) = φ.
Theorem 3.27 In the directed graph returned by MAIN, every undirected cycle S ∈ C has a directed
cycle
−→
S , such that
l(
−→
S ) ≤ 15l(S).
Proof: By Proposition 3.26 for every cycle S in the output of MAIN there are directed paths
M(S), Bt(S), Bh(S) and I(S) such that
l(M(S)) ≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S)). (20)
I(S) ⊆ Ps(S) giving that l(I(S)) ≤ l(Ps(S)) and therefore by (20):
l(M(S)) ≤ 15l(Pc(S)) + 3l(Ps(S)).
The concatenation of M(S) and I(S) creates the directed cycle
−→
S which connects U(S) and z.
Since S = Pc(S) ∪ Ps(S)
l(
−→
S ) = l(M(S)) + l(I(S)) ≤ 15l(Pc(S)) + 4l(Ps(S)) ≤ 15l(S)
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Theorem 3.28 For every node v, let C∗(v) be the original cycle which serves v in G and let C(v)
be the undirected cycle which serves v after the application of CANCEL-CROSSING and MAIN.
Then:
l(C(v)) ≤ 27l(C∗(v)).
Proof: Let Cˆ(v) be the cycle which serves v after CANCEL-CROSSING is applied on the graph.
According to Corollary 2.8
l(Cˆ(v)) ≤ 9l(C∗(v)).
During the application of MAIN Cˆ(v) may be farther changed. According to Remark 3.51 (below)
l(C(v)) ≤ 3l(Cˆ(v)).
Altogether
l(C(v)) ≤ 27l(C∗(v)).
Corollary 3.29 For every node v, let C∗(v) be the original cycle which serves v in G, and let
−→
C (v) be the directed cycle which connects v and z in the graph returned by MAIN. Then:
l(
−→
C (v)) ≤ 15 · 27l(C(v)) = 405l(C(v)).
Theorem 3.30 Let D be the directed diameter of the graph returned by MAIN,
D ≤ 1620DHopt .
Proof: For every node v, let C∗(v) be the original cycle which serves v in G, and let
−→
C (v) be
the directed cycle which connects v and z in the graph returned by MAIN. For every two nodes
v1, v2 ∈ V the length of the directed path from v1 to v2 is bounded by the sum of the length of
directed path from v1 to z in
−→
C (v1) and the length of the path from z to v2 in
−→
C (v2), thus:
D ≤ 2maxv∈V {l(
−→
C (v))}
¿From Corollary 3.29
D ≤ 2 · 405maxv∈V {l(C(v))}
For every undirected cycle C ∈ C l(C) ≤ 2DHopt , giving:
D ≤ 1620DHopt .
3.4 The path B(S)
Lemma 3.31 In many cases we construct Bh(S) and Bt(S) in the following manner. We first
create a directed path B(S) from Mt(S) to Mh(S) such that l(B(S)) ≤ 2l(Ps(S))− l(I(S)). When
h(S) 6∈ F (S) we define Bh(S) ⊆ Mt(S) ∪ B(S) as follows: start in z, continue with Mt(S) until
it meets B(S), and then use B(S) to reach h(S) via Jh(S). Similarly when t(S) 6∈ F (S) define
Bt(S) ⊆Mh(S)∪B(S). If B(S) exists, l(B(S)) ≤ 2l(Ps(S))− l(I(S)), and A1 holds, then A2 holds
for the paths Bt(S), Bh(S) constructed above.
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Proof: From A1
l(Mh(S)) + l(Mt(S)) = l(M(S)) ≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S)).
When h(S) 6∈ F (S) since Bh(S) ⊆Mt(S) ∪B(S):
l(Bh(S)) + l(Mh(S)) ≤ l(B(C)) + l(Mt(S)) + l(Mh(S)).
¿From the lemma’s assumption we get that:
l(Bh(S)) + l(Mh(S)) ≤ 15l(Pc(S)) + 4l(Ps(S)).
Similarly:
l(Bt(S)) + l(Mt(S)) ≤ 15l(Pc(S)) + 4l(Ps(S)).
By assumption, when h(S), t(S) 6∈ F (S): Bh(S) ⊆ B(S) ∪Mt(S) and Bt(S) ⊆ B(S) ∪Mh(S),
giving:
l(Bh(S)) + l(Bt(S)) ≤ l(Mh(S)) + l(Mt(S)) + 2lB(S).
The required bound follows now from the lemma’s assumptions.
3.5 Outline of the proof
In Section 3.6 we prove that a cycle C with I(C) = Ps(C) satisfies the induction hypotheses. This
is sufficient to prove that when DIRECT-FORWARDS and DIRECT-BACKWARDS are applied,
the induction hypotheses are satisfied.
In Section 3.7 we prove that when two neighbor brothers are oriented in the same direction
they satisfy the induction hypotheses. This is sufficient to prove that when DIRECT-TWO and
DIRECT-MANY are applied to light cycles, the induction hypotheses are satisfied.
When C is a heavy cycle or a special-contained brother DIRECT-ONE is activated to orient
it. In Section 3.10 we discuss cycles oriented by DIRECT-ONE. If a cycle is neither heavy nor
special-contained, previous proofs apply. Otherwise DIRECT-ONE defines the cycles C ′ or C ′′.
We continue by considering the relation between C and C ′, C ′′. Section 3.10.1 handles the case
where C and C ′ are brothers from the same level on containment (and uses proofs given in Section
3.8 and Section 3.9). Section 3.10.2 handles the case where C ′ is a brother from a previous level of
containment. Finally, Section 3.10.3 handles the case where C ′′ is from a previous generation than
C. This section is divided into two parts. Section 3.10.3 assumes that F (C) is oriented forwards,
and Section 3.10.3 assumes that F (C) is oriented backwards.
In Section 3.11 we prove that two inner-crossing brothers satisfy the induction hypotheses. This
is sufficient to prove that when DIRECT-INNER-CROSSING is applied, the induction hypotheses
are satisfied.
3.6 I(C) = Ps(C)
We first consider the simple cases when I(C) = Ps(C).
Let S = F (C). Mark {v1, v2} = Ps(C) ∩ Pf (C). Suppose that v1, v2 are ordered according to
direction of S.
In this proof and all similar proofs we mark x = t(S), y = h(S), and the end nodes v,w of
Ps(S), ordered v, x, y, w.
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Figure 28: Figure for Lemma 3.32.
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Lemma 3.32 Suppose that S satisfies the induction hypotheses and Ps(C) is oriented v1 → v2,
then C satisfies the induction hypotheses. Moreover |N(C)| = 0.
Proof: Since Ps(C) is oriented v1 → v2, I(C) = Ps(C). We go over the induction hypotheses:
A1 Since S = F (C)
l(v1, v2) ≤ l(Ps(C)). (21)
By A3 there are four cases to be considered (described in Figure 28):
(a) [v1, v2] ⊆ [x, y] (Pf (C) ⊂ I(S)). This case is described in Figure 28 (a). From A1
l(M(S)) ≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S))
= 15l(Pc(S)) + 2l(v, x) + 3l(x, v1) + 3l(v1, v2) + 3l(v2, y) + 2l(y,w).
Since [x → y] = I(S), [x, y] is oriented x → v1 → v2 → y (where v1 → v2 refers to
Pf (C)). Let
Mt(C) =Mt(S) ∪ [x→ v1], Mh(C) =Mh(S) ∪ [v2 → y],
then:
l(M(C)) = l(M(S)) + l(x, v1) + l(v2, y)
≤ 15l(Pc(S)) + 2l(v, x) + 4l(x, v1) + 3l(v1, v2) + 4l(v2, y) + 2l(y,w).
By definition,
l(Pc(C)) = l(Pc(S)) + l(v, x) + l(x, v1) + l(v2, y) + l(y,w).
Hence,
l(M(C)) ≤ 15l(Pc(C)) + 3l(v1, v2).
In this case also I(C) = Ps(C) and using Equation (21) we obtain:
l(M(C)) ≤ 15l(Pc(C)) + 2l(Ps(C)) + l(I(C)).
(b) x ∈ [v1, v2] and v2 ∈ [x, y], so the nodes are ordered v, v1, x, v2, y, w. This case is described
in Figure 28 (b). From A1
l(M(S)) ≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S))
= 15l(Pc(S)) + 2l(v, v1) + 2l(v1, x) + 3l(x, v2) + 3l(v2, y) + 2l(y,w).
From A4 on S, v1 ← x→ v2 → y. Let
Mt(C) =Mt(S) ∪ [x→ v1], Mh(C) =Mh(S) ∪ [v2 → y],
then:
l(M(C)) = l(M(S)) + l(x, v1) + l(v2, y)
= 15l(Pc(S)) + 2l(v, v1) + 3l(v1, x) + 3l(x, v2) + 4l(v2, y) + 2l(y,w).
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By definition,
l(Pc(C)) = l(Pc(S)) + l(v, v1) + l(v2, y) + l(y,w).
Hence,
l(M(C)) ≤ 15l(Pc(C)) + 3l(v1, x) + 3l(x, v2) = 15l(Pc(C)) + 3l(v1, v2)
In this case also I(C) = Ps(C) and using Equation (21) we obtain:
l(M(C)) ≤ 15l(Pc(C)) + 2l(Ps(C)) + l(I(C)).
(c) v1 ∈ [x, y] and y ∈ [v1, v2]. This case is described in Figure 28 (c). The proof is similar
to the proof of previous case.
(d) [x, y] ⊂ [v1, v2] (I(S) ⊂ Pf (C)), so the nodes are ordered v, v1, x, y, v2, w. This case is
described in Figure 28 (d). From A1
l(M(S)) ≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S))
= 15l(Pc(S)) + 2l(v, v1) + 2l(v1, x) + 3l(x, y) + 2l(y, v2) + 2l(v2, w).
¿From A4 v1 ← x→ y ← v2. Let
Mt(C) =Mt(S) ∪ [x→ v1], Mh(C) =Mh(S) ∪ [v2 → y],
then:
l(M(C1)) = l(M(S)) + 2l(x, v1) + l(v2, y)
≤ 15l(Pc(S)) + 2l(v, v1) + 3l(v1, x) + 3l(x, y) + 3l(y, v2) + 2l(v2, w).
By definition
l(Pc(C)) = l(Pc(S)) + l(v, v1) + l(v2, w)).
Hence,
l(M(C)) ≤ 15l(Pc(C)) + 3l(v1, x) + 3l(x, y) + 3l(y, v2) = 15l(Pc(C)) + 3l(v1, v2).
By Equation (21):
l(M(C)) ≤ 15l(Pc(C)) + 2l(Ps(C)) + l(I(C)).
A2 In this case I(C) = Ps(C).
A3 Since I(C) = Ps(C) and for every son Cˆ of C Pf (Cˆ) ∩ Ps(C) 6= φ , Pf (Cˆ) ∩ I(C) 6= φ.
A4 If Cˆ is a son of C, Pf (Cˆ) ⊆ Ps(C) = I(C).
A5 M(C) is contained in Ps(C) and Ps(S) ∪M(S) which are shorter then C.
A6 M(C) ⊆ Ps(C) ∪ Ps(S) ∪M(S), so N(C) = φ.
Lemma 3.33 Suppose that S satisfies the induction hypotheses and Ps(C) is oriented v1 ← v2
then C satisfies the induction hypotheses. Moreover |N(C)| = 0.
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Figure 29: Figure for Lemma 3.33.
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Proof: Since Ps(C) is oriented in a consistent manner, I(C) = Ps(C). We go over the induction
hypotheses:
A1 Since C is oriented backwards, according to Property 3.16 C is light, giving:
l(v1, v2) ≤ 0.5[l(v, v1) + l(v2, w)]. (22)
By A3 there are four cases to be considered (described in Figure 29):
(a) [v1, v2] ⊂ [x, y] (Pf (C2) ⊂ I(S)). This case is described in Figure 29(a). ¿From A1
l(M(S)) ≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S))
= 15l(Pc(S)) + 2l(v, x) + 3l(x, v1) + 3l(v1, v2) + 3l(v2, y) + 2l(y,w).
Since [x→ y] = I(S), [x, y] is oriented x→ v1 → v2 → y. Let
Mt(C) =Mt(S) ∪ [x→ v2], Mh(C) = [v1, y] ∪Mh(S).
¿From (22):
l(M(C)) = l(M(S)) + l(x, v1) + 2l(v1, v2) + l(v2, y)
≤ 15l(Pc(S)) + 2l(v, x) + 4l(x, v1) + 5l(v1, v2) + 4l(v2, y) + 2l(y,w)
≤ 15l(Pc(S)) + 4.5l(v, x) + 6.5l(x, v1) + 6.5l(v2, y) + 4.5l(y,w).
By definition
l(Pc(C)) = l(Pc(S)) + l(v, x) + l(x, v1) + l(v2, y) + l(y,w),
giving
l(M(C)) ≤ 15l(Pc(C)) ≤ l(Pc(C)) + 2l(Ps(C)) + l(I(C)).
(b) x ∈ [v1, v2] and v2 ∈ [x, y]. This case is described in Figure 29(b). Since x ∈ [v1, v2]
obviously x 6∈ F (S), and therefore by A2:
l(Mt(S)) + l(Bt(S)) ≤ 15l(Pc(S)) + 4l(Ps(S)).
¿From A4 we get that v1 ← x→ v2 → y . Let
Mt(C) =Mt(S) ∪ [x→ v2], Mh(C) = Bt(S)\[x→ v1].
Then:
l(M(C)) ≤ l(Mt(S)) + l(x, v2) + l(Bt(S))
≤ 15l(Pc(S)) + 4l(Ps(S)) + l(x, v2)
≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, x) + 5l(x, v2) + 4l(v2, y) + 4l(y,w)
≤ 15l(Pc(S)) + 6.5l(v, v1) + 6.5l(v2, y) + 6.5l(y,w),
where the last inequality follows from (22). By definition
l(Pc(C)) = l(Pc(S)) + l(v, v1) + l(v2, y) + l(y,w),
giving:
l(M(C)) ≤ 15l(Pc(C)) ≤ 15l(Pc(C)) + 2l(Ps(C)) + l(I(C)).
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(c) v1 ∈ [x, y] and y ∈ [v1, v2]. This case is described in Figure 29(c). The proof is similar
to the proof of previous case.
(d) [x, y] ⊂ [v1, v2] (I(S) ⊂ Pf (C1)). This case is described in Figure 29(d). From A2 (in
this case x, y 6∈ F (S))
l(Bh(S)) + l(Bt(S)) ≤ 15l(Pc(S)) + 6l(Ps(S)).
¿From A4 we get that v1 ← x→ y ← v2. Let
Mt(C) = Bh(S)\[v2, y],
and
Mh(C) = Bt(S)\[x, v1].
Then:
l(M(C)) ≤ l(Bh(S)) + l(Bt(S))
≤ 15l(Pc(S)) + 6l(Ps(S))
≤ 15l(Pc(S)) + 6l(v, v1) + 6l(v1, x) + 6l(x, y) + 6l(y, v2) + 6l(v2, w)
≤ 15l(Pc(S)) + 9l(v, v1) + 2l(v1, x) + 2l(x, y) + 2l(y, v2) + 9l(v2, w),
where the last inequality follows from (22). By definition
l(Pc(C)) = l(Pc(S)) + l(v, v1) + l(v2, w),
giving:
l(M(C) ≤ 15l(Pc(C)) + 2l(v1, v2).
By Equation (21):
l(M(C)) ≤ 15l(Pc(C)) + 2l(Ps(C)) + l(I(C)).
A2 In this case I(C) = Ps(C).
A3 Since I(C) = Ps(C) and for every son Cˆ of C Pf (Cˆ) ∩ Ps(C) 6= φ , Pf (Cˆ) ∩ I(C) 6= φ.
A4 If Cˆ is a son of C, Pf (Cˆ) ⊆ Ps(C) = I(C).
A5 M(C) is contained in Ps(C) and Ps(S) ∪M(S) which are shorter then C.
A6 M(C) ⊆ Ps(C) ∪ Ps(S) ∪M(S), so N(C) = φ.
Corollary 3.34 The cycles directed by DIRECT-FORWARDS and DIRECT-BACKWARDS sat-
isfy the induction hypotheses.
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Figure 30: Figure for Lemma 3.35.
3.7 Two brothers
In this section we consider two neighbor brothers C1 and C2 ordered according to direction of
S = F (C1) = F (C2), where the two brothers were oriented in the same direction
3 (so they were
not oriented by DIRECT-FORWARDS or DIRECT-BACKWARDS). The first lemma assumes
that they were both oriented forwards, and the second lemma assumes they were both oriented
backwards.
Mark
• u := the end node of the path Ps(C1) ∩ Ps(C2), such that u 6∈ S.
• v1 := S ∩ (Ps(C1)\Ps(C2)).
• v2 := S ∩ (Ps(C1) ∩ Ps(C2)).
• v3 := S ∩ (Ps(C2)\Ps(C1)).
For one of these brothers I(C) = Ps(C), but for the other brother I(C) ⊂ Ps(C).
Lemma 3.35 Suppose that S satisfies the induction hypotheses, and C1, C2 were oriented (see
Figure 30) v1 → u → v2, u → v3 (i.e. both were oriented forwards). Then C2 satisfies the
induction hypotheses. Moreover |N(C2)| = 1.
Proof: By Observation 3.25 the orientation u → v3 indicates that l(C1) < l(C2) (for example in
the procedure DIRECT-TWO). It follows that 4 U(C2) ⊂ [u, v3], and therefore:
I(C2) = [u→ v3], t(C2) = u, h(C2) = v3.
3 For example, such orientation can be the result of DIRECT-TWO with l1 = l2 = 1 or l1 = l2 = −1.
4 [u, v3] is the path in Ps(C2), [v1, u] is the path in Ps(C1)
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Since l(C1) < l(C2)
l(v1, u) + l(v2, v3) < l(v1, v2) + l(u, v3). (23)
A1 By A3 on S x ∈ [v, v2] and y ∈ [v2, w]. By A4 the direction is always x → v1 and v3 → y so
we can define:
Mt(C2) =Mt(S) ∪ [x→ v1] ∪ [v1 → u], Mh(C2) = [v3 → y] ∪Mh(S).
Using A1 on S
l(M(C2)) = l(M(S)) + l(x, v1) + l(v1, u) + l(v3, y)
≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S)) + l(x, v1) + l(v1 → u) + l(v3, y)
≤ 15l(Pc(S)) + 4l(v, v1) + 3l(v1, v2) + 3l(v2, v3) + 4l(v3, w) + l(v1 → u).
Note that:
• The lengths of [v, v1] and [v3, w] are taken four times to satisfy all four cases of locations
for x, y. In Figure 30 the case x ∈ [v, v1], y ∈ [v2, v3] is described. In this case the length
of [x, v1] should be counted four times: twice in 2l(Ps(S)), once in l(I(S)) and once in
l(Mt(C2)). This is taken into account by considering 4l(v, v1).
• The length of [v1, v2] is taken only three times. When x 6∈ [v1, v2] then [v1, v2] is counted
three times in 2l(Ps(S)) + l(I(S)). When x ∈ [v1, v2] then [v1, x] is counted twice in
2l(Ps(S)) + l(I(S)) and once more in l(Mt(C2)). The path [x, v2] is counted three times
in 2l(Ps(S)) + l(I(S)), giving altogether three times l(v1, v2).
• In the same manner the length of [v2, v3] is taken only three times both when y ∈ [v2, v3]
and for y 6∈ [v2, v3].
¿From (23)
l(M(C2)) ≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 2l(v2, v3) + 4l(v3, w) + l(u, v3).
By definition
l(Pc(C2)) = l(Pc(S)) + l(v, v1) + l(v1, v2) + l(v3, w),
so that
l(M(C2)) ≤ 15l(Pc(C2)) + 2l(v2, v3) + l(u, v3).
Since C2 is a son of S, l(v2, v3) ≤ l(Ps(C2)). In this case I(C2) = [u→ v3] so
l(M(C2)) ≤ 15l(Pc(C2)) + 2l(Ps(C2)) + l(I(C2)).
A2 When y ∈ [v3, w] we define
B(C2) = [u→ v2 → v3].
When y ∈ [v2, v3] we define
5
B(C2) = [u→ v2 → y].
5Note that y ∈Mh(C2).
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In both cases l(B(C2)) ≤ l(u, v2) + l(v2, v3). From the definition of I(C2) and since C2 is a
son of S,
l(B(C2)) ≤ l(u, v2) + l(v2, v3)
= l(Ps(C2))− l(I(C2)) + l(v2, v3)
≤ l(Ps(C2))− l(I(C2)) + l(Ps(C2))
= 2l(Ps(C2))− l(I(C2)).
A3 Let Cˆ be a son of C2. Since [u, v2] ⊆ Ps(C1) and l(C1) < l(C2), if Pf (Cˆ) ⊆ [u, v2] then Cˆ
should have been a son of C1 . Therefore Pf (Cˆ) ∩ (u, v3) 6= φ.
A4 In this case Jt(C2) = [u → v2]. Obviously for every son Cˆ of C2 Pf (Cˆ) ⊂ Ps(C2) = Jt(C2) ∪
I(C2).
A5 M(C2) ⊆ Ps(C2) ∪ C1 ∪M(S). Since l(C1) < l(C2) the condition is satisfied.
A6 M(C2) is contained in Ps(C2), C1 (a brother of C2), S, Bt(S),Bh(S) and M(S), so N(C2) =
{C1}.
Lemma 3.36 Suppose that S satisfies the induction hypotheses, and C1, C2 were oriented (see
Figure 31) v1 ← u ← v2, u ← v3 (i.e. both were oriented backwards). Then C2 satisfies the
induction hypotheses. Moreover |N(C2)| = 1.
Proof: By Observation 3.25 the orientation u ← v3 indicates that l(C1) < l(C2) (for example in
the procedure DIRECT-TWO). It follows that U(C2) ⊂ [u, v3] and therefore
I(C2) = [v3 → u], t(C2) = v3, h(C2) = u.
¿From l(C1) < l(C2) we get that (23) still holds.
A1,A2 Since C2 was oriented backwards, according to Property 3.16 C2 is light:
l(v2, v3) ≤ 0.5[l(v, v2) + l(v3, w)]. (24)
By A3 there are four cases to be considered (described in Figure 31):
(a)[v1, v3] ⊆ [x, y]. This case is described in Figure 31(a). Since [x → y] = I(S), [x, y] is
oriented x→ v1 → v2 → v3 → y. Let
Mt(C2) =Mt(S) ∪ [x→ v1 → v2 → v3], Mh(C2) = [u→ v1 → v2 → v3 → y] ∪Mh(S).
By A1, Equations (23) and (24)
l(M(C2)) = l(M(S)) + l(x, v1) + 2l(v1, v2) + 2l(v2, v3) + l(v1, u) + l(v3, y)
≤ 15l(Pc(S)) + 2l(v, x) + 3l(x, v1) + 3l(v1, v2) + 3l(v2, v3) + 3l(v3, y) +
2l(y,w) + l(x, v1) + 2l(v1, v2) + 2l(v2, v3) + l(v1, u) + l(v3, y)
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Figure 31: Figure for Lemma 3.36.
44
≤ 15l(Pc(S)) + 2l(v, x) + 4l(x, v1) + 5l(v1, v2) + 5l(v2, v3) + 4l(v3, y) +
2l(y,w) + l(v1, u)
≤ 15l(Pc(S)) + 2l(v, x) + 4l(x, v1) + 6l(v1, v2) + 4l(v2, v3) + 4l(v3, y) +
2l(y,w) + l(u, v3)
≤ 15l(Pc(S)) + 3l(v, x) + 5l(x, v1) + 7l(v1, v2) + 2l(v2, v3) + 5l(v3, y) +
3l(y,w) + l(u, v3).
By definition
l(Pc(C2)) = l(Pc(S)) + l(v, x) + l(x, v1) + l(v1, v2) + l(v3, y) + l(y,w),
so that
l(M(C2)) ≤ 15l(Pc(C2)) + 2l(v2, v3) + l(u, v3).
Since C2 is a son of S, l(v2, v3) ≤ l(Ps(C2)). I(C2) = [v3 → u] so
l(M(C2)) ≤ 15l(Pc(C2)) + 2l(Ps(C2)) + l(I(C2)).
In this case we define6:
B(C2) = [v2 → u].
¿From the definition of I(C2) and since C2 is a son of S
l(B(C2)) = l(v2, u) = l(Ps(C2))− l(I(C2)) ≤ 2l(Ps(C2))− l(I(C2)).
(b) x ∈ [v1, v2] and y ∈ [v3, w]. This case is described in Figure 31(b). From A4 the paths
are oriented v1 ← x→ v2 → v3 → y. From A2 (since x 6∈ F (S) )
l(Mt(S)) + l(Bt(S)) ≤ 15l(Pc(S)) + 4l(Ps(S)).
Let
Mt(C2) =Mt(S) ∪ [x→ v2 → v3], Mh(C2) = [u→ v1] ∪ (Bt(S)\[x, v1]),
then:
l(M(C2)) ≤ l(Mt(S)) + l(Bt(S)) + l(x, v2) + l(v2, v3) + l(u, v1)
≤ 15l(Pc(S)) + 4l(Ps(S)) + l(x, v2) + l(v2, v3) + l(u, v1)
= 15l(Pc(S)) + 4l(v, v1) + 4l(v1, x) + 5l(x, v2) + 5l(v2, v3) + 4l(v3, y) +
4l(y,w) + l(u, v1)
≤ 15l(Pc(S)) + 4l(v, v1) + 5l(v1, x) + 6l(x, v2) + 4l(v2, v3) + 4l(v3, y) +
4l(y,w) + l(u, v3)
≤ 15l(Pc(S)) + 5l(v, v1) + 6l(v1, x) + 7l(x, v2) + 2l(v2, v3) + 5l(v3, y) +
5l(y,w) + l(u, v3),
where the last two inequalities follow from (23) and (24). By definition
l(Pc(C2)) = l(Pc(S)) + l(v, v1) + l(v1, x) + l(x, v2) + l(v3, y) + l(y,w),
6Note that v2 ∈Mt(C2).
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so that
l(M(C2)) ≤ 15l(Pc(C2)) + 2l(v2, v3) + l(u, v3).
Since C2 is a son of S, l(v2, v3) ≤ l(Ps(C2). I(C2) = [u→ v3] so
l(M(C2)) ≤ 15l(Pc(C2)) + 2l(Ps(C2)) + l(I(C2)).
In this case again
B(C2) = [v2 → u]
so as in previous case,
l(B(C2)) ≤ 2l(Ps(C2))− l(I(C2)).
(c) x ∈ [v, v1] and y ∈ [v2, v3]. This case is described in Figure 31(c). From A4 the paths
are oriented: x→ v1 → v2 → y ← v3 .
From A2 (since y 6∈ F (S) )
l(Mh(S)) + l(Bh(S)) ≤ 15l(Pc(S)) + 4l(Ps(S)).
Let:
Mt(C2) = (Bh(S)\[v3 → y]), Mh(C2) = [u→ v1 → v2 → y] ∪Mh(S),
giving:
l(M(C2)) ≤ l(Mh(S)) + l(Bh(S)) + l(u, v1) + l(v1, v2) + l(v2, y)
≤ 15l(Pc(S)) + 4l(Ps(S)) + l(u, v1) + l(v1, v2) + l(v2, y)
= 15l(Pc(S)) + 4l(v, x) + 4l(x, v1) + 5l(v1, v2) + 5l(v2, y) + 4l(y, v3) +
4l(v3, w) + l(u, v1)
≤ 15l(Pc(S)) + 4l(v, x) + 4l(x, v1) + 6l(v1, v2) + 4l(v2, y) + 3l(y, v3) +
4l(v3, w) + l(u, v3)
≤ 15l(Pc(S)) + 5l(v, x) + 5l(x, v1) + 7l(v1, v2) + 2l(v2, y) + l(y, v3) +
5l(v3, w) + l(u, v3),
where the last two inequalities follow from (23) and (24). By definition
l(Pc(C2)) = l(Pc(S)) + l(v, x) + l(x, v1) + l(v1, v2) + l(v3, w),
so that
l(M(C2)) ≤ 15l(Pc(C2)) + 2l(v2, v3) + l(u, v3).
Since S = F (C2), l(v2, v3) ≤ l(Ps(C2). I(C2) = [u→ v3] so
l(M(C2)) ≤ 15l(Pc(C2)) + 2l(Ps(C2)) + l(I(C2)).
We prove A2 directly on C2 (not using Lemma 3.31). From A1
l(M(S)) ≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S)).
In this case t(C2) = v3 ∈ F (C2), h(C2) = u 6∈ F (C2), so only the first inequality of A2
should be proven. Let
Bh(C2) =Mt(S) ∪ [x→ v1 → v2 → u],
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giving
l(Bh(C2)) + l(Mh(C2)) = l(Mt(S)) + l(Mh(S)) + l(x, v1) + 2l(v1, v2) + l(v2, u) +
l(u, v1) + l(v2, y)
≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S)) + l(x, v1) + 2l(v1, v2) +
l(v2, u) + l(u, v1) + l(v2, y)
= 15l(Pc(S)) + 2l(v, x) + 4l(x, v1) + 5l(v1, v2) + 4l(v2, y) +
2l(y, v3) + 2l(v3, w) + l(v2, u) + l(u, v1)
≤ 15l(Pc(S)) + 2l(v, x) + 4l(x, v1) + 6l(v1, v2) + 3l(v2, y) +
l(y, v3) + 2l(v3, w) + l(v2, u) + l(u, v3)
≤ 15l(Pc(S)) + 2.5l(v, x) + 4.5l(x, v1) + 6.5l(v1, v2) + 2l(v2, y)
2.5l(v3, w) + l(v2, u) + l(u, v3)
≤ 15l(Pc(C2)) + 2l(v2, y) + l(Ps(C2)),
where the last inequalities follow from (23), (24) and the definitions of Pc(C2) and Ps(C2).
Since S = F (C2) l(v2, y) ≤ l(v2, v3) ≤ l(Ps(C2)), giving
l(Bh(C2)) + l(Mh(C2)) ≤ 15l(Pc(C2)) + 3l(Ps(C2)).
(d) x ∈ [v1, v2] and y ∈ [v2, v3]. This case is described in Figure 31(d). From A4 the paths
are oriented: v1 ← x→ v2 → y ← v3 . From A2 (since x, y 6∈ F (S))
l(Bh(S)) + l(Bt(S)) ≤ 15l(Pc(S)) + 6l(Ps(S)).
Let:
Mt(C2) = Bh(S)\[v3 → y]), Mh(C2) = [u→ v1] ∪ (Bt(S)\[x→ v1]),
then
l(M(C2)) ≤ l(Bh(S)) + l(Bt(S)) + l(u, v1)
≤ 15l(Pc(S)) + 6l(Ps(S)) + l(u, v1)
= 15l(Pc(S)) + 6l(v, v1) + 6l(v1 → x→ v2) + 6l(v2 → y → v3) +
6l(v3, w) + l(u, v1)
≤ 15l(Pc(S)) + 6l(v, v1) + 7l(v1, v2) + 5l(v2, v3) + 6l(v3, w) + l(u, v3)
≤ 15l(Pc(S)) + 7.5l(v, v1) + 8.5l(v1, x) + 8.5l(x, v2) + 2l(v2, v3) +
7.5l(v3, w) + l(u, v3)
≤ 15l(Pc(C2)) + 2l(v2, v3) + l(u, v3),
where the third and fourth inequalities follow from (23) and (24).
Since C2 is a son of S l(v2, v3) ≤ l(Ps(C2), I(C2) = [u→ v3] so
l(M(C2)) ≤ 15l(Pc(C2)) + 2l(Ps(C2)) + l(I(C2)).
We prove A2 directly on C2 (not using Lemma 3.31). From A2
l(Mt(S)) + l(Bt(S)) ≤ 15l(Pc(S)) + 4l(Ps(S))
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In this case t(C2) = v3 ∈ F (C2), h(C2) = u 6∈ F (C2), so only the first inequality of A2
should be proven. Let
Bh(C2) =Mt(S) ∪ [x→ v2 → u],
giving
l(Bh(C2)) + l(Mh(C2)) ≤ l(Mt(S)) + l(Bt(S)) + l(x, v2) + l(v2, u) + l(u, v1)
≤ 15l(Pc(S)) + 4l(Ps(S)) + l(x, v2) + l(v2, u) + l(u, v1)
= 15l(Pc(S)) + 4l(v, v1) + 4l(v1, x) + 5l(x, v2) + 4l(v2, v3) +
4l(v3, w) + l(v2, u) + l(u, v1)
≤ 15l(Pc(S)) + 4l(v, v1) + 5l(v1, x) + 6l(x, v2) + 3l(v2, v3) +
4l(v3, w) + l(v2, u) + l(u, v3)
≤ 15l(Pc(S)) + 5l(v, v1) + 6l(v1, x) + 7l(x, v2) + l(v2, v3) +
5l(v3, w) + l(v2, u) + l(u, v3)
where the last inequalities follow from (23) and (24). From the definition of Pc(C2) and
Ps(C2)
l(Bh(C2)) + l(Mh(C2)) ≤ 15l(Pc(C2)) + 2l(v2, v3) + l(Ps(C2))
Since C2 is a son of S l(v2, v3) ≤ l(Ps(C2)) giving
l(Bh(C2)) + l(Mh(C2)) ≤ 15l(Pc(C2)) + 3l(Ps(C2)).
A3 Let Cˆ be a son of C2. If Pf (Cˆ) ⊆ [u, v2], since [u, v2] ⊆ Ps(C1) and l(C1) < l(C2) Cˆ should
have been a son of C1 . Therefore Pf (Cˆ) ∩ [u, v3] 6= φ.
A4 In this case Jh(C2) = [v2 → u] and obviously for every son Cˆ of C2 Pf (Cˆ) ⊂ Ps(C2) =
Jh(C2) ∪ I(C2).
A5 M(C2) ⊆ Ps(C2) ∪ C1 ∪M(S). Since l(C1) < l(C2) the condition is satisfied.
A6 M(C2) is contained in Ps(C2), C1 (a brother of C2), S and M(S), so N(C2) = {C1}.
Corollary 3.37 If C1 and C2 are light, the cycles oriented in DIRECT-TWO satisfy the induction
hypotheses.
Proof: In the first two cases of the procedure the cycles are directed to satisfy I(Ci) = Ps(Ci) and
then according to Lemmas 3.32 and 3.33 the induction hypotheses are satisfied.
Suppose that l(C1) < l(C2). If l1 = l2 = 1 then C1 and C2 satisfy the induction hypotheses by
Lemmas 3.32 and 3.35 respectively. If l1 = l2 = −1 then the claim holds by Lemmas 3.33 and 3.36,
respectively. The case l(C1) > l(C2) is symmetrically proven.
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Figure 32: Figure for Lemma 3.38.
3.8 Three brothers
In this section we consider three neighbor brothers C1, C2, C3 where the three brothers were all
oriented forwards.7 In the first lemma we handle the orientation applied by the algorithm when
l(C1) < l(C2) < l(C3). In the second lemma we handle the orientation applied by the algorithm
when l(C1) < l(C2) and l(C3) < l(C2). Other equivalent cases can be handled by similar lemmas.
Mark
• u1 := the end node of the path Ps(C1) ∩ Ps(C2), such that u1 6∈ S.
• u2 := the end node of the path Ps(C2) ∩ Ps(C3), such that u2 6∈ S.
• v1 := S ∩ (Ps(C1)\Ps(C2)).
• v2 := S ∩ (Ps(C1) ∩ Ps(C2)).
• v3 := S ∩ (Ps(C2) ∩ Ps(C3)).
• v3 := S ∩ (Ps(C3)\Ps(C2)).
Lemma 3.38 Suppose that S satisfies the induction hypotheses and C1, C2, C3 were oriented v1 →
u1 → u2 → v4, u1 → v2, u2 → v3 (see Figure 32). Then C3 satisfies the induction hypotheses.
Moreover |N(C3)| = 2.
Proof: By Observation 3.25 the orientation u1 → v2 indicates that l(C1) < l(C2) and the orienta-
tion u2 → v3 indicates that l(C2) < l(C3). It follows that U(C3) ⊂ [u2, v4]. Therefore
I(C3) = [u2 → v4], t(C3) = u2, h(C3) = v4.
7 For example, such orientation can be the result of DIRECT-MANY when n = 3, C2 is heavy and l1 = l2 = 1.
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Since l(C1) < l(C2) < l(C3)
8
l(v1, u1) + l(u1, v2) + l(v3, v4) < l(v1, v2) + l(v3, u2) + l(u2, v4), (25)
l(u1, v2) + l(u1, u2) + l(v3, v4) < l(v2, v3) + l(u2, v4). (26)
A1 By A3 on S x ∈ [v, v2] and y ∈ [v3, w]. In Figure 32 the case x ∈ [v, v1], y ∈ [v3, v4] is described.
By A4 for all these cases we can define:
Mt(C3) =Mt(S) ∪ [x→ v1 → u1 → u2], Mh(C3) = [v4 → y] ∪Mh(S).
Using A1 on S
l(M(C3)) = l(M(S)) + l(x, v1) + l(v1 → u1 → u2) + l(v4, y)
≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S)) + l(x, v1) + l(v1 → u1 → u2) + l(v4, y)
≤ 15l(Pc(S)) + 4l(v, v1) + 3l(v1 → v2 → v3 → v4) + 4l(v4, w) +
l(v1 → u1 → u2).
(The lengths of [v, v1] and [v4, w] are taken 4 times to satisfy all possible locations of x, y.)
¿From (25) and (26)
l(M(C3)) ≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 3l(v2, v3) + 2l(v3, v4) +
4l(v4, w) + l(Ps(C3)) + l(u1, u2)
≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 4l(v2, v3) + l(v3, v4) +
4l(v4, w) + l(Ps(C3)) + l(u2, v4).
By definition
l(Pc(C3)) = l(Pc(S)) + l(v, v1) + l(v1, v2) + l(v2, v3) + l(v4, w),
so that
l(M(C3)) ≤ 15l(Pc(C3)) + l(v3, v4) + l(Ps(C3)) + l(u2, v4).
Since C3 is a son of S, l(v3, v4) ≤ l(Ps(C3)). I(C3) = [u2 → v4] so
l(M(C3)) ≤ 15l(Pc(C3)) + 2l(Ps(C3)) + l(I(C3)).
A2 When y ∈ [v4, w] we define
B(C3) = [u2 → v3 → v4].
When y ∈ [v3, v4] we define
B(C3) = [u2 → v3 → y].
In both cases B(C3) ⊆ [u2 → v3 → v4]. From the definition of I(C3) and since C3 is a son of
S,
l(B(C3)) ≤ l(u2, v3) + l(v3, v4)
= l(Ps(C3))− l(I(C3)) + l(v3, v4)
≤ l(Ps(C3))− l(I(C3)) + l(Ps(C3))
= 2l(Ps(C3))− l(I(C3)).
8 [v1, u1] is the path in Ps(C1) and [u2, v4] is the path in Ps(C3)
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Figure 33: Figure for Lemma 3.39.
A3 Let Cˆ be a son of C3. If Pf (Cˆ) ⊆ [u2, v3] then since [u2, v3] ⊆ Ps(C2) and l(C2) < l(C3), Cˆ
should have been a son of C2 . Therefore Pf (Cˆ) ∩ [u2, v4] 6= φ.
A4 In this case Jt(C3) = [u2 → v3]. Obviously for every son Cˆ of C3 Pf (Cˆ) ⊂ Ps(C3) = I(C3) ∪
Jt(C3).
A5 M(C3) is contained in Ps(C3) ∪ C1 ∪ C2 ∪M(S). Since l(C1) < l(C3) and l(C2) < l(C3) the
condition is satisfied.
A6 M(C3) is contained in Ps(C3), C1 ,C2(two brothers of C3), S and M(S), so N(C3) = {C1, C2}.
Lemma 3.39 Suppose that S satisfies the induction hypotheses, and C1, C2, C3 were oriented v1 →
u1 → u2 → v4, u1 → v2, v3 → u2 (see Figure 33). Then C2 satisfies the induction hypotheses.
Moreover |N(C2)| = 2.
Proof: By Observation 3.25 the orientation u1 → v2 indicates that l(C1) < l(C2) and the orienta-
tion v3 → u2 indicates that l(C3) < l(C2). It follows that U(C2) ⊂ [u1, u2] so
I(C2) = [u1 → u2], t(C2) = u1, h(C2) = u2.
Since l(C1) < l(C2) and l(C3) < l(C2):
l(v1, u1) + l(v2, v3) < l(u1, u2) + l(u2, v3) + l(v1, v2), (27)
l(u2, v4) + l(v2, v3) < l(u1, u2) + l(v2, u1) + l(v3, v4). (28)
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A1 By A3 on S x ∈ [v, v2] and y ∈ [v3, w]. In Figure 33 the case x ∈ [v, v1], y ∈ [v3, v4] is described.
By A4 for all these cases we can define:
Mt(C2) =Mt(S) ∪ [x→ v1 → u1], Mh(C3) = [u2 → v4 → y] ∪Mh(S).
Using A1 on S
l(M(C2)) = l(M(S)) + l(x, v1) + l(v1 → u1) + l(u2 → v4) + l(v4, y)
≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S)) + l(x, v1) + l(v1 → u1) + l(u2 → v4) + l(v4, y)
≤ 15l(Pc(S)) + 4l(v, v1) + 3l(v1 → v2 → v3 → v4) + 4l(v4, w) +
l(v1 → u1) + l(u2 → v4).
(The lengths of [v, v1] and [v4, w] are taken 4 times to satisfy all four cases of locations for
x, y.)
From (27) and (28):
l(M(C2)) ≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 2l(v2, v3) + 3l(v3, v4) +
4l(v4, w) + l(u1, u2) + l(u2, v3) + l(u2, v4)
≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + l(v2, v3) + 4l(v3, v4) +
4l(v4, w) + 2l(u1, u2) + l(u2, v3) + l(u1, v2).
By definition
l(Pc(C2)) = l(Pc(S)) + l(v, v1) + l(v1, v2) + l(v3, v4) + l(v4, w),
so that
l(M(C2)) ≤ 15l(Pc(C2)) + l(v2, v3) + 2l(u1, u2) + l(u2, v3) + l(u1, v2).
By definition
l(Ps(C2)) = l(u1, v2) + l(u1, u2) + l(u2, v3),
giving
l(M(C2)) ≤ 15l(Pc(C2)) + l(v2, v3) + l(u1, u2) + l(Ps(C2)).
Since C2 is a son of S, l(v2, v3) ≤ l(Ps(C2)). I(C2) = [u1 → u2] so
l(M(C2)) ≤ 15l(Pc(C2)) + 2l(Ps(C2)) + l(I(C2)).
A2 For all possible locations of x and y
B(C2) = [u1 → v2 → v3 → u2].
¿From the definition of I(C2) and since C2 is a son of S,
l(B(C2)) = l(u1, v2) + l(v3, u2) + l(v2, v3)
= l(Ps(C2))− l(I(C2)) + l(v2, v3)
≤ l(Ps(C2))− l(I(C2)) + l(Ps(C2))
= 2l(Ps(C2))− l(I(C2)).
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A3 Let Cˆ be a son of C2. If Pf (Cˆ) ⊆ [u1, v2] since [u2, v3] ⊆ Ps(C1) and l(C1) < l(C2), Cˆ should
have been a son of C1 . In a similar way if Pf (Cˆ) ⊆ [u2, v3] since l(C3) < l(C2) Cˆ would have
been a son of C3. Therefore Pf (Cˆ) ∩ [u1, u2] 6= φ.
A4 In this case Jt(C2) = [u1 → v2] and Jh(C2) = [v3 → u2]. Obviously for every son Cˆ of C2
Pf (Cˆ) ⊂ Ps(C2) = Jt(C2) ∪ I(C2) ∪ Jh(C2).
A5 M(C2) is contained in Ps(C2) ∪ C1 ∪ C3 ∪M(S). Since l(C1) < l(C2) and l(C3) < l(C2) the
condition is satisfied.
A6 M(C2) is contained in Ps(C2), C1 ,C3(two brothers of C2), S and M(S), N(C2) = {C1, C3}.
3.9 Four brothers
In this section we consider four neighbor cycles C1, . . . , C4 where the four brothers were all oriented
forwards.9 In the first lemma we handle the orientation applied by the algorithm when l(C1) <
l(C2) < l(C3) < l(C4). In the second lemma we handle the orientation applied by the algorithm
when l(C1) < l(C2) < l(C3) and l(C4) < l(C3). Other equivalent cases can be handled by similar
lemmas.
Mark
• u1 := the end node of the path Ps(C1) ∩ Ps(C2), such that u1 6∈ S.
• u2 := the end node of the path Ps(C2) ∩ Ps(C3), such that u2 6∈ S.
• u3 := the end node of the path Ps(C3) ∩ Ps(C4), such that u3 6∈ S.
• v1 := S ∩ (Ps(C1)\Ps(C2)).
• v2 := S ∩ (Ps(C1) ∩ Ps(C2)).
• v3 := S ∩ (Ps(C2) ∩ Ps(C3)).
• v4 := S ∩ (Ps(C3) ∩ Ps(C4)).
• v5 := S ∩ (Ps(C4)\Ps(C3)).
Lemma 3.40 Suppose that S satisfies the induction hypotheses and C1, C2, C3, C4 were oriented
v1 → u1 → u2 → u3 → v5, u1 → v2, u2 → v3 and u3 → v4 (see Figure 34). Then C4 satisfies the
induction hypotheses. Moreover |N(C4)| = 3.
Proof: By Observation 3.25 the orientation u1 → v2 indicates that l(C1) < l(C2), the orientation
u2 → v3 indicates that l(C2) < l(C3) and the orientation u3 → v4 indicates that l(C3) < l(C4). It
follows that U(C4) ⊆ [u3, v5], so
I(C4) = [u3 → v5], t(C4) = u3, h(C4) = v5.
9For example, such orientation can be the result of DIRECT-MANY when n = 4, C2 and C3 are heavy and
l1 = l2 = 1.
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Figure 34: Figure for Lemma 3.40.
Since l(C1) < l(C4) , l(C2) < l(C4) and l(C3) < l(C4)
l(v1, u1) + l(u1, v2) + l(v4, v5) < l(Ps(C4)) + l(v1, v2), (29)
l(u1, u2) + l(u1, v2) + l(u2, v3) + l(v4, v5) < l(Ps(C4)) + l(v2, v3), (30)
l(u2, u3) + l(u2, v3) + l(v4, v5) < l(u3, v5) + l(v3, v4). (31)
A1 By A3 on S x ∈ [v, v2] and y ∈ [v4, w]. By A4 for all these cases we can define:
Mt(C4) =Mt(S) ∪ [x→ v1 → u1 → u2 → u3], Mh(C3) = [v5 → y] ∪Mh(S).
Using A1 on S
l(M(C4)) = l(M(S)) + l(x, v1) + l(v1 → u1 → u2 → u3) + l(v5, y)
≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S)) + l(x, v1) + l(v1 → u1 → u2 → u3) + l(v5, y)
≤ 15l(Pc(S)) + 4l(v, v1) + 3l(v1 → v2 → v3 → v4 → v5) + 4l(v5, w) +
l(v1 → u1 → u2 → u3).
(The lengths of [v, v1] and [v5, w] are taken 4 times to satisfy all four cases of locations for
x, y.)
¿From (29),(30) and (31)
l(M(C4)) ≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 3l(v2, v3) + 3l(v3, v4) + 2l(v4, v5) +
4l(v5, w) + l(Ps(C4)) + l(u1, u2) + l(u2, u3)
≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 4l(v2, v3) + 3l(v3, v4) + l(v4, v5) +
4l(v5, w) + 2l(Ps(C4)) + l(u2, u3)
≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 4l(v2, v3) + 4l(v3, v4) + 4l(v5, w) +
2l(Ps(C4)) + l(u3, v5).
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By definition
l(Pc(C4)) = l(Pc(S)) + l(v, v1) + l(v1, v2) + l(v2, v3) + l(v3, v4) + l(v5, w),
giving:
l(M(C4)) ≤ 15l(Pc(C4)) + 2l(Ps(C4)) + l(u3, v5).
¿From I(C4) = [u3 → v5] we get
l(M(C4)) ≤ 15l(Pc(C4)) + 2l(Ps(C4)) + l(I(C4)).
A2 When y ∈ [v5, w] we define B(C4) = [u3 → v4 → v5], when y ∈ [v4, v5] we define B(C4) =
[u3 → v4 → y]. In both cases
l(B(C4)) ≤ l(u3, v4) + l(v4, v5).
¿From the definition of I(C4) and since C4 is a son of S we get that
l(B(C4)) ≤ l(u3, v4) + l(v4, v5)
= l(Ps(C4))− l(I(C4)) + l(v4, v5)
≤ l(Ps(C4))− l(I(C4)) + l(Ps(C4))
= 2l(Ps(C4))− l(I(C4)).
A3 Let Cˆ be a son of C4. If Pf (Cˆ) ⊆ [u3, v4] then since [u3, v4] ⊆ Ps(C3) and l(C3) < l(C4), Cˆ
should have been a son of C3 . Therefore Pf (Cˆ) ∩ [u3, v5] 6= φ.
A4 In this case Jt(C4) = [u3 → v4]. Obviously for every son Cˆ of C4 Pf (Cˆ) ⊂ Ps(C4) = I(C4) ∪
Jt(C4).
A5 M(C4) is contained in Ps(C4) ∪ C1 ∪ C2 ∪ C3 ∪ M(S). Since l(Ci) < l(C4), i = 1, 2, 3 the
condition is satisfied.
A6 M(C4) is contained in Ps(C4), C1 ,C2,C3(three brothers of C4), S and M(S), so N(C4) =
{C1, C2, C3}.
Lemma 3.41 Suppose S satisfies the induction hypotheses, and C1, C2, C3, C4 were oriented v1 →
u1 → u2 → u3 → v5, u1 → v2, u2 → v3 and v4 → u3 (see Figure 35). Then C3 satisfies the
induction hypotheses. Moreover |N(C3)| = 3.
Proof: By Observation 3.25 the orientation u1 → v2 indicates that l(C1) < l(C2), the orientation
of the path u2 → v3 indicates that l(C2) < l(C3) and the orientation v4 → u3 indicates that
l(C4) < l(C3). It follows that U(C3) ⊆ [u2, u3] (even if it is only one point) so
I(C3) = [u2 → u3], t(C3) = u2, h(C3) = u3.
Since l(C1) < l(C3), l(C2) < l(C3) and l(C4) < l(C3)
l(v1, u1) + l(u1, v2) + l(v3, v4) < l(Ps(C3)) + l(v1, v2), (32)
l(u1, u2) + l(u1, v2) + l(v3, v4) < l(u2, u3) + l(u3, v4) + l(v2, v3), (33)
l(u3, v5) + l(v3, v4) < l(u2, u3) + l(u2, v3) + l(v4, v5). (34)
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Figure 35: Figure for Lemma 3.41.
A1 By A3 on S x ∈ [v, v2] and y ∈ [v4, w]. By A4 for all these cases we can define:
Mt(C3) =Mt(S) ∪ [x→ v1 → u1 → u2], Mh(C3) = [u3 → v5 → y] ∪Mh(S).
Using A1 on S
l(M(C3)) = l(M(S)) + l(x, v1) + l(v1 → u1 → u2) + l(u3 → v5) + l(v5, y)
≤ 15l(Pc(S)) + 2l(Ps(S)) + l(I(S)) + l(x, v1) + l(v1 → u1 → u2) + l(u3 → v5) + l(v5, y)
≤ 15l(Pc(S)) + 4l(v, v1) + 3l(v1 → v2 → v3 → v4 → v5) + 4l(v5, w) +
l(v1 → u1 → u2) + l(u3 → v5).
(The lengths of [v, v1] and [v5, w] are taken 4 times to satisfy all four cases of locations for
x, y.)
¿From (32),(33) and (34)
l(M(C3)) ≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 3l(v2, v3) + 2l(v3, v4) + 3l(v4, v5) + 4l(v5, w)
+l(Ps(C3)) + l(u1, u2) + l(u3, v5)
≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 4l(v2, v3) + l(v3, v4) + 3l(v4, v5) + 4l(v5, w)
+l(Ps(C3)) + l(u2, u3) + l(u3, v4) + l(u3, v5)
≤ 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 4l(v2, v3) + 4l(v4, v5) + 4l(v5, w)
+l(Ps(C3)) + 2l(u2, u3) + l(u3, v4) + l(u2, v3)
= 15l(Pc(S)) + 4l(v, v1) + 4l(v1, v2) + 4l(v2, v3) + 4l(v4, v5) + 4l(v5, w)
+2l(Ps(C3)) + l(u2, u3).
By definition
l(Pc(C3)) = l(Pc(S)) + l(v, v1) + l(v1, v2) + l(v2, v3) + l(v4, v5) + l(v5, w),
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giving:
l(M(C3)) ≤ 15l(Pc(C3)) + 2l(Ps(C3)) + l(u2, u3).
¿From I(C3) = [u2 → u3] we get
l(M(C3)) ≤ 15l(Pc(C3)) + 2l(Ps(C3)) + l(I(C3)).
A2 For all possible locations of x and y we can define B(C3) = [u2 → v3 → v4 → u3] giving
l(B(C3)) ≤ l(u2, v3) + l(v3, v4) + l(v4, u3).
¿From the definition of I(C3) and since C3 is a son of S we get
l(B(C3)) = l(u2, v3) + l(v4, u3) + l(v3, v4)
= l(Ps(C3))− l(I(C3)) + l(v3, v4)
≤ l(Ps(C3))− l(I(C3)) + l(Ps(C3))
= 2l(Ps(C3))− l(I(C3)).
A3 Let Cˆ be a son of C3. If Pf (Cˆ) ⊆ [u2, v3] then since [u2, v3] ⊆ Ps(C2) and l(C2) < l(C3), Cˆ
should have been a son of C2 . Similarly, if Pf (Cˆ) ⊆ [u3, v4] ⊆ Ps(C4) then since l(C4) < l(C3)
Cˆ would have been a son of C4. Therefore Pf (Cˆ) ∩ [u2, u3] 6= φ.
A4 In this case Jt(C3) = [u2 → v3] and Jh(C3) = [v4 → u3]. Obviously for every son Cˆ of C3
Pf (Cˆ) ⊂ Ps(C3) = I(C3) ∪ Jt(C3) ∪ Jh(C3).
A5 M(C3) is contained in Ps(C3) ∪ C1 ∪ C2 ∪ C4 ∪ M(S). Since l(Ci) < l(C3), i = 1, 2, 4 the
condition is satisfied.
A6 M(C3) is contained in Ps(C3), C1, C2, C4 (three brothers of C3), S and M(S), so N(C3) =
{C1, C2, C4}.
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Ps(F (C))
C′ C C′′
Figure 36: Figure for Lemma 3.42.
3.10 DIRECT-ONE
In this section we consider a cycle oriented by DIRECT-ONE and prove that is satisfies the induction
hypotheses. The analysis is preformed according to the level of containment of C ′, C ′′ defined in
DIRECT-ONE. These cycles are defined only when C should be oriented forwards (heavy or special-
contained) in addition C ′ is defined when l1 = −1 and C
′′ is defined when l2 = −1. When C
′ and
C ′′ are not defined in DIRECT-ONE, Lemma 3.32 or Lemma 3.33 applies to prove that C satisfies
the induction hypotheses.
3.10.1 C ′ and C from the same level of containment (lc(C ′) = lc(C))
Lemma 3.42 Consider a cycle C ∈ C\{C0} and suppose that there exist C
′ and C ′′ in N(C), (C ′
on the l1 side and C
′′ on the l2 side).(see Figure 36). C
′ and C ′′ are both defined by DIRECT-ONE.
Then C is heavy or outer-crossing with one of these cycles.
Proof: We assume that C is not outer-crossing and prove that in this case C must be heavy.
Consider the time when C was in the input of procedure DIRECT.
1. If the function DIRECT-INNER-CROSSING was used, N(C) cannot contain both S1 and S2
(see Figure 26 and 50).
2. If the function DIRECT-ONE was used and C is not heavy then either this case belongs to
Lemma 3.32 or by Lemma 3.33 and then |N(C)| = 0, or C is a special-contained brother. In
the latter case N(C) may contain only cycles from one side of C.
3. If the function DIRECT-TWO was used and C is not heavy then N(C) is constructed by
either Lemma 3.35 or Lemma 3.36, and then |N(C)| = 1.
4. If the function DIRECT-MANY was used:
(a) When Cm1 is light. The functions used are DIRECT-BACKWARDS, DIRECT-FORWARDS,
and DIRECT-TWO. The cycles oriented in these functions satisfy Lemmas 3.32, 3.33,
3.35 and 3.36 where |N(C)| ≤ 1.
(b) When Cm1 is heavy ,Cm2 is light, and Cm1 is not crossing.
• m1 = 1. C1 is heavy. For the other cycles we perform DIRECT-MANY or DIRECT-
TWO on light cycles, as in (a).
• m1 = n similar to previous case.
• 1 < m1 < n. In this case Cm1 is heavy.
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– If m1 > 3 then we use DIRECT-MANY or DIRECT-TWO on light cycles so
|N(C)| ≤ 1 for all these cycles.
– If m1 = 2. When l1 6= 0 C1 is oriented backwards and N(C1) = φ. When l1 = 1
then N(C1) ⊆ {C2, C3}.
– If m1 = n− 1 similar proof holds.
(c) When Cm2 is heavy and Cm1 is not crossing. The cycles Cj and Ck are heavy. We
consider the other cycles:
• When j < k − 1. The cycles Cj+1, . . . , Ck−1 are oriented by DIRECT-ONE (the
case v1 ← v2), DIRECT-TWO or DIRECT-MANY (on light cycles). In all these
cases |N(C)| ≤ 1 as in (a).
• When j > 2. The cycles C1, . . . , Cj−1 are oriented by DIRECT-TWO or DIRECT-
MANY (on light cycles) with |N(C)| ≤ 1 as in (a).
• When j = 2 . If l1 6= 1 then C1 will be oriented backwards and |N(C1)| = 0. If
l1 = 1 then N(C1) ⊆ {C2, C3, C4}.
• When k < n − 2. The cycles Ck+1, . . . , Cn are oriented by DIRECT-TWO or
DIRECT-MANY (on light cycles) with |N(C)| ≤ 1.
• When k = n− 1 similar proof like when j = 2.
(d) When Cm1 is crossing. In this case j = k − 1. Cj and Ck are outer-crossing. For the
cycles C1, . . . , Cj−1 and Ck+1, . . . , Cn a similar proof to case 4c holds.
Lemma 3.43 Consider a non-crossing cycle C oriented by DIRECT-ONE. If the cycles that set
l1 and l2 are in the same level of containment as C then C satisfies the induction hypotheses.
Proof: Since C is non crossing DIRECT-ONE is called by DIRECT-MANY or DIRECT-TWO.
1. DIRECT-ONE is called by DIRECT-MANY. Note that in this case Cm1 is heavy. For C1
and Cn, l1 and l2 are set in previous generation or level of containment. Therefore C 6= C1
and C 6= Cn.
(a) Cm2 is light.
• m1 = 1. C2, . . . , Cn−1 are oriented in DIRECT-K. Since n > 2 DIRECT-K will not
call DIRECT-ONE.
• The same proof holds for m1 = n .
• 1 < m1 < n. Lemma 3.32 applies to prove that Cm1 satisfies the induction hypothe-
ses.
– 2 < m1 < n− 1. DIRECT-K will not call DIRECT-ONE and the orientation of
Cm1 will not be farther changed.
– 2 = m1 < n − 1. If l(C1) < l(C2) then Lemmas 3.32 and 3.35 apply to prove
that C1 and C2 satisfy the induction hypotheses (respectively). If l(C1) > l(C2)
equivalent lemmas apply. DIRECT-K on C3, . . . , Cn will not call DIRECT-ONE.
– The same proof holds for 2 < m1 = n− 1.
(b) Cm2 is heavy.
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• k = j+2. Cj+1 is oriented by DIRECT-ONE : v2 → v1. Lemma 3.33 applies to prove
that Cj+1 satisfies the induction hypotheses. Again it doesn’t change any previously
oriented cycles, and will not be farther changed in this level of containment.
• k = j + 1.
– When j = 2, k = 3, n > 4. Lemmas 3.32, 3.35 ,3.39 and 3.38 (or equivalent
lemmas) apply to prove that C1, C2 and C3 satisfy the induction hypotheses.
– The same proof holds for j > 2, k = n− 1.
– j = 2, k = 3, n = 4. In this case Lemmas 3.32, 3.35 ,3.39, 3.38, 3.41 and 3.40 or
equivalent lemmas apply to prove that C1, C2, C3 and C4 satisfy the induction
hypotheses.
2. DIRECT-ONE was called by DIRECT-TWO. As in DIRECT-MANY C 6= C1 and C 6= C2.
3.10.2 C ′ and C are brothers with lc(C ′) < lc(C)
Consider a cycle C oriented forwards in DIRECT-ONE even though l1 = −1. We observe that
C is either heavy or special-contained brother, otherwise DIRECT-ONE would have oriented it
backwards. Denote by D a containing brother of C. In Figure 37 C,C ′ and D are described before
the application of DIRECT-ONE. Since l1 = −1, C is the first brother in the block of contained
brothers ofD. We can assume that before C is oriented, C ′ andD satisfied the induction hypotheses.
If C is heavy, then D is heavy and it is oriented forwards. If C is a special-contained brother then
D is oriented forwards. Since l1 = −1, C
′ ∈ N(D) and C ′ is oriented forwards. Mark
• v1 := S ∩ (Ps(C
′)\Ps(D)).
• v2 := S ∩ (Ps(D) ∩ Ps(C) ∩ Ps(C
′).
• v3 := S ∩ (Ps(C)\Ps(C
′)).
• v4 := S ∩ (Ps(D)\Ps(C
′)) .
• u1 := the end node of the path Ps(C) ∩ Ps(C
′) such that u1 6∈ S.
• u2 := the end node of the path Ps(D) ∩ Ps(C
′) such that u2 6∈ S.
.
If l(C) > l(C ′) then DIRECT-ONE will not change the direction of [u1, v2] and D, and we
only need to prove that C satisfies the induction hypotheses. If l(C) < l(C ′) then orientation of
C ′ , Jt(D) and Bt(D) are changed. In this case we also need to prove that after DIRECT-ONE
is activated C ′ and D still satisfy the induction hypotheses. We prove all these in the following
lemmas.
Lemma 3.44 If l(C) > l(C ′), then after DIRECT-ONE is activated C satisfies the induction
hypotheses.
Proof: There are three cases to be considered.
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Figure 38: Figure for Lemma 3.44.
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1. There are more then two contained brothers in D (DIRECT-ONE was called by DIRECT-
MANY). See Figure 38 (a) (b) and (c).
• C is the only heavy contained brother in D (see Figure 38 (a)). In this case (even after
all the contained brothers of D are oriented ) N(C) will not contain any cycle on the l2
side of C. By Lemma 3.42 N(C) ⊂ N(D), |N(C)| ≤ 2, and Lemma 3.35 or Lemma 3.38
apply to prove that C satisfies the induction hypotheses.
• There is another heavy brotherD2 which is contained inD, such that Ps(C)∩Ps(D2) = φ
(see Figure 38 (b)). In this case C ′ has to be light, and by Lemma 3.42 N(C ′) = φ.
Again N(C) will not contain any cycle on the l2 side of C so N(C) = {C
′} and Lemma
3.35 applies to prove that C satisfies the induction hypotheses.
• There is another heavy brotherD2 which is contained inD, such that Ps(C)∩Ps(D2) 6= φ
(see Figure 38 (c)). In this case C ′ has to be light, so by Lemma 3.42 N(C ′) = φ, giving
that N(C) = {D2, C
′} and Lemma 3.39 applies to prove that C satisfies the induction
hypotheses.
2. There are exactly two contained brothers in D (DIRECT-ONE was called by DIRECT-TWO)
(see Figure 38 (d) (e) and (f)). Mark the other contained brother of D as D2.
• D2 is light.
– N(D) contains another cycle in the l2 side of D (see Figure 38 (d)). In this case D2
is oriented backwards so N(C) doesn’t contain any cycle in the l2 side of C, giving
that N(C) ⊂ N(D) and |N(C)| ≤ 2. Lemma 3.35 or Lemma 3.38 applies to prove
that C satisfies the induction hypotheses.
– N(D) doesn’t contain another cycle in the l2 side of D (see Figure 38 (e)). Since D
is heavy, by Lemma 3.42 |N(D)| ≤ 2. In this case D2 will also be oriented forwards,
and N(C) = N(D)∪{D2}, but still |N(C)| ≤ 3. In this case Lemma 3.39 or Lemma
3.41 applies to prove that C satisfies the induction hypotheses.
• When F2 is heavy (see Figure 38(f)). In this case C
′ has to be light, so by Lemma
3.42 N(D) contains C ′ and possibly one more cycle F at the l2 side of D. In this case
N(C) ⊂ {D2, C
′, F} and Lemma 3.39 or Lemma 3.41 applies to prove that C satisfies
the induction hypotheses.
3. There is exactly one contained brother in D (C is a special-contained brother of D). See
Figure 38(g). Since D satisfies the induction hypotheses N(D) contains at most 3 brothers
at its l1 side. N(C) contains all the cycles from this side (all are shorter than C) and C will
be oriented to satisfy Lemma 3.35, Lemma 3.38, or Lemma 3.40.
Lemma 3.45 Suppose that l(C) < l(C ′), then after DIRECT-ONE is activated C satisfies the
induction hypotheses.
Proof: In this case DIRECT-ONE changes a previous direction and I(C) = Ps(C), so Lemma 3.32
applies to prove that C satisfy the induction hypotheses.
Lemma 3.46 Suppose that l(C) < l(C ′), then after DIRECT-ONE is activated C ′ satisfies the
induction hypotheses.
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Figure 39: Figure for Lemma 3.46.
Proof: There are two cases to be considered.
1. C is heavy. According to Lemma 3.42 after DIRECT-ONE is activated N(C ′) contains C
and at most two more cycles.
• If C ′ is heavy, N(C ′) contains at most one cycle at the l1 side of C
′ and one cycle at
the l2 side of C. (see Figure 39 (a)). In this case equivalent lemma to Lemma 3.35, or
lemma 3.39 or Lemma 3.41 applies to prove that C ′ satisfies the induction hypotheses.
• If C ′ is light, N(C ′) contains C and at most two more cycles, both at the l2 side of
C. (see Figure 39 (b)). In this case equivalent lemma to Lemma 3.35, lemma 3.38 or
Lemma 3.40 applies to prove that C ′ satisfies the induction hypotheses.
2. C is the only contained brother (in his level of containment) of D (i.e., C is a special-contained
brother). By Lemma 3.42 N(D) contains at most 3 cycles in its l1 side, one of them is C
′ (see
Figure 39 (c)). Hence, before DIRECT-ONE is activated |N(C ′)| ≤ 2 (all cycles in N(C ′)
are on the l1 side of C
′ ). After DIRECT-ONE is activated C is added to N(C ′) but still
|N(C ′)| ≤ 3 and Lemma 3.39, or Lemma 3.41 or equivalent lemma to Lemma 3.35 applies to
prove that C ′ satisfies the induction hypotheses.
Lemma 3.47 Let D′ be a son of D, then Pf (D
′) ∩ [v2, u1] = φ.
Proof: Suppose otherwise, then from planarity Ps(D
′) ∩ [u1, v3] includes at least one node b (see
Figure 40). Let vd be a node from U(D
′) and vc be a node from U(C). Mark b1, b2 the end nodes
of Ps(D
′) such that b1 ∈ [u2, v4] subpath of Ps(D), b2 ∈ [u1, v2]. If vd ∈ [b1, b] then the path [b, b2]
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Figure 40: Figure for Lemma 3.47.
is shorter than the path [b, u1, b2] so vc 6∈ [b, v3] (otherwise it would also use the path [b, b2] which is
not part of C). So either U(D′) ⊆∈ [b, b1] and U(C) ⊆ [b, u1] or U(D
′) ⊆ [b, b2] and U(C) ⊆ [b, v3].
Suppose that vd ∈ [b, b1] and vc ∈ [b, u1] (a similar proof holds for the other case). In this case
l(b, b2) < l(b, u1, b2) and l(b, v3, v4) < l(b, b1, v4). Mark NC the cycle C\[b, u1, b2] ∪ [b, b2]. Then
l(NC) < l(C). Obviously the node b uses this cycle. But then NC is a contained brother of D and
C is the son of NC.
Lemma 3.48 Suppose that l(C) < l(C ′), then after DIRECT-ONE is activated D satisfies the
induction hypotheses. See Figure 41.
Proof: We go over the induction hypotheses:
A1 When DIRECT-ONE is activated on C the direction of the path [u1, v2] is changed. Since
[u1, v2]∩ (M(D)∪ I(D)) doesn’t contain an edge, M(D) and I(D) are not changed. Since D
satisfied A1 before DIRECT-ONE the bound on M(D) still holds.
A2 We prove this by bounding the l(B(D)) (see Lemma 3.31). Since C ′ is a son of S, from A4 on
S h(S) 6∈ Pf (D). W.l.o.g we also assume that t(S) 6∈ Pf (d) (if t(S) ∈ Pf (D) the length of
B(D) is even shorter). There are two cases to be considered.
• N(D) doesn’t contain another cycle on the l2 side of D, so I(D) = [u2 → v4]. Define
B(D) = [u2 → u1 → v3 → v4]. Before DIRECT-ONE was applied D satisfied the
induction hypotheses, so by A5 l(C ′) < l(D). From l(C) < l(C ′) also l(C) < l(D) and10:
l(u1, v3) < l(u1, v2) + l(v2, v3). (35)
Using Equation 35 and since D is a son of S:
l(B(D)) = l(u2, u1) + l(u1, v3) + l(v3, v4)
10[u1, v3] is the subpath of Ps(C).
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Figure 41: Figure for Lemma 3.48.
< l(u2, u1) + l(u1, v2) + l(v2, v3) + l(v3, v4)
= l(Ps(D))− l(I(D)) + l(v2, v3, v4)
≤ l(Ps(D))− l(I(D)) + l(Ps(D)).
• N(D) contains another cycle E on the l2 side of D. Mark [u3, v4] = Ps(D) ∩ Ps(E). In
this case before the application of DIRECT-ONE, Bold(D) was [u2 → u1 → v2 → v3 →
v4 → u3]. Define Bnew(D) = [u2 → u1 → v3 → v4 → u3]. Using again Equation 35 we
conclude that Bnew(D) < Bold(D).
A3 I(D) hasn’t changed so A3 still holds.
A4 Jt(D) has shortened to be [u2 → u1], so Jt(D) ∪ I(D) ∪ Jh(D) = [u1, u2, v4]. By Lemma 3.47
if D′ is a son of D then Pf (D
′) ⊂ [u1, u2, v4].
A5 M(D) hasn’t changed so A5 still holds.
A6 M(D) hasn’t changed so A6 still holds.
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Figure 42: C ′′ is an uncle, S is oriented forwards.
3.10.3 C ′′ is an uncle (or from previous generation)
In this section we consider the case C ′′ is an uncle (similarly C ′′ can be a brother of an ancestor).
In the following we assume that Ps(C) is inside the part of the plane surrounded by Ps(S)∪Pf (S)
(where S = F (C)). Similar proofs follow for the case it is outside this part of the plane.
S = F (C) is oriented forwards
Here we consider a cycle C oriented forwards by DIRECT-ONE even though l2 = −1. In
this subsection we assume that S = F (C) is oriented forwards, T = F (S) and C ′′ a contained
brother of S (see Figure 42). C which is a son of S shares the path [v2, u1] at its l2 side with C
′′.
Thus C has to be the last cycle in the block of sons of S, and C ′′ is oriented backwards. In Figure
42 C,C ′′, S and T are described before the application of DIRECT-ONE.
Mark
• v1 := S ∩ Ps(C)\Ps(C
′′).
• v2 := S ∩ Ps(C) ∩ Ps(C
′′).
• v3 := T ∩ Ps(S)\Ps(C
′′).
• v4 := T ∩ Ps(C
′′)\Ps(S).
• v5 := T ∩ Ps(C
′′) ∩ Ps(S).
• u1 := the end node of the path Ps(C) ∩ Ps(C
′′), such that u1 6∈ S.
Since C ′′ is oriented backwards N(S) contains at least one cycle at the l2 side of Ps(S) (S
′′ in
Figure 42). We consider the case where v3 = t(S) (similar but longer proof holds otherwise). When
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DIRECT-ONE is activated on C it compares l(C) and l(C ′′) + 2l(Pc(C
′′)\C) and decides whether
to change the direction of [u1, v2]. In the following two lemmas we assume [v1, u1] was directed
v1 → u1 (C didn’t have heavy brothers at its l1 side to contradict this direction). In lemmas 3.52
and 3.54 we will consider the other case.
Lemma 3.49 Suppose that l(C ′′)+2l(Pc(C
′′)\C) < l(C), then C satisfies the induction hypotheses.
Proof: In this case when DIRECT-ONE is activated on C it doesn’t change the direction v2 → u1.
Since l(C ′′) + 2l(Pc(C
′′)\C) < l(C)
l(v3, v4) + l(v4, u1) + l(u1, v2) + l(v2, v5) + 2l(v3, v4) < l(v3, v1) + l(v1, u1) + l(u1, v2) + l(v2, v5)
giving:
3l(v3, v4) + l(v4, u1) < l(v3, v1) + l(v1, u1). (36)
Since T = F (S)
l(v3, v4) + l(v4, v5) < l(v3, v1) + l(v1, v2) + l(v2, v5). (37)
Since C is a son of S
l(v1, v2) < l(Ps(C)). (38)
A1 Let x = t(T ), y = h(T ), and the end nodes v,w of Ps(T ) be ordered v, x, y, w.
Since C ′′ was oriented backwards by Property 3.16:
2l(v4, v5) < l(v, v3) + l(v3, v4) + l(v5, w). (39)
Since C ′′ was oriented backwards and S is oriented forwards, by Property 3.20 C ′′ is not a
special-contained brother of S, and there is at least one more brother contained in S in the
same level of containment as C ′′. Hence, By A3 on T x ∈ [v, v4]. Since there is at least one
more brother of S on its l2 side y ∈ [v5, w]. I(C) = [v1 → u1] and by A4 we can define (see
Figure 43)
Mt(C) =Mt(T ) ∪ [x→ v3 → v1] Mh(C) = [u1 → v4 → v5 → y] ∪Mh(T ).
Using A1 on T :
l(M(C)) = l(M(T )) + l(x, v3) + l(v3, v1) + l(u1, v4) + l(v4, v5) + l(v5, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 3l(v3, v4) + 4l(v4, v5) + 4l(v5, w) + l(v3, v1) + l(u1, v4).
The length of [v, v3] is taken 4 times to satisfy both cases of locations for x. Using Equations
(39), (36), (37), the definition of Pc(C), (38) and the definition of I(C)
l(M(C)) ≤ 15l(Pc(T )) + 5l(v, v3) + 4l(v3, v4) + 2l(v4, v5) + 5l(v5, w) + l(v3, v1) + l(u1, v4)
≤ 15l(Pc(T )) + 5l(v, v3) + l(v3, v4) + 2l(v4, v5) + 5l(v5, w) + 2l(v3, v1) + l(v1, u1)
≤ 15l(Pc(T )) + 5l(v, v3) + 5l(v5, w) + 4l(v3, v1) + l(v1, u1) + 2l(v1, v2) + 2l(v2, v5)
≤ 15l(Pc(C)) + l(v1, u1) + 2l(v1, v2)
≤ 15l(Pc(C)) + l(v1, u1) + 2l(Ps(C))
= 15l(Pc(C)) + l(I(C)) + 2l(Ps(C)).
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Figure 43: Figure for Lemma 3.49.
A2 In this case t(C) = v1 ∈ S but h(C) = u1 6∈ S. So we define
Bh(C) =Mt(T ) ∪ [x→ v3 → v4 → v5 → v2 → u1]
(if x ∈ [v3, v4] the path is even shorter).
This gives
l(Bh(C)) + l(Mh(C)) ≤ l(Mt(T )) + l(Mh(T )) + l(x, v3) + l(v3, v4) + 2l(v4, v5) +
l(v5, v2) + l(v2, u1) + l(u1, v4) + l(v5, y).
Using A1 on T , the notation we use (again l(v, v3) is counted 4 times to satisfy all cases of
location of x), Equations (39), (36), (37), the definition of Pc(C), (38) and the definition of
Ps(C):
l(Bh(C)) + l(Mh(C)) ≤ 15l(Pc(T )) + 2l(Ps(T )) + l(I(T )) + l(x, v3) + l(v3, v4) +
2l(v4, v5) + l(v5, v2) + l(v2, u1) + l(u1, v4) + l(v5, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 5l(v4, v5) + 4l(v5, w) +
l(v5, v2) + l(v2, u1) + l(u1, v4)
≤ 15l(Pc(T )) + 5l(v, v3) + 5l(v3, v4) + 3l(v4, v5) + 5l(v5, w) +
l(v5, v2) + l(v2, u1) + l(u1, v4)
≤ 15l(Pc(T )) + 5l(v, v3) + 2l(v3, v4) + 3l(v4, v5) + 5l(v5, w) +
l(v5, v2) + l(v2, u1) + l(v3, v1) + l(v1, u1)
≤ 15l(Pc(T )) + 5l(v, v3) + 5l(v5, w) + 4l(v5, v2) + l(v2, u1) +
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4l(v3, v1) + l(v1, u1) + 3l(v1, v2)
≤ 15l(Pc(C)) + l(v2, u1) + l(v1, u1) + 3l(v1, v2)
≤ 15l(Pc(C)) + l(v2, u1) + l(v1, u1) + 3l(Ps(C))
≤ 15l(Pc(C)) + 4l(Ps(C)).
A3 Since 2l(Pc(C
′′)\C)+ l(C ′′) < l(C) then l(C ′′) < l(C). Let Cˆ be a son of C. If Pf (Cˆ) ⊂ [v2, u1]
then since [v2, u1] ⊂ Ps(C
′′), Cˆ should have been a son of C ′′. Therefore Pf (Cˆ)∩ [v1, u1] 6= φ.
A4 Jh(C) = [v2 → u1] and for every Cˆ a son of C Pf (Cˆ) ⊂ Ps(C) = I(C) ∪ Jh(C).
A5 M(C) is contained in Ps(C), S, C
′′ and T which are all shorter then C.
A6 M(C) is contained in Ps(C), Ps(S),M(S) and C
′′, so N(C) = {C ′′}.
Lemma 3.50 Suppose that l(C) < 2l(Pc(C
′′)\C) + l(C ′′) then after the application of DIRECT-
ONE C ′′ satisfies the induction hypotheses.
Proof: In this case when DIRECT-ONE is activated on C it changes the direction of [u1, v2] to
v2 → u1.
Since l(C) < 2l(Pc(C
′′)\Pc(S)) + l(C
′′):
l(v3, v1) + l(v1, u1) < 3l(v3, v4) + l(v4, u1). (40)
Since C ′′ was oriented backwards by Property 3.16 Equation (39) still holds.
A1 Let x = t(T ), y = h(T ), and the end nodes v,w of Ps(T ) be ordered v, x, y, w.
Since C ′′ was oriented backwards by Property 3.16 Equation (39) still holds.
Since C ′′ was oriented backwards and S is oriented forwards, then by Property 3.20 C ′′ is not
a special-contained brother of S, and there is at least one more brother contained in S in the
same level of containment as C ′′. Hence, by A3 on T x ∈ [v, v4]. Since there is at least one
more brother of S on its l2 side and y ∈ [v5, w]. See Figure 44.
I(C ′′) = [u1 → v4], by A4 we can define
Mt(C
′′) =Mt(T ) ∪ [x→ v3 → v1 → u1] Mh(C
′′) = [v4 → v5 → y] ∪Mh(T ).
Using A1 on T :
l(M(C ′′)) = l(M(T )) + l(x, v3) + l(v3, v1) + l(v1, u1) + l(v4, v5) + l(v5, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 3l(v3, v4) + 4l(v4, v5) + 3l(v5, w) + l(v3, v1) + l(v1, u1).
The length of [v, v3] is taken 4 times to satisfy both cases of possible locations for x.
Using Equations (40) and (39):
l(M(C ′′) ≤ 15l(Pc(T )) + 4l(v, v3) + 6l(v3, v4) + 4l(v4, v5) + 3l(v5, w) + 3l(v1, u1)
≤ 15l(Pc(T )) + 6l(v, v3) + 8l(v3, v4) + 5l(v5, w) + 3l(v1, u1).
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Figure 44: Figure for Lemma 3.50.
By definition
l(Pc(C
′′)) = l(Pc(T )) + l(v, v3) + l(v3, v4) + l(v5, w).
Using the definition of I(C ′′) we get
l(M(C ′′) ≤ 15l(Pc(C
′′)) + l(u1, v4)
= 15l(Pc(C)) + l(I(C)) + 2l(Ps(C)).
A2 N(S) contains at least one more brother at the l2 side of C
′′. W.l.o.g we assume that that
N(S) = 1 (again, longer but similar proofs can be given for the other cases). Mark this
brother as S′′. Mark
• u2 := the end node of the path Ps(S) ∩ Ps(S
′′) such that u2 6∈ T .
• v6 = T ∩ (Ps(S
′′)\Ps(S)) .
Since E ∈ N(S) by A5 on S l(S′′) < l(S). Since C is a son of S, l(S) < l(C) and by the
lemma’s assumption
l(S′′) < l(S) < l(C) < l(C ′′) + 2l(Pc(C
′′)\C),
giving:
l(v4, v5) + l(v2, u2) + l(u2, v6) < l(v4, u1) + l(u1, v2) + l(v5, v6) + 2l(v3, v4). (41)
In this case h(C ′′) = v4 ∈ T . Define
Bt(C
′′) = [u1 → v2 → u2 → v6 → y] ∪Mh(T ).
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Using A1 on T (again l(v, v3) and l(v6, w) are taken 4 times to satisfy all possible locations
of x and y), (40) (41), (39), definition of Pc(C
′′),the fact that C ′′ is a son of T and definition
of Ps(C
′′):
l(Mt(C
′′)) + l(Bt(C
′′)) = l(M(T )) + l(x, v3) + l(v3, v1) + l(v1, u1) + l(u1, v2) +
l(v2, u2) + l(u2, v6) + l(v6, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 3l(v3, v4) + 3l(v4, v5) + 3l(v5, v6) +
4l(v6, w) + l(v3, v1) + l(v1, u1) + l(u1, v2) + l(v2, u2) + l(u2, v6)
≤ 15l(Pc(T )) + 4l(v, v3) + 6l(v3, v4) + 3l(v4, v5) + 3l(v5, v6) +
4l(v6, w) + +l(u1, v2) + l(v2, u2) + l(u2, v6) + l(v4, u1)
≤ 15l(Pc(T )) + 4l(v, v3) + 8l(v3, v4) + 2l(v4, v5) + 4l(v5, v6) +
4l(v6, w) + +2l(u1, v2) + 2l(v4, u1)
≤ 15l(Pc(C
′′)) + 2l(v4, v5) + 2l(u1, v2) + 2l(v4, u1)
≤ 15l(Pc(C
′′)) + 2l(v4, v5) + 2l(Ps(C
′′))
≤ 15l(Pc(C
′′)) + 4l(Ps(C
′′)).
A3 There are two cases to be considered:
• l(C) < l(C ′′). In this case l(S′′) < l(C ′′). Let Cˆ be a son of C ′′. If Pf (Cˆ) ⊂ ([u1, v2] ∪
[v2, v5]) then Cˆ should have been a son of C or S
′′ but not of C ′′.
• l(C) > l(C ′′) . Let Cˆ be a son of C ′′. If (Pf (Cˆ) ⊂ [u1, v2, v5] DIRECT-ONE changes the
undirected cycle for U(Cˆ) to be a son of C (we replace the path [v3, v4, u1] by the path
[v3, v1, u1]).
A4 Jt(C
′′) = [u1 → v2] and for every Cˆ a son of C
′′ (which remains a son after the change we
described in A3) Pf (Cˆ) ⊂ [v4, u1] ∪ [u1, v2] = I(C
′′) ∪ Jt(C
′′).
A5 M(C ′′) is contained in Ps(C
′′), C, and T which are all shorter then C.
A6 M(C) is contained in Ps(C
′′), Ps(T ),M(T ) and C, so N(C
′′) = {C}.
Remark 3.51 We note that after DIRECT-ONE U(C ′′) ⊆ [u1, v4] and for every Cˆ son of C
′′
Pf (Cˆ) shares an edge with [u1, v4]. For the other nodes (and sons) we changed their undirected
cycle. The length of the new undirected cycle is at most three times the length of the original
undirected cycle.
Proof: The change in the undirected cycle was to replace the path [v3, v4, u1] by the path [v3, v1, u1].
According to Equation (40) length of the new path is at most three times the length of the old
path. So this changes the length of the undirected cycle by at most three times. We also note that
since C is oriented forwards and we perform these changes on sons of a cycle oriented backwards
(C ′′) the next time we might perform such as change can only happen in the grandsons. So no
overlap occurs.
Now assume that C has two brothers C1, C2 at its l1 side, ordered C1, C2, C, such that N(C) =
{C1, C2, C
′′} (see Figure 45). This happens when C and C2 are heavy, C,C1, C2 are oriented
forwards, and l(C1) < l(C2) < l(C). If C1 doesn’t exist then similar but simpler proofs apply.
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C′′ v2
v4
u1
v1
T
v3 v5
S S′′u2
v6
C2
C1
C
w1
w2
u3
u4
The cycles
T zv3v4v5v6z
S zv3w1w2v1u2v2v5v6z
S′′ zv3v4v5v2u2v6z
C zv3w1w2v1u4u1v2v5v6z
C1 zv3w1u3w2v1u2v2v5v6z
C2 zv3w1w2u3u4v1u2v2v5v6z
C′′ zv3v4u1v2v5v6z
Figure 45: N(C) contains two brothers at its l1 side.
Since C ′′ was oriented backwards N(S) contains at least one more brother at the l2 side of C
′′.
W.l.o.g we assume that that N(S) = 1 (again longer but similar proofs follows for the other cases).
Mark this brother as S′′.
Mark
• u2 := the end node of the path Ps(S) ∩ Ps(S
′′) such that u2 6∈ T .
• v6 = T ∩ (Ps(S
′′)\Ps(S)) .
• w1 := S ∩ (Ps(C1)\Ps(C2)).
• w2 := S ∩ Ps(C1) ∩ Ps(C2).
• u3 := the end node of the path Ps(C1) ∩ Ps(C2), such that u3 6∈ C.
• u4 := the end node of the path Ps(C2) ∩ Ps(C), such that u4 6∈ C.
Since C1 ∈ N(C), C2 ∈ N(C1), l(C1) < l(C2) < l(C), and since S was oriented forwards,
according to Observation 3.25 the algorithm in previous stages (before activating DIRECT-ONE
on C) oriented [w1 → u3 → u4], [u3 → w2], [u4 → v1]. Since l(C2) < l(C) DIRECT-ONE will not
change the direction of [u4 → v1]. So we only need to consider what happens to the path [u1, v2]
(whether or not its current direction [v2 → u1] changes).
Lemma 3.52 Suppose that l(C1) < l(C2) < l(C) and l(C
′′)+2l(Pc(C
′′)\C) < l(C), then C satisfies
the induction hypotheses.
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Proof: Since l(C ′′) + 2l(Pc(C
′′)\C) < l(C), when DIRECT-ONE is activated on C it will not
change the direction [v2 → u1], Moreover Equation 36 holds. Since l(C1) < l(C2) < l(C) by
Observation 3.25 the orientation of the paths will be: [w1 → u3 → w2] and [u3 → u4 → v1].
Since T = F (S) Equation (37) holds. Since l(C1) < l(C)
l(w1, u3) + l(u3, w2) + l(v1, v2) < l(w1, w2) + l(Ps(C)). (42)
¿From l(C2) < l(C)
l(w2, u3) + l(u3, u4) + l(v1, v2) < l(u4, u1) + l(u1, v2) + l(w2, v1). (43)
Since S′′ ∈ N(S) by A5 on S, l(S′′) < l(S), and since C is a son of S l(S) < l(C). Therefore
l(S′′) < l(C), giving:
l(v3, v4)+l(v4, v5)+l(v2, u2)+l(u2, v6) < l(v3, w1)+l(w1, w2)+l(w2, v1)+l(v1, u1)+l(u1, v2)+l(v5, v6).
(44)
A1 Let x = t(T ), y = h(T ), and the end nodes v,w of Ps(T ) be ordered v, x, y, w. Since C
′′ is
oriented backwards by Property 3.16 Equation (39) holds.
Again from A3 on T x ∈ [v, v4] and Since there is at least one more brother of S on its l2 side
y ∈ [v5, w]. I(C) = [u4 → u1], by A4 we can define
Mt(C) =Mt(T ) ∪ [x→ v3 → w1 → u3 → u3, u4], Mh(C) = [u1 → v4 → v5 → y] ∪Mh(T ).
Using A1 on T :
l(M(C) = l(M(T )) + l(x, v3) + l(v3, w1) + l(w1, u3) + l(u3, u4) + l(u1, v4) + l(v4, v5) + l(v5, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 3l(v3, v4) + 4l(v4, v5) + 4l(v5, w) + l(v3, w1) + l(w1, u3) +
l(u3, u4) + l(u1, v4)
The length of [v, v3] is taken 4 times to satisfy both cases of possible locations for x. Using
Equations (39),(36), (37), (42),(43), the definition of Pc(C), the definition of Pc(C) and the
definition of I(C)
l(M(C)) ≤ 15l(Pc(T )) + 5l(v, v3) + 4l(v3, v4) + 2l(v4, v5) + 5l(v5, w) + l(v3, w1) +
l(w1, u3) + l(u3, u4) + l(u1, v4)
≤ 15l(Pc(T )) + 5l(v, v3) + l(v3, v4) + 2l(v4, v5) + 5l(v5, w) + 2l(v3, w1) +
l(w1, u3) + l(u3, u4) + l(w1, w2) + l(w2, v1) + l(v1, u1)
≤ 15l(Pc(T )) + 5l(v, v3) + 5l(v5, w) + 4l(v3, w1) + l(w1, u3) + l(u3, u4) +
3l(w1, w2) + 3l(w2, v1) + l(v1, u1) + 2l(v1, v2) + 2l(v2, v5)
≤ 15l(Pc(T )) + 5l(v, v3) + 5l(v5, w) + 4l(v3, w1) + 4l(w1, w2) + 4l(w2, v1) +
l(v1, u1) + 2l(v2, v5) + l(Ps(C)) + l(u4, u1) + l(u1, v2)
≤ 15l(Pc(C)) + l(v1, u1) + l(Ps(C)) + l(u4, u1) + l(u1, v2)
≤ 15l(Pc(C)) + 2l(Ps(C)) + l(u4, u1)
≤ 15l(Pc(C)) + 2l(Ps(C)) + l(I(C)).
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A2 In this case t(C) = u4 6∈ S and h(C) = u1 6∈ S. So we define
Bh(C) =Mt(T ) ∪ [x→ v3 → v4 → v5 → v2 → u1]
(if x ∈ [v3, v4] the path is even shorter), and
Bt(C) = [u4 → v1 → u2 → v6 → y] ∪Mh(T ).
This gives
l(Bh(C)) + l(Bt(C)) ≤ l(Mt(T )) + l(Mh(T )) + l(x, v3) + l(v3, v4) + l(v4, v5) + l(v5, v2) +
l(v2, u1) + l(u4, v1) + l(v1, u2) + l(u2, v6) + l(v6, y).
Using A1 on T , the notation we use (again l(v, v3) and l(v6, w) are counted 4 times to satisfy
all cases of locations of x and y), Equations (39), (36), (44), (37), the definition of Pc(C),
[v1, u2] ⊂ [v1, v2], (38), the definition of Ps(C) and the definition of I(C)
l(Bh(C)) + l(Bt(C)) ≤ 15(l(Pc(T )) + 2l(Ps(T )) + l(I(T )) + l(x, v3) + l(v3, v4) + l(v4, v5) +
l(v5, v2) + l(v2, u1) + l(u4, v1) + l(v1, u2) + l(u2, v6) + l(v6, y)
≤ 15(l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 4l(v4, v5) + 3l(v5, v6) +
4l(v6, w) + l(v5, v2) + l(v2, u1) + l(u4, v1) + l(v1, u2) + l(u2, v6)
≤ 15(l(Pc(T )) + 5l(v, v3) + 5l(v3, v4) + 2l(v4, v5) + 4(l(v5, v6) +
5l(v6, w) + l(v5, v2) + l(v2, u1) + l(u4, v1) + l(v1, u2) + l(u2, v6)
≤ 15(l(Pc(T )) + 5l(v, v3) + 2l(v3, v4) + 2l(v4, v5) + 4(l(v5, v6) +
5l(v6, w) + l(v5, v2) + l(v2, u1) + l(u4, v1) + l(v1, u2) + l(u2, v6) +
l(v3, v1) + l(v1, u1)
≤ 15(l(Pc(T )) + 5l(v, v3) + l(v3, v4) + l(v4, v5) + 5(l(v5, v6) + 5l(v6, w) +
l(v5, v2) + 2l(v2, u1) + l(u4, v1) + l(v1, u2) + 2l(v3, v1) + 2l(v1, u1)
≤ 15(l(Pc(T )) + 5l(v, v3) + 5(l(v5, v6) + 5l(v6, w) + 2l(v5, v2) +
2l(v2, u1) + l(u4, v1) + l(v1, u2) + 3l(v3, v1) + 2l(v1, u1) + l(v1, v2)
≤ 15(l(Pc(C)) + 2l(v2, u1) + l(u4, v1) + l(v1, u2) + 2l(v1, u1) + l(v1, v2)
≤ 15(l(Pc(C)) + 2l(v2, u1) + l(u4, v1) + 2l(v1, u1) + 2l(v1, v2)
= 15(l(Pc(C)) + 2l(v2, u1) + l(u4, v1) + 2l(v1, u1) + 2l(Ps(C))
≤ 15(l(Pc(C)) + l(Ps(C)\I(C)) + 4l(Ps(C))
= 15(l(Pc(C))− l(I(C)) + 5l(Ps(C)).
Also
l(Bh(C)) + l(Mh(C)) ≤ l(Mt(T )) + l(Mh(s)) + l(x, v3) + l(v3, v4) + l(v4, v5) + l(v5, v2) +
l(v2, u1) + l(u1, v4) + l(v4, v5) + l(v5, y).
Using A1 on T , the notation we use (again l(v, v3) and l(v5, w) are counted 4 times to satisfy
all cases of locations of x and y), Equations (39), (36), (37), the definition of Pc(C), (38) and
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the definition of Ps(C):
l(Bh(C)) + l(Mh(C)) ≤ 15l(Pc(T )) + 2l(Ps(T )) + l(I(T )) + l(x, v3) + l(v3, v4) +
l(v4, v5) + l(v5, v2) + l(v2, u1) + l(u1, v4) + l(v4, v5) + l(v5, y)
≤ 15l(Pc(T )) + 5l(v, v3) + 5l(v3, v4) + 3l(v4, v5) + 5l(v5, w) +
l(v5, v2) + l(v2, u1) + l(u1, v4)
≤ 15l(Pc(T )) + 5l(v, v3) + 2l(v3, v4) + 3l(v4, v5) + 5l(v5, w) +
l(v5, v2) + l(v2, u1) + l(v3, v1) + l(v1, u1)
≤ 15l(Pc(T )) + 5l(v, v3) + 5l(v5, w) + 3l(v5, v2) + l(v2, u1) +
3l(v3, v1) + l(v1, u1) + 3l(v1, v2)
≤ 15l(Pc(C)) + l(v2, u1) + l(v1, u1) + 3l(v1, v2)
≤ 15l(Pc(C)) + l(v2, u1) + l(v1, u1) + 3l(Ps(C))
= 15l(Pc(C)) + 4l(Ps(C)).
and:
l(Bt(C)) + l(Mt(C)) = l(Mt(T )) + l(Mh(T )) + l(x, v3) + l(v3, w1) + l(w1, u3) + l(u3, u4) +
l(u4, v1) + l(v1, u2) + l(u2, v4) + l(v6, y).
Using A1 on T , the notation we use (again l(v, v3) and l(v6, w) are counted 4 times to satisfy
all cases of locations of x and y), Equations (44),(37),(42), (43), the definition of Pc(C), the
definition of Ps(C), [v1, u2] ⊂ [v1, v2] and Equation (38)
l(Bt(C)) + l(Mt(C)) ≤ 15l(Pc(T )) + 2l(Ps(T )) + l(I(T )) + l(x, v3) + l(v3, w1) +
l(w1, u3) + l(u3, u4) + l(u4, v1) + l(v1, u2) + l(u2, v6) + l(v6, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 3l(v3, v4) + 3l(v4, v5) + 3l(v5, v6) +
4l(v6, w) + l(v3, w1) + l(w1, u3) + l(u3, u4) + l(u4, v1) + l(v1, u2) +
l(u2, v6)
≤ 15l(Pc(T )) + 4l(v, v3) + 2l(v3, v4) + 2l(v4, v5) + 4l(v5, v6) +
4l(v6, w) + 2l(v3, w1) + l(w1, u3) + l(u3, u4) + l(u4, v1) +
l(v1, u2) + l(w1, w2) + l(w2, v1) + l(Ps(C))
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v5, v6) + 4l(v6, w) + 4l(v3, w1) +
l(w1, u3) + l(u3, u4) + l(u4, v1) + l(v1, u2) + 3l(w1, w2) +
3l(w2, v1) + l(Ps(C)) + 2l(v1, v2) + 2l(v2, v5)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v5, v6) + 4l(v6, w) + 4l(v3, w1) +
l(u3, u4) + l(u4, v1) + l(v1, u2) + 4l(w1, w2) + 3l(w2, v1) +
2l(Ps(C)) + l(v1, v2) + 2l(v2, v5)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v5, v6) + 4l(v6, w) + 4l(v3, w1) +
l(u4, v1) + l(v1, u2) + 4l(w1, w2) + 4l(w2, v1) + 2l(Ps(C)) +
2l(v2, v5) + l(u4, u1) + l(u1, v2)
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≤ 15l(Pc(C)) + l(u4, v1) + l(v1, u2) + 2l(Ps(C)) + l(u4, u1) + l(u1, v2)
= 15l(Pc(C)) + l(v1, u2) + 3l(Ps(C))
≤ 15l(Pc(C)) + 4l(Ps(C)).
A3 From l(C ′′)+2l(Pc(C
′′)\C) < l(C) we get that l(C ′′) < l(C). Let Cˆ be a son of C. If Pf (Cˆ) ⊂
[v2, u1] then since [v2, u1] ⊂ Ps(C
′′) Cˆ should have been a son of C ′′. If Pf (Cˆ) ⊂ [v1, u4]
then Cˆ should have been a son of C2 (since [v1, u4] ⊂ Ps(C2) and l(C2) < l(C)). Therefore
Pf (Cˆ) ∩ [u4, u1] 6= φ.
A4 Jh(C) = [v2 → u1] and Jt(C) = [u4 → v1] so for every son Cˆ of C, Pf (Cˆ) ⊂ Ps(C) =
Jt(C) ∪ I(C) ∪ Jh(C).
A5 M(C) is contained in Ps(C), S,C1,C2, C
′′ and T which are all shorter then C.
A6 M(C) is contained in Ps(C), Ps(S),M(S) and C1, C2 and C
′′, so N(C) = {C1, C2, C
′′}.
Remark 3.53 Please note that in the following lemma the 15 bound is required.
Lemma 3.54 Suppose that l(C1) < l(C2) < l(C), l(C) < l(C
′′) + 2l(Pc(C
′′)\C), and the direction
is u1 → v2 then C
′′ satisfies the induction hypotheses.
Proof: Since l(C) < 2l(Pc(C
′′)\C) + l(C ′′), Equation (40) still holds.
Since l(C1) < l(C) < 2l(Pc(C
′′)\C) + l(C ′′),
l(v3, w1) + l(Ps(C1)) + l(w2, v1, v2) < 3l(v3, v4) + l(u1, v4) + l(u1, v2). (45)
Since l(C2) < l(C) < 2l(Pc(C
′′)\C) + l(C ′′),
l(v3, w1, w2) + l(Ps(C2)) + l(v1, v2) < 3l(v3, v4) + l(u1, v4) + l(u1, v2). (46)
A1 Let x = t(T ), y = h(T ), and the end nodes v,w of Ps(T ) be ordered v, x, y, w.
Since C ′′ was oriented backwards by Property 3.16 Equation (39) still holds.
According to Property 3.20 C ′′ is not a special contained brother, by A3 on T x ∈ [v, v4], and
y ∈ [v5, w] (since S
′′ exists).
By A4 we can always define
Mt(C
′′) =Mt(T ) ∪ [x→ v3 → w1 → u3 → u4 → u1] Mh(C
′′) = [v4 → v5 → y] ∪Mh(T ).
We get that I(C ′′) = [u1 → v4]. Using A1 on T :
The bound of l(M(C)) can be achieved as in lemma 3.50.
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A2 Since S′′ ∈ N(S) by A5 on S then l(S′′) < l(S). Since C is a son of S, l(S) < l(C), so Equation
(41) still holds.
In this case h(C ′′) = v4 ∈ T . Define
Bt(C
′′) = [u1 → v2 → u2 → v6 → y] ∪Mh(T ).
Using A1 on T (again l(v, v3) and l(v6, w) are taken 4 times to satisfy all possible locations
of x and y), Equations (45), (46), (40),(41), (39), definition of Pc(C
′′) and the definition of
Ps(C
′′) :
l(Mt(C
′′)) + l(Bt(C
′′)) = l(Mt(T )) + l(x, v3) + l(v3, w1) + l(w1, u3) + l(u3, u4) +
l(u4, u1) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(v6, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 3l(v3, v4) + 3l(v4, v5) + 3l(v5, v6) +
4l(v6, w) + l(v3, w1) + l(w1, u3) + l(u3, u4) + l(u4, u1) + l(u1, v2) +
l(v2, u2) + l(u2, v6)
≤ 15l(Pc(T )) + 4l(v, v3) + 6l(v3, v4) + 3l(v4, v5) + 3l(v5, v6) + 4l(v6, w) +
l(u3, u4) + l(u4, u1) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(u1, v4)
≤ 15l(Pc(T )) + 4l(v, v3) + 6l(v3, v4) + 3l(v4, v5) + 3l(v5, v6) + 4l(v6, w) +
l(u3, u4) + l(u4, u1) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(u1, v4)
≤ 15l(Pc(T )) + 4l(v, v3) + 9l(v3, v4) + 3l(v4, v5) + 3l(v5, v6) +
4l(v6, w) + l(u4, u1) + l(u1, v2) + l(v2, u2) + l(u2, v6) + 2l(u1, v4)
≤ 15l(Pc(T )) + 4l(v, v3) + 12l(v3, v4) + 3l(v4, v5) + 3l(v5, v6) +
4l(v6, w) + l(u1, v2) + l(v2, u2) + l(u2, v6) + 3l(u1, v4)
≤ 15l(Pc(T )) + 4l(v, v3) + 14l(v3, v4) + 2l(v4, v5) + 4l(v5, v6) +
4l(v6, w) + 2l(u1, v2) + 4l(u1, v4)
≤ 15l(Pc(T )) + 5l(v, v3) + 15l(v3, v4) + 4l(v5, v6) + 5l(v6, w) +
l(u1, v2) + 4l(u1, v4) + l(u1, v2)
≤ 15l(Pc(C
′′)) + 2l(u1, v2) + 4l(u1, v4)
≤ 15l(Pc(C
′′)) + 2l(Ps(C
′′)).
A3 Same proof like in Lemma 3.50.
A4 Same proof like in Lemma 3.50.
A5 M(C ′′) is contained in Ps(C
′′), C,C1,C2 and T which are all shorter then C.
A6 M(C) is contained in Ps(C
′′), Ps(T ),M(T ) and C,C1, C2, so N(C
′′) = {C,C1, C2}.
Corollary 3.55 After activating DIRECT-ONE on a cycle C whose father is oriented forwards
and when C ′′ is an uncle, C and C ′′ will satisfy the induction hypotheses.
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C′′
C
S′′ S v1
v4
u1v2
v3 v5
u2
T
The cycles
T = F (S) = F (S′′) = F (C′′) zv3v4v5z
S = F (C) zv3v2u2v1v5z
C zv3v2u1v1v5z
C′′ zv3v2u1v4v5z
Figure 46: C ′′ is an uncle, S is oriented backwards.
S = F (C) is oriented backwards
Here we consider a cycle C oriented forwards in DIRECT-ONE even though l2 = −1. In this
subsection we assume that S = F (C) is oriented backwards, T = F (S) and C ′′ a contained brother
of S. C which is a son of S shares the path [v2, u1] at its l2 side with C
′′. Thus C has to be the
last cycle in the block of sons of S, and C ′′ is oriented forwards. In Figure 46 C,C ′′, S and T are
described before the application of DIRECT-ONE.
Mark
• v1 := S ∩ Ps(C)\Ps(C
′′).
• v2 := S ∩ Ps(C) ∩ Ps(C
′′).
• v3 := T ∩ Ps(C
′′) ∩ Ps(S).
• v4 := T ∩ Ps(C
′′)\Ps(S).
• v5 := T ∩ Ps(S)\Ps(C
′′).
• u1 := the end node of the path Ps(C) ∩ Ps(C
′′), such that u1 6∈ S.
Since C ′′ is oriented forwards N(S) contains at least one cycle at the l2 side of Ps(S), S
′′ in
Figure 46 (such orientation is discussed in Lemma (3.36) where N(S) = {S′′}). When DIRECT-
ONE is activated on C it compares l(C) and l(C ′′) (both are oriented forwards) and decides whether
to change the direction of [u1, v2]. In the following two lemmas we assume [v1, u1] was directed
v1 → u1 (C didn’t have heavy brothers at its l1 side to contradict this direction). In lemmas 3.58
and 3.58 we will consider the other case.
Lemma 3.56 Suppose that l(C ′′) < l(C), then C satisfies the induction hypotheses.
Proof: In this case when DIRECT-ONE is activated on C it doesn’t change the direction v2 → u1.
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C
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u1v2
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T
I(C)
yx v6
z
Mt(T ) Mh(T )
Mt(C)
Mh(C)
Bh(C)
Figure 47: Figure for Lemma 3.56.
Since l(C ′′) < l(C)
l(u1, v4) + l(v4, v5) < l(u1, v1) + l(v1, v5). (47)
A1 Let x = t(T ), y = h(T ), and the end nodes v,w of Ps(T ) be ordered v, x, y, w (See Figure 47).
Since S was oriented backwards by Property 3.16:
2l(v3, v4) + 2l(v4, v5) < l(v, v3) + l(v5, w). (48)
Since there is at least one more brother of S on its l2 side x ∈ [v, v3]. By A4 on T y ∈ [v3, v5]
or y ∈ ∪[v5, w].
We consider these two possible locations:
• y ∈ [v5, w], I(C) = [v1 → u1] so we can define:
Mt(C) =Mt(T ) ∪ [x→ v3 → v4 → v5 → v1] Mh(C) = [u1 → v4 → v5 → y] ∪Mh(T )
Using A1 on T :
l(M(C) = l(M(T )) + l(x, v3) + l(v3, v4) + 2l(v4, v5) + l(v5, v1) + l(u1, v4) + l(v5, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 5l(v4, v5) + 4l(v5, w) + l(v5, v1) + l(u1, v4)
• y ∈ [v3, v5] again I(C) = [v1 → u1] and we can define (Using A4 on T ):
Mt(C) = (Bh(T )\[y, v5]) ∪ [v5 → v1] Mh(C) = [u1 → v4 → y] ∪Mh(T )
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Using A2 on T (y = h(T ) 6∈ F (T ))
l(M(C)) ≤ l(Bh(T )) + l(Mh(T )) + l(v5, v1) + l(u1, v4) + l(v4, v5)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 5l(v4, v5) + 4l(v5, w) + l(v5, v1) + l(u1, v4).
(same bound as before)
Using Equations (48) (47), the definition of Pc(C) and the definition of I(C) :
l(M(C)) ≤ 15l(Pc(T )) + 6l(v, v3) + l(v4, v5) + 6l(v5, w) + l(v5, v1) + l(u1, v4)
≤ 15l(Pc(T )) + 6l(v, v3) + 6l(v5, w) + 2l(v5, v1) + l(u1, v1)
≤ 15l(Pc(C)) + l(u1, v1)
≤ 15l(Pc(C)) + l(I(C))
A2 In this case t(C) = v1 ∈ S but h(C) = u1 6∈ S. So we define:
Bh(C) =Mt(T ) ∪ [x→ v3 → v2 → u1]
Giving (for all possible locations of y)
l(Bh(C)) + l(Mh(C)) ≤ l(Mt(T )) + l(Mh(T )) + l(x, v3) + l(v3, v2) + l(v2, u1) + l(u1, v4) +
l(v3, v4) + l(v4, v5) + l(v5, w)
Using A1 on T , the notation we use, Equations (48) (47), the definition of Pc(C) and the
definition of Ps(C) :
l(Bh(C)) + l(Mh(C)) ≤ 15l(Pc(T )) + 2l(Ps(T )) + l(I(T )) + +l(x, v3) + l(v3, v2) +
l(v2, u1) + l(u1, v4) + l(v3, v4) + l(v4, v5) + l(v5, w)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 4l(v4, v5) + 4l(v5, w) +
l(v3, v2) + l(v2, u1) + l(u1, v4) +
≤ 15l(Pc(T )) + 6l(v, v3) + 6l(v5, w) + l(v3, v2) + l(v2, u1) + l(u1, v4)
≤ 15l(Pc(T )) + 6l(v, v3) + 6l(v5, w) + l(v3, v2) + l(v2, u1) +
l(u1, v1) + l(v1, v5)
≤ 15l(Pc(C)) + l(v2, u1) + l(u1, v1)
= 15l(Pc(C)) + l(I(C)).
A3 In the Lemma assumption l(C ′′) < l(C). Let Cˆ be a son of C. If Pf (Cˆ) ⊂ [v2, u1] since
[v2, u1] ⊂ Ps(C
′′) Cˆ should have been a son of C ′′. Therefore Pf (Cˆ) ∩ [v1, u1] 6= φ.
A4 Jh(C) = [v2 → u1] and for every Cˆ a son of C Pf (Cˆ) ⊂ Ps(C) = I(C) ∪ Jh(C).
A5 M(C) is contained in Ps(C), S, C
′′ and T which are all shorter then C.
A6 M(C) is contained in Ps(C), Ps(S),M(S) and C
′′, so N(C) = {C ′′}.
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Figure 48: Figure for Lemma 3.57.
Lemma 3.57 Suppose that l(C) < l(C ′′) then after the application of DIRECT-ONE C ′′ satisfies
the induction hypotheses.
Proof: In this case when DIRECT-ONE is activated on C it changes the direction of [u1, v2] to
v2 → u1.
Since l(C) < l(C ′′):
l(u1, v1) + l(v1, v5) < l(u1, v4) + l(v4, v5). (49)
A1 Let x = t(T ), y = h(T ), and the end nodes v,w of Ps(T ) be ordered v, x, y, w (see Figure 48).
Since S was oriented backwards Equation (48) still holds.
Since there is at least one more brother of S and its l2 side x ∈ [v, v3]. By A4 on T y ∈ [v3, v5]
or y ∈ [v5, w].
We consider the two possible locations of y:
• y ∈ [v5, w] and I(C
′′) = [u1 → v4] so we can define:
Mt(C
′′) =Mt(T ) ∪ [x→ v3 → v4 → v5 → v1 → u1] Mh(C
′′) = [v4 → v5 → y] ∪Mh(T )
Using A1 on T :
l(M(C ′′) = l(M(T )) + l(x, v3) + l(v3, v4) + 2l(v4, v5) + l(v5, v1) + l(v1, u1) + l(v5, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 5l(v4, v5) + 4l(v5, w) + l(v5, v1) + l(v1, u1).
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• y ∈ [v3, v4] ∪ [v4, v5] and I(C
′′) = [u1 → v4]. So we we can define:
Mt(C
′′) = (Bh(T )\[y, v5]) ∪ [v5 → v1 → u1] Mh(C
′′) = [v4 → y] ∪Mh(T )
Using A2 on T (y = h(T ) 6∈ F (T ))
l(M(C ′′)) ≤ l(Bh(T )) + l(Mh(T )) + l(v5, v1) + l(v1, u1) + l(v4, v5)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 5l(v4, v5) + 4l(v5, w) + l(v5, v1) + l(v1, u1).
(same bound as before)
Using Equations (48), (49), the definition of Pc(C
′′) and the definition of I(C ′′):
l(M(C ′′) ≤ 15l(Pc(T )) + 6l(v, v3) + l(v4, v5) + 6l(v5, w) + l(v5, v1) + l(v1, u1)
≤ 15l(Pc(T )) + 6l(v, v3) + 2l(v4, v5) + 6l(v5, w) + l(u1, v4)
≤ 15l(Pc(C
′′)) + l(u1, v4)
= 15l(Pc(C
′′)) + l(I(C ′′))
A2 Mark:
• u2 := the end node of the path Ps(S) ∩ Ps(S
′′) such that u2 6∈ T .
• v6 = T ∩ (Ps(S
′′)\Ps(S)) .
Since S′′ ∈ N(S) by A5 on S l(S′′) < l(S), since C is a son of S l(S) < l(C) and by the
Lemma assumption
l(S′′) < l(S) < l(C) < l(C ′′)
giving:
l(v6, u2) + l(u2, v2) + l(v3, v4) < l(v2, u1) + l(u1, v4) + l(v6, v3). (50)
In this case h(C ′′) = v4 ∈ T , but t(C
′′) = u1 6∈ T .
Two possible locations of x:
• x ∈ [v, v6]. In this case we can define:
Bt(C
′′) = [u1 → v2 → u2 → v6 → v3 → y] ∪Mh(T ).
Two possible locations of y to be considered:
– y ∈ [v5, w].
Using A1 on T
l(Mt(C
′′)) + l(Bt(C
′′)) ≤ l(Mt(T )) + l(Mh(T )) + l(x, v3) + 2l(v3, v4) + 2l(v4, v5) +
l(v5, v1) + l(v1, u1) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(v5, y)
≤ 15l(Pc(T )) + 4l(v, v6) + 4l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
4l(v5, w) + l(v5, v1) + l(v1, u1) + l(u1, v2) + l(v2, u2) + l(u2, v6)
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– y ∈ [v3, v5].
Using A2 on T
l(Mt(C
′′)) + l(Bt(C
′′)) ≤ l(Bh(T )) + l(Mh(T )) + l(u1, v2) + l(v2, u2) + l(u2, v6) +
l(v6, v3) + l(v3, y) + l(v5, v1) + l(v1, u1)
≤ 15l(Pc(T )) + 4l(v, v6) + 4l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
4l(v5, w) + l(v5, v1) + l(v1, u1) + l(u1, v2) + l(v2, u2) + l(u2, v6)
• x ∈ [v6, v3]. In this case we define:
Bt(C
′′) = [u1 → v2 → u2 → v6] ∪Bt(T )\[v6, x].
Two possible locations of y:
– y ∈ [v5, w]. Using A2 on T :
l(Bt(C
′′)) + l(Mt(C
′′)) ≤ l(Mt(T )) + l(Bt(T )) + l(x, v3) + l(v3, v4) + l(v4, v5) +
l(v5, v1) + l(v1, u1) + l(u1, v2) + l(v2, u2) + l(u2, v6)
≤ 15l(Pc(T )) + 4l(v, v6) + 4l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
4l(v5, w) + l(v5, v1) + l(v1, u1) + l(u1, v2) + l(v2, u2) + l(u2, v6)
– y ∈ [v3, v5]. Using A2 on T :
l(Bt(C
′′)) + l(Mt(C
′′)) = l(Bh(T )) + l(Bt(T ))− l(v6, x)− l(y, v5) + l(u1, v2) +
l(v2, u2) + l(u2, v6) + l(v5, v1) + l(v1, u1)
≤ 15l(Pc(T )) + 6l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
6l(v5, w) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(v5, v1) + l(v1, u1)
So in all possible locations of x and y:
l(Bt(C
′′)) + l(Mt(C
′′)) ≤ 15l(Pc(T )) + 6l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
6l(v5, w) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(v5, v1) + l(v1, u1)
Using Equations (48), (50), (49), the definition of Pc(C
′′) and the definition of Ps(C
′′)
l(Bt(C
′′)) + l(Mt(C
′′)) ≤ 15l(Pc(T )) + 8l(v, v3) + 7l(v6, v3) + l(v3, v4) + l(v4, v5) +
8l(v5, w) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(v5, v1) + l(v1, u1)
≤ 15l(Pc(T )) + 8l(v, v3) + 7l(v6, v3) + l(v4, v5) + 8l(v5, w) +
2l(u1, v2) + l(v5, v1) + l(v1, u1) + l(u1, v4)
≤ 15l(Pc(T )) + 8l(v, v3) + 7l(v6, v3) + 2l(v4, v5) + 8l(v5, w) +
2l(u1, v2) + 2l(u1, v4)
≤ 15l(Pc(C
′′)) + 2l(u1, v2) + 2l(u1, v4)
≤ 15l(Pc(C
′′)) + 2l(Ps(C
′′)).
A3 From the Lemma assumption l(S′′) < l(C) < l(C ′′). Let Cˆ be a son of C ′′ if Pf (Cˆ) ⊂
([u1, v2] ∪ [v2, v3]) then Cˆ should have been a son of C or S
′′ but not C ′′.
A4 Same proof like in Lemma 3.50.
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T = F (S) = F (S′′) = F (C′′) zv3v4v5z
S = F (C) zv3v2u2v1v5z
C zv6v3v2u1v1w2w1v5z
C′′ zv6v3v2u1v4v5z
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u3
w1
w2
C1 zv6v3v2u2v1w2u3w1v5z
C2 zv6v3v2u2v1u4u3w2w1v5z
Figure 49: F (C) is oriented backwards and N(C) contains two brothers at its l1 side.
A5 M(C ′′) is contained in Ps(C
′′), C, and T which are all shorter then C.
A6 M(C) is contained in Ps(C
′′), Ps(T ),M(T ) and C, so N(C
′′) = {C}.
Now assume that C had two brothers C1, C2 at its l1 side, ordered C1, C2, C, such that N(C) =
{C1, C2, C
′′} (see Figure 49). This happens when C and C2 are heavy, C,C1, C2 are oriented
forwards and l(C1) < l(C2) < l(C). If C1 doesn’t exists then similar but simpler proofs apply.
Since S was oriented backwards N(S) contains one more brother S′′ at its l2 side. Mark:
• u2 := the end node of the path Ps(S) ∩ Ps(S
′′) such that u2 6∈ T .
• v6 = T ∩ (Ps(S
′′)\Ps(S)) .
• w1 := S ∩ (Ps(C1)\Ps(C2)).
• w2 := S ∩ Ps(C1) ∩ Ps(C2).
• u3 := the end node of the path Ps(C1) ∩ Ps(C2), such that u3 6∈ C.
• u4 := the end node of the path Ps(C2) ∩ Ps(C), such that u4 6∈ C.
Since C1 ∈ N(C2) and C2 ∈ N(C), l(C1) < l(C2) < l(C). According to Observation 3.25 the
algorithm in previous stage (before activating DIRECT-ONE on C) oriented [w1 → u3 → u4], [u3 →
w2], [u4 → v1]. Since l(C2) < l(C) DIRECT-ONE will not change the direction of [u4 → v1]. So
we only need to consider what happens to the path [u1, v2] (whether or not its current direction
[v2 → u1] changes).
Lemma 3.58 Suppose that l(C ′′) < l(C) and l(C1) < l(C2) < l(C), then C satisfies the induction
hypotheses.
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Proof: Since l(C ′′) < l(C) when DIRECT-ONE is activated on C it will not change the direction
v2 → u1. Moreover Equation (47) holds. Since l(C1) < l(C2) < l(C) by Observation 3.25 the
orientation of the paths will be: [w1 → u3 → w2] and [u3 → u4 → v1].
Since l(C1) < l(C)
l(Ps(C1)) + l(v1, v2) < l(Ps(C)) + l(w1, w2). (51)
Since l(C2) < l(C)
l(u3, w2) + l(u3, u4) + l(v1, v2) < l(u4, u1) + l(u1, v2) + l(w2, v1). (52)
¿From A5 on S l(S′′) < l(S) < l(C) giving
l(v2, u2)+ l(u2, v6)+ l(v3, v4)+ l(v4, v5) < l(v6, v3)+ l(v5, w1)+ l(w1, w2)+ l(w2, v1)+ l(Ps(C)) (53)
A1 Let x = t(T ), y = h(T ), and the end nodes v,w of Ps(T ) be ordered v, x, y, w. From Property
3.16 on S Equation (48) still holds.
Since N(S) contains one more brother S′′ at the l2 side of S, x ∈ [v, v3]. By A4 on T ,
y ∈ [v3, v5] or y ∈ [v5, w].
We consider the two possible locations of y:
• y ∈ [v5, w] and I(C) = [u4 → u1], so we define:
Mt(C) =Mt(T )∪[x→ v3 → v4 → v5 → w1 → u3 → u4]Mh(C) = [u1 → v4 → v5 → y]∪Mh(T )
Using A1 on T :
l(M(C) = l(M(T )) + l(x, v3) + l(v3, v4) + 2l(v4, v5) + l(v1, w1) + l(w1, u3) +
l(u3, u4) + l(u1, v4) + l(v5, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 5l(v4, v5) + 4l(v5, w) + l(v1, w1) +
l(w1, u3) + l(u3, u4) + l(u1, v4)
• y ∈ [v3, v5] and I(C) = [u4 → u1]. Using A4 on T we can define:
Mt(C) = (Bh(T )\[y, v5]) ∪ [v5 → w1 → u3 → u4] Mh(C) = [u1 → v4 → y] ∪Mh(T )
Using A2 on T (y = h(T ) 6∈ F (T ))
l(M(C)) ≤ l(Bh(T )) + l(Mh(T )) + l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u1, v4) + l(v4, v5)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 5l(v4, v5) + 4l(v5, w) + l(v5, w1) +
l(w1, u3) + l(u3, u4) + l(u1, v4).
(same bound as before)
Using Equations (48), (51), (52), (47), the definition of Pc(C), the definition of Pc(C) and
the definition of I(C) :
l(M(C)) ≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 5l(v4, v5) + 4l(v5, w) + l(v5, w1) +
l(w1, u3) + l(u3, u4) + l(u1, v4)
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≤ 15l(Pc(T )) + 6l(v, v3) + l(v4, v5) + 6l(v5, w) + l(v5, w1) + l(u3, u4) +
l(u1, v4) + l(Ps(C)) + l(w1, w2)
≤ 15l(Pc(T )) + 6l(v, v3) + l(v4, v5) + 6l(v5, w) + l(v5, w1) + l(u1, v4) +
l(Ps(C)) + l(w1, w2) + l(w2, v1) + l(u4, u1) + l(u1, v2)
≤ 15l(Pc(T )) + 6l(v, v3) + 6l(v5, w) + 2l(v5, w1) + l(Ps(C)) + 2l(w1, w2) +
2l(w2, v1) + 2l(u4, u1) + l(u1, v2) + l(v1, u1)
≤ 15l(Pc(C)) + l(Ps(C)) + 2l(u4, u1) + l(u1, v2) + l(v1, u1)
= 15l(Pc(C)) + 2l(Ps(C)) + l(u4, u1)
= 15l(Pc(C)) + 2l(Ps(C)) + l(I(C))
A2 In this case t(C) = u4 6∈ S and h(C) = u1 6∈ S.
There are three lengths to consider:
1. l(Bh(C)) + l(Mh(C)).
Define
Bh(C) =Mt(T ) ∪ [x→ v3 → v2 → u1]
Giving (for all possible locations of y)
l(Bh(C)) + l(Mh(C)) ≤ l(Mt(T )) + l(Mh(T )) + l(x, v3) + l(v3, v2) + l(v2, u1) +
l(u1, v4) + l(v3, v4) + l(v4, v5) + l(v5, w)
Using A1 on T , the notation we use, Equations (48) (47), the definition of Pc(C) and
the definition of Ps(C) :
l(Bh(C)) + l(Mh(C)) ≤ 15l(Pc(T )) + 2l(Ps(T )) + l(I(T )) + +l(x, v3) + l(v3, v2) +
l(v2, u1) + l(u1, v4) + l(v3, v4) + l(v4, v5) + l(v5, w)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 4l(v4, v5) + 4l(v5, w) +
l(v3, v2) + l(v2, u1) + l(u1, v4)
≤ 15l(Pc(T )) + 6l(v, v3) + 6l(v5, w) + l(v3, v2) + l(v2, u1) + l(u1, v4)
≤ 15l(Pc(T )) + 6l(v, v3) + 6l(v5, w) + l(v3, v2) + l(v2, u1) +
l(u1, v1) + l(v1, v5)
≤ 15l(Pc(C)) + l(v2, u1) + l(u1, v1)
= 15l(Pc(C)) + l(I(C)).
2. l(Bt(C)) + l(Bh(C)).
Two possible locations for x:
• x ∈ [v, v6]. In this case we can define (for all locations of y)
Bt(C) = [u4 → v1 → u2 → v6 → v3 → y] ∪Mh(T )
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Giving:
l(Bt(C)) + l(Bh(C)) ≤ l(Mt(T )) + l(Mh(T )) + l(x, v3) + l(v3, v2) + l(v2, u1) +
l(u4, v1) + l(v1, u2) + l(u2, v6) + l(v6, v3) + l(v3, y)
≤ 15l(Pc(T )) + 4l(v, v6) + 5l(v6, v3) + 4l(v3, v4) + 4l(v4, v5) +
4l(v5, w) + l(v3, v2) + l(v2, u1) + l(u4, v1) + l(v1, u2) + l(u2, v6)
Where the last inequality follows from A1 on T .
• x ∈ [v6, v3]. In this case we can define (for all locations of y)
Bt(C) = [u4 → v1 → u2 → v6] ∪ (Bt(T )\[v6, x])
Giving: Giving (for all possible locations of y)
l(Bt(C)) + l(Bh(C)) ≤ l(Bt(T )) + l(Mt(T )) + l(x, v3) + l(v3, v2) + l(v2, u1) +
l(u4, v1) + l(v1, u2) + l(u2, v6)
≤ 15l(Pc(T )) + 4l(v, v6) + 5l(v6, v3) + 4l(v3, v4) + 4l(v4, v5) +
4l(v5, w) + l(v3, v2) + l(v2, u1) + l(u4, v1) + l(v1, u2) + l(u2, v6)
Where the last inequality follows from A2 on T .
So for both locations of x:
l(Bt(C)) + l(Bh(C)) ≤ 15l(Pc(T )) + 4l(v, v6) + 5l(v6, v3) + 4l(v3, v4) + 4l(v4, v5) +
4l(v5, w) + l(v3, v2) + l(v2, u1) + l(u4, v1) + l(v1, u2) + l(u2, v6).
Using Equations (53), (48), the definition of Pc(C),(38) and the definition of Ps(C):
l(Bt(C)) + l(Bh(C)) ≤ 15l(Pc(T )) + 4l(v, v6) + 5l(v6, v3) + 4l(v3, v4) + 4l(v4, v5) +
4l(v5, w) + l(v3, v2) + l(v2, u1) + l(u4, v1) + l(v1, u2) + l(u2, v6)
≤ 15l(Pc(T )) + 4l(v, v6) + 6l(v6, v3) + 3l(v3, v4) + 3l(v4, v5) +
4l(v5, w) + l(v3, v2) + l(v2, u1) + l(u4, v1) + l(v1, u2) +
l(v5, w1) + l(w1, w2) + l(w2, v1) + l(Ps(C))
≤ 15l(Pc(T )) + 5.5l(v, v6) + 7.5l(v6, v3) + 5.5l(v5, w) + l(v3, v2) +
l(v2, u1) + l(u4, v1) + l(v1, u2) + l(v5, w1) + l(w1, w2) +
l(w2, v1) + l(Ps(C))
≤ 15l(Pc(C)) + l(v2, u1) + l(u4, v1) + l(v1, u2) + l(Ps(C))
≤ 15l(Pc(C)) + l(v2, u1) + l(u4, v1) + 2l(Ps(C))
≤ 15l(Pc(C)) + 3l(Ps(C))
3. l(Bt(C)) + l(Mt(C)).
There are four possible locations for x and y
• x ∈ [v, v6] and y ∈ [v5, w]. In this case
l(Bt(C)) + l(Mt(C)) = l(Mt(T )) + l(Mh(T )) + l(x, v3) + 2l(v3, v4) + 2l(v4, v5) +
87
l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, v1) + l(v1, u2) +
l(u2, v6) + l(v6, v3) + l(v5, w)
≤ 15l(Pc(T )) + 4l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
4l(v5, w) + l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, v1) +
l(v1, u2) + l(u2, v6).
Where the last inequality follows from A1 on T .
• x ∈ [v, v6] and y ∈ [v3, v5]. In this case
l(Bt(C)) + l(Mt(C)) ≤ l(Bh(T )) + l(Mh(T )) + l(v5, w1) + l(w1, u3) + l(u3, u4) +
l(u4, v1) + l(v1, u2) + l(u2, v6) + l(v6, v3) + l(v3, v4) + l(v4, v5)
≤ 15l(Pc(T )) + 4l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
4l(v5, w) + l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, v1) +
l(v1, u2) + l(u2, v6).
Where the last inequality follows from A2 on T .
• x ∈ [v6, v3] and y ∈ [v5, w]. In this case
l(Bt(C)) + l(Mt(C)) ≤ l(Mt(T )) + l(Bt(T )) + l(x, v3) + l(v3, v4) + l(v4, v5) +
l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, v1) +
l(v1, u2) + l(u2, v6)
≤ 15l(Pc(T )) + 5l(v, v6) + 4l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
4l(v5, y) + l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, v1) +
l(v1, u2) + l(u2, v6).
Where the last inequality follows from A2 on T .
• x ∈ [v6, v3] y ∈ [v3, v5]. In this case
l(Bt(C)) + l(Mt(C)) = l(Bh(T )) + l(Bt(T ))− l(y, v5)− l(v6, x) + l(v5, w1) +
l(w1, u3) + l(u3, u4) + l(u4, v1) + l(v1, u2) + l(u2, v6)
≤ 15l(Pc(T )) + 6l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
6l(v5, w) + l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, v1) +
l(v1, u2) + l(u2, v6).
Where the last inequality follows from A2 on T .
So for all locations of x and y
l(Bt(C)) + l(Mt(C)) ≤ 15l(Pc(T )) + 6l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
6l(v5, w) + l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, v1) +
l(v1, u2) + l(u2, v6).
Using Equations (51), (52), (53), (48), the definition of Pc(C) and the definition of Ps(C)
l(Bt(C)) + l(Mt(C)) ≤ 15l(Pc(T )) + 6l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
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6l(v5, w) + l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, v1) +
l(v1, u2) + l(u2, v6)
≤ 15l(Pc(T )) + 6l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
6l(v5, w) + l(v5, w1) + l(u3, u4) + l(u4, v1) + l(u2, v6) +
l(Ps(C)) + l(w1, w2)
≤ 15l(Pc(T )) + 6l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
6l(v5, w) + l(v5, w1) + l(u4, v1) + l(u2, v6) + l(Ps(C)) +
l(w1, w2) + l(w2, v1) + l(u4, u1) + l(u1, v2)
≤ 15l(Pc(T )) + 6l(v, v6) + 6l(v6, v3) + 4(v3, v4) + 4l(v4, v5) +
6l(v5, w) + 2l(v5, w1) + l(u4, v1) + 2l(Ps(C)) + 2l(w1, w2) +
2l(w2, v1) + l(u4, u1) + l(u1, v2)
≤ 15l(Pc(T )) + 8l(v, v6) + 8l(v6, v3) + 8l(v5, w) + 2l(v5, w1) +
l(u4, v1) + 2l(Ps(C)) + 2l(w1, w2) + 2l(w2, v1) + l(u4, u1) +
l(u1, v2)
≤ 15l(Pc(C)) + l(u4, v1) + 2l(Ps(C)) + l(u4, u1) + l(u1, v2)
≤ 15l(Pc(C)) + 3l(Ps(C)).
A3 In the Lemma assumption l(C ′′) < l(C) and l(C2) < l(C). Let Cˆ be a son of C. If Pf (Cˆ) ⊂
[v2, u1] since [v2, u1] ⊂ Ps(C
′′), Cˆ should have been a son of C ′′. Similarly if Pf (Cˆ) ⊂ [v1, u4]
then Cˆ should have been a son of C2. Therefore Pf (C
′) ∩ [u4, u1] 6= φ.
A4 Jh(C) = [v2 → u1], Jt(C) = [u4 → v1] and for every Cˆ a son of C Pf (Cˆ) ⊂ Ps(C) =
I(C) ∪ Jh(C) ∪ Jt(C).
A5 M(C) is contained in Ps(C),Ps(C1),Ps(C2), S, C
′′ and T which are all shorter then C.
A6 M(C) is contained in Ps(C),Ps(C1),Ps(C2) Ps(S),M(S) and C
′′, so N(C) = {C ′′, C1, C2}.
Lemma 3.59 Suppose that l(C) < l(C ′′) then after the application of DIRECT-ONE C ′′ satisfies
the induction hypotheses.
Proof: In this case when DIRECT-ONE is activated on C it changes the direction of [u1, v2] to
v2 → u1. Since l(C) < l(C
′′) we get that Equation (49) still holds.
Since l(C1) < l(C) < l(C
′′):
l(Ps(C1)) + l(w2, v1) + l(v1, v2) + l(v5, w1) < l(v2, u1) + l(u1, v4) + l(v4, v5) (54)
Since l(C2) < l(C) < l(C
′′):
l(Ps(C2)) + l(v1, v2) + l(v5, w1) + l(w1, w2) < l(v2, u1) + l(u1, v4) + l(v4, v5) (55)
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A1 Let x = t(T ), y = h(T ), and the end nodes v,w of Ps(T ) be ordered v, x, y, w. Since S was
oriented backwards Equation (48) still holds. Since N(S) contains one more brother S′′ at
the l2 side of S x ∈ [v, v3], and y ∈ [v3, v5] or y ∈ [v5, w].
There are two cases to be considered:
• y ∈ [v5, w]. Since I(C
′′) = [u1 → v4] we can define:
Mt(C
′′) =Mt(T )∪[x→ v3 → v4 → v5 → w1 → u3 → u4 → u1]Mh(C
′′) = [v4 → v5 → y]∪Mh(T )
Using A1 on T :
l(M(C ′′) = l(M(T )) + l(x, v3) + l(v3, v4) + 2l(v4, v5) + l(v5, w1) + l(w1, u3) +
l(u3, u4) + l(u4, u1) + l(v5, y)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 5l(v4, v5) + 4l(v5, w) +
l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, u1).
• y ∈ [v3, v5].
Using A4 on T we can define
Mt(C
′′) = (Bh(T )\[y, v5]) ∪ [v5 → w1 → u3 → u4 → u1] Mh(C
′′) = [v4 → y] ∪Mh(T )
Using A2 on T (y = h(T ) 6∈ F (T ))
l(M(C ′′)) ≤ l(Bh(T )) + l(Mh(T )) + l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, u1) + l(v4, v5)
≤ 15l(Pc(T )) + 4l(v, v3) + 4l(v3, v4) + 5l(v4, v5) + 4l(v5, w) + l(v5, w1) +
l(w1, u3) + l(u3, u4) + l(u4, u1).
(same bound as before)
Using Equations (48),(54),(55), (49), the definition of Pc(C
′′), the definition of Ps(C
′′) and
the definition of I(C ′′):
l(M(C ′′) ≤ 15l(Pc(T )) + 6l(v, v3) + l(v4, v5) + 6l(v5, w) + l(v5, w1) + l(w1, u3) +
l(u3, u4) + l(u4, u1)
≤ 15l(Pc(T )) + 6l(v, v3) + 2l(v4, v5) + 6l(v5, w) + l(u3, u4) + l(u4, u1) +
l(v2, u1) + l(u1, v4)
≤ 15l(Pc(T )) + 6l(v, v3) + 2l(v4, v5) + 6l(v5, w) + l(u4, u1) + 2l(v2, u1) +
2l(u1, v4)
≤ 15l(Pc(T )) + 6l(v, v3) + 3(v4, v5) + 6l(v5, w) + 2l(v2, u1) + 3l(u1, v4)
≤ 15l(Pc(C
′′)) + 2l(v2, u1) + 3l(u1, v4)
≤ 15l(Pc(C
′′)) + 2l(Ps(C
′′)) + l(u1, v4)
= 15l(Pc(C
′′)) + 2l(Ps(C
′′)) + l(I(C ′′)).
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A2 N(S) contains a brother at the l2 side of S. We marked this brother as S
′′.
Since S′′ ∈ N(S) by A5 on S l(S′′) < l(S), since C is a son of S l(S) < l(C) and by the
Lemma assumption Equation (50) still holds.
In this case h(C ′′) = v4 ∈ T , but t(C
′′) = u1 6∈ T .
Two possible locations of x to be considered:
• x ∈ [v, v6]
Bt(C
′′) = [u1 → v2 → u2 → v6 → v3 → y] ∪Mh(T ).
Two possible locations of y:
– y ∈ [v5, w]
Using A1 on T
l(Mt(C
′′)) + l(Bt(C
′′)) ≤ l(Mt(T )) + l(Mh(T )) + l(x, v3) + 2l(v3, v4) + 2l(v4, v5) +
l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, u1) + l(u1, v2) +
l(v2, u2) + l(u2, v6) + l(v5, y)
≤ 15l(Pc(T )) + 4l(v, v6) + 4l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
4l(v5, w) + l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, u1) +
l(u1, v2) + l(v2, u2) + l(u2, v6).
– y ∈ [v3, v5]:
Using A2 on T
l(Mt(C
′′)) + l(Bt(C
′′)) ≤ l(Bh(T )) + l(Mh(T )) + l(u1, v2) + l(v2, u2) + l(u2, v6) +
l(v6, v3) + l(v3, y) + l(v5, w1) + l(w1, u3) + l(u3, u4) +
l(u4, u1)
≤ 15l(Pc(T )) + 4l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
4l(v5, w) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(v5, w1) +
l(w1, u3) + l(u3, u4) + l(u4, u1).
• x ∈ [v6, v3]. In this case we define:
Bt(C
′′) = [u1 → v2 → u2 → v6] ∪Bt(T )\[v6, x].
Two possible locations of y:
– y ∈ [v5, w]. Using A2 on T :
l(Bt(C
′′)) + l(Mt(C
′′)) ≤ l(Mt(T )) + l(Bt(T )) + l(x, v3) + l(v3, v4) + l(v4, v5) +
l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, u1) + l(u1, v2) +
l(v2, u2) + l(u2, v6)
≤ 15l(Pc(T )) + 4l(v, v6) + 4l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
4l(v5, w) + l(v5, w1) + l(w1, u3) + l(u3, u4) + l(u4, u1) +
l(u1, v2) + l(v2, u2) + l(u2, v6).
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– y ∈ [v3, v5]. Using A2 on T
l(Bt(C
′′)) + l(Mt(C
′′)) = l(Bh(T )) + l(Bt(T ))− l(v6, x)− l(y, v5) + l(u1, v2) +
l(v2, u2) + l(u2, v6) + l(v5, w1) + l(w1, u3) + l(u3, u4) +
l(u4, u1)
≤ 15l(Pc(T )) + 6l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
6l(v5, w) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(v5, w1) +
l(w1, u3) + l(u3, u4) + l(u4, u1).
So for all possible locations of x and y:
l(Bt(C
′′)) + l(Mt(C
′′)) ≤ 15l(Pc(T )) + 6l(v, v6) + 5l(v6, v3) + 5l(v3, v4) + 5l(v4, v5) +
6l(v5, w) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(v5, w1) + l(w1, u3) +
l(u3, u4) + l(u4, u1).
Using Equations (48),(54),(55) (50), (49), the definition of Pc(C
′′) and the definition of Ps(C
′′)
l(Bt(C
′′)) + l(Mt(C
′′)) ≤ 15l(Pc(T )) + 8l(v, v6) + 7l(v6, v3) + l(v3, v4) + l(v4, v5) +
8l(v5, w) + l(u1, v2) + l(v2, u2) + l(u2, v6) + l(v5, w1) + l(w1, u3) +
l(u3, u4) + l(u4, u1)
≤ 15l(Pc(T )) + 8l(v, v6) + 7l(v6, v3) + l(v3, v4) + 2l(v4, v5) +
8l(v5, w) + 2l(u1, v2) + l(v2, u2) + l(u2, v6) + l(u3, u4) +
l(u4, u1) + l(u1, v4)
≤ 15l(Pc(T )) + 8l(v, v6) + 7l(v6, v3) + l(v3, v4) + 3l(v4, v5) +
8l(v5, w) + 3l(u1, v2) + l(v2, u2) + l(u2, v6) +
l(u4, u1) + 2l(u1, v4)
≤ 15l(Pc(T )) + 8l(v, v6) + 8l(v6, v3) + 3l(v4, v5) + 8l(v5, w) +
4l(u1, v2) + l(u4, u1) + 3l(u1, v4)
≤ 15l(Pc(T )) + 8l(v, v6) + 8l(v6, v3) + 4l(v4, v5) + 8l(v5, w) +
4l(u1, v2) + 4l(u1, v4)
≤ 15l(Pc(C
′′)) + 4l(u1, v2) + 4l(u1, v4)
≤ 15l(Pc(C
′′)) + 4l(Ps(C
′′))
A3 From the Lemma assumption we get that l(S′′) < l(C) < l(C ′′). Let Cˆ be a son of C ′′. if
Pf (Cˆ) ⊂ ([u1, v2] ∪ [v2, v3]) then Cˆ should have been a son of C or S
′′ but not of C ′′.
A4 Same proof like in Lemma 3.50.
A5 M(C ′′) is contained in Ps(C
′′), C,C1,C2 and T which are all shorter then C.
A6 M(C) is contained in Ps(C
′′), Ps(T ),M(T ) and C,C1,C2, so N(C
′′) = {C,C1, C2}.
Corollary 3.60 After activating DIRECT-ONE on a cycle C whose father is oriented backwards
and when C ′′ is an uncle, C and C ′′ will satisfy the induction hypotheses.
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C1 C2
v1 v4v3 v2
u
The cycles
C1 zv1uv2v4z
C2 zv1v3uv4z
C3 zv1uv4z
Figure 50: Figure for Lemma 3.11.
3.11 Inner-Crossing brothers
Suppose that C1 and C2 are inner-crossing brothers. According to Observation (3.14) they are
have a containing brother C3 such that C1, C2 are the only maximal uncontained brothers of C3
and l(C3) < min{l(C1), l(C2)}. Since C3 contains C1 and C2 it will be oriented before them. Since
they are the only maximal uncontained brothers of C3 they will be oriented together in the next
level of containment. C1 and C2 will be oriented in the same direction as C3. In the next proof we
assume that C3 was oriented forwards (and thus so would C1 and C2). Similar proof applies when
C3 is oriented backwards.
Lemma 3.61 Suppose that C3 is oriented forwards. When DIRECT-ONE is applied on C1, it
doesn’t change previous orientation and C1 will be oriented to satisfy the induction hypotheses.
Proof: Before DIRECT-ONE was applied on C1, C3 satisfied the induction hypotheses. According
to the lemma assumption it is oriented forwards. Mark (see Figure 50):
• S := F (C1, C2).
• v1, v2 := the end nodes of Ps(C1) ∩ Ps(S) (ordered according to direction of I(S)).
• v3, v4 := the end nodes of Ps(C2) ∩ Ps(S) (ordered according to direction of I(S)).
• u := (Ps(C1) ∩ Ps(C2))\(Ps(S)).
Since C1 and C2 are inner-crossing Ps(C3) = [v1, u, v4]. Hence u ∈ U(C3) and U(C1) ⊂ [u, v2]
(U(C2) ⊂ [v3, u]). When DIRECT-ONE is activated on C1 it compares C1 and C3, since l(C3) <
l(C1) it doesn’t change previous orientation. DIRECT-ONE orients [u → v2]. C3 and any cycle
C such that C3 ∈ N(C) will not be changed. Since C3 satisfied the induction hypotheses before
DIRECT-ONE was applied on C1, |N(C3)| ≤ 3. For every cycle C
∗ ∈ N(C3), l(C
∗) < l(C3). After
DIRECT-ONE N(C1) = N(C) so |N(C)| ≤ 3 and for every cycle C
∗ ∈ N(C), l(C∗) < l(C3) <
l(C1). Hence C1 will be oriented to satisfy the conditions of lemmas (3.32), (3.35), (3.38) or (3.40)
and will satisfy the induction hypotheses.
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