Abstract-The decode-forward region is characterized for general multi-source, multi-relay, all-cast channels. This region depends on the sequences of nodes that forward each message, the encoding delays in each sequence, and the messages decoded at each node. The assumption of causality creates necessary conditions on the encoding delays since nodes cannot forward messages they have not decoded. Flow decompositions are introduced to describe these dependencies. Every rate vector in the decodeforward region corresponds to a set of flow decompositions. The conditions derived from causality impose some structure on otherwise arbitrary sets of flow decompositions. Given this structure, there exists an equivalent set of flow decompositions that recovers the same region in a causal manner.
I. INTRODUCTION
Multi-node channels in network information theory are not fully understood. Despite sustained attention, some aspects of the canonical two and three node channels are still ambiguous. This paper focuses on the behavior of general multi-node channels when nodes decode and forward messages to other nodes. The discrete memoryless channel models the inputoutput dynamics:
where I denotes set of nodes that have inputs into the channel, D the set of nodes that have outputs from the channel, y D := {y d : d ∈ D} and x I := {x i : i ∈ I}.
To understand the issue at hand, it is helpful to start with Shannon's capacity formula. For some input distribution p(x), any achievable rate R in the point-to-point channel must satisfy:
This result extends naturally to the two-source multipleaccess channel. For some input distribution p(x 1 )p(x 2 ), a rate vectorR = (R 1 , R 2 ) satisfying the following constraints is achievable:
Setting aside the possibility of correlated input distributions p(x 1 , x 2 ), which is a separate unresolved issue, R 1 and R 2 cannot violate (3) and (4) respectively without implying that the capacity of some point-to-point channel violates (2) . This argument also applies to (5) when the source nodes 1 and 2 are viewed as a combined "super-source".
In more general channels, relay nodes decode source messages and forward them along to their respective destinations. Every forwarded message incurs a delay since relays can only forward the messages they have finished decoding. During any period of channel usage, the messages forwarded by the relays differ from the new messages sent by the sources. For the onesource, one-relay channel, suppose the channel usage is divided into B blocks of n channel uses. During each block 1 ≤ b ≤ B, the source generates the message m(b) ∈ {1, . . . , 2 nR } and the relay forwards m(b − 1). At the end of block b, the relay decodes m(b) and the destination decodes m(b − 1) using the sequences received in blocks b and b − 1. The following rate is achievable for some input distribution p(x 1 )p(x 2 ):
where node 1 is the source, node 2 is the relay. Both terms in (6) extend naturally from (2). The rate cannot exceed the capacity of the "interference-free" channel between the source and the relay, which coincides with the left term in (6), without violating (2) . For the same reason, the rate can not exceed the capacity of the channel between the super-source combining nodes 1 and 2, and the destination, which coincides with the right term in (6). An interesting feature of (6) is that the right term is achievable even though nodes 1 and 2 never send the same message simultaneously. When the destination decodes m(b − 1) in block b, the contribution from the relay is limited to I(X 2 ; Y ). The source actually interferes with the relay, by sending m(b) which the destination has not yet decoded. In block b − 1, the contribution from the source matches the interference-free channel capacity I(X 1 ; Y |X 2 ) because the relay sends m(b − 2) which the destination already decoded in the previous block. The combined contribution from the source and the relay is I(
The multiple-access relay channel [1] , a fusion of the multiple-access channel and the relay channel, benefits from decoding strategies that are not needed in either channel. In block b, source 1 and 2 generate the messages m 1 (b) ∈ {1, . . . , 2 nR1 } and m 2 (b) ∈ {1, . . . , 2 nR2 } respectively, and the relay node 3 uses the index w 3 (b) ∈ {1, . . . , 2 n(R1+R2) } to forward the message pair (m 1 (b − 1), m 2 (b − 1)). At the end of block b, the relay jointly decodes (m 1 (b), m 2 (b)), which is possible if the rate vectorsR := (R 1 , R 2 ) satisfy (3)- (5) . The decoding at the destination is more complicated. The following additional constraints must be satisfied by any achievable rate vector for any input distribution p(x 1 )p(x 2 ).
The constraints in (7)-(9) are implied by (2) using previous arguments from the multiple-access channel and the relay channel. No single indexed message pair decoded by the destination recovers the rate vectors in this region. Instead there are three message pairs to consider. The destination decodes (m 1 (b − 1), m 2 (b)) at the end of block b if the following constraints are satisfied:
The destination decodes (m 1 (b − 1), m 2 (b − 1)) at the end of block b if the following constraints are satisfied:
Finally, the destination decodes (m 1 (b), m 2 (b − 1)) at the end of block b if the following constraints are satisfied:
If (11) 
At node 2, (2) implies:
At node 3, (2) implies:
Finally, at node 4, (2) implies:
The region (19)- (26) There are no encoding delays that satisfy both requirements; one relay must decode before the other. If node 2 decodes first, then adding the constraint
to (19)- (26) gives an achievable region. If node 3 decodes first then adding the constraint
to (19)- (26) also gives an achievable region; either (27) or (28) makes (19)- (26) achievable. The desired rate vector in this region determines the set of message pairs the relays must decode, similar to the situation in the multiple-access relay channel. However unlike (7)- (9) and (19)- (26), the extra constraints (27) and (28) follow from causality not from (2) . Some rate vectors can only be recovered if the encoding delays are configured so that one relay is the last to decode, which forces the delay from node 1 to node 2 or node 4 to node 3 to be strictly larger than one block. Either configuration ultimately implies (27) or (28). It is difficult to extend these constraints to a decode-forward region for general multi-source, multi-relay all cast channels, so a different approach is needed. The first step is to identify the constraints implied by (2), which include (3)- (5), (6), (7)- (9), and (19)- (26) as special cases. Section II introduces the concept of flows to describe the sequences of nodes traversed by source messages, and expresses these constraints in terms of flows. The next step is to determine the relationship between the message vectors that the relays decode and the desired rate vectors, the flows, and the encoding delays. Section III introduces the concept of flow decompositions to make this relationship explicit. Each flow decomposition recovers some region of rate vectors. Every rate vector in the decode-forward region corresponds to some set of flow decompositions. The final step is to exclude those rate vectors that require nodes to forward messages they have not yet decoded. Section IV identifies some conditions the encoding delays must satisfy to recover certain rate vectors. These conditions impose additional structure on any set of flow decompositions. It is shown that if an arbitrary set of flow decompositions has this structure, then an equivalent causal set exists that recovers the same region. Section V concludes the paper.
II. FLOWS
Let N denote the set of all nodes in the channel, S ⊆ I denote the set of source nodes, and Z ⊆ I the set of relay nodes, where Z and S are not necessarily disjoint. By assumption, Z ⊆ D and every destination decodes all of the source messages. An information flow is the sequence of nodes through which messages propagate from some source to some destination. The flow from source s to d is a cycle-free path denoted by f (s,
. . , q and Z l ∩ Z l = {} for all l, l = 1, . . . , q and l = l . The nodes in Z l simultaneously send the same message from source s. A flow set F := {f (s, d) : s ∈ S, d ∈ D} specifies a flow for every source-destination pair (s, d). Let F denote the space of flow sets for a fixed N . Each flow set induces a multi-edge directed graph on N . Though individual flows are cycle-free, this graph may have cycles. If Z ⊆ Z l then Z ∈ f (s, d).
LetR := { s, R s : s ∈ S} denote the vector of rates allocated to the source nodes. For any S ⊆ S \ {d}, let F d (S) := {i ∈ f (s, d) : s ∈ S} denote the set of nodes covered by the flows terminating at node d, letF d (S) := I \ F d (S), and let R S := s∈S R s . For any F ∈ F, relay or destination node d ∈ D ∪ Z, and source subset S ⊆ S \ {d}, consider the following constraint:
The total throughput R S of the nodes in F d (S) to node d cannot exceed (29) without violating the point-to-point channel capacity formula developed by Shannon. Let R d (F ) denote the region of rate vectorsR := { s, R s : s ∈ S} that satisfy (29) for every subset S ⊆ S \ {d} and consider the following outer-bound on the decode-forward region:
This outer-bound is achievable in two important channel classes. The first consists of channels for which |N | ≤ 3 or |S| = 1 or |Z| = 1. The relay channel, the multiple-access channel, and the multiple-access relay channel are examples of channels in this class. Other examples include the two-way channel, the cooperative multiple-access channel, the three-way all-cast channel [3] , the two-way relay channel, and the oneway multiple-relay channel [4] . The second class of channels consists of block transition matrices p(y D |x I ) in which each non-zero block is a transition matrix p(y d |x i ) for some d ∈ D and i ∈ I. These channels of disjoint noisy links are also a subject of interest in network coding theory.
Implicit in the definition of an information flow f (s, d) is the notion of an encoding delay between the channel use in which source s begins to transmit a message and the channel use in which some relay node i ∈ f (s, d) begins to retransmit the same message. The decode-forward schemes we consider are subject to the following conditions: each message is sent over a "block" of n channel uses, the entire transmission period occurs over B blocks, and the encoding delays are nonnegative integer multiples of n. Each source s ∈ S generates the message m(b) ∈ {1, . . . , 2 nRs } in block b and node i ∈ Z sends the index w i (b) ∈ {1, . . . , 2 n( s∈S Rs) } assigned to the message vectorw i (b) := { s, m(b − k s,i ) : s ∈ S} in the same block, where k s,i is a non-negative integer representing the encoding delay (in blocks) and R s is the rate of source s. In a weighted flow set, every edge e in a flow f (s, Given some F ∈ F, the codebooks are constructed in the following way. For each i ∈ I generate 2 n s∈S Rs n-length codewords according to the distribution p(x i ). To every index w ∈ {1, . . . , 2 n s∈S Rs } assign a unique codewordx i (w). In block b, node i transmits the codewordx i (w i (b) ).
III. FLOW DECOMPOSITION Decoding schemes specify the message vectors decoded in each block at each node. A layered partitionL
, is a vector of sets, some possibly empty, that satisfies 
For any i ∈ f (s, d), let ||f (s, i)|| denote the number of hops in the flow f (s, i). Define the mapping u : S × F d (S) → N as follows: for s ∈ S and i ∈ f (s, d), let u(s, i) := LAYER(i) + k s,i . Let M (s) := {j : j = arg min i∈f (s,d) u(s, i)}. For each source s ∈ S, there is a virtual source v(s) := {j : j = arg min i∈M (s) ||f (s, i)||}. A virtual source v(s) is a set of nodes Z ∈ f (s, d), simultaneously sending the same message from s, that node d perceives to be the actual source s, given some flow decomposition. By implication, k s,v(s) is well defined. Set:
We first derive the following inequalities: 
where j 1 , j 2 , . . . , j p is a subsequence of 1, 2, . . . , q. A virtual flow g(s, d) is the sequence of nodes through which messages from the virtual v(s) are propagated, as perceived by the destination node d, given some flow decomposition. Since every subsequent node in a virtual flow moves from a lower layer to a higher layer, {g(s, d) : s ∈ S} generates a multi-edge directed acylic graph.
For any subset S ⊆ S and 0
We rely on the context to convey that A l (S) andÃ l (S) depend on a particular flow decomposition at node d. In block b, node d decodesm d (b) by finding the message vector { s, m : s ∈ S} that satisfies the following typicality checks for 0 ≤ l ≤ |L d | − 1:
). An error event occurs if some subset of source messages S ⊆ S is decoded incorrectly. The probability of such an event goes to zero if the following constraint is satisfied:
Let R(F,L d ) denote the region of rate vectors { s, R s : s ∈ S} that satisfy (34) for every S ⊆ S \ {d}.
Different flow decompositions recover different rate-vector regions. The following theorem shows why each region is significant.
Proof. See [5] Flow decompositions at non-relay destination nodes d ∈ D \ Z are always causal because k s,d = ∞ for every s ∈ S. However, flow decompositions at relay nodes d ∈ Z may or may not be causal because k s,d < ∞. Since every decodeforward scheme corresponds to some F ∈ F and R d (F ) is an outerbound on the decode-forward region, it follows from Theorem 1 that a rate vectorR is in the decode-forward region
The next section examines if there is additional structure in these sets.
IV. FEASIBLE SETS OF FLOW DECOMPOSITIONS
Causality, which implies that nodes only forward messages they have already decoded, is not reflected in (30). To recover every rate vector in R d (F ), node d ∈ D must be the last node in 
for node d to be the last node in F d (S) that jointly decodes all the sources in S. The flows f (s, d) and
It is impossible to simultaneously satisfy (35) at node d and d when f (s, d) and f (s , d ) are deadlocked, so the outerbound in (30) is generally not tight. The two-way two-relay channel is the simplest channel with deadlocked flows.
Deadlocked flows only exist in channels with at least four nodes, consisting of two sources and two relays. If |N | ≤ 3 or |Z| = 1 or |S| = 1, then every F ∈ F is deadlock free. The same is true in channels of disjoint links, since each node effectively sees a multiple-access channel with its one-hop neighbors.
Two To determine when a pair of flow decompositions is not feasible, we examine the two-way, two-relay channel of Example 3. For some fixed encoding delays k s,d , k s,d , k s ,d , and k s ,d define the following layered partitionL d at node i: 
Let (F,L d ) and (F,L d ) be generated by (36) and (37) respectively . We have the following lemma.
The causality constraint in (33) coincides with (35) for the flow decomposition (F,L d ) generated by (36). Since (35) is necessary to recover certain rate vectors, the causality constraint imposed by (F,L d ) is unavoidable. A similar argument applies to (37). The flow decompositions generated by (36) and (37) though not jointly feasible, determine necessary conditions that any feasible pair of flow decompositions must satisfy for the two-way two-relay channel. 
For an arbitrary set of flow decompositions {(F,L d ) : d ∈ D} in any multi-source, multi-relay, all-cast channel, we have the following theorem. Proof. See [5] .
The structural properties in (C1) follow from the causality conditions on the encoding delays in (35). These conditions are necessary to recover certain rate vectors. Theorem 2 states that the rate region corresponding to any set of flow decompositions with this structure can be recovered by an equivalent set of causal flow decompositions. By showing the sufficiency of (C1), Theorem 2 completes the characterization of the decodeforward region.
V. CONCLUSION
A framework for characterizing the decode-forward region for multi-source, multi-relay all-cast channels with independent input distributions was proposed, which revealed a simplifying structure in the complexity of multi-user channels. It is not immediately obvious how to extend this framework to multicast channels or correlated input distributions. The best way of merging the compress-forward and decode-forward schemes is still unclear. All of these issues require further investigation to obtain a comprehensive understanding of general relay channels.
