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Directed Chain Stochastic Differential Equations
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Abstract
We consider large systems of interacting diffusions and their convergence, as the number of
diffusions goes to infinity. Our limiting results contain two complementary scenarios, (i) a mean-
field interaction where propagation of chaos takes place, and (ii) a local chain interaction where
neighboring components are highly dependent. We describe them by an infinite-dimensional,
nonlinear stochastic differential equation of McKean-Vlasov type. Furthermore, we exhibit a
dichotomy of presence or absence of mean-field interaction, and we discuss the problem of
detecting its presence from the observation of a single component process.
Key Words and Phrases: Interacting stochastic processes, stochastic equation with constraints,
law of large numbers, particle system approximation, detecting mean-field.
AMS 2010 Subject Classifications: Primary 60H10; secondary 60K35
1 Introduction
Let us consider a directed graph (or oriented network) of vertices {1, . . . , n} on a circle in the sense
that each vertex i in the graph is the head of an arrow directed from its neighboring vertex i+ 1
for i = 1, . . . , n − 1 , and the boundary vertex n is the head of an arrow directed from the first
vertex 1 . On some probability space with independent Brownian motions (W·,i) , 1 ≤ i ≤ n ,
assigned to the vertices, we consider a process X·,i defined by the following system of equations
which incarnates this graph structure through drifts:
dXt,i = h(Xt,i,Xt,i+1)dt+ dWt,i ; t ≥ 0 , i = 1, . . . , n− 1 ,
dXt,n = h(Xt,n,Xt,1)dt+ dWt,n .
(1.1)
The initial values X0,i are independent and identically distributed random variables, independent
of (W·,i) , 1 ≤ i ≤ n . Furthermore, h : R2 → R is a Lipschitz function.
We view (X·,1, . . . ,X·,n) as a particle system interacting through the directed graph. This
system is invariant under the shift of indexes of particles. In particular, the law of X·,i is the same
as the law of X·,1 for every i and also the joint law of (X·,i,X·,i+1) is the same as the joint law
of (X·,1,X·,2) for every i . Let us call such interaction in (1.1) a directed chain interaction. Note
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that if h(x1, x2) = x2 − x1 , (x1, x2) ∈ R2 , it is a simple Ornstein-Uhlenbeck type system (or a
Gaussian cascade). Intuitively, because of the mean-reverting feature of Ornstein-Uhlenbeck type
drifts, the particle X·,i at vertex i in (1.1) tends to be close to the neighboring particle X·,i+1
locally under this choice of function h .
For comparison, on the same probability space, we also consider a typical mean-field interacting
system where each particle is attracted towards the mean, defined by
dXt,i =
1
n
n∑
j=1
j 6=i
h
(
Xt,i,Xt,j
)
dt+ dWt,i ; t ≥ 0 , i = 1, . . . , n . (1.2)
This system (1.2) is invariant under permutations of indexes of particles, while the system (1.1) is
not. Again, if h(x1, x2) = x2 − x1 , (x1, x2) ∈ R2 , the particle X·,i at node i is directly attracted
towards the mean (X·,1 + · · · + X·,n)/n of the system. This type of mean-field model has been
considered in Carmona, Fouque & Sun (2015) as a Nash equilibrium of a stochastic game in the
context of financial systemic risk.
Questions. What is the essential difference between the system (1.1) and (1.2) for large n ? Can
we detect the type of interaction from the single particle behavior at a vertex?
To answer these questions, let us fix u ∈ [0, 1] and introduce a mixed system:
dXt,i =
(
u · h(Xt,i,Xt,i+1) + (1− u) · 1
n
n∑
j=1,j 6=i
h
(
Xt,i,Xt,j
))
dt+ dWt,i ,
dXt,n =
(
u · h(Xt,n,Xt,1) + (1− u) · 1
n
n∑
j=1,j 6=n
h
(
Xt,n,Xt,j
))
dt+ dWt,n
(1.3)
for t ≥ 0 , i = 1, . . . , n − 1 with the initial random variables X0,i , 1 ≤ i ≤ n . If u = 1 , (1.3)
becomes (1.1), while if u = 0 , (1.3) becomes (1.2).
The motivation of our study is to understand and quantify the effects of the graph (network)
structure on the stochastic system of interacting diffusions. Interacting diffusions have been studied
in various contexts: nonlinear McKean-Vlasov equations, propagation of chaos results, large devi-
ation results, stochastic control problems in large infinite particle systems, and their applications
to Probability and Mathematical Physics, and more recently to Mathematical Economics and Fi-
nance in the context of the mean-field games. One of the advantages of introducing the mean-field
dependence (1.2) and the corresponding limits, as n → ∞ , is to obtain a clear description of the
complicated system, in terms of the representative particle, by the law of large numbers. As a result
of the invariance under permutations of the indexes of particles, it often comes with the propagation
of chaos, and then consequently the local dependence in the original system disappears in the limit.
The single representative particle is characterized by a non-linear single equation, and the limiting
distribution of many particles can be represented as a product measure. See Remark 3.2 in section
3 below for a short list of references and related research on propagation of chaos.
Here, in contrast, by breaking the permutation invariance of particles, we consider the limit
of the system (1.3) (or its slight generalization in the next section) as n → ∞ and attempt to
describe the presence of both, mean-field and local directed chain dependence in the interacting
particles in the limit under this simplest setting. In our directed chain dependence, conceptually
there is a pair of representative particles in the limit: a particle (say X· ) which corresponds to the
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head of an arrow and another particle (say X˜· ) which corresponds to the tail of the same arrow,
i.e., the arrow directs from the particle X˜· to the particle X· . The marginal law of X· is the
same as that of X˜· as a consequence of construction, and the dynamics of X· is determined by
its law, its position, the position of X˜· and a Brownian noise B· . As a result, our stochastic
equation in the limit for the representative pair (X·, X˜·) is described by a weak solution to a single
non-linear equation with constraints on the marginal law of particles (see (2.1)-(2.4) below). The
limiting distribution of many particles is not necessarily a product measure, unless u = 0 . When
u ∈ (0, 1] , because of the local chain dependence, the single non-linear equation (2.1)-(2.2) with
distributional constraints (2.3)-(2.4) has an infinite-dimensional nesting structure (see Remarks 2.3
and 3.1 below). Moreover, when u ∈ (0, 1] , essentially because of the violation of permutation
invariance, the stochastic chaos does not propagate (see Remark 3.3). To our knowledge, our
approach provides the first such instance in the context of particle approximation of the solution to
the nonlinear stochastic equation of McKean-Vlasov type.
In section 2 we discuss existence and uniqueness of solution to a directed chain stochastic dif-
ferential equation (2.1)-(2.2) for the representative pair (X·, X˜·) of interacting stochastic processes
with distributional constraints (2.3)-(2.4). In section 3 we propose a particle approximation of the
solution to (2.1)-(2.2), we study the convergence of joint empirical measures (3.7) and an integral
equation (3.11) with (3.12) for the limiting joint distribution in Propositions 3.1-3.2. Furthermore,
we provide a simple fluctuation estimate in Proposition 3.3. By then we see that the joint law of
adjacent two particles in the limit of interacting particle systems of type (1.3), as n→∞ , can be de-
scribed by the solution of the directed chain stochastic equation (2.1)-(2.2) under some assumptions.
In section 4, coming back to the above questions, we discuss detection of the mean-field interaction
as a filtering problem along with the systems of filtering equations of Zakai and Kushner-Stratnovich
type in Propositions 4.3-4.4, describe a connection to the infinite-dimensional Ornstein-Uhlenbeck
process, and consequently, examine the corresponding Gaussian processes under presence or absence
of the mean-field interaction in section 4.2, where we shall answer the above questions and propose
further questions for future research. Appendix includes some technical proof.
2 Directed chain stochastic equation with mean-field interaction
On a filtered probability space (Ω,F , (Ft),P) , given a constant u ∈ [0, 1] and a measurable func-
tional b : [0,∞)× R×M(R)→ R , let us consider a non-linear diffusion pair (X(u)t , X˜(u)t ) , t ≥ 0 ,
described by the stochastic differential equation
dX
(u)
t = b(t,X
(u)
t , F
(u)
t ) dt+ dBt ; t ≥ 0 , (2.1)
driven by a Brownian motion (Bt, t ≥ 0) , where F (u)· is the weighted probability measure
F
(u)
t (·) := u · δX˜(u)t (·) + (1− u) · LX(u)t (·) (2.2)
of the Dirac measure δ
X˜
(u)
t
(·) of X˜(u)t and the law LX(u)t = Law(X
(u)
t ) of X
(u)
t with corresponding
weights (u, 1 − u) for t ≥ 0 . We shall assume that the law of X(u)· is identical to that of X˜(u)· ,
and X˜(u)· is independent of the Brownian motion, i.e.,
Law((X(u)t , t ≥ 0)) ≡ Law((X˜(u)t , t ≥ 0)) and σ(X˜(u)t , t ≥ 0) ⊥⊥ σ(Bt , t ≥ 0) . (2.3)
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Let us also assume that the Brownian motion B· is independent of the initial value (X
(u)
0 , X˜
(u)
0 ) .
We assume the joint and marginal initial distributions of (X(u)0 , X˜
(u)
0 ) are given and denoted by
Θ := Law(X(u)0 , X˜
(u)
0 ) = Law(X
(u)
0 )⊗ Law(X˜(u)0 ) = θ⊗2 , θ := Law(X(u)0 ) ≡ Law(X˜(u)0 ) .
(2.4)
Here we assume X˜(u)· is a copy of X
(u)
· which has the same law (2.3) as a random element in
the space of continuous functions, however it is not necessarily independent of X(u)· . They can be
independent when u = 0 , as in Remark 2.1 below. Rather, we are interested in the joint law of the
pair (X(u)· , X˜
(u)
· ) which satisfies (2.1) and is generated from Brownian motion(s) in a non-linear way
through their probability law for each u ∈ [0, 1] . The description (2.1) with the constraints (2.2)-
(2.3) has an infinite-dimensional feature, because of non-trivial dependence between the unknown
continuous processes X˜(u)· and X
(u)
· in the space of continuous functions for every u ∈ (0, 1] . For
a precise description of the infinite-dimensional nesting structure, see remark 2.3 below.
When u ∈ (0, 1) we shall call (2.1) with (2.2)-(2.4) a nonlinear, directed chain stochastic equation
with mean-field interaction. Let us denote by M(R) (and M(C([0, T ],R)) , respectively) the family
of probability measures on R (and the space C([0, T ],R) of continuous functions equipped with
the uniform topology on compact sets, respectively). Our following existence and uniqueness result
relies on some standard assumptions to simplify the presentation.
Proposition 2.1. Suppose that b : [0,∞) × R ×M(R) → R is Lipschitz, in the sense that there
exists a measurable function b˜ : [0,∞) × R× R such that b is represented as
b(t, x, µ) =
∫
R
b˜(t, x, y)µ(dy) ; t ∈ [0,∞) , x ∈ R , µ ∈ M(R) , (2.5)
and for every T > 0 there exists a constant CT > 0 such that
|˜b(t, x1, y1)− b˜(t, x1, y2)| ≤ CT (|x1 − x2|+ |y1 − y2|) ; 0 ≤ t ≤ T . (2.6)
With the same constant CT , let us also assume that b˜ is of linear growth, i.e.,
sup
0≤s≤T
|˜b(s, x, y)| ≤ CT (1 + |x|+ |y|) ; x, y ∈ R . (2.7)
Then, for each u ∈ [0, 1] there exists a weak solution (Ω,F , (Ft),P) , (X(u)· , X˜(u)· , B·) to the stochas-
tic equation (2.1) with (2.2)-(2.4). This solution is unique in law.
Proof. First, observe that it is reduced to the well-known existence and uniqueness results of
McKean-Vlasov equation, when u = 0 . In particular, because of (2.3), in this case the joint
distribution of (X(u)· , X˜
(u)
· ) is a product measure. Thus let us fix u ∈ (0, 1] in the following, and
also assume boundedness of the drift coefficients for the moment, i.e.,
|˜b(t, x1, y1)− b˜(t, x1, y2)| ≤ CT ((|x1 − x2|+ |y1 − y2|) ∧ 1) ; t ≥ 0 , (2.8)
in order to simplify our proof. We shall evaluate the Wasserstein distance DT (µ1, µ2) between two
probability measures µ1 and µ2 on the space C([0, T ],R) of continuous functions, namely
Dt(µ1, µ2) := inf
{∫
( sup
0≤s≤t
|Xs(ω1)−Xs(ω2)| ∧ 1)dµ(ω1, ω2)
}
(2.9)
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for 0 ≤ t ≤ T , where the infimum is taken over all the joint distributions µ ∈ M(C([0, T ],R) ×
C([0, T ],R)) such that their marginal distributions are µ1 and µ2 , respectively, and the initial
joint and marginal distributions are Θ and θ in (2.4), that is, µ|{t=0} = Θ , µi|{t=0} = θ ,
Law(Xs(ωi), 0 ≤ s ≤ T ) = µi for i = 1, 2 and Law(Xs(ω1),Xs(ω2), 0 ≤ s ≤ T ) = µ .
Here Xs(ω) = ω(s) , 0 ≤ s ≤ T is the coordinate map of ω ∈ C([0, T ],R) . DT (·, ·) defines a
complete metric on M(C([0, T ],R)) , which gives the topology of weak convergence to it.
Given a probability measure m ∈ M(C([0, T ],R)) with initial law m0 := θ in (2.4) and the
canonical process X˜m· of the law m with initial value X˜m0 := X˜
(u)
0 , and the initial variables
(X
(u)
0 , X˜
(u)
0 ) from (2.4), let us consider a map Φ :M(C([0, T ],R)) 7→ M(C([0, T ],R)) such that
Φ(m) := Law(Xmt , 0 ≤ t ≤ T ) , (2.10)
where on a given filtered probability space (Ω,F ,P) with filtration (Ft)t≥0 , given a fixed Brownian
motion B· on it, Xm· is defined from a solution (Xm· , X˜m· ) of the stochastic differential equation
dXmt = b(t,X
m
t , u δX˜mt
+ (1− u)mt)dt+ dBt ; 0 ≤ t ≤ T , (2.11)
with the initial values (Xm0 , X˜
m
0 ) = (X
(u)
0 , X˜
(u)
0 ) . That is, under the probability measure P , X
m·
is an (Ft) -adapted process and the associated (Ft) - adapted process X˜m· has the law
m = Law(X˜mt , 0 ≤ t ≤ T ) with Law(Xm0 ) = Law(X˜m0 ) = θ .
Here mt in (2.11) is the marginal distribution of X˜mt at time t ≥ 0 . Assume B· is independent
of the σ -field σ(X˜mt , 0 ≤ t ≤ T ) ∨ σ(Xm0 ) .
Thanks to the theory (e.g., Karatzas & Shreve (1991)) of stochastic differential equation with
Lipschitz condition (2.6) and the growth condition (2.7), a solution Xm· of (2.11) exists, given
the probability measure m ∈ M(C([0, T ],R)) , the initial values with the initial law (2.4) and
the associated canonical process X˜m· of the law m . Hence, the map Φ is defined. Indeed, the
solution Xm· in (2.11) can be given as a functional of m , X˜m· and B· , i.e., there exists a functional
Φ : [0, T ]×M(C([0, T ],R)) × C([0, T ],R) × C([0, T ],R) such that
Xmt = Φ(t, (m·), (X˜
m
· ), (B·),X
(u)
0 ) ; 0 ≤ t ≤ T , (2.12)
where the value Xmt at t is determined by the initial value X
m
0 = X
(u)
0 with the law θ and the
restrictions (ms)0≤s≤t , (X˜ms )0≤s≤t , (Bs)0≤s≤t of elements on [0, t] for 0 ≤ t ≤ T . Note that
here the filtration generated by X˜m· is not the Brownian filtration (FBt )t≥0 generated by the fixed
Brownian motion B· but we assume it is independent of (FBt )t≥0 . Thus, we cannot expect the
solution pair (Xm· , X˜m· ) to be a strong solution with respect to the filtration (FBt )t≥0 , in general.
We shall find a fixed point m∗ of this map Φ in (2.10), i.e., Φ(m∗) = m∗ to show the
uniqueness of solution to (2.1) with (2.2)-(2.3) in the sense of probability law.
For mi ∈ M(C([0, T ],R)) with the intial law mi|{t=0} = θ , on a filtered probability space
(Ω,F ,P) with filtration (Ft)t≥0 , a fixed Brownian motion B· on it, the initial values (X(u)0 , X˜(u)0 )
with the joint law Θ in (2.4), and the canonical process X˜mi· with the initial value X˜
mi
0 := X˜
(u)
0 ,
let us consider Φ(mi) = Law(X
mi
t , 0 ≤ t ≤ T ) in (2.10), where (Xmi· , X˜mi· ) satisfies mi =
Law(X˜mit , 0 ≤ t ≤ T ) and
Xmit = X
(u)
0 +
∫ t
0
b(s,Xmis , u δX˜mis + (1− u)mi,s)dt+ dBt ; 0 ≤ t ≤ T , i = 1, 2 .
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Then, by the form (2.5) of b with the Lipschitz property (2.6) and the standard technique (see
e.g., Sznitman (1991)) we obtain the estimates
|Xm1s −Xm2s | ≤
∫ s
0
|b(v,Xm1v , uδX˜m1v + (1− u)m1,v)− b(v,X
m2
v , uδX˜m2v + (1− u)m2,v)|dv
=
∫ s
0
∣∣∣ ∫
R
b˜(v,Xm1v , y)(uδX˜m1v (dy) + (1− u)m1,v(dy))
−
∫
R
b˜(v,Xm2v , y)(uδX˜m2v (dy) + (1− u)m2,v(dy))
∣∣∣dv
≤ u
∫ s
0
∣∣∣˜b(v,Xm1v , X˜m1v )− b˜(v,Xm2v , X˜m2v )∣∣∣dv
+ (1− u)
∫ s
0
∣∣∣ ∫
R
b˜(v,Xm1v , y)m1,v(dy)−
∫
R
b˜(v,Xm2v , y)m2,v(dy)
∣∣∣dv ,
(2.13)
where we evaluate the convex combination of the first term∫ s
0
∣∣∣˜b(v,Xm1v , X˜m1v )− b˜(v,Xm2v , X˜m2v )∣∣∣dv ≤ CT(
∫ s
0
((|Xm1v −Xm2v |+ |X˜m1v − X˜m2v |)∧1)dv
)
(2.14)
for every 0 ≤ s ≤ T , and the second term with the integrand∣∣∣ ∫
R
b˜(v,Xm1v , y)m1,v(dy)−
∫
R
b˜(v,Xm2v , y)m2,v(dy)
∣∣∣
≤
∣∣∣ ∫
R
(˜b(v,Xm1v , y)− b˜(v,Xm2v , y))m1,v(dy)
∣∣∣
+
∣∣∣ ∫
R
b˜(v,Xm2v , z)m1,v(dz)−
∫
R
b˜(v,Xm2v , y)m2,v(dy)
∣∣∣
≤ CT (|Xm1v −Xm2v | ∧ 1) + CT Dv(m1,m2) ,
(2.15)
where Dv(m1,m2) is the Wasserstein distance in (2.9) between m1 and m2 in [0, v] for 0 ≤ v ≤ T .
Here note that in the last equality of (2.15), we used (2.8) and an almost-sure inequality∣∣∣ ∫
R
b˜(v,Xm2v , z)m1,v(dz)−
∫
R
b˜(v,Xm2v , y)m2,v(dy)
∣∣∣
=
∣∣∣E1,2[˜b(v, x, ω1)− b˜(v, x, ω2)]|{x=Xm2v }
∣∣∣ ≤ CTE1,2[|ω1,v − ω2,v| ∧ 1] ,
where E1,2 is an expectation under a joint distribution of (ω1,v, ω2,v) (the value of (ω1, ω2) ∈ Ω2 :=
C([0, T ],R2) at time v ) with fixed marginals m1,v and m2,v for every 0 ≤ v ≤ T . Here, since the
expectation on the left of ≤ only depends on the marginals, taking the infimum on the right of ≤
over all the joint distributions with fixed marginals m1,v and m2,v , we obtained the last inequality
in (2.15) from
∣∣∣ ∫
R
b˜(v,Xm2v , z)m1,v(dz)−
∫
R
b˜(v,Xm2v , y)m2,v(dy)
∣∣∣ ≤ CTDv(m1,m2) ; 0 ≤ v ≤ T .
Combining (2.13)-(2.15) and taking the supremum over s ∈ [0, t] , we obtain
sup
0≤s≤t
|Xm1s −Xm2s |∧1 ≤ CT
∫ t
0
(|Xm1v −Xm2v |∧1)dv+CT
∫ t
0
(u(|X˜m1v −X˜m2v |∧1)+(1−u)Dv(m1,m2))dv
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≤ CT
∫ t
0
( sup
0≤s≤v
|Xm1s −Xm2s | ∧ 1)dv + CT
∫ t
0
(u(|X˜m1v − X˜m2v | ∧ 1) + (1− u)Dv(m1,m2))dv
for every 0 ≤ t ≤ T . Applying Gronwall’s lemma, we obtain
sup
0≤s≤t
|Xm1s −Xm2s | ∧ 1 ≤ CT eCT T
∫ t
0
(u(|X˜m1v − X˜m2v | ∧ 1) + (1− u)Dv(m1,m2))dv
≤ CT eCT T
∫ t
0
(u( sup
0≤s≤v
|X˜m1s − X˜m2s | ∧ 1) + (1− u)Dv(m1,m2))dv
for every 0 ≤ t ≤ T . Taking expectations of both sides and taking the infimum over all the joint
measures with marginals (m1,m2) and initial law Θ in (2.4), we obtain
Dt(Φ(m1),Φ(m2)) ≤ CT eCT T
∫ t
0
(uDv(m1,m2) + (1− u)Dv(m1,m2))dv
= CT e
CT T
∫ t
0
Dv(m1,m2)dv
(2.16)
for every 0 ≤ t ≤ T . Note that the upper bound in (2.16) is uniform over u ∈ [0, 1] .
For every m ∈ C([0, T ],R) with initial marginal law m|{t=0} = θ , iterating (2.16) and the map
Φ , k times, we observe the inequality
DT (Φ
(k+1)(m),Φ(k)(m)) ≤ (CTTe
CT T )k
k!
·DT (Φ(m),m) ; k ∈ N0 , (2.17)
and hence, we claim {Φ(k)(m), k ∈ N0} forms a Cauchy sequence converging to a fixed point
m∗ = Φ(m∗) of Φ on M(C([0, T ],R)) . This fixed point m∗(·) = P(X· ∈ ·) is a weak solution to
(2.1) with (2.2)-(2.3). It is unique in the sense of probability distribution. To relax the condition
(2.8) and to show the result under the weaker condition (2.6), we divide the time interval [0, T ]
into time-intervals of short length and establish the uniqueness in the short time intervals, and then
piece the unique solution together to get the global uniqueness by the standard method.
Remark 2.1 (Extreme cases). In Proposition 2.1 the processes (X(u)· , X˜
(u)
· ) , u ∈ [0, 1] form a class
of diffusions which contains two extreme cases u = 0, 1 :
• When u = 0 , we set (X•· , X˜•· ) := (X(0)· , X˜(0)· ) and distinguish it from other cases. X•· satisfies
a McKean-Vlasov diffusion equation
dX•t = b(t,X
•
t , LX•t ) dt+ dBt ; t ≥ 0 , (2.18)
and the corresponding copy X˜•· does not appear, that is, we may take X˜•· independent of X•·
because of the solvability of (2.18) and the restriction (2.3).
• When u = 1 , we set (X†· , X˜†· ) := (X(1)· , X˜(1)· ) . The pair satisfies a stochastic equation
dX†t = b(t,X
†
t , δX˜†t
) dt+ dBt ; t ≥ 0 , (2.19)
where X˜†· has the same law as X
†
· , independent of Brownian motion, i.e., Law(X
†
· ) = Law(X˜
†
· )
and σ(X˜†t , t ≥ 0) ⊥⊥ σ(Bt , t ≥ 0) . The corresponding non-linear contribution from the law
Law(X†· ) of X
†
· disappears from (2.19). 
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Remark 2.2 (Non-uniqueness). When u ∈ (0, 1] , it is simple to observe that the stochastic equation
(2.1) with (2.2) but without the distributional constraints in (2.3) does not determine uniquely the
joint law of (X(u)· , X˜(u)) . For example, take a two-dimensional Brownian motion (B·,W·) and
take W· for X˜
(u)
· , i.e., X˜
(u)
· ≡W· , then by the standard theory of stochastic differential equations
we may construct a weak solution (X(u)· , X˜(u)) for (2.1) with (2.2), in addition to the solution
in Proposition 2.1. In this case, if B· and W· are independent, then the independence condition
σ(X˜
(u)
t ≡ Wt, t ≥ 0) ⊥⊥ σ(Bt , t ≥ 0) holds but Law(X(u)· ) 6= Law(X˜(u)· ) , in general. Thus the
requirement (2.3) is crucial for the uniqueness of the solution. 
Remark 2.3 (Russian nesting doll structure). When u ∈ (0, 1] , since X˜(u)· has the same law as
X
(u)
· in (2.3), the dynamics of X˜· is described by a similar equation as in (2.1), i.e.,
dX˜
(u)
t = b(t, X˜
(u)
t , F˜
(u)
t )dt+ dB˜t ; t ≥ 0 , (2.20)
where B˜ is another Brownian motion but F˜ (u)t is defined from another (unknown) copy X̂· of X· ,
F˜
(u)
t = u · δX̂(u)t + (1− u) · LX˜(u)t ; t ≥ 0 , (2.21)
with Law(X(u)· ) = Law(X˜
(u)
· ) = Law(X̂
(u)
· ) , and σ(X̂
(u)
t , t ≥ 0) ⊥⊥ σ(B˜t , t ≥ 0) . Thus it follows
from Proposition 2.1 that the dynamics of X˜(u)· depends on X̂
(u)
· and B˜· .
Repeating this argument, we see that the dynamics of X̂(u)· may depend on yet another copy
and a Brownian motion, and then another copy and a Brownian motion, and so on. This dependence
continues, and thus the dynamics of X(u)· may depend on the dynamics of infinitely many copies,
as if we open infinitely many layers of Russian nesting doll “matryoshka”. Thus when u ∈ (0, 1] ,
the infinite-dimensional nesting structure naturally arises in the directed chain stochastic equation
(2.1)-(2.2) with the distributional constraints (2.3)-(2.4). We shall analyze this structure in more
detail in section 3. 
Proposition 2.2. Let us assume that the function b˜ in (2.5) also satisfies the linear growth con-
dition (2.7). Assume also E[|X0|] < ∞ . Then, the solution (X·, X˜·) , given in Proposition 2.1,
satisfies for every T > 0
E[ sup
0≤t≤T
|Xt|] ≤
(
E[|X0|] + E[ sup
0≤s≤T
|Bs|] +CTT
)
e2CT T . (2.22)
Proof. Suppose that (X·, X˜·) is the solution to (2.1) with (2.2)-(2.3) for a fixed u ∈ [0, 1] . Thanks
to (2.7) and Law(Xt) = Law(X˜t) , t ≥ 0 , we have
|b(s,Xs, F (u)s )| =
∣∣∣ ∫
R
b˜(s,Xs, y)dF
(u)
s (y)
∣∣∣ ≤ CT (1 + u(|Xs|+ |X˜s|) + (1− u)(|Xs|+ E[|Xs|]))
for 0 ≤ s ≤ T . Then we verify (2.22) by an application of Gronwall’s lemma to
E[ sup
0≤s≤t
|Xs|] ≤ E[|X0|] + E[ sup
0≤s≤t
|Bs|] + CTE
[ ∫ t
0
(1 + u(|Xs|+ |X˜s|) + (1− u)(|Xs|+ E[|Xs|]))ds
]
≤ E[|X0|] + E[ sup
0≤s≤t
|Bs|] + CTT +
∫ t
0
2CTE[ sup
0≤u≤s
|Xu|]ds ; 0 ≤ t ≤ T.
Remark 2.4. We may generalize Proposition 2.2 for the estimates of E[sup0≤t≤T |Xt|p] , assuming
E[|X0|p] < +∞ for p ≥ 1 . 
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3 Particle system approximation
We interpret the solution pair (X(u)· , X˜
(u)
· ) in Proposition 2.1 as a representative pair in the lim-
its of the directed chain particle system (1.3) we introduced in section 1, as n → ∞ . We view
X
(u)
· as a particle which corresponds to the head of an arrow and X˜
(u)
· as another particle which
corresponds to the tail of the same arrow. Here u represents the strength of the directed chain
dependence, comparative to the mean-field interaction. In this section we shall discuss this inter-
pretation precisely by showing the limiting results in Propositions 3.1-3.2, as an extension from the
stochastic chaos of M. Kac (1956) (or propagation of chaos) towards a local dependence structure
with mean-field interaction, and then discuss a fluctuation estimate in Proposition 3.3.
Let us consider a sequence of finite systems of particles (X(u)t,i , t ≥ 0 , i = 1, . . . , n) , n ∈ N
defined by the system of stochastic differential equations
dX
(u)
t,i = b
(
t,X
(u)
t,i , F̂
(u)
t,i
)
dt+ dWt,i ; t ≥ 0 , i = 1, . . . , n− 1 , (3.1)
where b : [0,∞) × R ×M(R) → R is defined in (2.5) with the same assumptions (2.6)-(2.7) as in
Proposition 2.1,
F̂
(u)
t,i (·) := u · δX(u)t,i+1(·) + (1− u) ·
1
n
n∑
j=1
δ
X
(u)
t,j
(·) , i = 1, . . . , n− 1
with the boundary particle
dX
(u)
t,n = b
(
t,X
(u)
t,n , u · δX(u)t,1 + (1− u) ·
1
n
n∑
j=1
δ
X
(u)
t,j
)
dt+ dWt,n . (3.2)
Here W·,i , i ∈ N are standard independent Brownian motions on a filtered probability space,
independent of the initial values X(u)0,i , i = 1, . . . , n and of B· in (2.1). We assume the distribution
of X0,i is common with E[|X0,1|2] < +∞ for i = 1, . . . , n and independent of each other.
Thanks to the assumption on b , the resulting particle system (3.1)-(3.2) is well-defined, and in
particular, we have the law invariance Law(X(u)·,i ) = Law(X
(u)
·,1 ) , i = 1, . . . , n ,
Law(X(u)·,i ,X
(u)
·,i+1) = Law(X
(u)
·,1 ,X
(u)
·,2 ) ; i = 1 . . . , n− 1 , (3.3)
and more generally, the invariance under the shifts in one direction, i.e., for every fixed k ≤ n− 1 ,
Law(X(u)·,i ,X
(u)
·,i+1, . . . ,X
(u)
·,i+k−1) = Law(X
(u)
·,1 ,X
(u)
·,2 , . . . ,X
(u)
·,k ) ; i = 1, . . . , n− k + 1 . (3.4)
Thus, it is natural to write X(u)·,n+j ≡ X(u)·,j , j = 1, 2, . . . , so that (3.1) and (3.3)-(3.4) hold for
i = 1, . . . , n . The system (1.3) in section 1 is a time-homogeneous special case of (3.1).
Under the setup of Proposition 2.2 we shall also consider a sequence of finite particle systems
Xt,i , t ≥ 0 , i = 1, . . . , n + 1 , n ≥ 1 , defined recursively from the pair (X ·,n,X ·,n+1) :=
(X
(u)
· , X˜
(u)
· ) of the solution to (2.1) with (2.2)-(2.4), that is, the corresponding stochastic equation
dXt,n = b(t,X t,n, u · δXt,n+1 + (1− u) · LXt,n)dt+ dWt,n ; t ≥ 0 , (3.5)
and then for j = n− 1, n − 2, . . . , 1 , given X ·,j+1 , we solve
dXt,j = b(t,X t,j, u · δXt,j+1 + (1− u) · LXt,j )dt+ dWt,j ; t ≥ 0 (3.6)
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with the restrictions for each pair (X ·,j,X ·,j+1) , corresponding to (2.3). As a consequence of the
proof of Proposition 2.2, we set the common law m∗ = Law(X ·,i) for i = 1, . . . , n + 1 , and we
also assume the initial values are the same as X(u)0,i = X0,i , i = 1, . . . , n almost surely. Note
that when u = 0 , the particle system X t,i , i = 1, . . . , n + 1 induces a product measure; When
u ∈ (0, 1] , the particle system forms a Russian doll nesting structure (see Remark 2.3 after the
proof of Proposition 2.1)
For n ≥ 1 with X(u)·,n+1 ≡ X(u)·,1 let us assign the weight 1/n to the Dirac measure at
(X
(u)
t,i ,X
(u)
t,i+1) for i = 1, . . . , n , and consider the law of the joint empirical measure process
Mt,n :=
1
n
n∑
i=1
δ
(X
(u)
t,i
,X
(u)
t,i+1)
, with the marginal mt,n :=
1
n
n∑
i=1
δ
X
(u)
t,i
, 0 ≤ t ≤ T , (3.7)
in the spaceM(Ω2) of probability measures on the topological space Ω2 := D([0, T ], (M(R2), ‖·‖1))
of càdlàg functions on [0, T ] equipped with the Skorokhod topology, where (M(R2), ‖·‖1) is the
space of probability measures on R2 equipped with the metric ‖µ−ν‖1 := supf
∫
R2
f(x)d(µ−ν)(x) .
Here the supremum is taken over the bounded Lipschitz functions f : R2 → R with supx∈R2 |f(x)| ≤
1 and supx,y∈R2 |f(x) − f(y)|/‖x − y‖ ≤ 1 . By the construction the sequence of the law of the
initial empirical measure converges to the Dirac measure concentrated in M0 (say), i.e.,
Law(M0,n) −−−→
n→∞ δM0 weakly in M((M(R
2), ‖·‖1)) . (3.8)
We denote by m0(dy) := M0(R× dy) = M0(dy × R) the marginal of M0 = m0 ⊗m0 .
Proposition 3.1. Fix u ∈ [0, 1] . Under the same assumptions for the functional b as in Propo-
sition 2.2, the law of joint empirical measure process M·,n , defined in (3.7), of the finite particle
system (3.1) with X
(u)
·,n+1 ≡ X(u)·,1 converges in M(Ω2) to the Dirac measure concentrated in the
deterministic measure-valued process Mt, 0 ≤ t ≤ T , as n→∞ , i.e.,
lim
n→∞Law
(
Mt,n, 0 ≤ t ≤ T
)
= δ(Mt,0≤t≤T ) in M(Ω1) . (3.9)
The marginal laws of M· are the same, i.e.,
Mt(R× dy) = Mt(dy × R) =: mt(dy) ; 0 ≤ t ≤ T , (3.10)
and the joint M· and its marginal m· satisfy the integral equation∫
R
g(x)mt(dx) =
∫
R
g(x)m0(dx) +
∫ t
0
[As(M)g] ds ; 0 ≤ t ≤ T (3.11)
for every test function g ∈ C2c (R) , where
As(M)g := u
∫
R2
b˜(s, y1, y2)g
′(y1)Ms(dy1dy2) + (1− u)
∫
R2
b˜(s, y1, y2)g
′(y1)ms(dy1)ms(dy2)
+
1
2
∫
R
g′′(y1)ms(dy1) ; 0 ≤ s ≤ T . (3.12)
Moreover, M· is the joint distribution of the solution pair (X
(u)
· , X˜
(u)
· ) of (2.1) with (2.2)-
(2.4), uniquely characterized by (3.10)-(3.12) in Ω1 with the common marginal m· = Law(X·) =
Law(X˜·) . in Proposition 2.1.
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Remark 3.1. • When u = 0 , the integral equation (3.11) for M· reduces to theMcKean-Vlasov
nonlinear integral equation only for the marginal m· , i.e., for 0 ≤ t ≤ T and g ∈ C2c (R)∫
R
g(x)mt(dx) =
∫
R
g(x)m0(dx)+
∫ t
0
ds
[ ∫
R2
b˜(s, y1, y2)g
′(y1)ms(dy1)ms(dy2)+
1
2
∫
R
g′′(y1)ms(dy1)
]
.
• When u ∈ (0, 1] , the integral equation (3.11) has an infinite-dimensional feature, because of
marginal distributional constraints (3.10), as we discussed in Remark 2.3, i.e., the joint distribution
M· appears in the infinitesimal generator (3.12) for the marginal distribution. 
Proof. The idea of the proof utilizes the assumptions on the coefficient b as in Proposition 2.2
and the law invariance (3.3) of the finite particle system (3.1). We take the martingale approach
discussed in Oelschläger (1984). By the standard argument with Gronwall’s lemma we claim
Lemma 3.1. (a) With the joint empirical measure processes M·,n and its marginal m·,n
e−4CT t
∫
R
|x|kdmt,n(x)− t , 0 ≤ t ≤ T
(
e4CT t
∫
R
|x|kdmt,n(x) + t , 0 ≤ t ≤ T, respectively
)
is a supermartingale (submartingale, respectively) for k = 1, 2 , and hence, so is
e−4CT t
∫
R2
‖y‖2dMt,n(y)− 2t , 0 ≤ t ≤ T
(
e4CT t
∫
R2
‖y‖2dMt,n(y) + 2t , 0 ≤ t ≤ T, respectively
)
,
because
∑n
i=1|X(u)·,i |2 =
∑n
i=1|X(u)·,i+1|2 = (1/2)
∑n
i=1(|X(u)·,i |2 + |X(u)·,i+1|2) .
(b) Similarly, we have with k = 1, 2
E[|X(u)t,i |k | Fs] ≤ e2kCT (t−s)(|X(u)s,i |k + (t− s)k/2) (3.13)
for i = 1, . . . , n , 0 ≤ s ≤ t ≤ T , and
E[|X(u)t+δ,i −X(u)t,i |2|Ft] ≤ 8CT (T ∨ 1)e4CT T
(|X(u)t,i |2 + |X(u)t,i |+ 1)δ (3.14)
for 0 ≤ t ≤ T − δ , δ > 0 .
Using this lemma and the Cauchy-Schwarz inequality, we claim that there exist positive constants
ck (> 0) , k = 1, 2 such that
1
n
n∑
i=1
E[|X(u)t+δ,i −X(u)t,i ||Ft] ≤
1
n
n∑
i=1
(
E[|X(u)t+δ,i −X(u)t,i |2|Ft]
)1/2
≤ 1
n
n∑
i=1
(
8CT (T ∨ 1)e4CT T δ(|X(u)t,i |2 + |X(u)t,i |+ 1)
)1/2 ≤ c1√δ
n
n∑
i=1
(|X(u)t,i |2 + |X(u)t,i |+ 1)
≤
√
δc1
(
E
[ 1
n
n∑
i=1
|X(u)T,i |2|Ft
]
· e4CT (T−t) + T − t+ E
[ 1
n
n∑
i=1
|X(u)T,i ||Ft
]
· e2CT (T−t) +√T − t
)
≤
√
δc2E
[ 1
n
n∑
i=1
(|X(u)T,i |2 + |X(u)T,i |+ 1) | Ft] = √δc2E[|X(u)T,1|2 + |X(u)T,1|+ 1 | Ft]
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for 0 ≤ t ≤ T − δ , where we used the law invariance in the last equality. It follows from (3.13) and
the moment assumption of the initial distribution that
sup
n≥1
E[|X(u)T,1|k] ≤ e2kCT T (E[|X(u)0,1 |k] + T k/2) <∞ ; k = 1, 2 .
Thus, using these inequalities again with the law invariance (3.3) we claim that there exists a
random variable f(δ) := 2
√
δc2(|X(u)T,1|2 + |X(u)T,1|+ 1) , such that
1
n
n∑
i=1
E[(|X(u)t+δ,i −X(u)t,i |2 + |X(u)t+δ,i+1 −X(u)t,i+1|2)1/2|Ft] ≤ E
[
f(δ) | Ft
]
; 0 ≤ t ≤ T − δ , (3.15)
with limδ→0 supn≥1 E[f(δ)] = 0 . Here we set X
(u)
·,n+1 ≡ X(u)·,1 .
Moreover, by the super/submartingale properties in Lemma 3.1 (a) we may evaluate the total
variation ‖Mt,n|Bc
λ
‖TV of M·,n restricted outside the ball Bλ := {x ∈ R2 : ‖x‖ ≤ λ} of radius
λ(> 0) , i.e., for every ε > 0
P( sup
0≤t≤T
‖Mt,n|Bc
λ
‖TV > ε) ≤ P
(
sup
0≤t≤T
∫
R2
‖y‖2dMt,n > λ2ε
)
≤ P
(
sup
0≤t≤T
e4CT t
( ∫
R2
‖y‖2dMt,n + t
)
> λ2ε
)
≤ 1
λ2ε
E
[
e4CT T
(∫
R2
‖y‖2dMT,n + T
)]
≤ 1
λ2ε
E
[
e8CT T
(∫
R2
‖y‖2dM0,n + 2T
)]
=
1
λ2ε
E
[
e8CT T
(
|X(u)0,1 |2 + 2T
)]
,
where the last equality follows from the law invariance of the particle system. Taking sufficiently
large λ , using Prohorov’s theorem, we claim that (Mt,n , 0 ≤ t ≤ T ) , n ≥ 1 of the empirical
measures is tight in (M(R2), |·|1) . Then combining this observation with (3.15), we claim by
Theorem 8.6 (b) of Ethier & Kurtz (1986) that the sequence (Mt,n , 0 ≤ t ≤ T ) , n ≥ 1 is relatively
compact in the space M(Ω2) , where M(Ω2) is equipped with the weak topology.
We shall characterize the limit points of (Mt,n, 0 ≤ t ≤ T )n≥1 as n → ∞ . Let us call a limit
law Mt, 0 ≤ t ≤ T . Thanks to the law invariance in the construction of (3.1), its marginals must
be the same for every limit point, i.e., Mt(R × dy) = Mt(dy × R) =: mt(dy) , y ∈ R with the
initial marginal measure m0(dy) . Applying Itô’s formula to the system (3.1), we see
f(〈mt,n, g〉) − f(〈m0,n, g〉) −
∫ t
0
f ′(〈ms,n, g〉)
( 1
n
n∑
i=1
g′(X(u)s,i )b(s,X
(u)
s,i , F̂
(u)
s,i ) +
1
2
〈ms,n, g′′〉
)
ds
− 1
2
∫ t
0
f ′′(〈ms,n, g〉) 1
n2
n∑
i=1
|g′(X(u)s,i )|2ds =
∫ t
0
f ′(〈ms,n, g〉) 1
n
n∑
i=1
g′(X(u)s,i )dWs,i ,
is a martingale for every f ∈ C2b (R) , g ∈ C2c (R) , where we use the notation 〈µ, g〉 :=
∫
R
g(x)dµ(x)
for µ ∈ M(R). Taking the limits with (3.8) and using the equivalence of certain martingales, we
observe that exp(
√−1 θ ηt) , 0 ≤ t ≤ T is a martingale for every θ ∈ R , where we define
ηt :=
∫
R
g(x)dmt(x)−
∫ t
0
[As(Ms)g]ds
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and At(Mt)g as in (3.12) for 0 ≤ t ≤ T . This implies that the characteristic function of ηt satisfies
E[e
√−1θηt ] = E[e
√−1θη0 ] = e
√−1θ〈m0,g〉 for 0 ≤ t ≤ T , θ ∈ R , and hence, ηt = 〈m0, g〉 for every
t in any countable subset of [0, T ] and for every g in any countable subset of C2c (R) . Because of
the separability of C2c (R) and right continuity of t 7→ Mt , we obtain∫
R
g(x)dmt(x)−
∫ t
0
[As(Ms)g]ds = ηt = 〈m0, g〉 =
∫
R
g(x)dm0(x)
for every 0 ≤ t ≤ T and g ∈ C2c (R) . Thus we claim M· satisfies the integral equation (3.11). With
the uniqueness in Proposition 2.1 the last part of Proposition 3.1 can be shown as in Lemmas 8-10
of Oelschläger (1984).
Proposition 3.1 describes the limiting system of (3.1)-(3.2), in terms of the joint distribution of
two adjacent particles of the directed chain structure (2.1)-(2.2). Now let us fix k(≥ 2) and define
the empirical measure process M(j)t,n , t ≥ 0 of j consecutive particles from (3.1)-(3.2)
M
(j)
t,n :=
1
n
n∑
i=1
δ
(X
(u)
t,i , ...,X
(u)
t,i+j−1)
; j = 2, . . . , k (3.16)
with M(1)t,n := mt,n and M
(2)
t,n ≡ Mt,n as in (3.7) in the space M(Ωj) of probability measures on
the topological space Ωj := D([0, T ], (M(Rj), ‖·‖1)) of cádlág functions on [0, T ] , equipped with
the Skorokhod topology, where (M(Rj), |·|1) is the space of probability measures on Rj , a natural
extension of (M(R2), |·|1) defined in the above for j = 2, . . . , k . We shall consider their limits.
By the construction and the law of large numbers for the initial empirical measure, as in (3.8),
Law(M(k)0,n) −−−→n→∞ δM(k)0 weakly in M((M(R
k), ‖·‖1)) , (3.17)
where M(k)0 := m
⊗k
0 is the k -tuple product measure of m0 = Law(X
(u)
0,1 ) . For j = 1, . . . , k + 1
let us denote by M(j)· the joint probability measure induced by (X ·,1, . . . ,X ·,j) in (3.5)-(3.6), i.e.,
(M
(j)
t , t ≥ 0) := Law((X t,1, . . . ,X t,j), t ≥ 0) ; j = 1, . . . , k + 1 . (3.18)
Proposition 3.2. Fix u ∈ [0, 1] . Under the same assumptions as in Proposition 3.1, the law of the
joint empirical measure process M
(k)
·,n defined in (3.16) converges in M(Ωk) to the Dirac measure
concentrated in the deterministic measure-valued process M
(k)
· in (3.18), i.e.,
lim
n→∞Law(M
(k)
t,n , 0 ≤ t ≤ T ) = δ(M(k)t , 0≤ t≤T ) in M(Ωk) . (3.19)
All the consecutive marginals of M
(k)
· are the same, i.e.,
M
(j)
t (R× dy1 × · · · × dyj−1) = M(j)t (dy1 × · · · × dyj−1 × R) ,
M
(j)
t (R
2 × dy1 × · · · × dyj−2) = M(j)t (R× dy1 × · · · × dyj−2 × R) = M(j)t (dy1 × · · · × dyj−2 × R2) ,
. . . , M
(j)
t (R
j−1 × dy1) = M(j)t (Rj−2 × dy1 ×R) = · · · = M(j)t (dy1 × Rj−1)
(3.20)
for j = 2, . . . , k , 0 ≤ t ≤ T , and they also satisfy the system of integral equations∫
Rj
g(x)M
(j)
t (dx) =
∫
Rj
g(x)M
(j)
0 (dx) +
∫ t
0
[A(j)s (M(j+1))g]ds ; 0 ≤ t ≤ T , j = 1, . . . , k (3.21)
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for every test function g ∈ C2c (Rj) , where
A(j)s (M(j+1))g : = u
∫
Rj+1
j∑
ℓ=1
b˜(s, yℓ, yℓ+1)
∂g
∂xℓ
(y1, . . . , yj)M
(j+1)
s (dy1 · · · dyj+1)
+ (1− u)
∫
Rj+1
j∑
ℓ=1
b˜(s, yℓ, yℓ+1)
∂g
∂xℓ
(y1, . . . , yj)M
(j)
s (dy1 · · · dyj)ms(dyj+1)
+
1
2
∫
Rj
j∑
ℓ=1
∂2g
∂x2ℓ
(y1, . . . , yj)M
(j)
s (dy1 · · · dyj) ; 0 ≤ s ≤ T , j = 2, . . . , k .
(3.22)
Proof. We have shown (3.19) in the case k = 2 in Proposition 3.1. The relative compactness
proof of (M(j)t,n, 0 ≤ t ≤ T ) , n ≥ 1 in M(Ωj) follows as in Proposition 3.1 mutatis mutandis for
j = 1, . . . , k . The limit points of (M (k)t,n , 0 ≤ t ≤ T ) in (3.19) as n → ∞ are characterized by
(3.21), because for every test function g ∈ C2c (Rj) , thanks to Itô’s formula, it follows from
dg(X
(u)
t,i , . . . ,X
(u)
t,i+j−1) =
j∑
ℓ=1
∂g
∂xℓ
(X
(u)
t,i , . . . ,X
(u)
t,i+j−1)dX
(u)
t,ℓ+i−1
+
1
2
j∑
ℓ=1
j∑
m=1
∂2g
∂xℓ∂xm
(X
(u)
t,i , . . . ,X
(u)
t,i+j−1)d〈X(u)·,ℓ+i−1,X(u)·,m+i−1〉t
that 〈M(j)t,n, g〉 :=
∫
Rj
g(x)dM
(j)
t,n(dx) , j = 1, . . . , k satisfy that for 0 ≤ t ≤ T , j = 1, . . . , k ,
f(〈M(j)t,n, g〉) − f(〈M(j)0,n, g〉 −
∫ t
0
f ′(〈M(j)s,n, g〉)[A(j)M(j+1)·,n g]ds
− 1
2n2
∫ t
0
f ′′(〈M(j)s,n, g〉)
n∑
i=1
j∑
ℓ=1
( ∂g
∂xℓ
)2
ds =
∫ t
0
f ′(〈M(j)s,n, g〉)
1
n
n∑
i=1
j∑
ℓ=1
( ∂g
∂xℓ
)
dWs,ℓ ,
for f ∈ C2(R) , where [A(j)s M(j+1)·,n g] is defined as in (3.22). The condition (3.20) follows from the
construction of (3.5)-(3.6). Applying the martingale argument again as in the proof of Proposition
3.1, we conclude the proof.
Remark 3.2 (Propagation of chaos). If u = 0 and if the initial law of (X(u)0 , X˜
(u)
0 ) is a product
measure, then X(u)· and X˜
(u)
· in (2.1)-(2.2) are independent, as in Remark 2.1, and hence, the
joint law of (X ·,1, . . . ,X ·,k) in (3.5)-(3.6) is the product measure. Thus in this case of u = 0 ,
Proposition 3.2 corresponds to the classic propagation of chaos result (see Kac (1958) for the original
result for Boltzmann equation in Kinetic Theory, McKean (1967), Tanaka (1978), Sznitman (1984,
1991), Graham (1992), Méléard (1995), Graham & Méléard (1997) for the advancement of theory
for McKean-Vlasov and Boltzmann equations, Bolley, Guillin & Malrieu (2010), Kolokoltsov (2010),
Mischler & Mouhot (2013) and Mischler, Mouhot & Wennberg (2015) for recent developments of
quantitative approach in propagation of chaos and references within them), where the limiting
joint law takes the product form. This means the dependence between each particle X(u)·,i and
another particle X(u)·,j , j 6= i diminishes in the limit, as n → ∞ . Chong & Klüppelberg (2017)
investigate linear partial mean field systems based on fairly general network structures in which
both, propagation of chaos and local dependency arises jointly. 
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Remark 3.3 (Breaking invariance under permutations). When u ∈ (0, 1] , Proposition 3.2 implies
that the local directed chain dependence among consecutive particles is preserved even in the limit
as the number of particles go to infinity, in general. Thus if u ∈ (0, 1] , the limiting system (3.5)-(3.6)
of (3.1)-(3.2) does not propagate the stochastic chaos, in contrast to the case u = 0 .
This phenomenon can be seen as a consequence of breaking the invariance under permutations
in the finite particle system (3.1)-(3.2), that is, the consecutive particles are invariant only under
the shifts in one direction as in (3.3)-(3.4), and the finite particle system is not invariant under
permutations, for example,
Law(X(u)·,1 ,X
(u)
·,2 , . . . ,X
(u)
·,n ) 6= Law(X(u)·,n ,X(u)·,n−1, . . . ,X(u)·,1 )
unless b˜(·, ·, ·) ≡ 0 . To our knowledge, our approach of breaking the invariance under permutations
provides the first such instance of describing the dependence of the limiting system in the context of
a particle system approximation to the solution of a nonlinear stochastic McKean-Vlasov equation.
The simple case of a directed chain with its recursive structure sets itself apart from other network
structures by allowing for a description by representative particles which solve a nonlinear McKean-
Vlasov equation with distributional constraint. The analysis of this kind of ”matryoshka” McKean-
Vlasov equations might be of independent interest. 
Proposition 3.3. In addition to the same assumptions for the functional b as in Proposition 2.2,
we assume that the marginal distribution mt(dy) = m
∗
t (dy) of (X
(u)
t , t ≥ 0) has the density mt(·)
(i.e., mt(dy) = mt(y)dy , y ∈ R ) with
∫
R
|y|2m0(dy) < ∞ and assume there exists a constant
CT such that∣∣∣˜b(t, x1, y1) · mt(x1)
mt(y1)
− b˜(t, x2, y2) · mt(x2)
mt(y2)
∣∣∣ ≤ CT (|x1 − x2|+ |y1 − y2|) (3.23)
for every (xi, yi) ∈ R2 , i = 1, 2 , 0 ≤ t ≤ T and∣∣∣˜b(t, x, y) · mt(x)
mt(y)
∣∣∣ ≤ CT (1 + |x|+ |y|) (3.24)
for every (x, y) ∈ R2 , 0 ≤ t ≤ T . Then for the difference between (3.1)− (3.2) and (3.5)-(3.6) we
have the estimate
sup
n≥1
1√
n
n∑
i=1
E[ sup
0≤s≤t
|X(u)s,i −Xs,i|] <∞ . (3.25)
Proof. Substituting
b˜(s,X
(u)
s,i ,X
(u)
s,j ) = (˜b(s,X
(u)
s,i ,X
(u)
s,j )− b˜(s,Xs,i,X(u)s,j ))
+ (˜b(s,Xs,i,X
(u)
s,j )− b˜(s,Xs,i,Xs,j)) + b˜(s,Xs,i,Xs,j)
into the differences
X
(u)
t,i −Xt,i = u
∫ t
0
(˜b(s,X
(u)
s,i ,X
(u)
s,i+1)− b˜(s,Xs,i,Xs,i+1))ds
+ (1− u)
∫ t
0
( 1
n
n∑
j=1
b˜(s,X
(u)
s,i ,X
(u)
s,j )−
∫
R
b˜(s,Xs,i, y)m
∗(dy)
)
ds
(3.26)
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for i = 1, . . . , n− 1 , and the difference
X
(u)
t,n −X t,n = u
∫ t
0
(˜b(s,X(u)s,n ,X
(u)
s,1 )− b˜(s,Xs,n,Xs,n+1))ds
+ (1− u)
∫ t
0
( 1
n
n∑
j=1
b˜(s,X(u)s,n ,X
(u)
s,j )−
∫
R
b˜(s,Xs,n, y)m
∗(dy)
)
ds
(3.27)
at the boundary for 0 ≤ t ≤ T , applying the triangle inequality and (2.6), and then taking the
supremum, we obtain
n∑
i=1
sup
0≤t≤T
|X(u)t,i −X t,i|
≤ 2CT
∫ T
0
n∑
i=1
sup
0≤t≤s
|X(u)t,i −X t,i|ds+ 2CTu
∫ T
0
(|X(u)s,1 −Xs,n+1| − |X(u)s,1 −Xs,1|)ds
+ (1− u)
∫ T
0
1
n
n∑
i=1
∣∣∣ n∑
j=1
b(s,Xs,i,Xs,j)
∣∣∣ds
(3.28)
≤ 2CT
∫ T
0
n∑
i=1
sup
0≤t≤s
|X(u)t,i −Xt,i|ds+ 2CTu
∫ T
0
|Xs,n+1 −Xs,1|ds
+ (1− u)
∫ T
0
1
n
n∑
i=1
∣∣∣ n∑
j=1
b(s,Xs,i,Xs,j)
∣∣∣ds ,
where we set b(s, x, z) := b˜(s, x, z) − ∫
R
b˜(s, x, y)m∗(dy) for x, z ∈ R , 0 ≤ s ≤ T . Here we used
|x| − |y| ≤ |x − y| , x, y ∈ R in the last inequality, and this way we take care of the boundary
particle. Note that X(u)·,1 ≡ X(u)·,n+1 but X ·,1 6≡ X ·,n+1 .
After using Gronwall’s lemma, taking expectation, we obtain
n∑
i=1
E[ sup
0≤t≤T
|X(u)t,i −Xt,i|] ≤ 2CT e2CT TE
[ ∫ T
0
|Xs,n+1−Xs,1|ds+
∫ T
0
1
n
n∑
i=1
∣∣∣ n∑
j=1
b(s,Xs,i,Xs,j)
∣∣∣ds] ,
where there exists some constant c > 0 such that we evaluate the first term
E
[ ∫ T
0
|Xs,n+1 −Xs,1|ds
]
≤ E
[ ∫ T
0
( sup
0≤u≤T
|Xu,n+1|+ sup
0≤u≤T
|Xu,1|)ds
]
≤ 2T (E[|X0,1|] + c)ecT ,
(3.29)
by (2.22) in Proposition 2.2 and then with (3.23)-(3.24) we evaluate the second term
n∑
i=1
E
[ ∫ T
0
1
n
∣∣∣ n∑
j=1
b(s,Xs,i,Xs,j)
∣∣∣ds] ≤ n∑
i=1
∫ T
0
(
E
[ 1
n2
∣∣∣ n∑
j=1
b(s,Xs,i,Xs,j)
∣∣∣2])1/2ds ≤ c√n
(3.30)
by the Cauchy-Schwarz inequality and the (Markov) chain structure of the particle system X ·,i ,
i = 1, . . . , n, that is, by the map Φ in (2.12), X ·,i = Φ(·, (m∗s)0≤s≤·, (Xs,i+1)0≤s≤·, (Ws,i)0≤s≤·) for
i = n− 1, . . . , 1 . Note that when u ∈ (0, 1] , X ·,i and X ·,j are dependent for i 6= j , while X ·,i+1
and W·,i are independent for i = n− 1, . . . , 1 . An intuitive interpretation of the last inequality in
(3.30) is that the dependence between Xs,i and Xs,j decays sufficiently fast, as |i − j| → ∞ . Its
precise statement and some technical details are given in Appendix 5.1.
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Finally, combining these inequalities, we conclude the proof of (3.25) by
sup
n≥1
1√
n
n∑
i=1
E[ sup
0≤t≤T
|X(u)t,i −Xt,i|] ≤ 2CT e2CT T sup
n≥1
( 2T√
n
(E[|X0,1|] + c)ecT + c
)
<∞ .
Remark 3.4. • The fluctuation results (central limit theorem and large deviations) suggested from
Proposition 3.3 are ongoing research topics. We conjecture that Propositions 3.1-3.2 still hold if
we replace (3.2) by another process, e.g., a standard Brownian motion, as long as the effect of
the boundary process on the first two (or k ) components in (3.1) diminishes sufficiently fast in
the limit. The additional conditions (3.23)-(3.24) are used to evaluate the decay of asymptotic
covariance between X ·,i and X ·,i+n as n→∞ (see Appendix 5.1). In particular, the dependence
between the first particle X ·,1 and the last particle X ·,n of the directed chain diminishes in the
limit. It is an ongoing project to see whether one may relax or replace these conditions (3.23)-(3.24).
• The set-up and conditions on the drift function b in (2.1) can be generalized and relaxed. For
example, in a more realistic problem of large network objects (financial networks associated with
blockchains, biological networks, neural networks, data networks etc.), it is of interest to analyze
more complicated infinite (random) tree structures rather than the simple local interaction of infinite
directed chains considered in the above. Also, a Lipschitz continuous diffusion coefficient can be
introduced in (2.1), instead of the unit diffusion coefficient. With these generalizations, it may be
natural to replace the current state space R of each particle by a locally compact, separable metric
space E . Here, instead of working on the generalized models, we take the simplest form (2.1)-(2.4)
for the presentation of the essential idea of the infinite directed chain interaction.
• An interesting application of such generalized models in financial markets is modeling of stochastic
volatility structures among financial asset price processes, that is, each X t,i in (3.5) is a volatility
process of a financial asset i , so that the volatility processes of the financial assets have both
network structure and mean-field interaction.
• Another interesting direction of research is to identify and explore the directed chain stochastic
equations (2.1)-(2.4) or their variants, as Nash equilibria of stochastic games, where the represen-
tative pair of players interact optimally in the presence of both mean-field and network structure.
This program was introduced for the mean-field games in Carmona, Fouque & Sun (2015) and
substantial work has followed in the context of mean-field games and systemic risk analysis. 
4 Detecting mean-field
In the weak solution (Ω,F , (Ft),P) , (X·, X˜·) := (X(u)· , X˜(u)· ) , B· from Proposition 2.1, the para-
metric value u in (2.1) indicates how much the particle X· depends on the neighborhood particle
X˜· in the directed chain, and (1− u) indicates how much it depends on its law Law(Xt) for every
t ≥ 0 . Let us consider the following detection problem of a single observer.
Detection Problem. Suppose that an observer only observes the single path Xt , t ≥ 0 but does
neither know the values u ∈ [0, 1] nor X˜t , t ≥ 0 in (2.1)-(2.4) under the same assumptions as
Proposition 2.1. Only given the filtration FXt := σ(Xs, 0 ≤ s ≤ t) ∨ N , t ≥ 0 , augmented by the
null sets N , can the observer detect the value u ∈ [0, 1] ?
In order to discuss this problem, it is natural to extend our consideration to the solution
(Xt,1, . . . ,X t,n+1) , t ≥ 0 of the system of the directed chain stochastic differential equations
dXt,i = b(t,X t,i, Ft,i) dt+ dBt,i ; i = 1, . . . , n , t ≥ 0 , (4.1)
as the solution to the system of the directed chain stochastic equations in (3.5)-(3.6) in section 3,
for arbitrary n ∈ N , where Fs,i is the random measure similar to (2.2), i.e.,
Fs,i := u · δXs,i+1 + (1− u) · LXs,i , i = 1, . . . , n , s ≥ 0 (4.2)
with the distributional constraints, such that the initial values (X0,1, . . . ,X0,n+1) are independently,
identically distributed with finite second moments; The marginal law is identical
Law({X t,i, t ≥ 0}) = Law({X t,1, t ≥ 0}) ; i = 1, 2, . . . , n+ 1 , (4.3)
and the following independence relationships hold for independent standard Brownian motions
(Bt,1, . . . , Bt,n) , t ≥ 0
σ({(X t,n+1, . . . ,X t,i+1), t ≥ 0},X0,i) ⊥⊥ σ({Bt,i, t ≥ 0}) ; i = n, . . . , 1 . (4.4)
The weak solution (X ·,1, . . . ,X ·,n+1) can be constructed as we considered in section 3. Namely, we
solve for (X ·,n,X ·,n+1) in (4.1) first as in Proposition 2.1 and then solve recursively for the directed
chain system (X ·,k,X ·,k+1, . . . ,X ·,n+1) for k = n, . . . , 1 . We redefine
(X·, X˜·) = (X
(u)
· , X˜
(u)
· ) := (X ·,1,X ·,2) (4.5)
from the first two elements of (X ·,1,X ·,2, . . . ,X ·,n+1) , and the observer only observes X· = X ·,1 .
Let us define the stochastic exponential
Zt := exp
(
−
∫ t
0
b(s,Xs, Fs)dBs − 1
2
∫ t
0
|b(s,Xs, Fs)|2ds
)
; t ≥ 0 , (4.6)
where Fs := Fs,1 = F
(u)
s from (2.2) and B· = B·,1 , which satisfies dZt = −Ztb(t,Xt, Ft)dBt,
t ≥ 0 . Here {Z·;F·} is a nonnegative, local martingale and hence, is a supermartingale with
E[Zt] ≤ 1 , t ≥ 0 .
If the Novikov condition (e.g., Corollary 3.5.13 of Karatzas & Shreve (1991)) for Z· holds, i.e.,
E
[
exp
( 1
2
∫ t
0
|b(s,Xs, Fs)|2ds
)]
<∞ ; t ≥ 0 , (4.7)
then Z· is a martingale. Since it is not always easy to verify the Novikov condition directly except
for the Gaussian case (e.g., see section 4.2 below) or for the bounded functional case (i.e., the
functional b˜ in (2.5) is bounded), we shall discuss the martingale property of Z· .
Let us assume the finite moment condition E[|X0|2] < ∞ for the initial distribution θ in
(2.4). Then under the linear growth condition (2.7) and this finite second moment condition, as
in Proposition 2.2, we have E[sup0≤t≤T |Xt|2] < +∞ (see Remark 2.4), and hence, combining
with the inequalities |b(s,Xs, Fs)| ≤ CT (1 + |Xs| + u|X˜s| + (1 − u)E[|Xs|]) , 0 ≤ s ≤ T and
(a1 + a2 + a3 + a4)
2 ≤ 4(a21 + a22 + a23 + a24) for nonnegative reals ai ≥ 0 , we obtain
E
[ ∫ T
0
|b(s,Xs, Fs)|2ds
]
≤ 4C2TT (1 + 3E[ sup
0≤s≤T
|Xs|2]) <∞ . (4.8)
Following the proof of Lemma 3.9 (and see also Exercise 3.11) of Bain & Crisan (2009), in order
to show E[Zt] = 1 , t ≥ 0 , we consider for ε > 0 ,
Zt
1 + εZt
=
1
1 + ε
+
∫ t
0
Zsb(s,Xs, Fs)
(1 + εZs)2
dBs −
∫ t
0
εZ2s |b(s,Xs, Fs)|2
(1 + εZs)3
ds ; t ≥ 0 , (4.9)
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and its expectation for 0 ≤ t ≤ T
1 ≥ E[Zt] ≥ E
[ Zt
1 + εZt
]
=
1
1 + ε
− E
[ ∫ t
0
εZ2s |b(s,Xs, Fs)|2
(1 + εZs)3
ds
]
(4.10)
where we used (4.8) to show that the stochastic integral in (4.9) is indeed a martingale and hence
its expectation is zero. Thus, in order to verify E[Zt] = 1 , t ≥ 0 , by letting ε ↓ 0 in (4.10) and
by the dominated convergence theorem, it suffices to check
E
[ ∫ T
0
Zs|b(s,Xs, Fs)|2ds
]
<∞ ; T > 0 . (4.11)
Note that since Fs = F
(u)
s in (2.2) depends on X˜· , under the linear growth condition (2.7) on
the functional b , the condition (4.11) is reduced to estimates for both
E
[ ∫ T
0
Zs|Xs|2ds
]
<∞ and E
[ ∫ T
0
Zs|X˜s|2ds
]
<∞ ; T > 0 , (4.12)
where the joint distribution of (X·, Z·) is not the same as that of (X˜·, Z·) .
Proposition 4.1. In addition to the assumptions in Proposition 2.1, let us assume E[|X0|2] < +∞ .
Then the first inequality in (4.12) holds. Moreover, for i = 2, . . . , n and for every T > 0 ,
E
[ ∫ T
0
Zs|Xs,i+1|2ds
]
<∞ implies E
[ ∫ T
0
Zs|Xs,i|2ds
]
<∞ ,
where (X·,1, . . . ,X·,n+1) is defined from (4.1)-(4.4) with (4.5). In particular, if for every T > 0 ,
E[
∫ T
0 Zs|Xs,n+1|2ds] <∞ , then the second inequality in (4.12) holds.
Proof. Under the assumptions in Proposition 2.1 with E[|X0|2] <∞ , we consider for ε > 0
d
( Zt|Xt|2
1 + εZt|Xt|2
)
=
d(Zt|Xt|2)
(1 + εZt|Xt|2)2 −
εd〈Z·|X·|2〉t
(1 + εZt|Xt|2)3 , (4.13)
where d(Zt|Xt|2) = Ztdt+ (2ZtXt − Zt|Xt|2)dBt , t ≥ 0 . Taking the expectations, we claim
E
[ Zt|Xt|2
1 + εZt|Xt|2
]
≤ E
[ |X0|2
1 + ε|X0|2
]
+E
[ ∫ t
0
Zs
(1 + εZs|Xs|2)2 ds
]
≤ E[|X0|2]+
∫ t
0
E[Zs]ds ; t ≥ 0 .
Here the stochastic integrals with respect to the Brownian motion in (4.13) are indeed martingales,
as in Exercise 3.11 of Bain & Crisan (2009). Note also that b disappears in the evaluation. Since
E[Z·] ≤ 1 , by letting ε ↓ 0 , we obtain the first inequality in (4.12) from E[Zt|Xt|2] ≤ E[|X0|2] + t .
For the second assertions, we replace Zt|Xt|2/(1 + ε|Xt|2) in (4.13) by Zt|Xt,i|2/(1 + ε|Xt,i|2) ,
t ≥ 0 for i = 2, 3, . . . , n . Thanks to (2.7) and E[Z·] ≤ 1 , we have
d
dt
E
[ Zt|Xt,i|2
1 + εZt|Xt,i|2
]
≤ 1 + 4CT
(
1 +E[ sup
0≤s≤t
|Xs,i|2] +E
[ Zt|Xt,i|2
1 + εZt|Xt,i|2
]
+E
[ Zt|Xt,i+1|2
1 + εZt|Xt,i+1|2
])
.
As in remark 2.4, we may derive the estimate E[sup0≤s≤T |Xs|2] <∞ . Then applying the Gronwall
inequality, we obtain the estimate that there exists a constant c > 0 such that
E
[ Zt|Xt,i|2
1 + εZt|Xt,i|2
]
≤ c+ 4CTE
[ Zt|Xt,i+1|2
1 + εZt|Xt,i+1|2
]
+
∫ t
0
(
c+ 4CTE
[ Zs|Xs,i+1|2
1 + εZs|Xs,i+1|2
])
e4CT Tds .
Integrating over [0, T ] with respect to t and letting ε ↓ 0 , we claim the conclusions.
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Let us assume that (4.7) or (4.12) holds. Then the stochastic exponential (Zt,Ft) , t ≥ 0 in
(4.6) is martingale. By Girsanov theorem, under a new probability measure P0 with expectation
E0 , defined by
(dP0/dP)|FT := ZT (4.14)
for every T > 0 , we have the Kallianpur-Striebel formula: P0 (P )-a.s.
πt(ϕ) := E[ϕ(X˜t)|FXt ] =
ρt(ϕ)
ρt(1)
, where ρt(ϕ) := E0[Z
−1
t ϕ(X˜t)|FXT ] ; 0 ≤ t ≤ T (4.15)
for measurable function ϕ : R → R with E[|ϕ(X˜t)|] < ∞ . Its proof is a direct consequence of
Proposition 3.16 and Exercise 5.1 of Bain & Crisan (2009).
Given the observation FXT , the conditional log-likelihood function E[log(dP/dP0)|FT |FXT ] is
E
[− logZT |FXT ] = E[
∫ T
0
b(s,Xs, Fs)dXs − 1
2
∫ T
0
|b(s,Xs, Fs)|2ds
∣∣∣FXT ] .
Substituting the expression b(s,Xs, Fs) = ub˜(s,Xs, X˜s) + (1 − u)
∫
R
b˜(s,Xs, y)ms(dy) , s ≥ 0 ,
we see it is a quadratic function of u . Thus the conditional log-likelihood is maximized at the
conditional maximum likelihood estimator ûT defined by
ûT :=
[
E
[ ∫ T
0
|b(s,Xs, X˜s)|2ds
∣∣∣FXT ]]−1
× E
[ ∫ T
0
b(s,Xs, X˜s)ds
(
Xs −
∫ s
0
∫
R
b˜(u,Xu, y)mu(dy)du
)∣∣∣FXT ] ,
(4.16)
where b(s, x, z) := b˜(s, x, z) − ∫
R
b˜(s, x, y)m(dy) is defined as in the proof of Proposition 3.3 for
x, z ∈ R , 0 ≤ s ≤ T . The maximum likelihood estimator ûT in (4.16) is well defined if the
denominator is not zero, e.g., b(·, ·, ·) 6= 0 .
The analysis of (4.16) is not straightforward due to the conditional expectation and the filtering
feature. We shall discuss the filtering equations in the following section 4.1 and then see the
consistent estimators under the special linear case in section 4.2. For the theory of parameter
estimation in Stochastic Filtering, see e.g., chapter 17 of Liptser & Shiryayev (2001).
4.1 Filtering equations
In the following let us assume under P0 defined in (4.14)
P0
(∫ t
0
∣∣E0[|b(s,Xs, Fs)| ∣∣FXT ]∣∣2ds <∞) = 1 ; 0 ≤ t ≤ T . (4.17)
Proposition 4.2. Let us recall (4.5) and assume (4.12) and (4.17). For every ϕ ∈ C20 (R) , the
conditional expectations ρ·(ϕ) = E0[Z−1· ϕ(X˜·)|FXT ] in (4.15) satisfy
ρt(ϕ) = π0(ϕ) +
∫ t
0
ρs,2(ϕb)dXs +
∫ t
0
ρs,3(A˜sϕ)ds , 0 ≤ t ≤ T , (4.18)
where π0(ϕ) = E[ϕ(X˜0)|FX0 ] = E[ϕ(X˜0)] = E[ϕ(X0)] in (4.15), ρs,2(ϕb) and ρs,3(A˜sϕ) are
defined by
ρs,2(ϕb) := E0
[
Z−1s ϕ(X˜s)b(s,Xs, Fs)|FXT
]
, (4.19)
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ρs,3(A˜sϕ) := E0
[
Z−1s
(
ϕ′(X˜s)b(s, X˜s, Fs,2) +
1
2
ϕ′′(X˜s)
)∣∣∣FXT ] , 0 ≤ s ≤ T . (4.20)
Here F· = F·,1 and F·,2 are the random measures defined as in (4.2) from the law of X· = X ·,1 ,
X˜· = X ·,2 and X ·,3 , in the solution (X ·,1,X ·,2,X ·,3) to the system (4.1)-(4.2) of the directed chain
stochastic differential equation with the distributional constraints (4.3)-(4.4).
Proof. The proof idea is a slight modification of Theorem 3.24 of Bain & Crisan (2009). For
ϕ ∈ C20 (R) let us take the semimartingale decomposition ϕ(X˜·) = ϕ(X˜0) +Mϕ· + Aϕ· of ϕ(X˜·) ,
where Mϕ· and A
ϕ
· are the martingale and the finite variation terms, respectively,
dMϕt := ϕ
′(X˜t)dBt,2 , dA
ϕ
t := ϕ
′(X˜t)b(t, X˜t, Ft,2)dt+
1
2
ϕ′′(X˜t)dt ,
and then consider Z˜εt · ϕ(X˜t) , t ≥ 0 for ε > 0 , and its conditional expectation with respect to
FXT , where Z˜εt := Z−1t /(1 + εZ−1t ) , t ≥ 0 . Since dZ−1t = Z−1t b(t,Xt, Ft)dXt , t ≥ 0 , we have
dZ˜εt =
Z−1t b(t,Xt, Ft)
(1 + εZ−1t )2
dXt − εZ
−2
t |b(t,Xt, Ft)|2
(1 + εZ−1t )3
dt ; t ≥ 0 .
Substituting these expressions for Mϕ· , A
ϕ
· and Z˜ε· into
E0[Z˜
ε
t ϕ(X˜t)|FXT ] = E0[Z˜ε0ϕ(X˜0)|FXT ] +E0
[ ∫ t
0
Z˜εsdA
ϕ
s +
∫ t
0
Z˜εsdM
ϕ
s +
∫ t
0
ϕ(X˜s)dZ˜
ε
s
∣∣∣FXT ] , (4.21)
and taking the limits as ε ↓ 0 under (4.12) and (4.17), we obtain (4.18) with (4.19)-(4.20). Indeed,
we need (4.12) to show (4.11) and then with ‖ϕ‖∞ := supx∈R|ϕ(x)| for ϕ ∈ C20(R) ,
E0
[ ∫ t
0
∣∣∣Z˜εs · ϕ(X˜s)b(s,Xs, Fs)
(1 + εZ−1s )
∣∣∣2ds] ≤ ‖ϕ‖2∞E[
∫ t
0
Zs|b(s,Xs, Fs)|2ds
]
<∞ ,
E0
[ ∫ t
0
E0
[∣∣∣Z˜εs · ϕ(X˜s)b(s,Xs, Fs)
(1 + εZ−1s )
∣∣∣2∣∣∣FXT ]ds] ≤ ‖ϕ‖2∞E[
∫ t
0
Zs|b(s,Xs, Fs)|2ds
]
<∞ ,
and hence
E0
[ ∫ t
0
Z˜εs ·
ϕ(X˜s)b(s,Xs, Fs)
(1 + εZ−1s )
dXs
∣∣∣FXT ] =
∫ t
0
E0
[
Z˜εs ·
ϕ(X˜s)b(s,Xs, Fs)
(1 + εZ−1s )
∣∣∣FXT ]dXs . (4.22)
is a martingale under P0 for 0 ≤ t ≤ T . We need (4.17) to verify that P0 a.s.∫ t
0
∣∣∣E0[Z˜εs · ϕ(X˜s)b(s,Xs, Fs)
(1 + εZ−1s )
∣∣∣FXT ]− ρs,2(ϕb)∣∣∣2ds ≤ 4‖ϕ‖2∞
∫ t
0
|E0[|b(s,Xs, Fs)|
∣∣FXT ]|2ds <∞
for 0 ≤ t ≤ T and then by the dominated convergence theorem to show that as ε ↓ 0 , for a suitably
chosen subsequence εn ↓ 0 , (4.22) converges P0 -a.s. to the P0 -local martingale
∫ ·
0 ρs,2(ϕb)dXs .
The convergence of the other terms in (4.21) along εn is relatively straightforward.
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More generally, for every n ≥ 2 and every k = 1, 2, . . . , n , given ϕ(t, x) ∈ C1,2([0, T ] × Rk)
with bounded support in Rk and bounded in time 0 ≤ t ≤ T let us recall (4.5), i.e., X ·,1 ≡ X· ,
and define
ρt,k(ϕ) := E0[Z
−1
t ϕ(t,X t,1, . . . ,X t,k)|FXT ] ; k = 2, . . . , n , 0 ≤ t ≤ T , (4.23)
and similarly, let us define the normalized version
πt,k(ϕ) := E[ϕ(t,X t,1, . . . ,Xt,k) | FXt ] ; k = 2, . . . , n, 0 ≤ t ≤ T (4.24)
for ϕ ∈ C20 ([0, T ] × Rk) , and for (s, x) ∈ [0, T ]× Rk , i = 1, 2, . . . , n
Dsϕ(s, x) :=
∂ϕ
∂s
(s, x) , Diϕ(s, x) :=
∂ϕ
∂xi
(s, x) , D2i ϕ(s, x) :=
∂2ϕ
∂x2i
(s, x) .
Then with a similar reasoning as in the proof of Proposition 4.2, we obtain the following sys-
tem (4.25) of Zakai equations for the (unnormalized) conditional expectations ρ·,k of function of
(X ·,1, . . . ,X ·,k) , k = 2, . . . , n with respect to FXT and for arbitrary n ≥ 2 .
Proposition 4.3. Under the same assumption as in Proposition 4.2, ρ·,k(ϕ) in (4.23) satisfies
ρt,k(ϕ) = π0,k(ϕ) +
∫ t
0
ρs,k(ϕb)dXs +
∫ t
0
ρs,k+1(A˜sϕ)ds , (4.25)
where the integrands are defined by
ρs,k+1(A˜sϕ) := E0
[
Z−1s
( k∑
i=1
Diϕ(s,Xs,1, . . . ,Xs,k) · b(s,Xs,i, Fs,i) + 1
2
k∑
i=1
D2i ϕ(s,Xs,1, . . . ,Xs,k)
+Dsϕ(s,Xs,1, . . . ,Xs,k) +D1ϕ(s,Xs,1, . . . ,Xs,k) · b(s,Xs,1, Fs,1)
)∣∣∣FXT ] ,
and
ρs,k(ϕb) := E0
[
Z−1s ϕ(s,Xs,1, . . . ,Xs,k)b(s,Xs,1, Fs,1) | FXT
]
(4.26)
for 0 ≤ s ≤ t ≤ T , k = 2, . . . , n and for arbitrary n ≥ 2 .
Now under the assumption (4.12), we have the Kallianpur-Striebel formula: P0 (P )-a.s.
πt,k(ϕ) =
ρt,k(ϕ)
ρt(1)
; k = 2, . . . , n , 0 ≤ t ≤ T .
Then it follows from Proposition 4.2 that
ρt(1) = 1 +
∫ t
0
ρs,2(b)dXs = 1 +
∫ t
0
ρs(1)πs,2(b)dXs ; 0 ≤ t ≤ T . (4.27)
For fixed ε > 0 , applying Ito’s formula to (1/2) log(ε+ |ρt(1)|2) with (4.27), we obtain
d
( 1
2
log(ε+ |ρt(1)|2)
)
=
|ρt(1)|2πt,2(b)
ε+ |ρt(1)|2 dXt +
(ε− |ρt(1)|2)|ρt(1)|2|πt(1)|2
2(ε + |ρt(1)|2 dt
for 0 ≤ t ≤ T . Under the assumption of Proposition 4.3, letting ε ↓ 0 , by the dominated
convergence theorem, we have log ρt(1) =
∫ t
0 πs,2(b)dXs − 12
∫ t
0 |πs,2(b)|2ds , and hence
E0[Z
−1
t |FXT ] = ρt(1) = exp
( ∫ t
πs,2(b)dXs − 1
2
∫ t
0
|πs,2(b)|2ds
)
; 0 ≤ t ≤ T .
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Proposition 4.4. In addition to the assumption in Proposition 4.2, let us assume
P
(∫ t
0
|πs,k(b)|2ds <∞
)
= 1 ; k = 2, . . . , n , 0 ≤ t ≤ T . (4.28)
Then the conditional expectation π·,k(ϕ) in (4.24) with respect to FX· satisfies the following system
of Kushner-Stratonovich equations
πt,k(ϕ) = π0,k(ϕ) +
∫ t
0
(πs,k(ϕb)− πs,k(b)πs,k(ϕ))
(
dXs − πs,k(b)ds
)
+
∫ t
0
πt,k+1(A˜sϕ)ds (4.29)
where we define πs,k(ϕb) := ρs,k(ϕb)/ρs(1) , πs,k+1(A˜sϕ) := ρs,k+1(A˜sϕ) / ρs(1) from (4.26) for
0 ≤ t ≤ T , k = 2, . . . , n and for arbitrary n ≥ 2 .
Proof. The proof is now straightforward by Itô’s formula under the condition (4.28) thanks to the
representations of ρ·(1) and ρ·,k(ϕ) in (4.25).
Remark 4.1. As in Remarks 2.3 and 3.1, when u ∈ (0, 1] , as a description of the conditional
expectations π·,k , ρ·,k , k = 2, . . . , n with respect to FXT , the system (4.25) or the system (4.29)
has an infinite-dimensional aspect. This is because ρ·,k in (4.25) is represented by the integral of
ρ·,k with respect to dXs and the integral of ρ·,k+1 with respect to ds and because ρ·,k+1 is the
conditional expectation of function of (X ·,1, . . . ,X ·,k+1) if u ∈ (0, 1] for every k = 2, . . . , n . The
system (4.29) for π·,k has the same aspect, inherited from ρ·,k in (4.25). Since n is arbitrary,
the chain of such descriptions continues. Unique characterizations of conditional expectations as a
solution to this infinite system of Zakai equations (4.25) and Kushner-Stratonovich equations 4.29)
is out of scope of current paper. Numerical methods, particle methods and their comparisons for
solving such systems are also interesting ongoing projects. 
4.2 Connection to the infinite-dimensional Ornstein-Uhlenbeck process
Let us take a time-homogeneous linear functional b(t, x, µ) := − ∫
R
(x− y)µ(dy) for t ≥ 0 , x ∈ R ,
µ ∈M(R) of mean-reverting type. Then, (2.1) is reduced to the stochastic differential equation
dX
(u)
t = −
(
u (X
(u)
t − X˜(u)t ) + (1− u)(X(u)t − E[X(u)t ])
)
dt+ dBt ; t ≥ 0 (4.30)
for each u ∈ [0, 1] . Particularly, the McKean-Vlasov stochastic differential equation (2.18) becomes
dX•t = −(X•t − E[X•t ])dt+ dBt , t ≥ 0 , (4.31)
when u = 0 , i.e., X•· := X
(0)
· , and the chain equation (2.19) with u = 1 , X
†
· := X
(1)
· becomes
dX†t = −(X†t − X˜†t )dt+ dBt , t ≥ 0 . (4.32)
Setting a fixed initial value X(u)0 = 0 , we see that the expectations are constant in time
E[X
(u)
t ] = E[X˜
(u)
t ] = E[X
•
t ] = E[X
†
t ] = 0 , t ≥ 0 , u ∈ [0, 1] , (4.33)
with an explicitly solvable Gaussian pair (X(u)(t), X˜(u)(t)) for t ≥ 0 , u ∈ [0, 1]
X
(u)
t =
∫ t
0
e−(t−s)uX˜(u)s ds+
∫ t
0
e−(t−s)dBs ,
X˜
(u)
t =
∫ t
0
∞∑
k=0
p0,k(t− s;u) dWs,k , p0,k(t− s;u) := u
k(t− s)k
k!
e−(t−s) ,
(4.34)
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where (W k· , k ≥ 0) is a sequence of independent, one-dimensional standard Brownian motions,
independent of the Brownian motion B(·) . Note that the integrand p0,k(t − s;u) , k ∈ N0 in
(4.34) is a (taboo) transition probability P(M(t− s) = k|M(0) = 0) of a continuous-time Markov
chain M(·) in the state space N0 with generator matrix Q = (qi,j)i,j∈N0 with qi,i+1 = u ∈ [0, 1] ,
qi,i = −1 and qi,j = 0 for the other entries j 6= i, i + 1 . When u = 0 , Q is the generator
of Markov chain with jump rate 1 from state i and killed immediately. When u = 1 , Q is the
generator of a Poisson process with rate 1 . When u ∈ (0, 1) , the jump rate from i to i+ 1 is 1
and killed with probability (1 − u) (and hence, success probability u of jumps from i to i + 1 ).
Thus we interpret p0,k(t− s;u) as (0, k) -element of the N0 × N0 -dimensional matrix exponential
e(t−s)Q , i.e.,
( pi,j(t− s;u) := P(M(t− s) = j|M(0) = i) , i, j ∈ N0 ) ≡ ((e(t−s)Q)i,j, i, j ∈ N0) ; t ≥ s ≥ 0 .
For the matrix exponential etQ , t ≥ 0 of such Q , see for example, Friedman (1971). Then we
have a Feynman-Kac representation formula
X˜
(u)
t = E
M
[ ∫ t
0
∞∑
k=0
1{M(t−s) = k}dWs,k|M(0) = 0
]
; t ≥ 0 , (4.35)
where the expectation is taken with respect to the probability induced by the Markov chain M(·) ,
independent of the Brownian motions (W·,k, k ∈ N0) .
Indeed, by Proposition 3.1, the solution (4.34) is obtained by an infinite particle approximation
dX
(u)
t,k = −(X(u)t,k − uX(u)t,k+1)dt+ dWt,k ; t ≥ 0 , k ∈ N0 (4.36)
of the simplified form of (4.30), that is,
dX
(u)
t = −(X(u)t − uX˜(u)t )dt+ dBt ; t ≥ 0 .
Here we assume σ(X(u)t,k+1, t ≥ 0) and σ(Wt,k, t ≥ 0) are independent for every k ∈ N0 . The
infinite particle system (4.36) can be represented as an infinite-dimensional Ornstein-Uhlenback
stochastic differential equation or more generally, stochastic evolution equation (see e.g., Dawson
(1972), Da Prato & Zabczyk (1992), Kallianpur & Xiong (1995), Batt, Kallianpur, Karandikar, &
Xiong (1998), Athreya, Bass & Perkins (2005) for more general results in Hilbert spaces)
dXt = QXt dt+ dWt , (4.37)
where X· := (X
(u)
·,k , k ∈ N0) with X0 = 0 , and W· := (W·,k, k ∈ N0) . Note that the transition
probabilities P(M(t) = k|M(0) = i) = (etQ)i,k , i, k ∈ N0 of the continuous-time Markov chain
M(·) defined in the previous paragraph satisfies the backward Kolmogorov equation
d
dt
etQ = Q etQ ; t ≥ 0 .
Thus, by Itô’s formula we directly verify
d
(∫ t
0
e(t−s)QdWs
)
=
(
Q
∫ t
0
e(t−s)QdWs
)
dt+ dWt ; t ≥ 0 ,
and hence
Xt =
∫ t
0
e(t−s)Q dWs ; t ≥ 0 ,
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is a solution to (4.37). Therefore, (4.34) is the solution to (4.30). Although Q has the specific form
here, it is easy to see that in general, the Feynman-Kac formula (4.35) still holds for the infinite-
dimensional Ornsten-Uhlembeck process with a class of generators Q which form a Banach algebra
(e.g., the generator of the discrete-state, compound Poisson processes, see Friedman (1971)).
4.2.1 Asymptotic Dichotomy
With X(u)0 = 0 still, the asymptotic behaviors of their variances as t→∞ are dichotomous
Var(X(u)t ) =
∫ t
0
e−2vI0(2uv)dv =
{
O(1) , u ∈ [0, 1) ,
O(
√
t) , u = 1 ,
(4.38)
with Var(X(0)t ) = Var(X
•
t ) =
1− e−2t
2
, Var(X(1)t ) = Var(X
†
t ) = te
−2t(I0(2t) + I1(2t))
for t ≥ 0 . Here Iν(·) is the modified Bessel function of the first kind with index ν , defined by
Iν(x) :=
∞∑
k=0
(x/2)2k+ν
Γ(k + 1) · Γ(ν + k + 1) ; x > 0 , ν ≥ −1 .
Note that the Bessel functions I0(x) and I1(x) grow with the order of O(ex /
√
2πx) as x→∞ .
Remark 4.2 (Asymptotic dichotomy of (4.30)). The process X(u)· defined by (4.30) has dichotomous
long-term behaviors:
1. When u ∈ [0, 1) , the process X(u)· is positive recurrent and its stationary distribution is
Gaussian with mean 0 and variance
lim
t→∞Var(X
(u)
t ) =
∫ ∞
0
e−2vI0(2uv)dv =
1
2
√
1− u2 <∞ . (4.39)
In particular, when u = 0 , X(0)· = X•· is an Ornstein-Uhlenbeck process with a stationary
Gaussian distribution of mean 0 and variance 1 / 2 .
2. When u = 1 , the process X(1)· = X
†
· is a mean zero Gaussian process with growing variance
of the order O(
√
t) with limt→∞Var(X
†
t ) = ∞ , given by (4.38) and covariances
E[X†sX
†
t ] = E[X˜
†
sX˜
†
t ] = e
−(t−s)
∫ s
0
e−2vI0(2
√
(t− s+ v)v)dv ; 0 ≤ s ≤ t ,
E[X†t X˜
†
u] =
∫ t
0
et−sE[X˜†sX˜
†
u]ds =
∫ t
0
et−sE[X†sX
†
u]ds ; t, u ≥ 0 .
In particular, E[X†sX†t ] = O(e
−(t−2
√
(t+s)s)t−1/4) for large t→∞ .
This asymptotic dichotomy is an answer to the first question posed in section 1. Namely, the
large system of type (1.1) diverges widely, while the large system of type (1.2) converges to the
stationary distribution as t→∞ under the linear case of (4.30). 
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Remark 4.3 (Repulsive case). Instead of mean-reverting, if the drift functional b is of repulsive type
b(t, x, µ) :=
∫
R
(x− y)µ(dy) , then the resulting paired process in (2.1) with u = 1 is described by
dX††t = (X
††
t − X˜††t )dt+ dBt ; t ≥ 0 (4.40)
with the conditions (2.2)-(2.3). The solution with the initial values X††0 = X˜
††
0 = 0 is given by
X††t =
∫ t
0
et−sX˜††s ds+
∫ t
0
et−sdBs , X˜
††
t =
∫ t
0
∞∑
k=0
et−s · (−1)
k(t− s)k
k!
dWs,k ; t ≥ 0
for independent Brownian motions W·,k , k ∈ N0 , independent of B· . In this case the variance
grows exponentially fast, i.e., Var(X††t ) = te
2t(I0(2t)− I1(2t)) , t ≥ 0 . 
Remark 4.4 (Discrete-time time series). The discrete-time version of (4.30) with distributional con-
straints can be defined by the difference equation for (Xk, X˜k) = (X
(u)
k , X˜
(u)
k ) , k = 0, 1, . . . , for
example, given constants a ∈ (0, 1) , u ∈ [0, 1] ,
Xk = aXk−1 + (1− a)(uX˜k−1 + (1− u)E[Xk−1]) + εk ; k = 1, 2, . . . (4.41)
where we assume Law({Xk, k = 0, 1, 2, . . .}) ≡ Law({X˜k, k = 0, 1, 2, . . .}) and the independently,
identically distributed noise sequence εk , k ≥ 1 is independent of X˜· . We shall solve for the joint
distribution of (Xk, X˜k) , k ≥ 0 . Again for simplicity, let us assume X0 = 0 = X˜0 . Then it
reduces to E[Xk] = E[X˜k] , k = 0, 1, 2, . . . , and hence to Xk = aXk−1 + (1 − a)uX˜k−1 + εk ;
k = 1, 2, . . . with distributional constraints.
By recursive substitutions, we have X1 = ε1 , X2 = aX1+(1−a)uX˜1+ ε2 , X3 = aX2+(1−
a)uX˜2 + ε3 , and Xn = u
∑n−1
k=1 a
k−1(1 − a)X˜n−k +
∑n−1
k=0 a
kεn−k . Thanks to the distributional
constraints, we represent the distribution of the solution to (4.41) as
Xn =
∑
0≤ℓ≤k≤n−1
(
k
ℓ
)
uℓ(1− a)ℓak−ℓεn−k,ℓ , X˜n =
∑
0≤ℓ≤k≤n−1
(
k
ℓ
)
uℓ(1− a)ℓak−ℓεn−k,ℓ+1 ,
where εn,m , n,m ∈ N are independently, identically distributed noise with εn,0 = εn for n ∈ N .
While the stochastic kernel in the stochastic integral in (4.34) for the solution to the continuous
time equation (4.30) is a Poisson probability, the stochastic kernel for the solution to the discrete
time equation (4.41) is a binomial probability. The variance and covariances can be calculated, e.g.,
E[X2n] =
n−1∑
k=0
k∑
ℓ=0
(
k
ℓ
)2
u2ℓ(1− a)2ℓa2(k−ℓ) =
n−1∑
k=0
uk(1− a)k 2F1
(
− k,−k, 1; a
2
(1− a)2
)
,
where 2F1(·) is the Gauss hypergeometric function. 
Remark 4.5. We may generalize these explicit examples in this section to time-inhomogeneous,
linear equations, where the dependence on expectations and marginal laws remain to exist in the
expressions. The resulting expressions would become more complicated. Here we demonstrate these
simple examples with the connection to the infinite-dimensional Ornstein-Uhlenbeck processes. 
4.2.2 Consistent estimation
Let us denote by Ft, t ≥ 0 the filtration generated by the solution pair (X·, X˜·) := (X(u)· , X˜(u)· )
in (4.30). Thanks to the Girsanov theorem, the log Radon-Nykodim derivative of the solution P(u)
with respect to the Wiener measure P0 is given by
log
dP(u)
dP0
∣∣∣
FT
=
∫ T
0
(Xt − uX˜t)dXt + 1
2
∫ T
0
(Xt − uX˜t)2dt .
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Thus given FXT , the observer may maximize the conditional log likelihood function
E
[
− log
( dP(u)
dP0
∣∣∣
FT
)∣∣∣FXT ]
with respect to u , and formally obtain a unique maximizer, corresponding to (4.16),
û :=
(∫ T
0
E
[
X˜2t |FXT
]
dt
)−1 · E[ ∫ T
0
XtX˜tdt+
∫ T
0
X˜tdXt
∣∣∣FXT ] (4.42)
as an estimator of u . Evaluation of these conditional expectations in (4.42) is a filtering problem.
The detailed study of û in (4.42) still remains an open problem. If we replace X˜· by X· in
(4.42), then we obtain a modified estimator
ûm :=
(∫ T
0
X2t dt
)−1 · (∫ T
0
X2t dt+
∫ T
0
XtdXt
)
= 1−
(
2
∫ T
0
X2t dt
)−1(
T −X2T
)
. (4.43)
It follows from (4.39) that limT→∞ ûm = 1 −
√
1− u2 ≤ u ∈ [0, 1] . Thus this modified estimator
ûm underestimates the value u asymptotically as T →∞ .
Another typical method of estimation of u is known as the method of moments. We may obtain
the method of moments estimator by matching the second moment in the limit, i.e.,
ûM :=
[
1−
( 2
T
∫ T
0
X2t dt
)−2]1/2
. (4.44)
It follows from (4.39) directly that limT→∞ ûM = u ∈ [0, 1] . Thus this method of moments
estimator ûm is asymptotically consistent to the value u as T →∞ .
5 Appendix
5.1 Sketch of proof of (3.30)
We shall sketch the poof of (3.30) for Proposition 3.3 when u > 0 . If u = 0 , it reduces to the case of
propagation of chaos results and it is given in Sznitman (1991). First note that by the construction,
X ·,i in (3.5)-(3.6) is determined by the iteration X ·,i = Φ(·, (ms)0≤s≤·, (Xs,i+1)0≤s≤·, (Ws,i)0≤s≤·)
as in (2.12), where X ·,i+1 is independent of W·,i for i = n, n− 1, . . . , 1 , that is, with this random
iterative map and a slight abuse of notation, we may write and view
ηt,i := Xt,i = Φ ◦Φ ◦ · · · ◦Φt(X ·,n+1;W·,i, . . . ,W·,n) = Φ(n+1−i)t (ηn+1;W·,i, . . . ,W·,n) (5.1)
for 0 ≤ t ≤ T as an element in the space C([0, T ],R) = C([0, T ]) of continuous functions. Thus,
ηi , i = n + 1, n, n − 1, . . . , 1 possess a discrete-time Markov chain structure. In particular, for
j < k < i , given ηk , the distribution of ηi and ηj are conditionally independent.
Let us write W := (W·,1, . . . ,W·,n) for simplicity. For every Lipschitz function ϕ(·) with
Lipschitz constant K , there exists a constant c > 0 such that the difference between the conditional
expectation of ϕ(X t,1) , given Xs,n+1 , 0 ≤ s ≤ T and the unconditional expectation of ϕ(X t,1)
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is bounded by
E[ sup
0≤t≤T
|E[ϕ(X t,1)|Xs,n+1, 0 ≤ s ≤ T ]− E[ϕ(X t,1)]|2
]
=
∫
C([0,T ])
sup
0≤t≤T
∣∣∣ ∫
C([0,T ])
(
E
W [ϕ(Φ
(n)
t (ηn+1;W·))] − EW [ϕ(Φ(n)t (η˜n+1;W·))]
)
m(dη˜n+1)
∣∣∣2m(dηn+1)
≤
∫
C([0,T ])2
sup
0≤t≤T
E
W [|ϕ(Φ(n)t (ηn+1;W ))− ϕ(Φ(n)t (η˜n+1;W ))|2]m(dη˜n+1)m(dηn+1)
≤ K2
∫
C([0,T ])2
E
W [ sup
0≤t≤T
|Φ(n)t (ηn+1)−Φ(n)t (η˜n+1)|2]m(dη˜n+1)m(dηn+1) ≤
cn
n!
,
where EW is the expectation with respect to W and the last inequality is verified in a similar way
as in the proof of Proposition 2.1, thanks to the Lipschitz continuity (2.6) of the functional b(·) .
Similarly, there exists a constant c > 0 such that we have the estimate
E
[
sup
0≤t≤T, x∈R
∣∣∣E[ϕ(x,X t,j)|Xs,k, 0 ≤ s ≤ T ]− E[ϕ(x,X t,j)]∣∣∣2] ≤ ck−j
(k − j)! ; k > j (5.2)
for a Lipschitz function ϕ(x, y) : R2 → R with |ϕ(x1, y1)− ϕ(x2, y2)| ≤ K(|x1 − x2|+ |y1 − y2|) .
Second, note that because of the definition of b(·, ·, ·) appeared in (3.30), for every j = 1, . . . , n ,
E[b(s, x,Xs,j)] =
∫
R
b˜(s, x, z)ms(dz)−
∫
R
b˜(s, x, y)ms(dy) = 0 ; s ≥ 0, x ∈ R .
Combining this observation and the Markov chain structure with (5.2), for j < k < i we evaluate
E[b(s,Xs,i,Xs,j)b(s,Xs,i,Xs,k)]
= E[b(s,Xs,i,Xs,k)E[b(s,Xs,i,Xs,j)|X ·,i,X ·,k]]
= E[b(s,Xs,i,Xs,k)E[b(s, x,Xs,j)|X ·,i,X ·,k]
∣∣
x=Xs,i
]
= E[b(s,Xs,i,Xs,k)E[b(s, x,Xs,j)|X ·,k]
∣∣
x=Xs,i
]
≤ (E[|b(s,Xs,i,Xs,k)|2])1/2 · (E[|E[b(s, x,Xs,j)|X ·,k]|x=Xs,i |2])1/2 ≤ C ·
[ ck−j
(k − j)!
]1/2
,
(5.3)
where the constant c does not depend on (s, i, j, k) and we used the Lipschitz continuity of b(·) and
a similar technique as in the proof of Proposition 2.2 to show sup0≤s≤T (E[|b(s,Xs,i,Xs,k)|2])1/2 ≤ C
for some constant C which does not depend on (i, k) . This is the case 1 ≤ j < k < i ≤ n .
For the case i < j < k or the case j < i < k we need the estimates
E
[
sup
0≤t≤T, x∈R
∣∣∣E[ϕ(x,X t,k)|Xs,j, 0 ≤ s ≤ T ]− E[ϕ(x,X t,k)]∣∣∣2] ≤ C · [ ck−j
(k − j)!
]1/2
; k > j . (5.4)
This is similar to (5.2) but the condition in the conditional expectation is reverse in discrete-time.
We shall construct time-reversal of the discrete-time Markov chain structure (5.1). To do so, as in
Proposition 2.1, given the marginal law m(·) = m∗(·) with the marginal density function mt : R→
R+ at time t ≥ 0 in the assumptions (3.23)-(3.24) of Proposition 3.3, let us consider the following
system of the directed chain stochastic equation with mean-field interaction for (Y·,X·, X˜·) :
dXt =
[
ub˜(t,Xt, X˜t) + (1− u)
∫
R
b˜(t,Xt, z)m̂t(dz)
]
dt+ dBt ,
dYt =
[
ub˜(t, Yt,Xt) · mt(Yt)
mt(Xt)
+ (1− u)
∫
R
b˜(t, Yt, z)m̂t(dz)
]
dt+ dB̂t
(5.5)
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driven by independent Brownian motions (B·, B̂·) , where we assume the distributional constraints
Law(X˜·) = Law(X·) = Law(Y·) ,
Law(X0, X˜0, Y0) = Law(X0)⊗ Law(X˜0)⊗ Law(Y0) ,
(5.6)
and m̂t(·) is the marginal law, i.e.,
m̂t = Law(Yt) = Law(Xt) = Law(X˜t) ; t ≥ 0 , (5.7)
with the independence relations, similar to (2.3),
σ(X˜t, t ≥ 0) ⊥⊥ σ(Bt, t ≥ 0) , σ((X˜t,Xt), t ≥ 0) ⊥⊥ σ(B̂t, t ≥ 0) . (5.8)
We claim that the conditional distribution of Yt , given Xt , is the same as the conditional
distribution of X˜t , given Xt , for every t ≥ 0 , i.e.,
Conditional Law(Yt |Xt) = Conditional Law(X˜t |Xt) ; t ≥ 0 . (5.9)
with the condition
mt = Law(Xt) ≡ Law(X˜t) ≡ Law(Yt) = m̂t ; t ≥ 0 . (5.10)
Indeed, thanks to (3.23)-(3.24) and the fixed point argument, by some appropriate changes in the
proof of Proposition 2.1, the weak solution (Y·,X·, X˜·) to (5.5) exists with the constraints (5.6)-(5.8),
and its joint law and marginal laws are uniquely determined. Since the couple (X·, X˜·) also solves
the first equation in (2.1), it follows from the construction of the system (5.5) and the uniqueness
of (marginal) law in Proposition 2.1 that Law(X˜·) = Law(X·) with the marginal m(·) = m∗(·)
and its marginal density mt , t ≥ 0 . Thus we obtain (5.10). Moreover, as in Proposition 3.1, its
joint distribution M· of (X·, X˜·) satisfies the integral equation (3.11) with (3.12). Similarly, the
joint distribution M̂· of (Y·,X·) satisfies the integral equation∫
R
g(x)mt(dx) =
∫
R
g(x)m0(dx) +
∫ t
0
[Âs(M̂)g] ds ; 0 ≤ t ≤ T , (5.11)
similar to (3.11), for every test function g ∈ C2c (R) , where
Âs(M̂)g := u
∫
R2
b˜(s, y1, y2)· ms(y1)
ms(y2)
g′(y1)M̂s(dy1dy2)+(1−u)
∫
R2
b˜(s, y1, y2)g
′(y1)ms(dy1)ms(dy2)
+
1
2
∫
R
g′′(y1)ms(dy1) ; 0 ≤ s ≤ T . (5.12)
The uniqueness of solution to this integral equation (5.11) may be shown as in Lemma 10 of
Oelschläger (1984). Thus, comparing (3.11) with (5.11), we obtain (5.9) from (5.10) and the time-
reversible relation
ms(y1) M̂s(dy1dy2) = ms(y2)Ms(dy1dy2) ; 0 ≤ s ≤ T , (y1, y2) ∈ R2 .
Thus, thanks again to the Lipschitz continuity (3.23) and linear growth condition (3.24), re-
peating the derivation of (5.2) but now with this reversed discrete-time Markov chain relationship
(5.9), we obtain (5.4). Hence both for the cases j < i < k and i < j < k there exist constants c
and C such that
E[b(s,Xs,i,Xs,j)b(s,Xs,i,Xs,k)] ≤ C ·
[ ck−j
(k − j)!
]1/2
.
Therefore, we conclude (3.30), because there exist constants c, C > 0 such that
1
n
n∑
j=1
n∑
k=1
E[b(s,Xs,i,Xs,j)b(s,Xs,i,Xs,k)] ≤ 2C
n
n∑
j=1
n∑
k=j
[ ck−j
(k − j)!
]1/2 ≤ 2C ∞∑
k=0
[ ck
k!
]1/2
< +∞ .
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