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Abstract. We address the weak numerical solution of stochastic differential equations driven
by independent Brownian motions (SDEs for short). This paper develops a new methodology to
design adaptive strategies for determining automatically the step-sizes of the numerical schemes that
compute the mean values of smooth functions of the solutions of SDEs. First, we introduce a general
method for constructing variable step-size weak schemes for SDEs, which is based on controlling
the matching between the first conditional moments of the increments of the numerical integrator
and the ones corresponding to an additional weak approximation. To this end, we use certain local
discrepancy functions that do not involve sampling random variables. Precise directions for designing
suitable discrepancy functions and for selecting starting step-sizes are given. Second, we introduce
three variable step-size Euler schemes derived from three different discrepancy functions, as well as
four variable step-size higher order weak schemes are proposed. Third, to compute the expectation
of functionals of diffusion processes a general procedure for designing adaptive schemes with variable
step-size and sample-size is presented, which combines a conventional Monte Carlo technique for
estimating the total number of simulations with the new variable step-size weak schemes. Finally, a
variety of numerical simulations are presented to show the potential of the introduced variable step-
size strategies and adaptive schemes to overcome known instability problems of the conventional
fixed step-size schemes in the computation of diffusion functional expectations.
Key words. Stochastic differential equation, numerical solution, weak error, step-size selection,
adaptive time-stepping, Monte-Carlo method, adaptive sample-size.
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1. Introduction. In this paper, we introduce a new methodology to design
adaptive strategies for the computation of expected values of functionals of Itoˆ sto-
chastic differential equations (SDEs for short). We focus on the automatic calculation
of the mean value of ϕ (XT ) with ϕ : Rd → R smooth, T > 0, and
(1.1) Xt = X0 +
∫ t
0
b (s,Xs) ds+
m∑
k=1
∫ t
0
σk (s,Xs) dW
k
s ∀t ∈ [0, T ] .
Here, W 1, . . . ,Wm are independent Brownian motions on a filtered complete prob-
ability space
(
Ω,F, (Ft)t≥0 ,P
)
, the functions b, σ1, . . . , σm : [0, T ] × Rd → Rd are
smooth, and the unknown Xt is an adapted Rd-valued stochastic process with con-
tinuous trajectories. Let (Yn)n be a one-step numerical scheme solving (1.1) at nodes
(τn)n, where (τn)n is a random discretization of [0, T ]. This article addresses the
automatic selection of the step-sizes τn+1 − τn for which, roughly speaking, Yn is an
appropriate weak approximation of Xτn .
With the understanding that in numerical integration problems –like the one
considered in this paper– practical methods are needed to determine step-sizes small
enough for achieving a good accuracy and large enough to avoid unnecessary com-
putational work, a variety of adaptive strategies for the step-size selection have been
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developed. Remarkable is the diversity of successful strategies designed for the numer-
ical integration of ordinary differential equations (ODEs), and the number of robust
and efficient codes based on them that have been implemented (see, e.g., [17, 46, 47]).
As a result of the effective control of the local discretization errors, complex problems
involving the integration of ODEs can be solved efficiently (see, e.g., [47]). In the case
of SDEs like (1.1), various variable step-size strategies for pathwise schemes (strong
approximations) have been proposed by extending the trajectory-based approaches
developed for integrating ODEs. For instance, known is the strategy of halving or
doubling the current step size (see, e.g., [11]), and other based on embedded meth-
ods (see, e.g., [6]), on the control of the drift component (see, e.g., [27, 31]), and on
predictive-integral (PI) controllers (see, e.g., [7, 23]).
Unlike for strong integrators for SDEs, only a few works dealing with adaptive
strategies for weak integrators –as those concerning this paper to compute Eϕ (XT )–
have been published. In [49], two adaptive time-stepping strategies for the Euler
scheme were introduced on the bases of a computable leading-order term of an a-
posteriori weak error estimate (see also, e.g., [21, 36, 39]). For this purpose, the
algorithms of [49] start with a Monte Carlo simulation of the numerical solution
of (1.1) with a given initial time discretization, and the stochastic step-size method
involves the simulation of Brownian bridges. On the other hand, Ro¨ssler [44] extended
straightforwardly the conventional step-size control of embedded schemes for ODEs
to get a variable deterministic time discretization (see also, e.g., [30, 50]). To this
end, [44] combines a pair of embedded stochastic Runge-Kutta schemes with samples
generated by Monte Carlo simulations to estimate the “local error”∣∣E (ϕ (Xτn+1 (τn, Yn))upslopeFτn)− E (ϕ (Yn+1)upslopeFτn)∣∣ ,
where, from now on, (Xt (τn, Yn))t∈[τn,T ] is the solution of (1.1) with initial condition
Yn at τn. In [30, 44, 50] the starting step-size is given by the user. In the framework
of the continuous-discrete estimation problem of the filtering theory, [24] develops
an adaptive filter of minimum variance that uses, between consecutive observation
times, the weak local linearization scheme given in [25] (see also [9]), together with
an adaptive strategy controlling the predictions for the first two conditional moments
of the continuous state equation that does not involve sampling random variables.
Inspired by [24] and by the variable step-size strategies based on embedded
schemes for ODEs, in Section 3 we introduce a new method for constructing vari-
able step-size weak schemes for SDEs. The heart of the method is to control the
matching between the first conditional moments of embedded pairs of weak approx-
imations by means of discrepancy functions that do not involve sampling random
variables. Roughly speaking, we determine automatically the step-size τn+1 − τn of
the one-step numerical scheme (Yn)n by keeping a weighted norm of estimates of the
conditional expectations E
(
Yˆn+1upslopeFτn
)
− E (Yn+1upslopeFτn) and
E
((
Yˆn+1 − Yn
)(
Yˆn+1 − Yn
)>
upslopeFτn
)
− E
(
(Yn+1 − Yn) (Yn+1 − Yn)>upslopeFτn
)
within the range of a threshold given by the user, where Yˆn+1 is an auxiliary weak
approximation of Xτn+1 (τn, Yn). We provide directions for designing suitable discrep-
ancy functions.
In Sections 4 and 5 we apply the general method introduced in Section 3 to obtain
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adaptive algorithms for the step-size selection of the Euler-Maruyama scheme
(1.2) Yn+1 = Yn + b (τn, Yn) (τn+1 − τn) +
m∑
k=1
σk (τn, Yn)
(
W kτn+1 −W kτn
)
,
where (τn)n is a random discretization of [0, T ]. We introduce three variable step-
size Euler-Maruyama schemes for calculating Eϕ (XT ) that are derived from three
different discrepancy functions, which control the first two conditional moments of
Yn+1 − Yn. The step-sizes τn+1 − τn of these schemes are computed automatically
without sampling the random variables Yn+1 and Yˆn+1, and without employing any
accept/reject algorithm (usual in the adaptive integrators for ODEs). In Section 4
we compare Yn+1 with the additional approximation Yˆn+1 = Yn. The second order
truncated weak Itoˆ-Taylor expansion of Xτn+1 (τn, Yn) play the role of the additional
approximation in Section 5, i.e., Yˆn+1 is the approximation (5.1) given below.
The choice of the initial step-size τ1 is a critical stage in variable step-size methods
for ODEs (see, e.g., [14, 17]). In Section 5.2, we introduce a general procedure for
the automatic selection of the starting step-size based on controlling the size of the
first two moments of Y1−Y0, which is applied to determine the initial step-size of the
variable step-size schemes developed in Sections 5 and 6.
In Section 6, we introduce four variable step-size higher order schemes. In the
spirit of the local extrapolation procedure used for designing higher order variable
step-size schemes for ODEs (see, e.g., [17, 46]), we select the step-sizes τn+1− τn as in
Section 5, but instead of using the Euler scheme we continue the numerical solution
of (1.1) from τn to τn+1 with numerical methods arising from Yˆn+1. That is, just
after we estimate τn+1 as in Section 5, we replace Yn+1 by higher order methods at
the time of computing the final numerical approximation of Xτn+1 .
Section 7 provides adaptive schemes with variable step-size and sample-size. We
adaptively estimate the number of simulations of the variable step-size weak schemes,
developed in Sections 4 - 6, that are required to compute Eϕ (XT ) by the Monte-Carlo
sampling. We determine the final sample-size of this Monte-Carlo simulations by using
a non-uniform Berry-Essen inequality like in, for instance, [2, 15, 16, 18, 39, 49].
Finally, in Section 8 we illustrate the performance of the new adaptive schemes by
means of numerical experiments with five benchmark SDEs. The simulation results
show the potential of the introduced variable step-size strategies and adaptive schemes
to overcome known instability problems of the conventional fixed step-size integrators
in the computation of expectations of functions of the solution to stiff SDEs. Section
9 is a conclusion paragraph.
2. Preliminaries.
2.1. Notation. We denote by ‖·‖ the Euclidean norm on Rd, and ‖·‖`p({1,...,d},R)
stands for a weighted `p norm on Rd, with p∈N∪{+∞}. We abbreviate ‖·‖`p({1,...,d},R)
to ‖·‖Rd . The (i, j) component of the matrix A is denoted by Ai,j , and we represent
the elements of Rd as column vectors. Throughout this paper, ‖·‖Rd×d stands for a
norm on the space of all real matrices of order d× d such that
‖A‖Rd×d =
∥∥∥(∣∣Ai,j∣∣)
i,j=1,...,d
∥∥∥
Rd×d
,
i.e., ‖·‖Rd×d is an absolute norm, and
(2.1)
∥∥x y>∥∥Rd×d ≤ ‖x‖Rd ‖y‖Rd ∀x, y ∈ Rd.
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Special cases of (2.1), where the inequality becomes an equality, are the matrix norm
induced by ‖·‖, the element-wise max matrix norm and the `1,1 entrywise matrix
norm –the sum of the absolute values of all the components– provided that ‖·‖Rd is,
respectively, ‖·‖, the max norm and the `1 norm.
From now on, K (resp. K (·) and q) stands for different non-negative real numbers
(resp. non-negative increasing functions and natural numbers) that are independent
of the discretizations of [0, T ]. We use the standard multi-index notation. In par-
ticular, for any multi-index α = (α1, . . . , αd) ∈ (Z+)d we set |α| = α1 + · · · + αd,
α! = α1! · · ·αd!, xα =
(
x1
)α1 · · · (xd)αd , and ∂αx = ( ∂∂x1 )α1 . . . ( ∂∂xd )αd . The space
CLP
(
[0, T ]× Rd,R) is the set of all f : [0, T ] × Rd → R such that ∂αx f is continuous
and has polynomial growth, i.e.,
|∂αx f (t, x)| ≤ K (1 + ‖x‖q) ∀t ∈ [0, T ] and x ∈ Rd,
whenever |α| ≤ L. The function f : Rd → R belongs to CLP
(
Rd,R
)
iff (t, x) 7→ f (x)
is in CLP
(
[0, T ]× Rd,R).
2.2. Basic assumptions on the SDE. The SDE (1.1) has a unique continuous
strong solution up to an explosion time, because b and σk are assumed to be locally
Lipschitz functions (see, e.g., [32, 43]). We suppose that:
Hypothesis 1. (a) For all j = 1, . . . , d, the functions bj , σj1, . . . , σ
j
m belong
to C5P
(
[0, T ]× Rd,R) and ∂tbj , ∂tσj1, . . . , ∂tσjm ∈ C1P ([0, T ]× Rd,R).
(b) For all p ∈ N, E (‖X0‖p) < +∞.
(c) The equation (1.1) has a unique continuous strong solution on the interval
[0, T ]. Furthermore, for any p ∈ N there exist q ∈ N and K ≥ 0 satisfying
(2.2) E (‖Xt‖p) ≤ K (1 + E (‖X0‖q)) ∀t ∈ [0, T ] .
The condition (c) of Hypothesis 1 holds, for instance, in case
x>b (t, x) +
1
2
m∑
k=1
‖σk (t, x)‖2 ≤ K
(
1 + ‖x‖2
)
for all x ∈ Rd and t ∈ [0, T ] (see, e.g., [32]). Since we are interested in the weak
numerical solution of (1.1), we consider the backward Kolmogorov equation
(2.3)
{
∂tu (t, x) = −L (u) (t, x) if t ∈ [0, T ] and x ∈ Rd,
u (T, x) = ϕ (x) if x ∈ Rd,
where
L =
d∑
k=1
bk
∂
∂xk
+
1
2
d∑
k,`=1
 m∑
j=1
σkj σ
`
j
 ∂2
∂xk∂x`
.
When we consider the linear rate of weak convergence of the numerical schemes, we
assume that:
Hypothesis 2. The function ϕ belongs to C5P
(
Rd,R
)
. The partial differential
equation (2.3) has a solution u ∈ C1,4 ([0, T ]× Rd,R) such that u ∈ C5P ([0, T ]× Rd,R)
and ∂∂t∂
α
x u = −∂αxL (u) for any multi-index α with |α| ≤ 3.
Under Hypothesis 1, Hypothesis 2 holds if, e.g., the coefficients of (1.1) are Lip-
schitz continuous functions with linear growth (see, e.g., [16, 28, 29, 35]).
4
2.3. Basic assumptions on the numerical scheme. Throughout this paper,
A denotes a collection of time discretizations 0 = τ0 ≤ τ1 ≤ · · · ≤ τN = T and random
variables Y0, . . . , YN , where N is an arbitrary natural number, such that Yn is Fτn -
measurable for all n = 0, . . . , N , τn+1 is Fτn -measurable for any n = 0, . . . , N −1, and
τn < τn+1 whenever τn < T (see, e.g., [28]). Actually, Yn stands for a weak approx-
imation of Xτn that, together with τn, satisfies the following standard convergence
conditions.
Hypothesis 3. For all (τn, Yn)n=0,...,N belonging to the class A we have:
(a) For any p ∈ N there exist q ∈ N and K ≥ 0 such that
E (‖Yn‖p) ≤ K (1 + E (‖Y0‖q)) ∀n = 0, . . . , N.
(b) For every p ∈ N there exist q ∈ N and K ≥ 0 satisfying
E
(
‖Yn+1 − Yn‖2p
)
≤ K (1 + E (‖Yn‖q)) (τn+1 − τn)p
for all n = 0, . . . , N − 1.
(c) For every multi-index α with |α| ≤ 3, there exist q ∈ N and K ≥ 0 such that
for all n = 0, . . . N − 1,
|E ((Yn+1 − Yn)α − (Zn+1 (Yn)− Yn)αupslopeFτn)| ≤ K (1 + ‖Yn‖q) (τn+1 − τn)2 ,
where
Zn+1 (x) := x+ b (τn, x) (τn+1 − τn) +
m∑
k=1
σk (τn, x)
(
W kτn+1 −W kτn
)
.
(d) For any φ ∈ C4p
(
Rd,R
)
there exist q ∈ N and K ≥ 0 satisfying
|Eφ (X0)− Eφ (Y0)| ≤ K (1 + E ‖X0‖q) max
n=0,...N−1
(τn+1 − τn) .
Here, the constants q ∈ N and K ≥ 0 do not depend of (τn, Yn)n=0,...,N .
Under Hypothesis 1 - 3, the error |Eϕ (XT )− Eϕ (YN )| has, at least, linear rate
of convergence with respect to the maximum step-size (see, e.g., [16, 28, 35]).
3. General strategy for adjusting the step-size. This section introduces a
new methodology for selecting the step-sizes of a numerical scheme that solves weakly
(1.1).
3.1. Choice of the step-size. Consider the one-step numerical scheme Yk,
with k = 0, . . . , N , that produces the approximation Eϕ (Yk) ≈ Eϕ (Xτk) whenever
ϕ : Rd → R is smooth and (τk)k=0,...,N is a random discretization of [0, T ] satisfying
the properties listed in the first paragraph of Section 2.3. Let τn and Yn be known,
where Yn is Fτn -measurable. Next, we present a new method for adjusting the step-
size τn+1 − τn, which is based on controlling the matching of the first moments of
Yn+1 − Yn to those of Xt (τn, Yn)− Yn, where
(3.1) Xt (τn, Yn) = Yn +
∫ t
τn
b (s,Xs (τn, Yn)) ds+
m∑
k=1
∫ t
τn
σk (s,Xs (τn, Yn)) dW
k
s
for all t ∈ [τn, T ].
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Let ∆ be a Fτn -measurable positive random variable. Then τn + ∆ is a stopping
time. By abuse of notation, we define Yn (τn + ∆) to be Yn+1 in case τn+1 = τn + ∆,
i.e., Yn (τn + ∆) is the approximation of Xτn+∆ (τn, Yn) obtained from applying one
step of Y to (3.1) with step-size ∆ (see (4.1) for an example).
First, consider an additional approximation Yˆn (τn + ∆) to Xτn+∆ (τn, Yn) which
is different from Yn (τn + ∆), and give estimators ei,n (∆) and ei,j,n (∆) of
(3.2) E
((
Yˆ in (τn + ∆)− Y in
)
upslopeFτn
)
− E ((Y in (τn + ∆)− Y in)upslopeFτn)
and
(3.3) E
 ∏
k=i,j
(
Yˆ kn (τn + ∆)− Y kn
)
upslopeFτn
− E
 ∏
k=i,j
(
Y kn (τn + ∆)− Y kn
)
upslopeFτn
 ,
respectively, such that the computations of ei,n (∆) and ei,j,n (∆) do not involve sam-
pling the random variables Yn (τn + ∆) and Yˆn (τn + ∆).
In order to advance from Yn to Yn+1, we would like to determine, roughly speak-
ing, a large enough step-size ∆∗ > 0 such that for any i, j = 1, . . . , d the weighted
estimators ℘i,n · ei,n (∆∗) and ℘i,j,n · ei,j,n (∆∗) remain within the range determined
by the thresholds di,n (∆∗) and di,j,n (∆∗), respectively. For example, one can take
℘i,n = 1, ℘i,j,n = 1/2 and
(3.4)
 di,n = Atoli +Rtoli
∣∣Y in∣∣
di,j,n =
(√
Atoli +
√
Rtoli
∣∣Y in∣∣) (√Atolj +√Rtolj ∣∣Y jn ∣∣) ,
where Atoli and Rtoli are the absolute and relative tolerance parameters given by the
user. In Section 3.2, we look more closely at the weights ℘· and the thresholds d· (∆).
Second, find a Fτn-measurable positive random variable ∆∗, as large as possible,
such that
(3.5) Ln(∆∗) ≤ 1,
where for all ∆ > 0 we set
(3.6) Ln (∆) =
∥∥∥∥∥
(∥∥∥∥( ℘i,ndi,n (∆)ei,n (∆)
)
i
∥∥∥∥
Rd
,
∥∥∥∥∥
(
℘i,j,n
di,j,n (∆)
ei,j,n (∆)
)
i,j
∥∥∥∥∥
Rd×d
)∥∥∥∥∥
R2
.
Here, ℘i,n, ℘i,j,n, di,n (∆) and di,j,n (∆) are positive Fτn-measurable random variables,
for all ∆ > 0. We use the function ∆ 7→ Ln (∆) to measure in a practical way the
discrepancy between Yn+1 and Yˆn+1, which approximate weakly Xτn+1 (τn, Yn).
Third, in case n ≥ 1, set the next integration time
(3.7) τn+1 = τn + max {∆min,min {∆max,∆∗, facmax · (τn − τn−1)}} ,
where –likewise in the numerical integration of ODEs (see, e.g., [17])– the positive
constant facmax prevents the code from too large step-size increments, and ∆min and
∆max denote the minimum and maximum step-sizes that are allowed by the user.
Remark 3.1. In (3.6) we can also choose ei,j,n (∆) to be an estimator of
E
(
Yˆ in (τn + ∆) Yˆ
j
n (τn + ∆)upslopeFτn
)
− E (Y in (τn + ∆)Y jn (τn + ∆)upslopeFτn) .
Then, we can use thresholds di,j,n (∆) like Atoli,j + Rtoli,j
∣∣Y in Y jn ∣∣, where Atoli,j,
Rtoli,j are the absolute and relative tolerance parameters.
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Remark 3.2. The step-size ∆∗ satisfying (3.5) can be estimated by reformulating
the accept/reject algorithms used to obtain the step-sizes of adaptive integrators for
ODEs based on embedded schemes (see, e.g., [17]). For example, suppose that for
small ∆ > 0, Ln (∆) ≈ Cn · ∆qn , where Ln is the local discrepancy function (3.5),
Cn > 0 and qn ∈ N are Fτn-measurable random variables. Then, given the step-size
∆n ≥ ∆min at the integration step n, we can calculate
∆new = ∆n min
{
facmax,max
{
facmin, fac (1/Ln (∆n))
1/qn
}}
,
where fac is a safety factor and facmax, facmin restrict the step-size changes. Ini-
tially, we can set, e.g., fac = 0.8, 0.9, facmax ∈ [1.5, 5] and facmin ∈ [0.1, 0.5]. If
Ln (∆n) ≤ 1, then the step-size ∆∗ = ∆n is accepted, and for the next integration
step n+ 1 we take ∆n+1 = ∆new. On the contrary, the step-size ∆n is rejected, and
the procedure is then repeated with ∆n = ∆new with different values of facmax and
facmin.
3.2. Design of local discrepancy functions. Using heuristic arguments we
now show how to design suitable discrepancy functions for the step-size selection
mechanism presented in Section 3.1. As in Section 3.1, we consider a one-step numer-
ical scheme (Yn)n=0,...,N that approximates weakly the solution of (1.1) at the mesh
points τn. First, applying classical arguments from the weak convergence theory of
numerical schemes for SDEs (see, e.g., [16, 28, 35]) we decompose the mean values
of ϕ (YN ) and ϕ (XτN ) in terms of, respectively, the increments Yn+1 − Yn and the
solutions of the local problem (3.1).
Theorem 3.1. Let Hypotheses 1 and 2 hold. Consider a class A satisfying Hy-
pothesis 3. Then, for any (τn, Yn)n=0,...,N belonging to A we have:
(3.8)
Eϕ (YN ) = Eu (0, Y0) +
N−1∑
n=0
E
( ∑
|α|=1,2
1
α!
∂αx u (τn, Yn)E ((Yn+1 − Yn)αupslopeFτn)
+∂tu (τn, Yn) (τn+1 − τn) + E
(
RYn+1upslopeFτn
))
and
(3.9)
Eϕ (XT ) = Eu (0, X0)
+
N−1∑
n=0
E
( ∑
|α|=1,2
1
α!
∂αx u (τn, Yn)E
((
Xτn+1 (τn, Yn)− Yn
)αupslopeFτn)
+∂tu (τn, Yn) (τn+1 − τn) + E
(
RXn+1upslopeFτn
))
,
where Xt (τn, Yn) is the solution of (3.1) and R
Y
n+1, R
X
n+1 are Fτn+1-measurable ran-
dom variables satisfying
max
{∣∣E (RYn+1upslopeFτn)∣∣ , ∣∣E (RXn+1upslopeFτn)∣∣} ≤ K (1 + ‖Yn‖q) (τn+1 − τn)2
for all n = 0, . . . , N − 1. Here, K > 0 and q ∈ N do not dependent of the random
discretization (τn, Yn)n=0,...,N .
Proof. Deferred to Section 10.1.
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At the (n+ 1)-integration step the values of τn and Yn are known. As a conse-
quence of Theorem 3.1, we will select a large enough step size τn+1 − τn such that
(3.10)
∂tu (τn, Yn) (τn+1 − τn) +
∑
|α|=1,2
1
α!
∂αx u (τn, Yn)E ((Yn+1 − Yn)αupslopeFτn)
+ E
(
RYn+1upslopeFτn
)
is close to its desired value
(3.11)
∂tu (τn, Yn) (τn+1 − τn)
+
∑
|α|=1,2
1
α!
∂αx u (τn, Yn)E
((
Xτn+1 (τn, Yn)− Yn
)αupslopeFτn)+ E (RXn+1upslopeFτn) .
Focusing on the difference between the O (τn+1 − τn) terms of (3.10) –the first two
terms– and the O (τn+1 − τn) summands of (3.11), we characterize the loss of accuracy
of Yn+1 by
(3.12)∣∣∣∣∣∣
∑
|α|=1,2
1
α!
∂αx u (τn, Yn)
(
E ((Yn+1 − Yn)αupslopeFτn)− E
((
Xτn+1 (τn, Yn)− Yn
)αupslopeFτn))
∣∣∣∣∣∣ ,
which involves only the first two moments of Yn+1 − Yn and Xτn+1 (τn, Yn)− Yn.
In the spirit of the step-size selection strategies for ODEs based on embedded
methods (see, e.g., [8, 17]), we consider an additional local approximation Yˆn+1 of
Xτn+1 (τn, Yn). Replacing Xτn+1 (τn, Yn)− Yn by Yˆn+1 − Yn in (3.12) we get
(3.13)∣∣∣∣∣∣
∑
|α|=1,2
1
α!
∂αx u (τn, Yn)
(
E ((Yn+1 − Yn)αupslopeFτn)− E
((
Yˆn+1 − Yn
)α
upslopeFτn
))∣∣∣∣∣∣ ,
which is our fundamental local discrepancy function depending on the first two con-
ditional moments of an embedded pair of weak approximations. We have that (3.13)
is an approximation of (3.12). Indeed, consider µˆ > 0 such that any multi-index α
with |α| = 1, 2,
(3.14)∣∣∣E((Yˆn+1 − Yn)αupslopeFτn)− E ((Xτn+1 (τn, Yn)− Yn)αupslopeFτn)∣∣∣ ≤ K (Yn) (τn+1 − τn)µˆ
for all Fτn-measurable positive random variable τn+1 − τn. Then, the absolute value
of the difference between (3.12) and (3.13) is O
(
(τn+1 − τn)µˆ
)
when τn+1−τn → 0+.
Consider also µ > 0 such that
(3.15)∣∣E ((Yn+1 − Yn)αupslopeFτn)− E ((Xτn+1 (τn, Yn)− Yn)αupslopeFτn)∣∣ ≤ K (Yn) (τn+1 − τn)µ
for all Fτn -measurable positive random variable τn+1 − τn, whenever |α| = 1, 2. Let
us assume that µ is optimal in the sense that the limit inferior as τn+1 − τn → 0+
of (3.12) divided by (τn+1 − τn)µ is greater than 0. Hence, (3.12) and (3.13) are
asymptotically equivalent, as τn+1 − τn → 0+, provided that µ < µˆ, i.e., the rate of
convergence of the first two conditional moments of Yn+1−Yn is smaller than the one
of Yˆn+1 − Yn.
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We propose to construct computable local discrepancy functions of the form (3.6)
such that the fundamental local discrepancy function (3.13) is small enough whenever
the condition (3.5) holds. Then, we design adaptive strategies based on selecting the
step-size ∆∗ = τn+1 − τn as large as possible that satisfies (3.5). A key point here is
that for any |α| ≤ 2 the terms
E ((Yn+1 − Yn)αupslopeFτn)− E
((
Yˆn+1 − Yn
)α
upslopeFτn
)
,
can be computed exactly or adequately approximated without sampling the random
variables Yn+1 and Yˆn+1, a issue that will be addressed in Sections 4 and 5. However,
the direct evaluation of (3.13) involves the computation of ∂αx u (τn, Yn), which arises
from the backward Kolmogorov equation (2.3). In what follows, we explore two ways
of dealing with the term ∂αx u (τn, Yn) for designing local discrepancy functions from
(3.13).
In the first manner, we use upper-bound estimates of ∂αx u (τn, Yn). For example,
according to u ∈ C4P
(
[0, T ]× Rd,R) we have that (3.13) is bounded from above by
K (1 + ‖Yn‖q)
∑
|α|=1,2
1
α!
∣∣∣E ((Yn+1 − Yn)αupslopeFτn)− E((Yˆn+1 − Yn)αupslopeFτn)∣∣∣ .
This leads to require that
∣∣∣E ((Yn+1 − Yn)αupslopeFτn)− E((Yˆn+1 − Yn)αupslopeFτn)∣∣∣ does
not exceed a suitable threshold. Hence, we obtain the unweighted local discrepancy
function
(3.16) Ln (∆) :=
∥∥∥∥∥
(∥∥∥∥( ei,n (∆)di,n (∆)
)
i
∥∥∥∥
Rd
,
∥∥∥∥∥
(
ei,j,n (∆)
2 di,j,n (∆)
)
i,j
∥∥∥∥∥
Rd×d
)∥∥∥∥∥
R2
,
where the thresholds di,n (∆), di,j,n (∆) are positive Fτn -measurable random variables
like (3.4) (see Remark 3.3), ei,n (∆) = E
(
Yˆ in (τn + ∆)upslopeFτn
)
−E (Y in (τn + ∆)upslopeFτn),
and
ei,j,n (∆) = E
 ∏
k=i,j
(
Yˆ kn (τn + ∆)− Y kn
)
upslopeFτn
−E
 ∏
k=i,j
(
Y kn (τn + ∆)− Y kn
)
upslopeFτn
.
As in Section 3.1, we use the notation Y in (τn + ∆) (resp. Yˆ
i
n (τn + ∆)) to make explicit
the dependence of Y in+1 (resp. Yˆ
i
n+1) on the step-size ∆.
Remark 3.3. We attempt to keep the absolute and relative error between the
conditional means E
(
Yˆ in (τn + ∆)upslopeFτn
)
and E
(
Y in (τn + ∆)upslopeFτn
)
less than the tol-
erances Atoli and Rtoli given by the user. That is, we wish that ei,n (∆) . Atoli
and ei,n (∆) /
(
size of E
(
Y in (τn + ∆)upslopeFτn
))
. Rtoli. Similar to ODEs (see, e.g.,
[47, 48]), combining the absolute and relative tolerances yields, for example, the thresh-
old di,n = Atoli+Rtoli
∣∣Y in∣∣, where we have estimated ∣∣E (Y in (τn + ∆)upslopeFτn)∣∣ by ∣∣Y in∣∣.
Moreover, we ask for ei,j,n (∆) . Atoli,j and ei,j,n (∆) /
(
size of Y inY
j
n
)
. Rtoli,j,
which leads us to threshold di,j,n =
(
A˜toli + R˜toli
∣∣Y in∣∣) (A˜tolj + R˜tolj ∣∣Y jn ∣∣), where
di,j,n has been divided into the coordinate thresholds A˜tolk + R˜tolk
∣∣Y kn ∣∣ for computa-
tional efficiency. In case the values Atoli,j and Rtoli,j be requested to be of the same
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order of magnitude as Atoli and Rtoli, we set A˜toli =
√
Atoli and R˜toli =
√
Rtoli.
This gives (3.4). Variants of (3.4) are, e.g.,
di,n (∆) = Atoli +Rtoli
∣∣E (Y in (τn + ∆)upslopeFτn)∣∣
di,j,n (∆) =
∏
k=i,j
(√
Atolk +
√
Rtolk
∣∣E (Y kn (τn + ∆)upslopeFτn)∣∣) ,
and
di,n (∆) = Atoli +Rtoli max
{∣∣Y in∣∣ , ∣∣E (Y in (τn + ∆)upslopeFτn)∣∣}
di,j,n (∆) =
∏
k=i,j
(√
Atolk +
√
Rtolk max
{∣∣Y kn ∣∣ , ∣∣E (Y kn (τn + ∆)upslopeFτn)∣∣)} .
As in ODEs (see, e.g., [5, 47]). Atoli and Rtoli can provide information about the
scales involving in (1.1), in addition to accuracy criteria.
In the second manner, in (3.13) we replace ∂αx u (τn, Yn) by an approximation
that can be calculated without a hitch. For example, since u (T, ·) = ϕ, in (3.13) we
substitute ∂αx u (τn, Yn) by its rough estimate ∂
α
xϕ (Yn). Thus, (3.13) becomes
(3.17)
∣∣∣∣∣∣
∑
|α|=1,2
∂αxϕ (Yn)
α!
(
E
((
Yˆn+1 − Yn
)α
upslopeFτn
)
− E ((Yn+1 − Yn)αupslopeFτn)
)∣∣∣∣∣∣
(see Remark 3.4 for another heuristic arguments). This leads to the local discrepancy
function
(3.18)∑
|α|=1,2
1
α!
max {|∂αxϕ (Yn)| , ufac}
∣∣∣E((Yˆn+1 − Yn)αupslopeFτn)− E ((Yn+1 − Yn)αupslopeFτn)∣∣∣ ,
where ufac ≥ 0 is a safety lower bound. Similar to (3.16), looking for the terms
of (3.18) to be in a range of predetermined thresholds we obtain the weighted local
discrepancy function
(3.19) Ln (∆) :=
∥∥∥∥∥
(∥∥∥∥(℘i,n ei,n (∆)di,n (∆)
)
i
∥∥∥∥
Rd
,
∥∥∥∥∥
(
℘i,j,n
ei,j,n (∆)
di,j,n (∆)
)
i,j
∥∥∥∥∥
Rd×d
)∥∥∥∥∥
R2
,
where di,n, di,j,n, ei,n, ei,j,n are as in (3.16), ℘i,n = max
{∣∣∣ ∂ϕ∂xi (Yn)∣∣∣ , ufac} and
℘i,j,n =
1
2 max
{∣∣∣ ∂2ϕ∂xi∂xj (Yn)∣∣∣ , ufac}.
Remark 3.4. Suppose that Hypotheses 2 and 3 hold. From the truncated second
order Taylor expansion of ϕ around Yn we obtain the following second order approxi-
mations:
E
(
ϕ
(
Xτn+1 (τn, Yn)
)
upslopeFτn
)
≈ ϕ (Yn) +
∑
|α|=1,2
∂αxϕ (Yn)
α!
E
((
Xτn+1 (τn, Yn)− Yn
)αupslopeFτn)
and
E (ϕ (Yn+1)upslopeFτn) ≈ ϕ (Yn) +
∑
|α|=1,2
1
α!
∂αxϕ (Yn)E ((Yn+1 − Yn)αupslopeFτn) .
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This implies
E (ϕ (Yn+1)upslopeFτn)− E
(
ϕ
(
Xτn+1 (τn, Yn)
)
upslopeFτn
)
≈
∑
|α|=1,2
∂αxϕ (Yn)
α!
(
E ((Yn+1 − Yn)αupslopeFτn)− E
((
Xτn+1 (τn, Yn)− Yn
)αupslopeFτn)) .
Intuitively,∣∣∣∣∣∣
∑
|α|=1,2
∂αxϕ (Yn)
α!
(
E
((
Xτn+1 (τn, Yn)− Yn
)αupslopeFτn)− E ((Yn+1 − Yn)αupslopeFτn))
∣∣∣∣∣∣
measures the loss of accuracy in the (n+ 1)-iteration step. Substituting Xτn+1 (τn, Yn)
by its local approximation Yˆn+1 yields (3.17).
Remark 3.5. We can rewrite (3.13) as the absolute value of
d∑
k=1
 ∂
∂xk
u (τn, Yn)−
d∑
j=1
∂2
∂xk∂xj
u (τn, Yn)Y
j
n
(E (Y kn+1upslopeFτn)− E(Yˆ kn+1upslopeFτn))
+
∑
|α|=2
1
α!
∂αx u (τn, Yn)
(
E ((Yn+1)αupslopeFτn)− E
((
Yˆn+1
)α
upslopeFτn
))
.
This leads to local loss functions of the form (3.6) with ei,j,n (∆) estimator of
(3.20) E
(
Yˆ in (τn + ∆) Yˆ
j
n (τn + ∆)upslopeFτn
)
− E (Y in (τn + ∆)Y jn (τn + ∆)upslopeFτn) .
For instance, we obtain (3.16) with ei,j,n (∆) given by (3.20) and adequate thresholds
di,j,n (see Remark 3.1), as well as a version of (3.19) with
℘i,n = max

∣∣∣∣∣∣ ∂ϕ∂xi (Yn)−
d∑
j=1
∂2ϕ
∂xi∂xj
(Yn)Y
j
n
∣∣∣∣∣∣ , ufac

and ℘i,j,n =
1
2 max
{∣∣∣ ∂2ϕ∂xi∂xj (Yn)∣∣∣ , ufac}.
Finally, in the local discrepancy functions (3.16) and (3.19) any term
(3.21) E
((
Yˆn+1 − Yn
)α
upslopeFτn
)
− E ((Yn+1 − Yn)αupslopeFτn)
can be replaced by an approximation, or a proper upper bound, which is necessary
when exact expressions for this conditional moment difference are not known. For
instance, pursuing computational efficiency, we can approximate (3.21) by the leading-
order term of the expansion of (3.21) in powers of τn+1 − τn. This yields the local
discrepancy functions (3.16) and (3.19) but with ei,n (∆) and ei,j,n (∆) estimators
of (3.2) and (3.3), respectively. Thus, for each different approximation we obtain a
particular example of the function (3.6) that measures the discrepancy between Yn+1
and Yˆn+1.
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4. A simple adaptive mechanism for the step-size selection. In this sec-
tion we apply the general approach introduced in Section 3.1 to design a simple
adaptive algorithm for selecting the step-size of the Euler scheme. Namely, we solve
(1.1) by means of the one-step numerical scheme (1.2). Given Yn and τn, following
the notation of Section 3.1, Yn (τn + ∆) stands for the approximation of the solution
of (3.1) at time τn + ∆ produced by one-step of (1.2), and so
(4.1) Yn (τn + ∆) = Yn + b (τn, Yn) ∆ +
m∑
k=1
σk (τn, Yn)
(
W kτn+∆ −W kτn
)
for all ∆ ≥ 0. In order to automatically select the step-size τn+1− τn we consider the
additional local approximation
Yˆn (τn + ∆) = Yn ∀∆ ≥ 0,
together with the unweighted local discrepancy function Ln (∆) given by (3.16). Then,
we wish to get the largest Fτn -measurable ∆∗ > 0 satisfying Ln(∆∗) ≤ 1, i.e., the
inequality (3.5).
Consider the supremum norm in R2. Then, (3.16) becomes the local discrepancy
function Ln (∆) defined by the maximum between∥∥((E (Y in (τn + ∆)upslopeFτn)− Yn) /di,n (∆))i∥∥Rd
and ∥∥∥∥∥∥
(
E
((
Y in (τn + ∆)− Y in
) (
Y jn (τn + ∆)− Y jn
)
upslopeFτn
)
2 di,j,n (∆)
)
i,j
∥∥∥∥∥∥
Rd×d
.
Thus, in the previous paragraph we ask for a large enough ∆∗ > 0 such that ei,n (∆∗)
and ei,j,n (∆∗) are in the range given by the thresholds di,n (∆∗) and di,j,n (∆∗),
respectively. Therefore, we are selecting the step-size τn+1 − τn by restricting the
growth of the increments of the first two conditional moments of Yn+1 − Yn. This
generalizes codes for ODEs based on keeping approximately constant the increments
of the numerical solution (see, e.g., [45]).
In the context of this section, (3.14) and (3.15) hold with µˆ = 1 and µ = 2.
Therefore, (3.12) and (3.13) are not asymptotically equivalent. Although (3.13)
downgrades the rate of convergence of (3.12), the approximation (3.13) of (3.12)
leads to computational efficient step-sizes ∆∗ via (3.16), in similarity with the the lo-
cal extrapolation procedure for variable step-size schemes for ODEs (see, e.g., [17,
46, 47]). The estimators ei,n (∆) = Y
i
n − E
(
Y in (τn + ∆)upslopeFτn
)
and ei,j,n (∆) =
−E ((Y in (τn + ∆)− Y in) (Y jn (τn + ∆)− Y jn )upslopeFτn), involved in (3.16), have smaller
rate of convergence (with respect to ∆ > 0) than the errors
E
(
Xiτn+∆ (τn, Yn)− Y inupslopeFτn
)− E (Y in (τn + ∆)− Y inupslopeFτn)
and E
(∏
k=i,j
(
Xkτn+∆ (τn, Yn)− Y kn
)
upslopeFτn
)
−E
(∏
k=i,j
(
Y kn (τn + ∆)− Y kn
)
upslopeFτn
)
,
which converge quadratically to 0 as ∆→ 0+. Hence, we can expect that the step-size
∆∗ described in the first paragraph –of this section– should be smaller than the one
arising from taking an additional approximation Yˆn (τn + ∆) for which the rate of con-
vergence of the conditional moments E
((
Yˆn (τn + ∆)− Yn
)α
upslopeFτn
)
, with |α| = 1, 2,
is greater than 2, like in Section 5. Nevertheless, here we have a substantially lower
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number of evaluations per integration step, because the automatic selection of τn+1
is derivative-free and just involves evaluating b (τn, Yn), σ1 (τn, Yn) , . . . , σk (τn, Yn).
Let ∆ be a Fτn -measurable positive random variable. Since τn + ∆ is a stopping
time, applying basic properties of the Brownian motion we obtain
(4.2) E (Yn (τn + ∆)upslopeFτn) = Yn + b (τn, Yn) ∆.
This gives ∥∥∥∥∥
(
E
(
Y in (τn + ∆)upslopeFτn
)− Yn
di,n (∆)
)
i
∥∥∥∥∥
Rd
= ∆
∥∥∥∥(bi (τn, Yn)di,n (∆)
)
i
∥∥∥∥
Rd
.
Looking for computational efficiency we choose thresholds for the second moments of
the increment Yn (τn + ∆)− Yn having the property
di,j,n (∆) = d˜i,n (∆) d˜j,n (∆) ,
where d˜i,n (∆) ≥ di,n (∆) > 0 for all i = 1, . . . , d.
Consider the ancillary local discrepancy function
(4.3) L˜n (∆) = ∆ max

∥∥∥∥(bi (τn, Yn)di,n (∆)
)
i
∥∥∥∥
Rd
,
m∑
k=1
∥∥∥∥∥
(
σik (τn, Yn)
d˜i,n (∆)
)
i
∥∥∥∥∥
2
Rd
 .
According to Lemma 4.1 below we have that Ln (∆) ≤ 1 in case L˜n (∆) ≤ 1. In order
to simplify the computation of a large enough ∆∗ > 0 satisfying Ln(∆∗) ≤ 1 we select
∆∗ = max
{
∆ > 0 : L˜n (∆) ≤ 1
}
. Thus, ∆∗ satisfies a suboptimal problem having
the explicit solution
∆∗ = 1/max

∥∥∥∥(bi (τn, Yn)di,n (∆)
)
i
∥∥∥∥
Rd
,
m∑
k=1
∥∥∥∥∥
(
σik (τn, Yn)
d˜i,n (∆)
)
i
∥∥∥∥∥
2
Rd

whenever b (τn, Yn) , σ1 (τn, Yn) , . . . , σm (τn, Yn) are not simultaneously equal to zero.
Lemma 4.1. Let Yn (τn + ∆) be defined by (4.1). Let di,n (∆) and d˜i,n (∆) be
positive Fτn-measurable random variables such that d˜i,n (∆) ≥ di,n (∆) > 0 for all
i = 1, . . . , d. Then∥∥∥∥∥∥
(
E
((
Y in (τn + ∆)− Y in
) (
Y jn (τn + ∆)− Y jn
)
upslopeFτn
)
2 d˜i,n (∆) d˜j,n (∆)
)
i,j
∥∥∥∥∥∥
Rd×d
≤ ∆
2
2
∥∥∥∥(bi (τn, Yn)di,n (∆)
)
i
∥∥∥∥2
Rd
+
∆
2
m∑
k=1
∥∥∥∥∥
(
σik (τn, Yn)
d˜i,n (∆)
)
i
∥∥∥∥∥
2
Rd
,
where the pair (‖·‖Rd , ‖·‖Rd×d) satisfies (2.1).
Proof. Deferred to Section 10.2.
To be quite specific, we take di,n (∆) = Atoli +Rtoli
∣∣Y in∣∣ , and
d˜i,n (∆) =
√
Atoli +
√
Rtoli
∣∣Y in∣∣ ,
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where Atoli, Rtoli ∈ [0, 1] are the absolute and relative tolerance parameters. Hence,
d˜i,n (∆) ≥ di,n (∆) > 0. This leads to the following variable step-size Euler-Maruyama
scheme for approximating weakly Xt at the deterministic times 0 < T1 < · · · < TM∗ ≤
T given by the user.
Definition 4.2 (Step-size ∆∗,n corresponding to the ancillary local discrepancy
function (4.3)). In case
max

∥∥∥∥( bi (τn, Yn)Atoli +Rtoli |Y in|
)
i
∥∥∥∥
Rd
,
m∑
k=1
∥∥∥∥∥
(
σik (τn, Yn)(√
Atoli +
√
Rtoli |Y in|
))
i
∥∥∥∥∥
2
Rd
 > 1∆max ,
where ∆max denotes the maximum step-size, we set
∆∗,n = 1/max

∥∥∥∥( bi (τn, Yn)Atoli +Rtoli |Y in|
)
i
∥∥∥∥
Rd
,
m∑
k=1
∥∥∥∥∥
(
σik (τn, Yn)(√
Atoli +
√
Rtoli |Y in|
))
i
∥∥∥∥∥
2
Rd
.
Otherwise, we define ∆∗,n = ∆max.
Adaptive scheme 1. Consider the real numbers 0 < T1 < · · · < TM∗ ≤ T .
Then:
1. Simulate Y0. Let k = 1.
2. Compute ∆∗,0 given by Definition 4.2 with n = 0. Take
τ1 = min {T1,max {∆min,∆∗,0}} ,
and compute Y1 according (1.2) with τ0 = 0. Set n = 1.
3. If τn < Tk, then go to Step 4. In case τn = Tk < TM∗ , go to to Step 4 with
k + 1 as the new value of k. Stop when τn = Tk = TM∗ .
4. Compute ∆∗,n given by Definition 4.2 and set τn+1 equal to the minimum
between Tk and τn + max {∆min,min {∆∗,n, facmax · (τn − τn−1)}}.
5. Compute Yn+1 according (1.2). Then, return to Step 3 with n updated to
n+ 1.
Remark 4.1. In Step 2 of Adaptive Scheme 1 it is advisable to take the tolerances
Atoli, Rtoli and the maximum step-size ∆max smaller than the ones provided to Step
4. This yields more reliables starting step-sizes τ1.
5. Automatic step-size selection based on comparing first and second
order weak approximations. In Sections 5.1, 5.3 and 5.4 we develop two variable
step-size Euler schemes by applying the methodology introduced in Section 3 with
the second order truncated weak Itoˆ-Taylor expansion of (3.1) as additional approx-
imation. Moreover, Section 5.2 provides a new mechanism for adjusting the initial
step-size, which is applied to the variable step-size Euler schemes developed here.
5.1. Discrepancy measure between the Euler scheme and a second or-
der weak approximation. As in Section 4 we address the automatic selection of
the step-sizes τn+1 − τn of the Euler scheme (1.2) by applying the general approach
given in Section 3. But now we choose Yˆn (τn + ∆) to be the second order truncated
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weak Itoˆ-Taylor expansion of (3.1), i.e.,
Yˆn (τn + ∆) = Yn + b (τn, Yn) ∆ +
1
2
L0b (τn, Yn) ∆2 +
m∑
k=1
σk (τn, Yn)
(
W kτn+∆ −W kτn
)
+
m∑
k=1
Lkb (τn, Yn)
∫ τn+∆
τn
(
W kt −W kτn
)
dt
+
m∑
k=1
L0σk (τn, Yn)
∫ τn+∆
τn
(t− τn) dW kt
+
m∑
k,`=1
Lkσ` (τn, Yn)
∫ τn+∆
τn
(
W kt −W kτn
)
dW `t ,(5.1)
where ∆ is a Fτn -measurable positive random variable, Lk =
∑d
j=1 σ
j
k
∂
∂xj and
L0 = ∂
∂t
+
d∑
j=1
bj
∂
∂xj
+
1
2
d∑
i,j=1
(
m∑
k=1
σikσ
j
k
)
∂2
∂xi∂xj
.
Thus, we consider the local discrepancy function (3.6), where ei,n (∆) and ei,j,n (∆)
are estimators of (3.2) and (3.3) with the embedded pair Yn (τn + ∆) and Yˆn (τn + ∆)
described by (4.1) and (5.1).
The rate of convergence of the first two conditional moments of Yˆn (τn + ∆)−Yn
is greater than the one of Yn (τn + ∆) − Yn. In fact, the one-step approximations
Yn (τn + ∆) and Yˆn (τn + ∆) to the solution of (3.1) satisfy (3.14) and (3.15) with
µˆ = 3 and µ = 2. Hence, the embedded approximation pair (4.1) and (5.1) brings
about the asymptotic equivalence of (3.12) with the fundamental local discrepancy
function (3.13). Therefore, we can expect that the largest ∆∗ > 0 satisfying (3.5)
is a good candidate for the step-size τn+1 − τn, and so to get adaptive strategies
with step-sizes larger than the ones in Adaptive Scheme 1, though we increase the
computational cost per step.
According to Lemma 5.1 below we can compute
E
((
Yˆn (τn + ∆)− Yn
)α
upslopeFτn
)
− E ((Yn (τn + ∆)− Yn)αupslopeFτn) ∀ |α| ≤ 2
by evaluating the partial derivatives, up to the second order, of b and σk at (τn, Yn).
Thus, we do not need to sample the random variables Yn (τn + ∆) and Yˆn (τn + ∆).
Lemma 5.1. Let Yn (τn + ∆) and Yˆn (τn + ∆) be described by (4.1) and (5.1).
Then
E
(
Yˆn (τn + ∆)upslopeFτn
)
− E (Yn (τn + ∆)upslopeFτn) =
1
2
L0b (τn, Yn) ∆2
and for any i, j = 1, . . . , d we have
E
 ∏
k=i,j
(
Yˆ kn (τn + ∆)− Y kn
)
upslopeFτn
− E
 ∏
k=i,j
(
Y kn (τn + ∆)− Y kn
)
upslopeFτn

= T i,j2 (τn, Yn) ∆
2 + T i,j3 (τn, Yn) ∆
3 + T i,j4 (τn, Yn) ∆
4,
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where
T i,j2 =
1
2
m∑
k=1
σik
(
L0σjk + Lkbj
)
+
1
2
m∑
k=1
σjk
(L0σik + Lkbi)+ 12
m∑
k,`=1
Lkσi` · Lkσj` ,
T i,j3 =
1
2
biL0bj + 1
2
bjL0bi+ 1
6
m∑
k=1
L0σik
(
Lkbj + 2L0σjk
)
+
1
6
m∑
k=1
Lkbi
(
2Lkbj + L0σjk
)
and T i,j4 =
1
4L0bi · L0bj.
Proof. Deferred to Section 10.3.
We recall that ei,n (∆) and ei,j,n (∆) are estimators of
E
(
Yˆ in (τn + ∆)− Y inupslopeFτn
)
− E (Y in (τn + ∆)− Y inupslopeFτn)
and E
(∏
k=i,j
(
Yˆ kn (τn + ∆)− Y kn
)
upslopeFτn
)
− E
(∏
k=i,j
(
Y kn (τn + ∆)− Y kn
)
upslopeFτn
)
,
respectively. Lemma 5.1 gives ei,n (∆) =
1
2L0bi (τn, Yn) ∆2 for all i = 1, . . . , d. Hence,∥∥∥∥( ℘i,ndi,n (∆)ei,n (∆)
)
i
∥∥∥∥
Rd
= ∆2
∥∥∥∥( ℘i,n2di,n (∆)L0bi (τn, Yn)
)
i
∥∥∥∥
Rd
.
By Lemma 5.1, pursuing computational efficiency we take ei,j,n (∆) = T
i,j
2 (τn, Yn) ∆
2,
and so∥∥∥∥∥
(
℘i,j,n
di,j,n (∆)
ei,j,n (∆)
)
i,j
∥∥∥∥∥
Rd×d
= ∆2
∥∥∥∥∥
(
℘i,j,n
di,j,n (∆)
T i,j2 (τn, Yn)
)
i,j
∥∥∥∥∥
Rd×d
,
where ℘· and d· (∆) denote the weights and thresholds, respectively. This gives the
local discrepancy function Ln (∆) defined by
(5.2) ∆2
∥∥∥∥∥
(∥∥∥∥( ℘i,n2di,n (∆)L0bi (τn, Yn)
)
i
∥∥∥∥
Rd
,
∥∥∥∥∥
(
℘i,j,n
di,j,n (∆)
T i,j2 (τn, Yn)
)
i,j
∥∥∥∥∥
Rd×d
)∥∥∥∥∥
R2
We recall that we wish to determine a large enough Fτn-measurable positive random
variable ∆∗ with the property Ln (∆∗) ≤ 1.
Remark 5.1. As we point out in Section 6 the discrepancy function (5.2) also
measures the discrepancy between (4.1) and the local approximations obtained by ap-
proximating properly the stochastic integrals appearing in (5.1).
5.2. Automatic selection of the starting step-size. The choice (3.7) pro-
vides information to τn+1 − τn on the previous step-size τn − τn−1 whenever n ≥ 1.
Indeed, the positive constant facmax prevents a bad selection of τn+1−τn, with n ≥ 1,
by avoiding sudden increases of the new step-sizes. Since this precaution can not be
taken in the computation of τ1, we next introduce a new module for the calculation of
the starting step-size τ1−τ0. Alternatively, the user has to specify an initial step-size,
which, for instance, could be a hard task for casual users.
Inspired by selection algorithms of the initial step-size for ODE solvers (see, e.g.,
[14, 17]), we limit the increment Y1−Y0 to be within a given tolerance. This leads to
development done in Section 4. Namely, computing ∆s as in Definition 4.2 but with
the absolute and relative tolerance parameters Atolsi , Rtol
s
i ∈ [0, 1] we get ∆s given
below.
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Definition 5.2. In case
max

∥∥∥∥∥
(
bi (τ0, Y0)
Atolsi +Rtol
s
i
∣∣Y i0 ∣∣
)
i
∥∥∥∥∥
Rd
,
m∑
k=1
∥∥∥∥∥
(
σik (τ0, Y0)(√
Atolsi +
√
Rtolsi
∣∣Y i0 ∣∣)
)
i
∥∥∥∥∥
2
Rd
> 1∆max ,
where ∆max stands for the maximum step-size, we set
∆s = 1/max

∥∥∥∥∥
(
bi (τ0, Y0)
Atolsi +Rtol
s
i
∣∣Y i0 ∣∣
)
i
∥∥∥∥∥
Rd
,
m∑
k=1
∥∥∥∥∥
(
σik (τ0, Y0)(√
Atolsi +
√
Rtolsi
∣∣Y i0 ∣∣)
)
i
∥∥∥∥∥
2
Rd
.
Otherwise, we define ∆s = ∆max.
Now, we compare ∆s with the step-size ∆∗ proposed in Section 3.1 to compute
Y1. In particular, following Section 5.1 we find a large enough ∆∗ > 0 such that
L0 (∆∗) ≤ 1, where L0 (∆) is defined by (5.2). Then, we set ∆0 = min {∆∗,∆s}, and
so we take
τ1 = τ0 + max {∆min,min {∆max,∆∗,∆s}} .
5.3. A basic variable step-size Euler scheme. In this subsection we consider
the local discrepancy function (5.2) with ℘i,n = 1 and ℘i,j,n = 1/2, i.e., the weights
℘i,n and ℘i,j,n are provided by (3.16). In order to reduce the computational complexity
we choose the thresholds di,j,n (∆) to be d˜i,n (∆) d˜j,n (∆). Therefore, (5.2) becomes
(5.3) Ln (∆) =
∆2
2
∥∥∥∥∥∥
∥∥∥∥(L0bi (τn, Yn)di,n (∆)
)
i
∥∥∥∥
Rd
,
∥∥∥∥∥∥
(
T i,j2 (τn, Yn)
d˜i,n (∆) d˜j,n (∆)
)
i,j
∥∥∥∥∥∥
Rd×d
∥∥∥∥∥∥
R2
,
where the matrix-norm ‖·‖Rd×d satisfies (2.1), and the vector norm ‖·‖Rd may be
different from that of Section 4. Since(
T i,j2
)
i,j
=
1
2
m∑
k=1
σk (L0σk + Lkb)> + 1
2
m∑
k=1
(L0σk + Lkb)σ>k +
1
2
m∑
k,`=1
Lkσ`Lkσ>` ,
combining the triangle inequality with (2.1) we obtain∥∥∥∥∥∥
(
T i,j2 (τn, Yn)
d˜i,n (∆) d˜j,n (∆)
)
i,j
∥∥∥∥∥∥
Rd×d
≤ tn (∆) ,
where
(5.4)
tn (∆) =
m∑
k=1
∥∥∥∥∥
(
σik (τn, Yn)
d˜i,n (∆)
)
i
∥∥∥∥∥
Rd
∥∥∥∥∥
(
L0σik (τn, Yn) + Lkbi (τn, Yn)
d˜i,n (∆)
)
i
∥∥∥∥∥
Rd
+
1
2
m∑
k,`=1
∥∥∥∥∥
(
Lkσi` (τn, Yn)
d˜i,n (∆)
)
i
∥∥∥∥∥
2
Rd
.
Therefore, for all ∆ > 0,
(5.5) Ln (∆) ≤ L˜n (∆) := ∆
2
2
∥∥∥∥(∥∥∥∥(L0bi (τn, Yn)di,n (∆)
)
i
∥∥∥∥
Rd
, tn (∆)
)∥∥∥∥
R2
.
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Looking for computational efficiency we consider the ancillary local discrepancy
function L˜n (∆) given by (5.5), and we search for the largest ∆∗ > 0 such that
L˜n (∆∗) ≤ 1. Moreover, a way to make easier the computation of ∆∗ is to take
d˜i,n (∆) and di,n (∆) independent of ∆, for instance, as in (3.4). In this case, tn (∆)
does not depend on ∆, and the largest Fτn -measurable positive random variable ∆∗,n
satisfying L˜n (∆∗) ≤ 1 is
∆∗,n =
√
2/
∥∥∥∥(∥∥∥∥(L0bi (τn, Yn)di,n
)
i
∥∥∥∥
Rd
, tn
)∥∥∥∥
R2
whenever tn 6= 0 or L0bi (τn, Yn) 6= 0 for some i ∈ {1, . . . , n}. Here tn (∆) ≡ tn and
d˜i,n (∆) ≡ d˜i,n. Selecting di,n (∆) and d˜i,n (∆) as in (3.4) we obtain the following
suboptimal selection of the step-size ∆∗.
Definition 5.3 (Step-size ∆∗,n corresponding to the ancillary local discrepancy
function (5.5)). Let
tn =
m∑
k=1
∥∥∥∥( σik (τn, Yn)√Atoli +√Rtoli |Y in|
)
i
∥∥∥∥
`p
∥∥∥∥(L0σik (τn, Yn) + Lkbi (τn, Yn)√Atoli +√Rtoli |Y in|
)
i
∥∥∥∥
`p
+
1
2
m∑
k,`=1
∥∥∥∥( Lkσi` (τn, Yn)√Atoli +√Rtoli |Y in|
)
i
∥∥∥∥2
`p
,
with Atoli, Rtoli ∈ [0, 1]. If tn 6= 0 or L0bi (τn, Yn) 6= 0 for some i ∈ {1, . . . , n}, then
we set
(5.6) ∆∗,n =
√
2/
∥∥∥∥(∥∥∥∥( L0bi (τn, Yn)Atoli +Rtoli |Y in|
)
i
∥∥∥∥
Rd
, tn
)∥∥∥∥
R2
.
Otherwise, ∆∗,n = ∆max, where ∆max stands for the maximum step-size.
In Adaptive Scheme 2 below we provide a weak approximation to Xt at the times
0 < T1 < · · · < TM∗ ≤ T . To this end, we essentially adjust the step-size τn+1− τn to
compute Yn+1 from Yn by means of Definition 5.3. However, in case
(5.7)
∥∥∥(∥∥(L0bi (τn, Yn) / (Atoli +Rtoli ∣∣Y in∣∣))i∥∥Rd , tn)∥∥∥R2 ≤ Ltol,
where Ltol ≈ 0 is a given parameter, we have that for any |α| = 1, 2 the difference
E ((Xτn+∆ (τn, Yn)− Yn)αupslopeFτn)− E ((Yn (τn + ∆)− Yn)αupslopeFτn)
might be inadequately estimated by the terms L0b (τn, Yn) ∆2/2 and T i,j2 (τn, Yn) ∆2.
Then, under (5.7) we compute the step-size τn+1 − τn by means of Definition 4.2,
together with a safety factor facmax. Here, the values of the absolute and relative
tolerance parameters Atoli and Rtoli used in Definition 4.2 could be different from
those in Definition 5.3.
Adaptive scheme 2. Consider the real numbers 0 < T1 < · · · < TM∗ ≤ T , given
by the user. Then:
1. Simulate Y0. Take k = 1.
2. Compute τ1 = min {T1, τ0 + max {∆min,min {∆max,∆∗,0,∆s}}}, where ∆s
and ∆∗,0 are given by Definition 5.2 and Definition 5.3 with n = 0, respec-
tively.
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3. Compute Y1 according to (1.2) with τ0 = 0. Set n = 1.
4. If τn < Tk, then go to Step 5. In case τn = Tk < TM∗ , go to to Step 5 with
k + 1 as the new value of k. Stop when τn = Tk = TM∗ .
5. Compute tn according to Definition 5.3. In case∥∥∥(∥∥(L0bi (τn, Yn) / (Atoli +Rtoli ∣∣Y in∣∣))i∥∥Rd , tn)∥∥∥R2 > Ltol,
calculate ∆∗,n as in Definition 5.3. Else, compute ∆∗,n from Definition 4.2.
Take τn+1 equal to the minimum between Tk and
τn + max {∆min,min {∆max,∆∗,n, facmax · (τn − τn−1)}} .
6. Compute Yn+1 according (1.2). Return to Step 4 with n updated to n+ 1.
5.4. Variable step-size Euler scheme with weighted moment control.
Taking into account the weights of the local discrepancy function (3.19) we choose
℘i,n = max
{∣∣∣ ∂ϕ∂xi (Yn)∣∣∣ , ufac} and ℘i,j,n = 12 max{∣∣∣ ∂2ϕ∂xi∂xj (Yn)∣∣∣ , ufac} in (5.2),
where ufac ≥ 0 is a safety lower bound. This yields the local discrepancy function
Ln (∆) defined to be
(5.8)
∆2
2
∥∥∥∥(∥∥∥∥(max{∣∣∣∣ ∂ϕ∂xi (Yn)
∣∣∣∣ , ufac}L0bi (τn, Yn) /di,n (∆))
i
∥∥∥∥
Rd
,∥∥∥∥∥
(
max
{∣∣∣∣ ∂2ϕ∂xi∂xj (Yn)
∣∣∣∣ , ufac}T i,j2 (τn, Yn) /di,j,n (∆))
i,j
∥∥∥∥∥
Rd×d
)∥∥∥∥∥
R2
In case the random functions di,n (∆) and di,j,n (∆) are independent of the step-
size ∆, Ln (∆) = ∆
2Ln (1), and hence the largest ∆∗ > 0 satisfying Ln (∆∗) ≤ 1
is ∆∗,n =
√
1/Ln (1) whenever Ln (1) 6= 0. Considering the thresholds di,n (∆) and
d˜i,n (∆) described by (3.4) we get the following optimal selection of the step-size ∆
∗.
Definition 5.4 (Step-size ∆∗,n corresponding to the local discrepancy function
(5.8)). Let di,n and di,j,n be given by (3.4), and fix ufac ≥ 0. Set
℘i,n = max
{∣∣∣∣ ∂ϕ∂xi (Yn)
∣∣∣∣ , ufac}
and ℘˜i,j,n = max
{∣∣∣ ∂2ϕ∂xi∂xj (Yn)∣∣∣ , ufac}. In the case where some L0bi (τn, Yn) /di,n or
some T i,j2 (τn, Yn) is different from 0, we define
∆∗,n =
√√√√√ 2∥∥∥∥(∥∥∥(℘i,n L0bi(τn,Yn)di,n )i∥∥∥Rd ,
∥∥∥∥( ℘˜i,j,n T i,j2 (τn,Yn)di,j,n )i,j
∥∥∥∥
Rd×d
)∥∥∥∥
R2
.
Otherwise, ∆∗,n = ∆max, where ∆max stands for the maximum step-size.
We now replace the core of Adaptive Scheme 2, i.e., the computation of ∆∗,n
via Definition 5.3, with the step-size developed in this subsection. This yields the
following variable step-size algorithm.
Adaptive scheme 3. Consider 0 < T1 < · · · < TM∗ ≤ T . Then:
1. Simulate Y0. Take k = 1.
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2. Compute τ1 = min {T1, τ0 + max {∆min,min {∆max,∆∗,0,∆s}}}, where ∆s
and ∆∗,0 are given by Definition 5.2 and Definition 5.4 with n = 0, respec-
tively.
3. Compute Y1 according (1.2) with τ0 = 0. Set n = 1.
4. If τn < Tk, then go to Step 5. In case τn = Tk < TM∗ , go to to Step 5 with
k + 1 as the new value of k. Stop when τn = Tk = TM∗ .
5. In case∥∥∥∥∥∥
∥∥∥∥(℘i,n L0bi (τn, Yn)di,n
)
i
∥∥∥∥
Rd
,
∥∥∥∥∥∥
(
℘˜i,j,n T
i,j
2 (τn, Yn)
di,j,n
)
i,j
∥∥∥∥∥∥
Rd×d
∥∥∥∥∥∥
R2
> Ltol,
where ℘i,n = max
{∣∣∣ ∂ϕ∂xi (Yn)∣∣∣ , ufac} and ℘˜i,j,n = max{∣∣∣ ∂2ϕ∂xi∂xj (Yn)∣∣∣ , ufac},
calculate ∆∗,n as in Definition 5.4. Else, compute ∆∗,n from Definition 4.2.
Take τn+1 equal to the minimum between Tk and
τn + max {∆min,min {∆max,∆∗,n, facmax · (τn − τn−1)}} .
6. Compute Yn+1 according (1.2). Return to Step 4 with n updated to n+ 1.
Remark 5.2. If we would like to compute Eϕ1 (XTk) , . . . ,EϕJ (XTk) with J > 1,
then we can run Adaptive Scheme 3 with
℘i,n = max
{∣∣∣∣∂ϕ1∂xi (Yn)
∣∣∣∣ , . . . , ∣∣∣∣∂ϕJ∂xi (Yn)
∣∣∣∣ , ufac}
and ℘˜i,j,n = max
{∣∣∣ ∂2ϕ1∂xi∂xj (Yn)∣∣∣ , . . . , ∣∣∣ ∂2ϕJ∂xi∂xj (Yn)∣∣∣ , ufac}.
Remark 5.3. As usual in the weak numerical solution of (1.1), in Adaptive
Schemes 1-3 we can substitute the increments W kτn+1 − W kτn by
√
τn+1 − τn Wˆ kn+1,
where Wˆ 1n+1, . . . , Wˆ
m
n+1 are independent and identically distributed Fτn-measurable
random variables with variance 1 and distribution symmetric around 0. That is, in
Adaptive Schemes 1-3 we can compute Y1 and Yn+1 according to (1.2) but with the
increments W kτn+1 −W kτn replaced by
√
τn+1 − τn Wˆ kn+1.
6. Variable step-size schemes of higher order. In this section we generalize
to the SDEs the local extrapolation procedure for variable step-size schemes for ODEs
based on embedded formulas (see, e.g., [17, 46, 47]). Namely, in the steps 3 and 6 of
Adaptive Scheme 2 and 3 we now replace the Euler scheme by schemes arising from
the second order truncated weak Itoˆ-Taylor expansion (5.1).
Approximating the stochastic integrals appearing in (5.1) we obtain the following
local approximation of (3.1): for all ∆ ≥ 0 we define
Yn (τn + ∆) = Yn + b (τn, Yn) ∆ +
1
2
L0b (τn, Yn) ∆2(6.1)
+
m∑
k=1
σk (τn, Yn)
√
∆ ξkn+1 +
m∑
k,`=1
Lkσ` (τn, Yn) ∆ ξk,`n+1
+
1
2
m∑
k=1
(Lkb (τn, Yn) + L0σk (τn, Yn)) ,∆3/2ξkn+1
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where, to be quite specific, we take ξkn+1 normally distributed with mean 0 and vari-
ance 1, and
ξk,`n+1 =
1
2

ξkn+1ξ
`
n+1 + ζ
k
n+1ζ
`
n+1 if k < `(
ξkn+1
)2 − 1 if k = `
ξkn+1ξ
`
n+1 − ζkn+1ζ`n+1 if k > `
with P
(
ζkn+1 = ±1
)
= 1/2 (see, e.g., [35]). Here, ξkn+1, ζ
k
n+1, with k = 1, . . . ,m and
n = 0 . . . , N − 1, are independent random variables. As the additional approximation
we select
(6.2) Yˆn (τn + ∆) = Yn + b (τn, Yn) ∆ +
m∑
k=1
σk (τn, Yn)
(
W kτn+∆ −W kτn
)
,
i.e., Yˆn (τn + ∆) is described by the right-hand side of (4.1).
We are in the context of Section 5 but with Yn (τn + ∆) and Yˆn (τn + ∆) swapped,
and the stochastic integrals simulated by using ξkn+1 and ξ
k,`
n+1. Thus, applying the
same arguments as in the proof of Lemma 5.1 shows that
E (Yn (τn + ∆)upslopeFτn)− E
(
Yˆn (τn + ∆)upslopeFτn
)
=
1
2
L0b (τn, Yn) ∆2
and that
E
 ∏
k=i,j
(
Y kn (τn + ∆)− Y kn
)
upslopeFτn
− E
 ∏
k=i,j
(
Yˆ kn (τn + ∆)− Y kn
)
upslopeFτn

is asymptotically equivalent to T i,j2 (τn, Yn) ∆
2 as ∆ → 0+ for any i, j = 1, . . . , d.
Hence, proceeding as in Section 5.1 we obtain that the discrepancy between the local
approximations Yn (τn + ∆) and Yˆn (τn + ∆) is described by (5.2), and so it is mea-
sured by the discrepancy functions Ln (∆) given by (5.3) and (5.8). This leads to move
forward with the step-sizes τn+1 − τn provided by Definitions 5.3 and 5.4. In Section
5 we use those step sizes to compute Xτn+1 by means of the current Yˆn (τn+1). Here,
we approximate weakly Xτn+1 by Yn (τn+1), and so Xτn+1 is weakly approximated by
the second weak order scheme
(6.3)
Yn+1 = Yn + b (τn, Yn) (τn+1 − τn) + 1
2
L0b (τn, Yn) (τn+1 − τn)2
+
m∑
k=1
σk (τn, Yn)
√
τn+1 − τn ξkn+1 +
m∑
k,`=1
Lkσ` (τn, Yn) (τn+1 − τn) ξk,`n+1
+
1
2
m∑
k=1
(Lkb (τn, Yn) + L0σk (τn, Yn)) (τn+1 − τn)3/2 ξkn+1.
This yields to the following weak second order variable step-size schemes.
Adaptive scheme 4. Proceed as in Adaptive Scheme 2 except Y1 and Yn+1 are
computed in Steps 3 and 6 according to (6.3).
Adaptive scheme 5. Proceed as in Adaptive Scheme 3 except Y1 and Yn+1 are
computed in Steps 3 and 6 according to (6.3).
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Remark 6.1. The rate of convergence of the first two conditional moments of
Yn+1 − Yn, given by (6.3), is greater than the one of Yˆn+1 − Yn described by (6.2).
Namely, (3.14) and (3.15) hold with µˆ = 2 and µ = 3. Here, as in Section 4,
the approximation (3.13) to (3.12) reduces the rate of convergence of (3.12), but in
comparison with the coupling of the numerical integrator (6.3) with an additional
one-step approximation satisfying (3.14) with µˆ = 4 we have gained in computational
efficiency at each numerical integration step at the expense of using smaller step-sizes.
Remark 6.2. In order to reduce the computational budget of the recursion (6.3),
we can choose P
(
ξkn+1 = ±
√
3
)
= 1/6 and P
(
ξkn+1 = 0
)
= 2/3.
The first weak order Adaptive Schemes 2 and 3 involve the computation of the
term L0b (τn, Yn). Hence, a variable step-size implementation of the scheme
(6.4)
Yn+1 = Yn + b (τn, Yn) (τn+1 − τn) + 1
2
L0b (τn, Yn) (τn+1 − τn)2
+
m∑
k=1
σk (τn, Yn)
(
W kτn+1 −W kτn
)
can be constructed with the same computational cost of Adaptive Schemes 2 and 3. If
Yn+1 and Xτn+1 (τn, Yn) are given by (6.4) and (3.1), respectively, then E (Yn+1upslopeFτn)
is a second order approximation of E
(
Xτn+1 (τn, Yn)upslopeFτn
)
, which motivates the use
of (6.4) in, for instance, the small noise case. Similar to Adaptive Schemes 4 and 5,
the following adaptive strategies continue the integration with (6.4) instead of (1.2)
in each integration step.
Adaptive scheme 6. Proceed as in Adaptive Scheme 2 except Y1 and Yn+1 are
computed in Steps 3 and 6 according to (6.4).
Adaptive scheme 7. Proceed as in Adaptive Scheme 3 except Y1 and Yn+1 are
computed in Steps 3 and 6 according to (6.4).
7. Adaptive schemes with variable step-size and sample-size. In order
to estimate Eϕ (XTk), where 0 < T1 < · · · < TM = T are deterministic times given
by the user, this section combines variable step-size weak schemes with a version of a
classical method for determining the final number of simulations of the Monte-Carlo
sampling.
Consider a numerical scheme (Yn)n that approximates the solution of (1.1) at
nodes (τn)n satisfying
(7.1) n (k) := inf {n : τn = Tk} < +∞
for all k = 1, . . . ,M , i.e., {n : τn = Tk} is not an empty set. For example, we can
take (Yn)n to be some of the variable step-size weak schemes developed in Sections
4, 5 and 6. Then, for every k we simulate independent and identically distributed
random variables Y {k,1}, . . . , Y {k,Sk} distributed according to the law of Yn(k). We
approximate Eϕ (XTk) by the sample mean 1Sk
∑Sk
s=1 ϕ
(
Y {k,s}
)
, that is,
Eϕ (XTk) ≈ Eϕ
(
Yn(k)
) ≈ 1
Sk
Sk∑
s=1
ϕ
(
Y {k,s}
)
.
To this end, we would like to find the number of simulations Sk necessary for keeping
the error
∣∣∣Eϕ (Yn(k))− 1Sk ∑Sks=1 ϕ (Y {k,s})∣∣∣ less than AStol +RStol ∣∣Eϕ (Yn(k))∣∣ with
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the prescribed confidence level 1− δ, where AStol (resp. RStol) is the absolute (resp.
relative) tolerance parameter and δ ∈ ]0, 1[, i.e.,
(7.2) P
(∣∣∣∣∣Eϕ (Yn(k))− 1Skψ
Sk∑
s=1
ϕ
(
Y {k,s}
)∣∣∣∣∣ < AStol +RStol ∣∣Eϕ (Yn(k))∣∣
)
≥ 1− δ.
Following Section 3.4.1 of [16] we apply the Bikelis theorem (see, e.g., [42]), to-
gether with Komatsu’s inequality, to deduce that (7.2) holds under the condition
(7.3)
√
2
pi
ςk
εk
√
Sk +
√
2ς2k + ε
2
kSk
e
− ε
2
kSk
2ς2
k +
E
(∣∣ϕ (Yn(k))− Eϕ (Yn(k))∣∣3)
√
Sk
(
ςk + εk
√
Sk
)3 ≤ δ2 ,
where εk = AStol + RStol
∣∣Eϕ (Yn(k))∣∣ and ς2k = E(ϕ (Yn(k))2) − (Eϕ (Yn(k)))2 (see
also, e.g., [2, 15, 18, 39, 49]). Since the sample estimation of the centered moment
E
(∣∣ϕ (Yn(k))− Eϕ (Yn(k))∣∣3) is significantly memory consuming in case the sample
size Sk is large and the second term of the left-hand side of (7.3) is of order 1/
(
εkS
2
k
)
,
in this paper we bound from above E
(∣∣ϕ (Yn(k))− Eϕ (Yn(k))∣∣3) by
(7.4)
E
((∣∣ϕ (Yn(k))∣∣+ ∣∣Eϕ (Yn(k))∣∣) (ϕ (Yn(k))− Eϕ (Yn(k)))2)
= E
(∣∣ϕ (Yn(k))∣∣3)+ ∣∣Eϕ (Yn(k))∣∣E(ϕ (Yn(k))2)
− 2Eϕ (Yn(k))E (ϕ (Yn(k)) ∣∣ϕ (Yn(k))∣∣) .
Similar to [16], estimating from a sample εk, ς
2
k , together the expected values appear-
ing in the right-hand side of (7.4), we arrive at the following adaptive strategy.
Sampling method 1. Consider the safety factor Sfacmax > 1, the absolute and
relative tolerance sample parameters AStol, RStol > 0, the minimum and maximum
sample sizes Smin, Smax, and the confidence level 1− δ ∈ ]0, 1[. Then:
1. Set M∗ = M , Soldk = 0 and Sk = Smin for all k = 1, . . . ,M .
2. For any k = 1, . . . ,M∗, simulate a realization of Y {k,s} for all s = Soldk +
1, . . . , Sk.
3. For any k = 1, . . . ,M∗, compute f¯j,k = 1Sk
∑Sk
s=1 fj
(
ϕ
(
Y {k,s}
))
for all j =
1, . . . , 4, where f1 (x) = x, f2 (x) = x
2, f3 (x) = x |x| and f4 (x) = |x|3. Then,
take ε¯k = AStol +RStol
∣∣f¯1,k∣∣ and (ς¯k)2 = f¯2,k − (f¯1k)2.
4. For all k = 1, . . . ,M∗, find Snewk such that√
2
pi
ς¯k
ε¯k
√
Snewk +
√
2ς¯2k + ε¯
2
kS
new
k
e
− ε¯
2
kS
new
k
2ς¯2
k +
f¯4,k +
∣∣f¯1,k∣∣ f¯2,k − 2f¯1f¯3,k√
Snewk
(
ς¯k + ε¯k
√
Snewk
)3 ≤ δ2 .
5. In case min{Snewk , Smax}≤ Sk for all k = 1, . . . ,M∗ we stop, and so Eϕ (XTk)
is approximated by f¯1,k for all k = 1, . . . ,M . Else, return to Step 2 after
updating the values of M∗, Soldk and Sk as follows: for any k = 1, . . . ,M∗ we
set Soldk = Sk and define ∆Sk to be the maximum between 0 and
max
{
min
{
Snewj , Sfacmax Sj , Smax
}− Sj : j = k, . . . ,M∗} .
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Then, the new value of M∗ is
M∗ =
{
M∗ if ∆SM∗ > 0,
min {k = 1, . . . ,M∗ : ∆Sk = 0} if ∆SM∗ = 0,
and Sk is update to Sk + ∆Sk for all k less than or equal to the new M∗.
Remark 7.1. In Sampling Method 1, Sk ≥ Sk+1 for all k = 1, . . . ,M∗− 1. Some
iterations of certain problems yield M∗ < M like in Sections 8.1.1 and 8.1.3, and so
we have to increment the sample size of Yn only for n ≤ n (M∗) < N , which leads
to a decrease in the computational cost of the algorithm. Nevertheless, we can ensure
Sk ≤ Smax only in case k = M .
Remark 7.2. In Step 5 of Sampling Method 1, we can alternatively take M∗ = M
and update Sk to Sk = min {max {Snew1 , . . . , SnewM } , Sfacmax Sk, Smax}. Hence, Sk
does not depend on k, and we have to simulate realizations of Yn for all n = 0, . . . , N .
Remark 7.3. Alternatively to (7.4), in (7.3) we can bound from above the term
E
(∣∣ϕ (Yn(k))− Eϕ (Yn(k))∣∣3) by 1 + E((ϕ (Yn(k))− Eϕ (Yn(k)))4).
Remark 7.4. Another way to estimate Sk satisfying (7.2) is by regrouping the
random variables ϕ
(
Y {k,1}
)
, . . . , ϕ
(
Y {k,Sk}
)
in batches of the same length. Using
that the sample batch-means are approximately normal random variables one gets
the 100 (1− δ) % confidence interval corresponding to the estimation Eϕ (Yn(k)) by
1
Sk
∑Sk
s=1 ϕ
(
Y {k,s}
)
(see, e.g., [4, 28]). See also, for instance, [12, 15] for an alter-
native multilevel approach that combines path simulations of (1.1) having different
step-sizes.
8. Numerical experiments. In this section, we evaluate the performance of
the new adaptive strategies by means of five benchmark problems. For simplicity, we
choose Atoli = Rtoli = Tol for all i = 1, . . . , d, and so we examine the effect of the
values of the tolerance parameter Tol in the discretization error. In what follows,
we fix ∆min = 2 eps, ∆max = 1/2, facmax = 20 and Ltol = 100 eps, where eps is
the distance from 1 to the next larger double precision number (2−52 in MATLAB).
In the stage 5 of Adaptive Schemes 2 - 7 we use the tolerance parameters Atoli =
Rtoli = 10
−5 when we compute ∆∗,n from Definition 4.2.
8.1. Scalar SDEs. In this subsection, we focus on one dimensional SDEs, i.e.,
SDEs of the form (1.1) with d = 1. Here, except when calculating the reference
solutions, we set the parameters of Sampling Method 1 as follows: δ = 0.01, AStol =
RStol = 10
−4, Smin = 105, Smax = 109 and Sfacmax = 120.
8.1.1. Basic linear scalar SDE. We compute E log
(
1 + (Xt)
2
)
, where
(8.1) Xt = X0 +
∫ t
0
σXs dW
1
s ∀t ≥ 0
with σ = 10 and X0 = 5. The scalar SDE (8.1) is a model problem for the numerical
solution of SDEs with multiplicative noise whose diffusion coefficients can take large
values (see, e.g., [19, 34]). Contrary to the fact that E log
(
1 + (Xt)
2
)
converges to
0 with exponential rate as t → +∞, the trajectories of the Euler scheme, applied to
(8.1) with constant step-size, grow excessively when the step-size is not small enough.
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Tol
¯1
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5
10−2 0.0256 0.0699 2.542 0.0512 0.0901
10−3 0.00727 0.0171 0.0498 0.0145 0.00945
10−4 0.00223 0.00533 0.00282 0.00435 0.00299
10−5 0.0007 0.0017 0.000835 0.00135 0.000929
Tol
Mean number of steps
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5
10−2 1599.68 533.55 523.91 520.01 413.71
10−3 7213.93 674.86 554.06 702.02 570.17
10−4 47007.59 978.73 745.05 1025.03 801.85
10−5 393218.31 1690.55 1153.04 1754.54 1221.47
Table 1
Absolute error (8.2) and the mean value of the number of steps that arise from the application
of the adaptive strategies to (8.1) with σ = 10 and X0 = 5.
Tk 0.5 1 20
E log
(
1 +
(
XTk
)2)
1.95279045 · 10−3 3.0047531 · 10−6 0
Table 2
References values for the solution of (8.1).
The solution of (8.1) is Xt = exp
(− 12σ2 t+ σW 1t )X0. We got the reference
values for E log
(
1 + (XTk)
2
)
given in Table 2, where T1 = 0.5, T2 = 1 and T3 = 20,
by running Sampling Method 1. To this end, we choose Y {k,s} distributed according
to the law of XTk , and we select δ = 0.01, the tolerances AStol = RStol = 10
−6, and
the sample-size parameters Smin = 10
8, Smax = 10
14 and Sfacmax = 120.
Since b (t, x) = 0, Adaptive Schemes 6 and 7 become Adaptive Schemes 2 and
3, respectively. Due to (8.1) involves only one Brownian motion, Adaptive Schemes
4 and 5 do not simulate double stochastic integrals with respect to different Wiener
processes, and so their computational costs drop. We choose ufac = 0.01. According
to preliminary computations the performance of Adaptive Schemes 3 and 5, in this
example, worsen when their parameter ufac is very small.
Applying Sampling Method 1 we obtain E log
(
1 +
(
Yn(k)
)2)
for each scheme Y .
Here, n (k) is given by (7.1). Thus, E log
(
1 +
(
Yn(k)
)2) ≈ E log (1 + (XTk)2). Table
1 provides estimations of the error
(8.2) ¯1 (Y ) = max
k=1,2,3
∣∣∣E log (1 + (Yn(k))2)− E log (1 + (XTk)2)∣∣∣
for Adaptive Schemes 1 - 5, and presents the mean value of the number of steps used
by Y to arrive at T = 20. Table 1 illustrates that the accuracy of Adaptive Schemes
1 - 5 gets better when we decrease the values of the absolute and relative tolerance
parameter Atoli = Rtoli = Tol. For the same value of Tol, Adaptive Scheme 1 is
usually more accurate than Adaptive Schemes 2 - 5, though Adaptive Scheme 1 uses
step-sizes smaller than those of Adaptive Schemes 2- 5 in good agreement with the
third and second paragraphs of Sections 4 and 5.1, respectively. In Table 1 we see that
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Euler Second order
Number of steps 535 676 980 1693 523 703 1026 1755
Step-size 0.0375 0.02964 0.0204 0.01183 0.03846 0.02849 0.01951 0.0114
Error ¯1 165.71 95.25 4.947 1.3096 158.67 2.487 0.1339 0.00183
Table 3
Error (8.2) corresponding to the numerical solution of (8.1) by the Euler scheme and the second
weak order scheme (6.3), both with constant step-sizes.
Tk 0.5 1 20
Ex1 0.660792203 0.43373205 0.068848214
Ex2 0.107344374 0.170826812 0.112452505
Table 4
References values for E log
(
1 +
(
XTk
)2)
, where X solves (8.3).
the accuracy of Adaptive Scheme 1 is similar to the accuracy of Adaptive Schemes 2
and 3 having the tolerance reduced by a factor of 10. Moreover, as the tolerance Tol
decreases the number of steps used by Adaptive Scheme 1 significantly increases, and
–it is worth reporting– that the sample-size of Adaptive Scheme 1 decreases. Except
Adaptive Scheme 3 with Atoli = Rtoli = 10
−2, Adaptive Schemes 2 - 5 achieve a very
good accuracy using a moderate number of steps. For instance, Adaptive Scheme 2
only takes, in average, 533.55 steps between 0 and 20 to attain an error ¯1 less than
0.07. Tables 1 and 3 show that for a similar number of total recursive steps, Adaptive
Scheme 2- 5 greatly improve the accuracy of the constant step-size versions of the
Euler scheme and the second weak order scheme (6.3). This is due, in part, to the
significant enhancement of the stability properties of the schemes (1.2) and (6.3) with
constant step-sizes.
8.1.2. Stochastic Landau equation. By considering time fluctuations in the
bifurcation parameter of the Landau-Stuart ordinary differential equation we obtain
(8.3) Xt = X0 +
∫ t
0
((
a+ σ2/2
)
Xs − (Xs)3
)
ds+
∫ t
0
σXs dW
1
s ∀t ≥ 0,
where Xt takes values in R, a ∈ R and σ > 0 (see, e.g., [1, 41]). In addition to a large
diffusion coefficient (see, e.g., Section 8.1.1), we face the difficulties arising from a
saturating cubic term. The stochastic Landau equation (8.3) has been used to study
stochastic bifurcations (see, e.g., [1, 41]) and to test numerical schemes (see, e.g.,
[20, 22, 38, 40]). For any k = 1, 2, 3 we calculate E log
(
1 + (XTk)
2
)
, where T1 = 0.5,
T2 = 1 and T3 = 20, in the following situations:
Ex1: a = −0.1, σ = 2 and X0 = 5.
Ex2: a = 0.1, σ = 2 and X0 = 0.1.
In Example Ex1 we have that a < 0, and so E (‖Xt‖p) = 0 converges exponen-
tially fast to 0 for some p ∈ ]0, 1[ (see, e.g., [20]). Hence, limt→+∞ E log
(
1 + (Xt)
2
)
=
0 due to log
(
1 + x2
) ≤ 2xp/p for any x ≥ 0. On the other hand, in Example Ex2
the SDE (8.3) has three invariant forward Markov measures since a > 0 (see, e.g.,
[1]). Table 4 presents the reference values for E log
(
1 + (Xt)
2
)
, which have been
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Tol
¯1
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6 Scheme 7
10−2 0.0577 0.126 0.11 0.00788 0.0212 0.16 0.144
10−3 0.0228 0.0453 0.0571 0.00186 0.0172 0.0745 0.0876
10−4 0.00712 0.00949 0.0378 0.00229 0.00568 0.0284 0.0617
10−5 0.00216 0.00192 0.017 0.00224 0.0023 0.00815 0.0335
Tol
Mean number of steps
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6 Scheme 7
10−2 763.8 176.16 155.15 132.59 128.77 190.32 170.95
10−3 6917.88 425.5 394.32 384.32 364.8 468.72 442.52
10−4 67089.8 1194.78 1172.18 1208.34 1089.17 1277.76 1283.02
10−5 666378.1 3737.68 3498.87 3838.81 3385.43 3860.53 3704.53
Table 5
Weak error ¯1 and the expected value of the number of steps involve in the case Ex1 of (8.3).
Tol
¯1
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6 Scheme 7
10−2 0.0541 0.118 0.103 0.00786 0.0193 0.157 0.143
10−3 0.023 0.0373 0.0525 0.00313 0.0177 0.0725 0.089
10−4 0.0079 0.00463 0.0364 0.00277 0.00278 0.0294 0.0655
10−5 0.00247 0.0044 0.0154 0.00105 0.00219 0.00971 0.0369
Tol
Mean number of steps
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6 Scheme 7
10−2 707.26 171.82 154.17 119.57 120.68 190.55 173.75
10−3 6286.78 400.09 386.22 353.77 347.04 458.59 448.69
10−4 60620.43 1103.36 1133.43 1127.63 1026.94 1222.49 1281.61
10−5 601235.9 3470.41 3339.1 3603.26 3226.73 3655.09 3628.49
Table 6
Weak error ¯1 and the expected value of the number of steps involve in the case Ex2 of (8.3).
computed by the Euler scheme (4.1) with ∆ = 0.0005, together with the Sampling
Method 1 with parameters Smin = 10
6, Smax = 10
10, Sfacmax = 100, δ = 0.01 and
AStol = RStol = 0.5 · 10−4.
Tables 5 and 6 present the error (8.2) appearing in the numerical solution of (8.3)
by Adaptive Schemes 1 - 7, together with the mean value of the number of steps taken
by the numerical methods to arrive at T = 20. For safety software reasons, we set
ufac = 0.1 in Adaptive Schemes 3, 5 and 7. According to Tables 5 and 6 we have that
the behavior of Adaptive Schemes 1 - 5 is similar to that in Section 8.1.1, except the
accuracy of the second weak order Adaptive Scheme 4 is even better. Namely, Tables
5 and 6 show the good performance of Adaptive Schemes 1 - 7 that accurately solve
(8.3), and they reveal a decrease in the error (8.2) as the tolerance parameter Tol
decreases. In Tables 5 and 6 we see that the performance of Adaptive Schemes 2 and
3 is slightly better than the one of Adaptive Schemes 6 and 7, which are intended for
small noise SDEs. Table 7 illustrates the poor behavior of the Euler scheme and the
second weak order scheme (6.3), both with constant step-size. This strongly suggests
27
Euler Ex1 Ex2
Number of steps 178 1196 3739 174 1105 3471
Step size for E-M 0.1135 0.0167 0.00535 0.1164 0.0181 0.00576
Error ¯1 ∞ ∞ 0.0237 ∞ ∞ 0.01051
Second weak order Ex1 Ex2
Number of steps 134 1210 3839 120 1130 3606
Step size for SO-scheme 0.1508 0.01655 0.00521 0.16726 0.017736 0.00551
Error ¯1 ∞ ∞ 0.003603 ∞ ∞ 0.0008774
Table 7
Error (8.2) arising from the application of the constant step-size variants of the Euler scheme
and the second weak order scheme (6.3) to the cases Ex1 and Ex2 of (8.3).
Tol
¯2
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6 Scheme 7
10−2 0.109 0.379 0.155 0.015 0.00591 0.286 0.110
10−3 0.011 0.114 0.05 0.00337 0.000683 0.0807 0.0331
10−4 0.00112 0.0373 0.016 0.000379 0.0000946 0.0241 0.0106
10−5 0.000159 0.0119 0.00512 0.000146 0.0000228 0.00759 0.00338
Tol
Mean number of steps
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6 Scheme 7
10−2 1400.81 1343.31 690.23 1341.78 1430.89 1342.3 1431.43
10−3 2031.51 1368.68 1371.70 1368.54 1369.44 1368.95 1369.86
10−4 8805.51 1451.21 1453.37 1452.08 1451.95 1452.62 1452.47
10−5 77489.2 1716.17 1714.3 1717.73 1713.75 1718.5 1714.33
Table 8
Weak error ¯2 and the expected value of the number of steps appears in the numerical solution
of (8.4).
that Adaptive Schemes 1 - 7 improve the dynamical properties of the Euler and second
weak order schemes, when a similar number of total recursive steps are used.
8.1.3. SDE with small additive noise. From [3] we take the linear non-
autonomous SDE with additive noise
(8.4) Xt = X0 −
∫ t
0
s2Xs ds+ σ
∫ t
0
exp
(−s3/3)
s+ 1
dW 1s ∀t ≥ 0,
where σ = 1 and X0 = 1. Then
(8.5) Xt = exp
(
− t
3
3
)(
X0 + σ
∫ t
0
1
s+ 1
dW 1s
)
,
and so Xt converges exponentially fast to 0 as t → +∞. In case s is not small, the
drift coefficient b (s, x) = −s2x can take large values. Hence, the Euler scheme with
uniform step-size has numerical instabilities solving (8.4) (see, e.g., [3, 9]). The same
applies for the other explicit integrators based on truncated Itoˆ-Taylor expansions
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Euler Second Order
Number of steps 1344 1452 1717 1343 1454 1718
Step size 0.01489 0.01378 0.01165 0.014906 0.01377 0.01164
¯2 ∞ ∞ 0.01942 ∞ ∞ ∞
Table 9
Error (8.6) corresponding to the numerical solution of (8.4) by the Euler scheme and the second
weak order scheme (6.3) with constant step-sizes.
(see, e.g., [28]). We compute E
(
(XTk)
3
)
, with k = 1, 2, 3, T1 = 0.5, T2 = 1 and
T3 = 20. From (8.5) we deduce that
E
(
(Xt)
3
)
= exp
(−t3)(E((X0)3)+ 3σ2E (X0)(1− 1
t+ 1
))
.
For each scheme Y we estimate the error
(8.6) ¯2 (Y ) = max
k=1,2,3
∣∣∣E((Yn(k))3)− E((XTk)3)∣∣∣ ,
where n (k) is defined by (7.1). Table 8 presents estimations of ¯2 for Adaptive Schemes
1 - 7, together with the mean value of the number of steps taken by the scheme Y to
arrive at T = 20. We take ufac = 0.01.
Table 8 shows that Adaptive Schemes 1 - 7 solve properly (8.4), improving their
accuracy as the tolerance parameter Tol decreases. In particular, Adaptive Schemes
4 and Scheme 5 are very accurate, though their numerical complexities are reduced
since (8.4) involves only one Brownian motion. We can observe that the performance
of Adaptive Scheme 6 (resp. Adaptive Scheme 7) is slightly better than the one of
Adaptive Scheme 2 (resp. Adaptive Scheme 3), with the same computational cost
per iteration. It is interesting that the number of steps used by Adaptive Schemes 2
- 7 have not increased significantly as the tolerance Tol decreases. As we expected in
Sections 4 and 5.1, the average of the number of iterations made for Adaptive Scheme
1 is greater than ones of Adaptive Schemes 2- 7.
Table 9 provides the error (8.6) for the Euler scheme and the second weak order
scheme (6.3) both with constant step-size. Table 9 illustrates that the trajectories of
the Euler scheme and the second weak order scheme (6.3), with constant step-sizes,
grow excessively in case the step-size is not small enough. According to Tables 8 and 9
we have that Adaptive Schemes 2 - 7 with Atoli = Rtoli = Tol ∈
{
10−2, 10−3, 10−4
}
approximate very well the solution of (8.4), while their underlying numerical integra-
tors with constant step-sizes blow up for a similar number of steps.
8.2. System of SDEs.
8.2.1. Nonlinear SDE with commutative noise. We consider the following
two scalar SDEs
(8.7) dUt = −α2 sin (Ut) cos3 (Ut) dt+ α cos2 (Ut) dW 1t t ≥ 0
and
(8.8) d Vt =
1
2
β2 Vt dt+ β
√
1 + V 2t dW
2
t t ≥ 0,
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Ex3 Ex4
Tk 5 10 20 3 5
Eψ
(
XTk
)
2.07675354 2.16393732 2.23352636 1.99966043 2.07675639
Table 10
References values for E
((
3
7
X1Tk
+ 1
7
X2Tk
)2
+ arcsinh
(
1
7
X1Tk
− 2
7
X2Tk
))
, where X solves (8.9)
with X10 = 2 and X
2
0 = 1.
Tol
¯3
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6 Scheme 7
10−2 0.12958 1.384 2.38 0.115 1.82 4.104 6.52
10−3 0.006713 0.0455 0.0622 0.0158 0.019 0.0842 0.0586
10−4 0.0007177 0.01289 0.0149 0.00772 0.0119 0.032 0.0374
Tol
Mean number of steps
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6 Scheme 7
10−2 7165.73 454.06 291.24 724.97 448.05 1023.87 548.09
10−3 83701.75 2225.96 1491.18 2656.04 1846.61 3658.62 2363.53
10−4 852901.7 8088.85 5627.78 8557.86 6027.95 9630.1 6679.99
Table 11
Weak error ¯3 and the expected value of the number of steps corresponding to the numerical
solution of the case Ex3 of (8.9), i.e., α = 10 and β = 0.1.
where α, β ∈ R. Similarly to, for instance, [34, 37], we couple (8.7) and (8.8) by the
linear transformation Xt =
(
2 1
1 −3
)(
Ut
Vt
)
. This yields the nonlinear system
(8.9)
dX1t =
(
−2α2 sin
(
3
7
X1t +
1
7
X2t
)
cos3
(
3
7
X1t +
1
7
X2t
)
+
1
14
β2
(
X1t − 2X2t
))
dt
+ 2α cos2
(
3
7
X1t +
1
7
X2t
)
dW 1t +
β
7
√
49 + (X1t − 2X2t )2 dW 2t
dX2t =
(
−α2 sin
(
3
7
X1t +
1
7
X2t
)
cos3
(
3
7
X1t +
1
7
X2t
)
− 3
14
β2
(
X1t − 2X2t
))
dt
+ α cos2
(
3
7
X1t +
1
7
X2t
)
dW 1t −
3
7
β
√
49 + (X1t − 2X2t )2 dW 2t
,
whose solution is
Xt =
(
2 1
1 −3
)(
Ut
Vt
)
=
(
2 arctan
(
αW 1t + tan (U0)
)
+ sinh
(
βW 2t + arcsinh (V0)
)
arctan
(
αW 1t + tan (U0)
)− 3 sinh (βW 2t + arcsinh (V0))
)
(see, e.g., [28]). We take X10 = 2, X
2
0 = 1, and we compute Eψ (Xt) with
ψ (x) =
(
3
7
x1 +
1
7
x2
)2
+ arcsinh
(
1
7
x1 − 2
7
x2
)
.
Thus, Eψ (Xt) = E arctan2
(
αW 1Tk + tan (1)
)
.
Table 10 presents estimated values of Eψ (XTk) in the cases:
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Tol
¯3
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6 Scheme 7
10−2 0.16432 0.82032 1.5592 80.5828 22.42 85.8822 21.7422
10−3 0.003363 0.10065 0.21315 2.3774 0.97168 2.5591 1.7677
10−4 0.000448 0.01757 0.04171 0.17888 0.15262 0.14688 0.09727
Tol
Mean number of steps
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5 Scheme 6 Scheme 7
10−2 3831.76 272.24 169.89 464.52 360.55 543.05 405.62
10−3 40274.01 1098.43 716.68 1404.91 1031.25 1534.06 1100.39
10−4 404672.4 3774.08 2557.99 4160.71 2943.66 4302.63 3034.87
Table 12
Weak error ¯3 and the expected value of the number of steps corresponding to the numerical
solution of the case Ex4 of (8.9), i.e., α = 10 and β = 1.
Ex3 Ex4
Number of steps 456 2227 8091 273 1100 3775
Step size 0.04405 0.008985 0.002473 0.018366 0.004552 0.0013248
¯3 70.5579 11.6562 1.2448 15.0869 2.45667 0.05659
Table 13
Weak error (8.10) arising from the application of the Euler scheme with constant step-size to
the cases Ex3 and Ex4 of (8.9).
Ex3: α = 10, β = 0.1, T1 = 5, T2 = 10 and T3 = 20.
Ex4: α = 10, β = 1 and T1 = 3 and T2 = 5.
They have been obtained by running Sampling Method 1 with Y {k,s} distributed as
W 1Tk , ϕ(y) = arctan
2 (α y + tan (1)), and parameters δ = 0.01, AStol = RStol = 10
−5,
Smin = 10
8, Smax = 10
14 and Sfacmax = 120.
Tables 11 - 14 provide the error
(8.10) ¯3 (Y ) = max
k=1,...,M
∣∣Eψ (Yn(k))− Eψ (XTk)∣∣
for Adaptive Schemes 1 - 7 and constant step-size versions of the Euler scheme and
the second weak order scheme (6.3), where n (k) is as in (7.1). We estimate ¯3 (Y ) by
applying Sampling Method 1 with parameters AStol = RStol = 10
−4 and Smax = 109
(resp. AStol = RStol = 10
−3 and Smax = 108) in the case of Example Ex3 (resp.
Example Ex4). We also take δ = 0.01, Smin = 10
5 and Sfacmax = 120. In Adaptive
Schemes 3, 7 and 5 we choose ufac = 0.
Tables 11 and 12 show the improvement of the accuracy of Adaptive Schemes
1 - 7 as the tolerance Tol decreases to 0. The performance of Adaptive Schemes 2
and 3 is better than their small-noise versions Adaptive Scheme Scheme 6 and 7. In
Example Ex4, Adaptive Schemes 2 and 3 are superior to Adaptive Schemes 4 - 7,
namely when Atoli = Rtoli ∈
{
10−2, 10−3
}
. The accuracy of Adaptive Scheme 1 is
great, but it uses far more iteration steps that Adaptive Schemes 2 - 7, as we expected
in the third and second paragraphs of Sections 4 and 5.1, respectively.
From Tables 13 and 14, together with Tables 11 and 12, it follows that the new
adaptive strategies improve the behavior of the Euler scheme (resp. the scheme (6.3))
with constant step-size equal to T divided by the expected value of the number of
steps used by Adaptive Scheme 2 (resp. Adaptive Scheme 4).
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Ex3 Ex4
Number of steps 727 2659 8559 465 1405 4162
100 x Step size 2.759 0.753 0.234 1.0764 0.35589 0.12017
Error ¯3 89.713 7.4673 0.4782 ∞ ∞ ∞
Table 14
Weak error (8.10) arising from the application of the second weak order scheme (6.3) with
constant step-size to the cases Ex3 and Ex4 of (8.9).
Fig. 1. Reference values of EQt and EPt, where t = 0, 1, . . . , 80 and Qt and Pt are given
by (8.11) with −δ = β = 10, α = −1, γ = −0.1 and σ1 = σ2 = σ3 = 0.5.
8.2.2. Stochastic Duffing-van der Pol equation. We deal with the following
stochastic extension of the Duffing-van der Pol equation
(8.11)

dQt = Pt dt
dPt =
(
αQt +
(
β + (σ2)
2
/2
)
Pt + γ (Qt)
3
+ δ (Qt)
2
Pt
)
dt
+ σ1Qt dW
1
t + σ2Pt dW
2
t + σ3 dW
3
t
∀t ≥ 0,
where α, β, γ, δ, σ1, σ2, σ3 ∈ R. We take Q0 = P0 = 1. The non-linear Langevin
equation (8.11) has already been used for testing SDE solvers (see, e.g., [10, 13, 22,
28, 30, 33]). We fix β = −δ > 0. Thus, in case γ = σ1 = σ2 = σ3 = 0 the SDE
(8.11) reduces to the usual van der Pol oscillator, a common model problem in the
numerical solution of ODEs, which becomes increasingly stiff as β takes larger values.
We choose β = 10, α = −1, γ = −0.1 and σ1 = σ2 = σ3 = 0.5.
We compute EQTk and EPTk for Tk = k, with k = 0, 1, . . . , 80. Figure 1 provides
the reference solution calculated by the Euler scheme with constant step-size equal
to 10−4, and Sampling Method 1 with parameters δ = 0.01, AStol = RStol = 10−4,
Smin = 10
6, Smax = 10
7 and Sfacmax = 120. Figures 2 - 4 present estimations
of the errors
∣∣EQTk − EQTk ∣∣ and ∣∣EPTk − EPTk ∣∣ for different values of the tolerance
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Fig. 2. Numerical integration of (8.11). Weak error
∣∣EQTk − EQTk ∣∣ (dashed red) and∣∣EPTk − EPTk ∣∣ (solid blue) for the adaptive schemes with Atoli = Rtoli = 10−2.
Fig. 3. Numerical integration of (8.11). Weak error
∣∣EQTk − EQTk ∣∣ (dashed red) and∣∣EPTk − EPTk ∣∣ (solid blue) for the adaptive schemes with Atoli = Rtoli = 10−3.
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Fig. 4. Weak error
∣∣EQTk − EQTk ∣∣ (dashed red) and ∣∣EPTk − EPTk ∣∣ (solid blue) for
Adaptive Schemes 2 and 3 with Atoli = Rtoli = 10
−4.
Tol
Mean number of steps
Scheme 1 Scheme 2 Scheme 3 Scheme 4 Scheme 5
10−2 19720.03 3687.75 1381.68 3273.03 998.19
10−3 198216.97 11102.44 3858.32 10716.17 3539.26
10−4 −− 34656.46 11848.71 −− −−
Table 15
Expected value of the number of steps corresponding to the numerical solution of the stochastic
Duffing-van der Pol equation (8.11)
parameters Atoli = Rtoli = Tol. We get EQTk and EPTk by applying Adaptive
Schemes 1 - 5, together with a fixed sample size equal to 106. Table 15 provides the
mean values of the number of steps used in the computations of EQt presented in
Figures 2 - 4. We fix Ufac = 0.1 in Adaptive Schemes 3 and 5.
If we set the step-size to the constant value 0.05 in this example, then the Euler
scheme and the second order method (5.1) grow excessively. Figures 2 - 4 illustrate
that the new algorithms adjust appropriately the step-size to approximate the law of
the solution of (8.11), and so they avoid the blow up in the estimations of EQTk and
EPTk . In Figures 2 - 4 highlights the accuracy of Scheme 4.
8.3. Summary of the experiment results. Numerical experiments show that
the new adaptive schemes greatly overcome the accuracy and stability of the Euler
and second order Taylor schemes with fixed step-size in the integration of the seven
test equations. The new adaptive strategies reduce appropriately the step-sizes of
the schemes as the tolerances become smaller. Namely, Adaptive Scheme 1 achieves
a great accuracy with very low computational cost per iteration step, but it uses
step-sizes far smaller than the ones of Adaptive Schemes 2 - 7. Adaptive Schemes
2 - 5 improve the stability of the Euler and second weak order schemes, when a
similar number of total recursive steps are used. These promising results raise big
expectations about of the use of the new adaptive schemes for integrating complex
equations in applications.
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9. Conclusions. Similar to ordinary differential equations, the automatic selec-
tion of the step-sizes of the weak numerical integrators can reduce the computational
cost of the weak numerical solution of stochastic differential equations (SDEs for short)
as well as can prevent numerical instabilities. Moreover, non-specialists in stochastic
numerics can approach practical situations involving SDEs equipped with adaptive
time-stepping and sample-size codes for the weak numerical solution of SDEs. Never-
theless, the design of adaptive time-stepping methods for the weak numerical solution
of SDEs is a complex task that have not been enough treated in the literature. In this
paper, we introduce a new general methodology to choose automatically the step-size
of the weak numerical schemes for SDEs, which has two main innovative components:
i) the matching between the first conditional moments of embedded pairs of weak
approximations is controlled by appropriate local discrepancy functions; and ii) the
step-size selection process does not involve sampling random variables. Guided by
the new methodology, three variable step-size weak Euler schemes and four variable
step-size higher order weak schemes were derived from different discrepancy functions.
Numerical experiments with a number of test equations illustrate the effectiveness of
the new adaptive schemes for the weak integration of SDEs and the capability of these
schemes to overcome instability issues of the conventional weak schemes with fixed
step-size. The new methodology shows strong potential for constructing adaptive
time-stepping strategies for a variety of current numerical schemes.
10. Proofs.
10.1. Proof of Theorem 3.1.
Proof. Let u be the function described in Hypothesis 2. Then, Eϕ (YN ) =
Eu (T, YN ), and so
Eϕ (YN ) = Eu (0, Y0) +
N−1∑
n=0
(Eu (τn+1, Yn+1)− Eu (τn, Yn)) .
Using ∂tu = −L (u) and u ∈ C5P
(
[0, T ]× Rd,R) we get ∂tu ∈ C3P ([0, T ]× Rd,R) and
∂ttu ∈ C1P
(
[0, T ]× Rd,R). According to Taylor’s theorem we have
u (τn+1, Yn+1) = u (τn, Yn) + ∂tu (τn, Yn) (τn+1 − τn) +
∑
|α|=1
∂αx u (τn, Yn) (Yn+1 − Yn)α
+ (τn+1 − τn)2
∫ 1
0
∫ r
0
∂ttu ◦ λ (s) ds dr
+ 2 (τn+1 − τn)
∑
|α|=1
(Yn+1 − Yn)α
∫ 1
0
∫ r
0
∂αx ∂tu ◦ λ (s) ds dr
+
∑
|α|=2
2
α!
∫ 1
0
∫ r
0
∂αx u ◦ λ (s) ds dr (Yn+1 − Yn)α ,
with λ (s) = (τn, Yn) + s (τn+1 − τn, Yn+1 − Yn). Applying the fundamental theorem
of calculus to ∂αx ∂tu ◦ λ (s) and ∂αx u ◦ λ (s) we get
u (τn+1, Yn+1) = u (τn, Yn) + ∂tu (τn, Yn) (τn+1 − τn)
+
∑
|α|=1,2
1
α!
∂αx u (τn, Yn) (Yn+1 − Yn)α +RYn+1,
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where
RYn+1 = (τn+1 − τn)2
∫ 1
0
∫ r
0
∂ttu ◦ λ (s) ds dr
+ (τn+1 − τn)
∑
|α|=1
∂αx ∂tu (τn, Yn) (Yn+1 − Yn)α
+ 2 (τn+1 − τn)2
∑
|α|=1
(Yn+1 − Yn)α
∫ 1
0
∫ r
0
∫ u
0
∂αx ∂ttu ◦ λ (s) ds du dr
+ (τn+1 − τn)
∑
|α|=2
6
α!
(Yn+1 − Yn)α
∫ 1
0
∫ r
0
∫ u
0
∂αx ∂tu ◦ λ (s) ds du dr
+
∑
|α|=3
6
α!
(Yn+1 − Yn)α
∫ 1
0
∫ r
0
∫ u
0
∂αx u ◦ λ (s) ds du dr.
Combining ∂tu = −L (u) with the application of the fundamental theorem of calculus
to ∂αx u ◦ λ we deduce that
RYn+1 = − (τn+1 − τn)2
∫ 1
0
∫ r
0
∂tL (u) ◦ λ (s) ds dr
− (τn+1 − τn)
∑
|α|=1
∂αxL (u) (τn, Yn) (Yn+1 − Yn)α
− (τn+1 − τn)2
∑
|α|=1
2
α!
(Yn+1 − Yn)α
∫ 1
0
∫ r
0
∫ u
0
∂αx ∂tL (u) ◦ λ (s) ds du dr
− (τn+1 − τn)
∑
|α|=2
6
α!
(Yn+1 − Yn)α
∫ 1
0
∫ r
0
∫ u
0
∂αxL (u) ◦ λ (s) ds du dr
+
∑
|α|=3
1
α!
∂αx u (τn, Yn) (Yn+1 − Yn)α
− (τn+1 − τn)
∑
|α|=3
6
α!
(Yn+1 − Yn)α
∫ 1
0
∫ r
0
∫ u
0
∫ v
0
∂αxL (u) ◦ λ (s) ds dv du dr
+
∑
|α|=4
24
α!
(Yn+1 − Yn)α
∫ 1
0
∫ r
0
∫ u
0
∫ v
0
∂αx u ◦ λ (s) ds dv du dr,
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and so E
(
RYn+1upslopeFτn
)
is equal to
− (τn+1 − τn)2
∫ 1
0
∫ r
0
E (∂tL (u) ◦ λ (s)upslopeFτn) ds dr
− (τn+1 − τn)
∑
|α|=1
∂αxL (u) (τn, Yn)E ((Yn+1 − Yn)αupslopeFτn)
− (τn+1 − τn)2
∑
|α|=1
2
α!
∫ 1
0
∫ r
0
∫ u
0
E ((Yn+1 − Yn)α ∂αx ∂tL (u) ◦ λ (s)upslopeFτn) ds du dr
− (τn+1 − τn)
∑
|α|=2
6
α!
∫ 1
0
∫ r
0
∫ u
0
E ((Yn+1 − Yn)α ∂αxL (u) ◦ λ (s)upslopeFτn) ds du dr
+
∑
|α|=3
1
α!
∂αx u (τn, Yn)E ((Yn+1 − Yn)αupslopeFτn)
− (τn+1 − τn)
∑
|α|=3
6
α!
∫ 1
0
∫ r
0
∫ u
0
∫ v
0
E ((Yn+1 − Yn)α ∂αxL (u) ◦ λ (s)upslopeFτn) ds dv du dr
+
∑
|α|=4
24
α!
∫ 1
0
∫ r
0
∫ u
0
∫ v
0
E ((Yn+1 − Yn)α ∂αx u ◦ λ (s)upslopeFτn) ds dv du dr.
Using Hypothesis 3 (c) we obtain∣∣∣E(Y jn+1 − Y jnupslopeFτn)∣∣∣
≤
∣∣∣E(Y jn+1 − Y jnupslopeFτn)− E(Zjn+1 (Yn)− Y jnupslopeFτn)∣∣∣+ ∣∣∣E( Zjn+1 (Yn)− Y jnupslopeFτn)∣∣∣
≤ K (1 + ‖Yn‖q) (τn+1 − τn)2 +
∣∣bj (τn, Yn)∣∣ (τn+1 − τn) .
This gives∣∣∣∣∣∣
∑
|α|=1
∂αxL (u) (τn, Yn)E ((Yn+1 − Yn)αupslopeFτn)
∣∣∣∣∣∣ ≤ K (1 + ‖Yn‖q) (τn+1 − τn) .
Similarly, combining Hypothesis 3 (c) with
E
((
Zj1n+1 (Yn)− Y j1n
)(
Zj2n+1 (Yn)− Y j2n
)(
Zj3n+1 (Yn)− Y j3n
)
upslopeFτn
)
= bj1 (τn, Yn) b
j2 (τn, Yn) b
j3 (τn, Yn) (τn+1 − τn)3
+
∑
{i1,i2,i3}={j1,j2,j3}
m∑
k=1
bi1 (τn, Yn)σ
i2
k (τn, Yn)σ
i3
k (τn, Yn)
yields∣∣∣∣∣∣
∑
|α|=3
1
α!
∂αx u (τn, Yn)E ((Yn+1 − Yn)αupslopeFτn)
∣∣∣∣∣∣ ≤ K (1 + ‖Yn‖q) (τn+1 − τn)2 .
Employing Hypothesis 3 (b), together with the Cauchy-Bunyakovsky-Schwarz inequal-
ity, we bound from above the absolute values of the remaining terms of E
(
RYn+1upslopeFτn
)
to obtain ∣∣E (RYn+1upslopeFτn)∣∣ ≤ K (1 + ‖Yn‖q) (τn+1 − τn)2 .
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Applying Itoˆ’s formula we get u (0, X0) = E (u (T,XT )upslopeFτ0) and u (τn, Yn) =
E
(
u
(
τn+1, Xτn+1 (τn, Yn)
)
upslopeFτn
)
(see, e.g., proof of Theorem 5.7.6 of [26] or proof of
Theorem 7.14 of [16]). Therefore,
Eϕ (XT ) = Eu (0, X0)
= Eu (0, X0) +
N−1∑
n=0
(
Eu
(
τn+1, Xτn+1 (τn, Yn)
)− Eu (τn, Yn)) .
As in the proof of (3.8), using the fundamental theorem of calculus and Taylor’s
theorem we obtain (3.9) with RXn+1 equal to
− (τn+1 − τn)2
∫ 1
0
∫ r
0
∂tL (u) ◦ λX (s) ds dr
− (τn+1 − τn)
∑
|α|=1
∂αxL (u) (τn, Yn)
(
Xτn+1 (τn, Yn)− Yn
)α
− (τn+1 − τn)2
∑
|α|=1
2
α!
∫ 1
0
∫ r
0
∫ u
0
(
Xτn+1 (τn, Yn)− Yn
)α
∂αx ∂tL (u) ◦ λX (s) ds du dr
− (τn+1 − τn)
∑
|α|=2
6
α!
∫ 1
0
∫ r
0
∫ u
0
(
Xτn+1 (τn, Yn)− Yn
)α
∂αxL (u) ◦ λX (s) ds du dr
+
∑
|α|=3
1
α!
∂αx u (τn, Yn)
(
Xτn+1 (τn, Yn)− Yn
)α
− (τn+1 − τn)
∑
|α|=3
6
α!
∫ 1
0
∫ r
0
∫ u
0
∫ v
0
(
Xτn+1 (τn, Yn)− Yn
)α
∂αxL (u)◦λX (s) dsdvdudr
+
∑
|α|=4
24
α!
∫ 1
0
∫ r
0
∫ u
0
∫ v
0
(
Xτn+1 (τn, Yn)− Yn
)α
∂αx u ◦ λX (s) ds dv du dr,
where λX (s) = (τn, Yn) + s
(
τn+1 − τn, Xτn+1 (τn, Yn)− Yn
)
. Now, applying basic
properties of the solution of (3.1), together with (2.2), we get
∣∣E (RXn+1upslopeFτn)∣∣ ≤ K (1 + ‖Yn‖q) (τn+1 − τn)2 .
10.2. Proof of Lemma 4.1.
Proof. Using the optional sampling theorem, together with the fact that τn + ∆
is a stopping time, we obtain
(10.1)
E
((
Y in (τn + ∆)− Y in
) (
Y jn (τn + ∆)− Y jn
)
upslopeFτn
)
= bi (τn, Yn) b
j (τn, Yn) ∆
2 +
m∑
k=1
σik (τn, Yn)σ
j
k (τn, Yn) ∆
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for all i, j = 1, . . . , d. Applying the the triangle inequality gives∥∥∥∥∥∥
(
bi (τn, Yn) b
j (τn, Yn) ∆
2 +
∑m
k=1 σ
i
k (τn, Yn)σ
j
k (τn, Yn) ∆
d˜i,n (∆) d˜j,n (∆)
)
i,j
∥∥∥∥∥∥
Rd×d
≤ ∆2
∥∥∥∥∥∥
(
bi (τn, Yn) b
j (τn, Yn)
d˜i,n (∆) d˜j,n (∆)
)
i,j
∥∥∥∥∥∥
Rd×d
+ ∆
m∑
k=1
∥∥∥∥∥∥
(
σik (τn, Yn)σ
j
k (τn, Yn)
d˜i,n (∆) d˜j,n (∆)
)
i,j
∥∥∥∥∥∥
Rd×d
= ∆2
∥∥∥∥∥∥
(
bi (τn, Yn)
d˜i,n (∆)
)
i
(
bi (τn, Yn)
d˜i,n (∆)
)>
i
∥∥∥∥∥∥
Rd×d
+ ∆
m∑
k=1
∥∥∥∥∥∥
(
σik (τn, Yn)
d˜i,n (∆)
)
i
(
σik (τn, Yn)
d˜i,n (∆)
)>
i
∥∥∥∥∥∥
Rd×d
.
Therefore, using (2.1) yields∥∥∥∥∥∥
(
bi (τn, Yn) b
j (τn, Yn) ∆
2 +
∑m
k=1 σ
i
k (τn, Yn)σ
j
k (τn, Yn) ∆
d˜i,n (∆) d˜j,n (∆)
)
i,j
∥∥∥∥∥∥
Rd×d
≤ ∆2
∥∥∥∥∥
(
bi (τn, Yn)
d˜i,n (∆)
)
i
∥∥∥∥∥
2
Rd
+ ∆
m∑
k=1
∥∥∥∥∥
(
σik (τn, Yn)
d˜i,n (∆)
)
i
∥∥∥∥∥
2
Rd
≤ ∆2
∥∥∥∥(bi (τn, Yn)di,n (∆)
)
i
∥∥∥∥2
Rd
+ ∆
m∑
k=1
∥∥∥∥∥
(
σik (τn, Yn)
d˜i,n (∆)
)
i
∥∥∥∥∥
2
Rd
,
since d˜i,n (∆) ≥ di,n (∆) > 0. Hence, the lemma follows from (10.1).
10.3. Proof of Lemma 5.1.
Proof. From the exact values of the expectation of products of iterated Itoˆ inte-
grals (see, e.g., [28, 35]) it follows that
E
(
Yˆn (τn + ∆)upslopeFτn
)
= Yn + b (τn, Yn) ∆ +
1
2
L0b (τn, Yn) ∆2
and
E
((
Yˆ in (τn + ∆)− Y in
)(
Yˆ jn (τn + ∆)− Y jn
)
upslopeFτn
)
= bibj∆2 +
1
2
biL0bj∆3 + 1
2
bjL0bi∆3 + 1
4
L0bi · L0bj∆4 + 1
2
∆2
m∑
k,`=1
Lkσi` · Lkσj`
+ ∆
m∑
k=1
σikσ
j
k +
1
2
∆2
m∑
k=1
σikLkbj +
1
2
∆2
m∑
k=1
σikL0σjk
+
1
2
∆2
m∑
k=1
Lkbi · σjk +
1
3
∆3
m∑
k=1
Lkbi · Lkbj + 1
6
∆3
m∑
k=1
Lkbi · L0σjk
+
1
2
∆2
m∑
k=1
L0σik · σjk +
1
6
∆3
m∑
k=1
L0σik · Lkbj +
1
3
∆3
m∑
k=1
L0σik · L0σjk,
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where the right-hand side of the last equality is evaluated at (τn, Yn). Now, using
(4.2) and (10.1) we obtain the assertion of the lemma.
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