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Abstract - -We prove that the eigenvaiues Aj of an n by n complex matrix A with its characteristic 
polynomial having real coefficients lie in the elliptic region defined by 
~2 (X--~-~)2-}-ot2y  <~a2fl 2,
where 
[n l (~  (Re Ak) 2 tr  ) ]  
- -  (Re( A)) 2 1/2 
and 
[o_i  1 /3 = (ImAk) 2 Ln ~=1 J 
This region is intersected with the strip 
to obtain an improved eigenvalue localization region. We also give bounds for the semiaxes, which 
can be computed without knowing the eigenvalues of A. When A has r < n nonzero eigenvalues, we 
obtain a smaller elliptic region containing such nonzero eigenvalues. 
Keywords- -E igenva lue ,  Localization, Characteristic polynomial. 
1. INTRODUCTION 
Given an n-tuple Zl, z2,..., zn of complex numbers, the disk 
z-~l~zp 2= _< n-ln zp[2 1 ---- Zp 
n 
(1) 
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gives a bound for them [1]. One may choose the n-tuple as an n-tuple of eigenvalues ofa complex 
matrix of order n. However, it is shown in [2] that the rectangle 
lk-~, n 1 1 
/~  _ T (Rez~) ~ - - Re~ (2) Rez -  
p----I p=l  n \p - -1  / ] J 
( -~ Im _< nn----~l ~-~(Imz,) 2-I ZImz,  (3) 
= \p=l n \p=l  ] 
gives better localization than the disk. 
In Section 2, we give an ellipse as a better locating region of symmetrically placed complex 
numbers with respect o the real axis. As a consequence, the eigenvalues of a complex matrix A 
of order n are located in an elliptic region if its characteristic polynomial has real coefficients 
only. In Section 3, we study the case in which some eigenvalues ofA are zero, obtaining a smaller 
rectangle and a smaller elliptic region containing the nonzero eigenvalues. In Section 4, we include 
some examples. Finally, we observe that the elliptic localization region can be intersected with 
the strip 
I Im(z)l <_ ~ (Imzv)2[ 
p=l  J 
to obtain an improved localization region. 
2. ELL IPT IC  REGIONS 
THEOREM 2.1. Let n > 4. I f  S = (Z l ,g2 , . . .  ,Zn}  is an n-tuple of  complex numbers atisfying 
{-g : z E S}  = S,  then S is included in the elliptic region 
I a2y 2 $= x+iy :8  2 x - -  zp + <_a2fl 2 , (4) 
n 
where a, ~ are nonnegative real numbers defined by 
c~ 2 n - 1 (Re zp) 2 1 . . . .  z ,  (5) 
n n 
p----1 p=l  
n 
/~2 = n -  1 E (Im zp) 2 . (6) 
n 
p=l  
h n PROOF. From the hypothesis on S, it follows t at ~p=l  zp is a real number and, from (2) and (3), 
n we have IRezp - (1/n)~-~p=lZpl < a and {ImApl </~ for all p, where a and/~ are given by (5) 
and (6), respectively. If all the elements of S are real numbers or all of them lie on the line 
n x = ~'~p=l zp, it is clear that S c_ C. Thus, we may assume that a and /~ are both positive 
n numbers. By translating ( l /n)  ~p=l  zp, we also may assume that ~v=l  zv = 0. Let 
zl = al + ibl, z2 = a2 q- ib2 . . . . .  Zm :. am + ibm, 
Zm+l = al -- ibl, Zrn+2 ~-  a2 - ib2,. . . ,g2ra = am -- ibm, and 
Z2m+l  - :  e l ,  Z2m+2 = C2, • . .  ~Zn .= Cn_2rn,  
where ap, bp and ck are real numbers. It is obvious that z2m+l, z2m+2,... ,Zn lie in E. We give 
the proof for zl. The proof for Zp (p = 2, 3 , . . . ,  2m) is similar. To see zt E £, or 
2 m . r--.~n-2rn C2~ "q- (2 b 2~ < 
1, 
(n - 1) In ( Ep=l a~ ~- 2-,k=l k) (n - 1) In ~ '~ 
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it suffices to show that 
( 
(n - 1)/n k2 }-'~p=1% Z-~k=l 
or~ 
+ 
(n- 1)/n (2b~) < 1, 
m n--2rn 
2 2 >o.  
p=2 k----1 / 
Since n ~p=l  zp = 0, one has 
I m n -2m ,~ 2 
p=2 k=l / 
and the inequality is equivalent to the positive semidefiniteness of the quadratic form: 
rn r~-2m rn m rn n--2m n--2m rn 
p=2 k=l k=2p>k k=2 p----1 k--1 p>k 
The matrix of this quadratic form is 
M = 
"2n-8  -4  -4  -2  -2  
-4  
-4  
-2  
-2  
-4  
-4  2n-  8 
-2  
-2  
n -3  
-1  
-2  -1  
-1  
-2  
-1  
-1  
-1  n -3  
where the orders of the matrices P, Q, and R are (m - 1) x (m - 1), (m - 1) x (n - 2m) and 
(n -  2m) x (n -  2m), respectively. M is an Hermitian matrix which is diagonally dominant 
with nonnegative diagonal entries. Therefore, by the Gerschgorin's Theorem, M is a positive 
semidefinite matrix. II 
We can apply the result of the above theorem to the eigenvalues of a certain class of matrices 
to obtain the following theorem. 
THEOREM 2.2. Let A be an n by n complex matrix with its characteristic polynomial having 
real coefficients. Then, the eigenvalues Aj of A lie in the elliptic region 
/32(x t rA)2 -{ -a2y2  ~0/2~ 2 (7) 
where a and t3 are given by 
L n k-~l 
(8) 
(9) 
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In practice, we do not know the eigenvalues Aj. This impedes direct use of (8) and (9). 
Therefore, we seek alternative bounds for the semiaxes a and #. We have the following corollary. 
COROLLARY 2.3. Let A be a complex matr/x of order n with i~s characteris¢ic polynomial having 
real coefficients. Then, aU the eigenvalues of A lie in the elliptic region defined by 
( 65 x -F 72y 5 < 7262, (10) 
where 7 and 6 are given by 
"y IIBII~ (t )2 i/2 -- , B - -~ 
[ .~] i /5  1 (A_A , ) .  
,5= IICIIF, c= 
(11) 
(12) 
PROOF. The Schur's inequalities 
~ (ReAk) 5 < IIBII2F and 
k : l  
show that a < 7 and # < 6 and the result follows. 
n 
(ImAm) 5 -< IICIl~ 
k:l 
We recall that equality in the Schur inequalities occurs if and only if A is a normal matrix. In 
this case, the eigenvalues of B (respectively, C) are Re A1, Re A2,..., Re An(respectively, Im A1, 
ImA2,..., ImAn). Thus, when A is a non-normal matrix, the estimate given in (10) can be 
improved. We use an inequality due to Kress, de Vries and Wegmann [3]: If A is a complex 
matrix of order n with eigenvalues A1, A2,..., An, then 
( 1 )1/5 
k=l iAki5 < I IAi i~- 5(~(A))  5 , 
where v(A) = IIA*A - AA*IIF. Let 
1 (1.1 (A.))2) i /2  
c = I IA I I~-  5 
Let B and C be as in (11) and (12). Then, 
n 
E (ReAk)2 + E (ImAk)2 ~ c and 
k : l  k=l  
n 
E (Re Ak)2 - E (ImAk)2 = I IR I I~ - I IC I l~.  
k : l  k : l  
From (15) and (16), we obtain 
and 
• (~ak)  2 _ ~ 
k=l  
E (ImAk) 2 < ~ 
k=l 
(13) 
(14) 
(15) 
(18) 
(17) 
(18) 
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We have proved the following corollary. 
COROLLARY 2.4. Let A be a complex matrix of order n with its characteristic polynomial having 
rea/coefficients. Then, a/l the eigenva/ues of A lie in the elliptic region defined by 
¢2(x t rA)2+e2y2 _<e2¢ 2, (19) 
where e and ¢ are given by 
$_-- [~-! (2(cTHBH2-llCH2) (trA)2)] 1/2, 
(20) 
(21) 
and e is given by (14). 
3.  S INGULAR MATRICES 
Let z l , z2 , . . . , zn  be complex numbers. Assume that zr+1 = Zr+2 . . . . .  z n = 0. We recall 
the following lemma proved in [4]. 
LEMMA 3.1. H dl, du, . . . , dm are tea/numbers such that dl + d2 + ...  +dm = O, then 
m 
4<_m- lZd  
m k=l 
fo r j  = 1,2, . . . ,m. 
By applying this lemma to the real and imaginary parts of the numbers 
1 r 1 r 1 r 
p=l p=l p=l 
we obtain that zl, z2,..., zr lie in the rectangle 
[ -~r l  ( rZ(Rezp)  2 -1  (~-~)2) ]  1/2 
< P z, 
r p=l \p=l  r p=l 
r [~@r 1 ( r ( ~ ) 2 ) ]  1/2 
Imz 1 Z imz  p <_ Z( Imzp)2 -  1 Imzp 
r p=l \p=l  r p=l 
(22) 
(23) 
We want to compare this rectangle with the rectangle defined by (2) and (3). For this purpose, 
we state and prove the following lemma. 
LEMMA 3.2. Let r > 1, t be a real number and S > (t2)/r. Then, 
and 
S-  +-< S + ~  
r r+ l  - r+ l  
(24) 
- s -  +-  > - s +- - .  (25) 
r - r+ l  r+ l  
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PROOF. Suppose t <: 0. Then, t / (r  + 1) - (t/r) > O. Since 
- r + l  ' 
it follows (24) for t <: 0. Suppose t > 0. Hence, 
[~__~ ( ~)]1/2 t [~1 ( t 2 )1 1/2 t 
S - + - < S - + if and only if 
r - r+ l  
2t S - < S + r - 2 t2 if and only if 0 < (S - t ~) 2. ?- 
Since the last inequality holds, it follows that (24) is true for all real numbesr t. The inequality (25) 
can be obtained applying (24) to - t .  | 
THEOREM 3.3. Let Zl,Z2,... ,z n be complex numbers. I f  Zr+l : Zr-t-2 . . . . .  Z n = O, then 
and 
] 1 ERez  p + ar Rezp +a E Re zp - a~, - C_ Re zp - a, n 
p=l ?" p=l '~ p=l = 
[ ][ ] l ~-~ Imzp - t3r, _1E Imzp ÷ i3r C_ l ~-~Imzp -13, n Imzp + fl , 
" p=l  r p=l  '~ p=l  = 
where 
and 
I/2 
~r = ~ (~zp)  ~ - _1 ~Rez , ,  (26) 
\p=l r \p=l / ] 
1/2 ( f~r = ~ (Imzp) 2 _ _1 E lmz  p (27) 
r p=l \p=l / / 
r r PROOF. We apply Lemma 3.2 with S = ~p=l  (Re zv) 2 and t = )-~p=l Re zp and with S = 
Ep=I (Im zv) 2 and t = ~]p=l Im Zp. | 
Theorem 3.3 shows that the rectangle (22),(23) is included in the rectangle (2),(3). 
For the eigenvalues of a complex matrix, we have the following theorem. 
THEOREM 3.4. Let A be a complex matr/x of order n with at most r eigenvalues d/fferent from 
zero. Then, the nonzero eigenvalues lie in the rectangle 
a,.,  + a.,. x • X~,., + ~.r (28) r r r 
where 
(29) 
and 
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k=l 
(Re (tr A))2)]  1/2 r 
(30) 
COROLLARY 3.5. Let A be a complex matrix of order n with only rea/eigenvalues and with at 
mast r of them different from zero. Then, the nonzero eigenvalues lie in the interval 
[~__p,__erAr +P] '  
where 
; ' 
Now we apply the results of Section 2 to the case in which at most r eigenvalues of A are 
different from zero. The following Theorem and Corollaries are immediate. 
THEOREM 3.6. Let A be a complex matrix of order n with its characteristic polynomial having 
real coefficients. If at mast r of the eigenvalues of A are different from zero, then the nonzero 
eigenvalues lie in the elliptic region defined by 
( t~A)  2 ~ • + ~v ~ < ~ 
- afar, (31) 
where a~ and ~ are given 
C~r [~-~ (~ (Re)~k) 2 (trA)2)] 1/2 
---- r (32) 
k----1 
r -  1 r 1/2 
COROLLARY 3.7. Under the hypothesis of Theorem 3.6, the nonzero eigenvalues of A lie in the 
elliptic region defined by 
( ~ .~ - + ~v ~ < 7;~r, (34) 
where 7r and 6~ are given by 
,~,- = IIclIF. 
(35) 
(36) 
COROLLARY 3.8. 
elliptic region defined by 
( t r~A)  2 
¢~ x + ~v ~ < ~ 
- -  Er ~r 
where er and Cr are g/yen by 
er= [rr____~l (I(c+[,B[[2F_[,CH2F) (trA)2)] U2 
r r -  ~-~ (~-,,~H~ + t,oH~)] ~ 
¢~=L r 1 
Under the hypothesis of Theorem 3.6, the nonzero eigenvalues of A lie in the 
(37) 
, (38) 
(39) 
and B, (3 and c as before. 
29:74  
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4. EXAMPLES 
EXAMPLE 4.1. This example shows that Theorem 2.2 does not hold for arbitrary complex ma- 
trices. In fact, the eigenvalues 1 + i and -1  - i of the matrix 
A = 1+i  i 
0 -1  - i  
do not satisfy the inequality x2 + y2 _< 4/3. 
EXAMPLE 4.2. Consider the circulant matrix 
A= 2 1 
4 2 " 
3 4 
This matrix is normal. From Corollary 2.3, we have that the eigenvalues of A lie in the elliptic 
region defined by the inequality 
62 (x - 2) 2 + 72y 2 _< 7262, 
with 7 = a = 8.031189 and ~ =/~ = 3.674235. The true eigenvalues are 0, 10, -1+3 i ,  and -1 -3 i .  
EXAMPLE 4.3. Let 
A = 
[000 ] 
1 0 0 
1 0 0 " 
-1  0 0 
Prom Corollary 2.3, we obtain that the real and imaginary parts of the eigenvalues of A satisfy 
the inequality 
~2(x - 0.25) 2 + 72y 2 _< 7262, 
with 7 = 1.785357 and 6 = 2.031010. Since this matrix is not normal this eigenvalue localization 
can be improved by using Corollary 2.4. We obtain that the eigenvalues of A lie in the region 
¢2 (x - 0.25) 2 + e2y2 < ~2¢2, 
with c = 1.489488 and ¢ = 1.776534. It is easy to observe that at least two eigenvalue vanish. 
Then, we can use Corollary 3.7 and Corollary 3.8 in order to improve the above estimates. Prom 
Corollary 3.8, with r -- 2, we obtain the eigenvalue localization region 
¢I x - + <  2¢2, 
with c2 = 1.163636 and ¢2 = 1.450534, for the nonzero eigenvalues. The true eigenvalues of A 
are 0,0, and (1 4ix/'3)/2. 
EXAMPLE 4.4. Let 
A = 
5 0 -4 i [  
0 II 0 1 i 
-4 0 5 " 
0 10/ 0 11 J 
This matrix is normal and its characteristic polynomial has real coefficients. Prom Corollary 2.3, 
we have that the eigenvalues of A lie in the elliptic region defined by the inequality 
62 (x - 8) 2 + 72y 2 < 7262, 
with 7 = a = 7.141428 and 6 =/~ = 12.247449. The true eigenvalues are 1, 9, 11 ± 10i. 
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5. FINAL REMARK 
Finally, we remark that all the above eigenvalue localization regions can be improved by using 
the fact 
llm Ajl _< (Im Ak) 2 (40) 
k=l 
for all j ,  which is true for the eigenvalues of any matrix with its characteristic polynomial having 
real coefficients. The bound given in the proof of Theorem 2.3 or in (18) can be used to bound 
the right hand of (40). The improved eigenvalue localization region will be the intersection of 
the elliptic region with the corresponding strip. 
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