XML is a markup language introduced by W3C (1998) that allows one to structure documents by means of nested tagged elements. The element tag allows the annotation of the semantic description of the element content and can be exploited in order to effectively retrieve only relevant documents. Thus, the document structure can be exploited for document retrieval. Moreover, through the Xlink language (W3C, 2001), different types of links can be specified among XML documents. In Xlink, a link is a relationship among two or more resources that can be described inside an XML document. These relationships can be exploited as well to improve document retrieval.
INTRODUCTION
XML is a markup language introduced by W3C (1998) that allows one to structure documents by means of nested tagged elements. The element tag allows the annotation of the semantic description of the element content and can be exploited in order to effectively retrieve only relevant documents. Thus, the document structure can be exploited for document retrieval. Moreover, through the Xlink language (W3C, 2001), different types of links can be specified among XML documents. In Xlink, a link is a relationship among two or more resources that can be described inside an XML document. These relationships can be exploited as well to improve document retrieval.
The exponential growing of XML structured data available on the Web has raised the need of developing clustering techniques for XML documents. Web data clustering (Vakali et al., 2004 ) is the process of grouping Web data into clusters so that similar data belong to the same cluster and dissimilar data to different clusters. The goal of organizing data in such a way is to improve data availability and to fasten data access, so that Web information retrieval and content delivery on the Web are improved. Moreover, clustering together similar documents allows the development of homogeneous indexing structures and schemas that are more representative of such documents.
XML documents can also be used for annotating Web resources (like articles, images, movies, and also Web Services). For example, an image can be coupled with an XML document representing the image author and the date in which it has been shot as well as a textual description of its content or theme. A search engine can be coupled with an XML document containing information on the domain in which it works (e.g. document retrieval, image retrieval, web service retrieval) as well as information on the period of time during which the engine is available to answer queries. Web Services can be coupled with a description of the services they provide as well as links to analogous providers on the Web. An important activity in this respect is to identify resources on the Web that are similar by considering the similarity of the XML documents containing the annotations in order to provide users similar resources. Thus, developing approaches for clustering together similar documents that share similar characteristics is an important research direction.
XML document clustering is realized through algorithms that rely on the similarity between two documents computed exploiting a distance metric. The algorithms should guarantee that documents in the same cluster have an high similarity degree (low distance), whereas documents in different clusters have a low similarity degree (high distance). As far as clustering of XML data is concerned, the document content, the document structure as well as links among documents can be exploited for identifying similarities among documents. Several measures have been proposed for computing the structural and content similarity among XML documents whereas few XML specific approaches exist for computing link similarity (even if the approaches developed for Wed data can be easily applied). Purpose of the chapter is to present and compare the research efforts for developing similarity measures for clustering XML documents relying on their content, structure, and links. Approaches are presented relying on the adopted representation of documents. Vector-based as well as tree-based representations are the most commonly adopted, though more seldom graph and alternative representations have been adopted as well.
The chapter starts by introducing the basics of XML documents and clustering approaches. Then, we present measures for evaluating the similarity among XML documents exploited for clustering, discussing first those based on a tree and on a vector representation of documents, and then those adopting alternative representations. We then compare the different approaches by specifying a methodology for the identification of the suitable measure for an application context. Finally, we conclude by discussing further research issues that should be addressed in the next years.
BACKGROUND
In this section we first introduce some basic notions on XML documents. Then, we introduce the different granularity levels on which similarity measures can be defined.
Finally, we sketch the basics of clustering approaches the similarity measures can be employed in.
XML Documents
XML documents, as shown in Figure 1 , simply consist of a sequence of nested tagged elements. An element contains a portion of the document delimited by a start tag (e.g. <recipe>), at the beginning, and an end tag (e.g. </recipe>), at the end. Empty elements of the form <tagname/> are also possible. The outermost element containing all the elements of the document, element recipes in Figure 1(a) , is referred to as document element. Each element can be characterized by one or more attributes, that are name-value pairs appearing just after the element name in the start/empty tag (e.g. amount="1"), and by a textual content, that is the portion of text appearing between the start tag and the end tag (e.g. Pizza Margherita). XML documents can be coupled with schema information either in the form of a DTD (document type definition) or an XML Schema for specifying constraints on the allowed contents of documents. Figure   < ?xml version="1.0" encoding="UTF-8"?> <recipes> <summary> Some recipes of my GranMa </summary> <recipe num="1"> <title>Pizza Margherita</title> <preparation> <ingredients> <ingredient name="Tomato" amount="1" unit="Kg"/> <ingredient name="Mozzarella" amount="3" unit="pieces"/> ... </ingredients> <step> Preheat oven to 180 degrees C</step> ... <step>…</step> </preparation> <cost amount="5" unit="euro"/> <note>Chunk Tomato in little pieces, …</note> </recipe> ... </recipes> (a) <?xml version="1.0" encoding="UTF-8"?> <collection> <description> Some recipes of Aunt Carol </description> <recipe> <name>Pizza Margherita</name> <ingredient name="Tomato" qty="1.5"/> <ingredient name="Mozzarella" qty="2"/> ... <preparation> <step> Preheat oven to 180 degrees C</step> <step> …</step> ... </preparation> <comment>Chunk Tomato in little pieces, …</comment> <nutrition calories="500" fat="20" protein="18"/> </recipe> ... </collection> (b) Figure 1 . XML documents containing recipes 2(a) shows an example of DTD associated with the document in Figure 1 (b) . This schema can be easily converted in an XML Schema adding further constraints (e.g. the minimal and maximal cardinality of element occurrences, the built-in types for data content elements) whose specification the DTD does not support. Links among elements or among documents can be specified through ID/IDREF(S) attributes or Xlink specifications. In Xlink, both simple links, representing one-to-one relationships between two documents, and extended links, representing many to many relationships among documents, can be specified. Independently from the type, a link can be associated with an actuate attribute specifying when it should be traversed (e.g. on load, on request) and a show attribute specifying the presentation of the target resource (e.g. open in a new window, load the referenced resource in the same window, embed the pointed resource).
Figure 2(b) shows the DTD declaration of a link following the Xlink standard and an element that points to the webpage of the University of Milano.
Composition of Similarity Measures for XML Documents
In the definition of a similarity measure we have to point out the objects on which the measure is evaluated, and the relationships existing among such objects. In the XML case, documents are hierarchical in nature and can be viewed as compositions of simpler constituents, including elements, attributes, links, and plain text. The hierarchy of composition is quite rich: attributes and texts are contained in elements, and elements themselves are organized in higher-order structures such as paths and subtrees. We will refer to each level in the compositional structure of an XML document as a granularity level. The following levels occur in the literature:
• the whole XML document, <!DOCTYPE collection[ <!ELEMENT collection (description,recipe*, comment?)> <!ELEMENT recipe(name,ingridient*,preparation?,comment,nutrition)> <!ELEMENT preparation(step|comment)*> <!ELEMENT description (#PCDATA)> <!ELEMENT name (#PCDATA)> <!ELEMENT ingridient EMPTY> <!ELEMENT comment (#PCDATA)> <!ELEMENT nutrition EMPTY> <!ATTLIST ingridient name CDATA qty CDATA> <!ATTLIST nutrition calories CDATA fat CDATA protein CDATA> ]!> (a) <!ELEMENT aLink ANY> <!ATTLIST aLink xmlns:xlink="http://www.w3.org/1999/xlink" xlink:type (simple|extended) xlink:href CDATA xlink:show (new|replace|embed|undefined) xlink:actuate (onLoad|onRequest|undefined)> <aLink xlink:type="simple" xlink:href="www.unimi.it" xlink:show = "new" xlink:actuale="onLoad"> University of Milano </aLink> (b)
• subtrees (i.e., portions of documents),
• paths,
• elements,
• links,
• attributes,
• textual content (of attributes and data content elements).
The relationships between the granularity levels are depicted in Figure 3 through arrows.
An arrow from a granularity level A to a granularity level B means that a similarity measure at level A can be formulated in terms of objects at granularity B. Similarity measures for XML are usually defined according to these natural relations of composition. For instance, a measure for complete XML documents can be defined by evaluating the similarity of paths, which in turn requires some criterion to compare the elements contained in the path.
In addition to composition, other relationships among elements/documents that can be exploited for measuring structural similarity include:
• father-children relationship, that is the relationship between each element and its direct subelements/attributes; • ancestor-descendant relationship, that is the relationship between each element and its direct and indirect subelements/attributes; • order relationship among siblings;
• link relationship among documents/elements.
In measuring similarity at textual granularity, common IR approaches can be applied on 
Clustering Approaches
Different algorithms have been proposed for clustering XML documents that are extensions of the classical hierarchical and partitioning clustering approaches. We remind that agglomerative algorithms find the clusters by initially assigning each document to its own cluster and then repeatedly merging pairs of clusters until a certain stopping criterion is met. The end result can be graphically represented as a tree called a dendrogram. The dendrogram shows the clusters that have been merged together, and the distance between these merged clusters (the horizontal length of the branches is proportional to the distance between the merged clusters). By contrast, partitioning algorithms find clusters by partitioning the set of documents into either a predetermined or an automatically derived number of clusters. The collection is initially partitioned into clusters whose quality is repeatedly optimized, until a stable solution based on a criterion function is found.
Hierarchical clustering in general produces clusters of better quality but its main drawback is the quadratic time complexity. For large documents, the linear time complexity of partitioning techniques has made them more popular especially in IR systems where the clustering is employed for efficiency reasons.
Clusters quality is evaluated by internal and external quality measures. The external quality measures use an (external) manual classification of the documents, whereas the internal quality measures are evaluated by calculating average inter and intra-clustering similarity. Standard external quality measures are the entropy (which measures how the manually tagged classes are distributed within each cluster), the purity (which measures how much a cluster is specialized in a class by dividing its largest class by its size), and the F-measure which combines the precision and recall rates as an overall performance measure. Table 1 reports the formulas of external quality measures (Zhao & Karypis 2004 ) relying on the recall and precision formulas. Specifically, we report the measure for a single cluster and for the entire set of clusters determined. A specific external quality measure specifically tailored for XML documents has been proposed by Nierman & Jagadish (2002) . They introduce the notion of "misclustering" for the evaluation of the obtained cluster of XML documents. Given a dendrogram, the misclustering degree is equal to the minimal number of documents in the dendrogram that would have to be moved, so that the documents from the same schema are grouped together.
The Unweighted Pair-Group Method (or UPGMA) is an example of internal quality measure. The distance between clusters C and C', given |C| the number of objects in C, is computed as follows:
Quality Measure Formula
Recall and precision
i -a class of the q classes j -a cluster of the k clusters n -number of items n i -items of class i n j -items in cluster j n ij -items of class i in cluster j Table 1 . External quality measures
TREE-BASED APPROACHES
In this section we deal with approaches for measuring the similarity between XML documents that rely on a tree representation of the documents. We first discuss the document representation as trees, the basics of measures for evaluating tree similarity, and then approaches specifically tailored to XML.
Document Representation
XML documents can be represented as labelled trees. In trees representing documents, internal nodes are labelled by element/attribute names and leaves are labelled by textual content. In the tree representation, attributes are not distinguished from elements, both are mapped to the tag name set; thus, attributes are handled as elements. Attribute nodes appear as children of the element they refer to and, for what concerns the order, they are sorted by attribute name, and appear before all sub-elements "siblings". XML document elements may actually refers to, that is, contain links to, other elements. Including these links in the model gives rise to a graph rather than a tree. Even if such links can contain important semantic information that can be exploited in evaluating similarity, most approaches disregard them and simply model documents as trees. The tree representation of the document in Figure 1 (b) is reported in Figure 4 .
Tree Similarity Measures
The problem of computing the distance between two trees, also known as tree editing problem, is the generalization of the problem of computing the distance between two (Wagner & Fischer, 1974) to labelled trees. The editing operations available in the tree editing problem are changing (i.e., relabelling), deleting, and inserting a node. To each of these operations a cost is assigned, that can depend on the labels of the involved nodes. The problem is to find a sequence of such operations transforming a tree T 1 into a tree T 2 with minimum cost. The distance between T 1 and T 2 is then defined to be the cost of such a sequence.
The best known and reference approach to compute edit distance for ordered trees is (Zhang and Shasha, 1989) . They consider three kinds of operations for ordered labelled trees. Relabelling a node n means changing the label on n. Deleting a node n means making the children of n become the children of the parent of n and then removing n.
Inserting n as the child of m will make n the parent of a consecutive subsequence of the current children of m. Let Σ be the node label set and let λ be a unique symbol not in Σ, 
Function γ is extended to a sequence of edit operation S = s 1 , …, s k s.t.
The edit distance between the two trees T 1 and T 2 is defined as the minimum cost edit operation sequence that transforms T 1 to T 2 , that is: The edit operations give rise to a mapping which is a graphical specification of which edit operations apply to each node in the two trees. Figure 5 is an example of mapping showing a way to transform T 1 to T 2 . It corresponds to the edit sequence name → λ ; calories → fat; λ → preparation. The figure also shows a left-to-right postorder of nodes, which is commonly used to identify nodes in a tree.
For a tree T, let t[i] represent the ith node of T.
A mapping (or matching) from T 1 to T 2 is a triple (M, T 1 , T 2 ) where M is a set of pairs of integers (i,j) such that:
• for any pair (i 1 ,j 1 ) and (i 2 ,j 2 ) in M: The mapping graphically depicted in Figure 5 consists of the pairs: {(7,7), (4,3), (1,1), (2,2), (6,6), (5,5)}. Let M be a mapping from T 1 to T 2 , the cost of M is defined as:
There is a straightforward relationship between a mapping and a sequence of edit operations. Specifically, nodes in T 1 not appearing in M correspond to deletions; nodes in Table 2 . Tree edit distance algorithms ("*" marked operations are restricted to leaves)
T 2 not appearing in M correspond to insertions; nodes that participate to M correspond to relabellings if the two labels are different, to null edits otherwise.
Different approaches (Selkow, 1977 , Chawathe et al., 1996 , Chawathe, 1999 to determine tree edit distance have been proposed as well. They rely on similar tree edit operations with minor variations. considered by Selkow (1977) but it significantly improves the complexity by reducing the number of recurrences needed, through the use of edit graphs.
XML Specific Approaches
The basic ideas discussed above for measuring the distance among two trees have been specialized to the XML context by the following approaches.
Nierman & Jagadish (2002).
They introduce an approach to measure the structural similarity specifically tailored for XML documents with the aim of clustering together documents presumably generated from the same DTD. Since the focus is strictly on structural similarity, the actual values of document elements and attributes are not represented in their tree representations (i.e., leaf nodes of the general representation are omitted from the tree). They suggest to measure the distance between two ordered labelled trees relying on a notion of tree edit distance. However, two XML documents produced from the same DTD may have very different sizes due to optional and repeatable elements. Any edit distance that permits changes to only one node at a time will necessarily find a large distance between such a pair of documents, and consequently will not recognize that these documents should be clustered together as being derived by the same DTD.
Thus, they develop an edit distance metric that is more indicative of this notion of structural similarity. Specifically, in addition to insert, delete, and relabel operations of (Zhang & Shasha, 1989) , they also introduce the insert subtree and delete subtree editing operations, allowing the cutting and pasting of whole sections of a document.
Specifically, operation insertTree T (A,i) adds A as a child of T at position i+1 and operation deleteTree T (T i ) deletes T i as the i-th child of T. They impose however the restriction that the use of the insertTree and deleteTree operations is limited to when the subtree that is being inserted (or deleted) is shared between the source and the destination tree. Without this restriction, one could delete the entire source tree in one step and insert the entire destination tree in a second step, thus making completely useless insert and delete operations. The subtree A being inserted/deleted is thus required to be contained in the source/destination tree T, that is, all its nodes must occur in T, with the same parent/child relationships and the same sibling order; additional siblings may occur in T (to handle the presence of optional elements), as graphically shown in Figure 6 . A second restriction imposes that a tree that has been inserted via the insertTree operation cannot subsequently have additional nodes inserted, and, analogously, a tree that have been deleted via the deleteTree operation cannot previously had had nodes deleted. This restriction provides an efficient means for computing the costs of inserting and deleting the subtrees found in the destination and source trees, respectively. The resulting algorithm is a simple bottom up algorithm obtained as an extension of the Zhang and Shasha's basic algorithm, with the difference that any subtree T i has a graft cost which is the minimum among the cost of a single insertTree (if allowable) and of any sequence of insert and (allowable) insertTree operations, and similarly any subtree has a prune cost. between the s-graphs will be high, and vice-versa. Since the definition of s-graph can be easily applied to sets of documents, the comparison of a document with respect to a cluster can be easily accomplished by means of their corresponding s-graphs. However, as outlined by Costa et al. (2004) , a main problem with this approach relies on the loosegrained similarity which occurs. Indeed, two documents can share the same s-graph, and still have significant structural differences. Thus, the approach fails in dealing with application domains, such as wrapper generation, requiring finer structural dissimilarities.
Moreover, the similarity between the two s-graphs in Figure 8 is zero according to their definition. Thus, the measure fails to consider similar documents that do not share common edges even if they have some elements with the same labels.
Dalamagas et al. (2005).
They present an approach for measuring the similarity between XML documents modelled as rooted ordered labelled trees. The motivating idea is the same of Nierman and Jagadish (2002) , that is, that XML documents tend to have many repetition reduction consists in eliminating, in a pre-order tree traversal, nodes whose paths (starting from the root down to the node itself) have already been traversed. Figure   7 (c) shows the structural summary of the document structure in Figure 7 (a). The similarity between two XML documents is then the tree edit distance computed through an extension of the basic Chawathe (1999) algorithm. They claim, indeed, that using insertions and deletions only at leaves fits better in the XML context.
VECTOR-BASED APPROACHES
In this section we deal with approaches for measuring the similarity that rely on a vector representation of documents. We first discuss the possible document representations as vectors, the different measures that can be exploited for evaluating vector similarity, and then present some approaches specifically tailored to XML.
Document Representation
Vector-based techniques represent objects as vectors in an abstract n-dimensional feature 
Feature domains can be either quantitative (continuous or discrete) or qualitative (nominal or ordinal). An object o∈O is described as a tuple (F 1 (o), …, F n (o)), where each
Consider for instance the two documents in Figure 1 ; we can represent them taking the elements as the objects to be compared. The simplest possible feature is just the label of the document element, whose domain is a string according to the standard XML rules; in this case the roots of both documents are just described as the tuples ('recipes') and ('collections'), respectively. Of course, other features are usually considered, possibly of different structural granularities. A typical example is the path to the root; for example, consider the leftmost 'ingredient' element in each document. Both can be represented using the label and the path as features:
'/recipes/recipe/preparation/ingredients') F ingredient2 = ('ingredient', '/collection/recipe')
Some authors suggest restricting the length of the paths to avoid a combinatorial explosion. For example, Theobald et al. (2003) use paths of length 2.
Another important feature of elements is the k-neighbourhood, that is, the set of elements within distance k of the element. For example, consider the 1-neighbourhood (that is, parent and children) of the 'ingredient' elements:
Many variations are possible; for example, one of the components of the Cupid system by Madhavan et al. (2001) uses as features the label, the vicinity (parent and immediate siblings), and the textual contents of leaf elements.
Vector-based Similarity Measures
Once the features have been selected, the next step is to define functions to compare
them. Given a domain D i a comparison criterion for values in D i is defined as a function
where G i is a totally ordered set, typically the real numbers. The following property must hold:
, that is, when comparing a value with itself the comparison function yields the maximum possible result. The simplest example of a comparison criterion is strict equality: 
If feature vectors are real vectors, metric distances induced by norms are typically used.
The best-known examples are the L 1 (Manhattan) and L 2 (Euclidean) distances. Other measures have been proposed based on the geometric and probabilistic models.
The most popular geometric approach to distance is the vector space model used in Information Retrieval (Salton et al., 1983) . Originally it was intended to be used to compare the similarity among the textual content of two documents, but for the XML case it has been adapted for structural features as well.
The similarity in vector space models is determined by using associative coefficients based on the inner product of the document vectors, where feature overlap indicates similarity. The inner product is usually normalized, since, in practice, not all features are equally relevant when assessing similarity. Intuitively, a feature is more relevant to a document if it appears more frequently in it than in the rest of documents. This is captured by tfidf weighting. Let tf i,j be the number of occurrences of feature i in document j, df i the number of documents containing i, and N the total number of documents. The tfidf weight of feature i in document j is: is the probability that the feature F i is "assigned" to the object. In principle, correlation statistics can be used to measure the similarity between distributions. The most popular are Pearson's and Spearman's correlation coefficients and Kendall's τ (Sheskin, 2003) . In addition, some information-theoretic distances have been widely applied in the probabilistic framework, especially the relative entropy, also called the Kullback-Leibler divergence.
where p k and q k are the probability functions of two discrete distributions. Another measure of similarity is the mutual information.
where P(x, y) is the joint probability density function of x and y (i.e., P(x, y) = Pr[X = x, Y = y]), and P(x) and P(y) are the probability density functions of x and y alone.
An important use of information-theoretical measures is to restrict the features and objects to be included in similarity computations, by considering only the "most informative". For example, Theobald et al. (2003) use the Kullback-Leibler divergence to cut down the number of elements to be compared in an XML classification system.
XML-Specific Approaches
Standard vector-based approaches previously presented can easily be applied to XML documents whenever clustering is performed on a single granularity (e.g. clustering based on contents, on elements, or on paths). Specifically tailored approaches have been developed for XML documents that take more than one granularity along with their relationships into account. In these cases, given C the number of granularities, documents As suggested by Liu et al. (2004) , once the documents are represented in the Euclidean space, standard approaches can be applied for measuring their similarity and create clusters. The big issue that should be faced is that the matrix can be sparse. Therefore, approaches for reducing the matrix dimension should be investigated along with the possibility to obtain approximate results.
Yoon et al. (2001).
According to our classification, they propose a Boolean model with granularities (document, path, term) in which the path is a root-to-leaf path. A document is defined as a set of (p,v) pairs, where p denotes a root-to-leaf path (named ePath) and v denotes a word or a content for an ePath. A collection of XML documents is represented through a 3-dimentional matrix, named BitCube, BC (d, p, v) , where D denotes a document, p denotes an ePath, v denotes word or content for p, and BC (D, p, v) =1 or 0 depending on the presence or absence of v in the ePath p in D. The distance between two documents is defined through the Hamming Distance as
where xOR is a bit-wise exclusive OR operator applied on the representations of the two documents in the BitCube. 
where M e is a mxm kernel matrix which captures the similarity between pairs of elements as well as the contribution of a pair to the overall similarity. An entry in M e being small means that the two elements should be semantically unrelated and some words appearing in the two elements should not contribute to the overall similarity and vice versa. An interactive estimation procedure has been proposed for learning a kernel matrix which captures both the element similarity and the element relative importance.
Yang R. et al. (2005).
They propose an approach for determining a degree of similarity between a pair of documents that it is easier to compute with respect to tree edit distance and forms a lower bound for the tree edit distance. Their approach thus allows filtering Figure 10 (a)), they represent them as standard full binary trees (Figure 10(b) ). A full binary tree is a binary tree in which each node has exactly zero or two children (the first child represents the parent-child relationship, whereas the second child represents the sibling relationship).Whenever one of the children is missing, it is substituted with ε.
The binary branch of the full binary tree (i.e., all nodes with their direct children) are 
In this approach the authors consider three granularities (element, element, element) that are bound by the parent-child and the sibling relationships. Then, thanks to the transformation of the document tree structure in a full binary tree structure, they are able to use a 1-dimentional vector for the representation of a document.
OTHER APPROACHES
We now present some approaches for evaluating similarity that do exploit neither the vector-based nor the tree-based representation of documents.
Time series based approach. Flesca et al. (2002) represent the structure of an XML document as a time series in which each occurrence of a tag corresponds to a given impulse. Thus, they take into account the order in which tags appear in the documents.
They interpret an XML document as a discrete-time signal in which numeric values summarize some relevant features of the elements enclosed within the document. If, for instance, one simply indent all tags in a given document according to their nesting level, the sequence of indentation marks, as they appear within the document rotated by 90 degrees, can be looked at as a time series, whose shape roughly describe the document structure. These time-series data are then analysed through their Discrete Fourier Transform (DFT), leading to abstract from structural details which should not affect the similarity estimation (such as different number of occurrences of an element or small shift in its position). More precisely, during a preorder visit of the XML document tree, as soon as a node is visited an impulse is emitted containing the information relevant to the tag. Thus: (1) each element is encoded as a real value; (2) the substructures in the documents are encoded using different signal shapes; (3) context information can be used to encode both basic elements and substructures, so that the analysis can be tuned to handle in a different way mismatches occurring at different hierarchical levels.
Once having represented each document as a signal, document shapes are analysed through DFT. Some useful properties of this transform, namely, the concentration of the energy into few frequency coefficients, its invariance of the amplitude under shifts, allow to reveal much about the distribution and relevance of signal frequencies without the need of resorting to edit distance based algorithms, and, thus, more efficiently. As the encoding guarantees that each relevant subsequence is associated with a group of frequency components, the comparison of their magnitudes allows the detection of similarities and differences between documents. With variable-length sequences, however, the computation of the DFT should be forced on M fixed frequencies, where M is at least as large as the document sizes, otherwise the frequency coefficients may not correspond. To avoid increasing the complexity of the overall approach, the missing coefficients are interpolated starting from the available ones. The distance between documents D 1 and D 2 is then defined as:
where enc is the document encoding function, Link-based similarity. Similarity among documents can be measured relying on links.
Links can be specified at element granularity through ID/IDREF(S) attributes, or at document granularity through Xlink specifications. To the best of our knowledge no linkbased similarity measures have been specified tailored for XML documents at element granularity. At this granularity a measure should consider the structure and content of the linked elements in order to be effective.
The problem of computing link-based similarity at document granularity has been investigated both for clustering together similar XML documents (Catania & Maddalena, 2002) and for XML document visualization as a graph partitioning problem (Guillaume et al., 2000) . An XML document can be connected to other documents by means of both internal or external Xlink link specifications. A weight can be associated with the link depending on a variety of factors (e.g. the type of link, the frequency it is used, its semantics). The similarity between two documents can be expressed in terms of the weight of the minimum path between two nodes. Given a connection graph G= (V,E) where each v i in V represents an XML document D i , and each (v i ,v j ,w) is a direct wweighted edge in E, Catania & Maddalena (2002) 
A METHODOLOGY FOR THE CHOICE OF A SIMILARITY MEASURE
The presented approaches represent the current efforts of the research community in the evaluation of similarity between XML documents for clustering together similar documents. Most of the measures have been developed either as an extension of vectorbased measures employed in the Information Retrieval field for content-based unstructured document clustering or as an adaptation of tree-based measures developed for evaluating the similarity among trees in the combinatorial pattern matching field, with well-known applications in natural language processing, biology (RNA secondary structure comparisons), neuroanatomy and genealogy. Advanced applications of similarity measures are:
• web search engines that exploit similarity measures for clustering together documents dealing with the same kind of information and thus improve the precision of the returned answers and associate them with scores that evaluate the "goodness" of the obtained results; • data integration systems that can identify similarities and dissimilarities among different sources dealing with the same kind of data and thus specify data translation rules that allow to convert a query expressed on a source in a meaningful query for another source;
• access control modules that, by clustering together similar documents, can specify in a single shot access control policies for documents with similar content;
• schema generators that, by clustering together structurally similar documents, can produce DTD that strictly represent the structure and content of the documents; such schemas can then be exploited for the generation of suitable indexing structures or for the definition of XSL documents that allows to translate an XML document into another format (like HTML, pdf, Word documents). Table 3 summarizes the presented measures and the clustering approach adopted (when reported). As Table 3 shows, these basic measures are applied in a wide variety of contexts, which makes it difficult to state general rules for deciding which measure is best suited for a particular application context. An experimental analysis is required to compare the different measures on the same set of documents in order to establish the one that work better depending on the document characteristics. However, such a kind of analysis has not been performed yet.
Though we are not able to present an analytical comparison of the different similarity measures, we can provide a qualitative methodology based on our experience in the choice of the similarity measure depending on the application context. First, the characteristics of the XML collection in which the system is intended to work should be pointed out. The product of this task should be a set of relevant granularity levels occurring in the collection, that is, the features encoded in the documents that are relevant for the application context and on which the similarity measure should be employed.
For instance, whether textual content is important or not for the documents, or whether the organization of elements into paths is significant or not. Liu and Yu (2005) survey techniques for feature selection applied to classification and clustering problems.
Moreover, this task should also emphasize interesting relationships that occur among the granularity levels and should be considered in the evaluation of similarity. The resulting feature set and the relationships should drive the choice of a particular set of similarity measures. Nevertheless, some general guidelines can be given based on practical experience.
• If the structure is comparatively simple (a flat structure), simple IR-like measures such as tf-idf cosine similarity usually suffice.
• Vector-based approaches are a good choice for structured collections when the structure is not particularly relevant and only the occurrence of paths in the documents is relevant.
• Variants of tree edit distance are a good choice for structured XML collections when the structure is particularly relevant.
Similarity measures and features
Clustering approach Dalamagas et al. (2005) Chawathe's tree edit distance using structural summaries
Hierarchical, singlelink Nierman and Jagadish (2002) Tree edit distance with subtree operations Hierarchical agglomerative Lian et al. (2004) Structural graph similarity using elements and attributes - Yoon et al. (2001) Manhattan metric between paths Top-down, bottom-up Yang J et al. (2005) Cosine distance between elements, weighted using tfidf and a learned kernel matrix - Yang R et al. (2005) Manhattan between binary branches, using parent-child and sibling relationships between elements • If the structures of documents seem too complex, some kind of structural simplification can improve the results. These include:
• Application of information-theoretical measures for identifying which elements actually carry the most information, and which can be ignored.
• Structural summarization techniques, such as those used by Lian et al. (2004) and Dalamagas et al. (2005) There are some attempts to automate the process of evaluating suitable similarity measures for specific domains. Bernstein et al. (2005) apply a machine learning algorithm to several ontology-oriented measures, in order to obtain a combined measure that adapts to human judgements obtained experimentally. In the biological domain, Müller et al. (2005) use statistical clustering of clustering methods to compare a number of matching coefficients for a genetic data clustering problem.
CONCLUSIONS AND FUTURE TRENDS
In this chapter we have provided an overview of different measures developed for XML document clustering. Though most of the discussed approaches have been experimentally validated either on synthetic or on real document sets, a systematic comparison of all the presented measures is missing that allows to determine which measure apply in a particular context. This is also due to the lack of reference document collections for evaluating different approaches as those being used in the INEX evaluation initiative (Kazai et al., 2003) , that, however, are mainly focused on content and still exhibit little structural heterogeneity.
An interesting future research direction would be the mining from document collections the documents structural, content, and link characteristics particular interesting for performing clustering following the approaches proposed by Bernstein et al. (2005) and Müller et al. (2005) in other contexts. This would lead to identify the relevant granularity levels occurring in the documents and thus choose the best suited measure for clustering such kind of documents. For instance, this can lead to a better understanding for which kinds of document collections a vector-based approach is preferable to a tree-based one, a Boolean approach to a weighted one, and to learn the most adequate granularity and relationship for a document collection. Another interesting direction would be that of investigating and validating those granularities and relationships that have not been explored in the space of possible vector-based approaches.
Finally, most approaches are based on equality comparisons for what concerns the evaluation of the similarity at single elements/nodes. A more semantic approach, relying on ontologies and Thesauri for allowing multilingual document handling and conceptbased clustering, would certainly be useful.
