This paper examines the spectral content of time varying signals using a modified version of the Instantaneous Power Spectrum (IPS). The Pseudo Wigner-Ville Distribution (PWD) has been used extensively to display the time varying spectral information. Problems of PWD are spectral cross terms and endpoint resolution. The modified IPS is shown to be much less sensitive to these types of problems. firthermore, it can operate with real signals sampled at the Nyquist rate. Representative cases are provided.
Over the last four decades, a considerable amount of effort has been put into Spectral Estimation of signals with time-varying spectral content. The classical Fourier analysis fails in these applications, as was recognized as early as 1946, in a pioneering paper by D. Gabor 111, where the concept of spectral description in a joint time frequency plane was introduced. Since then, several attempts have been made 121, 131, [4] to obtain the "true" representation of the signal in the t-f plane.
However, when we try to represent a time-varying signal in this plane, we are faced with a non-uniqueness problem. That is, there are infinitely many valid spectral representations, where we labelled "valid" any spectral description capable of generating the signal. Each spectral estimation based on its criteria must choose one particular spectrum out of the possible ones.
There are two obvious approaches:
1. Define a set of properties that the chosen spectrum must have, and pick the one (or one of the) spectra satisfying these constraints.
Unambiguously define what the time-varying spectrun
Each one of these led to the appearance of several proposed "true" distributions of the signals energy in the t-f plane.
is.
where 'This paper was prepared in conjunction with research conducted for the Naval Ocean System Center, San Diego, and funded by the Naval Postgraduate School, Monterey, CA.
One of the most succesful distributions coming out of the first approach is the Wigner-Ville Distribution (WD), which has been extensively used since its introduction to the EE community in 1948 121. Another example is the class of positive distributions that was recently proposed by L.Cohen and T. E. Posch 161.
The WD distribution has, however, several short comings. First, the use of an analytic signal is usually required, not only to avoid the need for sampling at twice the Nyquist rate, but also to prevent the appearance of undesirable artifacts that would otherwise be created by interference between positive and negative frequencies ["] , [SI, [9] . The W D also tends to broaden spectral lines ocurring at the extremes of the time segment under analysis. Two additional problems are that the WD seems to respond best to signals with linear dynamics (i.e., linear FM) and that undesired crossterms appear whenever multi-component signals are present.
An example of the second approach comes through the definition of the "Instantaneous Power Spectrum", proposed by Page [3].
2. Instantaneous Power Spectrum (IPS) Page defined the Instantaneous Power Spectrum as being the derivative of a running energy spectrum [3] where
That is, the Instantaneous Power Spectrum is, at each frequency, the rate of change of the energy collected at that frequency by a Fourier Transform taken from -00, up to the time of analysis. This concept was later extended by Levin 151, by introducing a complementary backward run.
where S(w) is the Fourier Transform of s(t).
IPS can thus be seen to be the real part of Rihaczek's distribution [4] , which allows one to think of IPS as being the energy collected, at time t, by an infinitely narrow filter where ~( v , T ) = COS(AVT). Some of the properties of IPS are:
centered at frequency f . This concept will be used in a later IPS,(t, f ) = IPS& -to, f ) section.
) If g ( t ) = s(t)ejznfot
Let's now consider the following: we want a function of t , T, whose Fourier Transform is IPS(t, f). That is, we want
After some manipulations, we obtain
and we can restate IPS as:
where f i ( t ) is instantaneous frequency The discrete version follows directly:
For comparison purposes, let us recall the WD deflnition: 00 WD(t, f ) = 1 s(t + 7/2)s*(t -7/2)e-j2*"dr (4) --M By looking at the above expressions, we make the following observations. First, the expression for IPS does not contain the k / 2 shift responsible for having ~/ 2 as the foldover frequency of the discrete-time WD. IPS is, thus, directly applicable to signals (real or analytic) sampled at the Nyquist rate. Furthermore, when analyzing finite segments of data, at the extremes of the analysis segment, the WD collapses, since one of its factors will be zero. With IPS ( 2 ) , however, only one of the terms will be cancelled, which suggests that end-point frequency resolution will not be seriously affected. 
FURTHER PROPERTIES
We will at this point introduce the following notation: 
It can be shown that
Compute
where i denotes convolution in the f variable.
That is, while for the WD, windowing in time implies the convolution along the frequency axis of the signal's WD with the window's WD, for IPS we have a sum of two convolutions. The first term of the signal's IPS (IPS,) is convolved with the first term of the window's IPS (IPS,), and the same happens with IPS (IPS:) and (IPS:).
A special case occurs when the window, the signal, (or both), are conjugate symmetric (i.e., s(t + T) = s * ( t -T), or w(t + T) = w*(t -T), or both) about t , in which case the sum reduces to
CONVOLUTION IN TIME If the signal is preprocessed by a filtering operation,
d(t) = s ( t ) * h(t)
(10) then it can easily be shown that
IPSd(t, f) = Re{ [ s * ( t )~( f > e j ' * f~] f [ h ' ( t )~( f ) e j ' * f ' ] } (11)
Again, as a special case, if h(t), or the signal, is conjugate symmetric about t , But this statement, though true in general, must be taken with care, for it can be shown that, in some cases, IPS does obey (13). If either s ( t ) , or g(t), or both are symmetric about the instant at which IPS is being evaluated, then C. ALTERNATE WAY TO COMPUTE WD &om the relation between IPS and WD, and the fact that IPS can be applied to data sampled at just the Nyquist rate, an alternate way of computing the discrete WD can be derived, which avoids the need for oversampling that would be required if the WD were to be computed in the usual way [ti]. The two step procedure is: As can easily be recognized, the need for a 2-D Fourier Transform places the computational cost of this procedure well above the one needed if an interpolation scheme was used.
This result is important, when the issue of positivity is
RETHINKING IPS IPS, as given in (2), suffers from ringing at all frequencies touched by the signal, this same effect being one of the reasons why Rihaczek's distribution did not find much acceptance. An example can be seen in Fig. 1 , where a linear chirp was used as the test signal.
Rearranging (2), we can put it in the form [13]
IPS,(t,f) = R e { s * ( t ) [ s ( t ) * ejz*ft I}
and thus see that IPS is, for each frequency, [the real part of] the product of the signal and the output of an infinitely narrow band non-causal filter (non-causal oscillator). The ringing is thus unavoidable. We should consider stable filters, with decaying impulses responses, if we want to diminish this effect.
It can be shown that, if we replace these oscillators by stable filters with impulse response h ( t ) = d(t)ej2*ft where d ( t ) is some real, symmetric function of t with general lowpass characteristics, and d(0) = 1, then the instantaneous power spectrum is given by IPS(,,,(t,f) which is the IPS of s(tl)+(tl), where
The same effect could also be obtained by windowing the data. Since d(tl -t) is a real symmetric function around t we can see (9) that a smoothing in the frequency direction will result.
Following Fano [14] , an exponential window was chosen, and (2) becomes 00 Comparing the corresponding plots, we see that IPS does not suffer from the cross-terms present in PWD (Figures 4,7) . Also, Figures (2,5) show that indeed, IPS does not severely degrade the frequency resolution at end-points, as was expected from the definition (2) .
IPS(t, f) = '1 [ s ( t ) s ' ( t -~) + s * ( t ) s ( t +~) ] e -~~~~-j '~~~d~
IPS has a frequency resolution proportional to &$ (f, -instantaneous frequency), easily seen in Fig. 3 . For stationary components, the same frequency resolution is obtained as with the WD. Other than that, IPS seems to be insensitive to signal characteristics, performing identically for linear or irregular dynamics, real or analytic signals.
Summarv
It is difficult to estimate time-varying spectral components simultaneously in time and frequency. The WD technique has been extensively used for this purpose, despite its short comings. Its foldover frequency is located at 7r/2, requiring the use of analytic signals or the use of an interpolation scheme as an alternative to sampling at twice the Nyquist rate. Interference when used with real signals, crossterms when multi-component signals are present, preference of linear frequency dynamics, and loss of resolution at the extremes of the analysis segment are problems associated with WD.
The approach advocated in this paper utilized a different distribution, IPS, which originated in the extension made by Levin to Page's definition of Instantaneous Power Spectrum. It's characteristics are examined, and an extension is made, by introducing the use of stable filters. In the process, an alternative procedure to compute the WD is presented, which avoids the need for sampling at twice the Nyquist rate, even though it is computational more expensive. In summary, IPS is brought to the point where it becomes an useful tool, presenting several advantages over the Pseudo Wigner-Ville (PWD). These are insensitivity to the dynamics of the signal; direct applicability to real signals sampled at the Nyquist rate, reliability when analyzing multi-component signals, and preservation of spectral resolution at the end-points. As disadvantages, it has wider spectral peaks than the ones obtained with WD.
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Figun: 1: IPS for chirped exponential 
