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Abstract
Traditional electricity grids are currently undergoing a transformation to-
wards distributed generation, changing the state of the art operational pro-
cesses for grid monitoring and maintenance. As Danish incentives for green
energy production are being laid out, planning to have 100% renewable en-
ergy production by year 2050, consumers have begun to install renewable
energy resources (RES) in the form of PVs, small wind turbines, heat pumps
and electrical vehicles. The typical consumers become small producers (so-
called prosumers), producing a bi-directional power flow. The face of the
low-voltage electrical grid is therefore changing at a rapid pace, which poses
operational challenges to the Distributed System Operators (DSOs) in terms
of grid monitoring and maintenance.
Electrical grid operation is furthermore influenced by the deployment of
Advanced Metering Infrastructures (AMI), consisting of a large amount of
interconnected sensors/consumers. Modern AMI are capable of delivering
many more measured parameters compared with traditional metering infras-
tructures, where the data is currently used only for billing. AMI opens the
possibility to utilize the available information for more efficient grid mon-
itoring, planning and can even be used for prediction and event-detection
purposes. Novel data-driven analysis techniques are therefore required to
explore the new AMI parameters, bringing the electrical grids research field
towards digitalization.
The large and varied amount of data conveyed by the AMI has recently
been referred to as Big Data, both in industry and in the research fields. This
definition is furthermore enhanced by the modern communication infrastruc-
tures, which make it possible to stream the data from the AMI with a much
finer granularity, known as real-time data.
The aim of this PhD study is to investigate how AMI data can contribute
to a more efficient grid operation for the DSOs, by means of processing, an-
alytics and visualization techniques. The conducted research has been based
on a real electrical grid case scenario in collaboration with a Danish DSO from
Thisted, located in the north-western part of the country. The focus has been
on designing and implementing a visualization system based on the DSOs’
v
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needs and requirements. At the same time, the available geographic and
time-series data was used to perform data accuracy studies and to propose a
potential analytics platform for the DSOs.
User experience studies (UX) have been an important part of the work,
especially for designing a simple and effective visual overview over the low-
voltage electrical grid. In these studies, the users (DSOs) took part in on-site
interviews and therefore helped shaping the user interface for the visualiza-
tion prototype, which can be utilized for monitoring, planning and predic-
tions. The contribution consists of enhancing the automation of the consumer
level grid operations, by designing and implementing a decision support in-
formation system. Furthermore, the use of geographic information systems
(GIS) contributed to spatial and situation awareness, especially relevant in a
human-dependent operational environment.
Additionally, the available time-series measurements and GIS grid topol-
ogy have been part of a study concerning the validity and integrity of data
exchanged in the electrical grid. It has been found that due to the lack of
a fully data-integrated system there are often inaccuracies in the data ex-
changed between the different parties, leading to erroneous use of informa-
tion for the different operations. To provide the DSOs with smart functional-
ities, consumer behavior studies have been conducted. Based on their results,
a classification of the low-voltage grid consumers has been proposed accord-
ing to their energy consumption. It was shown that the created clusters are
useful for grid planning even in the case of missing information, as well as
for predicting how a certain customer might behave based on its profile.
Finally, the outcome of this work involves the optimization of the DSOs
daily workflows by system redesign and minimizing the operating expenses
(OpEx) by integrating smart analytical methods. The conducted research
proves that even simple statistics and machine learning methods can bring
intelligence to current power systems, helping with automatic anomaly de-
tection and data accuracy diagnosis. Eventually, this together with other cur-
rent as well as future research will contribute to the development of so-called
Smart Grids.
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Resumé
Det danske elnet undergår i denne tid en forandring mod en større grad
af distribueret energigenerering, hvilket betyder nye procedurer for blandt
andet overvågning og planlægning af nettet. Da der fra politsk side er et
ønske om at have 100% produktion af vedvarende energi i 2050, er forbrugere
allerede nu i gang med at installere forskellige vedvarende energiressourcer
så som solceller, små vindmøller, varmepumper og elektriske køretøjer. Tra-
ditionelle forbrugere bliver dermed til småskala producenter ("prosumers"),
der introducerer et tovejs flow af strøm. Lavspændingsnetværkets struktur
ændrer sig derfor hurtigt og resultatet afspejles i operationelle udfordringer
hos de energi operatører (DSO) der kontrollerer netværkets overvågning og
vedligeholdelse.
Driften af elnettet er desuden påvirket af udbredelsen af Advanced Meter-
ing Infrastructures (AMI), der består af en stor mængde af sammenkoblede
sensorer/forbrugere. Moderne AMI er i stand til af levere flere og forskel-
lige parametre sammenholdt med traditionelle måleinfrastrukturer, hvor data
kun bruges til fakturering. AMI åbner muligheden for at udnytte de tilgæn-
gelige informationer til mere effektiv netovervågning, planlægning og kan
endda bruges til forudsigelses- og hændelsesdetekteringsformål. Nye data-
drevne analysetekniker er derfor nødvendige for at udforske de nye parame-
tre fra AMI, der bringer elforskingsområdet mod digitalisering.
De store og varierede mængder data, der er fremsendt fra AMI, er for
nylig blevet omtalt som Big Data inden for både industri og forskingsom-
råder. Denne definition er endvidere forstærket af den moderne kommu-
nikationsinfrastruktur, som gør det muligt at streame data fra AMI med en
meget finere granularitet, kendt som realtidsdata.
Formålet med dette ph.d. studie er at undersøge hvordan AMI data kan
bidrage til en mere effektiv netdrift for DSO’er ved hjælp af behandling, anal-
yse og visualiseringsteknikker. Den gennemførte forsking er baseret på et
realt elnet scenario i samarbejde med en dansk DSO fra Thisted. Der har
været fokus på design og implementering af et visualiseringssystem baseret
på DSO specifikke behov og krav. Samtidig blev de tilgængelige geografiske
og tidsseriedata brugt til at udføre data-nøjagtighedsundersøgelser og til at
vii
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foreslå en potentiel analyseplatform for DSO’erne.
Brugervenligheds studier (UX) har været en vigtig del af arbejdet, især for
at designe et simpelt og effektivt visuelt overblik over lavspændingsnettet. I
disse undersøgelser deltog brugerne (DSO’er) i på-stedet interviews og hjalp
på den måde med at forme brugergrænsefladen til den prototype på visu-
alisering, som kan anvendes til overvågning, planlægning og forudsigelser.
Bidraget består i at højne automatikken for netdrift-operationer på forbruger-
niveau ved at designe og implementere et beslutningsstøttesystem. End-
videre bidrog brugen af geografiske informationssystemer (GIS) til rumlig
og situationsbevidsthed, især væsentligt i et driftsmiljø afhængigt af men-
neskelig indgriben.
Derudover har de tilgængelige tidsseriemålinger og GIS-nettopologi været
en del af en undersøgelse vedrørende præcisionen af data udvekslet i elnet-
tet. Det har vist sig, at på grund af manglen på et fuldt integreret datasys-
tem er der ofte unøjagtigheder i de data, der udvekles mellem de forskellige
parter, hvilet udmønter sig i fejlagtig brug af oplysninger til de forskellige
net-operationer. For at bibringe DSO’erne en højnet funktionalitet er for-
brugeradfærdsstudier blevet gennemført. På baggrund af deres resultater er
en klassificering af lavspændingsnetforbrugerne blevet forslået efter deres en-
ergiforbrug. Det blev vist, at de oprettede clusters er nyttige til netplanlægn-
ing, selv i tilfælde af manglede oplysninger, samt til at forudsige, hvordan en
bestemt kunde måtte opføre sig på baggrund af sin profil.
Endelig indebærer resultatet af dette arbejde optimering af DSO’ernes
daglige arbejdsgange ved systemredesign og minimering af OPEX omkost-
ningerne ved at integrere intelligente analysemetoder. Den udførte forsk-
ing viser, at selv enkle statistik- og maskinindlæringsmetoder kan bringe in-
telligens til det nuværende elsystem, som hjælper med automatisk anoma-
litetsdetektering og med data-nøjagtighedsdiagnoser. I fremtiden vil denne
samt anden nuværende samt fremtidig forsking bidrage til udviklingen af de
såkaldte Smart Grids.
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Part I
Introductory Chapters
1

Chapter 1 - Introduction
The purpose of this introductory chapter is to bring out the main topics of
the PhD thesis. The first two sections present the overall problem definition
and motivation for the Danish power system automation. This is followed by
the corresponding research challenges and contributions, which aim to give
a short overview over this work.
1.1 Electrical grids in Denmark
When H.C. Andersen wrote his adventure stories, few people had knowledge of the
value of oil, coal and natural gas. The world was on the dawn of industrial revolution
and, not least, oil was its drive. Years after the writer’s death, fossil fuels continue
to bring welfare for millions of people, however this development has its cost. The
unpleasant consequences of a warmer global climate are due to coil-based power sta-
tions and oil-based transport. — Jesper Tornbjerg, 2014 [91]
A safe energy supply is the core task of electricity companies all over
the world. Danish electricity regulations state that environmentally friendly
electricity takes over coal-based power [90]. This means, for example, that the
current from wind turbines must be used before the one from power stations.
In 2002, 63% of Denmark’s electricity was produced by large central power
stations, 14% by outlying stations and 23% by wind turbines [53]. The vast
majority of plants are combined heating and power (CHP), producing elec-
tricity and supply district heating simultaneously. A cold, windy day means
more electricity produced and consumed - wind turbines will be generating
more, homes will turn up the heat, causing CHP stations to generate more
electricity [36] [13]. Such situations can be problematic, especially at night
when industrial production and power consumption is lower, as too much
current will cause the grid to break down [55].
A Danish electricity customer had power in average 99.9% of the time in
2013 [23]. However, two storms with the wind speed of a hurricane stroke
on October 28th and December 5th in 2013, challenging the capabilities of
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the energy system, as windmills shut down at wind speeds higher that 25
m/s [91] [72]. Automation and monitoring of the electricity grid can ensure
that there is current flow in the cables, while the data from the modern smart
meters can be utilized to find out what is happening in the electrical network.
Data availability opens the possibility for optimized grid planning, such as
replacing old installations and fixing errors [15] [96].
Fig. 1.1: Representation of the modern Danish electrical grid, from transmission to consumers.
The sources of data in the modern Danish low-voltage electrical grid vary
from heat pumps, windmills, electrical vehicles to solar panels, which can be
depicted in Figure 1.1 [24]. It is expected that the energy consumption will in-
crease with the introduction of more electrical vehicles, CHP and other types
of green energy sources. Therefore, applications are required for maximiz-
ing the value incoming from distributed energy resources (DER) and efficient
energy consumption management [4] [38]. Such an application can be smart
control of households, apartment buildings or corporations’ energy systems,
by obtaining information about energy pricing.
In the next section the background for this PhD research is introduced,
given the aforementioned presentation of the low-voltage Danish electrical
grids.
1.2 Problem statement
Electricity grid operators prepare for the future as state-of-the-art technolo-
gies emerge and as they are implemented to enhance efficiency and business
opportunities. The subsequent electricity grid evolution is focused towards
the development of smart grids, capable of utilizing complex data analytics
correlating different high volume and mixed data sources, also known as the
Big Data concept. Daily workflows for grid management can be improved
via decision support systems to ensure an affordable, reliable, secure and
4
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sustainable electricity supply [21] [92].
The process is further motivated by the national Danish regulations as
well as international political climates [58]. As current and future legisla-
tion demand not only efficiency via impending requirements, but they are
also very much focused on the inclusion of renewable energy sources (RES)
as part of a climate centered strategy [99]. New technology systems require
utilizing and supporting the enormous influx of smart devices and sensors.
The corresponding exponential growth in data originating from these de-
vices reveal anomalies, among which the most common are cable faults or
voltage magnitude threshold reached [103]. Also, importantly, the electricity
grid was originally designed solely for central operator-controlled electric-
ity production with a one-way flow model. However, driven by commercial
and residential energy generation via the integration of RES, primarily pho-
tovoltaic and wind turbine generators, electricity grids are shifting from a
unidirectional flow topology towards distributed energy generation [70] [74].
Due to the volume and variety of data [69], the Danish Distributed System
Operators (DSOs) face operational challenges, since the current system op-
erations rely solely on customers’ input to manually report common issues,
such as residential power surges and outright power outages [73]. The future
proliferation of RES is expected to induce increased instability as a byprod-
uct of the adaptation process towards a decentralized power generation grid
architecture [41]. As a consequence, increased stability and reliability in the
low-voltage grid for effective grid monitoring and advanced operation be-
comes harder to maintain for DSOs, in order to allow for preemptive actions
as opposed to current reactive workflow patterns.
Future grid management and operations are promising due to utiliz-
ing advanced metering infrastructures (AMI) data. AMI units are installed
throughout the low-voltage grid, either as natural replacement is required
or as direct upgrades [59]. These AMI smart meters are capable of logging
and transmitting various detailed information and in much higher resolution
than traditional electricity meters [62], with data ranging from electricity con-
sumption to specific phase voltages. Present-day AMI data is utilized for con-
ventional billing purposes [3], without putting to use the full potential of the
mass available information and the highly increased data granularity. Also,
capabilities that facilitate near-real time monitoring and automated daily op-
eration with instantaneous anomaly detection can be provided through mod-
ern AMI [88].
This opens up a new spectrum of possibilities for investigating means to
deploy automatic monitoring and planning solutions for the Danish electrical
grids, which have been inaccessible up until now.
5
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1.2.1 Hypothesis
In reference to the problem statement presented in Section 1.2, the following
hypothesis is formulated in relation to this PhD research:
It is hypothesized that efficient data processing, analysis and visualization of smart
metering data can help the DSOs in making useful decisions for future grid planning,
event predictions and for automatically detecting anomalies in the grid.
Proceeding from the hypothesis, the main methods and information sys-
tems to be investigated are:
• Mapping and visualizing spatio-temporal data using Geographic Infor-
mation Systems (GIS);
• Use of database architectures that support large amounts of data;
• Data processing and analytics for extracting relevant parameters and
knowledge out of the available data;
• Design and implementation of components and interfaces for automatic
decision support systems.
1.2.2 Case study - test area at Thy-Mors Energi
This research has been carried out in relation to a real-life test area located
in the north-west part of Jutland, Denmark, which is shown in Figure 1.2.
The information has been made available by the distribution company in the
area, as part of the project - Thy-Mors Energi [6]. The area is relevant for
this study due to the presence of renewable resources at the residential level,
mostly small wind turbines and PV systems.
Some anomalies have been previously detected in this part of the grid,
such as over and undervoltages or imbalances in households’ power. While
the distribution company is responsible for deriving offline procedures to
counteract these issues, an increasing number of reported problems will re-
quire more man power and time spent on error debugging procedures, thus
implying economical repercussions. Currently, the DSOs from Thy-Mors En-
ergi use various software programs for investigating historical events in the
power grid, in the form of visualization and/or parameter calculation tools.
For the high and medium voltage parts of the grid, the SCADA system (Su-
pervisory Control and Data Acquisition) is actively used for visualization and
anomaly identification. However, the low-voltage information is currently
not fully integrated into SCADA, making the various consumer-related data
management procedures challenging, as the DSOs have to manually handle
different software tools to address errors or other significant events.
With the evolution of AMI and Big Data conceptualization, more effort
will be needed towards grid planning and event predictions, rather than the
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Fig. 1.2: Representation of the test area polygon, including: the primary substation, secondary
substations (red triangles), customers (green dots) and their interconnections. The red dots
represent the masts in the medium-voltage grid, while the different colors depict how each
secondary substation feeds a certain group of users.
current time-consuming manual error debugging. As a consequence, an au-
tomatic decision support data-driven system is considered adequate for the
DSOs’ daily operations.
1.3 Research challenges and contributions
Based on the case study of the Danish DSO presented in Section 1.2.2, an
integrated analytical and visual information platform is expected to ease the
low-voltage grid interoperability and to increase the DSOs’ efficiency in the
overall business structure, by minimizing redundant procedures. The work
in this PhD study is focused on the following research challenges:
• The choice of database environment to be used and identifying the
events involved in the data processing;
• Investigating how to process and convert data to optimize the interac-
tion with the end visualization system;
• Providing the users (DSOs) with adequate information in order to make
useful decisions;
• Obtaining an automatic information-based operational system via ana-
lytical methods.
The corresponding contributions are made towards resolving the defined re-
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search challenges, by designing and implementing a data-driven system suit-
able for the DSOs’ daily operations. This was achieved both from a research
and from an enterprise point of view, using the theoretical background to
establish the most suitable tools for carrying out the study in both cases. As
there is more decision freedom from a research perspective, an enterprise-
oriented solution involves more specific knowledge about the DSOs in their
working environment, thus adapting the proposed information system ac-
cordingly.
To sum up, this PhD study aims to show how a combination of different
tools and theoretical knowledge can contribute to developing an automatic
decision support system for the Danish DSOs. Particularly, it is shown that
the results from research can be applied by distribution companies to opti-
mize the usage of the distribution network resources and to minimize the
manual work.
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Traditional electricity grid monitoring and decision support are based on a
multitude of different systems, demonstrating a natural additive approach to
technology adoption over time [78] [14]. As new capabilities are deemed nec-
essary or advantageous, different systems are introduced , aiming to create
a dedicated data-driven technology platform. As mentioned in the introduc-
tion, visualizing the low-voltage electrical grid data has the potential to eval-
uate and to anticipate grid anomalies, and to speed up other corresponding
actions regarding grid maintenance and monitoring. Therefore, this chapter
will cover the basis of the methods utilized for achieving the proper data
presentation in this research, by covering three main topics:
• Geographic Information Systems
• Database Management Systems
• Data processing and analytics techniques
2.1 Geographic Information Systems - GIS
Geographic Information Systems (GIS) are, as the name indicates, a com-
bination of two different disciplines: geography and information systems
[61] [18] [17]. Geography is the science dealing with the physical, biologi-
cal and cultural features of the Earth, in other words, data associated to a
location. Information systems are, generally defined, as a set of components
that work together to achieve a common goal, by utilizing the data charac-
teristics/attributes attached to the location. The components involve: data,
hardware and software equipment, humans, operational procedures and sub-
systems for data management, with the main goal of transforming the data
into valuable information, knowledge and wisdom [7] [33].
The DIKW diagram illustrated in Figure 2.1 shows the structural and
functional relationships between data, information, knowledge and wisdom.
By undergoing the transition from raw - meaning - context, data brings value
to the human interpretation by helping decrease the computational complex-
ity at more advanced stages in the process [26] [66].
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Fig. 2.1: DIKW data transformation diagram [10]
Considering that data is the starting point in GIS, there are three main
data types [30]:
• Spatial (vector) data: features represented as points, lines and polygons,
as previously shown in Figure 1.2;
• Attribute (tabular) data: qualitative and quantitative characteristics of
the spatial entities;
• Raster data: landscape represented as a rectangular matrix of square
cells, useful for elevation, terrain, slope and risk analysis, etc.
This PhD research was based on the electrical grid spatial and attribute
data in GIS [95], particularly for extracting labels for time series measure-
ments, as it has been done in Paper E. Moreover, the benefits of the spatial
features with respect to improving the DSOs’ operational procedures were
evaluated in the studies performed in Papers C and D.
GIS usually have an integrated database management system [89] [77],
where the data model is represented by the different objects in the spatial
database and the relationships among them. Each feature on the map can be
characterized by attribute data, which is typically manipulated in relational
databases by means of queries [48]. Three of the most common types of
database systems will be subsequently presented in the following section.
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2.2 Database Management Systems
This survey concentrates on the three primary Database Management Sys-
tem (DBMS) categories and will present a high level introduction to these
specific database types and highlight the technological characteristics, advan-
tages and inherent shortcomings. Lastly, generic database evaluation criteria
are highlighted as a foundation for requirement specification. The survey is
based on the following sources: [94] [51] [20] [22] [87] [16].
A database schema is the design blue print of how the DBMS is con-
structed. The schema defines the basic structures on both the logical and
physical level, providing a descriptive detail of the how data is organized,
the corresponding relational structures including how every constraint is ap-
plied, as well as storage definitions for all database elements. Thus, the
schema plays a paramount role in determining application suitability and
flexibility as well as both data and transaction integrity parameters. DBMS
scalability identifies the abilities of the system to be upgraded and expanded,
and hereby determining both present and future performance and capacity
capabilities.
The primary DBMS categories chosen for this study are:
1. Relational DBMS: uniquely based on proven mathematical foundation,
specifically by Georg Cantor’s Set Theory [51] and Relational Theory by
Edgar Codd [94], it guarantees a high level of stability and robustness.
With a more than 30 years proven track record, the RDBMS is the in-
dustry standard, commonly utilized as a comparison baseline, and it is
characterized by offering sufficient data storage, protection and access
capabilities. Also, its performance is reliable, making it adaptable for
business intelligence use cases;
2. NoSQL (Not Only SQL) DBMS: broad descriptor for next generation
database systems, typically characterized by being open source, non-
relational, distributed and horizontal scaling. Polyglot Persistence [20]
is the NoSQL jargon for selection between the different data models
of the NoSQL DBMS categories matching use case and application re-
quirements. Therefore, NoSQL databases provide freedom of choice to
match a custom architecture specifically to the application and problem
set [22], by reducing the DBMS complexity via Polyglot Persistence;
3. In-memory DBMS: An in-memory database (IMDB) is generally a RDBMS
using RAM instead of traditional disk storage [22] [87], typically pro-
viding full SQL support. It can substitute existing RDBMS with only
minor adaptations if not seamlessly. The vast majority of IMDBs are
based on a vertically scalable Symmetrical Processing (SMP) architec-
ture, with limiting large-scale scalability and throughput, due to the
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inherent inability of SQL join features to operate efficiently in a dis-
tributed environment [16]. To take advantage of new middleware in-
memory capabilities, IMDBs require keeping current access applica-
tions functional via continued SQL processing operations but with sig-
nificant changes to the existing database. The cost model for IMDBs is
hence primarily dependent on single server architecture pricing.
The current Thy-Mors data model is implemented as a relational DBMS.
Considering the current implementation is based on Microsoft SQL Server
2014, which introduced Memory-Optimized Tables and Natively-Compiled
Stored Procedures In-memory features [5] [97], a continuation with relational
DBMS was considered favorable. Enhancement contrary to a complete tech-
nology switch allows integration with the current data model implementa-
tions as well as encourages taking advantage of the already existing in-house
expertise and knowledge base. The In-memory Online Transaction Process-
ing (OLTP) [16] [5] support of MS SQL Server enables adequate performance
enhancements and legacy capabilities for both near-real time (dynamic) and
historical (static) data types. The workload areas which benefit the most
from In-memory OLTP technology [22] include high data rate insert rate
with smart metering as the primary example, read performance and scale,
computer heavy data processing and low latency workload categories.
At the reseach level, an implementation of the relational DBMS based on
MS SQL Server meets the main requirement for managing large historical
data sets and is considered suitable for this work. Additionally, given the
aim of visualizing spatio-temporal data, the PostgreSQL DBMS is the most
suitable choice. This is integrated with the PostGIS spatial database exten-
der which provides support for different spatial capabilities to the existing
database, such as geometrical data types and geocoding in-built functions.
For experimental purposes, MSSQL’s in-memory data storage was used
in Paper C to simulate data streams. Due to the requirements for spatio-
temporal data visualization, the research conducted with real-life measure-
ments and grid topology in Papers D and E was carried out using Post-
greSQL.
2.2.1 Database Privacy Features
Electricity meters track energy use which can violate the right to privacy and
protection of personal data [44]. The customers’ energy consumption can re-
veal information about the number of people in a household, daily routine
and usage of appliances. Sometimes, the data can reveal particularly sen-
sitive information, such as criminal offenses. Protection of personal data is
therefore regulated in detail by the General Data Privacy Regulation (GDPR)
[9]. This project is carried out taking into consideration the privacy regula-
tions regarding personal data. In this context, there are two types of datasets
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related to individuals: GIS data (location of the meters - addresses, as X and
Y coordinates) and metering data (value of any relevant parameter measured
by the meters).
For the research purposes, it is essential to keep these two datasets sep-
arated and uncorrelated in order to preserve the privacy rights of the Thy-
Mors customers in the test area. The concept is illustrated in Figure 2.2. The
Fig. 2.2: Separation of data tables and elements to secure privacy and anonymity of data
collected
data is anonymized by removing all references to physical meters such as ID
and giving each data point a key, each of the meters within the test area hav-
ing their own unique key. The keys can only be decoded using the Private
Keys table, necessary to relate a key to a specific address. Two copies of the
table are at:
• The meter distributor (Kamstrup) for data anonymization;
• Thy-Mors to obtain the GIS_ID, which is useful for the visualization in
the GIS environment.
By legal authorities, this table is only used when strictly necessary, in
accordance with applicable data protection and privacy regulations:
• for preventing or respond to cyberthreats or cybersecurity incidents
[67];
• for preventing other criminal actions or for preventing actions by the
consumers which may cause a risk to the functionality of the grid.
In reference to the requirements of data processing, the next section will
focus on different processing and analytical techniques that build upon the
prerequisite of obtaining valuable knowledge from the data.
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2.3 Data processing and analytics techniques
Data processing is commonly categorized as either batch or stream process-
ing. Where batch processing constitutes classic periodic data processing, and
by inverting the paradigm, stream processing implements persistent data
flows, queries, analytics and application logic. Batch data sets and workloads
are characterized by having a finite data source, representing static at-rest in-
formation. Inversely, stream data sets and workloads have a theoretically
infinite data structure, frequently described as event time series in-motion
information.
2.3.1 Data processing
The following sections present the main characteristics of the two common
processing paradigms - batch and stream.
2.3.1.1 Batch Processing
This section is based on the following sources: [100] [101] [32] [1] [68].
Batch processing (Figure 2.3a) represents the common case processing,
with management and computations over all or most of a data set. The
processing is run off-line on persistent data blocks frequently according to
predefined periodic schedules. Traditionally, batch processing is focused on
throughput and complexity performance, designed to manage large data vol-
umes while executing computational intensive algorithms. Latency is consid-
ered a secondary objective, typically measured in minutes to hours.
The main characteristics of batch processing are:
• Static finite data at-rest data sets[32];
• Volume-centric processing [32];
• High throughput performance [101];
• Scheduled offline processing;
• Periodic recalculation over all/most data;
• Data persistence [101];
• Data scope in the range of minutes to years.
2.3.1.2 Stream Processing
The technical content of this section is based on the following sources: [54]
[86] [100] [19] [25].
The stream computing data processing paradigm (Figure 2.3b) enables
management of continuously generated data, falling in the category of Com-
plex Event Processing (CEP) as an element of Big Data technology. The pri-
mary purpose of stream processing is to provide exceptionally low latency
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(a) Representation of batch processing [19]
(b) Representation of stream processing [19]
Fig. 2.3: Data flow in batch and stream processing techniques.
velocities independent of high volume mass storage. Stream processing is a
technology introducing real-time or near-real-time, which, depending on the
environment, is defined as microseconds to several days. Processing perfor-
mance ensures uninterrupted information streams as well as direct interac-
tion with non persistent data before any potential storage procedures. Stream
processing unifies analytics and applications in a single common architecture,
introducing direct analysis result integration into applications for automatic
and instantaneous action. Providing continuous query capability is essen-
tial for sensor applications, web events, machine and application logs, social
data.
The main characteristics of stream processing are:
• Low latency processing [86];
• Instantaneous application and analytics reaction to input events;
• Management of individual records or micro batches;
• Continuous and unbound event driven data sets;
• Periodic recalculation over all/most data [100];
• Decentralization and decoupling of infrastructure [100].
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2.3.2 Data Analytics
In this section the main data analytics concepts are introduced. These con-
cepts serve the purpose of converting processed data into relevant informa-
tion, which subsequently is prepared for either additional analysis or directly
organized for presentation and visualization objectives [12] [35].
Data analytics are organized into two main categories:
1. Historical: analysis based on the past; data-at-rest corresponds to batch
data processing [42]. Historical data analytics provide insight by uncov-
ering data patterns and trends, allowing for a concise presentation of
large data sets. By utilizing different algorithms for reducing complex
data sets [56] [8], event forecasting is also possible [76]. The drawbacks
of historical analytics are related to their limited reactions to past events
and update intervals resulting from the batch processing.
2. Real-time/streaming: analysis based on the present; data-in-motion
equals stream data processing [65] [46]. Real-time data analytics make
it possible to enhance the reaction time for decision makers via clarity
on current unfolding events. As a result, correlations between multiple
and diverse data sources can be detected [98] [10], at the same time
opening the possibility for predicting imminent events or failures (i.e.
fraud detection). Despite the explicit advantages, real-time analytics are
very much platform and hardware dependent [34], causing potential in-
correct analysis and decisions. At organizational level, adapting to new
work patterns to take advantage of the continuous flow of information
is also challenging.
Thus, the choice of suitable analysis techniques is based both on the applica-
tion requirements and on the implementation flexibility.
In the process of knowledge and information discovery, different types
of analytics can provide various levels of in-depth knowledge of the data,
depending on the available data set and the application requirements. This is
achieved through the four traditional types of analytics - descriptive, diagnostic,
predictive and prescriptive [35] [52] [31], as shown in Figure 2.4. The trade-off
between the obtained value and the implementation difficulty increases for
predictive and prescriptive analytics, as they open the possibility for process
optimization, as well as for better understanding and exploring the value
extracted from the data.
In this PhD research the focus in mainly on characterizing the behavior
of low-voltage grid consumers using basic statistical studies (descriptive and
diagnostic). Furthermore, the study in Paper E is solely based on the available
static data, in the form of GIS grid topology and historical time-series energy
consumption measurements. A step forward is taken in the analysis with
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Fig. 2.4: Representation of descriptive, diagnostic, predictive and prescriptive analytics types
and the corresponding questions to which they answer [35].
respect to predictive analysis by applying forecasting models to the available
data set and by prescribing recommendations for human assessment.
2.4 Decisions
The three topics covered in this chapter - GIS, DBMS, data processing and
analysis, were meant to give an overview of the main tools used in this PhD
research. The study was conducted both from a practical and from a scientific
point of view, leading to two main research tracks:
• User experience (UX) studies
The DSOs were the central part of the UX studies. The purpose was
to evaluate the DSOs’ daily working procedures and to identify some
scenarios where they are constrained from operating the grid efficiently
due to manual error debugging. The DSOs’ feedback was useful for
deciding which analytical techniques are most suitable for designing
and implementing an automated information system for monitoring,
planning and prediction (Paper D).
• Developing an information system for the low-voltage electrical grid
This track was oriented towards the information system development,
based on the previous UX studies. The system comprises of relational
DBMS for data storage and feature extraction (pre-processing) tech-
niques, such as filtering and selection. The features can be used for
statistical analysis, data mining and forecasting, as it was done in Pa-
per E. In terms of visualization tools, WebGIS was used for data pre-
sentation in Papers C and D, while QGIS was employed for both data
presentation and analysis (Paper E).
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The topic of this chapter is related to this work’s research tracks, which are
depicted on the roadmap in Figure 3.1. Considering that the end user of a
data visualization and analysis system are the DSOs, their requirements and
needs come first when designing a dedicated application. User experience
studies focused on the DSOs workflows are first presented. Secondly, the
prior UX knowledge contributes to deriving a data-driven solution for the
current electrical grid system.
Fig. 3.1: Roadmap of the PhD research.
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3.1 User experience studies (UX) - Distributed Sys-
tem Operators (DSOs)
In this section, the approach for performing UX studies is covered, where
the users are the DSOs from Thy-Mors Energi (case study in Section 1.2.2).
The UX study was performed based on on-site interviews. The users’ daily
work routine is analyzed via the ’Day-in-the-Life’ model and user profiles are
created for the involved DSOs.
3.1.1 ’Day-in-the-Life’ Model
The purpose of utilizing the Day-in-the-Life Model [40] [39] in this work is
for identifying where DSOs operations can be improved time-wise. A general
user profile, as represented in Figure 3.2, can help in understanding a DSO’s
routine in a normal working day. The Day-in-the-Life model brings together
the overall structure of how work fits into the user’s day and how this is
supported by different mobile and stationary devices. The focus of this model
is on the different places, timings and platforms that together contribute to
activities getting done.
Fig. 3.2: Day-in-the-Life Model applied to the Danish DSOs, showing scenarios for an operator
on a shift at home, during transportation, at the TME headquarters and smaller offices.
Three main activities and spatial contexts are identified during the DSOs’
day in their weekly shift: at the work place, at home doing everyday activi-
ties (on call) and at home during an ongoing event. An on call DSO has to
live inside the distribution area and be able to act upon an event within 15
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minutes from its signaling. This limitation in the DSO’s daily life also implies
interrupting everyday activities at any time of the day. The DSO might also
need to call another colleague for knowledge sharing and advice, meaning
that this limitation is general among the DSOs. At the work place, the DSO
needs to be able to interrupt a routine activity and prioritize an important
event. The DSOs communicate with both internal and external actors - cus-
tomers (private households and companies), technicians, contractors, other
DSOs and departments, through an error messaging system. One artifact here
is an SMS message to the customer informing them about a possible power
outage. Having smaller sub-offices at several transformer stations in the dis-
tribution area makes it possible for the DSOs to drive to the nearest office in
case they are more than 15 minutes away from the official work place.
The user analysis during a working day can help establishing which of
the work processes are most time consuming, so that they can be automated
for an optimum operation and planning of the electrical grid.
For example, acting on a calling customer can involve less time if the
exact event and location (address) of the customer are signaled through visual
alarms. The demand of being able to work on the error within 15 minutes, as
well as to being alert at all times, impact the timeliness of these alarms.
In order to achieve the automatic fault detection in the electrical grid, user
experience studies have been made in order to establish what data and how
the end user (DSO) wants to visualize it. The steps of these studies are:
• Establishing different user profiles from the control center – electrician,
electrical engineer;
• Establishing different scenarios where errors are reported;
• Defining sequence models for the chosen scenarios and the current pro-
cedures to address these errors;
• Identifying the main themes to be addressed as part of the final visual-
ization prototype;
• Designing a prototype that would bring an automated solution to over-
come some of the challenges reported by the evaluated users;
• Validate the solution by involving the different actors in the value chain
(vendors and DSOs).
3.1.2 User profiles
User profiles are seen as part of the consolidation in relation to contextual
design models, in which the focus is directed on the DSOs in their working
environment, therefore they are the central part of the design process. The
purpose of these profiles is to ensure that the system design will benefit the
users’ workflow and, as a consequence, it will be more directed to the DSOs.
For this study, the following user profiles have been identified in Table 3.1.
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Table 3.1: Distributed System Operator profiles based on on-site interviews.
Education Job title Time
in the
company
Area of responsibility Competencies
1 Electrician System
operator
3.5 years Planning, developing,
building and maintain-
ing transformer stations
Knowledge about
building transformer
stations
2 Electrical
engineer
System
operator
6 months Reviewing the 10/0.4 kV
distribution stations and
reporting of errors
Engineering back-
ground
3 Electrician System
operator
32 years Filing reports to the
energy consumption
agency, when the elec-
tricians have solved an
error;
Measuring the electricity
grid
Experienced in the
field and knowledge-
able of the company
working structure
3.2 Information system for the low-voltage electri-
cal grid
The second research track is focused on designing a strategic data-driven in-
formation system for low-voltage electrical grids, aiming to combine knowl-
edge from both the UX studies and the processing of measurement data.
Measurement data from AMI in Denmark is nowadays typically done ev-
ery 15 minutes and only for billing purposes. The aim of this research is
to provide ways to process and analyze the incoming smart meter measure-
ments with various types of readings containing different electrical parame-
ters. The end goal is to provide a meaningful data display to the end users
(DSOs), in order to obtain an overview over the current and the historical
processes that take place in the power grid.
An overview of the proposed data system is shown in Figure 3.3. The two
research tracks are illustrated as main inputs to the structure of the whole
information system. The UX input is used as starting point for designing
the data visualization platform. The incoming metering data from the AMI
network is passed on to the DBMS for storage and processing, while the pro-
cessing output can be utilized both for statistical analysis and prediction, and
for feature extraction in relation to the visualization. Furthermore, depend-
ing on the result, feature extraction has an impact on what is most relevant
for the application design.
Historical data is relevant for understanding different consumers’ behav-
ior by evaluating their consumption patterns, through classification/clustering
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Fig. 3.3: Data flow for the proposed information system for low-voltage electrical grids.
methods, for example, consumers with or without installed RES. Consump-
tion patterns also depend on environmental factors such as time of day
(morning, afternoon, evening) or season. Consequently, the DSOs can use
this information for optimizing or planning ahead future updates in the
smart grid infrastructure, as well as for fraud and outage detection.
A meaningful information display is based on the DSOs requirements
and needs, thus impacting which type of processing techniques should be
utilized to extract certain features of the data. The aim is to discover which
information is helpful for the DSOs to monitor the grid status and how to
present this in an integrated data system.
3.2.1 Main visualization themes as identified by the DSOs
The following visualization themes are meant to contribute to the design of
the visualization system, according to the user analysis and the proposed
data flow.
1. Geographical low-voltage grid map
The purpose is to be able to see the values from a smart meter directly
on the map, when clicking on a particular data point of interest. Even-
tually, the system should lead its user throughout the troubleshoot-
ing process by identifying all the interconnections between the high,
medium and low parts of the power grid. Therefore, map interactivity
and sorting mechanisms are important in the visual design of the map,
as overloading of measurement data points becomes an issue with the
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low-voltage nodes density. In this case, feature extraction refers to fil-
tering and/or selecting of the significant areas.
2. Historical data visualization
Historical data display comes as an extension of the map interactiv-
ity function and it is mostly useful for planning grid reinforcements in
the areas which are prone to problems. Currently the ID of the me-
ters which issued anomalies is manually found by the DSOs [88] and
their corresponding nodal measurements are also manually extracted
from the DBMS. This activity is redundant, time consuming and can
easily result in errors, such as incorrect or incomplete measured values.
Due to this, data labeling can contribute to easily match nodal mea-
surements with their corresponding GIS location and to easily extract
historical measurements belonging to a certain consumer.
3. Alarm visualization
Alarm display is a subcase of the raw metering data visualization. Any
kind of anomaly in the grid (over/undervoltage, flickering) should be
also visible among the incoming raw data. Map layer filtering and
the interactivity function make it possible to detect the extent of the
anomalies in the grid, whether they are related to a specific substation
or dispersed across a large area.
The design of the new software solution has to fit the users’ life and their
different activities throughout the day, as shown in Figure 3.2. The pur-
pose is to facilitate the DSOs’ job in solving different tasks and debugging
errors when the required functionalities are integrated in one system. Dif-
ferent types of visualization techniques are supposed to be alternative ways
to the current manual searches of customer information and to allow for the
possibility of cross-integrating multiple software tools, which are currently
utilized at the enterprise level.
The system assessment is done in terms of Capital and Operating Expen-
ditures - CapEx and OpEx, as depicted in Figure 3.4. Although no market re-
search was done in relation to this study, the plot conceptually illustrates the
economic feasibility of developing and implementing such an information-
based system. The research done in this thesis indicates that there is a clear
benefit (OpEx) reduction when implementing this model, by reducing the
time and human resources required to solve incidents in the electrical grid.
In each specific concrete case (different DSOs), the relation between OpEx
reduction and the cost of developing and implementing the proposed sys-
tem would indicate the economic feasibility of such migration in terms of
Return of Investment (RoI). Normally, the acceptable RoI for software-based
solutions is between one and three years [64] [45]. However, considering that
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Fig. 3.4: Accumulated OpEx analysis for automation system integration at enterprise level.
electricity meters have a lifetime of up to 20 years [47] and that the proposed
solution is fully cloud-based, the DSOs may consider longer a RoI as accept-
able.
The graph in Figure 3.4 is related to the automatic decision-based visual-
ization system presented in Paper D.
The two research tracks depicted in this chapter serve as a link towards
the contributions of the PhD study, which is the topic of the next chapter. As
the contributions are in the form of a collection of papers, the scientific and
practical contributions will be detailed by referring to the specific articles.
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The combination of scientific and practical contributions is the strong point
of this PhD research, presented in this chapter. The main body of the thesis
comprises the papers A to E, which follow mainly the techniques for de-
signing and implementing a strategic information system for the domain of
electrical grids.
Following the description of the research tracks in Chapter 3, the papers
will be categorized according to their scientific (research-oriented) and prac-
tical (enterprise-oriented) nature.
4.1 Scientific contributions
The main scientific contribution is to investigate and experiment on the pos-
sibilities for designing and implementing a data-driven solution (informa-
tion system) for the current electrical grid infrastructure. By introducing
intelligence in the current power system where planning and monitoring op-
erations are broadly manual, the contribution is made towards the develop-
ment of the so-called "smart grids".
4.1.1 Visualization systems
Paper A is an initial survey of visualization techniques for electrical grid
smart metering data. The study focuses on the different techniques that con-
tribute to obtaining a visualization system for monitoring and planning pur-
poses, taking into consideration the real-time and historical data types as
main use cases. As a part of the system design, the uses of the Common
Information Model (CIM) in both research and industry fields are presented,
given that CIM is currently utilized for defining the standard data model in
electrical grids (ENTSO-E, Statnett). Due to the modern advances in the AMI
networks and the variety in data issued by the small producers in the low-
voltage grids, the paradigm of Big Data is introduced to further emphasize
the need for efficient data analytics and visualization. Lastly, a survey of dif-
ferent visualization desktop tools justifies the choice of using Quantum GIS
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as data display tool.
The survey was made based on the initial project requirements for real-
time and large volume (Big Data) historical data visualization. One conclud-
ing remark is related to the benefits and drawbacks of the different visualiza-
tion software tools in the study, which is presented in Table 4.1. It has been
Table 4.1: Comparison of different desktop GIS tools.
Desktop GIS
Software
Advantages Disadvantages
ArcGIS Receive real-time data from a
wide variety of sources (GeoEvent
Processor extension)
Proprietary (expensive license)
Quantum GIS
(QGIS)
Open source, integration with
other open source tools (GRASS,
gvSIG), fast processing speed
Difficult to export files and to
insert map elements
MapInfo Track frequently updated data
using (animation layer add in)
MapBasic implementation (not an
accessible language)
GRASS Modules for data management,
spatial modelling and visualiza-
tion
Inconvenient user interface, slow
processing speed
gvSIG User-friendly GUI, fast loading of
large data volumes
Limited compatibility with open
source tools (GRASS)
Maptitude Good for basic GIS mapping pur-
poses
Little support for advanced GIS
processing
decided that QGIS fits best with the requirement for historical data man-
agement, which is why it has been utilized for modeling and evaluating the
electrical grid topology, as well as for extracting labels related to the con-
sumption measurements.
A Web-based GIS solution was chosen as proof of concept, which is pre-
sented in Paper C. This paper proposes an implementation of a near-real-time
monitoring system for the DSOs. The study was partly done in collaboration
with the DSOs from Thy-Mors Energi who helped identifying the case of
household power outage. The working procedures for debugging this case
have been defined based on interviews with the involved DSOs, who also
demonstrated the use of different software tools within the company. The
research-oriented solution in Paper C is done by emulating a real-life AMI
(Virtual AMI) and by creating real-time voltage measurements through a re-
play functionality. Thus, some of the theoretical knowledge about stream pro-
cessing was included as part of the scientific research. The implementation
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of a visualization-based monitoring system clearly reveals the advantages of
spatial and situation awareness, leading to faster recovery and improved ser-
vice to end consumers/prosumers. Also, the time-consuming operations are
reduced, thus eliminating the risk of incorrect decisions during debugging.
Fig. 4.1: Stages of development for the visualization system.
Figure 4.1 depicts the stages of development for the proposed visualiza-
tion system. The aim for the final solution is to integrate the visual elements
with their corresponding data analytics. Therefore, the appropriate choice for
a data-driven operational system is QGIS, which was used for the analytical
purpose in Paper E.
4.1.2 Data analytics methods
A more in-depth study of analytical methods is presented in Paper B, depart-
ing from the theoretical basis described in Section 2.3.2. The main motivation
for this study was to identify the potential processes in an information system
for low-voltage electrical grids and their suitable analytic techniques. There-
fore, the use case of low-voltage grid observability is chosen. In this case,
observability refers to making the knowledge available for the DSOs, either
through explicit visualization or through mathematical or statistical models.
At the time Paper B was published, the design of the information sys-
tem was still under definition, therefore the aim of this work is to propose a
system design for the grid observability case. The proposal takes into consid-
eration both streaming and historical data types, by evaluating the pros and
cons offered by the different analytics. The concept of distributed system
state estimation (DSSE [60]) is introduced as an analytic method for predict-
ing values of missing or incorrect data. The flow of data in automatic and
interactive events aims to justify the timing uncertainty in such a system,
thus introducing the notion of near-real-time data, and the potential need for
parallel in-memory and disk processing techniques.
Significant influence in the data analysis domain was brought by having
access to real-life electrical grid data, in the form of GIS grid topology and
time-series measurements, as explained in Section 3.2. The analysis of this
data is presented in Paper E. The motivation for the study is closely related
to the work done in Papers C and D, from which it was concluded that
the behavior of small produces has a large impact on the DSOs operational
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workflows.
Based on this knowledge, Paper E depicts the study of the electrical grid
small producers’ behavior, with the focus on data accuracy analysis. The
relevance of this study is strongly related to the real-life data flow, by de-
termining unaccounted for information links. As the purpose is to evaluate
what can be extracted from the available data, clustering methods have been
applied to classify the different consumers by their energy consumption. The
clusters were then used to test the accuracy of an ARIMA predictor.
The study in Paper E aims to evaluate the different contributions brought
to the DSOs by the data analysis with respect to anomaly detection, power
balancing, planning and monitoring operations. The future potential con-
cerns for data inaccuracy originate from data scalability with the increasing
development of AMIs, electrical vehicle mobility and the requirements for
maintaining customers’ privacy. Therefore, the work can be seen as a base-
line for future development of information systems for power grids, as it will
be further explained in Section 4.3.
4.1.3 Overall scientific contribution
The overall scientific contribution of the PhD study was brought in terms of
visualization and data analytics systems for low-voltage electrical grids. Con-
currently, these two support the design and implementation of a decision-
based information system, which aims to take over the redundant grid op-
eration tasks by the DSOs. In this way, more time can be dedicated towards
planning, reinforcing and forecasting potential events that may induce insta-
bility in the power grid, thereby affecting the power quality at the customer
end.
An initial version of such an information system is presented in the next
section as part of the practical/on-site contributions towards the involved
distribution company.
4.2 Practical contributions
Departing from the study made in Paper C, Paper D is an extension of that
study. The focus of Paper D has been to perform a more in-depth analysis
of the DSOs in their working environment through UX studies, as previously
presented in Section 3.1. Besides the power outage case in Paper C, two
more sequence models have been defined for the cases: light flickering at
household level and customer notification of potential errors in the medium
and high voltage levels.
Therefore, the implications of the study in Paper D are practical, oriented
towards the needs and requirements of the distribution company.
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4.2.1 Design of the visualization prototype
Fig. 4.2: Web-application map tab, including filters, customers, cable boxes and their intercon-
nections
The design process is based on the user stories/sequence models iden-
tified by the DSOs and presented in Papers C and D. Spatial awareness is
the key in designing this prototype, as the main visualization themes iden-
tified in Section 3.2.1 are all interlinked via a GIS map. Figure 4.3 shows
the main items contained by the designed prototype: displaying all metering
data points, statistics about households, cable boxes and substations, listing
of the current reported errors, warnings and other kinds of alerts, and the
low-voltage grid overview.
Fig. 4.3: Focus areas in the overall structure of the visualization system.
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The challenge lies in achieving the most relevant knowledge from the
visual perception, thus the focus is on the front-end design. It is expected
that the large number of elements to be displayed leads to an overcrowding
of the GIS map, therefore a visual event detection will not be trivial.
The contribution comes from the advantages of GIS: organizing data into
layers and having the possibility to select/deselect a layer of interest. This
feature was implemented as a filtering function, as well as the errors are
sorted out and displayed based on their severity. The interactive map al-
lows to choose the different components (household, cable box, transformer
station, cable, renewable energy or customer type), as depicted by Figure 4.2.
In terms of workflow analysis, similarly to Paper C, it is shown that the
different debugging processes are time-wise minimized and optimized so
that more knowledge can be acquired from the existing system, due to the in-
tegration of a data-driven approach. Moreover, prediction methods are made
possible through data integration, bringing the traditional data processing
and analysis methods towards a prescriptive information system.
At the business level, the advantages materialize in the form of Capital
Expenditures (CapEx) and Operating Expenses (OpEx), as it was previously
shown in Figure 3.4.
4.3 Baseline for future development
This PhD’s contributions in terms of data-driven analysis and visualization
systems for low-voltage electrical grids opens up possibilities for future de-
velopment. Particularly scalable solutions are of interest in the domain of
smart grids, since it is expected that the volume and variety will increase
with the advancements in the different utilized technologies. Some of the
potential development tracks are identified as follows:
1. Hybrid processing techniques
The data processing domain is evolving towards an intermix of stream
and batch paradigms, purposely designing frameworks fully integrat-
ing both forms of processing introducing hybrid architectures and gen-
uine hybrid processing engines [2] [63]. The development of hybrid
processing engines is primarily fueled by stream technology maturing
to a level capable of high performance as well as computational com-
plexity [29] [79] [28]. As stream processors continue to evolve capa-
bilities such as complete fault tolerance, fault recovery and producing
accurate results, while delivering high performance computing, there is
no longer an incentive to make a choice between fast or accurate results
[75].
32
4.3. Baseline for future development
As the data system described in Section 3.2 is expected to evolve to-
wards both stream and batch data types, hybrid processing techniques
are architectures should be considered. Apache Spark and Apache
Flink are two hybrid data processing frameworks [27] [84] [11]. Apache
Spark [85] is the next generation framework for batch processing that
also includes streaming capabilities. Speed (due to in-memory compu-
tation) and versatility (standalone cluster) are the pros of Apache Spark,
while its limitations are due to high latency when processing large data
streams and the high cost of running it in RAM. The Apache Flink
open-source framework [37] is oriented towards distributed stream pro-
cessing. It has advantages in terms of accuracy (delayed data), stateful
and high throughput performance when scaling to thousands of nodes
[80] [43]. However, its drawback is that Flink is not so widely deployed
yet. An enterprise-oriented deployment of Flink for large scale net-
works would definitely bring a contribution towards stream processing
in smart grids.
2. Focus on system optimization - predict and prescribe
With the evolution of the data processing methods, it is expected that
there will be higher requirements in terms of their corresponding real-
time and historical analytics. The current power system is mostly based
on the information extraction. However, due to scalability, data gran-
ularity and velocity challenges, the future analytical techniques will be
more focused towards system optimization, previously referred to as
predictions and prescriptions in Figure 2.4.
Overall processing and analysis performance is a question of data avail-
ability and velocity, typically ranging from near instantly available to
once or twice a day. The question is all about when data is processed
and analyzed, which is determined by data and service time-degradation
dependencies as real-time data expires continuously. Two of the most
frequently referenced architecture frameworks implemented to support
a combination of both batch and streaming workloads are Lambda and
Kappa. Lambda [57] [71] [68] [83] is the target recommendation for the
real-time data processing architecture, where batching is used as the
primary processing method and streams are used to supplement early
but unrefined results. Kappa [102] [81] may be considered for experi-
mental and research purposes, in line with the Apache Flink framework
[93]. The Kappa architecture contains only one stream processing layer
making it easier to maintain due to its lower implementation complex-
ity, as opposed to Lambda having separate processing layers for stream
and batch.
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3. Topology analysis using Graph Neural Networks
Graph Neural Networks [82] is a concept which is currently used mostly
in the domains of biology, chemistry and computer vision [104] [49]
[50]. One possible research direction is to investigate their potential in
the domain of electrical grids. By making use of the available medium
and low-voltage grid topology, graph neural networks can help identi-
fying how different topologies affect the losses in the power grid lines
- the difference between measured powers at medium and low-voltage
levels gives an indication of losses in the lines. Therefore, the start-
ing point would be to first analyze the different topologies at medium-
voltage and then extend the research to the low-voltage level.
Case studies can be done by evaluating the secondary substations with
the highest number of connected consumers and meshed connections.
The contribution of this study consists of proposing different ways of
organizing the power flow in the system and thus performing an anal-
ysis of the power system reliability.
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The overall theme of this PhD study was automation of Smart Grid opera-
tions through spatio-temporal data-driven systems. As the Danish climate
regulations aim to introduce 100% green energy by year 2050, the increasing
number of small producers in the low-voltage electrical grid challenges the
DSOs daily operations for delivering a reliable electricity supply. Therefore,
the research in this PhD was focused on investigating how to design and de-
velop an automatic decision-support system for the DSOs via efficient data
processing, analysis and visualization of smart metering data. To achieve
this, the scope of this work was focused on exploring means to develop a
suitable information system for the low-voltage electrical grid, based on user
experience studies. The main contribution was realized with the design and
implementation of a data-driven system for the DSOs’ daily tasks, using
the existing operational system as baseline for the research.
The outcome has been evaluated both from a scientific and from a prac-
tical implementation point of view. On the scientific level, the performed
experiments regarding system interfacing and and data analysis were exam-
ined from both near-real-time and historical data perspective. These demon-
strate how efficient data analytics as part of the integrated system opens up
for a wider spectrum of opportunities for the DSOs, than with the existing
system. Analytical techniques such as statistics, forecasting and visualization
have shown to bring deep insight into the consumption behavior of the small
producers, enabling the DSOs to make documented decisions about the fu-
ture grid changes. In other words, smartness in the current electrical grid
operation is brought by evolving towards prescriptive types of actions.
An important part in this research has been data visualization, designed
as the final front-end solution. Thanks to input provided by the DSOs from
Thy-Mors Energi regarding their daily operations, it was possible to per-
form user experience studies. These studies have shown that manual error
troubleshooting restraints the DSOs from committing to more advanced op-
erational tasks. Thereby, the user studies have had a big impact in the design
and implementation of the visualization solution, which proved to minimize
the current error debugging time. At the same time, the advantages of inte-
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grating data analytics into one system aid to improve grid monitoring, plan-
ning and prediction of events. Detecting and predicting errors automatically
beforehand thereby upgrades the current manual debugging process.
The proof-of-concept analysis the scientific level provided means to ex-
periment interfacing between the different chosen tools - GIS, DBMS and
analytics, in order to develop the desired data-driven system. A step forward
was taken with respect to the practical contribution of the work, by creating a
visualization prototype dedicated for the DSOs involved in the study. From
this, it was concluded that the spatial and situation awareness provided by
the GIS capabilities can help the DSOs cut down on some of their repetitive
working procedures when addressing different kinds of errors.
Considering the current climate regulations and the impact of renewables
on the energy supply’s reliability, this PhD work has overall contributed
to demonstrating the advantages of automatic spatio-temporal information
system integration for the low-voltage grid operation. It is shown that even
though the initial cost of operating is higher than operating the current sys-
tem, more functionality help the DSOs to prepare for the future advances in
the electrical grid. In the long run, the return of investment will be collec-
tively acquired from time saving operations, increased operation efficiency
due to the new system’s intelligence and a flatter trend in the OpEx.
By focusing on the future smart grid capabilities, there will be less invest-
ments spent on adapting the already-existing operational system to future
challenging use cases. Simultaneously, the DSOs can take over exciting tasks
which involve new business areas, potentially increasing productivity and
bringing value towards general grid operation, management and to the soci-
ety.
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I. Introduction
Abstract
One of the considerable initiatives towards creating a smart society could be the
guarantee of a smart, resilient and reliable power grid. As an attempt to improve the
electricity supply service, it would be meaningful for the distributed system operators
(DSOs) to be able to monitor the current status of the grid. The prediction of future
possible critical situations would then be feasible using the available information,
whereas, based on historical data, further grid expansion and reinforcement may be
planned. A proper presentation and visualization of the near-real time metering data
may constitute the baseline for bringing improvements to the power grid. This paper
presents an approach to build an efficient visualization system so that the extracted
smart meters information can be used in a meaningful manner. An overview of the
use cases related to the visualization features is first presented, as a motivation for the
choice of the relevant state of the art research. In relation to the knowledge provided
by the metering data, a definition of the big data concept will be further introduced,
according to the requirements established by the project definition. Geographic In-
formation System (GIS) tools are useful to help visualize the collected big data in
near-real time. For this reason, a survey of existing GIS software will be made so
that the choice of the most suitable tool can be justified. Also, the integration of
GIS technologies into the Common Information Model (CIM) aims to improve the
visualization efficiency. As a consequence, investigating methods for adapting CIM
standards to the GIS platform are also important.
I Introduction
In the process of the development of a more efficient electrical grid, the con-
cept of the so-called "smart grids" has emerged. The purpose is to create an
affordable, reliable and sustainable electricity supply. As a consequence of
the development of smart grids, the distributed system operators (DSOs) in
the Danish electricity distribution grid are facing operational challenges due
to a large number of new smart electronic devices. These devices load the
producer utilities with a high amount of data, reporting issues such as cable
and converter faults, voltage magnitude outside standard limits and network
congestion [13]. In order to address these challenges, intelligent features
are required so that the DSOs can obtain an overview of their low voltage
grid. This would allow the execution of near real-time daily operations in the
grid, as well as long term grid management and planning. The efficiency of
the electrical grid could be improved through the collection, processing and
analysis of data and the outcome would have people as the main beneficiary.
Eventually, the grid’s efficiency would be characterized by user satisfaction,
economic implications, population reach etc. In the long run, the pursuit
of progress in public and private sectors constitutes an initiative to create a
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smart society. In the current paper different methods are investigated towards
building such a visualization system (GIS tools, CIM modeling, implementa-
tion languages). The uniqueness of this research consists of experiments that
correlate different methods to achieve the desired visualization.
Current electricity grids are the baseline for future grids, which could
account for the changes in innovative technologies, customer needs, envi-
ronmental issues and increasing network congestion [10] [20]. The future
distribution grids’ architecture is evolving from a one-direction power flow
towards a bi-directional flow between suppliers and consumers, according to
the European Commission’s view on electricity systems. The aim is to create
a customer-oriented electricity system that will be flexible, accessible, reliable
and economic [10].
Traditional power systems are developing towards digitalization, with the
emerging ICT (Information and Communication Technology). In [27] digital-
ization is defined as a key element in the further development of the power
system, being able to provide an efficient time-critical monitoring of the grid
state, where issues would be signaled through the display of alarms.
In the energy sector, large amounts of data are accumulated daily. The
main source of data in a smart grid is the adaptive metering infrastructure
(AMI), where a large number of smart meters are deployed at the user end
side [32]. Mechanisms for collecting data from the smart meters are ad-
dressed in [18] for the real-time state estimation of the grid. They are ad-
vantageous because they can facilitate the power flow control and identify
exceeding limits of current and voltages. In other words, data collection
mechanisms offer some degree of certainty of data quality. Correctness, com-
pleteness and timely data are some of the main attributes that can describe
the data quality and it is important that they are ensured prior to its process-
ing and viewing.
Three main steps need to be accomplished in order to obtain the data vi-
sualization platform, as shown in Figure A.1: from storing data in a database
to the "human eyes". Establishing efficient ways of transforming smart me-
ters raw data into meaningful information can contribute to the operation,
management and planning of the power grid.
Database 
structure and 
management
Data 
processing 
VisualizationData
Fig. A.1: Data flow perspective.
A systematic storage of smart grid data is possible using database struc-
tures. As it is presented in [19], database architectures and methods also
allow the processing and analysis of large amounts of data, continuously
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aggregated by time flow.
A more accurate representation of real-time data is closely related to the
delays involved in data transmission from the smart meters to the visual-
ization platform. The delays involved in the delimitation of the “real-time”
definition can be defined as the transmission and the processing delays, rep-
resented in Figure A.2. The transmission delay (smart meter - database) is
bound to the adaptive data collection mechanisms presented in [18]. The data
processing delay (database - visualization) is the aspect to be analyzed in this
research and it will be used for defining the use case related to the real-time
display of information.
Smart meter Database
Visualization 
(GIS)
Transmission
delay
Processing
delay
Fig. A.2: Delays corresponding to grid state estimation and data processing.
The dynamics of information impacts the visualization in the sense that in-
formation that changes rarely over time can be treated differently. More pro-
cessing time can be spend on such information compared to very volatile
information elements that often change values, meaning that it is highly de-
pendent on the information granularity.
The outlined challenges lead therefore to investigating scalable and secure
IT infrastructures for real-time events management in the smart grid. Extract-
ing significant information is important for the decision-making process and
this is intended to be made through big data analytics. The challenge of the
big data research is to include a set of technologies that would ensure users’
privacy, but still extract the valuable information needed for real-time grid
operations and long term scale planning.
A possible implementation of data analytics can be done via the open
standard Common Information Model (CIM). This model facilitates exchange
of power system network data between companies and allows data exchange
between applications within a company; thus, easier implementation of data
analytics. Its purpose is to increase reliability and reduce expenses in smart
grid infrastructures, as shown in [8].
The paper is organized as follows: Section II introduces the use cases con-
cerning the real-time and historical features of the visualization platform. In
Section III the motivation for choosing the CIM standard is presented, along
with its newest uses and challenges both in research and industry. Section IV
describes the related work regarding: big data use cases, visualization using
GIS software and their relation to big data analytics. Furthermore, a defini-
tion of big data will be explained here in relation to the previously-mentioned
use cases. In Section V different GIS tools are evaluated to motivate the choice
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of the most suitable one for carrying out the project.
II Data Visualization Use Cases
Data collected from the smart meters is a raw set of facts, without any partic-
ular meaning or usability. The process of how knowledge is obtained out of
raw data is presented in the DIKW diagram shown in Figure A.3.
Data
Information
Knowledge
Fig. A.3: DIKW Diagram.
In order to obtain valuable information out of raw data, some manage-
ment tools have to be established. First of all, database systems are a fun-
damental tool for storing any kind of data, for later processing and analysis.
The processing of data aims to provide the proper and timely input to the
future visualization platform, moving the geospatial data to near-real-time
access [12].
Information is the outcome of data processing, whose patterns and facts
can be analysed to determine what is needed in the development of the vi-
sualization system. It becomes knowledge when it is applied in a particular
situation to answer questions such as "why" and "how".
In order to establish the relevant state of the art survey, some use cases
have to be defined. The visualization features can be divided into: time-
critical (grid monitoring) and non-time critical (grid history).
A. Grid Monitoring
The real-time visualization features of the system are highly dependent on
how often data is received and stored in the database and the events in-
volved in the real-time data processing. Hence, one has to define what data
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needs to be processed for each visualization feature, to achieve the minimum
processing delays in this context. At the same time, the visualization features
need to be scalable according to the grid size and the volume of data stored
in the database.
The delay in data processing is time-critical for the monitoring system.
It has to be minimized taking into account: the amount of data required
to make qualified decisions, performance cost of data monitoring and the
triggered events, and the amount of time required for the necessary data to
be received.
Example: Voltage drop/rise
With the current technology it is possible to display the voltage magnitude
of the system. The voltage drop is an issue that has to be adjusted and it can
be done by monitoring the voltage stability margin, as explained in [20].
The overall quality of the distribution power grid can also be affected by
voltage unbalance (phase inbalance) [7]. Furthermore, voltage rise (due to
large amount of distributed generation power output) is presented in [3] as
one of the main challenges for the DSOs to regulate the voltage levels in the
grid.
Another useful feature that enables operators to quickly identify the fault
location is be the ability to display real-time alarms in the visualization sys-
tem [20]. This could be achieved using dedicated visualization features of
GIS tools, as presented in Table A.1. For example, the ArcGIS GeoEvent
Processor makes it possible to track dynamic data, which changes location
frequently. Likewise, MapInfo’s Animation Layer add in is utilized for appli-
cations where data features update constantly.
The difference between the time stamp where the first suspicious event is
received and how big is the delay to the actual alarm visualization should be
investigated as well.
B. Grid History
The non-time-critical features are related to the electrical grid planning, to
create models for future state estimates. Therefore, it should be established
what parameters to keep track of, which data should be passed on to the
visualization system and how to process data so that the database visualiza-
tion system can be optimized. Data analytics and data mining techniques
can help in discovering data patterns, that can be later useful in future grid
planning in a quicker and more efficient manner.
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Example: Power balancing
An example of how tracking historical data helps providing a better under-
standing of the grid state is presented in [1], for forecasting electrical loads.
Statistical analysis can be created and further used to evaluate grid operating
conditions and thus, failure assessment.
The collected historical data contains information about grid events, for
example frequent oscillations in the electrical load power. Important infor-
mation related to power failures can be extracted using historical data, while
data mining techniques can provide an in-depth explanation for the failure
cause. Parameters such as temperature, weather conditions and electrical
load may be considered in the data analysis. Making use of historical data
creates the foundation for a more efficient future grid planning, creating the
opportunity to avoid power failures.
III CIM Modeling
The initial motivation for the development of the CIM was driven by the
increasing requirements for Energy Management Systems (EMS) to enhance
upgradability, scalability and interoperability. Ambitious European energy
and climate goals dictate the future and will change the very nature of the
power system, promoting cooperation between European utility enterprises
(DSOs) in order to support the implementation of the EU energy policy. Spe-
cial focus is on the integration of Renewable Energy Sources (RES), which
expands distributed power generation, and the Internal Energy Market (IEM)
to meet the EU’s energy policy objectives of affordability, sustainability and
security of supply. This will invariably increase the data exchange necessi-
ties both internal and between the European utility enterprises and hence the
relevance and need of a common semantic framework like CIM [31].
The use of ICT and advances in the design of power systems result in an
increase and variation of the data. Its analysis and recognition require ad-
vanced data mining techniques, which are however heavily restricted by in-
sufficient description of the data models. These issues lead the development
from a vendor hard- and software specific API to a focus on common se-
mantic and syntax models for data exchange between the EMS database and
applications, which advanced into the CIM architecture comprising several
standards under the International Electrotechnical Commission (IEC) Techni-
cal Committee 57 (TC57) and associated workgroups (WG) [16].
The integration of CIM has been adopted by Statnett, Norway’s national
main grid owner and operator. The future Statnett vision for CIM integration
is centered on the perceived benefits in conjunction with predicted necessities
for next generation smart grid development. CIM is envisioned to provide
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Fig. A.4: CIM-based utility big data integration [33].
One common Power System Model (PSM), delivering a complete enterprise
service oriented integration that is adaptable to future requirements; intro-
ducing a standard for data exchange via a common Enterprise Service Bus
(ESB) (CIM EAI message bus - Figure A.4), capable of handling all data gov-
ernance and data management services. As part of the development of the
future power system, Statnett is undertaking pilot projects analyzing the po-
tential and performance of smart grid technologies and communication sys-
tems. One such project includes Demand Side Response (DSR) load control
via AMI, where CIM was utilized as the standard for data exchange between
the distribution management system (DMS) and the AMI front end, utilizing
CIM XML messaging (DSO - AMI front end; IEC 61968-9) [30].
The European Network of Transmission System Operators (ENTSO-E) is a
collaboration between 42 European TSO’s representing 35 countries, includ-
ing Norwegian Statnett and Energinet.dk of Denmark. By the same token,
smart meter penetration of European consumers, i.e. households and Small
and Medium Enterprises (SMIs), is currently on the rise and is expected as
a continuous trend for the near future. ENTSO-E utilize CIM IEC standards
to provide common data exchange formats to ensure compatibility for the
various information sharing between transmission system operators (TSOs),
third parties and service providers alike. Direct cooperation is made with the
IEC workgroups responsible for CIM for transmission (IEC TC57 / WG13)
and CIM for energy markets (IEC TC57 / WG16) securing TSO influence and
compliance, and supporting the continuous development of CIM [14].
The uses and challenges of CIM in the research area are addressed in [16],
which deals with data driven interactive visualization of power systems. CIM
based model visualization is done via data manipulation algorithms based on
empirical or mathematical derived utility data. The main benefit is to provide
smart grid operation and analytics decision support tools, enabling electric
system operators and analysists to perpetually monitor big data information
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and events by images, diagrams, animations promoting communication and
interpretation with enhanced pattern recognition. Furthermore, emerging
business requirements of the electric power industry gain from the power
systems data visualization.
Complete GIS and Supervisory Control and Data Acquisition (SCADA)
integrated for monitoring of the power distribution network are presented
in [29], including a common graphical user interface and shared network
model. CIM is utilized for modeling the distribution network and its stan-
dard compliance facilitates data exchange. This allows for the aggregation of
power equipment information and spatial GIS data with real time operational
status information, enhancing decision support and abnormal alert response.
Application development costs are reduced with multi-platform support su-
perior to commercial GIS, avoiding duplication of data while enhancing data
validity and reducing human error.
The integration of smart substations in smart grid architecture supporting
intelligence aggregation in utility operation and management is addressed
in [8]. Complying with IEC CIM standards supports substation analytics
and system integration with enhanced value adding information exchange.
As a result, smart connectivity is provided for Intelligent Electronic Devices
(IEDs), promoting interoperability at all utility system levels and enabling
operating and functional information exchange suited for individual IEDs,
utility and decision support systems.
In [33], an electric utility company utilizes big data via analytics and the
proposed software framework is based on CIM IEC standards, in order to
convert utility big data into operational decision support, promote efficiency
and save costs. Figure A.4 illustrates how utility big data applications can
interact with each other using a CIM-based integration architecture, through
a common enterprise service bus.
Given the above-mentioned examples of how CIM is applied both in in-
dustry and in research, it can be concluded that its implementation is benefi-
cial for an effective visualization of the electrical smart metering data due to
the following reasons:
- Shared common services through a message bus interface: mapping of
the CIM class structure to an application’s external interface;
- Facilitation of a real time environment for dynamic data messaging;
- Enhanced data analytics;
- Identifying and resolving issues in order to ensure the quality of data;
- Platform independence.
56
IV. Big Data and Data Visualization
CIM modelling is feasible via multiple formats [23]:
- UML-CIM: standard defined in UML using classes, attributes and rela-
tionships;
- XML-CIM: class structure mapping and data encapsulation format. En-
coding of plain text enables human-machine interaction;
- RDF (Resource Document Framework): an XML schema that defines
relationships between XML nodes (outside parent/child class relation-
ships). Nodes are assigned unique RFD IDs and resource attributes. In
addition, an RFD schema is needed to provide the vocabulary for de-
scribing an object oriented type of system for RDF. The combination of
RDF and RDF schema supports a class hierarchy structure XML schema
through inter-class properties;
- CIM, XML and RDF: their combination is used to model the entire CIM
power system. Provides a readable format for both humans and ma-
chines, due to the platform independent plain text format;
- XML Messaging: data exchange is provided through the XML data
structure (CIM messages), associated with an XML schema that defines
classes and attributes interpretation.
Therefore, competitive, privacy or security concerns prohibiting open ex-
change of complete model data can be alleviated by layered data exchange
via CIM with restrictions ensuring only the required data is shared.
IV Big Data and Data Visualization
In the energy sector, the progressive penetration of Distributed Generation
(multiple sources of small scale power generation) brings deep changes in
the design of the grid [24]. At the same time, the penetration of a large
number of power electronic devices (PVs, heat pumps, smart meters) has
brought major changes in the volume of collected data.
Big data analytics can bring new opportunities in the management of a
smart grid, in terms of data storage, analysis and mining, as mentioned in
[32]. The work also states the importance of GIS as a traditional and complex
source of big data, characterized by spatial attributes.
In various parts of the existing literature big data is often referred to as
data of very high volume, variety and massive continuous flow. Variety,
volume and velocity, also known as the "3Vs" are some of the most common
big data characteristics. Thus, the notion of real-time is closely related to the
speed required for processing and analyzing the data [32] [33] [21].
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But these parameters cannot provide meaningful decision support to en-
sure a smart, resilient and reliable power grid, unless valuable knowledge
is extracted from big data. In [32] the core of smart grid big data man-
agement is presented: data mining techniques and knowledge representa-
tion/visualization.
Another study [33] proposes additional solutions to enhance utility big
data, apart from the "3Vs". Utilization and analytics are recommended for
implementing a user-centered application framework, while a presentation
of the collected big data is useful for the visualization framework.
The design of a data platform supporting enterprise level Big Data Inte-
gration (BDI) is addressed in [21]. The methodology proposes data integra-
tion and big data analytics schemes into a common data repository platform
featuring scalability, real time data and security. The objective is to overcome
conventional solution challenges and to create user friendly and powerful
data query visualization and analytics tools.
Some examples of big data use cases are presented in [26]. The big data
reference architectures of social networking services, such as Facebook, Twit-
ter, LinkedIn and Netflix, are shown. The implementation of such use cases
requires a great variety of technologies regarding data integration, storage,
analysis and visualization, with the purpose of a better understanding of
consumers’ needs.
The necessity of being able to display in near real-time the acquired infor-
mation from different sources has led many researchers to develop GIS-based
systems. [22] and [4] address the issue of real time data integration by us-
ing open source desktop GIS software, such as QGIS integrated with Grass.
Other studies approach the combination of different types of GIS tools to
display information: ArcGIS and QGIS [5], QGIS and Pmapper [22], QGIS,
GRASS and MapServer [4]. An overview of GIS software tools utilized for
visualization purposes is presented in [2] and [17], the latter concluding that
QGIS is a better choice for data visualization and spatial analysis.
Given the aforementioned big data related work and the use cases pre-
sented in Section II, it can be concluded that the "3Vs" may be a relevant big
data definition. However, the knowledge acquired from big data has a heavy
impact in a decision making process. Therefore, a more accurate definition
should include techniques on how and what big data can be actually used
for, in the direction of developing a reliable, secure and effective power grid:
data mining, visualization and data analytics.
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V Visualization Survey Analysis
Based on the studies in Section IV, some of the most popular desktop GIS
tools are summarized in Table A.1, according to a few key characteristics that
explain the motivation for choosing the appropriate tool for the purpose of
this research: license type, supported platforms and plugins/extensions/add
ins that could make possible a near-real time implementation.
Various tasks carried out by different kinds of GIS software are presented
in Table 1.1 in [34]. Due to privacy concerns and the possibility for local
manipulation of data, desktop GIS type has been chosen for the development
of this project.
ArcGIS proprietary software is popular for its analytical functions, script-
ing tools and the possibility for user developed functions in multiple pro-
gramming languages. The Tracking Analyst extension makes it possible to
reveal and analyse data patterns [25], while GeoEvent Processor is able to
process time critical events [15] [25].
In MapInfo, the first desktop GIS product, additional tools can be imple-
mented through its dedicated MapBasic programming language, such as the
animation layer add in, which is used for tracking frequently updated data,
as in the case of real-time applications [28] [11].
Many of the common functionalities of a desktop GIS can also be found
within the Maptitude commercial software. It does not provide any real-time
related analytic capabilities, but these can be customized using the GISDK
application development platform [9].
GRASS and gvSIG are open source GIS software that come in handy for
storing and managing spatio-temporal data and solving planning issues [2].
3D visualization of data and animations are achieved through their user in-
terfaces and the customized extensions.
Open source QGIS software runs on various operating systems and sup-
ports data formats from both ArcGIS and MapInfo [34]. Its browser interface
makes it possible to access, organize, and visualize data within the supported
spatial layers [6]. Similar to MapInfo and Maptitude, its functionalities may
be extended by creating additional plugins using Python or C++. Therefore,
it is possible to integrate features for real-time display of the data, as it has
been done in [19].
VI Conclusion and Future Work
This paper addressed the motivation and challenges for building an acces-
sible and effective system to display real time and historical visualizations
based on data acquired from smart meters. Due to the advantages of CIM,
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it will be a part of the future work to model the components of an electrical
grid, in order to manage smart metering data and to represent GIS data. It
is expected that the implementation of CIM will result in enhanced possibili-
ties for data analysis techniques, which constitutes one of the main steps that
have to be defined towards building the visualization platform. The choice
of a suitable GIS tool was done according to the requirements in the defined
use cases, especially the challenge of integrating real-time data visualization.
QGIS is considered to be a suitable choice due to the fact that it is open
source, supported by multiple platforms, and its big variety of plugins, that
can be implemented using commonly known programming languages.
The next step is to establish the requirements and specifications for data
storage using database architectures. It includes the choice of a suitable im-
plementation language, database structure and the description of the electri-
cal network structure, aiming to create a platform scalable with the integra-
tion of CIM and GIS.
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I. Introduction
Abstract
At the consumer level in the electrical grid, the increase in distributed power gener-
ation from renewable energy resources creates operational challenges for the DSOs.
Nowadays, grid data is only used for billing purposes. Intelligent management tools
can facilitate enhanced control of the power system, where the first step is the ability
to monitor the grid state in near-real-time. Therefore, the concepts of smart grids
and Internet of Things can enable future enhancements via the application of smart
analytics. This paper introduces a use case for low voltage grid observability. The
proposal involves a state estimation algorithm (DSSE) that aims to eliminate errors
in the received meter data and provide an estimate of the actual grid state by replac-
ing missing or insufficient data for the DSSE by pseudo-measurements acquired from
historical data. A state of the art of historical and near-real-time analytics techniques
is further presented. Based on the proposed study model and the survey, the team
near-real-time is defined. The proposal concludes with an evaluation of the differ-
ent analytical methods and a subsequent set of recommendations best suited for low
voltage grid observability.
I Introduction
At the beginning of the 21st century, a massive improvement of Information
and Communications Technology (ICT) gave an opportunity for solving some
existing limitations of the electrical grid, while also reducing the operational
costs [23]. This sparked people involved in the development of the future
energy market to think of new concepts. Of these ideas, smart meters and
smart grid were the most popular, by adding ICT intelligence to the system,
wherever useful.
These ideas led many countries to support various research programs in
the smart grid domain. Denmark, already having a long tradition in the
green electricity market, published a set of recommendations for implement-
ing these concepts in the report called Smart Grid in Denmark. One Danish fi-
nanced research program is ForskEL [12], meant to support the development
and integration of environmentally friendly power generation technologies
and grid connection.
One goal of ForskEL is to help the Distributed System Operators (DSOs)
in making sensible decisions regarding future power grid planning and fault
diagnosis in near-real-time. This calls for the utilization of intelligent meth-
ods for grid data visualization, as presented in [27].
The new challenge for the Danish DSOs arises as more distributed power
generation is introduced at the low voltage grid level. This affects their abil-
ity to monitor the state of the power grid without encountering operational
constraints. One of the DSOs’ primary tools are to obtain full observability
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of the low voltage grid, by making use of scalable data analytics, as intended
with the Danish RemoteGRID project [21]. Hence, high-performance data
processing and analytical methods are fundamental for efficiently managing
distribution grid data.
Two relevant data types are considered in relation to the power grid:
• Geographic data: electrical network structure (cables, transformers, sub-
stations, meters) and their geographical coordinates;
• Measurement data: three-phased generic grid measurements from each
load or connection point containing multiple loads (voltage, current,
consumption).
This paper introduces a study of analytical methods suitable for obtain-
ing low voltage grid observability. The paper is organized as follows: Sec-
tion II presents the flow of data in a smart grid application. The proposed
study is presented in Section III and it underlines the advantages of pseudo-
measurements and state estimator for the smart grid scenario. In Section IV,
both generic and state of the art analytic methods will be presented. Given
the chosen case study and background, the most suitable analytics will be
emphasized in Section V, along with the definitions of bulk and stream data
types. Section 5 will summarize the aforementioned study requirements with
future action plans for testing the above concepts.
II Study background
The underlying application structure is defined based on the requirements
imposed by the analytical methods suitable for the state estimation algorithm
introduced in Section III. In this study, the application structure is proposed
as a client-server application, based on the IEC 61868-100 standard [8]. The
data flow is depicted in Figure B.1. The IEC standard is meant to provide
guidelines regarding message exchange and interface specifications for utility
enterprise distribution systems. Consequently, the key terms are clarified as
follows:
• Advanced Metering Infrastructure (AMI) [32]: main data source in a
smart grid, characterized by a large number of nodes (meters) located
at customer premises;
• Meter Data Management (MDM) [17]: software entity that involves the
storage and management of the AMI data. This includes the Database
Management System (DBMS);
• Enterprise Service Bus (ESB) [24]: software-based integration layer spec-
ifying a standardized communication interface facilitating services (rout-
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AnalyticsDBMS
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Fig. B.1: Data flow and exchange of automatic events according to IEC 61968-100.
ing, mediation, recording of data etc.) via standard event-driven mes-
saging. The ESB middelware works as an adapter between different
data formats and protocols in a Service Oriented Architecture (SOA).
Data is generated at the AMI (server entity) as an encoded packet, which is
then decoded at the MDM level and sent to a database management system
(DBMS) for storage via XML messaging [22]. In this back-end architecture
[31], the DBMS is defined as an integration feature, which provides the ESB
middleware with raw data to be sent to the analytics module for processing.
A processing unit in the analytics module extracts the desired information to
be displayed for the user (client entity). In the smart grid context, the user
is usually located in the DSO control center. The event progression of data
is storing - information extraction - information display. These events take
place in a cyclic manner and thus, they are referred to as automatic events.
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Fig. B.2: Data exchange of interactive events based on client request.
The data exchange sequences are not solely one-way. In case the client
(user) detects unusual patterns or missing information in a certain geograph-
ical area, additional data from that specific area (or specific meters) can be
requested for enhanced monitoring purposes. If so, the data flow is based
on so-called interactive events, as shown in Figure B.2. The client’s request for
more detailed information is transmitted to the DBMS via the ESB, to search
if there is a match for the requested data in the database. If a match is found,
a reply is sent to the client for display and visualization. If not, the data re-
quest may be forwarded to the AMI, which will configure the meters to send
the required data. Timing is crucial in the DSOs decision making process and
is notably affected by delays in the transmissions from data collection to data
display. Requesting certain information all the way from the AMI will result
in additional delays due to the increased number of messaging sequences
between entities.
As a part of the analytics module, the next section will introduce the
Distributed System State Estimator (DSSE).
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III Study outline: Low voltage grid observability
Low voltage grids are undergoing a transformation from a passive to a more
active role in the electrical network. Traditionally, conventional large gas
or coal power plants, among others, are the source of electrical power gen-
eration [30]. After being transmitted at a high voltage level, the energy is
distributed to supply the loads in the system. Lately, the penetration of dis-
tributed generation, especially from Renewable Energy Resources (RES), at
the low voltage level has increased. It creates operational challenges for the
DSOs since the low voltage grid was not designed to operate under such con-
ditions. For example, generation peaks from RES do not necessarily match
peaks of consumption, introducing power flows from the low to the high
voltage level.
In order to address operational concerns, the DSOs require advanced
management tools. Grid monitoring is the first step towards a more reliable
operational approach [3]. In fact, nowadays, the low voltage grid electrical
parameters are not monitored in the DSOs control centers. Monitoring the
system allows DSOs to determine whether or not the system is operating
under normal conditions. A system is considered to operate under normal
conditions if all the loads can be supplied without violating any operational
constrains [3].
A. Low voltage grid state estimation - LV DSSE
Grid observability depends on where the measurement points are placed
along the electrical grid. In the case of low voltage grids, these measure-
ments are provided by the smart meters. However, the information extracted
from the meter’s data contains errors due to various factors, such as commu-
nication issues or measurement deviations in the devices. Thus, as a first step
in control centers, efficient data analytics are required to properly determine
the state of the electrical grid. The state is defined as ”known” if the volt-
ages and phase angles with respect to a certain voltage and angle reference
are known at every node (point where two or more circuit elements meet)
[3].The process in charge of eliminating errors and providing the best esti-
mate of the system state in distribution systems is the so-called distribution
system state estimation (DSSE) [5].
Figure B.3 shows the block diagram of the observability analysis per-
formed based on the raw measured data. This analysis determines if the
system state can be estimated based on the set of acquired near-real-time
readings. For example, few or non-existing measurements are sometimes
provided from a specific geographical area of the system. This implies that
the available data is insufficient to successfully estimate the state of the sys-
tem. In that case, other data analytics methods are needed, where the unavail-
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Fig. B.3: Evaluating observability based on the field near-real-time measurements.
able near-real-time measurements are substituted by the so-called pseudo-
measurements obtained from historical data [18].
B. Pseudo-measurements
Traditionally, pseudo-measurements have been obtained from standardized
daily load and generation profiles (DLP-DGP). Those are created for different
customer classes based on socio-demographic factors [19]. However, other
approaches seeking more precise accuracy have been developed in the litera-
ture. Artificial Neuronal Networks (ANN) are used in [11]. Besides, different
clustering techniques were utilized as it is the case of k-means [6], princi-
ple component analysis [1], spectral clustering method [4] or finite mixture
model [28], among others.
New solutions are to be studied in order to provide robust pseudo-measurements
for low voltage grid applications based on the utilization of AMI data. Un-
predictable behavior from RES is a challenge where efficiency in terms of
the amount of stored data needs to be considered given the large number of
nodes at the low voltage level.
IV Analytic Methods
AMI data is by definition part of the Internet of Things (IoT) umbrella, in the
sense that smart meters act as sensors in the electrical grid infrastructure. IoT
data analytics is characterized by autonomous or semi-autonomous examina-
tion of data, employing sophisticated techniques and tools, typically beyond
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those of traditional Business Intelligence (BI). These techniques help to re-
duce complex data sets into actionable insights, enhance and empower BI
decision support systems. By this token, some traditional analytics and algo-
rithms include data mining, machine learning, pattern matching, forecasting,
visualization, semantic analysis, sentiment analysis [13].
Analytics are classified by two main categories: historical and near-real-
time analytics.
• Historical analytics: based on the past data values. Data-at-rest corre-
sponds to batch data processing;
• Near-real-time analytics: based on the present. Data-in-motion equals
stream data processing.
A. Historical Analytics
Four traditional types of historical analysis are presented in the following
subsections. They are a trade-off between the provided information value
and the implementation difficulty. This is illustrated in [7].
A..1 Descriptive
This type of data analysis is used to provide insight into past events, by
identifying overall themes and patterns. Descriptive analytics is commonly
classified as BI and is the de facto standard analytics methodology. Typi-
cal outputs include dashboards, reports and status emails stating historical
observations by summarizing raw data for human interpretation. These are
mainly obtained through methods such as data mining and data aggregation.
An example of descriptive analytics can be found in [20], where daily
profile of consumption trends are obtained by means of data aggregation.
This helps to understand daily habits of consumers and, at the same time, to
insure the privacy of end users through data anonymization [10].
A..2 Diagnostic
Diagnostic analysis helps answering questions like "Why was a certain event
triggered", by providing a deep understanding of a limited problem space
via in-depth data analysis, discovering the root causes and characteristics of
an event. Advancing from aggregate and summary information to detailed
data, based on specific focus attribute(s), is done via selection and querying
of data sets. Data granularity defines the limit for the analytic level of detail.
The resulting output is typically an analytic dashboard.
Correlation methods are part of obtaining a diagnosis analysis. The re-
view in [25] proposes a method for characterizing power system loads by the
correlation between load demand and weather variables.
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Fig. B.4: Proposal of streaming analytics architecture for low-voltage electrical grids [33].
A..3 Predictive
Predictive analytics is about foreseeing the future based on historical data
patterns. Future predictions and scenarios come from data mining, machine
learning and statistical modeling of raw data. Thus, actionable insights are
obtained via plausible estimates of future outcomes. Typical deliverables
are in the form of predictive forecasts based on probabilistic and correlation
analysis.
Load forecasting is a common use case of predictive analysis in smart
grids [10]. The study made in [2] approaches a forecast method which is
based on a combination of ANNs and time series data models. Load fore-
casting can be achieved using not only correlations, but also through ma-
chine learning solutions, such as the MapReduce processing model [26] [14].
MapReduce allows for massive scalability across a cluster of computers, for
large data sets (in the range of Terabytes), which is a suitable solution in case
of AMI infrastructures.
A..4 Prescriptive
The primary focus of prescriptive analytics is to provide real-world recom-
mendations. Datasets are evaluated via analytical models and the preferred
cause of action for each specific event is selected. Then the result, in the form
of explicit actionable information, is presented for human interaction, typi-
cally making the final decision on acceptance or rejection. Hence, prescriptive
analytics takes a step further than predictive analytics by reducing complex
data and algorithms to non-technical descriptors for immediately recogniz-
able advice on predicted future outcomes. The analysis aids the decision-
making process, having the potential to both maximize positive outcomes as
well as prevent undesirable events [16].
Simultaneous utilization of multi-source datasets includes historical and
real-time data, transactional and big data analytics, that affect marketing
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strategies [9]. For example, one significant tool to help utility companies
navigate towards a smart grid platform is the Vitria IoT Analytics Platform,
reported in [33]. This white paper states that a combination of prescriptive
analytics and smart decisions provide the highest throughput in the analytics
value chain.
B. Near-Real-Time Analytics
The resilience of the power grid is part of the future requirements for evolv-
ing towards intelligent grids. The main motivation for near-real-time analyt-
ics lies in the lack of limited grid functionality to timely detect and prevent
failures. This extends to the discovery of natural disasters or criminal actions
that might have caused the failures. Therefore, these can be prevented by
making use of real-time intelligence [33].
B..1 Streaming Analytics
Near-real-time decision support can be provided via data-in-motion pre-
database processing, inspection, correlation and analysis. It enables instanta-
neous management, monitoring, and continuous statistical analysis of data.
Introducing real-time KPI overview, immediate access to metrics, and report-
ing, improves reaction time and accelerates decision-making.
Streaming analytics provide value from the data in a similar manner as
traditional historical analytics. The value of streaming data decreases non-
linearly over time, meaning that events should be reacted upon quickly, in
near-real-time. The progression from historical methods comes as analytics
are no longer performed ”at-rest”. Instead, data is processed before it is
stored and therefore the decision-making process becomes timely and more
efficient [15] [29]. A summary of the modules involved in the data streaming
based on the surveyed analytics types is shown in Figure B.4. This figure
shows that the same principles as in historical analytics can be applied to
streaming data.
V Main findings and discussion
The study presented above emphasized the importance of introducing ana-
lytical methods to monitor the status of low voltage electrical grids and to
plan future grid reinforcements. Historical data is used to create pseudo-
measurements, aiming to fill in missing or erroneous data received from a
smart grid infrastructure.
Given the back-end client-server architecture presented in Section II, the
automatic ingestion of data can be defined as a ”stream of data”:
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Table B.1: Advantages and disadvantages of using historical and near-real-time analytics for
providing data to the DSSE.
Analytics Pros Cons
Historical
(context
awareness)
• provide insight by uncovering
data patterns and trends
• accuracy and realiability depen-
dent on time
• quickly accessible and detailed
(available and verified data)
• most machine learning algo-
rithms do not deal with temporal
effects
• clarity by presentation of re-
duced complex data sets - thorough
presentation of large data sets
• reliance on batch processing
and consequently limited by the
resulting update intervals
Near-real-time
(situation
awareness)
• detects gross errors - accuracy • highly dependent on the delays
in the communication network
• avoid latency from filtering disk
data
• difficult to adapt to platform and
hardware requirements
• detect emerging correlations
between multiple data sets
• risk of incorrect analysis via
implementation dependency
• immediate pre-database data
availability
Near-real-time measurements are characterized as a continuous, fast changing and
voluminous data flow, commonly known as stream.
To support the above-mentioned definition, the notion of near-real-time
data can be given in the context of the data flow architecture in Section II and
the use case presented in Section III:
Assuming that the data packets sent from the low voltage grid arrive consec-
utively with a fixed period of time, then a near-real-time data stream can be
defined as: a data packet characterized by the arrival granularity and received in a
timely manner at the user side. Timing is then relative to the types of events involved
in the data flow: automatic or interactive.
The analytical methods involved in the DSSE algorithm are based on both
historical and near-real-time data. Due to their timely nature, the near-
real-time measurements are more reliable and accurate than the historical
ones. Therefore, the DSSE needs near-real-time data, that should be pre-
processed in order for the estimator to ”understand” it, equivalently to the
streaming analytics procedures shown in Figure B.4. There are typically not
enough near-real-time measurements available to successfully perform the
DSSE. Therefore, there is not enough data to provide full grid observabil-
ity. In order to fill in the gaps of missing information, pseudo-measurements
can be created by requesting raw data that has been previously stored in a
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database. The requested information can therefore be extracted by means of
filtering, mining or querying, making it comprehensible for the DSSE. In this
case, the most suitable analytics are descriptive.
A summary of pros and cons of the aforementioned analytics for the DSSE
is presented in Table B.1. The novelty of this study is based on the integration
of traditional analytics into the energy-related field, which consists of the
DSSE algorithm. As historical based analytics are useful to build periodic
reports for strategic and long-term decisions, they are also limited by the
temporal effects. Historical data may not give a true pattern of a data trend, if
this has changed with time. While near-real-time analytical tools can address
the temporal dependency, they are also platform sensitive.
VI Conclusion
This study addresses the challenges for choosing suitable data analytics meth-
ods in the domain of low voltage smart grids. DSSE is an analytical method
for providing a reliable source of information related to the state of the grid,
by filtering the raw data and detecting gross errors. Ideally, DSSE makes
use of near-real-time data to provide a successful estimation. In many cases,
this data is insufficient or non-available, so pseudo-measurements generated
from historical data will fill in for the lack of information. Traditional his-
toric analytics can build predictive outputs useful for the DSSE, but there is
a higher error probability in the pseudo-measurements.
By this token, the data analytics module should be built on a platform
that can accommodate for both historical and near-real-time analysis. The
next step in this research is to test the functionality of a DSSE algorithm and
analyze the capabilites of processing large amounts of historical batch data.
At the same time, the test aims to characterize the performance and bottle-
necks of parallel processing of both stream and batch data types, taking into
account parameters such as memory usage, processing time and in-memory
processing behavior.
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I. Introduction
Abstract
Energy systems are evolving towards 100% green energy production. The share of
green energy in electrical distribution systems is progressively increasing, implying
also an increment on the number of renewable energy units in the low-voltage grid.
Following this trend, thousands of consumers connected to the power grid in a de-
centralized manner become small producers, changing the traditional paradigm of
energy distribution from top to bottom. Currently, the modern Advanced Metering
Infrastructure (AMI) enables the possibility of collecting several types of status data
from the end-users which Distribution System Operators’ (DSOs) can use to their
advantage to optimize management and planning operations. As a part of this opti-
mization, having a spatial overview over the low-voltage grid can speed up the moni-
toring processes and allows to obtain a real-time insight on what is happening in the
grid, compared to the traditionally used analysis methods. Many business structures
for smart grid cyber physical systems are looking into how to integrate advanced data
management models. Such models should provide the means for obtaining meaning-
ful data visualization where only the relevant data is timely processed, filtered and
visualized for the operators to efficiently react to grid anomalies in real-time.
The purpose of this paper is to investigate how to efficiently design a monitor-
ing/visualization system for low-voltage electrical grids based on the DSOs’ needs
and feedback. The proposed system implementation stands on emulating an existing
geographic scenario by a virtual AMI integration. The efficiency of the prototype is
evaluated versus the traditional monitoring operations derived from user experience
studies, such as a reduction in time to perform a specific anomaly detection operation.
Furthermore, the advantages of spatial awareness are meant to further strengthen
the motivation for integrating measurements into a Geographic Information System
(GIS) environment.
I Introduction
The gradual replacement of traditional energy sources with green/renewable
energy, especially in countries with a long tradition in the green electricity
market, such as Denmark, has sparked people to think about new concepts.
Many business models are nowadays exploring integration methods that can
accommodate for the interaction between wide topics of interest, such as:
intelligent power grids, big data, data analytics and visualization. At the en-
terprise level, it is challenging to scale up with these rapidly advancing tech-
nologies, without modifying too much the already working business struc-
ture. The research community can help in this sense with designing and
testing modular systems that can be easily integrated within companies.
In Denmark, the electricity transmission network is built around an alter-
nating current network (AC) of 132 kV, 150 kV, 220 kV and 400 kV. The West-
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ern Danish Power System is a regular transit area with large interconnections
to Norway (HVDC), Sweden (HVDC) and Germany (AC) [2]. The system
can already operate with 20% wind and 50% CHP [3]. However, the energy
plan in Denmark is to introduce 100% renewable energy by 2050, as a part
of the smart grid strategy [4]. As new renewable energy units are connected
(local CHP plants, wind turbines), the grid becomes more active because the
consumers can also act as small energy suppliers (prosumers) and the grid
evolves towards a decentralized architecture [7]. This will influence the way
the traditional power grid operates.
Currently, the incoming measurement data from the advanced metering
infrastructure (AMI) is used only for billing purposes. However, the already
deployed metering infrastructure allows collecting many more grid parame-
ters. The availability of these parameters offers the possibility of implement-
ing automated monitoring solutions for real-time anomaly detection in the
grid, which have been out of reach in the past. Nowadays, the most common
issues reported by the consumers to DSOs are: power outage at the consumer
end and flickering of lights.
It is expected that with the high penetration of renewables there will be
an increase in reported issues by the consumers. Measurement data can be
utilized to characterize the consumption patterns and understand the behav-
ior of the users. In this case, the need for a more efficient monitoring and
operation of the grid becomes essential.
The Danish RemoteGRID project [5] [18] is a research initiative that aims
to support the Danish DSOs in gaining a visual overview over their low-
voltage electrical grid, using GIS-based systems. As a starting point, it is
important to identify some of the DSOs’ challenges in a typical work day,
based on some concrete examples. In this article, a near-real-time monitoring
system is proposed and tested in comparison with the examples from user
experience studies. The aim is to show that a GIS-based monitoring solu-
tion helps the human operators in identifying measurement anomalies faster
and more effectively than this is currently done, thereby improving the grid
monitoring procedures.
II Related Work
Given the case of small producers described in Section 1 and the DSOs’ need
for adequate grid monitoring, there is a clear motivation for investigating
data management and visualization techniques in power systems.
Monitoring systems. Electrical networks are getting increasingly more com-
plex with the implementation of Information and Communication Technolo-
gies (ICT). These so-called Smart Grids collect data about power consump-
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tion, which is used to diagnose problems in the network and prevent out-
ages. The resulting large amount of data makes it more difficult to monitor
the electrical grid.
Some available monitoring systems of real-time operational data use GIS
[6] for data modeling (ArcGIS) and visualization (Web GIS). Apart from get-
ting an overview of the grid status, the role of monitoring may also imply
fault location. The article in [10] proposes such a system that is able to lo-
calize faults and their cause in a medium-voltage power grid, by analyzing
only the electric current. The alarms are presented for human interaction by
means of a SCADA (Supervisory Control and Data Acquisition) system [9].
Common challenges in the existing monitoring systems developed for
smart grids relate to the cost of the required hardware and software com-
ponents, as well as scalability issues that arise due to finer data granularity
and the amount of smart meters deployed.
Real-time data visualization and GIS. Traditionally, real-time data visualiza-
tion and geographical information systems (GIS) in smart grids are decou-
pled [22]. Visualization is usually achieved through dashboards, while GIS
is the tool to represent the electrical grid topology. The AMI generates dif-
ferent types of measured values: three-phased voltages, currents, active and
reactive powers. The key benefit consists in assigning these values to their
corresponding measuring points on a GIS map and thus, providing an inte-
grated solution for data monitoring.
A cloud-based framework for visualizing time-series energy readings from
an electrical grid infrastructure is proposed in [20]. The application was fo-
cused on creating status dashboards using Tableau software in connection
with the Apache Hadoop platform. Using timestamped measurements for
fault/event detection in the electrical power system for a frequency monitor-
ing network (FNET) is described in [11].
The paper [8] highlights the importance of spatial awareness on a visu-
alization platform by demonstrating the spatio-temporal features of Quan-
tumGIS (QGIS). An animation that used Time Manager plug-in made it pos-
sible to display real-time values in QGIS.
Big data management in smart grids. The variety in measured data values
comes from deploying renewable energy resources (RES) in the low-voltage
grid, interfering with its usual operation. This translates into the need for
understanding the extent and behavior of the small producers in order to
keep track of them, by processing and analyzing the available measurement
data. Stream computing [12] is one of the main approaches for data analysis
in real-time, given the amount of data generated per day in a smart grid
(approximately 1 terabyte according to [24]). This is done through some
dedicated distributed stream computing platforms, such as Apache Storm
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[24] [13], StreamBase [25], Apache Spark [23], etc.
Other research initiatives have involved cloud computing frameworks.
Nephele has been used in [17] to simulate data incoming from 1000000 smart
meters in order to provide pricing updates every 10 seconds. Pricing strate-
gies are also proposed in [14], using multiple cloud compatibility for stream
data computing, and in [17] through Infrastructure-as-a-Service (IaaS) clouds
for parallel stream processing. These solutions point out the importance of
scalability in a big data management system.
Different data storage possibilities are supported within distributed com-
puting, which are meant to ease the real-time data analysis process. A smart
meter data analysis system was developed in [15] by means of PostgreSQL
database and MADLib in-database machine learning library. This work is
followed by a similar article presented in [16], where the processing of data
is done using in-memory tables.
III Model and Simulation
Based on the aforementioned literature review, this paper will focus on de-
signing and testing the efficiency of a monitoring system based on human
needs and feedback. Two sequence models were identified to represent the
intents and steps of activities regarding the low-voltage grid. The sequences
describe the troubleshooting process when a consumer calls with no power,
or how to identify the geographical area affected by an error.
The designed system is currently costly and challenging to deploy in real
life, where it is not certain that the clocks (and thereby measurements) are
properly synchronized. This makes simulation the proper tool for assess-
ment of the near-real-time functionality, where results can be compared in a
synchronized setting. Evaluating and comparing the sequence models before
and after the simulation will characterize the impact of GIS on the monitoring
system.
A. Case description - household power outage
The most frequent reports received by the DSOs are customers calling in
to report the loss of power in their households. This user story has been
identified by means of interviews with one of the Danish DSOs.
In this scenario, the DSO’s task is to figure out whether they are respon-
sible for the outage, by checking the three-phased voltage values in the cor-
responding meter assigned to a specific address. The DSO is able to demand
information regarding 45 different values recorded by the meter. For this sce-
nario, the DSO is merely interested in the three-phased voltages. Selecting
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Search consumer's address
Fault at DSO end
Fault at consumer end
Select meter ID
Check 3-phased voltages
Find meter on 
Geocortex map
Find neighboring meters
connected to the same
cable box
Check their 3-phased voltages
NO
Fig. C.1: Sequence model for identifying if the outage at the consumer level is the DSO’s
responsability or the consumer’s.
these values and sending a demand to the smart meter takes around 45 -
60 seconds due to a slow radio frequency connection between the meters. If
the customer is found without power, the DSO tries to establish whether his
neighbors have the same problem.
The meter is located on a Geocortex map, together with the neighboring
meters connected to the same physical cable box. The same procedure of
checking the three-phased voltage values is applied to the identified neigh-
bors. If any of the neighboring addresses is also without electricity, the outage
is the responsibility of the DSO.
The sequence model for evaluating the power outage in a household is
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DSO
Fig. C.2: Data flow and information exchange between the meter provider and the DSO.
presented in Figure C.1. The lightnings represent alerts for the operations
that are the most time consuming, due to the risk of choosing a wrong ad-
dress or finding the relevant voltage measurements from the meters.
Throughout the interview, it was found that different software programs
are used by the DSOs to assess different aspects of the low voltage grid,
depending on specific problems. The two most commonly used programs
are MidtVest Teknikerportal and Geocortex. Together these two were used
to locate the errors when customers called, claiming they have no power.
MidtVest Teknikerportal is a technical program used to explore whether there
are any fluctuations in the three phases on the given address. Geocortex is
then used to see whether any of the neighboring houses have any fluctuations
as well and determine if there are any problems with the cable box.
The effects of added renewable energy such as personal windmills or solar
panels are also calculated using SonWin, to determine whether an outage at
a consumer is the DSO’s responsibility or the consumer’s.
The next step is to simulate a near-real-time system, which can monitor
the received voltage measurements by means of a GIS map.
B. Data flow
Figure C.2 shows the flow of data in the power grid. The readings from the
smart meters are transferred from the AMI provider to the DSO over a radio
network (it can be mesh, power line communication, fiber). All types of radio
networks have the common characteristics they were developed to support
only the billing aspect, meaning that in most cases a low capacity network has
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Fig. C.3: VAMI interface overview diagram.
been used. The AMI provider has information about the grid topology and
parameters, customers (with or without RES), type of customers, historical
energy readings and other value types. This data is filtered and analyzed
according to the needs and requirements of the DSO: billing, planning or
monitoring.
An efficient monitoring system usually requires additional measurements,
such as three-phased voltages in the nodes and cable currents. The chal-
lenge lies in sending a large amount of varied information over the radio
network, which overloads the network and slows down the monitoring pro-
cess in near-real-time. At the same time, acquiring a large amount of mixed
measurements overloads the map intended for visualizing this data.
It is important to analyze the work flow of the DSOs’ routine operations in
order to establish how much information should be displayed in the monitor-
ing system and which of the steps in the work flow are most time consuming.
It is hypothesized that spatial awareness leads to an effective monitoring by
minimizing subsidiary procedures.
C. VAMI
The performance of a real life infrastructure of smart meters (as illustrated
in Figure C.2) is emulated by a generalized software component called Vir-
tual Advanced Metering Infrastructure (VAMI). The main functionality of VAMI
is to intake and delay messages/signals from an output block in the used
Simulator (Simulink, in this case), as shown in Figure C.3.
The working principle of VAMI is based on its ability to handle a large
amount of incoming data on many different ports. In order to satisfy this
requirement, Java Socket Selectors from Java NIO are used [1] [21]. The
interfaces between the different components are listed in Table C.1.
In order to evaluate the performance of the monitoring data system, the
near-real-time functionality has been represented as a playback of already
recorded historical data measurements provided by this virtual provider. In-
coming data is outputted to a SQL table, where the playback functionality
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Table C.1: Main interfaces in the VAMI architecture
Interface Type Comment
A - Smart meter data
input
UDP - any vector of data el-
ements without separation
characters, limited to one packet
per vector element
Configurable port ranges
B - Simulator time
synch signal
UDP - double value of time in
simulator at sending time
Configurable port - optional to
use this synchronization method
via VAMI configuration file
C - CDF for random
numbers
Time series separated via
comma
Currently no implemented limit
to the time series - limited by
Java’s internal capacity to store
data in a vector
D - Configuration file XML - proprietary Set via first parameter when
starting VAMI
E - Adapted output Output signals adapted to a
given sink - interfaces depen-
dent on output sink. Default
is UDP, raw: unmodified data
received on Interface A
Configurable in VAMI configu-
ration file
G - Real time synch System clock Alternatively to using simula-
tion synchronization, VAMI can
be time synchronized via the
system’s real/time clock if sim-
ulator or any other component
is also time synchronized this
way
accesses the stored historical data to create a dynamic display on the WebGIS
map. The data set is gradually overwritten with the runtime rate of VAMI
and, as a result, it is assumed that the raw incoming data is near-real-time.
Timing plays a vital role in a monitoring system and it is relative to the in-
terfaces between different entities and the processes that take place in each
entity module. This can be seen in a real life scenario, as shown in Figure
C.2.
D. WebGIS
Smart grid data for approximately 1000 households/smart meters is simu-
lated and displayed in a GIS environment. The purpose of the displaying
information on a WebGIS map is to achieve a visual perspective over the
low-voltage electrical grid. This means that a DSO is able to understand the
consumer’s behavior, as well as detect if a certain area of the grid presents
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(a) Initial state inactive meters.
(b) Near-real-time GIS map update.
(c) Pop-up example containing three-phased voltage
values and customer address.
Fig. C.4: Update and application of the WebGIS map in the monitoring system
anomalies. For example, supply voltage variations in households should not
exceed ±10 % of the nominal voltage value, which represents the normal
operating conditions in the electrical grid [19].
Initially, the data set contains only 0 voltage values, meaning that all the
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Filter "high meters" on GIS map
Check 3-phased 
voltages
Fault at DSO end
Grouped
Fig. C.5: Sequence model for identifying if the outage at the consumer level is the DSO’s
responsability or the consumer’s using the GIS map.
meters are in a state called inactive (Figure C.4a). As the data is gradually
recorded, the voltage values will randomly be updated and displayed on the
map. Three subsets are defined based on the minimum and the maximum
voltage values registered: low, medium and high voltage. This classification
gives the visual overview over the measured values by placing them in one
of the three categories.
From a user experience point of view, having this viewpoint over the elec-
trical grid can help to quickly establish the areas that require most attention.
For example, the high voltage measurement points denoted "high meters"
are represented in red in Figure C.4b. This layer may be of particular interest
for the DSOs, while a pop-up is displayed if the user would want to check a
particular point on the map. This pop-up in Figure C.4c shows the voltage
values on the three phases and the location of the smart meter.
The advantage of integrating nodal measurements with GIS lies in the
possibility for data management from a visual point of view. Filtering the
layer of interest on the map decreases the amount of data displayed consider-
ably and enhances the general overview when the map is zoomed out. Some
of the sub-areas also constitute an interest since they are rich in RES. GIS
gives the possibility of zooming in and selecting only the meters from that
specific area in order to analyze the behavior of those customers.
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IV Results and Discussion
The visualization system for the low-voltage grid monitoring has been achieved
through a theoretical approach. The focus is on the human perception in re-
lation to different ways of visualizing a map, such as noticeable differences
regarding the number of data points or map refreshing time. This approach
does not require testing on system operators, but focuses on a broader range
of people targeting the general human perception.
According to the designed GIS-based monitoring system, a new sequence
model was identified in Figure C.5. From the process efficiency point of view
for the specific case described in Subsection A., it can be noticed that the
number of operations has been reduced from 6 to 2 due to GIS integration.
Compared to the initial sequence model from Section III, Figure C.1, the
new model does not contain alerts regarding time consuming operations. The
monitoring performance is improved due to linking measurement data and
the GIS location of the consumers, which makes it easier for the DSOs to spot
anomalies, as well as their geographical location and address. Filtering only
the points of interest on the map minimizes the amount of steps required to
determine whether a power outage report is due to an anomaly in the grid.
Thus, the time to act on a certain report is also shortened.
The voltage data is only pushed to the visualization system whenever it
fluctuates more than 10% of the display value and therefore, in normal con-
ditions, there are no great requirements in terms of memory or data trans-
actions. Moreover, it does not make sense to display a huge area at once for
a human user, and therefore, the data is only displayed when zooming in to
substation level. The maximum number of meters in a substation is around
2000, needing an initial data pull for 2000 entities. The rest of the time a sub-
station is being displayed, the requirements would be even lower than that
initial case.
V Conclusion
From the data flow perspective, taking advantage of the unused new features
of the current AMI in combination with intelligent data filtering and GIS
visualization, allows the operators to understand the consumption patterns
of the customers and to identify issues or anomalies that may arise from the
large number of RES.
On that account, the monitoring system helps to speed up the decision
making process under these special conditions. With the support of spatial
awareness, the efficiency of operating the power grid improves, and thereby
the overall human working experience and competences.
The next step is to improve the design of the presented GIS monitoring
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system by focusing on the system operators in their working environment.
Taking this contextual approach would therefore include the DSO as a central
part of the design process and would be more directly useful for electricity
companies.
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I. Introduction
Abstract
The evolution of electricity production is moving towards the use of 100% green en-
ergy resources, influenced to a large extent, by worldwide policies supporting the cli-
mate mitigation agenda. Consumers are evolving into energy producing prosumers,
shaping the future of low-voltage grids into a distributed architecture.
State-of-the-art Advanced Metering Infrastructure (AMI) empower Distribution
System Operators (DSOs) to collect various end-point status and condition data,
in order to improve the grid operation, management and planning. In addition, the
increase in data availability and granularity opens up the possibility for investigating
the new possibilities and benefits of integrating data-driven models into the operation
and management processes for electrical grids. The purpose of this article is to explore
opportunities for designing a competent state-of-the-art monitoring and visualization
system for low-voltage electricity grids. Primarily, the objective is to highlight the
benefits of moving from traditional operation support systems in the field, to modern
smart grid cyber-physical systems, allowing among other features, immediate grid
monitoring awareness and preemptive actions.
The research and proof-of-concept in this work has been developed in close collab-
oration with a DSO in Denmark, stating the real-world requirements such a system
must fulfill, in order to provide some benefits compared to the already existing system.
These benefits are evaluated and quantified by migrating the traditional monitoring
operations and workflows (extracted from on-site surveys) to the proposed reference
models, possible due to the massive deployment of AMI the DSO has done in the
past few years. The results indicate that a high level of automation is possible when
combining the already existing AMI infrastructure with data-driven processes and
visualization in the evaluated cases. This automation implies a significant reduction
of required time and human resources to resolve the investigated conflicts, decreasing
the total operational costs (OpEx) of the grid.
I Introduction
In consideration of the rapid evolution of electricity grids, this study pro-
poses a software solution for electrical grid monitoring and planning, by
data analysis and feature presentation [15]. The solution aims to provide the
Distributed System Operators (DSO) with an efficient decision support sys-
tem which can accommodate for a large number of prosumers (low-voltage
customers with both demand and generation), variety in the incoming meter-
ing data (Advanced Metering Infrastructure - AMI readings) and automatic
error detection. The achieved solution comes in the form of a visualization
prototype, dedicated for users (DSOs) with different education and profes-
sional backgrounds [16]. Data visualization is important as it enhances the
decision making processes due to the large implication of the human factor
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in the current grid management operations [7].
The work has been carried out departing from on-site interviews with
employees from an energy company in Denmark. Their feedback is valuable
for shaping different user profiles and for understanding their needs. Cur-
rent daily workflows in error debugging are analyzed to identify the most
time consuming operations regarding the low-voltage electrical grid. The
preliminary user studies are then used as input to sketch the design and
implementation of an appropriate visualization prototype. Findings from
the assessment of the implemented visualization underline the importance
of data presentation in practical applications and the benefits offered by geo-
graphic information systems (GIS) in terms of spatial awareness.
II Related work
A. Smart grids
Electricity grids undergoing the evolution towards Smart Grids [1] and the
subsequent myriad data generators, naturally brings grid monitoring and
control systems into the Big Data era. The significant increase in data variety
and volume unlocks the possibility to exploit this data resource, to develop
new functionalities and to improve performance via integrated systems, busi-
ness intelligence, geographic information systems, big data processing and
analytics technologies, etc [23] [13].
The inclusion of consumer power generators, primarily photovoltaic and
wind generators, impose challenges for an electricity grid conceptually de-
signed for one-way electricity flow. Thus, modern grid interoperability neces-
sitates both enhanced monitoring, tighter control and regulation capabilities
[9]. The smartness in grid monitoring operations is introduced in this work
by integrating the low-voltage electrical grid topology with time-series me-
tering measurements, both historical and near-real-time [17], and with visual
information provided by Earth API.
B. Data management and system design
Continuous data generation requires that it is presented into comprehensible
and perceptible formats by humans.
Originating from a data generator, such as an AMI customer, the data
goes through a chain of procedures before it is either presented and or stored.
Common data manipulation procedures include: sorting, feature extraction,
processing, analytics and visualization [20] [19] [10] [5].
Where traditionally there is a tradeoff between processing speed and in-
formation precision, current data processing architectures theoretically dis-
play performance and capabilities where no compromise is necessary [3] [14].
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However the actual performance of an application is highly implementation
dependable and it is taken into consideration in this study, by evaluating the
improvements in the DSOs’ workflows, brought by the proposed visualiza-
tion system.
C. Data visualization and GIS
Typically, visualization of selective grid parameters is presented in dashboard
style or by individual system interfaces with a disperse representation by the
different subsystem components [15] [12] [22], requiring switching and ex-
changing data between systems for either continued work flow or compari-
son.
Geographic Information Systems (GIS) make it possible for utilities to
smartly operate their electricity grid, by interlocking data management and
analysis, situation awareness, grid planning and workforce automation [6].
Situation and spatial awareness in particular bring smartness to the existing
grid, enabling the utilities to detect and solve a power outage before cus-
tomers call in [2] [4]. Aside from the data analytics platform, GIS also offers
the possibility to outline possible places for renewable energy resources, thus
it is also a tool for green energy planning.
Moreover, workforce automation can be obtained through WebGIS devel-
opment and sharing of information via maps from office to field, due to its
compatibility with both desktop and mobile devices [21], which is why it has
been utilized for implementation in this work.
III Sequence models and user stories
Thee following section presents two of the most common scenarios for fail-
ure debugging. The two cases are evaluated both from a mathematical and
sequence modeling point of view, with the purpose of extracting wokflow
patterns for the DSOs.
A. Flickering of lights
One of the most frequent issues reported by the consumers to the DSOs is
the flickering of lights. This use case is interesting for studying due to the
DSOs different steps and approaches for evaluating and eventually solving
the error. A general sequence model diagram for the case of lights flickering
is presented in Figure D.1.
The scenario depicts the case of a customer calling in with an undervolt-
age error, claiming that their lights are flickering. In this scenario, the DSO
follows the procedure of looking up the phase voltages in a simplified user ex-
perience (UX) AMI interface. Aside from this, two other programs are used: a
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billing management software and an Excel spreadsheet as calculation software. To
examine the cause of the undervoltage, the DSO uses a GIS tool to find other
consumers connected to the same cable box as the calling consumer. At the
cable box level it is possible to evaluate if this is a multiple issue across the
low-voltage grid consumers, in which case the problem is labeled as inter-
nal and has to be passed on to the network planning department for further
investigation.
If the reported issue is local with respect to the single cable box found on
the GIS map, the DSO will proceed to the next step: calculating the grid dis-
tance from the consumer who reported the error to the nearest transformer
station, in order to determine the theoretical values which should have been
measured instead of the erroneous ones. To find these, the DSO changes
back and forth between the AMI interface and the map to evaluate distances,
as well as values from the individual smart meters. This calculation is re-
peated until the point of reading the next transformer station (action labeled
as “Loop” in Figure D.1). Furthermore, the billing management software pro-
vides the calculation of the amount of power generated and consumed from
personal renewable energy sources.
The next step of the procedure is to set up a measuring box in the cable
box related to the calling consumer. This is done in order to collect three-
phased voltage measurement for one week period. This data is analyzed and
the DSOs are then able to see whether they do or do not meet the require-
ments of normal voltage boundaries: ± 10 % of the nominal voltage value
(230 V) for 95% of the time. If these requirements are not met, the previ-
ously made calculations are useful in deciding what kind of electrical grid
reinforcements should be applied: installing bigger cables or transformers.
These actions are also depending on the type of user (household or com-
pany) and operator. If the voltage is within boundaries, it is the customer’s
responsibility to contact their own electricity company.
It can be seen from the DSOs approach and work process that the above-
mentioned case of light flickering at the consumer end is not a trivial one.
The first step of checking the three-phased voltage measurements of the call-
ing consumer is based on the latest identified values and does not take into
account any historical recordings of data. Even though the calculation loop
seems time consuming, in the rural areas there are typically 1-2 connected
customers per cable box, for which these calculations can be done fairly
quick.
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Fig. D.1: Sequence model representing the DSOs’ actions in case a household reports constant
light flickering.
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However, the complexity increases with the number of connected cus-
tomers like in the case of dense areas (i.e. cities), where the number of cable
box connected areas multiply.
However, depending on the severity of the issue, a continuous flickering
of lights could potentially turn into a power outage case, which was intro-
duced in [18]. The DSOs would have to identify the affected area and inform
all the corresponding customers about it, which leads to examining the se-
quence model of this use case.
The total time spent on debugging the case of light flickering (Tf lick) can
be modeled as in Equation D.1:
Tf lick = ts +
m
∑
im=1
tim (tcall + tGIS)+ td×
(
m× dm
m
∑
im=1
(m− 1)tim (tcall + tGIS) + tmap + tdcab
)
+ tSW + trec × tinstall (D.1)
Which can be expressed as Equation D.2:
Tf lick = ts +(tcall + tGIS)
m
∑
im=1
tim + td×
(
m
(
tmap + tdcab
)
dm + (m− 1) (tcall + tGIS)
m
∑
im=1
tim
)
+ tSW + trec × tinstall (D.2)
Where the variables denote:
• m: number of meters;
• im: meter IDs;
• ts: time to search a consumer’s address;
• tim : time to select the meter ID and to check the three-phased voltage
values;
• tcall : time to call the customer;
• tGIS: time to find the meter on the GIS map;
• td: time to measure the distance to the nearest transformer station;
• dm: time to calculate the theoretical distance on the map;
• tmap: time to insert meter values in GIS;
• tdcab : time to measure the distance to the nearest cable box on the map;
• tSW : time to find the meter in the selected transformer station and to
extract the values in the billing management software;
• trec: time to install, record and analyze one week worth of measure-
ments in the specific cable box.
• tinstall : time to perform grid reinforcement measures.
The human factor impacts all the aforementioned timings and it is therefore
not possible to assign exact numbers to them. However, it can be drawn from
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Equation D.1 that the complexity of the working flow is highly dependent of
the number of meters (m) and on the meter IDs (tim ). A large m results in
searching across multiple tim for possible anomalies and thus creating redun-
dancy between the two loops.
B. Identifying the area in the electrical grid that was affected
by an error and inform the corresponding customers
Indentify trasformer station
supplying the cable boxes
on the GIS map
Read values of found cable boxes
Locate the error
Send technician to corresponding
addresses with the error
An error report is sent to the technician
Select and message the affected customers
using the error messaging system
Contractor digs up affected cables
NO
Fig. D.2: Sequence model representing the DSOs’ actions for informing customers about an
affected area in the electrical grid.
This is the procedure followed by the DSOs after they have identified that
they are responsible for an error, as presented in Figure D.2. This is done
either by detecting the error through a similar sequence as in Figure D.1 or
by a private technician informing them. Determining the exact area that has
been affected by the error is mainly done using the AMI interface and the
map. When the area has been identified, a technician is sent to address the
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issue and the affected consumers are informed through the error messaging
system.
This use case is mainly presented to strengthen the motivation for why
there is a need for creating inter dependencies between different software
tools utilized by the DSOs, for example between the map and the error mes-
saging system. There is still the risk of incorrectly selecting and messaging
the affected consumers, due to the independence among these tools.
The total time spent on identifying a grid area with failures (Tmsg) can be
modeled as in Equation D.3:
Tmsg = tGIS + tread + terr + ttech + tm + tdig (D.3)
Where the variables denote:
• tGIS: time to identify a transformer station on the map;
• tread: time to read cable box values;
• terr: time to locate the error;
• ttech: time in which the technician reaches the address which issues
errors, while receiving the error report;
• tm: time to message affected consumers via the error messaging system;
• tdig: time to dig the affected cables.
The total Tmsg in Equation D.3 depends on the number of meters/customers
(denoted as m) which are affected by an error and it is as well influenced by
the human impact in the debugging process.
The system operators use four different programs to assess different as-
pects of the low voltage grid: the AMI interface, the map, the billing manage-
ment tool and the calculation software. This may seem as a time-consuming
way of monitoring the grid, due to the lack of efficient integration among
these programs. Furthermore, it is observed that in the case of the Excel
calculation, the DSOs need to keep track of different parameters, such as
customer and cable types, which the DSOs have to manually look through.
An advantage would be to have a visual overview over different stages in
the debugging process, in connection with speeding up the error identifica-
tion. Due to the subjective nature of these sequence models, the following
implementation aims to:
• Minimize the risk of incorrect actions during the DSOs working routine;
• Propose an data-driven integrated visualization solution as alternative
to the current manual procedures.
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IV Implementation
This section contains a description of a visualization prototype implementa-
tion, which aims to bring more automation to the procedures identified in
Section III.
The test area in the electrical grid is located Thisted region, in Denmark
[8]. The corresponding data is managed in a PostgreSQL database which
contains medium and low-voltage grid topology (geographical information),
attributes of the different entities and nodal measurements. The implementa-
tion is based on ASP.NET developing stack to create the WebGIS visualization
application.
An overview of the WebGIS menu application is presented in Figure D.3
for the test area. The map menu layer contains:
• customers - households and companies from the low-voltage layer;
• secondary substations - belonging to the medium-voltage layer;
• cable boxes - entity containing the electronic equipment which links the
medium to the low-voltage levels;
• low-voltage (LV) wires - cables showing the interconnections between
customers and secondary substations;
• medium-voltage (MV) wires - cables showing the interconnections among
substations;
• high-voltage (HV) wires - cables showing the interconnections between
primary and secondary substation. No such information was available
in the data, but the implementation is ready for including this as well.
Fig. D.3: Overview of the WebGIS application and its features. The medium-voltage part of the
visualization includes secondary substations and their interconnections
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Fig. D.4: Interconnections between the different kinds of nodes - from MV to LV. The group of
connected cable boxes is useful for rerouting algorithms.
An error listing functionality is also included in the left-hand side of the
map. Possible errors are prioritized and represented according to their sever-
ity as: errors, warnings and other informative alarms. A description about
their nature can be obtained by clicking on the down arrow to inspect the
possible causes of the errors (Figure D.4).
The purpose of this application is manifold, providing the means for grid
planning, monitoring and prediction.
A. Planning
As desired, the WebGIS page allows for selecting a certain layer of the elec-
trical grid, just as it is done in Figure D.3 depicting the MV grid (secondary
substations) and their interconnections. Different grid operations require var-
ious possible ways of displaying the data. In this case, having only the graph
gives the opportunity to evaluate the current medium-voltage topology and
assess the possibility of extending or changing the current topology by ap-
plying graph networks algorithms. This view is mostly usual for grid rein-
forcements and planning, for example in the case of light flickering (Figure
D.1) where optimization procedures might be needed for the medium volt-
age part of the grid. The same procedures can be applied to the low-voltage
grid if they are considered necessary.
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B. Monitoring
An alternative to the graph view is adding an Open Street Map (OSM) layer
to the WebGIS. This is done by selecting the view on the view button in
the upper right corner of the map, obtaining an Earth outlook as shown in
Figure D.5. This representation is mostly useful for grid monitoring, as the
landscape information can be mined with the existing topology and measure-
ments.
Fig. D.5: Earth view of a customer with a solar panel.
For example, it can be seen that the household shown in Figure D.5 has a
solar panel installed on the roof. This is valuable information for the DSOs,
especially in case they register inexplicable changes in the customers’ gener-
ation and consumption patterns. It is possible that the some of the topology
data does not contain information about whether a certain customer has re-
newable energy resources (RES) and, like in this case, the DSOs can visually
evaluate it on the map.
More information can be obtained by clicking on the node associated to
that customer. A window like in Figure D.6 reveals details about the selected
node. In this case, the field denoted "Prosumer Generator Type" confirms
that this specific household has a solar panel, meaning that this information
was already updated in the initial data set.
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Fig. D.6: Window pop-up showing the last measured values and historical time-series plots of
a certain node.
The pop-up window comprises both the latest measurement readings and
historical time-series plots for values measured in the past 30 milliseconds.
This granularity can be adjusted according to what is relevant for the DSOs
in each application.
The ID of the selected node is denoted in the left upper corner with "#",
after the address ("19 Skellet 7700"), and it can also be found in the "External
ID" field. The date and time of the latest registered measurement are also
displayed. As it was required by the DSOs to visualize the three-phased
voltage values in every node, these are as well recorded and laid out as both
latest value and historical data. Each phase measurement can be individually
analyzed at any point in time by moving the mouse cursor on the plot (Figure
D.6).
Current and frequency values are also available and can be analyzed if
relevant, in the same manner as it is done with the voltage.
The "Voltage level" field denotes the layer of the grid to which the node be-
longs. The value of 400 V indicates that the node is placed in the low-voltage
level, while values of 10 and 60 kV would refer to nodes in the medium-
voltage level.
Information about certain events is also available in the pop-up in "In-
cident Reports". It contains the numbers of the incidents that have been
reported for a selected node and it is related to the error tab available on
the front page. A recorded event may refer to an error in the measurements
(i.e. negative values of consumption energy), an alarm triggered by a voltage
measurement outside the limit of ±10 % of the nominal voltage value of 230
V (Figure D.1); or alarms and warnings generated by meters recording 0 V
measurements for a long period of time (i.e. cable faults which can be caused
by someone digging in the ground).
Other nodes on the map are represented by cable boxes and secondary
substations. Their detailed information can also be accessed through a similar
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window pane as in Figure D.7. "CP3" is the identifier for a cable box and
"Holtab 630" for a secondary substation.
Fig. D.7: Detailed information about a cable box and a secondary substation.
C. Prediction
The linear representation of the grid topology may be utilized for prediction
purposes, provided the knowledge extracted from the planning and monitor-
ing. Figure D.4 depicts the connectivity among a group of cable boxes. Such
information is useful for manipulating the existing tabular information of the
grid layout and exploring the possibilities and benefits given by new topolo-
gies. Therefore, load analysis can be obtained by rerouting the information in
the electrical grid network based on the different possible layouts. From this,
power redistribution algorithms can be designed to predict, for example, the
most vulnerable areas in the power grid with respect to power failures.
V Assessment
As the purpose of this study is to explore how the DSOs working routine
can be optimized, this section contains the assessment of the WebGIS appli-
cation presented in Section IV, by evaluating how the different implemented
features have improved the debugging process. This application was already
presented in a conference workshop [11], where both vendors for smart me-
tering solutions and DSOs were present.
The diagram in Figure D.8 shows the new work flow process of the DSOs
using the WebGIS application. It can be noticed that this process model links
the individual procedures presented in Figures D.1 and D.2. As a result of a
more efficient software integration, events and errors are identified automat-
ically, making the operators aware of them before customers calling in. By
integrating the different computational models (i.e. calculating the distance
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Open error message
Check 3-phased voltages
Fig. D.8: Updated sequence model for procedures of resolving two error cases using the
WebGIS prototype.
from a node to the nearest transformer station) with the spatial awareness
achieved via GIS, clear improvements have been achieved in the process flow
in Figure D.8, where they are denoted with a green check mark:
• Fast error identification, particularly in case of collective issues (from
MV to LV) - most relevant for grid monitoring;
• Instant visual correlation of a meter to its corresponding transformer
station (and vice-versa), due to the connectivity information in the grid
topology - most relevant for grid monitoring, as well as planning;
• Integrated calculation of the theoretical metering values and compari-
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son with the actual measurements (both near-real-time and historical),
where mismatches are shown as incident reports - most relevant for
prediction of potential incidents;
• Efficient use of data structures to quickly identify a desired node ID
without any manual searching - relevant for data integrity and grid
structure maintenance.
By eliminating the loops in the new process model, the number of debugging
actions performed is also reduced in each type of error, thus minimizing the
total debugging time. This can be modeled by Equation D.4.
Tdebug =
{
tim + ttran + thist + tinstall , if V /∈ (±10% · 230)
tm + ttech + tdig, if V = 0
(D.4)
Where the variables denote:
• tim : time to check the voltage values;
• ttran: time to find a transformer station on the map. Corresponds to td
in Equation D.1;
• thist: time to check historical measurements and incident reports. Cor-
responds to trec in Equation D.1;
• tinstall : same as in Equation D.1;
• tm: time to locate a meter and message the corresponding customer.
Corresponds to tm in Equation D.3;
• ttech: same as in Equation D.3;
• tdig: same as in Equation D.3.
The influence of the human factor is minimized due to integrating the com-
putational models into the same application and thus reducing the total time
dependency per work flow to four variables in the over/under voltage case.
A cutback in the number of operations can also be seen in case of recording
0 voltage measurements for a long period of time.
Visual spatial awareness eliminates the risk of selecting and messaging the
irrelevant customers and helps the operators keep track of the current state
of the grid, while focusing on the most vulnerable areas. The spatial bene-
fit was also acknowledged by both the smart meter vendors and the DSOs
present in the SmartGridComm workshop [11], as it gives the possibility to
further exploit the potential of the existing metering infrastructures, which
are currently used only for billing.
This implications of the visualization prototype are summarized in Table
D.1.
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Table D.1: Benefits and drawbacks of the proposed visualization application.
Benefits Drawbacks
• improved accuracy and process redesign • migration requirements to data-driven
systems
• system redesign for optimization of the
DSOs’ workflows
• design standardization of the model
• improved OpEx by integrating data-
driven business processes and analytics
• CapEx investment required for data stor-
age and processing power (either physical
or cloud-based)
• unified software solution for grid opera-
tion
VI Conclusion and Future work
Visualization and interpretability in practical applications must take into ac-
count the human cognitive factor that any knowledge extraction process en-
tails, according to the specific requirements of the application area. A key
idea in this study is that the main reason for a continuous integration (CI)-
based system is the manual and time consuming error debugging process.
For the Danish DSOs, interpretation is a tool to optimize their current work-
flow procedures and to acquire new knowledge about the low-voltage grid,
which can be used for monitoring, planning and event prediction.
Many of the present-day big data management solutions based on cloud
applications can accommodate for varied and voluminous data to be stored,
processed and analyzed, but also offer system interoperability between ven-
dors and DSOs. At the same time, WebGIS applications are flexible to be
implemented according to the users’ specific requirements, different profiles
and working procedures and they are suited for mobile-based solutions.
Additionally, migrating towards a fully integrated system takes advantage
of feature synergies and opens possibilities for development and adaption of
enhanced functionalities, and as a result simplifying daily operations and
workflows. This is done by integrating a grid model, continuous smart meter
monitoring, geographic information and visualization techniques, thus offer-
ing spatial and situation awareness in power grid management. Data-driven
system ingration results in eliminating the need for an operator to manually
switch, transfer or compare data between different systems, resulting in re-
duced error rates via automatic data validation as well as improved workflow
efficiency by minimization of operator processes.
The WebGIS application presented in this work brings benefits for low-
voltage grid data management, by decreasing anomaly detection time and,
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as a consequence, by reducing the power grid OpEx.
A feasible approach in the future work may imply more iterations in the
user analysis study, using the current prototype as basis for new on-site in-
terviews with the DSOs and upgrading the application design accordingly.
Moreover, the transition to mobile-based WebGIS should be taken into con-
sideration, particularly for the on-call DSOs.
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I. Introduction
Abstract
Renewable energy production throughout low-voltage grids has gradually increased
in electrical distribution systems, therefore introducing small energy producers - pro-
sumers. This paradigm challenges the traditional unidirectional energy distribution
flow to include disperse power production from renewables. To understand how en-
ergy usage can be optimized in the dynamic electrical grid, it is important to under-
stand the behavior of prosumers and their impact on the grid’s operational procedures.
The main focus of this study is to investigate how grid operators can obtain
an automatic data-driven system for the low-voltage electrical grid management, by
analyzing the available grid topology and time-series consumption data from a real-
life test area. The aim is to argue for how different consumer profiles, clustering and
prediction methods contribute to the grid-related operations. Ultimately, this work is
intended for future research directions that can contribute to improving the trade-off
between systematic and scalable data models and software computational challenges.
I Introduction
The installation of diverse industrial and domestic renewable and green en-
ergy generators and the subsequent decentralized architecture guide the power
grid progress towards a smart grid strategy. This is a direct result of the
commitment to 100% renewable energy production in Denmark by 2050 as
part of a national climate change mitigation plan, which is influenced by
international interests (i.e. EU’s clean energy package and regulations [3]).
Currently, the power grid supports up to 43% power generation from wind
turbines [9] [7] and can operate with up to 50% power supplied by com-
bined heat and power (CHP) plants [1]. Consequently, as the penetration rate
of renewable energy sources (RES) intensifies, the low-voltage power grid
becomes active as consumers evolve into prosumers, emphasizing decentral-
ization, influencing daily grid operation and management for the distributed
system operators (DSOs).
Currently, the incoming metering data is used only for billing purposes
[13]. The increasing complexity of the grid will require an automated solution
in which different anomalies can be detected with minimum delay time. It is
expected that with the high penetration of RES there will be an increase in re-
ported issues by the consumers [16] . Measurement data from the Advanced
Metering Infrastructures (AMI) can be utilized in this case to characterize the
consumption patterns and predict future possible issues. At the same time,
the aim is to make use of the available data in order to prepare for a scenario
with 100% renewable energy.
This research topic aims to utilize the available billing data measurements
in order to understand the consumers’/prosumers’ behavior. Moreover, the
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objective is to propose solutions to some of the foreseeable problems, by inte-
grating electrical engineering knowledge into a computer software solution.
In this way, the contribution comes from analyzing the quality of the avail-
able electrical grid data. It is shown that it would be useful for the DSOs to
consider this data for analysis, in order to automate their most frequent grid
management procedures.
II Machine learning for electrical grid data - Re-
lated work
Various machine learning techniques have been previously used in the power
grid domain to provide the DSOs with the right tools for grid planning, mon-
itoring and forecasting. In general, understanding the energy behavior at the
low-voltage grid can be done by clustering households by specific attributes,
which are defined by some analytic techniques:
• Extracting the electricity demands according to different times of the
day, season and weekdays;
• Classification according to the chosen attributes (from low to large vari-
ability);
• Reliability testing: sample robustness assessed using a bootstrapping
method as in [10].
For forecasting purposes
Electricity short term load forecasting (STLF) applied to historical customer
data is addressed in [5], by means of data cleaning (smooth out irregular
electricity consumption patterns, such as holidays), error correction methods
and ANN (Artificial Neural Networks) with historical weather data.
Demand is very random over short periods of time, day-to-day profiles,
therefore a demand forecast model is needed in the management control
system, as explained in [4]. The model was obtained through data pre-
processing, correlation clustering and discrete classification NN (Neural Net-
work). The total energy demand was adjusted according to the total energy
forecast.
For monitoring purposes
The study in [15] is used to obtain forecast density estimation by searching
for analogs in the historical data. It can be utilized for in-memory computing
in distributed systems, by saving computational time for a high number of
smart meters and by providing scalability.
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For planning purposes
Short term state forecasting and operational planning is addressed in [11],
resulting in the following services:
• Optimized distributed energy resources allocation, based on the loca-
tion of energy resources in the distribution network. The amount of
required load adjustment is minimized to match with the network con-
straints. This service can be utilized for energy balancing;
• Voltage estimation using historical smart meter data and estimates of
the net demand. Probabilistic estimates of low-voltage profiles are
obtained, assuming that the smart meters cannot measure voltage or
power quality.
The clustering methods for analyzing time-series data streams also pro-
vide insight into the customers’ privacy, by identifying specific behaviors [8].
The gained knowledge gives useful information regarding energy fraud de-
tection, home invasion or children behavior. However, this method does not
address the privacy issues that arise from the communication network infras-
tructure or from storing household-related data.
III A data sanity study for low-voltage electrical
grids
A. Data system and data flow
The information exchange in the electrical grid corresponding to the Remote-
GRID project [13] [14] is depicted in Figure E.1. The three actors defined
Fig. E.1: Information exchange among the meter provider, IT distribution and the DSO.
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in Figure E.1 show the relationships between the DSO, AMI provider and
IT distribution. The AMI provider [12] is in charge of the Meter Data Man-
agement (MDM) module for data storage and processing and of the AMI
communication infrastructure. It provides the DSO with smart meter (SM)
readings in the form of time-series data. The DSO [2] uses these historical
readings to check for potential anomalies (monitoring) and for grid planning.
Simultaneously, the DSO is provided with grid topology information which is
managed via a SCADA system (Supervisory Control and Data Acquisition).
The IT distribution company [6] is in charge of data integration between GIS
and SCADA, as defined by the CIM standard. The available GIS data has to
be regularly modeled and converted to CIM to be correctly imported to the
SCADA system, according to updates in the topology (i.e. new customers
with PVs and wind turbines).
The flow of the present-day data system lies in the lack of interaction
between the IT distribution and the AMI provider. This missing link may
result in data inaccuracy, posing operational challenges to the DSOs. For
example, the quality of the GIS-modeled low-voltage network may not be
sufficient due to missing customer-related data. In this case, the DSO relies
on knowledge of the number of customers connected to the transformers
in the specific secondary substations (medium-voltage), instead of the low-
voltage grid topology information.
B. Data types
The two data types received by the DSO from the AMI provider and from
the IT distributor are described as follows:
• GIS data
The grid topology comes in the form of geographic information, con-
taining the connectivity information between the medium and the low-
voltage part of the grid. This includes nodes (secondary substations,
cable boxes and consumers) and their interconnecting cables. An ex-
ample of the topology information is provided by Figure E.2, where
substations are represented by the red triangles, cable boxes by the blue
squares and consumers by green dots. The red dotted lines show the
AC connections among the secondary substations. The low-voltage grid
connections are marked by the different colored lines, each color depict-
ing the different groups of consumers fed by each of the substations.
• Time series data
Active and reactive energy measurements are provided for a period of
one year (from April 2017 to April 2018 inclusively), with a granular-
ity of 15 minutes, which is defined by the current metering infrastruc-
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Fig. E.2: Medium and low-voltage grid topology sample.
ture. The data model for the time-series measurements is shown in
Figure E.3, comprising of three descriptive tables. The measurements ta-
ble contains the meter ID ("meter_no"), measurement timestamp and
consumption values (active positive energy). The meter ID is used as
foreign key element for the Meter_info table, which contains general in-
formation about the individual metering points: address, generating
unit kind (solar cells, windmills, other) and customer category name
(household, company, school, other). The meter_no field is used as for-
eign key for the Cluster table, which is used to store information about
consumption classification. This topic will be covered in Subsection D..
Fig. E.3: Data model for the time-series measurements.
The meter ID field (obtained from the distribution company involved in the
study [2]) was used to link the two data types via address geocoding, making
it possible to perform statistical analysis on the time-series measurements,
based on the meters’ geographic information.
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C. User profile analysis - labeled data
This subsection illustrates the customer profiles obtained from data related to
substation 3011, which is shown in Figure E.4. This substation is chosen due
to the presence of PVs, as well as for comprising of both apartment buildings
and stand-alone houses. The blue lines represent the connections between
the substation and its consumers.
Two types of labeled customers have been identified - households and com-
Fig. E.4: Low-voltage grid topology information for secondary substation 3011.
panies, which will be used as starting point in the analysis. Some of the
companies are labeled with PVs, but there is no information about RES at
household level.
• Household profiles
The plot is Figure E.5 shows the household consumption statistics (in
kWh). Subfigure E.5a depicts the average consumption of all house-
holds for the whole year per hour of the day, for each day of the week.
All data is taken into account for all seasons of the year, without filter-
ing out holidays. This is done in order to obtain a general overview over
the households’ consumption trends. It can be seen that the trend is as
expected, with the highest consumption peaks in the morning (around
6-7 AM in the weekdays and later in the weekends) and in the after-
noon (5-7 PM).
Subfigure E.5b shows the individual household consumption per hour
of the day. The data is again averaged for the whole year and for all the
days of the week. As it can be noticed, there are two households whose
consumption trends are different than the average. This information
can also be evaluated statistically in Table E.1.
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Fig. E.5: Positive active energy plots for labeled households
Table E.1: Statistics related to households and companies.
Label Mean
(kWh)
Min
(kWh)
Max
(kWh)
Variance Standard
deviation
House 4 0.127 0.01 3.41 0.028 0.166
House 7 0.156 0.00 5.13 0.198 0.445
House 15 0.787 0.11 8.84 1.029 1.014
Comp 9 (solar) 0.521 0.00 6.41 0.342 0.585
Comp 58 (not solar) 4.211 2.34 9.20 0.688 0.830
Comp 87 (not solar) 7.011 0.45 39.82 74.867 8.653
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• Company profiles
Similarly, the company consumption profiles (kWh) are presented in
Figure E.6. The average consumption per year for every week day is
shown in Subfigure E.6a. The trend represents a typical working week
in Denmark, starting early in the morning (6-8 AM) and ending at about
4 PM in the weekdays and earlier on Friday. Also, the lowest consump-
tion is registered in the weekends and after working hours. Individual
company consumption per day is depicted in Subfigure E.6b, averaged
over one year. Two companies seem to issue different trends in their
patterns other than the rest, which can also be extracted from the sta-
tistical values (Table E.1).
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(b) Individual companies' consumption patterns per hour.
Fig. E.6: Positive active energy plots for labeled companies
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D. Customer classification
It can be concluded from the previous statistical analysis that there is some
variation in the individual consumption patterns for households and compa-
nies. In order to help anticipating trends for the different metering points,
with the purpose of detecting whether data is missing or erroneous, an auto-
matic clustering method is applied for the two labeled data sets. This is done
using the positive active energy values, obtaining three clusters per data set.
The results are presented in Figure E.7, for households (Subfigure E.7a) and
companies (Subfigure E.7b).
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(b) Cluster dierentiation for companies.
Fig. E.7: Clustering method based on active energy consumption values for labeled households
and companies
The results still show some variance in the data, particularly in the case
of companies. As a result of automatic clustering, all companies with PVs
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have been assigned to same cluster, which is as desired. However, the im-
plications of individual consumer behavior can be depicted from the large
variance values obtained in Subfigure E.7b. Therefore, in a data-driven soft-
ware solution, an automatic anomaly detection would not be possible in such
a case, meaning that other data analytics methods should be applied for this
data set.
E. Customer behavior prediction
The above-mentioned clustering technique was utilized in order to classify
the low-voltage grid customers into categories defined by their energy con-
sumption patterns. Based on this classification, a step forward is taken in
the analysis towards forecasting models. A basic ARIMA model is used to
illustrate the predicted consumption patterns for one of the clusters obtained
from the household labels and for the cluster containing the companies with
PVs.
The plots in Figure E.8 represent the consumption values in kWh per
number of samples (96 samples correspond to one day) for the two chosen
clusters. It can be noticed from the plots that the predictions (red curves)
follow the household and company profiles, resulting in MSE values of 0.009
and 0.141, respectively. The low error values add up to the potential of using
prediction models based on clustering, however, in Subfigures E.8a and E.8b
the prediction curve is shifted from the actual measurements (blue curve), as
a result of the ARIMA model fitting.
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with PVs; MSE = 0.141.
Fig. E.8: ARIMA predictions based on clustering for households and companies
IV Discussion
The data analysis presented in Section III had the purpose of exploring the
potential uses of the available consumption data from the low-voltage grid.
The analysis of the time-series data was based on statistical results, making it
possible to perform consumer classification/clustering out of the available ac-
tive power measurements. From this, it can be concluded that the automatic
clustering can be utilized as data pre-preocessing method, due to its abil-
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Table E.2: Contributions to grid operations brought by the analytic methods.
DSO Operation Data accuracy concerns Analytic methods
Anomaly detection • missing/inaccurate data due to model in-
consistency between the time-series and the
GIS information
Profiling and
Prediction
• customers suspected of fraud (i.e. stealing
energy)
• faults in the grid, related to possible cable
faults or power outages
Power balancing • unexpected change of pattern for a group
of customers not necessarily belonging to the
same substation
Clustering
Planning • necessary grid reinforcements due to cer-
tain detected anomalies
Clustering and
Prediction
• re-routing of information in the grid as
part of future grid planning and optimization
Monitoring • keeping track of the specific consumers
who are more prone to report anomalies
Profiling and
Clustering
ity to correctly place the six different individual user consumption patterns
into six corresponding clusters - three in each labeled category, household or
company.
The results obtained from clustering still depict variance in the data, due
to the subjective behavior of the small producers (consumers with PVs). Fur-
ther analysis was performed by using a simple ARIMA model for behavior
prediction. It can be noticed than even if the prediction follows the consump-
tion patterns, ARIMA is not an accurate model in this case, as the predicted
values are just a shifted version of the actual measurements. The model
could be improved by taking into account seasonality in the data (week-
days/weekends, holidays and seasons) and/or by introducing weather de-
pendencies in the model. For example, in the case of consumers with PVs, a
potential parameter of influence is the solar irradiation.
The data analysis study brings out other possibilities for the DSOs for
using the available data, than only for billing calculations. Understanding
the data is essential for understanding the behavior of the grid’s residential
consumers, which is subjective to a large extent. This study is important for
the DSOs when taking into consideration future electrical grids consisting of
100% renewable and distributed energy resources, due to some challenges
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unaccounted for in the traditional low-voltage electrical grids:
• Mobile prosumers - it is expected that with the increasing proliferation of
electrical vehicles (EVs), the amount of mobile users will also increase.
Monitoring the users will then become even more challenging due to
their mobility and their subjective behavior, with more inconsistency
in the data. The resulting distribution grid is anticipated to develop a
recurrent number of anomalies and imbalance in the distributed power,
which can be addressed by some of the analytical methods presented
in Table E.2.
• Scalability - the amount and diversity in the data incoming from the
different distribution energy resources (DER) calls for a scalable and
flexible data analysis solution. At the same time, the scalability may
also refer to a collective group of operators (heat, water, transmission
system operators) who need to use their data for similar purposes as
the DSOs.
• Prosumers’ privacy - with a more accurate insight into the users’ electric-
ity consumption and generation, the privacy issue evolves into being
more sensitive. The trade-off lies between how much knowledge is
needed to provide the required and stable electricity supply and the
barrier towards accessing sensitive user data. One exception for break-
ing the privacy rule is the case of customers who are suspected of fraud.
Given these challenges, the aforementioned study can bring contributions
to some of the DSOs daily operations by customer profiling, clustering and
predictions. The different concerns regarding accuracy in the data are pre-
sented in Table E.2, along with the corresponding analytical methods that can
help overcome them.
These methods are useful as a data sanity checkup in the different sit-
uations where the available data is not labeled, missing or inaccurate. The
particular lifestyle of the low-voltage grid consumers can nonetheless be de-
ducted even after profiling and clustering, due to the high variance in the
data. This issue can be eliminated by performing a more refined classifica-
tion, taking into account data seasonality.
The data sanity study was performed using only active energy measure-
ments (consumption), though the developing AMI networks are capable of
collecting more varied types of parameters, such as voltage and current traces.
These values, combined with knowledge of the users’ consumption behavior,
open up for the possibility of performing more accurate data analysis, for
example for anomaly detection.
The requirements for the future smart grids imply scalable computa-
tional solutions for automatic anomaly detection, real-time grid monitoring,
power balancing and planning. The computational power in an automatic
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data-driven management system is challenged by the data variety, volume
and granularity, particularly when trying to adapt and optimize the existing
DSOs’ operational system to real-time conditions.
V Conclusion
This study underlines the need for efficient data-driven solutions in the low-
voltage electrical grid operation, as the traditional grids evolve into smart
grids. The data analysis presented in this work is meant to demonstrate how
basic statistical analysis can bring a contribution towards the challenges im-
posed by new grid operating conditions and use cases which arise with the
proliferation of smart grids. In this sense, predictions can be used for scenar-
ios with new areas and entities in the low-voltage grid, in order to anticipate
any operational constraints. The study also shows that low-voltage grid con-
sumers can be characterized and classified by their consumption patterns in
order to facilitate some of the basic grid operations, such as anomaly detec-
tion, power balancing, planning and monitoring.
It was found that due to the diversity in the users’ consumption patterns,
the active energy alone is not enough for designing an automatic information-
based management system. Additionally, scalable solutions depending on
the amount and variety of data require more information in the form of
varied AMI parameters, weather-related variables or other machine learning
techniques.
Future research directions should test and take into consideration a more
scalable solution for real-time data management operations in electricity grids,
all the while accommodating for the imminent computational issues that
come with the scalability.
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