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Abstract — In this paper we propose a simple method to 
reject the high-frequency noise in the evaluation of statistical 
uncertainty of coherent optical fiber links. Specifically, we 
propose a preliminary data filtering, separated from the 
frequency stability computation. In this way, it is possible to use 
the Allan deviation as estimator of stability, to get unbiased data, 
which are representative of the noise process affecting the 
delivered signal.  Our approach is alternative to the use of the 
modified Allan deviation, which is largely adopted in this field. 
We apply this processing to the experimental data we obtained on 
a 1284 km coherent optical link for frequency dissemination, 
which we realized in Italy. We also show how the so-called 
Lambda-type commercial phase/frequency counters can be used 
to this purpose. 
Keywords — Optical fiber link, atomic clock comparison, Allan 
variance, modified Allan variance. 
I.  INTRODUCTION  
In recent years, coherent optical fiber links for frequency 
dissemination have become an established practice [1-5] and a 
growing number of fiber-based atomic clocks comparisons are 
going to be performed in next years [6-8]. This is motivated 
by the increased accuracy and stability of this technique as 
compared to state-of-the-art satellite links: optical links 
achieve a resolution at the level of 11019 after one day of 
averaging and are likely to replace satellite techniques at least 
on continental scales. This opens new possibilities not only in 
metrology, but also in fundamental physics [9], high-precision 
spectroscopy [10], geodesy [11] and radioastronomy [12]. 
The coherent frequency transfer via optical fiber is based 
on the delivery of an ultrastable laser at telecom wavelength 
along a standard fiber for telecommunications, where the 
length variations are actively canceled through the Doppler-
noise-cancellation scheme [13] or rejected by means of the 2-
way technique [14].  With these schemes, the intrinsic noise of 
thousands-kilometers long fibers, due to vibrations and 
temperature changes, can be reduced up to a bandwidth of tens 
of hertz. The residual phase noise of the delivered laser 
actually depends on the intrinsic noise of the fiber itself and on 
the fiber length [15]. The several experimental realizations so 
far implemented all have some common features, namely a 
compensation bandwidth BL of few tens of hertz, determined 
by the link length L through the relation BL = cn/(4L) (cn being 
the speed of light in the fiber), and a phase noise of type     
S(f)  f
0 (white phase noise, WPN) or S(f)  f
1 (blue phase 
noise BPN) [2,3] (here, we assume that the phase noise can be 
described by the power law function   


 fbfS
, 
4 <   +1).  At very low Fourier frequencies (f < 0.01 Hz), 
the uncompensated fiber noise is negligible as compared to 
some long-term effects on the interferometer and to the 
intrinsic noise of the clocks to be compared. Nevertheless, the 
residual fiber noise always affects fiber-based frequency 
dissemination and remote clocks comparisons, as the fiber 
noise typically extends up to few kilohertz of Fourier 
frequency.  In addition, a strong bump has been reported in 
many realizations [1-4] between 10 Hz and 30 Hz. This is due 
to acoustic noise and vibrations on the optical fiber, which are 
not completely compensated by the noise-cancellation scheme 
at these frequencies.  
Of course, one is interested in rejecting such high-
frequency noise, since, in general, it does not contain useful 
information. Although these noise components can be 
effectively discriminated in a frequency-domain measurement, 
it is not straightforward to identify and reject them in a time-
domain measurement. The resulting effect is well know when 
measuring the performances of optical links with frequency 
counters. If a proper procedure is not adopted, the traditional 
estimator for statistical uncertainty, the Allan deviation 
(ADEV) [16], is saturated by high-frequency noise and, as a 
consequence, the stability is dominated by the link rather than 
by the intrinsic noise of the clocks. 
In this work, we describe how a proper use of the ADEV 
can avoid this effect. Namely, we show how filtering the 
original data effectively rejects the high-frequency noise of the 
link, while it does not affect the ADEV behavior in the long 
term. This approach has the advantage of optimizing the 
ADEV computation to extract the maximum information from 
experimental data. In addition, it allows a direct and 
unambiguous comparison of the results, being in continuity 
with the existing literature, and it is capable, at the same time, 
to cope with the issues posed by the new frequency 
comparison techniques. 
We note that it has become a common practice to use the 
Modified Allan deviation (MDEV) [17] as an estimator for 
frequency stability in optical links [2,4,8]: the MDEV has the 
advantage of mitigating the effect of the link high-frequency  
noise already at short averaging time. As a drawback, the 
estimation of the clocks stability (which we assume dominated 
by white-frequency noise, WFN) is affected as well and the 
ultimate stability no longer corresponds to the classical 
deviation [17,18]. We stress that this correspondence is the 
underlying reason behind the choice of the ADEV as a 
stability estimator in the metrological community [19]. Thus, 
the choice of the MDEV has to be motivated, and recent 
works are addressing this issue [20]. 
In the following sections, we will describe our approach; 
in particular, we will separate the counting process from the 
ADEV computation  and propose an experimental procedure 
to get unbiased data, truly representative of the experimental 
noise process. Although phasemeters are the best instruments 
to perform such measurements [21,22], we will show how the 
most common commercial phase and frequency counting 
devices can be easily adapted to this task [23]. We then 
propose an experimental case where this method can be 
applied, showing the results we obtained on the 1284 km 
optical fiber link for frequency dissemination developed by 
the National Metrology Institute in Italy (INRIM) [3].  
II. THEORY 
We suppose we have a working optical frequency link and 
we want to characterize its performance; this is routinely made 
by comparing two links with the same starting and ending 
points [4] or by looping a single link, so that the remote end 
coincides with the local end [1-3]. The output of the 
measurement is a stream of dead-time free phase or frequency 
data that are supposed to be processed by statistical tools.  
Every measurement system has a finite bandwidth that can 
be modeled by a low-pass filter with an equivalent bandwidth 
fh. Ideally, this filter will completely reject the noise above fh 
and can be either hardware or software realized. Hereon, we 
refer to this operation with the term pre-filtering. 
The data are then processed by a statistical estimator. 
Specifically, we focus onto the two typical signal analysis 
methods commonly adopted in frequency metrology, the 
ADEV and the MDEV. 
The ADEV is a well known estimator and is universally 
accepted in frequency metrology. It is described by the 
formula 
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where  ty  represents the average relative frequency over the 
time interval [t, t] and  is the averaging time, the brackets 
denote an infinite time average, and hF, h, h are the 
impulse response of the pre-filter that sets the measurement 
bandwidth, of the average over  and of the difference 
respectively. As usual, 
dt
dx
y   where x is the phase time [14-
15]. 
Historically, the MDEV has been introduced to deal with 
fast noise processes, such as WPN. It is defined by the formula  
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It can be seen that, for  >> 0, the MDEV is equivalent to the 
ADEV with the introduction of the additional moving-average 
filter h, as the one used in ADEV. Here, 0 represents the 
shortest averaging time, i.e. the original gate time of the 
acquisition device. The block diagram of the two estimators is 
sketched in Fig. 1, where the transfer functions of ADEV is 
highlighted as well.   
We stress the importance of the preliminary filtering block, 
which is separated from the uncertainty evaluation. Filtering 
data allows the rejection of the high frequency noise which 
would otherwise saturate the ADEV; then, the ADEV can be 
Figure 1: the block diagrams of the ADEV and of the MDEV. The first block represents a filtering process with bandwidth fh (both impulse 
response and transfer function are shown); the switch highlights the presence of an additional filter in the MDEV, whose bandwidth changes 
with the averaging time; the green block represents the well-known computation of the ADEV and MDEV, i.e. integration over a time  
and difference between adjacent samples; the last block represents evaluation of the mean power. METTERE  
 
 
 
 
 
 
 
Figure 1: the block diagrams of the ADEV and of the MDEV. The first block hF repr sents a filtering process with bandwidth fh (both 
impulse r sponse and transf r function are shown); the switch highlights the pr sence of the additional moving average filter h in the 
MDEV, whose bandwidth changes with the averaging time ; the green block represents the well-known ADEV equivalent filter, i.e. the 
average h over a time   and the difference h between adjacent samples; the last block represents evaluation of the mean power. 
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applied straightforwardly on filtered data, without the need of 
other estimators. 
Filtering is applied once at the beginning of the data 
analysis and does not affect the measurement on long 
averaging times, where, in many cases, the noise is dominated 
by processes with   1. In addition, we note that for   2, 
the Allan deviation does not even depend on fh: fh only 
establishes how much of the undesired link noise is rejected. A 
good choice of fh is thus the Fourier frequency where the 
measurement noise starts to be dominated by processes with 
  1. 
The filter selectivity can be tailored on the specific noise 
process encountered in the experiment. Again, this does not 
affect the stability on the long term. A higher selectivity might 
require a longer impulse response, however this is not an issue 
in most practical cases, as typically fh  >> 1/T, where T is the 
duration of the experiment.  
We note that the additional filter in the MDEV definition 
has the same target of the pre-filter, i. e. to reject high-
frequency noise. However, whilst the pre-filter has a fixed 
bandwidth fh, the additional moving average changes its 
bandwidth B with the measurement time, according to the 
relation B = 1/(2This is the reason why the stability 
estimation is different for ADEV and MDEV. In fact, although 
this filter is introduced to reject noise on short measurement 
times, it acts at all timescales, in particular over long 
measurement times where, in most cases, it is not necessary. 
Then, the stability estimation turns out affected; specifically, 
the faster is the noise process, the higher is the bias. Table 1 
and Fig. 2 summarize the bias for the various noise types, 
from WPN to frequency random walk and frequency linear 
drift. In Fig. 2, we show the behavior of the ADEV and 
MDEV (red and blue respectively). Two cases are considered: 
with (dashed lines) and without (continuous lines) white phase 
noise. In the inset, we show the noise that underlies the 
calculation of the deviations: it is composed of noise processes 
with -4    0 and each one dominates for two decades.  
 NOISE TYPE 
ADEV
MDEV  dB 
 linear frequency drift 1 0 
4 random walk FM 0.908 0.84 
3 flicker FM 0.822 1.71 
2 white FM 0.707 3.01 
1 flicker PM 0.404* 7.84* 
*in case fh = 100. 
Tab. 1: MDEV/ADEV for   1 and linear frequency drift. The 
same amount is expressed in dB and has a meaning of 
underestimation or bias.  
It can be seen that MDEV is unbiased in the presence of a 
linear  frequency  drift,  while  the  bias  increases  with , i. e.  
 
with fast noise processes. In presence of WFN, which is the 
typical case of atomic clocks, the bias is  29% (3 dB). Such 
bias is an issue especially in the latter case, because the 
uncertainty can no longer be related to the standard deviation 
as expected. Another consequence of the MDEV additional 
filter is that, in order to be applied over long measurement 
times, it must have a short impulse response, which implies a 
poor selectivity. The moving average is a compromise 
between selectivity at a given cutoff frequency and a 
sufficiently short impulse response. 
The pre-filtering procedure which we propose enables to 
optimize the stability analysis so that both the requirement of 
efficient filtering and convergence are satisfied. In addition, it 
does not bias the long-term behavior of the estimator and it 
allows an unambiguous comparison of the results between 
different experiments and also with the literature, where the 
ADEV has been traditionally used. In fact, the ADEV has 
been analytically derived as a function of fh for the various 
noise types. Thus, if the noise process is known (this 
information can be retrieved by the corresponding spectra) it is 
straightforward to extrapolate the equivalent uncertainty for 
various fh. In addition, this issue simply does not exist in the 
cases where   2. 
The procedure is then straightforward: the noise rejection 
is completely managed by the pre-filter, whose shape and fh 
are chosen by looking at the phase noise spectra. Then, the 
ADEV is applied to calculate the frequency stability. 
We point out that the ADEV has no meaning for averaging 
times   < 1/(2fh) because of the filtering procedure. Fig. 3 
shows the behavior of the ADEV in the case of white 
frequency noise. The ADEV is underestimated for fh << 1 
and starts to be meaningful for  = 1/(2fh), where the 
underestimation is 20% (or 1.9 dB). 
(1)
(2)
(1)
(2)
 
Fig. 2: ADEV (blue) and MDEV (red) provide different 
estimations, especially for fast noise processes. Here it is shown for 
the phase noise in the inset, with (dashed line) and without 
(continuous line) WPN.  
fh Error % Error dB
0.125 -84.4 -16.12
0.25 -59.8 -7.91
0.5 -19.7 -1.90
1 -7.5 -0.68
2 -3.8 -0.34
4 -1.9 -0.17
10 -0.8 -0.07
 
Fig. 3: the effect of filtering on the ADEV: the ADEV can be used 
for  >1/(2fh). The underestimation with respect to an almost 
unfiltered case (fh >> 10 Hz) decreases quickly with . The inset table 
shows the underestimation for various values of fh. 
III. COUNTING IN PRACTICE 
It may be useful at this point to give a simple procedure for 
data acquisition in an experimental session. When quantifying 
the behavior of an optical link, the variable of interest is phase, 
as it is proportional to the optical length and it is directly 
subject to discrete cycle slips. It is then advisable to sample 
phase rather than frequency; this latter can always be derived 
from phase data unambiguously.  
The first consideration is on the sampling rate, that must 
fulfill the Nyquist theorem [24]. For instance, thousands-
kilometers long optical links are affected by phase noise up to 
200 Hz or 500 Hz, hence the sampling rate should be around 
1 kHz in order to avoid aliasing effects on the counting. 
Shorter links may have a  servo-bump at higher frequency and 
the sampling frequency needs to be set accordingly, to avoid 
aliasing; a more detailed description the effect of aliasing is 
shown in Section IV.  
The best instrument to perform this task is a phasemeter; 
however, also a more common and cheaper electronic counter 
can be used, provided that it is dead-time free or that it used in 
the time-interval mode, which is intrinsically dead-time free. 
We note however that a good knowledge of the counter 
operation is not trivial, as demonstrated by the broad literature 
[25,26] and care must be taken to avoid incurring in mistakes. 
From the theoretical point of view, both phase and frequency 
data contain the same information; the following analysis is 
based on phase data, as currently done in the characterization 
of signal distribution.  
The second step is data filtering; the filter shape is not 
critical and several typologies have been described in the 
literature. The only requirements for the filters are: 1) a 
sufficient attenuation of the link noise; 2) a bandwidth fh set at 
a frequency where the clocks noise, rather than the link, starts 
to dominate the spectrum; 3) a unity gain at low frequency. 
Although filtering could be analog-implemented, digital 
implementation offers a variety of possibilities and enables to 
simultaneously meet all requirements, tailoring the filter 
parameters on the specific experiment. The simplest filtering 
option is the moving average; although having a poor 
selectivity, it requires minimal computational effort, and it is 
already implemented in several commercial phase/frequency 
counters which operate in the so-called Lambda mode. 
However, when dealing with optical links, it may be useful to 
use sharper filters, to better reject the fiber noise. For instance, 
Fig. 4 compares the transfer function of a truncated sinc filter 
[24] to a moving average filter with the same equivalent 
bandwidth fh = 0.05 fs, being fs the sampling frequency. At the 
Nyquist frequency they attenuate 65 dB and 20 dB 
respectively. A wide variety of digital filter algorithms are 
available in the most common libraries for digital signal 
processing. 
 
Figure 4: the transfer function plot shows that the selectivity of the 
truncated sinc filter (in green) is significantly higher than the moving 
average filter (in red) with the same bandwidth fh = 0.05 fs.  This is 
obtained at the expense of the impulse response duration (10/fh in the 
example) as shown by the inset. The selectivity is proportional to the 
duration of the impulse response and can be changed according to the 
needs of the experiment. 
 
It is advisable to iteratively apply filters with progressively 
decreasing fh.   After each filtering stage, the amount of data 
can be resized according to the Nyquist theorem; this 
dramatically reduces the storage and computational 
requirements. Once the filtering and decimation process is 
completed, i. e. the optimal fh has been obtained, the Allan 
deviation can be computed.  
Sampling and storing data according to the Nyquist 
criterion (at 1 kHz rate or similar) may be unpractical during a 
real experiment and data filtering and decimation is necessary. 
This can be done in several manners: on the computer that 
runs the acquisition or directly by the instrument. Phasemeters 
usually implement sharp filters; the more common  dead-time 
free phase/frequency counters used in the Lambda-mode [23] 
implement instead a moving average filter. The latter is 
equivalent to a first order low pass filter with fh =1/(2tg), being 
tg the gate time. This operating mode has the advantage of 
being readily implemented in the counter without requiring 
any computational effort of the user and allows an agile visual 
inspection and data-processing; on the other hand, with such a 
weak filtering, the unsuppressed link noise may still play a 
role. A practical example and the comparison of the results 
with truncated sinc filtering and moving average is described 
in Section IV. We also stress that the ADEV, as well as further 
filtering, can be applied to such Lambda-averaged data just as 
it is done with sharper pre-filters. 
IV. APPLICATION TO AN EXPERIMENTAL CASE 
Let us consider a practical case in which the described 
analysis can be applied. Initially, we will describe how to 
evaluate the performances of a coherent optical link, then we 
will consider an hypothetical clocks comparison over this link. 
For completeness, we will describe both the cases where 
optical or microwave clocks are compared. We analyze data of 
the coherent optical link developed by the National Metrology 
Institute in Italy (INRIM). This link has a total length of 
642 km and connects many national research facilities of the 
Country. Its metrological characterization has been performed 
by looping the link using a single fiber, to have both ends in 
the same laboratory. The total link length is then 1284 km. 
The experimental realization and the link validation are 
detailed in [3]. Both the electronics apparatus and the 
measurement instruments are entirely composed of 
commercial devices and off-the-shelf components. In 
particular, we realized fully-analog phase-locked loops with 
clean-up voltage-controlled oscillators; the data are collected 
using a dead-time free phase/frequency counter [23] in the 
phasemeter mode at a 1 kHz sampling frequency. The set of 
data we analyze here lasts 20000 s and contains 20 Msamples 
(about 1 GB of text data). We removed 33 cycle slips from our 
dataset, that degraded the performance by about one order of 
magnitude in the long term; this operation does not affect the 
results we propose and its only purpose is to increase the 
length of the cycles-slips free dataset useful for analysis.  
The first aspect to consider is the power spectral density of the 
link residual phase noise, shown in Fig. 4. It contains many 
cases of interest: for f > 50 Hz, the noise is decreasing quickly; 
for 5 Hz < f < 50 Hz, there is a strong bump (20 dB in this 
experiment); for 0.5 Hz < f < 5 Hz the noise is dominated by 
WPN ( = 0); for 50 mHz < f < 0.5 Hz the noise is dominated 
by BPN (= +1); for 1 mHz < f < 20 mHz,  there is flicker 
phase noise ( = 1); at lower frequencies, not shown in the 
figure, we find the signature of environmental effects, such as 
temperature variations and transients. For the ADEV 
computation, the most problematic spectral region is between 
20 mHz and 50 Hz. To show the effect of each of these typical 
cases, we apply the proposed method by progressively 
reducing the bandwidth from 500 Hz to 5 mHz in steps of a 
factor 10. The results are shown in Fig. 5, together with those 
obtained with the MDEV. We note that the ADEV is only 
shown for  1/(2fh), where it is not affected by the filtering 
process.  
 
f 1 f +1 f 0 bump f 4f 0
Fig. 5: The phase noise power spectral density (PSD) of the 1284 km 
optical link. Dashed lines represent the estrapolated noise 
components. 
It can be noticed that the bandwidth reduction from 500 Hz 
to 50 Hz has no impact on the ADEV estimation, as in this 
spectral region the spectrum decreases quickly.  This stability 
can also be considered a good approximation of the full-
bandwidth case and is described by the relation 
y() = 510
13 1.  
B = 500 Hz
50 Hz
5 Hz
0.5 Hz
0.05 Hz
0.005 Hz
 
Fig. 6: The ADEV and MDEV (green and blue thin lines 
respectively) of the 1284 km link with different measurement 
bandwidths and the unfiltered MDEV (thick blue line). The effect of 
fh on MDEV is shown by the thin blue lines. 
With filtering, the ADEV estimation improves 
progressively. A factor 20 improvement is obtained when the 
bandwidth is reduced from 50 Hz to 5 Hz, i.e. when the bump 
is filtered out. Further filtering still improves the ADEV 
depending on the noise type: a factor 5 ( 0), then a factor 
7.2 ( +1) and in the end a factor 2. In the last curve, 
obtained with fh = 5 mHz, the fast noise has been completely 
removed, and the ADEV can be considered representative of 
the link noise. Thus, it is possible to conclude that the link has 
a resolution of 31019 at 1000 s with fh = 5 mHz.  
We note that the filtered ADEV provides better results 
than the MDEV for = 1/ fh, just because the pre-filter is more 
selective than the moving average embedded in the MDEV. 
This is particularly evident for fh = 5 Hz, where the bump has 
been filtered out. At 100 ms, it provides an estimation that is 
10 dB lower. We note as well that also the MDEV benefits 
from the filtering process (thin blue lines). It is interesting to 
take a closer look to the case of fh = 5 Hz: the unfiltered 
MDEV takes about two decades (from 100 ms to 10 s) to 
reach the estimations of the filtered MDEV. In the other cases, 
the difference is not significant, since the MDEV algorithm 
well manages noise processes with   +1. 
V. CLOCKS COMPARISON AND DISSEMINATION 
Once implemented and characterized, the link can be used 
to transfer stable and accurate frequency references as those 
generated by atomic clocks. Currently, our clocks ensemble at 
INRIM is composed of several hydrogen masers, a Cs 
cryogenic fountain with an accuracy of 1.710-16 and a 
stability of 2.410-13 1/2 [27], and a Yb lattice clock under 
development [28]. The primary Cs standard is disseminated 
through the optical link via an ultrastable laser, whose 
frequency is referred to the Cs frequency through an optical 
comb. Evidently, the same can be done using the optical clock 
as a reference. The main difference in the two cases relies in 
the frequency stability performances, being at the level of 
2.410-13 1/2  for a microwave clock [27], and as low as 
1.710-16 1/2  for an optical clock [28-29]. 
In this section, we consider both the optical and 
microwave dissemination along an optical link. In particular, 
each clock is simulated superimposing to the actual link noise 
a phase random walk obtained by integrating a WFN with 
Gaussian distribution; for the sake of clarity, here we assume a 
stability of 110-13 1/2 and 110-16 1/2 for the microwave 
and optical clocks respectively. Then, the data have been 
processed by the pre-filtering technique explained in previous 
sections. 
In Fig. 6 we show the phase noise of the signal received by 
the remote observer. It is evident from the f2 behavior of the 
spectrum that the information related to the clock arises for 
frequencies lower than 5 Hz  for the microwave clock and    
25 mHz for the optical clock. For higher frequencies, the 
spectrum is dominated by the residual phase noise of the link. 
It is then natural to choose these frequencies as fh in the two 
cases, so that the link contribution is filtered out and the data 
contain the clock information only.  
Then, we computed the ADEV, the MDEV and the 
theoretical deviations for the two clocks. The results are 
shown in Fig. 7. In the case of the optical clock, the remote 
user can recover the clock stability after 20 s of averaging time 
without bias.  
  
 
Fig. 7: the phase noise power spectral density of the bare link (blue 
line) and of a link that carries the microwave and optical clock 
signals in the remote laboratory (red and green line respectively). 
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Fig. 8: the stability of the clock signals in the remote laboratory when 
either the MDEV (blue lines) or the ADEV associated with filtering 
(green lines) are used. The uppermost curves represent the case of the 
microwave clock; in this case the ADEV is computed with fh = 5 Hz. 
The lower curves are related to the optical clock; in this case the 
ADEV is computed with fh = 25 mHz. The dotted red lines represent 
the stability of the two clocks. 
 
On the other hand, the MDEV provides a 3 dB biased 
estimate of the clock stability and in addition it is 
representative of the clock stability only after 40 s. The 
advantage in the case of the microwave clock is more evident. 
Here the filtered ADEV represents the clock stability at the 
remote site from 100 ms, while the full bandwidth MDEV 
carries the information of the clock stability from an averaging 
time of 400 ms. We point out that, at 100 ms, the ADEV well 
estimates the clock stability, while the MDEV estimation is 
7.5 dB higher. This is due to the fact that, in this case, fh is 
close to the bump, which is effectively rejected by the pre-
filtering process. 
As a last consideration, we show in more detail the benefit 
of sharp filtering on the link noise. The filtering process used 
to estimate the link performances is the result of cascaded 
application of a truncated sinc filter with fh = 0.05 fs. After 
each filtering stage, data have been decimated by a factor 10. 
Fig. 9 shows the link phase noise when filtered with the sinc  
filter and with a moving average. From the picture, it can be 
seen that the moving average is not selective enough to 
completely reject the link noise for f > fh, thus affecting the 
ADEV computation.  
In addition, care must be taken in the decimation process 
of simply averaged data, as it could lead to a peculiar type of 
aliasing. Typically, one expects aliasing to degrade the white 
noise level; if so, it would completely bury the link noise at 
low frequency. However, thanks to the first order zeroes of the 
moving average transfer function (at f = n/tg, with n = 1, 2,…), 
the aliasing contributes as f2 for f << 1/tg, therefore becoming 
negligible with respect to the link noise. A comparison of the 
ADEV obtained with sinc filtering and moving average is 
shown in Fig. 10. A higher  stability is noticed when the 
moving average is used: this is expected, given the lower 
selectivity of this filter, nevertheless, at 5 mHz, far from the 
bump, the results obtained are very close to the ones 
calculated by using the sharp filter.  
a)
b)
c)
d)
e)
 
Figure 9: the unfiltered (blue line, a) and filtered link noise when 
either a moving average(red line, b) or a sinc filter (green line, c) are 
applied, both with the same fh = 5 Hz. The thin purple line (d) 
represents the PSD of data corresponding to the red curve after 
decimation. The effect of aliasing is clearly visible between 1 Hz and 
5 Hz. The dotted line, e) reports the aliasing component and 
demonstrates its slope. 
B = 500 Hz
50 Hz
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Figure 10: the ADEV computed from sinc-filtered data (green 
curves) or moving-average-filtered data (red curves) for different 
bandwidths. 
V. CONCLUSION 
In this paper, we have shown how the Allan deviation can be 
used as a statistical estimator of the optical links 
performances. In particular, we focused on the fact that optical 
links are mainly intended to compare atomic clocks or to 
disseminate frequency. Our approach makes use of a 
preliminary data filtering, to reject the noise of the optical 
fiber link. The ADEV is then applied to filtered data, to get an 
unbiased estimation of uncertainty.  The pre-filtering approach 
is very powerful as it enables to achieve the desired resolution 
with the ADEV already at short averaging times. The filter 
bandwidth and selectivity can be tailored on the specific 
experiment, depending on the link noise and on the clocks to 
be compared. On the contrary, the MDEV still suffers from 
the residual link noise at these timescales. 
We applied this technique to analyze experimental data of the 
1284 km optical fiber link for frequency dissemination 
developed by the National Institute of Metrology in Italy. We 
evaluated the link performance and we simulated two clocks 
comparisons over this fiber. We have shown how pre-filtering 
associated with the ADEV is a performing method to 
characterize the links stability. 
This approach can be useful in view of an increasing number 
of clocks comparisons via optical fiber, also considering that it 
is already implemented in commercial devices such as dead-
time free phase/frequency counters operated in the Lambda 
mode. 
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