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Abstract. State-of-the-art technologies have made it possible to provide a learner 
with immediate computer-assisted feedback by delivering a feedback targeting 
cognitive aspects of learning, (e.g. reflecting on a result, explaining a concept, 
i.e. improving understanding). Fast advancement of technology has recently gen-
erated increased interest for previously non-feasible approaches for providing 
feedback based on learning behavior observations by exploiting different traces 
of learning processes stored in information systems. Such learner behavior data 
makes it possible to observe different aspects of learning processes in which feed-
back needs of learners (e.g. difficulties, engagement issues, inefficient learning 
processes, etc.) based on individual learning trajectories can be traced. By iden-
tifying problems earlier in a learning process it is possible to deliver individual-
ized feedback helping learners to take control of their own learning, i.e. to be-
come self-regulated learners, and teachers to understand individual feedback 
needs and/or adapt their teaching strategies. In this work we (i) propose cognitive 
computer-assisted feedback mechanisms using a combination of MDE based 
simulation augmented with automated feedback, and (ii) discuss perspectives for 
behavioral feedback, i.e. feedforward, that can be based on learning process an-
alytics in the context of learning conceptual modeling. Aggregated results of our 
previous studies assessing the effectiveness of the proposed cognitive feedback 
method with respect to improved understanding on different dimensions of 
knowledge, as well as feasibility of behavioral feedforward automation based on 
learners behavior patterns, are presented. Despite our focus on conceptual mod-
eling and specific diagrams, the principles of the approach presented in this work 
can be used to support educational feedback automation for a broader spectrum 
of diagram types beyond the scope of conceptual modeling. 
Keywords: conceptual modeling, model driven development, simulation, simu-
lation feedback, rapid prototyping, model testing / validation, feedback automa-
tion, learning process analytics, smart learning environments 
1 Introduction 
During a learning process feedback can be provided in a variety of types (e.g., verifi-
cation of response accuracy, explanation of the correct answer, hints, worked examples, 
etc.), in a variety of forms (verbal/written text, graphics, audio, video, animation, sim-
ulation, etc.), at various times (e.g., immediately following an answer, at the end of a 
module, etc.) [1], by different people (e.g. teacher, peer, self,…) [2]. The role of feed-
back in linking learners’ past and future work, and helping them to create a progressive 
developmental trajectory, means that timeliness should be central to any discussion of 
feedback [3]. Research has shown that the sooner students receive feedback the more 
effective it is for their learning [4]. Usually feedback is not available during a learning 
task completion process but is given after a certain learning task has been completed, 
thus having the form of outcome feedback. Outcome feedback is a minimal form of 
external guidance, stating if an achieved solution/answer is correct or not and why. In 
feedback research the effectiveness of more informative types of feedback that can 
guide a learning process is highlighted [1, 5, 6]. Different theories have attempted to 
explain the process of how people learn. Even though psychologists and educators are 
not in complete agreement, most do agree that learning may be explained by a combi-
nation of two basic approaches: cognitive theories, i.e. constructivism, that view the 
learning process as a step by step knowledge construction process, and behavioral the-
ories, i.e. behaviorism, in which learning is defined as a change of the behavior of a 
learner by reinforcing some aspect of his/her behavior. In the context of feedback re-
search these approaches translate into two major forms: (1) explanations that are tar-
geting at improving cognitive dimensions of knowledge (e.g. understanding), and (2) 
guidance that intend influencing a learner’s behavior, e.g. engaging in a specific type 
of activity that is believed to be related to a successful learning path. As learning is 
multifaceted these approaches are often combined. For instance, in theories on (self-
)regulation of learning that are closely intertwined with research on feedback and im-
proved learning outcomes, learners are no longer viewed as repositories for information 
but rather they are proactive and active processors of information acting as constructors 
of their own knowledge by reinforcing themselves for goal-directed behavior. Self-reg-
ulated learning is defined as the ability of a learner to monitor and evaluate own pro-
gress with respect to self-improvement needs in the process of knowledge construction 
[7].  
State-of-the-art technologies have made it possible to provide a learner with immediate 
computer-assisted feedback in the context of different learning tasks, by delivering a 
feedback targeting cognitive aspects of learning, (e.g. reflecting on a result, explaining 
a concept, i.e. improving understanding). Fast advancement of technology has recently 
generated increased interest for previously non-feasible approaches for providing feed-
back based on learning behavior observations by exploiting different traces of learn-
ing processes stored in information systems (IS). Such learner behavior data makes it 
possible to observe different aspects of learning processes in which feedback needs of 
learners (e.g. difficulties, engagement issues, etc.) based on individual learning trajec-
tories can be traced. By identifying problems earlier in a learning process it is possible 
to deliver individualized feedback helping learners to take control of their own learning, 
i.e. to become self‐regulated learners, and teachers to understand individual feedback 
needs and/or adapt their teaching strategies. 
In this paper we present computer assisted feedback perspectives for learning concep-
tual modelling. We first review the general feedback needs of novices based on the 
challenges of learning/teaching found in the literature. Subsequently, we aim proposing 
computer-assisted feedback perspectives with respect to: (1) cognitive aspects of learn-
ing processes (concept understanding) that can address the identified challenges 
(“what” aspect that allows comparing current vs. good performance, i.e. what is 
achieved vs, what is expected), and (2) behavioral aspects of learning by grounding the 
idea of feedback on learning process analytics, more specifically by identifying learn-
ing behavior paths that can be indicative for better/worse learning outcomes (“how” 
aspect in terms of “how a good performance is achieved”).  
The proposed approach of feedback is based on the definitions of process-oriented cog-
nitive feedback and behavioral feedforward by [8] in which the term process-oriented 
in the context of feedback refers to immediate feedback needs during a task completion 
(e.g. problem solving) process, that a learner can either be aware (learner knows when-
ever s/he needs a feedback) or unaware (learner does not realize that s/he needs a cor-
rection) of. We refer here to computer-assisted feedback possibilities that can be 
achieved before a teacher feedback can be available. Subsequently our research aims  
are defined as follows: 
RA1: Exploring process-oriented (immediate) feedback mechanisms for addressing 
the learning/teaching challenges from the perspective of cognitive aspects of learning. 
RA2: Exploring process-oriented (immediate) feedback perspectives based on be-
havioral characteristics of novices’ learning processes that, in addition to being di-
rected to a learner, can also help a teacher to observe learning processes and based on 
identified inefficient processes to also rethink/adapt instructional materials/processes. 
 
The cognitive feedback is achieved by a combination of MDE-based simulation and 
automated feedback. The implications for behavioral feedforward perspectives are fur-
ther discussed based on the findings of our previous research proposing adopting pro-
cess analytics view on learning modeling [8-10]. 
2 Reviewing cognitive feedback needs through the prism of 
learning challenges 
While experienced requirements engineers and business analysts manage to mentally 
picture the prospective system in their mind when transforming requirements into for-
mal conceptual models, such ability to truly understand the consequences of modeling 
choices can only be achieved through extensive experience. However, the tacit 
knowledge experts have developed over time is difficult to transfer to junior analysts. 
While teaching such knowledge and skills to junior analysts is already a challenging 
task considering that system analysis is by nature an  inexact field of science, transfer-
ring the academic knowledge and skills to real world businesses is yet another concern 
as the classroom and real world situations are not identical. In their early career the 
error-prone problem-solving patterns of juniors lead to incomplete, inaccurate, ambig-
uous, and/or incorrect specifications [11, 12]. When detected later in the engineering 
process such requirements and modeling errors can be expensive and time-consuming 
to resolve. This significant gap between the knowledge and skills of novices and experts 
triggers the question of how analysis and modeling skills can be trained to facilitate the 
fast progression of novice analysts into advanced levels of expertise. Amongst the fac-
tors affecting modeling process quality and learning outcomes of novices are:  
─ Lack of comprehension methodologies: Understandability (a model’s ability to be 
easily understood) has been extensively evaluated in the literature both for static and 
dynamic aspects of modeling pointing out to comprehension difficulties both by 
practitioners and juniors due to the lack of comprehension methodologies [13]; 
─ The cognitive aspects of modeling: Studies on comparing model quality checking 
approaches of novices and experts indicate the poorly adapted cognitive schemata 
of novice modelers to identify relevant triggers for verifying the quality of models 
[11]; 
─ The complexity of modeling tools: being too “noisy” with various concepts, which 
can result in misusing concepts and creation of unintended models [13, 14] thus 
making them less effective in supporting a teaching process [15];  
─ Lack of understanding of domain requirements: Students have a hard time for 
achieving a thorough understanding of a set of given requirements. Absence of in-
tensive trial and error rehearsals in the classroom [11] and the lack of possibilities to 
interview stakeholders in a requirements gathering process are considered the major 
source of limitation in novices modeling experience; 
─ The lack of validation procedures and tool support: In addition, the lack of estab-
lished validation procedures [16] makes the conceptual modeling for novices very 
difficult to learn.  
─ Additionally, several researchers correlated novices learning achievements in mod-
eling with the lack of technical insights considering the absence of technical compo-
nents (such as computer-assisted learning) from education as a major contributing 
factor to the lack of preparedness of their skills [17]. Furthermore, there are aspects 
that cannot be obtained through reading and lecturing alone, e.g. the dynamic repre-
sentation of a system. 
3 Simulation as a cognitive feedback 
Cognitive feedback gives information to learners about their success or failure con-
cerning the task at hand provided through prompts, cues, questions, etc. that helps 
learners reflect on the quality of the problem solving processes and solutions so that 
they construct more effective cognitive schemas to improve future performance. Cog-
nitive feedback targets at improved understanding of intermediate solutions of a learner 
allowing improving a problem solving process and its outcomes[18]. Simulation is 
known to be an excellent technique allowing understanding complex structures and be-
haviors and has been successfully used in a variety of learning domains, such as science 
education [19], mining engineering [20], aerospace engineering [21], biological engi-
neering [22], etc. Among key education benefits of simulation is the ability to provide 
feedback and deliberate practice [23]. The interventions of simulation in a learning 
process can be described as an ability to produce externally observable outcomes that 
can trigger internal feedback engaging self-regulatory learning mechanisms of learn-
ing (e.g. self-assessing of own performance with respect to the expected performance 
in terms of capability of achieving a satisfactory quality of a prospective system, iden-
tifying needs for improvement and adapting in terms of engaging in further trial/error 
activities for adapting a model of a prospective system that served an input for simula-
tion). The externally observable outcomes in the form of simulation serve as a cognitive 
feedback in terms of improving understanding of a problem by reflecting on intermedi-
ate solutions of learners during a learning process and as such are also learning process 
oriented. Simulation is also known to allow skill acquisition that accompany 
knowledge. Some skills follow from conceptual knowledge whereas others involve in-
tricate activities to develop, i.e. experience [24]. Thanks to realistic scenarios and 
equipment, simulation allows for expertise training through deliberate, repetitive and 
evidence-based practice (e.g. retraining till one can master the procedure or skill) [23] 
that is also coupled with cognitive feedback. Achieving cognitive process-oriented 
feedback through simulation requires:  
─ designing and building an simulation instrument,  
─ ensuring its support for the intended goal as a cognitive feedback,  
─ ensuring its support for the intended goal as a process-oriented feedback. 
In the context of conceptual modeling learning achievements can be measured by the 
capability of producing physical models with high semantic quality, i.e. the level to 
which the statements in a model reflect the real world in a valid and complete way [25]. 
In order to check a model for validity, a person needs to read and understand the model 
and compare his/her understanding of the model with his/her understanding of the given 
domain description.  On the knowledge side, this requires an appropriate level of mod-
eling knowledge, modeling language knowledge (e.g. understanding the modeling con-
cepts, graphical notation) and domain knowledge among others [26]. To our knowledge, 
no research can be found in the context of courses that use simulation of object-oriented 
multi-view conceptual models (i.e. combining structural and behavioral aspects), nor 
empirically proven learning benefits have been reported for a certain simulation tool. 
The reason is that the existing standards for simulation technologies also introduce a 
number of shortcomings. The major disadvantages include: 
─ simulation is too complex and time consuming to achieve by novice modelers whose 
technical expertise is limited. 
─ it is sometimes difficult to interpret the simulation results. 
Among different types of simulation (symbolic or graphical animation, execution, pro-
totyping), the method of prototyping is capable of achieving the most concrete form of 
a prospective system.  Semantic prototyping method and tool was introduced by [27] 
with the goal to improve conceptual model comprehensibility however aiming at facil-
itating communication with stakeholders rather than a support for learning. Among the 
variety of forms of prototypes in this research we refer to the definition of a prototype 
as “fully functional to prove a concept” [28]. This goal is achieved through the creation 
of an experimental full-scale working exemplar of a model that illustrates the typical 
qualities of the prospective system based on the design of its model. Prototyping is also 
thought of as a type of design language [29]. The learning context of prototyping as a 
design language includes testing of a function of a prototype with the purpose to iden-
tify potential issues concerned with problem understanding with respect to its design 
[28]. We will therefore use the terms “simulated model” and “prototype” interchange-
ably. 
3.1 MDE-based simulation for conceptual modeling: CodeGen 
We followed the principles of Design Science in Information Systems research which 
proposes two main guidelines 1. building and 2. (re)evaluating novel artefacts to help 
understanding and solving knowledge problems [30]. In this work we refer to simula-
tion of a conceptual model as a process of generating prototype applications using a 
conceptual model as input. The Model-driven architecture (MDA) is the collection of 
current OMG standards for model-driven engineering (MDE), enabling, among others, 
code generation. MDA allows designing platform independent models (PIM) as the 
main representation of a system-to-be that have a sufficient level of completeness to 
generate other models or code from them; MDE focuses on transformation(s) (map-
pings) from platform independent to platform specific models or code, a process that 
may pass through a number of mappings before a software artefact can be generated. 
However, existing MDA/MDE solutions require extensive training due to the large set 
of skills required for using accepted standard MDA/MDE technologies, such as Unified 
Modeling Language (UML). As stated in [31]: “The technical complexity of UML has 
been held responsible for modeling adoption issues. Few expert modelers can rapidly 
evolve an application from requirements to code. Many of today’s modelers are casual 
in their approach; MDA, however, requires increased rigor and training in UML mod-
eling”. Among the other fundamental deficiencies of UML is that it is unclear how to 
combine interactive, structural and behavioral aspects together in a single model [32]. 
The same holds true for  the OMG's MOF and XMI standards which are used to store, 
transport and exchange models between tools, that are also associated with issues like 
semantic mismatches, version incompatibilities (XMI/UML/MOF), human-readability, 
etc., e.g. [33-36]. The new standards providing key technology for expressing applica-
tion domains in a platform independent manner that are in addition executable include 
executable UML (xUML), foundational UML (fUML) - an executable UML standard 
that specifies precise semantics for an executable subset of UML, and Action language 
for fUML (Alf) - an executable UML standard that specifies a textual action language 
with fUML semantics. These however do not bring the MDE any closer to the novice 
modelers or simplify it such as making model validation by means of rapid prototyping 
easily feasible for business domain experts who lack technical expertise. Still a very 
detailed diagramming with fUML is required and a solid knowledge of both fUML and 
Alf is required to make further transformation of UML to code. Thus, the practical 
utility of MDE is still limited by the fact that: 
─ UML lacks a methodology to achieve a right design within a short time to be further 
processed with an MDA/MDE approach. 
─ MDE model-to-model and model-to-code transformations are hard to write, 
trace/debug, maintain and reuse. 
In this research to achieve an in-house prototyping solution, i.e. designed and imple-
mented rather than relying on third party code generation tools [8], we rely on the 
MERODE methodology [37], as the benefits of models designed in MERODE specific 
JMermaid environment include: 
─ Starting from a high-level PIM (close to a Computational Independent Model (CIM)) 
allows removing or hiding details irrelevant for a conceptual modeling view. 
─ It relies on a domain specific language and proprietary MERODE modeling envi-
ronment that uses a restricted part of UML adapted to conceptual modeling goals. 
─ It provides a framework for combining structural and behavioral views into a single 
model using two prominent UML diagrams – 1. a class diagram, 2.statecharts, and a 
CRUD-matrix based collaboration view called Object-Event Table (OET) that de-
fines how statecharts interact (see Figure 1). 
─ It allows achieving executable PIM that have a sufficient level of abstraction, while 
being sufficiently complete to enable applying transformation(s) from platform in-
dependent to platform specific models or code. 
In the learning context of prototyping-based teaching, this research builds on, and tack-
les the issues of the experiences from the first iteration of conceptual model prototyp-
ing. The first version of the prototyping environment was achieved by means of the 
AndroMDA open source code generation tool combining its existing XMI-based car-
tridges and a MERODE-specific car-
tridge that provides an XMI transfor-
mation from a model designed in a 
MERODE environment and specifies a 
functionality of generated prototypes 
such as basic interface consisting of 
buttons, corresponding input windows 
they trigger and event handling mecha-
nisms that ensure the functionality [39]. 
The tool already demonstrated certain 
positive effects in a learning context 
(with student evaluations of the useful-
ness of the tool from two academic 
years resulting on average 3.46 and 3.7 
in the range of 5-point Likert scale). 
However, despite its merits, a number 
of usability issues negatively impacted 
the intended utility in the learning con-
text, among them being time-consum-
ing in terms of requiring multiple steps to achieve and launch a generated prototype, 
and issues with the intuitiveness of the user interfaces to support easy navigation and  
 
Figure 1:  Modeling views within MERODE 
modeling environment: class diagram, Object-
Event Table (OET) and a Finite State 
Machine (FSM) [38] 
Class diagram OET
FSM
testing, e.g. it was not clear how the prototype links to a model, making it difficult to 
apply the method in a teaching/learning context. As a result, the evaluation survey re-
vealed that the majority of students seemed to be reluctant in using the tool in their 
learning process resulting mostly in the “didn't use” answers while assessing the tool. 
In this paper an in-house prototyping method is introduced based on a template-based 
transformation [8] going straight from model to code (i.e. a model-to-text transfor-
mation) allowing to generate a prototype with a single click [8, 38, 40]. Such instant 
prototype production serves as a quick simulation technique that raises the usability as 
it lowers the required skill-set for its use and allows verifying the conformance of con-
ceptual designs and the description of the domain in a fast and easy way. By enabling 
a fully functional output the method also serves as a rapid prototyping and simulation 
instrument. This allows assessing the generated prototype (simulation results) with re-
spect to the expected outcome. In case of a semantic mismatch the desired outcome can 
be achieved through a trial and error correction process by means of modification, re-
generation and verification loops.   
Such an approach yields addi-
tional benefits such as better 
support for process-oriented 
assistance allowing developing 
modeling competences by en-
gaging a learner in a “trial and 
error learning process” [41], 
test the incrementally modified 
(growing) prototypes and let-
ting him/her check the seman-
tic conformance of a model 
with the domain description. In 
addition, user interfaces were 
adapted to support maximally 
intuitive user experience. A 
user interacts with the gener-
ated application through the graphical user interface (GUI) which  offers basic func-
tionality like triggering the creating and ending of objects, and triggering other business 
events. Figure 2 shows the main interface of a generated prototype.  
3.2 Enhancing simulation with feedback to facilitate interpretation of 
simulation results 
It is known that simulation accompanied with feedback can result in better learning 
outcomes [17, 18, 22, 42]. More commonly, human instructors provide feedback for 
simulations usually with a post-simulation debriefing [46]. However, feedback auto-
mation methods that can guide a learning process with simulation are to our knowledge 
absent. In this research we present a feedback automation method that embeds a feed-
back generation mechanism into a simulation of a model thus allowing achieving feed-
back-enabled simulation. We make use of negative corrective feedback [47, 48] based 
on two type of formats: (1) textual explanations of the causes for the errors (execution 
 
Figure 2:  The main GUI of the prototype applica-
tion [38]. 
failures as a result of constraint violations) that explain the involved modeling con-
structs and their implications with respect to execution outcomes [49] and (2) improved 
transparency between a prototype and its model by means of graphical visualization 
that links the execution results to their causes in the model [49]. The inclusion of tex-
tual/visual feedback into simulation is achieved by the generation of feedback as a re-
sponse to execution failures in a prototype application targeting a facilitation of inter-
pretation of testing (simulation) results. The errors include event execution failures that 
result from constraint violations, which are regarded as invalid actions from the domain 
perspective. The goal of the incorporated feedback in the simulation loop is to facilitate 
the process of verification of semantic validity of the model allowing to detect errors in 
a model’s design.  
3.3 What is needed to set up an automated simulation feedback ? 
In this chapter we present the architectural design of the automated feedback approach 
[49]. Thereto we identify assessed by comparing two such sets, goals being complete-
ness and validity. For semantic quality, completeness is achieved if the physical repre-
sentation (the model) contains all the statements of the domain, and validity is achieved 
if what is true or false according to the model is respectively also true or false according 
to the domain rules. Model simulation can be used to assess model completeness by 
simply verifying the presence of desired functionality in the prototype. the model ele-
ments used to set up an automated feedback. According to [26], in the conceptual mod-
eling quality framework each framework element can be considered as a set of state-
ments. Model quality is assessed by comparing two such sets, goals being completeness 
and validity. For semantic quality, 
completeness is achieved if the physi-
cal representation (the model) con-
tains all the statements of the domain, 
and validity is achieved if what is true 
or false according to the model is re-
spectively also true or false according 
to the domain rules. Model simulation 
can be used to assess model complete-
ness by simply verifying the presence 
of desired functionality in the proto-
type. Assessing the validity of the 
model requires verifying the truthful-
ness of a statement in the prototype. In 
other words, if something should be 
allowed according to domain rules, then this should be allowed according to the model 
as well, and if something is forbidden according to domain rules, then a corresponding 
constraint should be included in the model. To verify validity, a modeler needs to define 
test scenarios and define an oracle (desired outcome) for each scenario according to the 
domain rules. The results of the execution of the test scenario are compared to the oracle 
to determine the semantic correspondence between model and domain. While novice 
 
Figure 3:  Model-elements used for a  
feedback [49] 
modelers seem at ease with using a fast prototyping approach for the verification of 
model completeness, we witnessed that novice modelers have difficulties in under-
standing why a test scenario fails and relating the cause of the failure to model con-
structs. 
Table 1:  Examples of model elements used to construct feedback for class diagram and 
statecharts [49] 
 
 
Diagram  
 
Constraint 
type 
 
Error type  
 
Explanation & model properties  
 
 
Class dia-
gram 
Cardinality of 
minimum 1 
Create-
event exe-
cution 
failure 
an object of type A is attempted to be created 
without choosing an object of type B it is as-
sociated with  
 
Cardinality of 
maximum 1 
Create-
event exe-
cution 
failure 
an object of type A is attempted to be created 
for which an object of type B associated with 
a cardinality of max 1 is chosen which already 
has been assigned another instance of an ob-
ject of type A  
 
Referential in-
tegrity for cre-
ation depend-
ency 
Create-
event exe-
cution 
failure 
an object is attempted to be created before the 
objects it refers to were created 
Referential in-
tegrity for re-
stricted delete 
End-event 
execution 
failure 
an object is attempted to be ended before its 
“living” referring objects (objects that did not 
reach the final state of their lifecycle) are 
ended 
 
Statechart 
diagram 
Sequence con-
straint 
Event ex-
ecution 
failure 
an event is attempted to be executed for an ob-
ject whose state does not enable a transition 
for that event  
 
Test scenario failure finds its origins in constraint violation. For example, if a course 
can be attributed to at most one teacher, then assigning a second teacher to a course will 
result in a constraint violation and a failed test scenario. Therefore, the first step in our 
architectural design includes the identification of the constraints that are supported by 
a diagram type. Next, the typology of errors with respect to the constraint types are 
specified. We also need to identify the diagram properties that take part in those con-
straints. The error type can be described as a constraint violation scenario. The error 
type contains a reference to the violated constraint type and also encapsulates the prop-
erties that participate in the context of the event execution and those that cause the error 
(execution failure). Figure 3 depicts the generic meta-model on how error types are 
related to the corresponding model elements.  As mentioned earlier in this paper we 
realize our approach in the context of one specific type of models, namely, conceptual 
models, that combine structural and behavioral aspects of a system. The modeling ap-
proach uses a combination of a class diagram (to realize the structural aspects) and 
multiple interacting statecharts (to support a system’s dynamics). In the class diagram, 
constraints are captured as cardinality constraints (mandatory one, maximum one) and 
referential integrity constraints (creation dependency and restricted delete). In the case 
of a statechart, constraints are captured as sequence constraints. For each of these con-
straints, a corresponding error type and explanations used for feedback can be con-
structed as shown in  Table 1. Explanations include model properties (underlined in 
column “Explanation & model properties”).  
3.4 How the approach can be realized: inclusion and generation of simulation 
feedback   
The feedback generation mechanism is handled by inclusion of a feedback generation 
package in the output of the model-to-code transformation and is illustrated by the con-
ceptual model shown in Figure 4. This package is responsible for 1. capturing the exe-
cution errors (failures) and mapping them with corresponding causes; 2. identifying the 
causing model properties as well as those being involved/affected; 3. matching the 
causes with relevant feedback template for a textual feedback; 4. generating feedback 
dialogs with the textual explanation and 5. further extending the textual explanation 
with its graphical visualization.  
 
 
Figure 4:  Architecture of the feedback generation in the context of MDE-based simulation   
[49] 
 
In the model-to-code transformation the event execution process is supported by the 
event handler which is responsible for the transaction logic specified by a model.  Error 
messages are generated in case of failed precondition checks. The model-to-code trans-
formation is presented in our previous work [38] and, as it is not the core subject of this 
paper, the transformation process therefore will not be covered in detail. We will how-
ever refer to some aspects of the model-to-code transformations that are relevant for 
feedback generation. This includes the notion of a parser and Data Access Objects 
(DAO) in the generated transformation. DAOs provide a simplified access to model 
properties stored in a database layer of the transformed code (e.g. key-value maps con-
taining a collection of object properties such as a name, collections of attributes, events, 
dependencies, states, etc.) which are also used for feedback purposes.  
 
Figure 5:  Sample textual feedback template for a sequence constraint violation [49] 
 
Figure 6:  Sample textual feedback template for a cardinality constraint violation [49] 
 
Figure 7:  Sample generated textual and graphical feedback for a UML class diagram and a fi-
nite state machine (FSM) [49] 
These properties are  constructed during the transformation process using a parser and 
Apache Velocity Templates and are accessible in the final code. In the generated appli-
cation the execution failures are implemented as exceptions. The exception handler 
contains the cause of the exception such as a reference to the corresponding constraint 
type along with the model properties involved in the constraint violation in a light-
weight data-interchange format (comma separated string). The exception handler iden-
tifies the exception type and in case a model related execution failure is detected (there 
can be code related exceptions too) further links to the corresponding error processor 
responsible for model related errors. The error processor further derives the necessary 
properties error message data stream, converts them into appropriate formats and for-
wards to the feedback processor. The feedback processor uses a feedback template to 
provide a textual explanation on the corresponding parts of the diagram along with the 
properties of a diagram causing the execution failure as well as those being involved/af-
fected. Sample textual feedback templates are presented in Figure 5 and Figure 6. Using 
the model parser the coordinates of model properties from the GUI model of a diagram 
are passed to a 2D graphics object. The parser is used to access any other model prop-
erties that are required to provide a hint for a possible correction scenario (e.g. if an 
event execution fails due to an object state, the state(s) in which the execution is allowed 
are used to construct a hint). The 2D graphics object is used to access the coordinate, 
color and font management system of the buffered image (an image with an accessible 
buffer of image data) of a diagram. This allows to highlight the parts of the diagram 
that contains the constraint that causes the error as well as to visualize the suggested 
hints for the correction of the error. The color scheme is consistent with the textual 
feedback which makes it easier to trace between the textual explanation and its graph-
ical visualization. Sample generated textual and corresponding graphical feedback is 
presented in Figure 8. The architecture of the proposed realization model also allows 
the feedback generation package to be easily plugged in/out in the final output. The 
exception handler can serve as a (dis)connection gate. 
3.5 Locating simulation feedback in the validation process  
In terms of positioning the proposed feedback technique with respect to the modeling 
and semantic validation process, the following sequence is implied (see Figure 8): the 
user starts with analyzing a textual description of requirements. S/he will then transform 
the requirements into a conceptual model containing both the static and dynamic rep-
resentations of a system. At any step during the modeling process the user can simulate 
the model by means of prototype generation. The prototype is then used to test a model 
in terms of its semantic conformance with the requirements. The model is revisited/re-
fined if semantic errors are  detected. The feedback is intended to facilitate the inter-
pretation of the causes of the detected errors. Such repetitive trial/error loops will also 
allow to reflect on the requirements in terms of detection of ambiguous, missing or 
contradictory requirements. 
 
 
 
Figure 8:  Positioning of the feedback in the modeling and validation process [49] 
3.6 Assessing the effectiveness of feedback - enabled simulation as means for 
process-oriented cognitive feedback 
An experimental study method was used to evaluate the feedback-enabled simulation 
with respect to learning effectiveness and usability. Six studies were conducted in the 
course of three academic years with participation of 201 master-level final year students 
from two Management Information Systems programs at KU Leuven. The effective-
ness of the feedback-enabled simulation was assessed with respect to novices’ compre-
hension of (i) structural aspects of a system represented as a class diagram [45], (ii) 
behavioral aspects of a system represented as multiple interacting statecharts [42], as 
well as understanding the interplay aspects between structural and behavioral views of 
a model [42] and (iii) hidden dependencies represented through inheritance hierarchies 
[44]. A classical pre/post-test control group experimental design was used in combina-
tion with a two-group and factorial designs [50]. During the experiments students had 
to validate a proposed model against given requirements by answering a set of questions 
(requirements reformulated as questions). The test results were scored in the range of 
min=0, max=8. The effectiveness of the proposed simulation method was measured by 
comparing students’ test results between experimental cycles (without and with the use 
of simulation). A confirmatory analysis has been conducted to assess the validity of 
hypothesized effects. The results of the experimental studies showed a significant pos-
itive impact of the inclusion of the feedback on the semantic validation process of nov-
ices resulting in the average magnitude of effect of 2.33 out of 8 for validating the 
structural consistency (class diagram) [45], 4 out of 8 for validating the behavioral con-
sistency (statecharts) and the consistency of behavioral aspects with the structural view 
of a system (contradicting constraints) [42], 2.33 out of 8 for validating hidden depend-
encies in a model represented through inheritance hierarchies [44]. This suggests that 
the proposed simulation method supports its intended goal as a cognitive feedback. 
Despite a tool's benefits, user acceptance however can be another important factor af-
fecting its success. In the studies we chose to control important variables dealing with 
user acceptance. To test and evaluate the proposed design of the feedback-enabled sim-
ulation with respect to its subjective perceptions of usability by users (perceived easi-
ness of use, perceived utility, preference and satisfaction) yearly evaluations were per-
formed. Ease of use and usefulness are widespread and validated acceptance beliefs 
Test -> early detection 
of defects
Revisit / refineReflect on
Feedback on test 
results
failure
failure
success
failure
from the Technology Acceptance Model [51-53], referring to the required effort to in-
teract with a technology and its efficiency and effectiveness respectively. We used the 
concept of preference as another success dimension, as proposed by [54] and [55]. Pref-
erence is defined as “the positive and preferred choice for the continued use of simula-
tion tool in the classroom”. User satisfaction is another key success measure that has 
been defined as the feelings and attitudes that stem from aggregating all the efforts and 
benefits that an end user receives from using an system [56, 57]. Thereto a questionnaire 
was used including three questions per measurable dimension, each of which measured 
with a six-position Likert-type scale. Furthermore, context information about personal 
characteristics such as gender, previous knowledge, and the level of computer self-ef-
ficacy, was collected. Exploratory correlation analyses have been performed to study 
the correlation of the test results (relative advantage in score when using simulation) 
with user acceptance and personal characteristics. The findings from our analyses 
showed significant positive effects of the proposed feedback-enabled simulation on 
learning outcomes of novices regardless of personal characteristics and attitudes.  
User acceptance of the feedback-enabled simulation tool was repeatedly evaluated in 
the course of several years of usage. The students found the tool useful and preferred 
its use (mean scores above 4.5 in six-position Likert-type scale). User satisfaction, pref-
erence, perceived usefulness and perceived ease of use were evaluated resulting respec-
tively on average of  4.77, 4.78, 4.78 and 4.68 (with Cronbach Alpha above 0.84 and 
factor loadings per item above 0.86). The highest score in the anonymous evaluations 
was attributed by students to the incorporated feedback in the prototype (5.58 on aver-
age). Reliability and validity of the acceptance measures were assessed by factor anal-
ysis using SPSS. The findings from our analysis of acceptance variables show that, in 
addition, the students found the tool useful and preferred its continuous use during their 
learning process which suggests that the proposed simulation method supports its in-
tended goal as a process-oriented feedback. In addition, the use of CodeGen [8] during 
a learning process allows benefiting from the advantages of simulation-based learning 
by providing a learner with the opportunity to practice the obtained knowledge in order 
to obtain experience-based skills in the domain of conceptual modeling. As opposed to 
paper exercises which limit the scope of model understanding to a static view of a 
model, the dynamic testing with simulation fosters a more thorough understanding (cfr. 
challenge  for teaching experience). In addition, the proposed method serves as a vali-
dation instrument allowing verifying the conformance of a model with the requirements 
(cfr. challenge for absence of validation tools). Using the insights from the testing a 
learner can either refine a model or reflect on the requirements by looking for instance 
for conflicting or missing requirements, allowing to improve the understanding of the 
domain to be engineered (cfr. challenge for lack in domain knowledge). The textual and 
visual feedback that is generated as a response to the errors during a testing process, 
allows linking the error with the causes in a model by also explaining the implications 
of the modeling constructs involved in the causes of the error (cfr. challenge for mod-
eling language difficulties). 
The reader is referred to [43-45, 58-61] for more details on these experimental evalua-
tions.  
4 Behavioral feedforward perspectives based on learning 
process analytics 
While in the previous chapters cognitive feedback opportunities were investigated, in 
this chapter we discuss the perspectives for behavioral feedback based on learning pro-
cess observation for modeling, i.e. feedforward opportunities that can reinforce a suc-
cessful learning behavior.  
Observing learning processes is however a challenging task considering the fact that 
learning is (meta)cognitive in nature. In order to observe learning processes several 
questions need to be answered: 
─ What is to be considered a learning process ? 
─ What type of data is needed to observe a learning process ? 
In the context of this research we refer to the definition of a cognitive activity as “an 
operation that affects mental content, e.g. thinking, the cognitive operation of remem-
bering, problem solving”; and to a learning process as “a composite cognitive activity 
that is concerned with acquisition of problem-solving abilities by which knowledge is 
acquired”. In order to observe learning processes in the context of this research we 
make use of the traces produced during the problem-solving process of novices. We 
use the term “cognitive learning process” to refer to the set of modeling activities a 
learner performed within a modeling environment during his/her problem-solving pro-
cess which are used as a proxy for the cognitive learning process [8]. During the se-
mester students were assigned to a group project in which they were assigned the task 
of constructing a semantically correct conceptual model that reflects the structural and 
dynamic view of the given domain described in an approximately 5 page specification 
document based on real-world requirements. Modeling behavior data have been col-
lected through the logging functionality of the MERODE modeling environment 
throughout a semester of study while students were working on their group's project. In 
order to observe the modeling process (how the novices created their models) interac-
tions with the modeling tool have been logged conforming the actor-event-target-
timestamp. As modeling manifests itself in the creation of modeling elements, in our 
logs we capture a modeling process as a sequence of create, edit, delete, undo, redo, 
and copy events. These events are further abstracted into CREATE and EDIT (grouping 
events edit, delete, undo, redo, copy) representations. For experimental data collection 
purposes the CodeGen simulation environment [8, 38, 40] was integrated within the 
MERODE modeling environment JMermaid allowing to, besides tracking only the 
modeling activities, log also simulation activities and thus observing the validation 
(also referred to as self-regulation) activities within the task completion process.  
Conceptual modeling event data of 36 cases (event logs of students’ group works) from 
2 academic years, 28.455 events in total have been subject to a three-dimension analysis 
using learning process analytics and process mining techniques in particular: 1. data 
has been examined at different abstraction levels (activities grouped for different mod-
eling views such as structural or behavioral, fine-grained analysis zooming into each 
view in isolation), further expanded by diagram type information (class diagram –EDG, 
statecharts –FSM, interaction view), event type information (e.g. create/edit/delete/sim-
ulate),element type (object, attribute, association, event, state, transitions, etc.) , 2. con-
trast analysis to identify differences based on modeling performance (best vs. worst 
scoring groups), 3. time trend analysis by making distinction between “early” and “late” 
sessions allowing to capture a change of behavior over time [9, 10].   
The analysis resulted in identification of learning (i.e. modeling and simulation) behav-
ior patterns indicative for worse/better learning outcomes. These first insights from our 
empirical studies suggest that the learning achievements, in addition to being related to 
cognitive aspects of learning, can be also associated with behavioral aspects [8-10] such 
as:  
─ Pattern 1 (modeling approach): best performance being associated with a more iter-
ative way of modeling manifested in more frequent switches between different 
model views (such as structural and behavioral) as opposed to worst performance 
characterized by sequential way of working (targeting one task/view at a time). 
─ Pattern 2 (validation approach): best performance being characterized by earlier en-
gagement n validation (simulation) activities with a broader coverage of testing tar-
geting both structural and behavioral views of a model as opposed to worst perfor-
mance characterized by limited coverage of model testing. 
─ Pattern 3 (validation target): best performance being characterized by the intention 
to test recent changes, and the validation effort being positioned around the interplay 
effects between views as opposed to worst performance characterized by a general 
(unstructured) test and disconnected way of testing targeting either structural or be-
havioral views. 
─ Pattern 4 (engagement styles): best performance being associated with an earlier and 
systematic engagement in modeling activities as opposed to worst performance char-
acterized by deadline-oriented engagement.  
─ Pattern 5 (effort distribution across time): best performance being characterized by 
more effort put in the modeling process with a tendency to decrease over time as 
opposed to worst performance associated with less effort in earlier stages of project 
with a tendency of continuous or increased effort presumably indicating difficulties 
in achieving a right solution. 
─ Pattern 6 (effort distribution within modeling tasks): best performance being associ-
ated with a broader coverage of transforming requirements into a model in the early 
stages of the modeling process and continuing to adapt the model in later sessions, 
as opposed to worst performance associated with partial capturing of concepts and 
actively expanding the model in later sessions, by also supplying irrelevant concepts 
not required by requirements. 
The findings showed that process analytics based feedback is feasible. Such a feedback 
can complement cognitive content related feedback (What is wrong and why ?) with a 
suggestive feedback targeting behavioral aspects, i.e. detecting inefficient learning pro-
cesses and proposing recommendations on corrective actions (How to act?), i.e. feed-
forward. The findings are suggested as guidelines to improve teaching practices for 
multi-view conceptual modeling. The learning behavior patterns can also be used for 
construction of machine feedback targeting a modeling process in a learning context. 
However, more research is needed towards 1. identification of more generic behavior 
patterns, 2. automation perspectives for learning behavior pattern detection that can be 
used to provide advanced real time  individualized guidance throughout a learning pro-
cess. The reader is referred to  [8-10] for more details on these empirical studies.  
5 Conclusion 
The results of our research both for cognitive and behavioral aspects of learning suggest 
that validation (i.e. self-regulation using simulation) is positively associated with learn-
ing outcomes. MDE-based feedback-enabled simulation helps to improve knowledge 
of modeling concepts and modeling language by improving model understanding 
through reflecting on intermediate results (what is wrong ?) during a learning process 
(cfr. RA1). The findings of learning process analytics learning (modeling and valida-
tion) processes of novices establish the feasibility for feedback that can reflect on the 
procedural aspects of learning (how to do it the right way ?) thus complementing a 
cognitive feedback (cfr. RA2). While behavioral feedback based on the learning behav-
ior patterns presented in our research would not be mature yet, however this research 
can serve as a platform to guide future research in the domain of learning process ana-
lytics and learning process analytics based feedback. 
Two conclusions are obtained:  
1. Simulation can serve a cognitive feedback throughout a learning process, if it is in-
stant, easy to use and is easy to interpret (i.e. enhanced with a feedback that facili-
tates the interpretation of simulation results) (cfr. RA1). 
2. Feedback perspectives based on learning process analytics are feasible. Process an-
alytics (and process mining techniques in particular) make it possible to detect (in)ef-
ficient behavior during learning processes thus allowing to identify and address po-
tential feedback needs earlier during a learning process (e.g. during a problem solv-
ing process) as opposed to learning process outcome feedback (provided only after 
a problem has been solved and its outcome is presented for assessment). 
From a theoretical perspective the results of the first part of the research contribute to 
improving knowledge on the cognitive aspects of conceptual modeling providing em-
pirical support for the use of simulation in learning/teaching processes for conceptual 
modeling with respect to supporting model understandability and thus also model va-
lidity. The results also contribute to the research on model-driven development with 
respect to its applicability to research on simulation and feedback automation. The re-
search is also to be situated in the domain of simulation with respect to (1) empirical 
support for the use of augmented feedback in simulation, and (2) with respect to ad-
dressing the difficulties in interpretation of simulation results. Since our approach relies 
on process related data captured during a learning process, this study is also to be situ-
ated in the context of learning analytics.  
While the findings of the experiments showed a significant improvement in students’ 
model-based validation capabilities when using feedback-enabled simulation, we still 
observed certain issues. One issue is related to addressing the “completeness” dimen-
sion of a model’s semantic quality. Since the completeness of a model can be demon-
strated through testing scenarios, and the simulation only serves as instrument to exe-
cute the scenarios, transforming requirements into test scenarios is yet an additional 
skill that is required to benefit from the instrument. Our observations from the experi-
ments revealed certain difficulties among students in developing testing scenarios for 
verifying their models with the use of simulation resulting in either (1) Omitted simu-
lation cycle; or (2) Partial testing with the use of prototype characterized by incomplete 
testing scenarios such as a test scenario limited to only a confirmatory rather than ex-
ploratory analysis of the functionality, insufficient exploration of dependencies in a 
model, etc. [43, 58-61]. The observations of testing patterns of students thus suggest 
that combining the method of feedback-enabled simulation with the teaching of high 
level testing knowledge and skills will result in even better learning outcomes.  
The main limitation with respect to our observations and analysis of behavioral aspects 
of learning include the missing perspectives on (1) individual learning processes since 
only group level information could be derived from the logs of the project file; (2) 
learning activities outside the learning environment (since learning is not limited to the 
scope of learning environments), which however would be very challenging to obtain. 
The work presented in this paper can be expanded along several directions. Since the 
self-regulated activities (i.e. validation with the use of simulation) of novices were 
found to be key to distinguishing worse/better learning approaches, automated assis-
tance can be investigated to provide tool support for (coverage) test scenario generation 
that will allow checking the “completeness” of a model with respect to the require-
ments. While findings showed that certain behavioral patterns can indeed be associated 
with better/worse outcomes in terms of reaching a satisfactory model quality, further 
examinations are needed to evolve towards more exhaustive and generic patterns for a 
broader learning context [62, 63]. Analysis of the testing logs from the simulation en-
vironment will provide more insights on (in)efficient testing processes which can be 
used to expand the simulation feedback (“What/why is not correct?”) with feedforward-
ing possibilities during a modeling process (e.g. “When/what/how to test?”). Since 
learning processes are not limited to the scope of learning environments, correlating 
online with offline data (e.g. reasoning, perceiving, understanding, solving, reflecting, 
checking, …) can be another area of future research. The simulation and simulation 
feedback automation method proposed in this research can be extended to support a 
broader context of models, diagrams. Exploring perspectives of feedback personaliza-
tion by means of studies at individual rather than group level can be another area of 
research. Advanced feedback mechanisms, can be explored using adaptive systems and 
learning reinforcement algorithms that also consider physiological indicators of learn-
ers, such as cognitive load, stress levels, affective states [64, 65], etc. Ultimately, the 
results our research can be inspirational beyond the scope of conceptual modeling.  
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