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通りかのバリエーションが存在する。本研究では特に、"+Fr`/ am{t h`22と _2p2`b2

















































P (e)P (f | e) .





フレーズモデル UEQ2?M- P+?- M/ J`+m kyyjV は、統計的機械翻訳において最も標
準的に用いられている翻訳モデルの一つである。このモデルは主に仏英翻訳など、語順が
似ている言語間で高い性能を締めすることが知られている。
フレーズモデルでは、与えられた元言語文 f と目的言語文 eのペアに対して、以下の k
つの仮定をする。
Ç 元言語文と目的言語文はそれぞれ、フレーズの組み合わせに分解できる。
Ç 元言語文のフレーズと目的言語文のフレーズは、それぞれ R対 R対応する。
上記 kつの仮定より、元言語文のフレーズ数と目的言語文のフレーズ数が一致することは
自明である。元言語文と目的言語文のフレーズ分割と、フレーズ間の対応を cとすると、
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フレーズモデルは以下の式で表される。
P (e | f) =
∑
c
P (c)P (e | f , c)
P (c) は歪モデルと呼ぶが、ここでは簡単のために定数 ϵ とする。また、P (e | f , c) は、
各フレーズの対応ごとに独立であるとすると、











モデルとは、元言語文 f と目的言語文 eについて、それぞれの部分単語列 UフレーズVを
f¯ , e¯と置くと、任意のフレーズのペアについて P (e¯ | f¯)を与えるモデルである。
フレーズモデルは、各 P (e¯ | f¯)の値をパラメータとして持つ。翻訳の際には、元言語
側フレーズ・目的言語側フレーズ・確率値の三つ組が記載されたテーブルを参照しつつ翻


























階層フレーズモデル U*?BM; kyydV は、フレーズモデルのフレーズを階層に拡張した
モデルである。このモデルは avM+?`QMQmb *QMi2ti 6`22 :`KK` Ua*6:Vをベースと
している。階層フレーズモデルによると、元言語文 eと目的言語文 f の対は、以下の規則
により確率的に生成される。
< S, S >→< SX,SX >,
< S, S >→< X,X >,







制約 R 非終端記号 X は元言語側で連続しない
制約 k 非終端記号 X は上限 kつとする
制約 j 元言語側フレーズには少なくとも R単語の非終端記号を含む
統計的機械翻訳における翻訳モデルの確率値 P (f | e)は、a*6:による導出に基づい
て以下の通り計算する。













モデルは、N 単語からなる文 wN1 の出現確率を与えるモデルである。統計的機械翻訳に


























は確率値を取得できなくなるが、この場合は R単語短い n − 1;`Kモデルの確率値で代
用する。ただし、確率の公理を満たすため、n− 1;`Kモデルの確率値に補正係数をかけ
る。この手法をバックオフ UEix RN3dVと呼び、補正係数をバックオフウェイトと呼ぶ。

























)はバックオフウェイトを格納したテーブル β から wlk からバックオフウェイトを
取得する関数である。この式から、バックオフは再帰的に行われることがすぐにわかる。
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他に、線形補間モデル UC2HBM2F M/ J2`+2` RN3yc "`QrM 2i HX RNNkVがある。線形補間
モデルは、確率値を格納したテーブル αに値が存在するときでも低次の言語モデルを参照
する点が、バックオフと異なる。線形補間モデルにおける、各エントリの確率値を格納し










+ (1− λ)P (wi | wi−1j+1) .


























( 対数確率 ) (h") ( 単語列 ) (h") ( 対数バックオフウェイト )







フレーズモデルの翻訳は、"2Kサーチ UEQ2?M- P+?- M/ J`+m kyyjVを用いる。翻
訳時は、デコーダは仮説にフレーズペアを結合することで翻訳を進める。仮説とは、翻訳





持つフレーズペアの集合を、γji と表記する。また、GiiB+2全体を γ と表記する。
次に、入力された元言語文の単語数よりひとつ多い数 UN + 1個Vの仮説格納用スタッ
クを用意する。i番目 (0 ≤ i ≤ N)のスタックを本研究では si と表記する。i番目のスタ
ック si は元言語文のうち i単語翻訳済みの仮説を格納するために利用する。翻訳開始前
に初期仮説として <,< s >>を s0 に格納しておく。これは y単語翻訳済みを表す仮説で
ある。






 RX 言語モデル実装によっては、m < nの場合でもまれに省略される場合があるが、実用上はバックオフウェ
イトが 1であるとして扱って問題ない
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7Q` i← 0 iQ N − 1 bi2T 1 /Q
s← si の翻訳確率上位 b件
7Q`2+? ?vTQi?2bBb ∈ s /Q
7Q`2+? < j, k >∈ ?vTQi?2bBbの元言語文における翻訳済み区間を除いた
連続する区間 /Q
7Q`2+? < f¯, e¯ >∈ γkj /Q




アルゴリズム Rにおいては、R単語ずつ順に翻訳を進める。すなわち、s0, s1, s2, · · · の
順にスタックに格納された仮説を処理する。前述のとおり、スタックは翻訳済み単語数が
同じ部分翻訳結果 U仮説と呼ぶVに分けて格納する。これは y単語翻訳済み仮説群→R単




仮説と適用可能なフレーズペア U< f¯, e¯ >とするVを組み合わせて、新しい仮説を作るこ




















分単語列 f ji を翻訳済みの仮説を Xji に格納する。仮説は元言語文の同じ部分単語列を翻
訳済みのものを同じスタックに入れる。翻訳仮説をボトムアップで組み上げながら翻訳を
進める。
アルゴリズム kに、翻訳手順を示す。このアルゴリズムでは、元言語文 f に対する
GiiB+2 γ は生成済みであるとしている。フレーズペアの場合と同様、元言語側単語列 f ji
に対応するフレーズペア集合は γji と表記する。ここで、GiiB+2に含まれるフレーズペア
は非終端記号を含みうることに留意されたい。例えば、j単語からなる元言語文 f1f2f3 に
対して、γ31 には元言語側フレーズが f1Xf3 となるようなフレーズペアを含みうる。
まず、非終端記号X の導出について述べる。フレーズペアに含まれる非終端記号X は、
元言語文において範囲を特定できる。この範囲を k, lとすると、f lk に対する翻訳仮説はス
タック X lk に格納する。ボトムアップに翻訳を進めるとき、スタック X lk は既に翻訳済み
であるため、この仮説を使って新しい範囲 f ji の翻訳結果を生成できる。
非終端記号 X についての導出が完了すると、次に非終端記号 S の導出を行う k。S に
関する導出ルールより、S に関するスタックは左から右へ処理される。
階層フレーズモデルでは、目的言語側の文が左右両方向に生成される。例えば、フレー
ズペアの目的言語側フレーズ e1Xe2 と、翻訳仮説 e¯を組み合わせて新しい仮説を作ると
き、新しい仮説は e1e¯e2 となり、元の仮説の前後に R単語ずつ付与される。
kX9Xj _B;?i aii2
aii2 UGB M/ E?m/MTm` kyy3V は、言語モデルの評価プロセスをより簡潔に表現す
るための概念である。aii2 には _B;?i aii2 と G27i aii2 の k 種類がある。本説では
_B;?i aii2について述べる。
統計的機械翻訳では、言語モデルを評価するとき入力文を前から後ろに向かって一単語
ずつ評価する U式 kXjV。このとき、確率 P (wi | wi−1j )のwi−1j を _B;?i aii2と呼ぶ。す
























と置き換えできる。ただし、bii2 (wi−1j ) = wi−1j とする。
条件付き確率の条件部分を関数化することで、バックオフ計算を効率化できる。wij が
テーブル α に含まれず、かつ wi−1j がテーブル β に含まれないとき、バックオフモデル
 kX 反復の順番を工夫することでこれらは同時に行うこともできる
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アルゴリズム k, GiiB+2とスタックから翻訳する手順 U階層フレーズモデルV
AMTmi, GiiB+2 γ
AMTmi, X の導出結果を格納するスタック X




7Q` i← 0 iQ N + 1 bi2T 1 /Q
7Q` j ← i iQ N + 1 bi2T 1 /Q
7Q`2+? < f¯, e¯ >∈ γji /Q
X1 ← f¯ に含まれる Rつ目の非終端記号
X2 ← f¯ に含まれる kつ目の非終端記号
k1, l1 ← X1 の元言語側の範囲
k2, l2 ← X2 の元言語側の範囲
7Q` ?vTQi?2bBb1 ← X l1k1 /Q
7Q` ?vTQi?2bBb2 ← X l2k2 /Q




7Q` i← 0 iQ N + 1 bi2T 1 /Q
ff 導出ルール < S, S >→< X,X >を利用
Si に Xi0 の内容をコピーする。
7Q` j ← 1 iQ i bi2T 1 /Q
7Q`2+? ?vTQi?2bBb1 ∈ Sj−1 /Q
7Q`2+? ?vTQi?2bBb2 ∈ Xij /Q
ff 導出ルール < S, S >→< SX,SX >を利用
?vTQi?2bBb← ?vTQi?2bBb1, ?vTQi?2bBb2 を組合せて作成した仮説
Si に ?vTQi?2bBbを追加
`2im`M SN+1 のうち、翻訳確率最大となる仮説
により R単語トランケートされて、P (wi | wi−1j ) = P (wi | wi−1j+1)となる。これを一般
化するには、関数 bii2を、以下のように再定義する。
bii2 (wi−1j ) = wi−1kˆ ,
r?2`2 kˆ = KBM ({k | j ≤ k ≤ i− 1 ∧ I (wi−1k ∈ α)}) .






_2bmHi, P (wN+11 )
#2;BM
p← 1
bii2← {< b >}
7Q` i← 1 iQ N + 1 bFBT 1 /Q





GJ (wi, bii2 (wi−1j )) = {P (wi | bii2 (wi−1j )) , bii2 (wij)}














も確定しない。ある仮説の目的言語側単語列について、先頭m単語 U1 ≤ m < nVが vm1
であるとする。このとき、m 番目の単語を含む先頭 n − 1 単語の出現確率は確定できな
い。n;`Kモデルは n単語の単語列に対して確率を与えるモデルであるためである。
階層フレーズモデルに基づくデコーダが、先頭 m単語目の確率値をどのように処理す





を生成する際、仮説の前方に単語列 un−m1 を結合すると、単語 vm の前方に n− 1単語存
在するため出現確率が確定できる。したがって、デコーダは仮説の生成時に、先頭 n− 1
単語について確率値を更新する。
ここで、仮説の 1単語目が未知語だった場合を考える。このとき、仮説の先頭 n− 1単
語の確率値はいかなるフレーズペアの結合によっても更新できない。未知語を含む単語列
Rk 第 k章 研究の背景
は言語モデルのエントリとして含まれないためである。このとき、デコーダは先頭 n− 1
単語の確率値を更新する必要はなく、言語モデルの呼び出し自体を省略できる。
この処理を効率的に行うため、G27i aii2 UGB M/ E?m/MTm` kyy3c >2}2H/ 2i HX
kyRRVを導入する。G27i aii2は、翻訳仮説の先頭 n− 1単語のうち、確率値が確定して





なものが提案されているが、本研究においてもっとも重要な拡張性 UGB M/ E?m/MTm`
kyy3c >2}2H/ 2i HX kyRRVについて述べる。
_B;?i aii2場合、単語列wij がテーブル αに含まれている場合でも、wijwとなるよう















ここで、β (wij) = 1のとき、P (w | wij) = P (w | wij+1)となり wj をトランケートした
場合と結果が一致する。
したがって、単語列 wij が右に伸び、かつそのバックオフウェイトが 1のとき、クエリ
結果の aii2から wj を除いても結果が一致する。この場合、wj はクエリ結果の aii2か
ら除く U>2}2H/ kyRRV。
同様に、G27i aii2 も任意の m;`K が左に伸びるかどうかが問題となる U>2}2H/





階層フレーズモデルに基づく翻訳において、仮説の先頭m単語 (m < n− 1)からなる




























きに使われる。>b? h#H2では、格納すべきm;`K vm1 を、適当なハッシュ関数 h (vm1 )
の値に基づいて格納する。
>b? h#H2の構築法は以下の通りである。長さ l の配列 αを用意する。αには、エン
トリの見出し Um;`KV、確率値、バックオフウェイトを格納する。l は格納したいエン
トリ数よりも大きい必要がある。ハッシュ関数 h (vm1 )を用意する。ハッシュ関数の値は、













h`B2 U6`2/FBM RNeyVは、>b? h#H2と並んで言語モデルの実装に良く用いられるデー
タ構造である。h`B2は、木構造の一種であり、ノード間遷移を単語で行うという特徴を持
R9 第 k章 研究の背景
アルゴリズム 9, >b? h#H2からm;`Kを検索する手順
AMTmi, m;`K Uvm1 V
_2bmHi, m;`Kを格納した >b? h#H2の位置
#2;BM
k ← h (vm1 )
r?BH2 α [k]にエントリが格納されている場合 /Q
B7 α [k] 4 vm1 i?2M
`2im`M k
2Hb2











番号である。例えば、j単語からなる単語列 b a dを h`B2上で探索する際は、ノード yを
起点として、ノード k、ノード 9、ノード dの順にノードを辿る。
h`B2には、データの格納方法について幾つか種類がある。本研究では "+Fr`/ am{t
h`22 UaiQH+F2 kyykV と _2p2`b2 h`B2 の k 種類を利用するため、それらについて順に述
べる。
"+Fr`/ am{t h`22は、言語モデルの各エントリを k段階に分けて格納する。まず、
言語モデルに含まれる各エントリの履歴単語列のみで h`B2を作成する。履歴単語は逆順で
格納する。次に、目的単語を表すノードに付随する表に格納する。"+Fr`/ am{t h`22
の例を図 kXkに示す。この例では、h`B;`K ǳvQm 2i bQmTǴにアクセスするには、ǳ2iǴ
→ ǳvQmǴ とノードをたどり、Ik=に到達する。次に、Ik=の中から目的単語の ǳbQmTǴ
を探す。"+Fr`/ am{t h`22をたどる為の擬似コードを、アルゴリズム 8に示す。
_2p2`b2 h`B2は言語モデルの各エントリに現れる単語を逆順に格納する。_2p2`b2 h`B2
の例を図 kXjに示す。h`B;`K ǳvQm 2i bQmTǴにアクセスするには、すべての単語を逆に



















図kXk "+Fr`/ am{t h`22の例。言語モデルに含まれる各エントリを目的単語と履
歴単語列に分解し、履歴単語列を逆順で格納する。
アルゴリズム 8, "+Fr`/ am{t h`22からm;`Kを検索する手順
AMTmi, m;`K Uvm1 V
_2bmHi, m;`Kを表す "+Fr`/ am{t h`22のスロット
#2;BM
MQ/2← _PPh
7Q` i← m− 1 iQ 1 bi2T −1 /Q


























) を求めるためには、h`B2 を _PPh → wi → wi−1 → · · · → w2 → w1
の順に辿る必要があるが、w1 が見つからなかった場合の確率値は一単語短い w2 のノー
ドを参照する 8。すなわちバックオフ計算において、確率値のパラメータはクエリされた
単語列の探索と同時に得ることができる。
 8X もし w2 が見つからなかった場合は w3、というように最終的に見つかったノードの確率値を参照すれば良
い







アルゴリズム e, _2p2`b2 h`B2からm;`Kを探索する手順




7Q` i← m iQ 1 bi2T −1 /Q




しかし、バックオフウェイトは β (wi−1j )が必要であり、この値を得るためには h`B2を
_PPh → wi−1 → · · · → wj+1 → wj の順に辿る必要がある。これは、バックオフウェ
イトは改めて _PPhノードからたどり直す必要があることを意味し、クエリ速度の低下
を招く。




うに修正した。連続クエリにおいて、直前のクエリは P (wi−1 | wi−2j−1)を求めているはず





























































スする位置に遷移先ノード番号を記入している。例えば、ノード yは単語 と #で子ノー
ドへ遷移可能でありその子ノードのノード番号はそれぞれ Rと kである。それゆえ、最下





































































報は配列の 9番目と e番目に出現している。ノード kの親ノードはノード yだが、ノード
kに遷移するためにはK2`;2/配列の k番目から遷移することになる。これは、K2`;2/ [2]
であることからわかる。同様にノード yは配列の R番目と k番目に現れるが、ノード yは
ルートノードなので親ノードを持たない。配列 K2`;2/,MQ/2の先頭に yを持つ要素を追
加することで、便宜的に配列の R番目と k番目の親ノードとして、配列の y番目が存在す
るように解釈できる。
このデータ構造上でノードを辿る手順をアルゴリズム dに示す。ここで、関数qQ`/A/









位置 UインデックスVで良い。K2`;2/はノード A.がそれぞれ R回しか出てこないためで
ある。MQ/2を配列位置に置き換えた配列を *>1*Eと呼ぶ。
次に、K2`;2/と b?B7iを統合する。遷移の際には必ず K2`;2/で得た値を元に b?B7iを
参照する。*>1*E の導入により K2`;2/ 単体で参照されることがなくなったため、各
kXe ダブルアレイ RN





7Q` i← 1 iQ m bi2T 1 /Q
j ← b?B7i [K2`;2/ [+QMi2ti]] +qQ`/A/ (vi)













0 0 2 2
3 3
3
1 2 3 4
4
5 6 7
図kXe ダブルアレイの例。配列 "a1と *>1*Eにより h`B2を表現する。





7Q` i← 1 iQ m bi2T 1 /Q
j ← "a1 [+QMi2ti] +qQ`/A/ (vi)










n = "a1[nk] +qQ`/A/(v).
前述の例と同じ、b a dを例にとって、ダブルアレイのノード遷移例を示す。まず、単語 A.
ky 第 k章 研究の背景
は a→ 1、b→ 2、c→ 3、d→ 4である。これは、図 kX9で単語をおいた順に由来する。まず、
インデックス yから単語 bで遷移する。"a1[0]+qQ`/A/(b) = 2かつ*>1*E[2] = 0な
ので遷移に成功する。次に aで遷移する。"a1[2]+qQ`/A/(a) = 4かつ *>1*E[4] = 2
なので、遷移に成功する。最後に、d で遷移する。"a1[4] + qQ`/A/(d) = 7 かつ



























切な "a1値を探す。図 kXdに図 kXRのノード kを挿入する様子を示す。ノード kに対応
する位置 "a1値 xは、ノード 9-8の位置を決める。したがって、ノード 9-8が他のノ
ードと衝突しないよう xの値を決める。
ダブルアレイを構築するのは計算量を要するタスクである。計算量を削減する手法はい
くつか提案されている U中村康正 M/ 望月久稔 kyyec 矢田晋 2i HX kyyNc 重越秀美- 蔵満
琢麻- M/ 望月久稔 kyyNVが、本研究においては、双方向リストを利用する方法 U中村康












図kXd ダブルアレイにノードを挿入する例。図 kXRのノード kを挿入する場合、子ノー



















に #b2← TQBMi2`− bKHH2biで、子ノードの衝突が確実な "a1値候補をスキップする
ことで高速化する。
kk 第 k章 研究の背景
アルゴリズム N, 双方向リストによるダブルアレイへのノード挿入手順
AMTmi, um1 , 挿入したいノードの表すm;`Kの単語 A.列。ただし h`B2をたどる順
に並べる
AMTmi, c, 挿入したいノードから遷移可能な子ノードの単語 A.集合
#2;BM
MQ/2← 0 ff 挿入したいノードのダブルアレイ上での位置を得る
7Q` i← 1 iQ m /Q








r?BH2 h`m2 ff #b2の探索
/Q
bm++2bb← h`m2
7Q`2+? B/ ∈ c /Q









7Q`2+? B/ ∈ c /Q
+?BH/← #b2+ id












*>1*E の各配列だけでなく値格納用の配列 oGl1 をもう一本追加することである。
ダブルアレイでは、"a1、*>1*Eの各配列のインデックスを同じくする要素が h`B2の



















*Jl hQQHFBi U*H`FbQM M/ _Qb2M72H/ RNNdVは、言語モデルを実装したツールキッ
トの一つである。*Jl hQQHFBiは、言語モデルの辞書構造として h`B2を利用する。












a_AGJ UaiQH+F2 kyykVは、"+Fr`/ am{t h`22による言語モデル実装である。"+F@
r`/ am{t h`22 の特性を活かして、高速なバックオフ計算が行えるのが特徴である。
"+Fr`/ am{t h`22では、単語 A.として jk#Bi非負整数型を使っているため比較的大
b ba a
a ac cc c
d dd d
図jXR aQ`i2/ ``vによる h`B2表現の例。オーダーごとに配列を用意し、子ノード
への遷移先を遷移可能単語と共にポインタで示す。















納する。具体的には、任意の m;`K vm1 について、< vm1 , 1 >, · · · , < vm1 , c > という
ペアを作りこのペアをモデルに格納する。cはm;`Kの出現回数である。クエリの際は、
m;`K vm1 の出現回数がわからないため、R から順に数を増加させてエントリ集合から
見つからなくなるまでクエリを繰り返す。確率値は得られた出現回数を元にその場で計算
する。
:mi?`B2 M/ >2TTH2 UkyRyV は、最小完全ハッシュを用いた言語モデル実装である。最
小完全ハッシュ U"2HxxQm;mB- "Qi2H?Q- M/ .B2ix72H#BM;2` kyyNV とは、与えられたエン
トリ集合に対して、衝突なくかつ最小の範囲にハッシュする関数のことである。この手法
では、ハッシュ値で示される位置にモデルパラメータとエントリのフィンガープリントを






SmHb M/ EH2BM UkyRRV は、aQ`i2/ ``vを採用した言語モデル実装である。可変長
配列と、ブロック圧縮の機能を持ち、実行速度よりもコンパクトさが重要なときに利用で
きる。




aQ`2Mb2M M/ HHmx2M UkyRRV は、GPl.a に基づく言語モデルの別の実装方法であ
る。この手法は言語モデルを h`B2ではなく n− 1次マルコフモデルの遷移グラフで表し、
このグラフを GPl.aで表現する。




>b? h#H2 を利用する方法 UE2MGJ T`Q#BM; と呼ぶV は、従来から広く用いられて
いる >b? h#H2と GBM2` T`Q#BM;法をそのまま言語モデルの格納方法として適用した
手法である。ほぼ定数時間でデータにアクセスできる点で優れているが、h#H2にあらか
じめ隙間を開けておく必要がある。これはメモリ消費量を増大させるという欠点がある。
h`B2 を利用する方法 UE2MGJ i`B2 と呼ぶV は、h`B2 と呼ばれる木構造の一種をベー
スとした手法である。h`B2は、木構造のノード遷移を単語で行うことに特徴がある。特に、
従来手法では、aQ`i2/ ``vを用いてノード遷移を行う。aQ`i2/ ``vはモデルデータ
をコンパクトに保存することができるが、ノード間遷移が O (HQ; HQ;M)であり、実行速
度は E2MGJ T`Q#BM;に比べて遅い。
E2MGJ T`Q#BM;は速度において、E2MGJ i`B2に優れるが、メモリ使用量において




合、E2MGJ T`Q#BM;ではなく E2MGJ i`B2を用いて利用可能メモリ量上限に達するま
で学習データを追加するということがしばしば行われる。これは、"`Mibらによる実験
で、言語モデルの学習データを増加させることが翻訳性能を改善することが示されている




















9Xk "+Fr`/ am{t h`22に基づくダブルアレイ言語モデル








ードに対応する目的単語のノード群を付加する。すなわち、従来の "+Fr`/ am{t h`22
に対して、各ノードにエンドマーカーノードを付与し、更にその下に目的単語ノードを付
与する。これによって "+Fr`/ am{t h`22は一つの h`B2で表現可能となる。図 9XRに、
図 kXkと同じ内容を表したダブルアレイで表現可能な h`B2 を示す。ǳvQm 2i bQmTǴにア
クセスするには、ǳ2iǴ → ǳvQmǴ → < O > → ǳbQmTǴと辿る。"+Fr`/ am{t h`22が
一つの h`B2として表現可能となったことで、このデータ構造はダブルアレイを使って表
現可能である。











図9XR "+Fr`/ am{t h`22をダブルアレイで表現可能な形に変換する。履歴単語ノ
ードの後にエンドマーカー < O >を配置し、その直後に目的単語ノードを配置する。
次に、モデルパラメータの格納方法について述べる。言語モデルでは、R回のクエリに




















 RX 工藤による .`ibU.Qm#H2 ``v h`B2 avbi2K- ?iiT,ff+?b2MXQ`;fiFmfbQ7ir`2f/`ibfVでこ
の手法が実装されている。
 kX この性質はカットオフ値を低次から高次に単調増加させた場合に限る。ただし、先行研究の E2MGJでは
カットオフ値を単調増加させない場合にエラーとなるように実装されており、事実上この制約は保証されている
とみなして良い。
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次に、_2p2`b2 h`B2に基づくダブルアレイ言語モデル U.GJ`2p と呼ぶVを提案する。
















jk 第 9章 ダブルアレイの言語モデルへの適応
アルゴリズム Ry, .GJ#bi からモデルパラメータを取り出す手順
AMTmi, vm1 , m@;`KX






7Q` i← m− 1 iQ 1 bi2T −1 /Q
M2ti← "a1[MQ/2] +qP_.A.(vi)




MQ/2← "a1[MQ/2] +qP_.A.(< O >)
#Qr← `2BMi2`T`2i *>1*E[MQ/2] b  ~QiBM;@TQBMi MmK#2`
#Qr← #Qr+ C
M2ti← "a1[MQ/2] +qP_.A.(vm)
B7 *>1*E[M2ti] = MQ/2 i?2M





























アルゴリズム RR, .GJ`2p からモデルパラメータを取り出す手順
AMTmi, vm1 , m@;`KX
PmiTmi, HQ;α (vm1 ) , HQ;β (vm1 )
#2;BM
MQ/2← 0
7Q` i← m iQ 1 bi2T −1 /Q
M2ti← "a1[MQ/2] +qP_.A.(vi)




MQ/2← "a1[MQ/2] +qP_.A.(< O >)
T`Q#← `2BMi2`T`2i *>1*E[MQ/2] b  ~QiBM;@TQBMi MmK#2`












j9 第 9章 ダブルアレイの言語モデルへの適応
BASE
CHECK
0 1 2 3 4 5 6 7 8 9 10
0 3 6






































































をコンパクトにすることができる。*Q/2 JTTBM; J2i?Q/b UGBm 2i HX kyRRVを利用し
je 第 9章 ダブルアレイの言語モデルへの適応
アルゴリズム Rk, ノードに紐付いたエンドマーカーの位置を取得する手





`2im`M "a1[c] + 1




PmiTmi, 左拡張性の有無 H27i Ui`m2のとき左に伸びるV
PmiTmi, 右拡張性の有無 `B;?i Ui`m2のとき右に伸びるV
#2;BM










H27i← #Qr < 0





#Qr← −#b (#Qr) + C


















.GJ#bi における aii2 と目的単語から出現確率を求める手順をアルゴリズム Reに
示す。ただし、アルゴリズム Re内で利用している各関数は、それぞれアルゴリズム R9、
R8に定義する。
















要素数を U、言語モデルの lMB;`K単語集合を |V |とすると、O (U |V |)である。ダブル
j3 第 9章 ダブルアレイの言語モデルへの適応






M2ti← "a1[2M/K`F2`] + v


























ド数は 231 − 1個が上限となる。分割ダブルアレイはこの制約も緩和する。すなわち、分
割された各 h`B2に含まれるノード数は、元の h`B2のノード数より小さくなるため、より
大きな言語モデルを構築できる。
分割には、h`B2 の R 段目のノードの単語 A. を分割数で割った剰余を用いる。ただし、
.GJ#bi の lMB;`K 単語に関しては、それらの単語 A. を分割数で割った剰余で分け
9Xd ダブルアレイの分割構築 jN
アルゴリズム Re, .GJ#bi における単語列の出現確率を求める手順
AMTmi, 目的単語 vm
AMTmi, aii2に含まれる単語列 vm−11
AMTmi, aii2の各単語列を表す h`B2ノードの位置 cm−11
_2bmHi, 対数確率 HQ;P (vm | vm−11 )
_2bmHi, 新しい aii2の単語列 um′1




7Q` i← 1 iQ m− 1 /Q
2M/K`F2`← ;2in2M/K`F2` (ci)









7Q` i← m iQ 1 bi2T −1 /Q
M2ti← "a1[+QMi2ti] + vi





B7 vmi が右に伸びるとき ff aii2最適化
i?2M









`2im`M T`Q#- dm′1 - um
′
1
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アルゴリズム Rd, .GJ`2p における単語列の出現確率を求める手順
AMTmi, 目的単語 vm
AMTmi, aii2に含まれる単語列 vm−11
AMTmi, vm−11 ～ vm−1m−1 のそれぞれに対応するバックオフウェイト bm−11
_2bmHi, 対数確率 HQ;P (vm | vm−11 )
_2bmHi, 新しい aii2の単語列 um′1








7Q` i← m iQ 1 bi2T −1 /Q
M2ti← "a1[+QMi2ti] + vi
B7 +?2+F[M2ti] = +QMi2ti i?2M
+QMi2ti← M2ti
T`Q#, am−i+1, left, right← ;2inT`Kb (+QMi2ti)
um−i+1 ← vi
B7 vmi が右に伸びるとき ff aii2最適化
i?2M
m′ ← m− i+ 1
2Hb2
7Q` j ← i iQ 1 bi2T −1 /Q



































実験においては、Lh*A_Ry特許翻訳タスク U:QiQ 2i HX kyRjVを用いる。実験に用い
た言語モデルは日本語データを用いて学習した。
.GJ のスケーラビリティを確認するため、9 つの言語モデルを用いる。これらのモ
デルは E2MGJ U>2}2H/ kyRRVにより学習されたものであり、今後は小さいものから順
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表8XR コーパスとモデルの仕様










U_S形式V Rk :" kk :" 8R :" 38 :"
総単語数 R-kd9-e3d-3dR k-8Ne-y3N-kNN d-yN3-9yy-jke Rk-Nee-3RR-RR9
hBMv aKHH JB/ G`;2
1;`K数 R-kd8-9kj k-yyR-8y8 9-k88-y88 e-9y3-yde
2;`K数 Rj-9yy-yk9 ky-8yN-Rdy jN-eej-Rk8 83-9dd-jkd
3;`K数 9j-y83-d9k dR-j3N-98N R9d-9yy-jkN kke-8ed-93j
4;`K数 Ne-Ndd-Rdk Rd9-99d-kdy 9yy-k83-jdy e8d-j9N-R3R
5;`K数 Rje-djk-k3y k8N-jk8-83k e9y-9Rj-9d9 R-Ryy-Nde-kNj
hQiH kNR-99j-e9R 8kd-edk-N3e R-kjR-NNy-j8j k-y9N-dd3-jey
表8Xk 翻訳実験で用いたコーパスの仕様
データの種類 文数 単語総数 単語種類数
学習 U英語V j-R3e-k39 Ry3-yNj-9j3 kdN-8d8
学習 U日本語V j-R3e-k39 RR3-k3d-8j9 key-jdk
チューニング U英語V k-yyy e3-8yd 8-yjk
チューニング U日本語V k-yyy d9-8kN 9-38y
テスト U英語V k-jyy 3y-yee e-9yj




2i HX kyydVを用いた。JQb2b /2+Q/2`にはテストデータに出現しないフレーズを除去す
ることでフレーズテーブルを削減する機能があるが、実際のアプリケーションでのパフォ
ーマンスを見るためこの機能は利用していない。
先行研究として比較するのは E2MGJ U>2}2H/ kyRRVである。E2MGJには T`Q#BM;
法と i`B2法の k種類が実装されているため、両方比較する。また、E2MGJ T`Q#BM;に
はパラメータ pがあり、この値でハッシュテーブルにどの程度の隙間を作るかをコントロ
ールできる。これはモデルサイズに直結するため、本実験では p = 1.2, 1.5, 2.0の jパタ
ーンを比較する。



















E2MGJ でのモデル構築には、JQb2b /2+Q/2` `2H2b2 jXy に含まれる E2MGJ 構築プ






はじめに、モデルサイズ別に .GJと E2MGJ の比較を行う。図 8XRと表 8Xjに構築
時間の結果を示す。E2MGJのモデル構築において、7i2`の方が良い性能を示したので、

























# of entries in LM














T`Q#BM;においては p = 1.5である。上部に *Sl時間、下部に実時間を示す。
現実には、h`B2 の分割は未使用スロット数に影響を与えるだけでなく、分割された h`B2
はそれぞれ異なる大きさとなる。この実験では現実の言語モデルに対して h`B2の分割が











T`Q#BM;においては p = 1.5である。
手法 言語モデル *Sl時間 Ua2+XV 実時間 Ua2+XV
.GJ#bi G`;2 R-9kj-3N3 jdR-9R8
.GJ`2p ky8-Nk9 8y-kj9
E2MGJ T`Q#BM; R-jek R-eN9
E2MGJ i`B2 j-NNR 9-9dk
.GJ#bi JB/ 8Rk-NN9 R89-eNN
.GJ`2p de-ydy k9-jR9
E2MGJ T`Q#BM; 3yk R-yRN
E2MGJ i`B2 kXj83 k-8Nk
.GJ#bi aKHH Nk-3Nj jd-ye9
.GJ`2p R8-jj9 e-y3N
E2MGJ T`Q#BM; j9j 99k
E2MGJ i`B2 Nd8 R-yd9
.GJ#bi hBMv kN-e8y Ry-NRR
.GJ`2p 8-383 k-883
E2MGJ T`Q#BM; R39 kjk



























図8Xj 分割数による手法ごとの構築時間 UhBMvモデルV。上部に *Sl時間、下部に実
時間を示す。
表8X9 分割数による手法ごとの構築時間と充填率 UhBMvモデルV
手法 分割数 *Sl時間 Ua2+XV 実時間 Ua2+XV 充填率
.GJ#bi 9 8j-kyN k3-djj 3NXeW
3 j3-RNj Re-8j3 3eXRW
Re kN-e8y Ry-NRR 3RXdW
.GJ`2p 9 8-N3k j-ye3 N3X3W
3 8-de9 k-dy9 NdXdW









# of Nodes Inserted







である。h`B2の分割が .GJ`2p で無意味ではないことを示すため、分割数 R U分割しな
いVで学習したところ、*Sl時間で 8-dj9秒、実時間で 8-NRe秒だった。このことから、
分割による高速化は確かに機能していることがわかる。
図 8X9と表 8X8に挿入ノード数と充填率の関係を示す。h`B2の分割数は Reである。各モ









配列サイズと充填率を表 8Xeに示す。.GJ#bi については G27 *QKT`2bbBQMは適用で
きないため、単語 A.チューニング法のみとの比較となる。.GJ#bi は、初期状態で充
填率が d9XRWだが、単語 A.をチューニングすることで、充填率が NeX8Wまで改善した。
.GJ`2p は、初期状態で充填率 NNX3W と極めて高い数値を示しており、チューニング
によって充填率を上昇させる余地がない。G27 *QKT`2bbBQM は充填率を下げる傾向に
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手法 チューニング法 分割数 総配列サイズ 充填率
.GJ#bi なし R 3Ry-N9k-N3j d9XRW
単語 A. R ekk-3jN-kNk NeX8W
.GJ`2p なし R 839-R9e-k8j NNX3W
単語 A. R 839-R98-eyy NNX3W
G27 *QKT`2bbBQM R 9k3-9jj-k39 NNXdW
両方 R 9k3-9jj-jed NNXdW
.GJ`2p なし Re ey3-eyd-9yd NeX3W
単語 A. Re eyj-RkR-ej3 NeXeW
G27 *QKT`2bbBQM Re 9Nk-9Ry-3je 3eX3W












の実行時間から減算した。実験に使った E2MGJのバージョンはJQb2b /2+Q/2` UEQ2?M



































E2MGJ i`B2 と E2MGJ T`Q#BM; の間にはクエリ速度とモデルサイズの間にトレ
ードオフの関係がある。.GJ#bi のモデルサイズは .GJ`2p より大きく、E2MGJ
T`Q#BM; Up = 1.5V とほぼ同じサイズである。.GJ#bi より .GJ`2p の方が小さく
なったのは、最上位オーダーについてノード数の差があることが考えられる。これは、
.GJ`2p の方が .GJ#bi よりも最上位オーダーの格納効率が良いためである。すな
わち、.GJ`2p については G27 +QKT`2bbBQMの効果によりサイズが小さくなっている。
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.GJ#bi 8-ed8 j-Rjj-3jd 9j-88k R-N8d-yN3
.GJ`2p j-8y3 9-d9R-jkR k9-9ed k-Ry3-dkd
E2MGJ T`Q#BM;
Up = 1.2V 9-dje 9-jjk-dR9 jk-8j9 k-k9j-3kd
E2MGJ T`Q#BM;
Up = 1.5V 8-NRk 9-N8N-kRd 9y-e9N k-ekd-9eR
E2MGJ T`Q#BM;
Up = 2.0V d-3dk 8-Re3-3k8 89-Rde k-9yy-8dN
E2MGJ i`B2 k-Nj3 R-NR9-j9y ky-j8R R-RRd-Rj3
クエリ速度については、.GJ`2p と E2MGJ T`Q#BM;がほぼ同程度、または .GJ`2p
の方が僅かに遅い程度の性能を示した。.GJ`2p のモデルサイズは、E2MGJ i`B2とほ




的である。 図 8Xdと表 8XNにメモリ使用量とクエリ速度が、モデルサイズの増加に伴い
どう変化したかを示す。いずれの言語モデル実装も、モデルサイズが増加するに伴って
実行速度は低下する。.GJ の速度低下の様子は E2MGJ とほぼ同じであることがわ
かる。.GJ`2p の速度は E2MGJ T`Q#BM;と E2MGJ i`B2の中間であるが、E2MGJ
T`Q#BM;でJB/モデルを格納するのに使ったのとほぼ同じ領域で G`;2モデルを格納す
ることができる。
全体を通して、.GJ`2p は .GJ#bi より高速に動作した。これは、.GJ#bi は




























hBMv 8-ed8 j-Rjj-3jd j-8y3 9-d9R-jkR
aKHH Ry-9jd k-8kj-8Ry e-jyj j-e88-eRk
JB/ k8-983 k-y33-9kR R9-e99 k-3R9-3RR
G`;2 9j-88k R-N8d-yN3 k9-9ed k-Ry3-dkd










hBMv 8-NRk 9-N8N-kRd k-Nj3 R-NR9-j9y
aKHH Ry-eRN j-j88-jR9 8-kk3 R-dj3-jeR
JB/ k9-8ej k-Ny9-kj3 Rk-jje R-9kN-jkR
G`;2 9y-e9N k-ekd-9eR ky-j8R R-RRd-Rj3








実験に使ったデコーダはJQb2b /2+Q/2` UEQ2?M 2i HX kyydV `2H2b2 jXyである。このバ
ージョンのJQb2b /2+Q/2`は .GJ#bi を言語モデルの一つとして使うことができるが、
本実験ではいくつかの不具合を修正した上で実験した。実験結果の性能は、単語の文字列
表現から A.へ変換する時間を一部だけ含んでいる。JQb2b /2+Q/2`は、翻訳モデルの単





時間を減算した。この実験で用いた .GJの h`B2分割数は Reである。
まず、言語モデル間でのメモリ使用量と翻訳速度について性能比較を行った。図 8X3と
表 8XRyにメモリ使用量と翻訳速度の比較結果を示す。メモリ使用量と翻訳時間の観点か







空間を探索するために +m#2 T`mMBM; U*?BM; kyydVという手法が実装されているが、探
索の度合いを TQT HBKBiというパラメータで調整できる。言い換えるならば、TQT HBKBiは
翻訳速度と翻訳性能のトレードオフを調整するパラメータである。.GJ#bi は E2MGJ
T`Q#BM; Up = 1.5Vとほぼ同じ速度となった。
表 8XRRに TQT HBKBi を変化させた時の翻訳時間の変化とそれぞれ対応するメモリ使用
量を示す。なお、翻訳結果はほぼ同一である。この実験では、TQT HBKBiとして k- ky- kyy-
9yy- eyyを用いた。実験結果から、E2MGJ i`B2と .GJの差は TQT HBKBiが大きくな
るにつれて大きくなった。また、各 TQT HBKBiについて、.GJ`2p は E2MGJ T`Q#BM;











図8X3 メモリ使用量と *Sl時間の関係 U.ib2i 4 G`;2- TQT HBKBi 4 kyyV
表8XRy メモリ使用量と *Sl時間の関係 U.ib2i 4 G`;2- TQT HBKBi 4 kyyV




Up = 1.2V ey-jNe R-Rjk
E2MGJ T`Q#BM;
Up = 1.5V e3-8Rk R-RkN
E2MGJ T`Q#BM;
Up = 2.0V 3k-yj3 R-Rj3
E2MGJ i`B2 93-kR9 R-k8e
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表8XRR SQT HBKBi と翻訳時間 U*Sl 時間V の関係 U.ib2i 4 G`;2- E2MGJ
T`Q#BM;においては p = 1.5V
SQTGBKBi 手法 *Sl時間 Ua2+XV
メモリ使用量 UJ"V
k .GJ#bi kee dR-R99
.GJ`2p R93 8k-y8N
E2MGJ T`Q#BM; kkN e3-k8e
E2MGJ i`B2 R3N 9d-N83
ky .GJ#bi k33 dR-R99
.GJ`2p kj9 8k-y8N
E2MGJ T`Q#BM; jyy e3-k8e
E2MGJ i`B2 kNj 9d-N83
kyy .GJ#bi R-R9e dR-9yy
.GJ`2p R-y3j 8k-jR8
E2MGJ T`Q#BM; R-RkN e3-8Rk
E2MGJ i`B2 R-k8e 93-kR9
9yy .GJ#bi k-kk9 dR-d39
.GJ`2p k-y33 8k-eNN
E2MGJ T`Q#BM; k-R93 e3-3Ne
E2MGJ i`B2 k-9yN 93-8N3
eyy .GJ#bi j-kRy dk-y9y
.GJ`2p j-R98 8k-N88
E2MGJ T`Q#BM; j-RdN eN-R8k

























実験においては先行研究の E2MGJ と比較した。E2MGJ には E2MGJ T`Q#BM; と
E2MGJ i`B2の k通りの手法が実装されている。E2MGJ T`Q#BM;は高速だがメモリ使
用量が大きい、E2MGJ i`B2は低速だがメモリ使用量が小さいというトレードオフの関
係にある。
パープレキシティ測定実験の結果、"+Fr`/ am{t h`22に基づく提案手法は E2MGJ
T`Q#BM; とほぼ同等のメモリ使用量となったが速度で及ばなかった。_2p2`b2 h`B2 に基
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験の結果、"+Fr`/ am{t h`22に基づく提案手法は、速度で E2MGJ T`Q#BM;に迫っ
























が低次のエントリ群に含まれるように設定する。すなわち、任意のm(1 < m ≤ n)につい
て、m;`Kに含まれる単語列 vm1 の部分単語列 vm−11 と vm2 がm− 1;`Kのエントリの
中に含まれるようにする。この条件をみたすようにカットオフするには、m− 1;`Kのカ
ットオフ値よりm;`Kのカットオフ値が大きくなるまたは同じになるように設定する。
a_AGJ のモデル推定機能によって AMi2`TQHi2/ JQ/B}2/ EM2b2`@L2v .Bb+QmMi を
用いてモデル推定すると、出力された _S ファイルはカットオフの一貫性を壊すこ
とがある。AMi2`TQHi2/ JQ/B}2/ EM2b2`@L2v .Bb+QmMi は言語モデルのモデル推定手
法の一つである。これは、a_AGJ がカットオフ処理をする際に、出現回数の代わりに




a_AGJ の出力した _S ファイルから _2p2`b2 h`B2 を構築すると、一部の必要な
パラメータが _S ファイルに記載されていないことがある。すなわち、ある m;`K
vm1 が _Sファイルに記載されている場合でも、vm2 が記載されていないことが起こり
うる。
vm1 は、ルートノードから vm → vm−1 → · · · → v2 → v1 と辿った位置に格納するが、
そのためには vm2 のノードが h`B2の中に必要となる。vm2 を h`B2に挿入するには、確率
値とバックオフウェイトを用意する必要がある。
確率値 P (vm | vm−12 )は、バックオフ計算をした結果の値を格納する。すなわち、h`B2
 RX 詳細は?iiT,ffrrrXbT22+?Xb`BX+QKfT`QD2+ibfb`BHKfKMT;2bfM;`K@/Bb+QmMiXdX?iKHを参照















また、バックオフウェイトは 1 U対数バックオフウェイトにおいては 0Vでよい。この手法







































Q2- CmM@B+?BX RN3NX ǳM 1{+B2Mi .B;BiH a2`+? H;Q`Bi?K #v lbBM;  .Qm#H2@``v
ai`m+im`2XǴ A111 h`Mb+iBQMb QM aQ7ir`2 1M;BM22`BM; R8 UNV, RyeeĜRyddX
"2HxxQm;mB- .DKH- 6#BMQ * "Qi2H?Q- M/ J`iBM .B2ix72H#BM;2`X kyyNX ǳ>b?-
.BbTH+2- M/ *QKT`2bbXǴ AM S`Q+22/BM;b Q7 i?2 Rdi? 1m`QT2M avKTQbBmK QM
H;Q`Bi?Kb- e3kĜeNjX
"`Mib- h?Q`bi2M- b?QF * SQTi- S2M; sm- 6`Mx C P+?- M/ C2z`2v .2MX kyydX
ǳG`;2 GM;m;2 JQ/2Hb BM J+?BM2 h`MbHiBQMXǴ AM S`Q+22/BM;b Q7 i?2 kyyd
CQBMi *QM72`2M+2 QM 1KTB`B+H J2i?Q/b BM Lim`H GM;m;2 S`Q+2bbBM; M/
*QKTmiiBQMH Lim`H GM;m;2 G2`MBM;- 383Ĝ3edX bbQ+BiBQM 7Q` *QKTmi@
iBQMH GBM;mBbiB+bX
"`QrM- S2i2` 6X- oBM+2Mi CX .2HH SB2i`- _Q#2`i GX J2`+2`- ai2T?2M X .2HH SB2i`-
M/ C2MMB72` *X GBX RNNkX ǳM 1biBKi2 Q7 M lTT2` "QmM/ 7Q` i?2 1Mi`QTv Q7
1M;HBb?XǴ *QKTmiiBQMH GBM;mBbiB+b R3 URV, jRĜ9yX
"`QrM- S2i2` 6X- oBM+2Mi CX .2HH SB2i`- ai2T?2M X .2HH SB2i`- M/ _Q#2`i GX
J2`+2`X RNNjX ǳh?2 Ji?2KiB+b Q7 aiiBbiB+H J+?BM2 h`MbHiBQM, S`K2i2`
1biBKiBQMXǴ *QKTmiiBQMH GBM;mBbiB+b RN UkV, kejĜjRRX BbbM, y3NR@kyRdX
*?BM;- .pB/X kyydX ǳ>B2``+?B+H S?`b2@"b2/ h`MbHiBQMXǴ *QKTmiiBQMH GBM@
;mBbiB+b jj UkV, kyRĜkk3X
*H`FbQM- S?BHBT- M/ .QMH/ _Qb2M72H/X RNNdX ǳaiiBbiB+H HM;m;2 KQ/2HBM; mbBM;
i?2 *Jl@*K#`B/;2 iQQHFBiXǴ AM 1m`QbT22+?- kdydĜkdRyX
6`2/FBM- 1/r`/X RNeyX ǳh`B2 K2KQ`vXǴ *QKKmMB+iBQMb Q7 i?2 *J j UNV, 9NyĜ9NNX
6`2/`BFbbQM- EBKKQ- M/ 62/Q` LBFBiBMX kyydX ǳaBKTH2 *QKT`2bbBQM *Q/2 amTTQ`iBM;
_M/QK ++2bb M/ 6bi ai`BM; Ji+?BM;XǴ AM S`Q+22/BM;b Q7 i?2 ei? AMi2`M@
iBQMH *QM72`2M+2 QM 1tT2`BK2MiH H;Q`Bi?Kb- kyjĜkReX qQ`Fb?QT QM 1tT2`B@
K2MiH H;Q`Bi?KbX
:QiQ- AbQ- E S *?Qr- "BM Gm- 1BB+?B`Q amKBi- M/ "2MDKBM EX hbQmX kyRjX
ǳPp2`pB2r Q7 i?2 Si2Mi J+?BM2 h`MbHiBQM hbF i i?2 Lh*A_@Ry qQ`Fb?QTXǴ
AM Ryi? Lh*A_ *QM72`2M+2- keyĜk3eX
ek 参考文献
:mi?`B2- .pB/- M/ J`F >2TTH2X kyRyX ǳaiQ`BM; i?2 q2# BM J2KQ`v, aT+2 17@
}+B2Mi GM;m;2 JQ/2Hb rBi? *QMbiMi hBK2 _2i`B2pHXǴ AM S`Q+22/BM;b Q7 i?2
kyRy *QM72`2M+2 QM 1KTB`B+H J2i?Q/b BM Lim`H GM;m;2 S`Q+2bbBM;- kekĜ
kdkX bbQ+BiBQM 7Q` *QKTmiiBQMH GBM;mBbiB+bX
>2}2H/- E2MM2i?X kyRRX ǳE2MGJ , 6bi2` M/ aKHH2` GM;m;2 JQ/2H Zm2`B2bXǴ
AM S`Q+22/BM;b Q7 i?2 aBti? qQ`Fb?QT QM aiiBbiB+H J+?BM2 h`MbHiBQM- R3dĜ
RNdX kyyNX bbQ+BiBQM 7Q` *QKTmiiBQMH GBM;mBbiB+bX
>2}2H/- E2MM2i?- >B2m >QM;- S?BHBTT EQ2?M- h2ibmQ EBbQ- M/ J`+2HHQ 62/2`B+QX
kyRRX ǳG27i GM;m;2 JQ/2H aii2 7Q` avMi+iB+ J+?BM2 h`MbHiBQMXǴ AM S`Q@
+22/BM;b Q7 i?2 AMi2`MiBQMH qQ`Fb?QT QM aTQF2M GM;m;2 h`MbHiBQM- R3jĜ
RNyX
>2}2H/- E2MM2i?- ApM SQmxv`2pbFv- CQMi?M > *H`F- M/ S?BHBTT EQ2?MX kyRjX
ǳa+H#H2 JQ/B}2/ EM2b2`@L2v GM;m;2 JQ/2H 1biBKiBQMXǴ AM S`Q+22/BM;b Q7
i?2 8Rbi MMmH J22iBM; Q7 i?2 bbQ+BiBQM 7Q` *QKTmiiBQMH GBM;mBbiB+b- eNyĜ
eNeX
C+Q#bQM- :mvX RN3NX ǳaT+2@2{+B2Mi biiB+ i`22b M/ ;`T?bXǴ AM jyi? MMmH avK@
TQbBmK QM 6QmM/iBQMb Q7 *QKTmi2` a+B2M+2- 89NĜ889X A111X
C2HBM2F- 6`2/2`B+FX RNNyX ǳ_2/BM;b BM aT22+? _2+Q;MBiBQMXǴ *?TX a2H7@P`;MBx2/
GM;m;2 JQ/2HBM; 7Q` aT22+? _2+Q;MBiBQM- 98yĜ8yeX JQ`;M Em7KMM Sm#@
HBb?2`b AM+X
C2HBM2F- 6`2/2`B+F- M/ _Q#2`i GX J2`+2`X RN3yX ǳAMi2`TQHi2/ 1biBKiBQM Q7 J`FQp
aQm`+2 S`K2i2`b 7`QK aT`b2 .iXǴ AM AM S`Q+22/BM;b Q7 i?2 qQ`Fb?QT QM
Sii2`M _2+Q;MBiBQM BM S`+iB+2- j3RĜjNdX Kbi2`/K- h?2 L2i?2`HM/b, LQ`i?@
>QHHM/- JvX
Eix- aHp JX RN3dX ǳ1biBKiBQM Q7 T`Q##BHBiB2b 7`QK bT`b2 /i 7Q` i?2 HM;m;2
KQ/2H +QKTQM2Mi Q7  bT22+? `2+Q;MBx2`XǴ A111 h`Mb+iBQMb QM +QmbiB+b-
aT22+?- M/ aB;MH S`Q+2bbBM; j8 UjV, 9yyĜ9yRX
EQ2?M- S?BHBTT- >B2m >QM;- H2tM/` "B`+?- *?`Bb *HHBbQM@"m`+?- J`+2HHQ 62/@
2`B+Q- LB+QH "2`iQH/B- "`QQF2 *QrM- 2i HX kyydX ǳJQb2b, PT2M aQm`+2 hQQHFBi
7Q` aiiBbiB+H J+?BM2 h`MbHiBQMXǴ AM S`Q+22/BM;b Q7 i?2 98i? MMmH J22iBM;
Q7 i?2 bbQ+BiBQM 7Q` *QKTmiiBQMH GBM;mBbiB+b *QKTMBQM oQHmK2 S`Q+22/@
BM;b Q7 i?2 .2KQ M/ SQbi2` a2bbBQMb- RddĜR3yX bbQ+BiBQM 7Q` *QKTmiiBQMH
GBM;mBbiB+bX
EQ2?M- S?BHBTT- 6C P+?- M/ .MB2H J`+mX kyyjX ǳaiiBbiB+H T?`b2@#b2/ i`MbH@
iBQMXǴ AM S`Q+22/BM;b Q7 i?2 kyyj *QM72`2M+2 Q7 i?2 LQ`i? K2`B+M *?Ti2` Q7
i?2 bbQ+BiBQM 7Q` *QKTmiiBQMH GBM;mBbiB+b, >mKM GM;m;2 h2+?MQHQ;B2b-
93Ĝ89X
参考文献 ej
GB- w?B72B- M/ aMD22p E?m/MTm`X kyy3X ǳ a+H#H2 .2+Q/2` 7Q` S`bBM;@"b2/
J+?BM2 h`MbHiBQM rBi? 1[mBpH2Mi GM;m;2 JQ/2H aii2 JBMi2MM+2XǴ AM
S`Q+22/BM;b Q7 i?2 *G@y3,ȱ>Gh a2+QM/ qQ`Fb?QT QM avMit M/ ai`m+im`2 BM
aiiBbiB+H h`MbHiBQM Uaaah@kV- RyĜR3X bbQ+BiBQM 7Q` *QKTmiiBQMH GBM;mBb@
iB+bX
GBm- >mB/M- JBM;?m LmQ- GQM;HQM; J- CBM qm- M/ u2TBM; >2X kyRRX ǳ*QK@
T`2bbBQM J2i?Q/b #v *Q/2 JTTBM; M/ *Q/2 .BpB/BM; 7Q` *?BM2b2 .B+iBQM`v
aiQ`2/ BM  .Qm#H2@``v h`B2XǴ AM S`Q+22/BM;b Q7 8i? AMi2`MiBQMH CQBMi *QM@
72`2M+2 QM Lim`H GM;m;2 S`Q+2bbBM;- RR3NĜRRNdX bBM 62/2`iBQM Q7 Lim`H
GM;m;2 S`Q+2bbBM;X
SmHb- /K- M/ .M EH2BMX kyRRX ǳ6bi2` M/ aKHH2` L@:`K GM;m;2 JQ/2HbXǴ
AM S`Q+22/BM;b Q7 i?2 9Ni? MMmH J22iBM; Q7 i?2 bbQ+BiBQM 7Q` *QKTmiiBQMH
GBM;mBbiB+b, >mKM GM;m;2 h2+?MQHQ;B2b- k83ĜkedX bbQ+BiBQM 7Q` *QKTmi@
iBQMH GBM;mBbiB+bX
aQ`2Mb2M- C2z`2v- M/ *v`BH HHmx2MX kyRRX ǳlM`v .i ai`m+im`2b 7Q` GM;m;2
JQ/2HbXǴ ALh1_aS11*>, kĜ8X
aiQH+F2- X kyykX ǳa_AGJ@M 1ti2MbB#H2 GM;m;2 JQ/2HBM; hQQHFBiXǴ a2p2Mi? AMi2`@
MiBQMH *QM72`2M+2 QM aTQF2M GM;m;2 S`Q+2bbBM;X
hH#Qi- .pB/- M/ JBH2b Pb#Q`M2X kyydX ǳaKQQi?2/ "HQQK 6BHi2` GM;m;2 JQ/2Hb,
h2`@a+H2 GJb QM i?2 *?2TXǴ AM AM S`Q+22/BM;b Q7 i?2 kyyd CQBMi *QM72`2M+2 QM
1KTB`B+H J2i?Q/b BM Lim`H GM;m;2 S`Q+2bbBM; M/ *QKTmiiBQMH Lim`H
GM;m;2 G2`MBM;- 9e3Ĝ9deX
qiM#2- h`Q- >DBK2 hbmF/- M/ >B/2FB AbQxFBX kyyNX ǳ am++BM+i L@;`K
GM;m;2 JQ/2HXǴ AM S`Q+22/BM;b Q7 i?2 *G@AC*LGS kyyN *QM72`2M+2 a?Q`i
ST2`b- j9RĜj99X bbQ+BiBQM 7Q` *QKTmiiBQMH GBM;mBbiB+bX
uQb?BM;- LQFB- M/ Jb`m EBibm`2;rX kyR9X ǳ a2H7@/TiBp2 *HbbB}2` 7Q` 17@
}+B2Mi h2ti@bi`2K S`Q+2bbBM;XǴ AM S`Q+22/BM;b Q7 *PGAL: kyR9- i?2 k8i? AMi2`@
MiBQMH *QM72`2M+2 QM *QKTmiiBQMH GBM;mBbiB+b, h2+?MB+H ST2`b- RyNRĜRRykX
.m#HBM *Biv lMBp2`bBiv f bbQ+BiBQM 7Q` *QKTmiiBQMH GBM;mBbiB+bX
中村康正 M/ 望月久稔X kyyeX ǳ圧縮ディジタル探索木における辞書情報更新の高速化手
法XǴ 情報処理学会論文誌データベース（hP.）9d- MQX Rj Ua2Ti2K#2`V, ReĜkdX
大野将樹- 森田和宏- 泓田正雄- M/ 青江順一X kyyjX ǳダブル配列におけるキー削除の効率
化手法-Ǵ kyyj,RĜeX kjX 一般社団法人情報処理学会- J`+?X
矢田晋- 田村雅浩- 森田和宏- 泓田正雄- M/ 青江順一X kyyNX ǳダブル配列による動的辞書
の構成と評価-Ǵ dR,kejĜke9X J`+?X
重越秀美- 蔵満琢麻- M/ 望月久稔X kyyNX ǳダブル配列の遷移集合管理による追加・削除







RX JFQiQ ubm?`- hQ`m hMF- CmM@v LQ`BKibm- M/ JBFBQ uKKQiQX
kyRjX ǳM 1{+B2Mi GM;m;2 JQ/2H lbBM; .Qm#H2@``v ai`m+im`2bXǴ AM S`Q@
+22/BM;b Q7 i?2 kyRj *QM72`2M+2 QM 1KTB`B+H J2i?Q/b BM Lim`H GM;m;2
S`Q+2bbBM;- kkkĜkjkX bbQ+BiBQM 7Q` *QKTmiiBQMH GBM;mBbiB+bX
採録決定論文
RX CmM@v LQ`BKibm- JFQiQ ubm?`- hQ`m hMF- M/ JBFBQ uKKQiQX
kyReX ǳ 6bi M/ *QKT+i GM;m;2 JQ/2H AKTH2K2MiiBQM lbBM; .Qm#H2@
``v ai`m+im`2bXǴ hQ TT2` BM i?2 h`Mb+iBQMb QM bBM M/ GQr@_2bQm`+2
GM;m;2 AM7Q`KiBQM S`Q+2bbBM; UhGGASVX
