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Abstract—We propose perceptually guided photo retargeting, 
which shrinks a photo by simulating a human’s process of 
sequentially perceiving visually/semantically important  regions 
in a photo. In particular, we first project the local features 
(graphlets in this paper) onto a semantic space, wherein visual 
cues such as global spatial layout and rough geometric context 
are exploited. Thereafter, a sparsity-constrained learning algo- 
rithm is derived to select semantically representative graphlets  
of a photo, and the selecting process can be interpreted by a   
path which simulates how a human actively perceives  seman-  
tics in a photo. Furthermore, we learn the prior distribution of 
such active graphlet paths (AGPs) from training photos that are 
marked as esthetically pleasing by multiple users. The learned 
priors enforce the corresponding AGP  of a retargeted photo to  
be maximally similar to those from the training photos. On top  
of the retargeting model, we further design an online learning 
scheme to incrementally update the model with new photos that 
are esthetically pleasing. The online update module makes the 
algorithm less dependent on the number and contents of the 
initial training data. Experimental results show that: 1) the pro- 
posed AGP is over 90% consistent with human gaze shifting path, 
as verified by the eye-tracking data, and 2) the retargeting algo- 
rithm outperforms its competitors significantly, as AGP is more 
indicative of photo esthetics than conventional saliency   maps. 
Index Terms—Active graphlet path (AGP), retargeting, seman- 
tics, shrink. 
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I. INTRODUCTION 
ITH the popularity of mobile  devices  in  recent 
years, photo retargeting has become an indispensable 
technique  to  adapt  a  high  resolution  photo  to  a  low reso- 
lution screen. For example, to design an iPhone wallpaper, 
people usually adapt an approximately 4000 × 3000-sized 
photo taken by a digital single lens camera camera to a 
640×960-sized iPhone screen. Nonuniform scaling often leads 
to  unsatisfactory  results  if  the  aspect  ratio  of  the targeting 
photo is significantly different from that of the original one. 
Simple photo cropping does not work when esthetically pleas- 
ing regions are dispersely distributed in a photo. Toward an 
optimal retargeting result, most of the existing works focus   
on content-aware photo retargeting [1], [13], [16], [18], [22], 
aiming at maximally preserving visually salient regions while 
keeping the nonsalient ones to a minimum scale. However,  
the existing content-aware photo retargeting algorithms suffer 
from the following two  drawbacks. 
1) Visually salient regions may not be esthetically pleas- 
ing. One competitive saliency model is Li et al.’s [12] 
method, based on which many retargeting algorithms 
can be built [1], [23]. However, the major limitation of 
this family of algorithms is that current saliency models 
focus on low-level features and have limited predictabil- 
ity power of region semantics. The problem is known  
as the “semantic gap” between the ground truth human 
data and the existing low-level features-based attention 
models. One common approach to fill the gap is to add 
object detectors, but it does not scale well. Moreover, 
object detectors are not reliable enough. In practice, only 
a few prespecified categories such as human faces can 
be accurately detected. 
2) Eye tracking experiments show that humans gaze at 
important regions in a sequential manner [6]. Existing 
fully automatic retargeting methods fail to encode such  
a gaze shifting sequence, i.e., the path linking different 
graphlets. 
To address the above problems, we propose perceptually 
guided photo retargeting, which shrinks each region in a  
photo based on its semantic significance  and in a sequen-    
tial manner.  Our approach contains four main components.  
To describe the local compositions of a photo,  we  first  
extract a number of graphlets (small-sized connected sub- 
graphs) and accordingly project them onto a low-dimensional 
semantic space, by exploiting the manifold structure of the 
graphlets. The semantic space  is  built  upon  the  image-  
level semantics which is obtained using existing image 
retrieval models. Second, inspired by biological vision   where 
  
humans actively deploy their attention to semantically impor- 
tant regions, a sparsity-constrained algorithm is designed to 
select several semantically important graphlets from a photo. 
Intuitively, this process can be formulated as a path, termed 
active graphlet path (AGP), wherein each directed-edge links 
pairwise graphlets. Then, to leverage the knowledge from a 
pool of experienced photographers, a probabilistic model is 
developed to learn the distribution of AGP from a set of 
esthetically pleasing training photos, which are used to fur- 
ther shrink a test photo. Particularly, we divide a test photo 
into a collection of grids; the learned priors enforce the grids 
covered with more semantically significant graphlets/directed- 
edges to shrink less and vice versa. Finally, as the proposed 
model transfers the AGPs from the esthetically pleasing pho- 
tos into the retargeted one, its performance depends on the 
number and diversity of training photos. In addition, the pro- 
posed retargeting is an AGP-transferring framework, and thus 
its performance depends on the training data. Toward a diverse 
collection of training photos, an online learning scheme is 
developed to incrementally update our model by encoding an 
increasing number of esthetically pleasing  photos. 
The rest of this paper is organized as follows. Section II 
briefly reviews previous retargeting models. Sections III–VI 
introduce the proposed retargeting model, including manifold 
graphlet embedding, AGP construction, probabilistically retar- 
geting, and online retargeting model updating. Experimental 
results in Section VII thoroughly demonstrate the effectiveness 
and the efficiency of the new model. Section VIII concludes 
and suggests some future  work. 
 
 
II. RELATED WORK 
Content-aware photo retargeting can be roughly categorized 
into discrete and continuous retargeting. There are many retar- 
geting methods and we discuss the most relevant ones here. 
The reader can refer to [42] and [44]–[46] for more com- 
prehensive discussions on the topic. For the former, a seam 
(eight-connected path of pixels from top to bottom or from left 
to right) is iteratively removed to preserve important content in 
a photo. Many seam detection algorithms have been proposed 
recently. Avidan and Shamir [1] formulated seam detection as 
dynamic programming, where a gradient energy is used as the 
importance map. Rubinstein et al. [18] introduced a forward 
energy criterion to improve Avidan and Shamir’s [1] work.  
The criterion selects the seam that reintroduces the minimal 
amount of energy, which is solved using graph cut optimiza- 
tion. As a  variant  of  seaming,  Pritch  et  al.  [16]  proposed 
to discretely remove repeated patterns in homogenous image 
regions. For continuous retargeting, Wolf et al. [22] merged 
less important pixels to reduce distortion. However, the dis- 
tortion can only be propagated along the resizing direction.   
To improve the distortion propagation, Wang et al. [23] pro- 
posed an optimized scale-and-stretch (OSS) approach, which 
iteratively wraps local regions to  match  the  optimal  scal-  
ing factors as close as possible. Guo et al. [10] presented       
an effective image retargeting method using saliency-based 
mesh parametrization (SMP), which optimally preserves image 
structures. Since many approaches cannot effectively preserve 
structural lines, Lin et al. [13]  presented  a  patch-based  
photo retargeting model which preserves the shapes of both 
visually salient objects and structural lines. Note that the 
above content-aware photo retargeting methods depend merely 
on low-level feature-based saliency maps, which reflect no 
photo semantics. In  addition,  the  proposed  model  belongs 
to the category of continuous retargeting. By defining a 
resizing space that combines multiple resizing operators, 
Rubinstein et al. [34] presented a retargeting algorithm focus- 
ing on searching the optimal path in the resizing space. The 
searching process can be viewed as optimizing an objective 
function that measures the similarity between the source and 
the target images. Wang et al. [23] introduced a scale-and- 
stretch warping algorithm that allows resizing images into 
different aspect ratios while preserving visually prominent fea- 
tures. The algorithm iteratively computes optimal local scaling 
factors for each local region and updates the warped image 
that can maximally match these scaling factors. Furthermore, 
Wang et al. [38] proposed to combine cropping and wrap-  
ping operators for video retargeting. The cropping process 
removes temporally recurring contents and the warping utilizes 
available homogeneous regions to mask deformations while 
preserving motion. Zhang et al. [35] proposed a content-aware 
dynamic video retargeting algorithm. A pixel-level shrink- 
able map is constructed that indicates both the importance     
of each pixel and its continuity, based on which a scaling 
function calculates the new pixel location of the retargeted 
video. Panozzo et al. [36] proposed to retarget an image in  
the space of axis-aligned deformations. Such a deformation 
space excludes local rotations, avoids harmful visual distor- 
tions, and can be parameterized in 1-D. Krähenbühl et al. [37] 
developed a content-aware interactive video retargeting sys- 
tem. The system combines key frame-based constraint editing 
with numerous automatic algorithms for video analysis, which 
gives content producers higher-level intervention in the retar- 
geting process. Furthermore, Vaquero et al.’s [44] survey 
article reviewed and grouped the content-aware image retar- 
geting algorithms into several categories: content-aware photo 
cropping, seam carving (SC), etc. Interested readers can refer 
to this survey for a comprehensive overview of the previous 
content-based retargeting techniques. 
To integrate high-order spatial interactions of image patches 
for photo esthetic evaluation, Zhang et al. [30] introduced 
graphlets and further designed a probabilistic model to trans- 
fer them from the training photos into the cropped photo. 
However, graphlets do not reflect photo semantics or photo 
global spatial configurations, which are essential cues to be 
exploited in a cropping model. Besides, graphlets extracted 
from each photo are unselectively transferred from the train- 
ing photos into the cropped one, while graphlets along the 
human gaze shifting path are much more important in captur- 
ing photo esthetics thus should be selected for esthetic feature 
transfers. Furthermore, Zhang et al. [31] proposed a weakly 
supervised segmentation algorithm by formulating high-order 
structural potentials among superpixels into graphlets.  The 
key is a manifold embedding method [41] to transfer seman- 
tics of image-level labels into different regions in an image, 
which  motivates  a  semantics  transferring  module  in  photo 
 . . 
Mh
 
 
retargeting. The objective function of the embedding in [31] 
and that in our retargeting model is similar, whereas their solu- 
tions are completely different. The former is solved directly 
based on the coordination propagation algorithm proposed by 
Xiang et al. [32], while the latter is solved by the online 
updating scheme proposed by us. 
Recently, Castillo et al. [33] evaluated the impact of photo 
retargeting on human fixations, by experimenting on the 
RetargetMe data set [19]. The authors observed that: 1) even 
strong artifacts in the retargeted photo cannot influence human 
gaze shifting if they are distributed outside the regions of inter- 
est; 2) removing contents in photo retargeting might change  
its semantics, which influences human perception of photo 
esthetics accordingly; and 3) employing  eye-tracking  data 
can more accurately reflect the regions of interest, which 
might be helpful for photo retargeting. Consistent with [33], 
our experiments also show that human gaze shifting paths    
can substantially increase retargeting performance. Since it    
is impractical to use  human  data  for  real-world  retarget-  
ing tasks, our method aims to generate AGPs to mimick 
human gaze shifting, where experimental  results  show  a  
high degree of consistency (over  90%)  of  our  AGP  and  
real human  gaze  shifting  path.  Yang  et  al.  [50]  proposed  
a semi-supervised batch mode multiclass learning algorithm 
for visual concept recognition, which exploits the whole  
active pool to evaluate the data uncertainty. Yang et al. [51] 
built upon the assumption that different-related tasks share 
common structures. Multiple feature selection functions of dif- 
ferent tasks are simultaneously learned in a joint framework, 
which enables the algorithm to utilize the common knowledge 
of multiple tasks as supplementary information to facilitate 
decision-making. 
 
III. GRAPHLETS ON THE SEMANTIC SPACE 
A. Graphlets Onto Manifold 
There are usually tens to hundreds of local components in a 
photo. Among these components, a few spatially adjacent ones 
 
 
Fig. 1. Left: example graphlet. Right: preserving the three pairwise graphlets’ 
distances implicitly keeps the global spatial  layout. 
 
 
Fig. 2. Example illustrating the high correlation between a graphlet and its 
spatially neighboring ones. The three graphlets share the “baby”   region. 
 
 
where Mc is a t ×9-sized matrix and each row is the 9-D color 
moment [21] from a segmented region; Mt is a t × 128-sized 
matrix and each row is a 128-D HOG [8] from a segmented 
region; and Ms is a t × t-sized adjacency matrix representing 
the structure of graphlet  G. 
It can be observed that spatially neighboring graphlets in     
a photo are partially overlapping. As shown in Fig. 2, the  
three spatially neighboring graphlets share the region of the 
baby. This brings the property of local preservation, which 
indicates that a graphlet and its spatially neighboring ones    
are highly correlated. Therefore, it is beneficial to exploit the 
local structure among graphlets when projecting them onto  
the semantic space. That is, each matrix can be deemed as a 
point on manifold [26] and the Golub–Werman distance [24] 
between identical-sized matrices is 
.. .. 
o
 
along with their correlations determine the local composition 
of a photo and reflect regional esthetics in a photo [47] and  
are thus important in the retargeting process. To capture an 
arbitrary spatial structure among image components, as shown 
in Fig. 1, we define a graphlet   as 
dGW
.
M, Mr
. 
= 
..
Mo − Mr ..2 (3) 
where Mo and Mr denote the orthonormal basis of M and Mr, 
o 
respectively. 
G = (V, E) (1) 
where V is a set of vertices, each representing an image com- 
ponent, and E is a set of edges, each connecting pairwise 
spatially adjacent image components. The components are 
generated using the unsupervised fuzzy clustering-based image 
B. Semantics-Encoded Graphlet Embedding 
Based on the matrix representation, a manifold embedding is 
derived to project graphlets onto the low-dimensional semantic 
space. The semantic space is constructed based on the seman- 
tics of training images, e.g., the four labels in Fig. 2. The 
objective function of the embedding is given   as 
segmentation [25], because the tolerance bound is  convenient arg minY     
... ..2
ls(i, j) − 
...
 
..2
ld(i.j) 
to tune. We call a graphlet with t vertices a t-sized graphlet. 
Practically,  only  small-sized  graphlets  (t  ≤  5)  are adopted 
..yi − yj.. 
ij z 
Encode  image 
..yi − yj.. 
ij 
level 
¸
se
¸
mantics  into  graphlets    
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since  the  number  of  graphlets  in  a  photo  is exponentially 
− 
i , Mj 
. 
− dE
.  
i , yj 
..
 
increasing with their size. 
. . 
+ dGW yh     h 
Given a t-sized graphlet G, we can represent it by a t × (t + 
128 + 9)-sized matrix M, that is 
M = [Mc, Mt, Ms] (2) 
h ij 
z  
Preserve  global  spati
¸
al
¸
layout  into  graphlets  
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s.t.  YYT  = Id (4) 
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term in (4) can be rewritten  as 
arg minY 
. ..
dGW
.
Mh, Mh
. 
− dE
.  
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Fig. 3.    Illustration of calculating ls and ld . N˙ denotes the number of training 
images containing each semantic  object. 
 
 
where Y = [y1, y2,..., yN ], and yh  and yh  are column vec- 
= arg maxY tr
.
Yτ (DGW)YT 
. 
(7) 
where τ(DGW) is a block diagonal matrix with H × H blocks, 
and the hth diagonal block is τ(Dh    ). 
The second term in (4) can be rewritten as 
arg minY 
...
yi − yj
..2
[lw(i, j) − lb(i, j)] .. .. 
i j ij 
tors standing for the d-dimensional representations of the    ith 
and the jth graphlets from the hth photo. The first part adds 
= arg maxY tr
.
YAYT 
.
 (8) 
image-level semantics into graphlets. The second part pre- 
serves all pairwise graphlets’ Golub–Werman distances of a 
photo, which implicitly keeps its global spatial layout, as 
illustrated  on  the  right  of  Fig.  1.  Mh  and Mh, respectively, 
where   A    =    [−e˙T     , IN−1]T W1[−e˙T     , IN−1]  +  · · ·  + 
[IN−1, −e˙T     ]T WN [IN−1, −e˙T     ], and Wi  is an N × N  diag- 
onal matrix whose hth diagonal element is ls(h, i) − ld(h, i). Based  on  (7)  and  (8),  the  objective  function  (4)  can be 
i j 
denote matrices corresponding to the ith and the jth identical- 
sized  graphlets  from  the  hth  photo,  and  dE(·, ·) represents 
reorganized into  
T 
.. 
 
. 
T 
. 
the  Euclidean  distance.  YYT   =  Id  is  a  term  to  uniquely arg maxY  tr
.
Y
.
A + τ(DGW)Y = arg maxY tr YBY 
determine Y. 
Particularly, for the first part of objective function (4), ls(·, 
·) and ld(·, ·) are functions measuring the semantic simi- 
larity and difference between graphlets, respectively. Denoting 
s.t. YYT = Id (9) 
where B = A + τ(DGW) and (9) is solved using the online 
learning algorithm described in Section  VI-A. 
N˙  = [N1, . . . , NC]T ,  where  Ni(i  ∈ [1, C]) is  the  number  of 
photos  from  the  ith  category,  and  c(·) denotes  the  semantic 
labels of the photo from which the graphlet is extracted,   then 
we obtain 
.
c(Gi) ∩ c
.
Gj
..
N˙ 
IV. SPARSITY-CONSTRAINED ACTIVE GRAPHLET PATH 
In a human vision system, only the distinctive sensory 
information is selected for further processing [4]. From this 
perspective, only a few visually/semantically salient graphlets 
within a photo can be perceived by humans [48]. These salient 
ls(i, j) = 
 
ld(i, j) = 
.
c N
c
 
.
c(Gi) ⊕ c
.
Gj
..
N˙ 
.
c N
c
 
(5) 
 
(6) 
graphlets are significantly different from those nonsalient ones, 
either in their appearances or in their semantics. Thus, a 
sparsity-constrained ranking scheme is developed to discover 
salient  graphlets,  by  exploring  color,  texture,  and semantic 
where  the  numerator  of  ls  denotes  the  number  of  pho-   
tos in common categories with the photos where the two 
graphlets are extracted,  the  numerator  of  ld  is  the  num-  
ber of photos in different categories with the photos where   
the two graphlets are extracted, and the denominator rep- 
resents the total number of  photos  in  all  categories  with  
the photos where the two graphlets are extracted. An exam- 
ple  illustrating  ls  and  ld   is  given  in  Fig.  3,  in  this    case 
ls(G, Gr) = (100 + 63 + 45/100 + 63 + ·· ·  + 96) = 0.4078 
and ld(G, Gr) = (43 + 21 + 23 + 41/100 + 63 + ···  + 96) = 
0.251. 
channels collaboratively. 
Let X1, X2, and X3 be  the  three  feature  matrices  in  
color, texture, and semantic channels, respectively, where the 
columns in different matrices with the same index corre-  
spond to the same graphlet. The size of each Xi is di × N, 
where di is the feature dimension and N is the number of 
graphlets. Then, the task is to find a weighting function to 
each graphlet: S(Gi) ∈ [0, 1] by integrating the three feature 
matrices X1, X2, and X3. 
Based on the theory of visual perception [11], there are usu- 
ally strong correlation among the nonsalient regions in a photo. 
Denote  Dh as  an  N  × N   matrix  whose  ijth  entry   is 
dGW(M
h, Mh), i.e., the Golub–Werman distance between  the 
That is to say, the nonsalient graphlets can be self-represented. 
This analysis suggests that feature matrix X (X can be any one 
i j 
ith  and  the  jth  identical-sized  graphlets  extracted  from the 
hth  photo.  Then,  the  inner  product  matrix  is  obtained  by 
of matrices X1, X2, and X3) can be decomposed into a salient 
part and a nonsalient part, that  is 
τ(Dh   )  =  −RN Sh   RN /2,  where   (Sh )ij   =  (Dh   )2 ; 
GW h   GW h T GW GW  ij X = XZ0 + E0 (10) 
RNh   =  INh  − e˙Nh ˙eNh /N  is  the  centralization  matrix;  INh  is Nh 
an Nh × Nh  identity matrix and e˙Nh  = [1, . . . , 1]   ∈ R   ; and where  XZ0  denotes  the  nonsalient  part  that  can  be recon- 
Nh is the number of graphlets from the hth photo. The first structed by itself, Z0  denotes the reconstruction   coefficients, 
2 
 i=1 i 
∗ 
j 
0 
∗ 
∗ 
. 
0 
E∗ 
. 
and E0 is the remaining part corresponding to the salient 
targets. 
Without a constraint, there are an infinite number of pos- 
sible decompositions with respect to Z0 and E0. Toward a 
unique solution that indicates those salient graphlets, we need 
Algorithm 1 Inextact ALM-Based Solution of  (14) 
 
 
input: Data matrices {Xi}, parameter  λ; 
output: The optimal solution E∗; 
 
 
while not converged  do 
1) Fix the others and update J1, J2, J3 by: 
1 1 Wi     2 
some criteria for characterizing matrices Z0  and E0. Aiming  
at this, two observations are made. On the one hand, moti- 
Ji = arg minJ μ ||J||∗ + 2 ||Ji − (Zi + μ )||F. 
2) Fix the others and update Z1, Z2, Z3 by: T vated  by  many  approaches  in  computer  vision,  we assume Zi = M(XT i i Xi Yi−Wi i 
i (X − E ) + J + μ ) 
that only a small fraction of graphlets are salient, i.e., matrix 
E0  is sparse. The connection between sparsity and saliency    
is also consistent with the fact that only a small subset of 
sensory information is selected for further processing in a 
human vision system. On the other hand, the strong correlation 
among the background graphlets suggests that matrix Z0 is 
with low rankness. Based on the above analysis, we can infer 
the salient graphlets by adding a sparsity and low-rankness 
constraint to (10), thereby the graphlet saliency detection can 
be formulated as a low-rank representation [20]   problem 
min ||Z0|| + λ||E0||2,1,  s.t. X = XZ0 + E0 (11) 
Z0,E0 
where || · ||∗ denotes the matrix nuclear norm that is a convex 
where M = (I + 
.3     XT Xi)
−1. 
3) Fix the others and update E = [E1; E2; E3]  by 
E = arg minE 
λ ||E||2,1 + 
1 ||E − G 2 , 
μ 2 ||F 
where G is formed by vertically concatenating the   matrices 
Xi − XiZi + (Yi/μ), i = 1, 2, 3 together along column. 
4) Update the multipliers 
Yi = Yi + μ(Xi − XiZi − Ei); Wi = Wi + μ(Zi − Ji); 
5) Update the parameter μ by 
μ = min(ρμ, 1010) 
where the parameter ρ controls the convergence speed. It is 
set as ρ = 1.1 in all experiments. 
6) Check the convergence condition: Xi − XiZi − Ei → 0  and 
Z − Ji → 0, i = 1, 2, 3; 
end while  
relaxation of the rank function, parameter λ > 0 is used to Let {E∗, E∗, E∗  be the optimal solution to (14), to obtain 
balance the effects of the two parts, and || · ||2,1 is the l2,1 1 2 a salienc   s 3} graphlet , we quantify the response   of 
y   core for Gi 
norm defined as the sum of the l2,1  norms of the columns   of 
a matrix 
, 
the sparse matrices as  follows: 
3 
. 
||E0||2,1 = 
.    .
(E0( j, i))
2. (12) 
i j 
S(Gi) = 
j=1 
||E∗(:, i)||2 (15) 
It is noticeable that the minimization of the l2,1 norm encour- 
ages the columns of E0 to be zero. It fits well to our saliency 
detection problem. For a column corresponding to the ith 
graphlet Gi, a larger magnitude implies that the corresponding 
graphlet is more salient in drawing the attention of human eye. 
Let E∗ be the optimal solution (with respect to E0) to (10). To 
obtain the saliency value of graphlet Gi, we quantify the 
where ||Ej (:, i)||2 denotes the l2 norm of the ith column of  
Ej . A larger score of S(Gi) means that graphlet Gi has  a 
higher probability to be salient. The details of solving (14) 
are described as follows. 
Problem (14) is convex and can be optimized efficiently. We 
first convert it into the following equivalent  problem: 
3 
response of the sparse  matrix 
, 
minJi,Zi,Ei ||Ji||∗ + λ||E||2,1 
i=1 
S(Gi) = 
..
E∗(:, i)
..   
= 
..
E∗( j, i)
.2 
(13) s.t.  X = X Z + E , Z = J . (16) 
.. 
0
 ..
2 0
 
i i   i i i i 
i 
where ||E∗(:, i)||2  denotes the l2  norm of the ith column  of 
This problem can be solved with the ALM method which 
minimizes an augmented Lagrange function 
0(:, i). A larger score of S(Gi) means that graphlet Gi has a 
higher probability to be  salient. 
The  objective  function  (10)  calculates  the  saliency  of a 
L = λ||E||2,1 
3 
.. + 
 
Ji|| 
 
+ (Y , X − X Z − E ) 
graphlet based on one type of visual feature, which is sub- 
optimal  since  multiple  visual  features  determine     graphlet 
|| ∗ 
i=1 
i i i   i i 
μ 2 
saliency collaboratively. To combine together visual features in 
color, texture, and semantic channels, we extend the objective 
function (8) into a multimodal  version 
3 
+ (Wi, Zi − Ji)+ 
2 
||Xi − XiZi − Ei||F 
μ 2 
. 
+ 
2 
||Zi − Ji||F (17) 
where Y1, Y2, Y3 and W1, W2, W3 are the Lagrange multi- 
pliers and  μ > 0 is a penalty  parameter.  The  inexact  ALM 
min 
Z1,Z2,Z3 
||Zi||∗ + λ||E||2,1, s.t. Xi = XiZi + Ei (14) method, also called the alternating direction method, is    illus- 
E1,E2,E3 i=1 
where E = [E1; E2; E3] is formed by vertically concatenating 
E1, E2, and E3 together along the column. The integration of 
multiple features is seamlessly performed by minimizing the 
l2,1  norm of E. That is, we enforce the columns of E1, E2,   
and E3  to have jointly consistent magnitude  values. 
trated in Algorithm 1. Note that the subproblems of the 
algorithm are convex and they have close-form solution. Step 1 
is solved via the singular value thresholding operator [9], 
whereas step 3 is solved via  [20]. 
By summarizing the above discussion, the proposed 
sparsity-constrained  salient  graphlet  selection  is    presented 
 = 
¯ h     i = 
Y 
 
 
Algorithm 2 Sparsity-Constrained Graphlets  Discovery 
input: Graphlets from a labeled photo; the number of selected 
graphlets in a photo:  K; 
into equal-sized grids,1 and the horizontal weight of grid φ is 
calculated as 
output: A number of graphlets ranked by their saliency   values; wh(φ) max h h {p(y|θ), p(e|η)} (20) 
1) Compute the feature matrices {X1, X2, X3} in color, texture, 
and semantic channels (by manifold embedding in (9)) to 
describe each graphlet; 
2) Obtain the sparsity matrices {E1, E2, E3} in color, texture, 
y∩φ /=∅,e∩φ /=∅ 
where y ∩ φh /=∅ denotes graphlet y is horizontally 
overlap- ping with grid φ, and e ∩ φh /= ∅ means directed 
edge  e is 
and semantic channels respectively, by solving the objective 
function (14); 
3) Compute the graphlet saliency based on (15), and the K    top- 
horizontally overlapping with grid φ. 
The vertical weight of grid φ is computed  as 
ranked graphlets are deemed as the salient   ones. wv(φ) = max 
y∩φv/=∅,e∩φv/=∅ 
{p(y|θ), p(e|η)}. (21) 
 
in Algorithm 2. To mimick the human gaze shifting process, 
we link the K  discovered graphlets into a path, termed   AGP. 
 
V. PROBABILISTIC RETARGETING FRAMEWORK 
After calculating the horizontal (respectively vertical) 
weight of each grid, a normalization operation is carried out  
to make them sum to one, that   is 
w (φ ) 
wh(φi) 
. (22) . 
w (φ ) 
i     h     i 
Due to the subjectivity of photo esthetic assessment, peo- 
ple with different backgrounds/experiences might bias for 
retargeted photos with certain styles. To reduce such bias in  
the retargeted photos, it is necessary to exploit the esthetic 
experiences of multiple users. To make the retargeted photo 
unbiased, we study the esthetic experience of professional pho- 
tographers. As a widely used statistic tool, Gaussian mixture 
models (GMMs) have been shown to be effective for learning 
the distribution of a set of data. In this paper, GMMs are used 
to uncover the structure of AGPs from all training esthetically 
pleasing photos. The training photos are obtained by googling 
images using the keywords such as “iPhone wallpaper.” For 
each graphlet in the path, we use an L-component GMM to 
learn its distribution 
L 
p(y|θ) = 
. 
αlN(y|πl, Xl) (18) 
l=1 
where   y   denotes   a   post-embedding   graphlet   and   θ  = 
{αl, πl, Xl} are the GMM parameters. 
In  addition  to  the  graphlets,  the  directed-edges  of     the 
path determine the spatial displacement between graphlets, 
which can also be leveraged in the retargeting model. For      
all the directed edges in the training AGPs, we construct an Lr-
component GMM to model its distribution  as 
Given the size of the retargeted photo W × H, the horizontal 
dimension  of  the  ith  grid  is  shrunk  to  [W · w¯ h(φi)],  and  the 
vertical  one  of  the  ith  grid  is  shrunk  to  [H · w¯ v(φi)],  where 
[·] rounds a real number to the nearest integer. Grids covered 
by the rowing boat and the watermen are semantically   signif- 
icant, and are thus preserved in the retargeted photo without 
scaling. In contrast, grids covered by the tree and sky are less 
semantically important, so they are shrunk in both horizontal 
and vertical directions. 
 
VI. ONLINE RETARGETING MODEL UPDATING 
The performance of our AGP-transfer-based retargeting 
model depends on the training photos. Thus, increasing the 
number of photos is an effective way to boost the retargeting 
performance. Aiming at this, we propose online algorithms  
for incrementally training the two components in our   model: 
1) manifold graphlet embedding and 2) AGP distribution 
learning.2 
 
A. Post-Embedding Graphlet Propagation 
This section develops an incremental algorithm  to calcu- 
late post-embedding graphlets. First, we solve an embedding 
using (9) under graphlets extracted from {I1,..., I(0)} initial 
Lr 
p(e|η) = 
. 
βlN(e|vl, αl) (19) 
photos.  Then,  we  solve  a  new  embedding  under graphlets 
extracted from {I1,..., I(0),..., I(1)} photos, wherein the 
objective function is given as  follows: 
l=1 . 
T 
. 
where e is the concatenated 2-D vectors denoting the length arg maxY(1)  tr Y(1)B(1)
.
Y(1)
.
 
and horizontal angle of all directed-edges in an AGP; and η = (1) (0) 
{βl, vl, αl} are the GMM parameters. In our  implementation, s.t.  yi   = yi  , i ∈ {1,..., P} (23) 
we set L = Lr = 5, and the AGP length is fixed to 5 as well. In where  Y(1) =  [YL, YU]  ∈ Rd×H (1) , y , . . . ,  y is 
our model, the two GMMs in (18) and (19) are   incrementally L   = { 1 P} 
the embedding  calculated from {I1,..., I(0)} initial  photos, 
learned as detailed in Section  VI-B. and YU = {yP   1,..., y  } is the new embedding obtained by 
After learning the two GMM priors, we shrink a   test photo 
+ Q
 
to make its AGP most similar to those from the training pho- 
tos. That is, given an AGP of a test photo, we calculate the 
probability of each of its graphlets and that of the directed 
edges. To avoid the triangle mesh as a control mesh in shrink- 
ing, which may result in distortions in triangle orientations, we 
use grid-based shrinking. Particularly, we decompose a  photo 
graphlets from dynamically increased set of photos; B(1) is the 
matrix constructed from the combination of initial and   an 
1Grid size is a user-tuned parameter and we set it to 20×20 (retargeted pho- 
tos under different grid sizes are compared and reported in the experimental 
section). 
2The proposed sparsity-constrained graphlet discovery can inherently han- 
dle the increased set of photos, as there is not a training stage. 
 L 
π 
N α + N 
j k 
increasing number of photos, and it can be divided into four 
blocks as 
Algorithm 3 Perceptually Guided Photo  Retargeting 
 
 
// Training stage: 
B(1) = 
. 
BLL BLU 
. 
. (24) 
Input: A set of training photos {I1, I2, ··· , IR}, and the number 
of selected graphlets  K; 
BUL  BUU 
Denote d as the dimensionality of the post-embedding 
graphlet, the problem in (23) can be decomposed into d 
subproblems. Each subproblem is a quadratic problem with 
linear  constraints  that  can  be  iteratively  solved.  Let  Yi  = 
[ fi(1),..., fi(d)] ∈ Rd, i = {1,..., P}, we can reorganize (23) 
into 
⎧ 
arg maxX(1) tr
.
X(1)B(1)X(1)T 
.   
s.t. xi(1) = fi(1) 
Output: The graphlet embedding model, the two online learned 
GMM priors; 
1) Extract graphlets from each training photo; learn the embedding 
model and project them onto the semantic space using    (4); 
2) Construct an AGP for each training photo using Alg.    2; 
3) Online Learn the two GMMs based on Sec   6.2. 
// Test stage: 
Input: The graphlet embedding model, the two learned GMMs, 
the size of retargeted photo H × W, and a test photo    Itest; 
Output: The retargeted photo It
r
est; ⎨ 
.. 
... (25) 
⎪⎩ 
arg maxX(d) tr
.
X(d)B(1)X(d)T 
.   
s.t. xi(d) = fi(d) 
where i ∈ {1,..., P} and X(i) is a Q-dimensional row feature 
vector to be solved. 
Since each subproblem in (25) has the same form, we can 
simplify it into 
1) Extract graphlets from Itest, project them onto the semantic 
space using the learned embedding model, and construct the 
active graphlet path; 
2) Shrink Itest  to W × H  size using (20) and  (21).  
 
components, wherein θ(I(1)) means that the post-embedding 
graphlets from I(1) photos are modeled by GMM. The    com- 
arg maxX tr
.
XB(1)XT 
.   
s.t.  xi = fi. (26) 
Converting the hard constraints in (23) into soft constraints 
and introducing a prediction term, we have the following 
regularization representation: 
ponent number Lrr is computed using Bayesian information 
criterion [15], that  is 
Lrr = −2 ∗ log p¯ (y|θ) + [L(d + 1)(d + 2)/2] ∗ logN(1) 
(30) 
P 
arg maxX     XB
(1)XT + μ1 
.
(xi − fi)2 + μ2 
i=1 
Q 
. 
(xi − gi)2. 
i=P+1 
(27) 
where p¯ (y|θ) is the averaged probabilities of all new graphlets 
predicted using (18), [·] maps a real number to the smallest 
following integer, and d  reduces the dimensionality of    post- 
embedding graphlets. Then, we use Bregman divergence [3] to 
By differentiating the objective function (27) with respect  
to XU  and setting the derivative to 0, we   obtain 
find a component-to-component match between GMMs θ(I(0)) 
and θ(I(1)). If the kth and the jth components from GMM 
(I − BUU)XU BULXL μ2gU 
θ(I(0)) and θ(I(1)) match, then a new component θ(I(0)+(1)) 
is generated by merging them, that  is 
XU  = 1 + μ2 
− 
1 + μ2 
+ 
1 + μ2 
(28)  
N(0)α N(1) 
where XU  denotes 1-D of the post-embedding graphlets  from αnew = 
   j +  
N(0) + N(1) 
(31) 
an  increasing  number  of  photos.  Thus,  we  can  update XU N(0)α π N(1)π 
based on the following equation: 
(t) 
  j   j + k 
new = (0) (1) 
j 
(32) 
X
(t+1) (I − BUU)XU BULXL  μ2gU  (29) N(0)αjXj + N(1)Xk 
U = 1 + μ2 
− 
1 + μ2  
+ 
1 + μ2 Xnew = 
 
 
N(0)αj + N(1) 
where the iteration is carried out repeatedly until XU  becomes 
stable.  To   obtain  a  d-dimensional  embedding  of  XU,   the 
N(0)αjπjπ T + + N
(1)πkπ T ππ T (33) 
iterative algorithm is carried out d times, and we  finally  
obtain the low-dimensional representation of graphlets Y(1) = 
[X(1),..., X(d)]T from this incremental embedding step. In 
the next incremental embedding, we solve the new embedding 
Y(2) from { I1 ,... ,  I(1),...,  I(2)} photos, where {I(1),..., I(2)} 
denote the increasing number of photos in this round, and  the 
embedding process is the same as  before. 
 
B. Online AGP Distribution Learning 
In this section, we incrementally learn the AGP distributions 
for the probabilistic retargeting framework.3  First, given    the 
post-embedding graphlets obtained from an increasing num- 
ber of photos {I(0),..., I(1)}, we learn a GMM θ(I(1)) with Lrr 
3Online learning the distribution of AGPs’ directed edges is similar to that 
of their graphlets. Thus, we omit   it. 
N(0)αj + N(1) 
− 
where N(0) and N(1) denote the number of graphlets extracted 
from I(0) and I(1) photos, respectively. 
Finally, for all the unmatched components in GMM θ(I(0)) 
and θ(I(1)), we assign them to GMM θ(I(0)+(1)) by normaliz- 
ing the GMM component weights to make them sum to one. 
When newly increased photos I(2) arrive, their AGPs encoding 
process is the same as for I(1)  photos. 
By summarizing the discussions from Sections II to VI, the 
procedure of the method is presented in Algorithm   3. 
 
VII. EXPERIMENTAL RESULTS AND ANALYSIS 
This section justifies the effectiveness of the proposed 
perception-based photo retargeting. First, we compare the pro- 
posed method (PM) with state-of-the-art retargeting    models. 
  
A step-by-step evaluation of each component of the PM is 
presented subsequently. The last experiment evaluates the 
influence of parameter settings on the proposed approach. Due 
to the space limitation, in the supplementary material, we 
compare our AGP with prominent saliency models in describ- 
ing photo esthetics and present photos retargeted using the 
saliency map generated by our approach. Besides, based on 
the eye-tracking experiment, we make a quantitative compari- 
son between the proposed AGP with human gaze shifting path. 
Furthermore, we present all the 80 retargeted photos from the 
RetargetMe data set [19]. 
We select 5014 highly esthetic photos from the AVA data  
set [14]. AVA contains a total number of 25 000 highly and 
lowly ranked photos, each associating with two semantic tags. 
Besides, the test photos we used are from the widely used 
RetargetMe [19] data set, where the semantic tags of each 
photo are specified manually. 
All experiments were carried out on a personal computer 
equipped with an Intel E8500 CPU and 4 GB RAM. The 
algorithm was implemented on the MATLAB 2011  platform. 
 
A. Comparative Study 
The proposed AGP not only captures photo esthetics, but it 
can also be integrated into a probabilistic model for photo 
retargeting. Fig. 4 compares the PM against several repre- 
sentative state-of-the-art approaches, including three cropping 
methods: 1) omni-range context-based cropping (OCBC)  [5]; 
2) probabilistic  graphlet-based  cropping  (PGC)  [30];    and 
3) describable attribute for photo cropping (DAPC) [7], and 
five content-aware retargeting methods: 1) SC [1] and its 
improved version (ISC) [18]; 2) OSS [23]; 3) SMP [10];    and 
4) the overlapping between our proposed patch-based wrap- 
ping (PW) [13]. We notice that current mobile phone screens 
can be either horizonal, e.g., Blackberry phones and Nokia E 
series, or vertical, such as iPhone and Android phones.  Thus, 
two resolutions of the resulting photos are applied: 640 × 480 
and 640 × 960.4 
In order to make the evaluation comprehensive, we adopt  a 
paired comparison-based user study to evaluate the effective- 
ness of the proposed retargeting method. This strategy was also 
used in [30] to evaluate the quality of a cropped photo. In the 
paired comparison, each subject is presented with a pair of 
retargeted photos from two different approaches and required 
to indicate a preference as of which one they would choose   
for a phone wallpaper. In our user study, the participants are 
40 amateur/professional photographers. 
As the comparative results shown in Figs. 4 and 5, we can 
make the following conclusions. 
1) Compared with the three content-aware retargeting 
methods, our approach preserves the semantically impor- 
tant objects in the original photo well, such as the barrels 
from the first photo, the wheels from the second photo, 
and the boat and the central building, respectively, from 
the third and the fourth photos. In contrast, the compared 
 
4After simple uniform scaling (supported by many mobile phones), screen 
resolution such as 480×320 or 320×480 can also fit a 640×480 or 640×960 
wallpaper. 
 
 
Fig. 4. Comparison of our approach with well-known photo retargeting 
methods. For each set of resulting photos, those from the top row are with 
resolution  640 × 480  and  those  from  the  bottom  row  are  with resolution 
640 × 960. 
 
 
retargeting methods may shrink the semantically impor- 
tant objects, such as the bicycle wheels (PW), the boat 
(SC, ISC, and PW), the barrels (SMP, SC, and ISC), and 
the bicyclists (SC, ISC, OSS, and SMP). Even worse, 
SC and its variant ISC, as well as OSS may result in 
visual distortions, i.e., the drawing paper and the barrels 
from the first photo, and the central building from the 
last photo. 
2) Although cropping methods preserve important regions 
without visual distortions, they abandon regions that are 
less visually salient but still reflect the global spatial lay- 
out. For example, those lagging bikers from the second 
photo, the horses from the third one, and the left/right 
buildings from the last  photo. 
3) As the four preference matrices shown in Fig. 5, the  
user study demonstrates that our method     outperforms 
its competitors on the resulting photos of 640 × 960.5 It 
is observed that, when the resulting photos appear with- 
out distortion, the content-aware retargeting outperforms 
the cropping technique, and vice versa. On all the four 
photos, our approach produces nondistorted photos and 
the semantically significant objects are well preserved. 
Thus, the best resulting photos are consistently achieved 
by our approach. 
To compare the time consumption of our approach with the 
other retargeting methods, we fix the original photo size to 
1600 × 1200 and report the time consumption of retargeting it 
to different resolutions.6  As shown in Table  I, the   efficiency 
of the proposed approach is competitive, especially when the 
resulting photo size is small. This is because our approach is 
based on shrinking grids, and shrinking a grid to different sizes 
requires similar time consumption. In this case, however, more 
 
5User study is carried out on 640 × 960-sized resulting photos because this 
resolution is more challenging, since photos are shrunk to a greater extent. 
6OSS is not included for the comparison of time consumption since the 
executive program used in our experiment is not implemented in MATLAB 
platform. 
  
 
 
Fig. 5.    Preference matrices from the four sets of 640 × 960-sized resulting photos in Fig. 4. Preference matrix of the (a) first sets of retargeted photos, 
(b) second sets of retargeted photos, (c) third sets of retargeted photos, and (d) fourth sets of retargeted photos. 
 
TABLE I 
TIME CONSUMPTION OF THE COMPARED RETARGETING  METHODS 
 
         
          
           
           
          
 
 
Fig. 6.        Comparison of gaze shifting paths from five observers (differently colored) and the proposed AGP. 
 
 
seams are detected by SC and ISC, thus the time consump- 
tion increases much more than our approach. For the cropping 
methods, when the size of a cropped photo is small, there are  
a large number of candidate cropped photos. In particular, the 
testing stage of our approach can be divided into three proce- 
dures: 1) graphlet extraction+embedding; 2) AGP generation; 
and 3) probabilistic photo shrinking. Given the size of the 
retargeted photo 640 × 960, the three steps take 5.34, 2.11, 
and 2.67 s, respectively. 
Theoretically, the AGP proposed in this paper can max- 
imally reconstruct all the graphlets extracted from  a.  This 
idea is consistent with human visual perception mechanism 
that sequentially allocates gazes to a few semantically impor- 
tant regions. To demonstrate the effectiveness of our proposed 
AGP, we compare it with the real human gaze shifting paths 
obtained from the EyeLink II eye tracker. As the examples 
shown in Fig. 6, our AGP can 90% overlap with the real human 
gaze shifting path on  average. 
  
 
 
 
Fig. 7.  Retargeted  photo  produced  by  replacing  one  component  of  the 
PM at a time. The first column: the original image, the second column: 
replacing graphlets with superpixels, the third column: removing the structure 
shrunk in the retargeted photo. Thus, the results are sub- 
optimal as semantically important objects such as the 
barrels, the boat, and the central building should be 
emphasized and thus slightly shrunk. 
2)  As shown in the fifth column in Fig. 7, if we remove   
the global spatial layout term, the retargeted photos are 
sometimes distorted. For example, the linear woods tex- 
ture from the first photo bends unnaturally; the wheels 
from the second photo become unharmoniously  small. 
To   show   the   effectiveness   of    the    third    component, 
we replace the probabilistic retargeting model with a 
probabilistic-SVM-based  one  [17].  That  is,  we  generate   a 
large number  of  candidate  retargeted  photos  by  dividing  
an  original  photo  into  10 × 10  grids  and  then  each  grid  
is half horizontally/vertically shrunk or nonshrunk. Thus, 
210+10 = 1 048 576 candidate retargeted photo are generated 
and their quality is computed as  follows: 
1 
term from graphlets, the fourth column: removing image-level labels from 
the embedding, the fifth column: ignoring the global spatial layout from the 
embedding, the sixth column: replacing the probabilistic retargeting model 
p(I → highly esthetic|I) = 
1 + exp(−f (x)) 
(34) 
with the probabilistic SVM-based one, and the last column: photo retargted 
using the PM. 
 
B. Step-by-Step Model Illustration 
The proposed retargeting framework includes four main 
components: 1) graphlets extraction; 2) manifold graphlet 
embedding; 3) probabilistic retargeting model; and 4) online 
retargeting model updating, which are theoretically indis- 
pensable and inseparable. To empirically demonstrate the 
effectiveness of each step, we replace each component with a 
functionally reduced counterpart and report the corresponding 
retargeting performance. 
To demonstrate the proposed graphlet for retargeting, two 
experimental settings are applied to weaken the descriptive 
power of graphlets. First, we reduce graphlets to superpix-  
els, i.e., one-sized graphlets which capture no spatial inter- 
action of superpixels. Second, we remove the structure term 
Ms from the matrix-form graphlets (i.e., M = [Mc, Mt, Ms]). 
As shown in Fig. 7, compared with our approach, retarget- 
ing using superpixels or nonstructural graphlets both result in 
less esthetic photos. Specifically, some semantically important 
details are missing, such as the right barrel from the first photo, 
the right foremost bicyclist from the second photo, and the left- 
most horses from the third and last photos. This observation 
shows that superpixels are not as effective for the retargeting 
process. 
For the second component of the manifold graphlet embed- 
ding, two visual cues: 1) image-level semantics and 2) photo 
global spatial layout, are incorporated into the embedding.    
To evaluate the contributions of each cue, two experimental 
settings are used accordingly. First, we transform the super- 
vised embedding into an unsupervised one, i.e., removing the 
image-level label integration term in (4). Then, we remove the 
global spatial layout term in (4). Based on the retargeted pho- 
tos shown in the fourth and the fifth columns, we make the 
following observations. 
1) As shown in the fourth column in Fig. 7, by ignor-      
ing image-level semantics, the main objects are    evenly 
where f (x) is the linear function of SVM, and x is the con- 
catenated global color moment and HOG (137-D) from each 
candidate retargeted photo. As can be seen from the sixth col- 
umn in Fig. 7, retargeting based on the probabilistic SVM 
performs worse than our approach. The semantically impor- 
tant objects, such as the  barrels  and  bicyclists,  are  shrunk 
too much. Even worse, enumeratively evaluating all candidate 
retargeted photos is computationally heavy and consumes too 
much main memory. It takes more than one hour and more 
than 1 GB main memory to retarget a photo,7 while the pro- 
posed approach consumes less than 15 s and 200 MB main 
memory. 
Third, we evaluate the effectiveness of the online model 
updating component. Particularly, we select for training the 
first 20% highly esthetic photos (5014 photos ranked by their 
IDs) from the AVA [14] data set, and then incrementally 
incorporate 20% of the photos from the remaining highly 
esthetics training photos into the retargeting model. As shown 
in Fig. 8, the proposed online learning scheme is efficient     
for dynamically incorporating photos. And the retargeted pho- 
tos are constantly improved when more training photos are 
incorporated. 
Besides the three components, we conduct an experiment to 
compare retargeting results based on AGP and a real human 
gaze shifting path. Particularly, we link the image segmented 
regions along the human gaze shifting path and compare it 
with our AGP. As shown in Fig. 9, the retargeted  photos 
based on our approach are similar  to  those  based  on  the 
real human gaze shifting paths. We further carry out a user 
study as described in Fig. 5, where volunteers vote nearly 
equally on different retargeting results. This demonstrates that 
our AGP performs similarly to the real human gaze shifting 
paths. Furthermore, as shown in Fig. 9, different persons have 
different gaze shifting paths, which make the    corresponding 
 
7As there are more than 100 000 candidate retargeted photos, it is impos- 
sible to store all of them in the main memory. In our implementation, the 
candidates are processed in a batch mode, wherein only 1000 candidate 
retargeted photos are evaluated each  time. 
  
  
 
Fig. 8. Photos retargeted by incrementally incorporating 20%, 40%, 60%, 
80%, and 100% training photos (from left to right). The red text denotes the 
training time consumption in  seconds. 
 
 
Fig. 9. Photos retargeted based on the proposed AGP (PM) and human gaze 
shifting paths from five different  viewers. 
cropped photos slightly different. Comparatively, our approach 
can always output a same retargeted photo and it is fully auto- 
matically, which can be conveniently applied to large-scale 
photo retargeting. 
Last but not least, we conduct photo retargeting when 
replacing the L-component GMM by a Gaussian distribution,  
a probabilistic SVM output, and a linear regression respec- 
tively. As shown in Fig. 10, when predicting the probability of 
an AGP using one of the three learners, the retargeted photo   
is less satisfactory than those that are based on GMM. The 
reason is that compared with the other three learners, GMM 
can better model the distribution of post-embedding graphlets. 
Note that if we replace GMM by a more complicated model, 
we may expect certain improvement in performance, yet such 
models usually contain many parameters which are not trivial 
to tune. 
 
C. Influence of Parameter Settings 
This experiment evaluates the influence of important param- 
eters on a specific photo: the number of selected graphlets K, 
the grid size B × B, the dimensionality of the post-embedding 
graphlets d, and the regularization parameter  μ. 
Fig. 10. Photos retargeted when replacing GMM to Gaussian distribution, 
probabilistic SVM output, and linear regression,  respectively. 
 
 
Fig. 11. Retargeted photos under different parameter settings. (a) Resulting 
photos by varying the selected graphlets #. (b) Resulting photos under different 
dimen. of post-embed. graphlets. (c) Resulting photos by varying the grid size. 
(d) Resulting photos by varying the Gaussian component number   L. 
 
Retargeting results under different parameter settings are 
shown in Fig. 11. First, we present the retargeted  photos  
when a different number of graphlets are selected. As seen,  
by increasing the number of selected graphlets K from 1 to 4, 
the semantically significant objects, such as the barrels and the 
drawing board, are better preserved in the retargeted photo. 
For K > 4, however, the resulting photo remains almost 
unchanged. Thereby,  we set K  = 4 for this photo. Second,   
we change the grid size B × B and display the corresponding 
retargeted photo. As seen, when the gird size is set to 5×5 and 
10 × 10, respectively, the resulting photos are both distorted. 
This observation is consistent with many grid/triangular-based 
retargeting models. When the grid size is larger than 20 × 20, 
the distortion disappears but the left barrel becomes dishar- 
monically large. Thus, we set the gird size to 20×20. Third, we 
retarget a photo using different dimensional   post-embedding 
graphlets and observe that larger dimensionality means more 
semantically important regions are retained in the retargeted 
photo. Thus, for this photo, we set the dimensionality d to 40. 
Last but not least, we report the retargeting results by tun-    
ing the number of Gaussian components L. As can be seen, 
  
the two barrels are visually harmonious when L is 5 or 7. 
Therefore, we set it to 7 in our   experiment. 
 
VIII. CONCLUSION 
Photo retargeting is  a  useful  technique  in  computer 
vision [27], [40] and multimedia [28], [29], [43]. In this  
paper, a new retargeting method has been proposed to shrink  
a photo by simulating the process of humans who sequen- 
tially perceive semantics of a photo. Particularly, an AGP is 
constructed to mimick the process of humans while actively 
looking at visually semantically important components in a 
photo. Furthermore, we have also proposed a probabilistic 
model to maximally transfer the paths from a training set of 
esthetically pleasing photos into the retargeted one. Extensive 
comparative experiments demonstrate the effectiveness of our 
approach. 
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