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Studies on the role of fluctuations in signal propagation and on gene regulation in monoclonal
bacterial population have been extensively pursued based on the machinery of two-component sys-
tem. The bacterial two-component system shows noise utilisation through its inherent plasticity.
The fluctuations propagation takes place using the phosphotransfer module and the feedback mech-
anism during gene regulation. To delicately observe the noisy kinetics the generic cascade needs
stochastic investigation at the mRNA and protein levels. To this end, we propose a theoretical
framework to investigate the noisy signal transduction in a generic bifunctional two-component
system. The model shows reliability in information transmission through quantification of several
statistical measures. We further extend our analysis to observe the protein distribution in a popula-
tion of cells. Through numerical simulation, we identify the regime of the kinetic parameter set that
generates a stability switch in the steady state distribution of proteins. The results of our theoretical
analysis show key features of the network. The noise permeation and information propagation in the
autoregulation module is feeble. However, the phosphotransfer module compensates such weakness
and plays a significant role in information transmission. The bimodality due to fluctuations pampers
the emergence of persistence in an isogenic bacterial pool.
I. INTRODUCTION
To deal with fluctuations in biological systems is highly
motivating because nature is fundamentally noisy in na-
ture [1, 8, 35]. The interplay between deterministic and
random processes configures the pool of different biolog-
ical entities along with the adoption of several survival
strategies. Also, the phenotypic heterogeneity brings in
uniqueness to an individual in a population [6]. This
happens not only for differences at the genetic level but
due to the presence of noise in an isogenic population.
Although genetic diversity is decisive in favour of evolu-
tion in the environmental and historical variability, the
phenotypic variety can be ascribed to the randomness, in-
trinsic and extrinsic. Cells, being exposed to the diverse
environment, must respond to the fluctuating external
signal to control their fate [47].
A two-component system (TCS) is the most ubiqui-
tous and the most compact signal transduction machin-
ery observed in bacteria and in some plants and fungi
[16, 19, 27]. The TCS is a type of phosphotransfer cas-
cade like the MAPK cascade, but differs in the molecu-
lar mechanism [41]. In TCS, only one molecule of ATP
is consumed and gets transferred through the cascade,
whereas in the case of MAPK, at every phosphorylation
step ATP is consumed. The TCS is composed mainly of
two parts: A membrane-bound sensor kinase (SK) pro-
tein, and a cytoplasmic response regulator (RR) protein.
The RR protein, activated by the phosphorylation, acts
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as a transcription factor for downstream genes or facili-
tates another target like flagellar locomotive switch [31].
The simplest and modular TCS, which are efficiently
present in the broad spectrum of efficacy, overtake pop-
ularity than other signal transduction motifs due to its
inherent plasticity in noise regulation. Earlier studies on
functionality of the SK [28, 32, 50], input-output robust-
ness of the phosphotransfer module [2, 39], bistability
due to TCS mediated gene regulation [12, 21, 22], differ-
ent stochastic switching responses [25] and stochasticity
induced active state locking and growth-rate dependent
bistability [49] have been reported. Although most of the
reported TCS have an autoregulatory feature, the know-
how of noisy gene regulation coupled with the TCS sig-
naling pathway has not been explored till date. Within
the purview of single-cell scenario, the effect of fluctua-
tions can not be neglected in the TCS signaling pathway
as fluctuations, whatever may be its source, has a key role
in the gene regulation as well as in the post-translational
modification that is taking place in the noisy cellular en-
vironment [36]. In the present study, our prime interest is
to quantify fluctuations in the TCS that has a feedback
in the form of autoregulation at the operon of the two
proteins, the sensor kinase and the response regulator.
Depending on the nature of fluctuations of the extracel-
lular signal, the signaling cascade must orient itself as to
sense and respond appropriately. To this end, the phos-
phorylated response regulator (RP ) is considered as the
output of the network. Hence, to study the propaga-
tion of noise through the cascade, we need to quantify
the noisy characteristics of RP due to the external sig-
nal, the inducer (I). In this paper, we compute several
experimentally realisable quantities, viz., variance, Fano
factor, etc. We also calculate the information processing
through the network as TCS transmits information of the
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2FIG. 1. (color online) The two-component system. Schematic
diagram of a generic two-component system composed of the
phosphotransfer and the autoregulation module. The red as-
teroid shows external inducer I. The blue sphere stands for
the sensor kinase, S. Similarly, the brown box represents
the response regulator, R. P in orange sphere stands for the
phosphate group. The wavy blue line is for the mRNA gener-
ated from the operon. The solid lines with arrowhead stands
for phosphotranfer kinetics. The dashed lines takes care of
both transcription and subsequent translation. The dotted
line represents the positive feedback on the operon.
alteration of the environment.
In the last section of the paper, we present a population
switch that makes transition from bistable to monostable
state and vice versa. Bistability is a widely observed phe-
nomenon in biochemical networks with sufficient nonlin-
earity [45]. In the case of deterministic systems, with
weak nonlinearity, bistability can not be observed. How-
ever, if one goes for small reaction volume, the gener-
ated stochasticity may induce bistability [3, 10]. Nowa-
days with the increased use of the methods like fluores-
cence microscopy and flow cytometry, one may decipher
the noise induced heterogeneity in a clonal population
[35, 40]. The advantage of a microscopic stochastic study
over the macroscopic deterministic observation is that the
same mathematical construct of a TCS network shows
monostable as well as bistable property depending on
the system size. Bistable switches do not have any clue
of the genetic changes, hence they are epigenetic. Bista-
bility has been observed in E. coli by persister cells and
in B. subtilis through spore formation and cannibalism
[7]. But the mechanism is different for the two species.
The first one happens due to positive autoregulation of
the master gene. In the second one, there exist a pair
of mutual repressors. In the current model, we are in-
terested in the first type, positive autoregulation driven
bistability. To this end, we examine the TCS dynam-
ics using a stochastic approach for a range of parameter
set to observe the transition from unimodal to a bimodal
distribution.
II. THE MODEL
The system, here we are dealing with, is a generic bac-
terial two-component signal transduction machinery that
gets activated by an external stimulus. While activated,
it regulates one or several downstream genes. The full
signal transduction pathway may be divided into two
interconnected modules, the autoregulation module and
the phosphotransfer module. The autoregulation module
is driven by the latter. In the phosphotransfer module,
the external stimulus or the inducer I triggers the au-
tophosphorylation of the membrane-bound sensor kinase
(SK) S at the conserved Histidine residue to produce the
phosphorylated form of S, SP . The phosphate group
is then transferred to the Aspartate domain of the cog-
nate cytoplasmic response regulator (RR) R via a phos-
photransfer mechanism along with the formation of RP .
Once produced RP regulates the binding of RNA poly-
merase to the DNA of several downstream genes. In addi-
tion, it regulates the activity of its operon present in the
autoregulation module (see Fig. 1). The phosphorylated
RR becomes dephosphorylated by the unphosphorylated
SK, thus acting as a phosphatase. The ability of the SK
to act as kinase as well as phosphatase assigns it a bi-
functional characteristic [27, 44] and allows one to place
it in a broad category of functional motifs, the paradox-
ical components [20]. For a bifunctional TCS SK can
thus act as a source and a sink of the phosphate pool.
The relevant kinetics of the full network along with the
kinetic rate parameters are tabulated in Table 1. At this
point it is important to mention that, in certain TCS, the
phosphatase activity of the sensor kinase is absent thus
making the TCS monofunctional [27].
To incorporate fluctuations due to different noise pro-
cesses, we opt for Langevin method and calculate various
physical entities. The extracellular noise comes from the
environmental stimulus I. On the other hand, the gene
regulation and the post-translational modification con-
tribute to the intracellular noise. The Langevin equation
of the inducer can be written as
dI
dt
= ksI − kdII + ξI , (1)
with 〈ξI(t)〉 = 0, 〈ξI(t)ξI(t+ τ)〉 = (ksI + kdI〈I〉)δ(τ) =
2kdI〈I〉δ(τ). Here 〈I〉 is the mean (ensemble average) in-
ducer level at steady state. ξI is the extracellular fluctu-
ations incorporated by the external stimulus. The phos-
photransfer reaction kinetics shown in Table I with the
3associated stochasticity can be expressed as
dSP
dt
= kapI(ST − SP )− kadpSP − kkSP (RT −RP )
−kdpSP + ξSP , (2)
dRP
dt
= kkSP (RT −RP )− kpRP (ST − SP )
−kdpRP + ξRP , (3)
where ST , SP , RT and RP are the pool of total and
phosphorylated form of S and R respectively. We note
that while writing Eqs. (2-3) we consider simple bimolec-
ular kinetics instead of Michaelis-Menten kinetics. This
is a valid approximation as long as the Michaelis-Menten
complex are low in concentration. Also, consideration of
bimolecular kinetics makes our subsequent analytical cal-
culation tractable. As a result, S(t) +SP (t) = ST (t) and
R(t) + RP (t) = RT (t), which we have used while writ-
ing Eqs. (2-3). Here, ST (t) and RT (t) are not constant
quantity, rather they keep on changing with time and
only reach a constant value at steady state for a fixed
value of inducer level. The RP mediated transcription
and the expression kinetics of the two different pools of
proteins (SK and RR) is formulated as follows
dm
dt
= ksmf(RP )− kdmm+ ξm, (4)
dST
dt
= kssm− kdpST + ξST , (5)
dRT
dt
= ksrm− kdpRT + ξRT . (6)
Here f(RP ) = RP /(RP +K), K is the dissociation con-
stant. ξm is the transcriptional noise associated with the
synthesis and degradation of mRNA, m. ξST and ξRT
are translational noise. The additive noise terms ξSP ,
ξRP , ξm, ξST and ξRT take care of fluctuations in the
copy number of SP , RP , m, ST and RT , respectively.
The noise terms are independent and Gaussian dis-
tributed with the statistical properties [4, 9, 17, 23, 28–
30, 33, 42, 43, 48] 〈ξSP (t)〉 = 〈ξRP (t)〉 = 〈ξm(t)〉 =
〈ξST (t)〉 = 〈ξRT (t)〉 = 0 and
〈ξSP (t)ξSP (t+ τ)〉 = 2kap[〈ST 〉 − 〈SP 〉]〈I〉δ(τ),
〈ξRP (t)ξRP (t+ τ)〉 = 2kk〈SP 〉[〈RT 〉 − 〈RP 〉]δ(τ),
〈ξm(t)ξm(t+ τ)〉 = 2kdm〈m〉δ(τ),
〈ξST (t)ξST (t+ τ)〉 = 2kdp〈ST 〉δ(τ),
〈ξRT (t)ξRT (t+ τ)〉 = 2kdp〈RT 〉δ(τ).
The cross-correlation between ξSP and ξRP arises natu-
rally due to kinetics shown by Eqs. (2-3) [28, 42, 43],
〈ξSP (t)ξRP (t+ τ)〉 = −kk〈SP 〉[〈RT 〉 − 〈RP 〉]δ(τ).
Here, 〈· · · 〉 represents ensemble average evaluated at
steady state. While writing the noise correlation in the
present work we have used constant noise intensity eval-
uated at steady state, an approximation, that makes
the following analytical calculation tractable. Lineariza-
tion of Eq. (1) and Eqs. (2-6) around the mean value
at steady state, i.e., I = 〈I〉 + δI, SP = 〈SP 〉 + δSP ,
RP = 〈RP 〉+δRP , m = 〈m〉+δm, ST = 〈ST 〉+δST and
RT = 〈RT 〉+ δRT yields
d
dt
δX(t) = JX=〈X〉δX(t) + Ξ(t). (7)
Here, δX is the fluctuations matrix. Ξ and J are the
noise matrix and the Jacobian matrix of the averages
evaluated at steady state, respectively (see Appendix for
explicit form of the matrices). To solve Eq. (7) we write
the Lyapunov equation at steady state [9, 11, 18, 23, 24,
33, 34]
Jσ + σJT + D = 0, (8)
where σ is the covariance matrix and D = 〈ΞΞT 〉 is
the diffusion matrix (see Appendix). To quantify all the
network properties and the information transmission, we
solve the Lyapunov equation (8) and evaluate the ele-
ments of the covariance matrix σ
σ =

σ2I σ
2
ISP
σ2IRP σ
2
Im σ
2
IST
σ2IRT
σ2SP I σ
2
SP
σ2SPRP σ
2
SPm
σ2SPST σ
2
SPRT
σ2RP I σ
2
RPSP
σ2RP σ
2
RPm
σ2RPST σ
2
RPRT
σ2mI σ
2
mSP
σ2mRP σ
2
m σ
2
mST
σ2mRT
σ2ST I σ
2
STSP
σ2STRP σ
2
STm
σ2ST σ
2
STRT
σ2RT I σ
2
RTSP
σ2RTRP σ
2
RTm
σ2RTST σ
2
RT

The elements of σ are the variance and covariances of the
subscripted quantities.
For numerical validation of the results calculated ana-
lytically, we adopt stochastic simulation algorithm (SSA)
[13, 14]. The kinetics and propensity associated with each
chemical reaction are tabulated in Table 1. The simula-
tion results presented in the following section are average
of 106 independent trajectories. During simulation, each
independent run starts with a constant pool of S and R
that takes care of basal level of the two proteins. In the
absence of the stimulus I (ks = 0), only the degradation
of S and R are operative along with the constant pool
of the same. In such situation, the concentration of pro-
teins goes down to zero at steady state. Once the inducer
assumes a non-zero value (ks 6= 0) it activates the phos-
photransfer cascade and generates the pool of the tran-
scription factor RP , thus providing a positive feedback
on the operon. As a result, the full signaling network
(autoregulation+phosphotransfer) becomes operative.
III. RESULTS AND DISCUSSIONS
The utility of the TCS is to respond rapidly by prop-
erly transducing an external signal. The response, here
we are dealing with, is the transcriptional autoregulation
at the operon of SK and RR along with other down-
stream genes by the phosphorylated response regulator
RP . The pool of RP in turn gets accumulated by the
inducer mediated autophosphorylation and subsequent
phosphotransfer of the sensor kinase SP . The stochastic
4fluctuations can be calculated through different statisti-
cal measures for the current model. As RP is considered
as the output of the full TCS, the common measures of
fluctuations, like variance, Fano factor are observed for
RP . The fidelity or the reliability of the present signaling
cascade can be also measured in terms of mutual informa-
tion, network gain and intrinsic noise. From the biolog-
ical outlook, the sources of different noise processes are
widespread inside and outside the cell. Some sources of
randomness are shared by different proteins, correlated
through interaction in the post-translational modifica-
tion or due to sharing common expression operon. If we
observe the post-translational reactions like the phospho-
transfer between S and R, the source of the fluctuations
may differ from that of the gene regulation. Here, to
quantify all the network properties, we propose the in-
ducer, I to be the input and RP to be the network output
as RP being of prime interest since it regulates many of
the downstream genes. The classification of the source
of noise is difficult for such a large and modular network.
But one can quantify the fluctuations through the afore-
said different measures.
The entire observation in this paper is partitioned into
four segments. First, we focus on the phosphotransfer
module to quantify fluctuations over a range of the ex-
ternal signal I. Second, we concentrate on the stochas-
tic transcriptional process, which shows the dynamics
of mRNA fluctuations in response to the signal medi-
ated feedback of the response regulator. Third, we fo-
cus on the entire network to decipher different stochastic
network properties, which reflect the reliability of the
network performance. The final segment deals with the
phosphorylated response regulator distribution at steady
state to find the role of the switch in characterising the
stability at the steady state.
A. Fluctuations in the protein pool
While sensing the external stimulus I, S gets itself
phosphorylated and triggers the flow of signal. During
phosphotransfer to R through the kinase activity, SP
transmits the noisy signal to the pool of RP . In the op-
posite, when S removes the phosphate from RP due to its
phosphatase activity, there is no clue of noise reduction.
The pool of total response regulator RT remains partly
unphosphorylated (R) at low signal strength (Fig. 2(a)).
At this level, the variance of RP rises sharply in contrast
to the quick fall of the variance of R. The net fluctuations
level in RT remains consistent with the model assump-
tions,
〈RT 〉 = 〈RP 〉+ 〈R〉, (9)
σ2RT = σ
2
RP + σ
2
R + 2σ
2
RPR, (10)
σ2R = σ
2
RP + σ
2
RT − 2σ2RPRT , (11)
where 〈· · · 〉 stands for the expectations of the protein
pool and σ2 for the variances and covariances. As the
FIG. 2. Fluctuations in response regulator. Different statis-
tical measures for the pool of response regulator. The lines
indicate the theoretical values of RP (solid), R (dotted) and
RT (dashed) and the symbols stand for the numerical values
of RP (circle), R (triangle) and RT (diamond). (a) averages
(〈RP 〉, 〈R〉, 〈RT 〉), (b) variances (σ2RP , σ2R, σ2RT ) and (c) Fano
factors (σ2RP /〈RP 〉, σ2R/〈R〉, σ2RT /〈RT 〉) are plotted as a func-
tion of average signal strength 〈I〉. The mutual information
I(I, RP ) between the the input signal I and the output RP
is shown in (d). The symbols are generated using stochastic
simulation algorithm [13, 14] and the lines are due to theo-
retical expressions.
signal rises, the pool of the response regulator gets fully
phosphorylated and the variance of RP , σ
2
RP
gets satu-
rated with σ2RT (Fig. 2(b)). The diminished fluctuations
in the pool of R, σ2R is associated with the decaying pool
of R. Also, we focus on the Fano factor (σ2/〈· · · 〉), which
implies the amount of fluctuations for unity of molecules
(Fig. 2(c)). The Fano factor of RT remains quite invari-
ant over the range of signal establishing that switching
of the response regulator in two phases (R and RP ) does
not incorporate additional fluctuations in the molecular
pool of RT .
B. Transcriptional randomness
The central dogma of the molecular biology involves
two steps - gene transcription, to produce mRNA and fur-
ther in turn translation, to protein. In the present work,
we are interested in the zeroth-order RP -regulated tran-
scription from the operon of R and S. The accumulation
of the mRNA pool is regulated by the first-order degrada-
tion of mRNA. RP , activated from the phosphotransfer
module, binds at the promoter in the form of a feedback
with Hill function kinetics, f(RP ) = R
H
P /(K
H + RHP ).
Here, K (= 20 µM) is the equilibrium dissociation con-
stant of the transcription factor RP to the promoter. The
Hill coefficient H = 1, as considered in the current model,
5FIG. 3. Fluctuations in mRNA. The (a) mean (〈m〉), (b)
variance (σ2m), and (c) Fano factor (σ
2
m/〈m〉) are plotted with
respect to the average signal strength 〈I〉. In (d) the trans-
mission of information (I(I,m)) in the autoregulation medi-
ated transcription is shown. The symbols are generated using
stochastic simulation algorithm [13, 14] and the lines are due
to theoretical expressions.
corresponds to a positive feedback without any cooper-
ativity. To monitor the stochasticity introduced in the
transcriptional kinetics, we quantitate the fluctuations
in the pool of the mRNA. Fig. 3(a-c) shows the statis-
tical properties of mRNA expression in response to the
signal. For a wide range of signal the variance of mRNA,
σ2m remains constant and is equal to the average, 〈m〉
which makes Fano factor equals to unity, a signature of
Poissonian statistics. We note that the equality relation
between the variance and the mean value can be checked
when both the quantities are expressed in copy num-
bers/cellular volume instead of concentration using the
relation 1M ≈ 1.024× 109 copy number/cellular volume.
The overall statistical features observed in the mRNA
dynamics suggests that the feedback controlled autoreg-
ulation and subsequent transcription behave like a fluc-
tuational buffer in the whole network. As a result, a weak
information transmission occurs through the autoregula-
tion module (Fig. 3(d)).
C. The TCS signaling network
In this subsection, we discuss the motivation for con-
sidering the TCS motif as a signal transducer. To this
end, it is crucial to quantify both the gain and the noise,
not in isolation of them. To elucidate the network perfor-
mance, we consider four different measures: network gain
(g2), intrinsic noise (σ2RP |I), signal-to-noise ratio (SNR),
and gain-to-noise ratio (GNR). The quantitative mea-
sures can be defined [46] as follows, as the TCS cascade
FIG. 4. The signaling performance of the TCS. The (a) net-
work gain (g2), (b) intrinsic noise (σ2RP |I), (c) signal-to-noise
ratio, and (d) gain-to-noise ratio are presented for the full
range of the signal 〈I〉 at steady state. The symbols are gen-
erated using stochastic simulation algorithm [13, 14] and the
lines are due to theoretical expressions.
satisfies the spectral addition rule [48],
g2 =
σ2RP I
σ2I
, (12)
σ2RP |I = σ
2
RP − g2σ2I , (13)
SNR =
σ4IRP
σ2Iσ
2
RP
− σ4IRP
=
g2
σ2RP |I
σ2I , (14)
GNR =
g2
σ2RP |I
. (15)
The gain, defined here, is different from the macroscopic
gain [15, 26, 37] which characterises the fold increment in
the observable output for a constant signal. The stochas-
tic network gain is a qualitative measure about the un-
certainty estimation of the network input when the un-
certainty in the output is well known. The GNR gives a
better insight on this quantity. It is important to note
that the mutual information has an estimation from the
reciprocal of the GNR. In Fig. 4(a) the network gain for
the current model is being illustrated with respect to the
level of the inducer. At low signal strength, the phospho-
transfer reactions show determining role in the network,
where the fluctuations level of both R and RP grow.
Such growth implies the association of the randomness
between inducer I and both RP and R increases. This
association assists the elevation in the gain value. As
the signal increases, the pool of the response regulator
gets fully phosphorylated, and the fluctuations strength
in the RT pool becomes constant. As a result, the gain
and the GNR deplete (Fig. 4(a),4(d)).
The intrinsic noise, explains the randomness within the
system, usually occurs through the inherently probabilis-
6FIG. 5. (color online) The role of kinase and phosphatse rate. The two dimensional map of (a) the Fano factor (σ2RP /〈RP 〉)
and (b) the mutual information (I(I, RP )) as a function of the kinase and phosphatase rate constants of the phosphotransfer
module. The maps are drawn using 〈I〉 = 0.15 µM. All the other rate parameters are according to Table I.
tic biochemical reactions. Following the spectral addition
rule fluctuations due to inducer (δI) has been eliminated
from the fluctuations of the network output (δRP ) to
purify the intrinsic noise of the TCS cascade (Eq. (13)).
Fig. 4(b) shows the intrinsic noise profile as a function of
inducer level. The intrinsic noise is nearly equal to σ2RP
(shown in Fig. 2(b)) as the contribution of g2 is minuscule
for increasing signal strength.
The SNR is a good measure of the fidelity for a signal-
ing network. Better the SNR, the better is the reliability
of the cascade. The mutual information is the quotient
of reliability, and it depends on the SNR. In Fig. 4(c),
we show the characteristic profile of SNR vs. inducer.
The notion of this plot is to decrypt the effective signal
transmission through the signaling channel. The SNR
initially starts from a moderate value at a very low signal
strength and maximises where the RP population reaches
the maximum value. As a consequence of the sharp rise
of the fluctuations in RP as well as the intrinsic noise,
the SNR experiences a quick decay. From the inclination
of fidelity, it is to infer that the TCS shows maximum
reliability at low to moderate level of the signal 〈I〉 when
the R to RP transition rate is high.
D. Information transmission
The functionality of a two-component system is to
sense and respond appropriately to any extracellular sig-
nal. As we are considering the associated fluctuations
in the signaling pathway, the quantitative reliability in
terms of mutual information is to be measured. For a
Gaussian system, the mutual information provides the
channel capacity [5, 38]. Considering the inducer (I)
as network input and phosphorylated response regulator
(RP ) as the output, one can quantify the mutual informa-
tion I(I,RP ) between I and RP . The interplay between
the signal and the network response can be verified when
the association of the input-output fluctuations space is
determined. According to the definition of Shannon [38],
for Gaussian noise processes, the mutual information can
be written as
I(I,RP ) = 1
2
log2
(
1 +
σ4IRP
σ2Iσ
2
RP
− σ4IRP
)
, (16)
where the quantity σ4IRP /(σ
2
Iσ
2
RP
− σ4IRP ) measures the
fidelity (SNR). In Fig. 2(d), we show mutual information
as a function of the inducer level. The information pro-
cessing by the TCS shows a sharp growth followed by a
decaying nature. Beyond a certain inducer level, the mu-
tual information profile goes down implying attainment
of the steady state of the response regulator pool.
Since the phosphotransfer module plays the dominant
role in the TCS cascade, the investigation for the two crit-
ical reactions: kinase and phosphatase within the frame
of mutual information is crucial. In Fig. 5, we show the
contour map of Fano factor and mutual information as a
function of the phosphotransfer rate parameters: kinase,
kk and phosphatase, kp. While the Fano factor of RP
measures the output fluctuations at the molecular level,
7I(I,RP ) quantitates the association between the input
and output fluctuations level. So a comparative optimi-
sation of the rate constants is executed here in the two
maps. In Fig. 5(a), one can see that at very low phos-
phatase rate the fluctuations level in RP is maximum;
else it is quite low. In the same regime, the information
processing is very weak (Fig. 5(b)). The information pro-
cessing maximises at a moderate phosphatase and high
kinase level where the fluctuations level is remarkably
low. This happens due to the low amount of RP at high
phosphatase activity of the sensor protein, S.
For the autoregulated transcription module, the mu-
tual information of the noisy gene expression can be writ-
ten as
I(I,m) = 1
2
log2
(
1 +
σ4Im
σ2Iσ
2
m − σ4Im
)
. (17)
The fluctuations space associated with mRNA shown in
the profiles of variance and Fano factor (see Figs. 3(b,c))
is so narrow that the intersection of that with the fluctu-
ations space of the inducer is minuscule. It gets also re-
flected in the profile of the mutual information I(I,m) in
Fig. 3(d). With the enhancement of the signal strength,
the information flow through the transcription reaction
attenuates sharply. Since the gene regulation and the
transcription in this network play the role of a noise
buffer, the sharp decrease in the information processing
capacity is well justified.
E. Protein distribution and the stability switch
In this section, we propose a numerical framework
which explores the distribution of the phosphorylated re-
sponse regulator protein at the steady state. The analy-
sis of the two-component system ascribed above is within
the purview of linear noise approximation. Now, we want
to extend the same network beyond the linear limit and
examine some key features from the distribution profile.
Here, we observe the noise propagation through the au-
toregulation module under the control of the dissocia-
tion constant K of the transcription factor RP at the
promoter site, as different ranges of K shows different
probability distributions for a particular signal strength
(Fig. 6(a-e)).
As the dissociation constant K is the ratio of the two
rate constants: The unbinding (ku) and the binding (kb)
rate of the transcription factor, the variation in K drives
the full regulated expression through the alteration in
the promoter kinetics. At lower K-value, binding of
RP to the promoter is more stable, and the duration
of the ‘ON’ state of the promoter is much larger than
the ‘OFF’ state. Hence, the transcription reaction incor-
porates lesser fluctuations in further proceedings. With
the increment of K the time scales of the ‘ON’ and the
‘OFF’ state of the promoter appears to be comparable.
As a result, two separate regime appears in the transcrip-
tion timing, and this intrinsic stochasticity introduces
distinct bimodality in the population of RP . The pres-
ence of the weak nonlinearity in f(RP ) = RP /(K +RP )
for positive feedback shows a zero-order ultrasensitivity,
which always produces single-valued steady-state concen-
tration, i.e. monostability, when characterised determin-
istically without noise. But the numerical simulation of
the stochastic model explores the stability switch which
produces multi-valued steady state, i.e., bimodality. In
Fig. 6(f), one can see that the bimodal population of RP
exists within a very narrow range of K. At the exterior
of this range, the distribution is unimodal at the low or
the high population. If we denote the small copy number
state as the persisters, that frequently occurs in a bacte-
rial population, the sharp switch between the two states
must have an evolutionary and survival fate.
IV. CONCLUSIONS
The present study reports a theoretical analysis of sig-
nal transduction in bacterial two-component signalling
pathway using a stochastic framework. The theoreti-
cal study makes a detailed discussion of the fluctuations
propagation in the presence of an external signal. We
find that the switching of the response regulator in its
two states cannot produce more randomness in the pro-
tein pool but the observed fluctuations appear to be con-
veyed through the cascade. The observed Poissonian
feature in mRNA pool predicts the transcription system
with weak bursts and less noise generation. Our analysis
also checks the reliability of the network in information
processing. To this end, the fidelity of the network is
examined through the signal-to-noise ratio. Our results
suggest that the complete network has high efficiency
at moderately low level of the signal. In this context,
the modular structure of the network is being analysed.
The phosphotransfer module takes the leading role in the
propagation of fluctuations and information compared to
the autoregulation module. The traditional metrics like
variance and Fano factor measures the noise strength in
the network but is unable to guess how fluctuations affect
the process of information transmission. To take care of
this issue, we focus on the signalling fidelity. Given the
network gain and the intrinsic noise as two antagonis-
tic metrics, an efficient network always tries to maximise
the gain at the minimal inherent randomness. A multi-
objective trade-off between these two different parame-
ters makes a network more robust against the external
stimulus.
The recent advent of experimental techniques facili-
tates the measure of cellular and molecular fluctuations
along with the information flow. The TCS, a minimal
example of the bacterial communication system, harvests
reliable information transmission while making a cellular
decision. The regulation of gene expression is the most
crucial physiological function to be decided. But in the
case of complex interconnected genetic networks, it is
hard to decipher the exact path of noise incorporation or
8FIG. 6. (color online) Noise induced bimodality. (a)-(e) The three dimensional histogram of the probability density of RP
at steady state is plotted for different values of the dissociation constant K. The x-axis shows the level of signal, I and the
population of RP is given in the y-axis. (f) The mean population of RP with respect to the dissociation constant K at low
value of signal (I = 0.075 µM). The region inside the dotted lines shows bimodality.
9information flow. The modular approach to systems biol-
ogy at single cell level may help in addressing this issue.
The investigation of single-cell behaviour may also reveal
the noise-driven bifurcation of a monoclonal population
and the existence of a sharp switch between the pheno-
types. This switching mechanism may evolve to adapt
in an adverse environment. Rather than an evolutionary
pressure, the noise makes the regulated gene expression
develop towards an optimal state.
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Appendix
The fluctuations matrix δX, the noise matrix Ξ and
the Jacobian matrix J written in Eq. (7) are defined as,
δX =

δI
δSP
δRP
δm
δST
δRT
 ,Ξ =

ξI
ξSP
ξRP
ξm
ξST
ξRT
 ,
J =

JII JISP JIRP JIm JIST JIRT
JSP I JSPSP JSPRP JSPm JSPST JSPRT
JRP I JRPSP JRPRP JRPm JRPST JRPRT
JmI JmSP JmRP Jmm JmST JmRT
JST I JSTSP JSTRP JSTm JSTST JSTRT
JRT I JRTSP JRTRP JRTm JRTST JRTRT

with
JII = −kdI , JISP = JIRP = JIm = JIST = JIRT = 0,
JSP I = kap(〈ST 〉 − 〈SP 〉),
JSPSP = −kap〈I〉 − kadp − kk(〈RT 〉 − 〈RP 〉)− kdp,
JSPRP = kk〈SP 〉, JSPm = 0, JSPST = kap〈I〉,
JSPRT = −kk〈SP 〉, JRP I = 0,
JRPSP = kk(〈RT 〉 − 〈RP 〉) + kp〈RP 〉,
JRPRP = −kk〈SP 〉 − k4(〈ST 〉 − 〈SP 〉)− kdp, JRPm = 0,
JRPST = −kp〈RP 〉, JRPRT = kk〈SP 〉, JmI = 0, JmSP = 0,
JmRP = ksm
[
δf(RP )
δRP
]
s.s
= ksm
K
(〈RP 〉+K)2 ,
JmST = JmRT = JST I = JSTSP = JSTRP = 0,
JSTm = kss, JSTST = −kdp, Jmm = −kdm,
JSTRT = JRT I = JRTSP = JRTRP = 0,
JRTm = ksr, JRTST = 0, JRTRT = kdp.
The explicit form of the diffusion matrix written in
Eq. (8) is
D =

DII DISP DIRP DIm DIST DIRT
DSP I DSPSP DSPRP DSPm DSPST DSPRT
DRP I DRPSP DRPRP DRPm DRPST DRPRT
DmI DmSP DmRP Dmm DmST DmRT
DST I DSTSP DSTRP DSTm DSTST DSTRT
DRT I DRTSP DRTRP DRTm DRTST DRTRT

with
DII = 2kdI〈I〉, DISP = DIRP = DIm = DIST = 0,
DIRT = DSP I = 0, DSPSP = 2kap(〈ST 〉 − 〈SP 〉)〈I〉,
DSPRP = −kk〈SP 〉(〈RT 〉 − 〈RP 〉), DSpm = DSPST = 0,
DSPRT = DRP I = 0, DRPSP = −kk〈SP 〉(〈RT 〉 − 〈RP 〉),
DRPRP = 2kk〈SP 〉(〈RT 〉 − 〈RP 〉), DRPm = DRPST = 0,
DRPRT = DmI = DmSP = DmRP = 0, Dmm = 2kdm〈m〉,
DmST = DmRT = DST I = DSTSP = DSTRP = DSTm = 0,
DSTST = 2kdp〈ST 〉, DSTRT = DRT I = DRTSP = 0,
DRTRP = DRTm = DRTST = 0, DRTRT = 2kdp〈RT 〉.
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TABLE I. List of kinetics schemes and the values of rate parameters used in the model. f(RP )= RP /(RP +K), with K = 20
µM.
Reaction Kinetics Propensity Rate constant
Synthesis of I φ→ I ksI ksI = 0.003 µMs−1
Degradation of I I → φ kdII kdI = 0.01 s−1
Autophosphorylation of S S + I → SP kapSI kap = 1.0 µM−1s−1
Autodephosphorylation of SP SP → S kadpSP kadp = 0.01 s−1
Phophotransfer from SP to R SP +R→ S +RP kkSPR kk = 1.0 µM−1s−1
Dephosphorylation of RP by S RP + S → R+ S kpRPS kp = 0.7 µM−1s−1
RP mediated transcription φ
f(RP )−→ m ksmf(RP ) ksm = 0.0002 µMs−1
Degradation of mRNA m→ φ kdmm kdm = 0.01 s−1
Translation of S from m m→ m+ S kssm kss = 0.02 s−1
Translation of R from m m→ m+R ksrm ksr = 0.04 s−1
Degradation of S S → φ kdpS kdp = 0.0016 s−1
Degradation of R R→ φ kdpR kdp = 0.0016 s−1
Degradation of SP SP → φ kdpSP kdp = 0.0016 s−1
Degradation of RP RP → φ kdpRP kdp = 0.0016 s−1
