A holographic fringe pattern generation methods is based on Fraunhofer diffraction and subsequent segmentation and approximation of the fringe pattern. Several modifications of the original algorithm are already proposed to improve the quality of reconstructions. We compare the quality of to the reconstructed images from different versions of this algorithm by taking the reconstructions from the Fresnel hologram as a reference. Since, there is not any generally accepted objective quality assessment method for such reconstructions, we used some experimental methods such as intensity spread over the reconstructed images, total noise power, and peak-signal-tonoise for comparison. Then we chose the best performing algorithm in terms of ireconstruction quality, and developed a GPU-based implementation to accelerate the computation speed. The quality of the resultant reconstructions is comparable to reconstructions from Fresnel holograms; much higher speed is achieved due to multi-GPU implemetation.
INTRODUCTION
Electro-holography often requires tens of seconds of computation time to generate the holographic fringe pattern. There are several ways to solve this computational problem such as using hardware instead of software [1, 2, 3] , using better algorithms or finding different physical models [4] . The coherent holographic stereogram (CS) [5] is a fast method which significantly reduces the computational complexity. The main algorithm in this approach uses discrete spatial frequencies and the associated phases. Modified and improved versions of the basic stereogram are reported in the literature [6, 7, 8, 9, 10, 11, 12] . In this paper, quality improvements due to the phase-added stereogram (PAS), which is the basic version of the CS, are described. The quality of reconstructions This work is supported by EC within FP7 under Grant 216105 with the acronym Real 3D.
is compared to the quality of reconstruction from the Fresnel hologram. Furthermore, the accurate phase-added stereogram (ACPAS), latest version, is implemented on a multi GPU environment, and thus, a higher speed is achieved.
QUALITY IMPROVEMENTS FOR COHERENT STEREOGRAM
Computational speed of the CS is much faster than that of the Fresnel hologram due to the segmentation of the output fringe pattern and inverse fast Fourier transform (IFFT). The calculation of the CS comprises two steps. In the first step the output fringe pattern is divided into suitable square size segments.Each segment is composed of superposition of weighted 2D complex sinusoids which are the contributions of object points to the hologram pattern over that segment. Complex amplitudes of the sinusoids depend on the position and amplitude of 3D object points. In a second step each such superposed pattern is transformed by IFFT. Repeating this procedure for each segment completes the computation. In a second step, the frequency plane is discretized, and the original frequency components are modified by changing their frequencies to the value of the nearest allowed discrete frequency; the complex amplitudes of the original frequency components are kept unaltered. This modification is a source of error (noise) on the reconstruction. The compensated phase-added stereogram (CPAS), accurate phase-added stereogram (APAS), and ACPAS are improved versions of the PAS. The CPAS is to compensate the error caused by the mapping to discrete value by means of adding the phase compensation, which is computed from the differences between the spatial frequency values in the continuous and the discrete domains. The reconstructed image of the CPAS is better than that of the PAS. The calculation time is almost the same as the PAS. The calculation of the CPAS is described below. The fundamental spatial frequency component of a fringe pattern in a segment, in cycles per unit length, is,
where T F P is the fundamental period, ∆S is the segmenta- Here the integer(·) refers to the "nearest integer" operator. The spatial frequencies f pξc and f pηc are determined as (sinθ pξc −sinθ ξref )/λ and (sinθ pηc −sinθ ηref )/λ, where θ pξc and θ ξref are the incidence angles of the object and reference beams on ξ axis, and θ pηc and θ ηref are the incidence angles on η axis. The related frequency error compen-
on the ξ and η axes, respectively. The spatial frequency and the phase at the center of a segment are used to calculate the PAS of the segment. Then the error due to discretization of the spatial frequencies is reduced by adding the error compensations to the phases. Consequently, the cosine function form of the compensated PAS for only real-term is computed as [9] ,
where N is the number of object points. The wave number k is 2π/λ, where λ is the free-space wavelength of the coherent light. The distance r p between the p-th object point and the point (ξ, η) on the hologram is
In the computational procedures of the CS, if the segment size gets smaller, and if the IFFT size is taken to be equal to the segment size as in PAS, the discretization of the frequencies gets coarser. On the other hand, if the segment size gets larger, the approximation error which assumes a single frequency contribution from each object point also gets larger. The noise over the reconstructed image increases in both cases. There is an optimal choice of the segment size to minimize the overall error in the reconstructed image. The optimal segment size is determined as ∆S ≤ (∆f ) −1 , where ∆f is the difference of spatial frequency between neighboring segments [10, 11, 12] . However, even if the segmentation size is determined by the above method, the quality is not increased since there is a trade-off as mentioned above. Nevertheless, this problem can be overcome by using a larger IFFT size per each segment.
The APAS uses a larger IFFT size without any phase compensation as the CPAS, and thus reduces the error due to discretized spatial frequency domain. In this case, the hologram segment is obtained by truncating the large-size IFFT output properly. As a consequence of the larger IFFT size, the quality of the reconstructed image using the APAS is close to the continuous-frequency PAS. However, the computing time of the APAS is longer than the discrete-frequency PAS due to larger size IFFT computations. Therefore, the IFFT size should be decided according to application. The ACPAS, latest version of the CS, is generated by using both fringe generation method of the CPAS and the APAS. Therefore, the AC-PAS has both advantages: phase compensation and reduction of the error due to finer discretization at the spatial frequency domain. Consequently the ACPAS gets a higher quality reconstructed image than the other previous versions. In addition, the reconstruction from the ACPAS closely resemble the reconstruction from the Fresnel hologram.
QUALITY COMPARISON
A generated fringe pattern by the Fresnel model has a continues spatial frequency distribution. Therefore, the diffracted light by the fringe is steered to a designed direction. However, the generated fringe pattern by the CS has a discrete spatial frequency distribution. This causes noise on the reconstructed image because the diffracted light by the each segment on the fringe pattern may not be steered to the exact designed direction. In order to understand the effect of noise, the reconstructed images are compared to the reconstructed image from the Fresnel hologram. In this experiment, a single point located at the center position of a hologram display area is used as the input. Various methods are utilized such as Fresnel hologram, PAS without FFT, PAS with FFT, CPAS, APAS and ACPAS as the fringe generation algorithm [6, 9, 11, 12] . The measured intensity distributions of the reconstructed images for each case are shown in Fig. 1 . In the parenthesis of APAS and ACPAS notation, first and second terms mean IFFT size and segment size, respectively. As seen in Fig. 1 , the Fresnel hologram and the PAS without FFT give a single peak without any noise. Here, the highest peak means the reconstructed object, and the other components are the noise which is caused by inaccurate superposition of the diffracted light. The other methods have a single high peak with some noise around it. The total noise levels of each reconstructed image are shown in Fig. 2 . Although the reconstructed images of the improvements of the CS have some noise, these methods are acceptable fringe generation algorithms because they are much faster than that of the Fresnel hologram, and the noise may not be noticeable by the observer. These improvements, particularly the ACPAS and the CPAS, can be utilized for real-time holographic display systems, and can be selected according to the computational performance of a used system. The peak-signal-to-noise ratio (PSNR) is used as the objective quality assessment method. The mean squared error (MSE) which for two m × n reconstructed images I rF H and I rCS from the Fresnel hologram and the improvements, respectively, is determined as,
and the PSNR is computed as,
The measured results are shown in Fig. 3 . The ACPAS (64,08) yields highest noise power among other tested algorithms. One interesting result is that even the reconstruction of the PAS with FFT has a low spread of peaks as shown in Fig. 1 , it yields a higher noise level because not only peaks at center area but also whole reconstruction area, which is zero, also contributes to the PSNR. Therefore, a suitable objective quality assessment method for holography is superior and desirable.
ACPAS ACCELERATION ON GPU
A graphics processing unit (GPU) is a processor attached to a graphics card dedicated to calculating floating point operations. Modern GPUs are very efficient to use for scientific computing, because their highly parallel structure makes them more effective than general-purpose CPUs for a range of complex algorithms. The CS computes each segment separately, and all segments share the source input object points for this computation. Therefore, this show that the CS algorithm can be easily mapped to a single instruction multiple data architecture, and thus the ACPAS computing can significantly benefit from GPU based implementations.
In this work, the latest version ACPAS has been implemented based on multi-GPU using Compute Unified Device Architecture (CUDA) as a programming environment. The computation of the ACPAS is performed in three steps: calculation of spatial frequencies and phases in each segment, IFFT for each segment, and normalization of the complex fringe pattern. In order to accelerate the ACPAS computation, the three steps are implemented not on CPU but on GPU. The CPU just controls the GPU computing flow and data flow between the computer main memory and GPU memory. Computation times corresponding to the CGH generation algorithms for different number of object points are shown in Fig. 4 . By the multi GPU computing environment, we could achieve up to 300 times faster computation compared to a typical CPU-based implementation.
One mega-pixel frame size full color holograms can be generated at a rate of 30 frames per second for objects with more than 10,000 points. Comparative results for the ACPAS on a CPU and on three GPUs are shown in Fig. 4 . The used parameters in this experiment are as follow: the hologram size is 1K × 1K pixels; the IFFT size is 64 × 64 pixels and the corresponding segment size is 32 × 32 pixels. The computing system has two Intel(R) Xeon(R) CPU 2GHz, 8-GByte memory and three NVIDIA GeForce GTX 280 video cards.
A 3D model, Rose, is used in this experiment as the input model, and this model is shown in Fig. 5(a) . The used dense 3D object points are extracted from the 3D model, and are used to generate hologram patterns using the Fresnel hologram, the CPAS, and the ACPAS algorithms, for comparison. The reconstructed images are shown in Fig. 5(b) -5(d) . The used 3D object consisted of about 9,000 vertices, and therefore, the rendered images are photorealistic. The reconstructed image using the CPAS is not clear, and seems to have some noise. On the other hand, the quality of the reconstructed images using the ACPAS and the unapproximated Fresnel holograms are similar. 
CONCLUSION
Various quality improvements for the CS are described. These improvements are due to phase compensation and reduction of frequency discretization step-size. The reconstructed images using these methods are compared to the reconstructed images from the Fresnel holograms, where a single point object is used as the input. The reconstructed images due to the improvements have a single high peak with lower unwanted components (noise). The latest version, ACPAS, has the highest peak with lowest noise. The reconstruction using the ACPAS is quite similar to the reconstruction from the Fresnel hologram. And even if it has some noise, this method is acceptable because it is much faster than that the Fresnel hologram case, and the noise can be neglected, since it is not noticeable.
Furthermore, the speed up due to multi-GPU implemented ACPAS is discussed. We can generate high quality hologram patterns in real-time as a consequence of a speed up factor of about 300 compared to CPU-based implementations. The digital holograms generated by the ACPAS can be computed and displayed at a rate of 30 fps for photorealistic scenes represented by ten thousands of object points.
