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Statistical Learning Algorithms for Forensic Scientists 
Abstract 
Learning Overview: The goals of this workshop are to: (1) introduce attendees to the basics of supervised 
learning algorithms in the context of forensic applications, including firearms and footwear examination 
and trace evidence, while placing emphasis on classification trees, random forests, and, time permitting, 
neural networks; (2) introduce the concept of a similarity score to quantify the similarity between two 
items; (3) show how learning algorithms can be trained to classify objects into pre-determined classes; 
(4) discuss limitations of Machine Learning (ML) algorithms and introduce methods for assessing their 
performance; and (5) discuss the concept of a Score-based Likelihood Ratio (SLR): computation, 
advantages, and limitations. 
Disciplines 
Forensic Science and Technology 
Comments 
Carriquiry, A.L., Hofmann, H., Salyards, M.J., Thompson, R.M., Statistical Learning Algorithms for Forensic 
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This presentation is available at Iowa State University Digital Repository: https://lib.dr.iastate.edu/csafe_conf/62 
Learning Algorithms for 
in Forensic Scientists
Welcome!
• Instructors (in order of appearance):
Dr. Alicia Carriquiry
Statistics, Iowa State
Director, CSAFE
Alicia@iastate.edu
Dr. Jeffrey Salyards
Principal Analyst
Compass Scientific Consulting
jdsal@msn.com
Dr. Heike Hofmann
Statistics, Iowa State
Director, Data Science
hofmann@iastate.edu
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
Topics to be covered
• Introduction and motivation. 
• Classification methods: a brief introduction.
• Trees and forests.
• Learning algorithms for firearm examination.
• Learning algorithms for footwear impression 
analyses.
• Interpreting similarity scores.
• Parting thoughts.
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
What you will need
• Some minimal knowledge of probability and 
statistics.
• Understanding that there is no such thing as a 
silly question.
Have a productive morning!
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
Statistical Learning Algorithms for 
Forensic Scientists
Evaluation of Evidence:  Reliability, Repeatability, Objectivity
Jeff Salyards, PhD, MFS
Principal Analyst
Compass Scientific Consulting LLC
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
Some terminology …
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
The last 10 years …
Interpretations based solely on subjective judgment 
and experience are vulnerable to human error, 
inconsistency across examiners, and cognitive biases 
ACE-V is not a validated method; does not guard 
against bias; is too broad to ensure repeatability and 
transparency; and does not guarantee that two 
analysts following it will obtain the same results; 
Conclusions claiming or implying greater certainty 
that demonstrated by empirical evidence are 
scientifically invalid; “identification” claims too much, 
is not adequately established by research, and is 
impossible to validate solely by experience
“ 
“ 
“ 
” 
” 
”Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
Issues:
• Ipse dixit validity & reliability
• No rigorously defined method
• No standards for documentation
• No standards for interpretation
• No demonstrable basis to 
substantiate identification 
conclusions
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
NAS/NRC Report – Chapter 4
Scientific method refers to the body of techniques for 
investigating phenomena, acquiring new knowledge, or 
correcting and integrating previous knowledge. It is based 
on gathering observable, empirical and measurable 
evidence subject to specific principles of reasoning.
Isaac Newton
Philosophiae Naturalis Principia Mathematica
Rules for the study of natural philosophy
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
Judicial Commentary on Science
• “Both Powerful and 
Quite Misleading” –
Daubert v. Merrell Dow 
Pharm
• “Mythic Infallibility” –
United States v. Addison
• “Talismanic Significance” 
– United States v. Frazier
• “Special Epistemic 
Status”
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
Challenges in Forensics
• Forensic measurements (when they exist) do
not lend themselves to standard statistical
analyses:
– Hypothesis testing
– Confidence intervals
– Probability models
• Highly multivariate, non-normal
• Images with many thousands of pixels
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
Challenges in Statistics
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
Challenges in Statistics
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
A tricky game …
• 1973 New England Journal of 
Medicine
• 60 Participants
– 20 4th-year Med School 
Students
– 20 Residents
– 20 Attending Physicians
• Disease prevalence = 1/1000
• False positive rate = 5%
• Positive result  Probability 
of having the disease ???
Dr Ward Casscells
4
3
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35 years later …
• 2013 Journal of the American Medical Association –
Manrai et al
• 61 Participants
– 10 Med School Students
– 26 Residents
– 24 Attending Physicians
• Disease prevalence = 1/1000
• False positive rate = 5%
• Positive result  Probability of having the disease ???
• Probability = 1/51 or ≈2% 
Correct 14/61 or ≈ 23% 
2
6
6
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Challenges in Statistics
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
Challenges in Perception
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
Real Applications
Research funded by the Center for Statistics and Applications in Forensic Evidence (CSAFE) - forensicstats.org
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Real Applications
Real Applications
• Is the suspect the source of the evidence 
found at the crime scene?
– Biological sample:  DNA analysis.
– Latent print:  compare with suspect’s inked prints.
– Bullets, cartridge cases: compare to test shots 
made from suspect’s gun.
Roadmap for the day
8:30 AM              to           8:45 AM                            Welcome and Introductions Alicia Carriquiry, PhD        
8:45 AM              to           9:15 AM                            Evaluation of Evidence:  Reliability, Repeatability, Objectivity Jeffrey Salyards, PhD                                                         
9:15 AM              to           9:45 AM                            Learning Algorithms for Classification:  A Gentle Introduction Alicia Carriquiry, PhD
9:45 AM              to           10:15 AM                          Random Forests:  How they Work Heike Hofmann, PhD
10:15 AM           to           10:30 AM                          Break
10:30 AM           to           11:00 AM                          Same Gun or Different Gun?  Quantifying the similarity Heike Hofmann, PhD
11:00 AM           to           11:30 AM                          Learning algorithms to compare footwear impressions Alicia Carriquiry, PhD
11:30 AM           to           12:00 PM                          Score-based Likelihood Ratios:  the Good, the Bad, the Ugly Alicia Carriquiry, PhD
12:00 PM            to           12:30 PM                          Closing Discussion  Jeffrey Salyards, PhD
Statistical Learning Algorithms for 
Forensic Scientists
Evaluation of Evidence:  Reliability, Repeatability, Objectivity
Jeff Salyards, PhD, MFS
Principal Analyst
Compass Scientific Consulting LLC
jdsal@msn.com
Learning Algorithms for 
Classification: A Gentle 
Introduction
Alicia Carriquiry
Iowa State University
Alicia@iastate.edu
Topics
• Classification and classifiers.
• Types of classifiers:
– Linear classifiers.
– Naïve Bayes classifier.
– Tree-based classifiers.
– Other (will not discuss today).
• Evaluating performance of classifiers.
• Forensic applications:
– Class prediction.
– Similarity scores and the question of source.
What is classification?
• Classification consists in determining the set 
of attributes that allow us to place items in 
one or more classes.
• Examples:
– If length of femur is more than x, then skeleton is 
male.
– Fragments with high concentrations of elements x, 
y, z are from automotive glass, otherwise are from 
architectural glass.
Example
• Femur Data from 200 individuals (length of 
femur measured) shows men have femur 
length 41.79cm ± 0.16 and women 40.82cm ±
0.26.
There is a lot of overlap –
the classification is not 
going to be very good
Classification
• Once we have determined the values of the 
attributes or features that are associated with 
the different classes, we can build a 
classification rule or classifier.
• A classifier is just a set of rules that allow us 
to predict the class of an item based on 
information about its features.
Example – Femur Data
• Classification Rule: 
if femur length > 40.95 cm assume it is from a 
male, otherwise from a female
This classification tree is making a lot of errors!
Some terminology
• Feature or attribute:  a characteristic of each 
item that can be measured or observed. 
Examples:
– Concentration of a certain compound in a sample of 
white powder.
– Thickness of polyethylene film of duct tape.
• Target class: the type of item. In examples above:
– Cocaine, talcum powder, other.
– General purpose or professional grade tape.
More terminology
• Label: The known type of an object.
• Binary classification: Only two possible 
outcomes.  Examples:
– Remains are male or female.
– Substance is cocaine or not.
• Multiclass classification: More than two 
possible outcomes. Examples:
– Fragment is architectural, automotive, bottle, 
other glass.
Even more terminology
• A specific item may belong to more than one 
class.
• This is denoted multi-label classification.
• Example: in footwear analysis, we may think of 
outsole pattern classes such as circles, lines, zig-
zags, chevrons, etc. A specific shoe may include 
several of these elements and thus belong to 
more than one class.
• Algorithm: The set of calculations we carry out to 
implement the classifier. 
Types of classifiers
Supervised versus unsupervised learning:
• Supervised algorithms “learn” from data for which 
we know the true labels.
– We need labeled training data.
– We tell the algorithm the set of features on which it 
should focus.
• Unsupervised algorithms discover unknown 
patterns in data.
– Training data may have no labels.
– Algorithm finds the relevant features
– Much more of a black box, less predictable behavior.
Supervised learning
• We focus on these today.
• Supervised learning algorithms rely on data for which we 
know ground truth (the labels).
• These data are called training data.  Examples:
– Float glass fragments from five different (but known) 
manufacturers (classes) for which we measure elemental 
concentrations (features).
– Samples of opioids of different types (codeine, fentanyl, 
morphine, etc.) for which we know the chemical structure 
class, the Log P value, and the receptor binding.
• The training data allow the algorithm to learn the link 
between the classes and the values of the features.
Supervised learning
• There are many different flavors of supervised 
learning algorithms:
– Linear classifiers, e.g., logistic regression, linear 
discriminant analysis (LDA), naïve Bayes.
– Decision trees and random forests.
– Support vector machines (SVMs).
– Neural networks.
– Many others.
• FYI, clustering algorithms are examples of 
unsupervised learning.
Logistic regression
• Like an ordinary regression model, but the 
outcome variable is (typically) binary:  yes/no, 
male/female, success/failure.
• Idea:  estimate the relationship between one or 
more features or independent variables, and 
the probability of the outcome.
• Example: Predict the probability that a powder 
sample is fentanyl given its Log P.
Logistic regression (II)
• In logistic regression, the outcome or 
dependent variable is the log-odds of success.
• The odds are the ratio of the probability of 
success and the probability of failure:
𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝑜𝑜 𝑂𝑂𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑂𝑂𝑂𝑂
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝑜𝑜 𝑜𝑜𝑃𝑃𝑃𝑃𝑃𝑃𝑠𝑠𝑃𝑃𝑠𝑠
• In drug example, success is “the sample is 
fentanyl”, and failure is “the drug is not 
fentanyl”.
Logistic regression (III)
• We model the log of the odds as a linear function of 
the features.
• In drug example, with Log P as the feature, suppose 
that we have 40 samples, 25 of which are fentanyl.
Logistic regression (V)
• Logistic regression model
𝐿𝐿𝑃𝑃𝐿𝐿 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 = 𝛼𝛼 + 𝛽𝛽 × 𝐿𝐿𝑃𝑃𝐿𝐿 𝑃𝑃
In our example, α=-61.7 and β= 17.8.
• We have learned the link between the predictor (Log 
P) and the outcome (probability of fentanyl).
• Now, given a new sample with a known Log P value, 
we can predict the probability that it is fentanyl.
Logistic regression (IV)
• Example:  if sample has Log P = 3.6, then
Log(odds) = -61.7 + 17.8 x 3.6 = 2.38
It is 2.4 times more likely than not that the sample is 
fentanyl.
• Probability of fentanyl can be obtained by reversing 
the log-odds expression and it come out to:Pr 𝑜𝑜𝑠𝑠𝑓𝑓𝑃𝑃𝑃𝑃𝑓𝑓𝑃𝑃𝑃𝑃 = exp(2.38)1 + exp(2.38) = 0.92.
Logistic regression (V)
• The probability of fentanyl as a function of Log P is 
drawn in black.
Naïve Bayes classifier
• The naïve Bayes classifier relies on Bayes’ Theorem 
and on the strong assumption of independence 
among features.
• Surprisingly, in spite of the assumption of 
independence among features (which typically does 
not hold), the classifier tends to have good 
performance.
• The outcome is a conditional probability: given the 
values of the features, what is the probability that 
the item belongs in class C?
Naïve Bayes classifier (II)
• Mathematically, we want Pr(Class | features).
• Bayes’ Theorem tells us that:Pr 𝐶𝐶 𝑜𝑜𝑠𝑠𝑃𝑃𝑃𝑃𝑠𝑠𝑃𝑃𝑠𝑠𝑂𝑂 = Pr 𝐶𝐶 Pr(𝑜𝑜𝑠𝑠𝑃𝑃𝑃𝑃𝑠𝑠𝑃𝑃𝑠𝑠𝑂𝑂|𝐶𝐶)Pr(𝑜𝑜𝑠𝑠𝑃𝑃𝑃𝑃𝑠𝑠𝑃𝑃𝑠𝑠𝑂𝑂) .
• In English:
𝑃𝑃𝑃𝑃𝑂𝑂𝑃𝑃𝑠𝑠𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑝𝑝𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝑜𝑜 𝐶𝐶 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑝𝑝𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝑜𝑜 𝐶𝐶 × 𝐿𝐿𝑃𝑃𝐿𝐿𝑠𝑠𝑃𝑃𝑃𝑃𝐿𝑃𝑃𝑃𝑃𝑂𝑂 𝑃𝑃𝑜𝑜 𝑜𝑜𝑠𝑠𝑃𝑃𝑃𝑃𝑠𝑠𝑃𝑃𝑠𝑠𝑂𝑂 𝐿𝐿𝑃𝑃𝑔𝑔𝑠𝑠𝑓𝑓 𝐶𝐶
𝐵𝐵𝑃𝑃𝑠𝑠𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝑠𝑠𝑓𝑓𝑂𝑂 𝑜𝑜𝑃𝑃𝑠𝑠𝑓𝑓𝑠𝑠𝑠𝑠𝑓𝑓𝑠𝑠𝑃𝑃 𝑃𝑃𝑜𝑜 𝑜𝑜𝑠𝑠𝑃𝑃𝑃𝑃𝑠𝑠𝑃𝑃𝑠𝑠𝑂𝑂
• Simple example: suppose that we wish to classify a 
residue as gunshot residue (GSR) or not.
• Feature:  the result of a chemical test.
Naïve Bayes example
• The outcome of the test is either positive or negative 
for GSR.  That means that our feature takes on two 
values:  positive result or negative result.
• Suppose that we know that the test has high 
sensitivity so that it is likely to detect GSR if it is 
present. Say:
Pr(positive result | GSR) = 0.98.
• The test also has high specificity, so that it is likely to 
be negative when GSR is not present. Say:
Pr(negative result | no GSR) = 0.96.
Naïve Bayes example (II)
• Finally, suppose that the background frequency of GSR 
is 0.1:  1 out of 10 people in Anaheim has some GSR 
on him or herself.
• The presence of GSR depends on the sub-population 
groups.  Firearm examiners are more likely to have 
GSR on them than are accountants, for example.
• Easiest to see how the naïve Bayes classifier works if 
we look at a figure.
GSR example –
Bayes’ Theorem in pictures.
GSR example  (II)
• There are 98 + 36 = 134 
persons with positive 
result.
• 98 of them are correct.
• Then, the probability of 
GSR given a positive 
test is 98/134 = 0.73.
Thresholds
• Sometimes, providing the probability of class 
membership is not enough.
• To predict actual class membership we need a 
threshold.
• In the fentanyl example, we might decide that if 
Pr(fentanyl | Log P) is bigger than 0.5, then we will 
declare the sample to be fentanyl.
• The selection of a threshold for decision making is not 
always simple:  the optimal threshold depends on 
what I want my classifier to achieve.
Thresholds (II)
Before we can set thresholds, we need to discuss the 
various ways to evaluate the performance of classifiers.
Evaluating classifiers
• We discuss three topics:
– Data needs
– Bias-variance trade-off
– Performance metrics
• Data needs: To construct a classifier, we need to partition 
the labeled data into three sets:
– Training dataset – the largest portion of the data
– Validation dataset
– Testing dataset
• The training and validation data are used to build the 
classifier.
• The testing data are used to assess its performance.
Bias vs variance
• Bias refers to how well the classifier predicts class in 
the training dataset.  Low bias algorithms make few 
classification errors in the training dataset.
• Variance refers to how well the classifier is expected to 
predict class in a new dataset. 
There is a tension between how well an algorithm 
performs on the training data and how well it will 
perform on data it has not yet seen.
Bias vs variance (II)
• Bias and variance are related to the ideas of over-
fitting and of under-fitting the training data.
• A model that over-fits the data has very low bias, but 
will perform poorly on any new data that is not almost 
identical to the training data.
• A model that under-fits the data has poor 
performance in the training data and may or may not 
do well with new items.
• We want to achieve a “just right” balance between 
both extremes.
Bias vs variance (III)
Performance metrics
• Goal:  to build a classifier that makes few 
mistakes when classifying items it has not 
seen before.
• We want our classifier to generalize beyond 
the training data.
• To determine whether the classifier works 
well, we use the test dataset.
• The test dataset was not used to build the 
classifier!
Confusion matrix
• A table that summarizes how well the 
algorithm performed on the test data.
Precision/Recall
• Precision is the proportion of positive 
predictions that are really positive:
𝑃𝑃𝑃𝑃𝑠𝑠𝑠𝑠𝑃𝑃𝑂𝑂𝑃𝑃𝑃𝑃𝑓𝑓 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃
• Recall is the proportion of true positives that 
we classified correctly:
𝑅𝑅𝑠𝑠𝑠𝑠𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹
Precision/Recall (II)
• In fentanyl example:
𝑃𝑃𝑃𝑃𝑠𝑠𝑠𝑠𝑃𝑃𝑂𝑂𝑃𝑃𝑃𝑃𝑓𝑓 = 2121 + 3 = 0.875
𝑅𝑅𝑠𝑠𝑠𝑠𝑃𝑃𝑃𝑃𝑃𝑃 = 2121 + 4 = 0.84
• We cannot optimize both at the same time.
• Choose precision as the metric to optimize if 
FP are more “costly” than FN.
Accuracy
• Accuracy is the proportion of correct 
decisions, both positive and negative: 
𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑃𝑃𝑃𝑃𝑠𝑠𝑃𝑃 = 𝑇𝑇𝑃𝑃 + 𝑇𝑇𝐹𝐹
𝑇𝑇𝑃𝑃 + 𝑇𝑇𝐹𝐹 + 𝐹𝐹𝑃𝑃 + 𝐹𝐹𝐹𝐹
• Useful metric when all classification errors are 
equally important.
• In example: 
𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑃𝑃𝑃𝑃𝑠𝑠𝑃𝑃 = 21+12
21+12+3+4
= 0.825
Confusing terminology!
• In other sciences, accuracy refers to the 
dispersion of a set of measurements, and is often 
expressed as a SD.
• Recall and sensitivity are the same thing.
• Precision is also positive predictive value.
• Specificity is the proportion of correctly predicted 
negatives  or TN / (TN + FP). 
• Type I error is the FP rate = FP / (TP + FP).
• Type II error is the FN rate = FN / (TN + FN).
ROC curve
• Provides a graphical display of the performance 
of a classifier as the decision threshold is varied.
• For a sequence of thresholds, we plot the TP rate 
or sensitivity, against the FP rate or 1 – specificity.
• A good classifier results in an ROC curve that 
“hugs” the upper left corner of the plot.
• A classifier that does no better than guessing has 
an ROC curve that equals the diagonal line.
ROC curve – Example 1
As the threshold varies between A and C, the 
sensitivity of the classifier increases, but its 
specificity decreases (Wikipedia Commons).
ROC curves – Comparing
Classifiers
Forensic applications
• Learning algorithms are beginning to find their 
way into forensic science.
• Potential application areas:
– Anthropology: classifying skeletal remains.
– Blood spatter analysis: was victim standing or 
sitting?
– Chemistry:  is this compound A, B or C?
– Pattern:  were these two bullets fired by the same 
gun? 
Back to question of source
• Is the suspect the source of the evidence found 
at the crime scene?
– Latent print:  compare with suspect’s inked prints.
– Bullets, cartridge cases: compare to test shots 
made from suspect’s gun.
Challenges
• Forensic measurements (when they exist) do 
not lend themselves to standard statistical 
analyses:
– Hypothesis testing.
– Confidence intervals.
– Probability models.
• Highly multivariate, non-normal.
• Images with many thousands of pixels.
Example 1 - Glass
• We can use ICP-MS to measure concentration 
of various elements in glass.
• Measurements are numerical values, so we 
could apply standard statistical methods to 
compare a questioned fragment to a sample 
of fragments from known source.
• Is the fragment on the suspect distinguishable 
from the broken window at the crime scene?
Measurements
• Suppose that we measure concentration of Zr
on five fragments from the broken window:
3.4,  3.1,  3.6,  3.3,  3.3
• Mean is 3.34 ppm, SD is 0.41, SE is 0.18.
• Hypothesis:  Zr in fragment is 
“indistinguishable” from 3.34 ppm.
• Now I measure fragment and I get 3.24 ppm.
Similarity score
• How similar is 3.24 to 3.34?
• Compute difference in SE units:Score = 𝟑𝟑.𝟐𝟐𝟐𝟐 −𝟑𝟑.𝟑𝟑𝟐𝟐
𝟎𝟎.𝟏𝟏𝟏𝟏 = −𝟎𝟎.𝟓𝟓𝟓𝟓
• In statistics, this score has a name:  it is a t-
score or a t-statistic.
• It measures the “distance” in Zr
concentrations between the fragment and the 
crime scene window.
Significance of score
• With a score of -0.56, can I conclude that the fragment is 
indistinguishable from the window?
• Must decide whether a score of -0.56 is more  typical under 
same source or different source propositions.  Compute:
Prob(Score ≤ -0.56 | same source)
Prob(Score > -0.56 | different source)
• Two approaches:
– Make assumptions about the distribution of Zr
concentrations in glass
– Empirically:  Compute the score for MANY sets of reference 
and questioned fragments for which we know ground truth.
Empirical distributions
• Suppose that we measure Zr concentrations on 1000 
different panes of float glass:
– From each pane, select 3 fragments at random and 
measure each 3 times.
– Compute �𝐿𝐿𝑖𝑖 and 𝑆𝑆𝑆𝑆𝑖𝑖 , for 𝑃𝑃 = 1, … , 1000.
– In addition, select an additional fragment 𝑓𝑓𝑖𝑖 from each 
pane, get 3 measurements of Zr concentration and 
compute �𝑓𝑓𝑖𝑖 .
• There are 1000 mated pairs of fragments (�𝐿𝐿𝑖𝑖, �𝑓𝑓𝑖𝑖).
• There are many more (1000 x 999 / 2 = 499,500) pairs 
of non-mated fragments (�𝐿𝐿𝑖𝑖, �𝑓𝑓𝑗𝑗).
• For each pair, compute the t-score as before.
Distributions of t-scores for Zr
Interpretation
• A score below 0 is more 
typical of same-source 
fragments.
• A score above 3 is typical 
of different source 
fragments.
• Scores between 0 and 2 
are not informative.
The case of pattern evidence
• Pattern evidence is particularly challenging 
because we need to calculate the similarity 
between images.
• Learning algorithms enable us to do so.
• Here:
– Labels are Same Source / Different Source.
– Features are measurements of the differences
between two items.
Examples
• Comparison of breech face impressions on 
cartridge cases:
– Feature might be number of congruent matching cells 
(NIST pubs).
• Latent print analysis:
– Features: number and type of minutiae, their geometric 
arrangement.
• Footwear impression analysis:
– Features: Class characteristics, number, location, shape 
of RACs.
In summary…
• Classifiers uncover associations between 
features and the class to which object belongs.
• Supervised learning algorithms learn about 
those associations from data for which we know 
ground truth.
• The performance of algorithms must be tested 
on items that were not used to build the 
classifier.
In summary… (2)
• There are many performance metrics, but they 
all depend on the two basic ideas of sensitivity 
and specificity.
• ROC curves are useful graphical summaries of 
the classification performance of algorithms.
• Learning algorithms may be particularly useful 
for addressing the question of source in forensic 
applications.
Next
• Classification trees and random forests.
• Learning algorithms in firearms examination.
• Learning algorithms in footwear impression 
examination.
• Some concluding remarks.
Score-based Likelihood 
Ratios:  The Good, the Bad, 
and the Ugly
Some background
• In the evaluation of forensic evidence, two 
questions are:
– Specific source question: Did the evidence at the 
scene originate from a specific source (e.g., the 
defendant's shoe)?
– Same, but unknown source: Do two pieces of 
evidence --perhaps found in different crime scenes --
have a common source?
• Today, we do not distinguish between the two 
even though there are some subtle differences.
Competing propositions
• The source questions are often expressed as 
propositions:
– Prosecutor’s proposition:  The two items of 
evidence have the same source, or Hp.
– Defense’s proposition:  The two items of evidence 
have a different source, or Hd.
• The Likelihood Ratio (LR) is a one-number 
summary of the weight of the evidence in 
favor of each proposition.
Likelihood ratio
• The Likelihood Ratio (LR) is a one-number 
summary of the weight of the evidence in 
favor of each proposition:
𝐿𝐿𝐿𝐿 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑜𝑜𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜𝐶𝐶𝑜𝑜 𝐶𝐶𝑜𝑜𝑜𝑜𝑒𝑒𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑜𝑜𝑜𝑜 𝐻𝐻𝑝𝑝 𝑜𝑜𝑜𝑜 𝑡𝑡𝑜𝑜𝑡𝑡𝐶𝐶
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑜𝑜𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜𝐶𝐶𝑜𝑜 𝐶𝐶𝑜𝑜𝑜𝑜𝑒𝑒𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑜𝑜𝑜𝑜 𝐻𝐻𝑑𝑑 𝑜𝑜𝑜𝑜 𝑡𝑡𝑜𝑜𝑡𝑡𝐶𝐶
• Difficult to calculate for most types of 
evidence.
Challenges
• Some types of evidence are not easy to fit into 
the usual statistical framework.  E.g. pattern.
• Even when we have “numbers” (e.g., chemical 
concentrations in glass, or Log P in some 
substance), we need to choose statistical 
models to compute the numerator and the 
denominator of the LR.
• Different models different LRs! 
• There is no such thing as “the” LR, actually.
What about scores?
• In principle, similarity scores like the ones 
arising from classifiers help to simplify the 
problem:
– We summarize a potentially large number of 
features into a single number.
– We can compute the value of the score for a large 
number of items with known source – reference or 
background data.
Similarity of glass fragments
• Features might be concentrations of 18 elements in 
architectural float glass.
• Source might be production day at a specific plant.
• Score obtained using a RF.
For footwear
• The RF score 
computed with three 
features seems to 
discriminate well 
between same-shoe 
and different-shoe 
images.
• Shoes share class 
characteristics!
Probative value of score?
• Looks like we might be able to construct a similarity 
score with good performance for a wide range of 
evidence types.
• Suppose that in the course of an investigation, we get 
a pair of footwear prints to compare.
• We compute the similarity score and say we get a 
value equal to 0.8.
• What does the value tell us?  Does it suggest same or 
different shoe?
Score of 0.8
Score-based LR = 2.8 / 0.008 = 357.
It is 357 times more likely to observe a score of 0.8 when images 
are from the same shoe than when they are not. 
Score of 0.4
Score-based LR = 0.4 / 1.1 = 0.36.
It is 2.7 times more likely to observe a score of 0.4 when images 
are from different shoes.
No free lunch
• Scores are convenient and can be effective in telling 
apart same and different source items.
• But when we combine the value of many features 
into a single score, we lose information.
• Consequently, an LR computed using scores will 
almost always be different from the LR we would 
have obtained from the actual features (if we could 
compute it).
Research to better understand the behavior of SLRs 
is ongoing, so stay tuned. 
In summary…
• LRs provide a means to assess the weight of the 
evidence in favor of the defense or the prosecution.
• For pattern and other types of evidence, computing 
LRs can be difficult.
• SLRs can be computed, but their behavior viz a viz the 
“real” LR is not well understood.
• To summarize evidence in the form of a score, limit 
conclusions to empirically obtained frequencies, e.g.:
– “A score equal to x or larger was observed among 93% of 
same-source items but only among 2% of different source 
items”.
