We propose an efficient strategy for resource management for scalable QoS guaranteed real-time communication services. This strategy is based on sink trees, and is particularly well suited for differentiated-services based architectures. We first show thatfinding a set of sink-trees in a given network is NP-complete. Then we propose a heuristic algorithm that always efficiently produces a set of sink-trees for a given network. Sink-tree based resource management integrates routing and resource reservation along the routes, and therefore has a number of advantages over other resource management scheme, in terms of: admission probability, link resource utilization,Jow set up latency, signaling overhead, and routing overhead. In this paper we show by simulation experiments that even for simple cases the sinktree based approach shows excellent results in terms of admission probability.
Introduction
This paper addresses an efficient resource management over computer networks in which scalable QoS guaranteed real-time communication services are provided. In this context, by real-time we mean that packets delivered beyond their end-to-end deadline are considered useless. Intemetworking technology is increasingly being used for applications with this kind of requirements, for example, Voice over IF', military communications, and industrial control systems.
Traditionally, best-effort service has been the main type of service available over internetworks. While this type of service has contributed much towards the rapid growth of the Internet, it can-not support applications that have realtime requirements.
A systematic approach based on the connection admission control and packet scheduling was proposed within the IntServ architecture of the IETF [3] to accommodate the real-time requirements. However, the lack of scalability in ZntServ is the cause for its very limited deployment to date. This limitation is being addressed within the DS (Differentiated Services) architecture [8, 11, 121 . From the user's point of view, the DS model partitions each user-level Jow into one of a set of predefined classes. Packets of each class are served inside the network according to a class-based scheduling policy. The result is that routers are aware only of aggregations of flows. Each edge router is supposed to aggregate the individual flows into a small number of such aggregate flows. In this fashion, the DS model makes the network scalable regardless of the number of flows.
In order to provide connections with bandwidth and delay guarantees, an admission control mechanism must be in place. The admission control procedure can be centralized or distributed. However, in order to be effective, it must be aware of every node's current workload and admissible resources [ 
131.
The more such information is available to the admission control procedure, the higher is the letter's effectiveness in terms of admission probability of new connections. There is an obvious trade-off between the effectiveness of such a procedure and its efficiency, as collecting and maintaining this information would require significant signaling overhead.
There is a research work reporting that signaling and resource management should be taken into account at the same time to maximize the resource utilization in a network [ 141. Any admission control procedure inevitably includes some amount of signaling overhead between the decision l l n the following, we will use the term flow to indicate a stream of data between a source and a destination, and the term connection to indicate the virtual circuit that needs to be established to carry the flow. maker and the nodes involved which do the final resource allocation. As the network grows, the number and length of signaling messages increase, therefore affecting efficiency and eventually effectiveness of the admission control.
In this paper, we will illustrate how scalability of admission control can be significantly increased by appropriately moving portions of the resource allocation decisions from runtime to configuration time, when the network or the service-level agreements are being (re-)defined.
We will propose sink trees as the underlying resource allocation method, and will show how the use of sink trees provides high admission rates and high resource utilization, low connection establishment latencies and low signaling overhead, and low routing overhead.
We will show that the use of sink trees allows for the admission control decision to be done locally at the entrance to the network, i.e., at the ingress node. In this fashion, the signaling overhead becomes nearly free and the hot spot due to the centralized admission control diffused.
The rest of the paper is organized as follows. In Section 2, we describe previous work. The sink-tree resource management approach is presented in Section 3. In Section 4 we describe the problem of how to find sink trees for a network and show that this problem is NP-complete. The end-to-end delay model used in the sink-tree construction is analyzed in Section 5. A heuristic algorithm for the construction of sink trees is presented in Section 6. Experimental evaluation is given in Sections 7. Conclusions and future works are described in Section 8.
Previous Work
A number of schemes have been proposed for network services that provide QoS guarantees. Some of the proposals have been implemented and deployed within the IntServ architecture, for example, NetEx, RSVP, and Tenet. NetEx [6] , for example, is based on extensions of Cruz's methodology for delay analysis [l] , and provides a connectionoriented real-time communication service by relying on strict admission control [5] . RSVP [2] has been proposed as the signaling and resource reservation in the IntServ architecture. Tenet Scheme I1 141 uses a two-pass resource allocation scheme, with extensive functionality needed for multi-party communication. One common shortcoming of all these systems is their limited scalability. Because they all are flow aware, their signaling and admission control increase with increasing size of the network or number of connections.
Recently, the Boomerang protocol [ 151 has been proposed as altemative to RSVP, and a complementary role of RSVP along with DS has been addressed [20] . However, Boomerang strongly relies on soft state and refresh. This makes Boomerang inappropriate for hard real-time services.
Some work has been done on guarantees of end-to-end delay deadlines within the DS architecture 119,211. The basic idea in 1191 is to move per-flow information from core routers to edge routers by relying on estimation. In contrast to this, work in [21] significantly reduces the run-time overhead of admission control by doing some of the computation off-line, that is, during network design or configuration. Also, by using a simple packet forwarding mechanism such as class-based static priority scheduling, its runtime overhead is lower than that of [19] . However, neither of the two approaches takes into account overhead for resource management and signaling, which can severely affect their overall performance and scalability.
Our goal is to improve the overall scalability within DS architecture by combining pre-runtime resource allocation with runtime admission decisions. In this paper we present the use of sink trees to allocate resources in order to minimize the signaling overhead at runtime. The following section presents sink-tree resource management
Sink Tree-Based Resource Management
The basic idea of sink-tree resource management is to pre-assign resources to link before runtime in order to reduce signaling overhead and improve resource utilization. In this paper, we assign routes and resources along routes so as to form sink trees. For a given destination node on the edge of the network, the sink tree is a directed tree containing all the nodes in the network so that there is a path from each edge node to the destination node. We will show below that, with appropriate allocation of resources along the paths for that tree, the admission decision for a new flow to the destination can be located in the ingress node for that flow. This makes the signaling procedure very simple.
Edge Node Information Each edge node has two types of information. One is the mapping table between the destination IP address in the input packet and the corresponding IP address and port number of the egress router. The other is the tree information corresponding to the egress router. Tree information includes available bandwidth in the tree, the parent node in the tree, network delay in the tree, and the number of connections in the tree. The information is illustrated in Figure 1 .
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Figure 1. Edge Node Information
Connection Admission During connection establishment, the connection initiator presents the admission controllers with a connection request message, which contains destination IP address, required bandwidth, and required network delay for the connection. At connection breakdown, a connection tear-down message from either initiator or the receiver triggers the release of the resources allocated to the connection. The input traffic is assumed to be regulated by a leaky bucket at the traffic source. Once the ingress node receives a connection request message, it looks up its routing table for the corresponding egress router and port number. From this information it determines which sink tree to use. Then it determines whether to admit or reject the request based on available bandwidth and network delay in that tree.
Routing Once a connection is admitted, a label is given to each input packet according to the sink-tree it belongs to. So, each packet leaving the ingress router for the parent, has a new label in the packet. This label is used in packet forwarding in core (intemal) routers in the domain and is deleted when the packet leaves the egress router (root) for a neighboring domain. Consequently the label is effective in a domain only.
Packet Forwarding
The packets with the same label will be multiplexed at the parent node all the way up to the root. Basically, the packet with the same label is forwarded FIFO (First In First Out) bases in its tree, Packets with different labels do not affect each other.
Model For Finding A Set Of Sink-Trees
Now, the first question arises naturally if such sink-trees exist for a given network. So we model this problem as a graph design problem.
We define T i to be the given output bandwidth of a sinktree. C1 is the link capacity for link 1. ri,j is the bandwidth requirement from node ni to the sink-tree j (i.e., to the egress node's output port j ) . So Ri is the vector representation of the bandwidth requirements from node n i to each sink-tree (each output port of egress routers). di,j denotes the worst-case delay in packet forwarding from node i to node j. It has an infinite value if there is no edge between node i and node j. Finally, Z+ is the set of positive integers and 2: is the set of non-negative integers. For convenience, in this paper, we differentiate the edge from the link. From now on, we mean an edge a logical association between any two nodes of a sink-tree, while we mean a link a physical association between any two nodes of a given graph. Now the three constraints follow.
Problem Formulation
link capacity : On any link, the sum of bandwidths allocated on the edges on the link, should not exceed the link capacity c1. For each link, i= 1
Where Bf is the bandwidth allocated on the ith edge on link 1, t is the maximum number of edges on link 1, (equal to the number of sink-trees), and Cl is the capacity of link 1.
depth-aware bandwidth allocation : In a sink-tree, the bandwidth allocated to any edge at depth i should be equal to or greater than the sum of bandwidths of its own children edges at depth i + 1 in the tree. We let the depth of the root be 0.
( j = l , m = l )
Where e j is the number of children edges (at depth i + 1) of the parent edge at depth i, and 1 j is the number of children links of link 1. Some links in (1 1 , 1 2 , . . . , l j ) have a child edge of the tree while some of them do not.
bounded network delay : For simplicity, we assume there is the worst-case delay in packet forwarding between any pair of source and destination nodes [l, 5, 7, 211 . In this paper, we use the network delay as the sum of delays a packet experiences while it is forwarded throughout the given network and the node delay as the delay a packet experiences while it is forwarded from a node to one of its adjacent nodes. So every simple path's delay, which covers from an ingress to an egress node, should be bounded by the given network delay.
Where D,i is the worst-case delay in simple path pi, and D is the given network delay bound. Since
is the worst-case packet forwarding delay from node 1 to node 2 ) D,i is the sum of worst-case local delays in each simple path.
THEOREM 1 Finding a set of sink-trees which meets the three constraints for a given network is an NP-complete problem.
The proof of Theorem 1 is provided in [23].
End-to-End Delay Analysis
Network Model In order to calculate the worst-case endto-end network delay, we consider the network decomposable. That means the network, in terms of delay, consists of two types of packet servers: constant-delay servers and variable-delay servers. We assume the constant delay values are given, then once we get an upper bound on each variable server, we can easily have the end-to-end delay. So, the worst-case end-to-end delay for a flow is obtained by summing up all the worst-case local delays along the route the flow traverses 
Sink-tree Model
In this paper, we assume that each resource allocation for a sink-tree is exclusively reserved for that sink-tree, such that even though some of allocations are idle a congested allocation can not take advantage of those idle allocations. In other words, the sink-tree does not share its resource with each other. In a sink-tree, the traffic is treated as FIFO bases.
Traffic Model
For simplicity of analysis, we consider a special case in which we have only two classes of traffic: real-time with priority and non real-time best-effort traffic such that the real-time traffic is never delayed by non realtime best-effort traffic. In addition, all flows in the realtime class have the same traffic characterization. Finally the input real-time traffic to the network is constrained by a (p, p ) function [l] , and inside the network, there is no traffic regulator. p is the average rate at the output of Server k.
THEOREM 2 Let
Therefore, once we know the value of d k , the worst case end-to-end delay is readily obtained by this theorem. Now we derive an upper bound for d k .
Delay Model
The general idea about the delay model is, we derive the worst-case local delay by assuming the maximum possible traffic flows at each server through the net- Now, the worst-case local delay for the flow in a sink-tree can be expressed by a general form using the input traffic constraint function in (6).
Where, represents the bandwidth assigned to the edge belongs to Sink-Tree U on Link 1. Equation (7) says that the worst-case local delay depends on the sum of individual constraint function values which we do not know in advance. However, because we are interested in the bound on the delay, not the exact run-time value, we can intro- A deterministic worst-case end-to-end delay analysis based on network decomposition, inevitably requires the concept maximum delay, here, named Y k which is well presented in [7] . Observing Theorem 3, we can give a bound on d in (7) with d ; using Inequality (8).
Since Equation (1 1) depends on n k , j which can only be known at run-time, we can even replace it with its maximum value on a link. Intuitively, the value of n k , j is bounded by the resource allocated for the class and sink-tree the flow belongs to.
By substituting Inequality (12) into Equation (1 1) we have:
Eventually Inequality (13) has no run-time variable any more. The only one thing not determined yet with it is the maximum function. In fact, it depends on the distribution of n k , j on the input links. Fortunately, a paper addressing resource-utilization based admission control reports that in this case, the worst case happens when the number of input flows are evenly distributed over Server k's input links [22] . So we safely use the following theorem giving the maximum d;* for Inequality (13) .
THEOREM 4 The delay in (11) is maximized when
D U
Consequently, the final result for the worst-case local delay is given by substituting (14) into Inequality (13):
THEOREM 5 The delay d k is bounded as follows:
Where, a is the portion of link bandwidth assigned to the real-time priority class traffic in Sink-Tree U on Link 1. This is necessary because the sink-tree does not share resource with each other. Because we are going to simulate the two classes only later in this paper, so far, we derived an upper bound for d k for the case, where there are only two classes: real-time priority class and non real-time best-effort traffic for simplicity. The generalized equation for Equation (15) is provided in [21] with a fixed a, where multiple real-time classes are treated with different priorities.
A Heuristic Approach For Constructing Sink-Trees
Although finding a set of sink-trees for a given network under the three constraints is NP-complete, we need a practical algorithm which can always produce a set of sink-trees.
Therefore, what we try to achieve by a heuristic algorithm is, to always produce a set of sink-trees in polynomial time with the minimum network delay and with or without reduced constraints for a given network. The reason why we give priority to the network delay is that because we construct the sink-tree instead of searching for the best, we do not know whether the result will violate the network delay at the end. So it would be always safe to construct the sinktree with the locally minimum path delays. However, because we do not try to find an optimal value, which might be a minimized reduction in requirement, we do not say either our heuristic algorithm produces a best possible sink-trees or it guarantees performance with a certain percentage of difference from the optimal. Consequently, our basic idea of heuristic algorithm is represented in Figure 2 . Figure 2 , the algorithm always stops with a sink-tree for each output port. So if the given network has t number of output ports, the algorithm iterates exactly t times. Since each iteration in tum, has two intemal loops (Step 5 and 6), the run-time complexity of the algorithm eventually depends on Step 5 and 6. Now we consider
Algorithm As seen in
Step 3, which is the core algorithm for each sink-tree. Basically, to construct a sink-tree is to make a spanning tree with given parameters. So we consider it as capacitated, delaybounded spanning tree. As the name implies this is easily implemented with some modifications on MST (Minimum Spanning Tree). The difference between the two is, our algorithm works under the two constraints, capacity and delay, while MST algorithm takes only one thing into account, the weight. The algorithm of Step 3 i s shown in Figure 3 . To be fair in comparison, we use the same simulation environment and parameters which were used in [21] . First of all, Figure 4 shows the topology of the MCI ISP backbone network, which we use throughout the experiments. In these particular experiments, all routers can act as edge routers and intermediate routers as well. We simulate the admission control behavior in the system by simulating flow requests and establishments at varying rates with a constant average flow lifetime. Requests for flow establishment form a Poisson process with rate A, while flow lifetimes are exponentially distributed with an average lifetime of 180 seconds for each flow. Source and destination edge routers are chosen randomly however, the flow is set up differently for the two systems. In the flat-fixed system, the path is selected based on SPF (Shortest Path First) routing strategy which most modern routers practice. In the sink-tree system however, since each edge has a path to every other node in the network, the path is pre-defined from any to any other node.
We consider a system with two classes: real-time and non-real-time. We assume that all flows in the real-time have a fixed packet length of 640 bits (RTP, UDP, IP headers and 2 voice frames) 191 , and a flow rate of 32 Kbps.
The end-to-end delay requirement of all flows is fixed at Thus, the input traffic of each flow is constrained by a leaky bucket with parameters T = 640 bits and p = 32
Kbps (like in "Voice-over-IP" [16] ). All links in the simulated network have the same capacity of 155 Mbps and roughly 10% of the link capacity is allocated for the realtime applications. In other words, every link can accommodate roughly 51 1 flows at the same time. This value comes
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For the sink-tree system we set each node in the given network has the same bandwidth requirement from it to every other node, in this particular case, it is 40 flows (or 1.28 Mbps). After the construction of sink-trees, the system has 19 sink-trees. The total sum of bandwidth assigned The proof of Theorem 6 is provided in [23] .
Experimental Evaluation
In order to evaluate the performance of the sink-tree resource management, we ran a suite of simulation experiments to compare it with a flat-fixed resource management [21] , where every link has the same link capacity of 155 Mbps and a fixed portion of the link capacity is set aside for the real-time traffic. In this experiment, we compare the two systems in terms of admission probability and link uticapacitated link. Practically speaking, this resource assignment is preferable for the flat-fixed system. Because if we have different bandwidth requirements for the nodes, the sink-tree system which reflects the requirements will definitely accommodate more requests than the flat-fixed system which blindly assigned resource with a flat rate. Figure 6 shows the admission probabilities for the realtime class in the two systems as a function of arrival rates. The curve named "flat-fixed" represents admission probabilities for the flat-fixed system. Three other curves show the admission probabilities of sink-tree system where, we 21n a real situation this value is not correct, as we only consider queuing delay for end-to-end delay deadline. For example in Figure 5 , all nodes 1,2, and 3 have the same bandwidth requirement of 10 to the root (Node 4). Accordingly, after sink-tree construction, each link has allocated capacity of 10, 20, and 30 from left. Now suppose node 2 has 10 flows established already while node I has none. In no-sharing strategy, a new flow request from node 2 to root 4 is rejected even though node 2 still has room which was originally reserved for node 1. Secondly in path-sharing strategy on the other hand, the new request at node 2 to root 4 is admitted as long as node 2 has resource unused. So the resource is shared only in a path in the tree. Lastly in tree-sharing strategy, the new request is accepted as long as there is one tree which has path from node 2 to root 4, and the path has still resource unoccupied. As can be seen in Figure 6 , the sink-tree system performs better than the flat-fixed. If we wish to allow 90% chances of flow admission, sink-tree system's performance is approximately 40% larger than that of flat-fixed. The importance of this result is that even with the same bandwidth requirement at every node and the same link capacity, so it sounds like there will be no or a little difference between sink-tree and flat-fixed strategies, the sink-tree structured resource management brings a lot of benefit. Therefore, even if the bandwidth requirement is not given at the network design time, a simple assumption of the same requirement at every node will promote the revenue up to about 40%. The differences between the three resource-sharing strategies in the sink-tree system are not very big. At 90% chances of flow admission point, tree-shared strategy outperforms no-sharing by about 7%, which in retum requires search time among trees at admission time. The evaluation of searching cost is beyond of the scope of this paper. Furthermore, the admission performance of tree-sharing can be more improved by adopting link-sharing in which every resource is shared link by link not by tree by tree. In that case however, we can not apply the end-to-end delay formula (15) any more since the equation assumes WRR packet scheduler at each link. Moreover, as Figure 7 shows, the improvement is expected only a little since the resource is almost exhausted already. We expect that the difference will shrink more if only border routers are edge routers. So we attribute the difference to the topology of the given network. . Admission probabilities Figure 7 shows the utilization ratios for the two systems.
To be fair, the link utilization is defined by the number of total flows in the network divided by the total resources alloted. By comparing Figure 6 and Figure 7 , we observe that at 90% chances of flow admission point, the flat-fixed strategy utilizes resources only around 63%, while sink-tree does around 86%. It says that sink-tree strategy outperforms flat-fixed by about 37% in link resource utilization. Correspondingly the admission probability in Figure 6 after the arrival rate of 80, goes down almost linearly.
Conclusions
We have proposed an efficient resource management named "sink-tree" strategy for scalable QoS guaranteed real-time communication services, especially in DS architecture. Because the finding a set of sink-trees in a given network is NP-complete problem as proved in [23], we proposed a heuristic algorithm which always produces a set of sink-trees with or without reduced requirements in polynomial time for the given network.
The sink-tree resource management brings a lot of benefit on: admission probability, link resource utilization, flow However, as the first work on the sink-tree, we showed by simulation experiments that even with uniform bandwidth requirement and uniform link capacity, the sink-tree outperforms flat-fixed system by up to 40% improvement in admission probability.
In the future, we will extend this work with resource sharing within the sink-tree paradigm. Also, since the sinktree's benefit on admission probability and resource utilization has been shown as the baseline, we will study the benefit on signaling overhead by comparing with the generic signaling procedure within DS architecture.
