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1 Introduction
In this paper we consider the Cauchy problem of the following generalized Camassa-Holm
equation: 

ut − utxx = ∂x(2 + ∂x)[(2− ∂x)u]2, t > 0,
u(0, x) = u0(x),
(1.1)
which can be rewritten as

∂tm− (4u− 2∂xu)∂xm = 2m2 + (8∂xu− 4u)m+ 2(u+ ∂xu)2
= F (m,u),
m(0, x) = m0,
(1.2)
where m = u− uxx.
Note that G(x) = 12e
−|x| and G(x) ⋆ f = (1− ∂2x)−1f for all f ∈ L2 and G ⋆m = u. Then
we can rewrite Eq.(1.2) as follows:

ut − 4uux = −u2x +G ⋆ [∂x(2u2x + 6u2) + u2x], t > 0,
u(0, x) = u0(x).
(1.3)
The Eq.(1.1) was proposed recently by Novikov in [38]. He showed that the equation (1.1)
is integrable by using as definition of integrability the existence of an infinite hierarchy of
quasi-local higher symmetries [38] and it belongs to the following class [38]:
(1− ∂2x)ut = F (u, ux, uxx, uxxx),(1.4)
which has attracted much interest, particularly in the possible integrable members of (1.4).
The most celebrated integrable member of (1.4) is the well-known Camassa-Holm (CH)
equation [5]:
(1− ∂2x)ut = 3uux − 2uxuxx − uuxxx.(1.5)
The CH equation can be regarded as a shallow water wave equation [5, 17]. It is completely
integrable [5, 9, 18], has a bi-Hamiltonian structure [8, 28], and admits exact peaked solitons
of the form ce−|x−ct| with c > 0, which are orbitally stable [21]. It is worth mentioning that
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the peaked solitons present the characteristic for the traveling water waves of greatest height
and largest amplitude and arise as solutions to the free-boundary problem for incompressible
Euler equations over a flat bed, cf. [6, 11, 15, 16, 40].
The local well-posedness for the Cauchy problem of the CH equation in Sobolev spaces
and Besov spaces was discussed in [12, 13, 22, 39]. It was shown that there exist global strong
solutions to the CH equation [10, 12, 13] and finite time blow-up strong solutions to the CH
equation [10, 12, 13, 14]. The existence and uniqueness of global weak solutions to the CH
equation were proved in [19, 44]. The global conservative and dissipative solutions of CH
equation were investigated in [3, 4].
The second celebrated integrable member of (1.4) is the famous Degasperis-Procesi (DP)
equation [24]:
(1− ∂2x)ut = 4uux − 3uxuxx − uuxxx.(1.6)
The DP equation can be regarded as a model for nonlinear shallow water dynamics and its
asymptotic accuracy is the same as for the CH shallow water equation [25]. The DP equation
is integrable and has a bi-Hamiltonian structure [23]. An inverse scattering approach for the
DP equation was presented in [20, 36]. Its traveling wave solutions was investigated in [32].
The local well-posedness of the Cauchy problem of the DP equation in Sobolev spaces and
Besov spaces was established in [7, 29, 30, 47]. Similar to the CH equation, the DP equation
has also global strong solutions [33, 48, 50] and finite time blow-up solutions [26, 27, 33, 34,
47, 48, 49, 50]. On the other hand, it has global weak solutions [2, 26, 49, 50].
Although the DP equation is similar to the CH equation in several aspects, these two
equations are truly different. One of the novel features of the DP different from the CH
equation is that it has not only peakon solutions [23] and periodic peakon solutions [49], but
also shock peakons [35] and the periodic shock waves [27].
The third celebrated integrable member of (1.4) is the known Novikov equation [38]:
(1− ∂2x)ut = 3uuxuxx + u2uxxx − 4u2ux.(1.7)
The most difference between the Novikov equation and the CH and DP equations is that the
former one has cubic nonlinearity and the latter ones have quadratic nonlinearity.
It was showed that the Novikov equation is integrable, possesses a bi-Hamiltonian struc-
ture, and admits exact peakon solutions u(t, x) = ±√ce|x−ct| with c > 0 [31].
The local well-posedness for the Novikov equation in Sobolev spaces and Besov spaces was
studied in [42, 43, 45, 46]. The global existence of strong solutions under some sign conditions
was established in [42] and the blow-up phenomena of the strong solutions were shown in [46].
The global weak solutions for the Novikov equation were studied in [41].
Recently, the Cauchy problem of Eq.(1.1) in the Besov spaces Bsp,r, s > max{2+ 1p , 52}, 1 ≤
p, q ≤ ∞ and the critical Besov space B
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2,1 has been studied in [51, 52]. The existence and
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uniqueness of global weak solutions under some certain sign condition have been investigated
in [53].
Our aim of this paper is to prove the existence of a global-in-time entropy weak solution
u ∈ H1(R) and ∂xu ∈ BV (R)∩L1(R) to the Cauchy problem of Eq.(1.1) for any given initial
data u0 ∈ H1(R) and ∂xu0 ∈ BV (R)∩L1(R). Before giving the precise statement of our main
result, we first introduce the definition of a global weak solution to the Cauchy problem (1.1).
Definition 1.1. (Global weak solution) A function u : R×R→ R is said to be an admissible
global weak solution to the Cauchy problem (1.1) if
u(t, x) ∈ L∞((0,∞);H1(R))
satisfies Eq.(1.3) and u(t, ·) → u0 as t → 0+ in the sense of distributions, that is, ∀φ ∈
C∞c ([0,∞)× R), there holds the equation∫
R+
∫
R
(u∂tφ− 2u2∂xφ+ ∂xP1φ+ ∂2xP2φ)dxdt+
∫
R
u0(x)φ(0, x)dx = 0,(1.8)
where P1 = G ∗ [2(∂xu)2 + 6(u2)], P2 = G ∗ [(∂xu)2], and for any t > 0,
‖u(t, ·)‖H1(R) ≤ ‖u0‖H1(R).
By extending the definition of a global weak solution by requiring some more (BV) regu-
larity and the fulfillment of an entropy condition we arrive at the notion of a global entropy
weak solution for the generalized Camassa-Holm equation.
Definition 1.2. (Global entropy weak solution) We call a function u : R+ × R→ R a global
entropy weak solution of the Cauchy problem Eq.(1.1) provided
(i) u is a global weak solution in the sense of Definition 1.1,
(ii) ∂xu ∈ L∞(0, T ;L1 ∩BV (R)) for any T > 0, and
(iii) for any convex C2 entropy η : R → R with corresponding entropy flux q : R → R
defined by q′(u) = uη′(u) there holds
∂tη(u)− 4∂xq(u)− η′(u)∂xP1,ε − η′(u)∂2xP2,εφ ≤ 0 in D′([0,∞) ×R),
that is, ∀φ ∈ C∞c ([0,∞) × R), φ ≥ 0,∫
R+
∫
R
(η(u)∂tφ− 4q(u)∂xφ+ η′(u)∂xP1,εφ
+ η′(u)∂2xP2,εφ)dxdt+
∫
R
η′(u0(x))φ(0, x)dx ≥ 0.(1.9)
The main result of this paper can be stated as follows:
Theorem 1.3. Let u0 ∈ H1(R) and ∂xu0 ∈ L1(R) ∩ BV (R), then Eq.(1.1) has a global
entropy weak solution in the sense of Definition 1.2.
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The rest of the paper is organized as follows. In Section 2, we first construct the approx-
imate solutions sequence uε as solutions to a viscous problem of Eq.(1.1), and then derive
the basic energy estimates on uε. In Section 3, we prove the strong convergence of ∂xuε in
L2loc(R+ × R) and conclude the proof of the main result.
Notations. In the following, we denote by ∗ the spatial convolution. Given a Banach space
Z, we denote its norm by ‖ · ‖Z . Since all spaces of functions are over R, for simplicity, we
drop R in our notations of function spaces if there is no ambiguity.
2 Viscous approximate solutions
In the section, we construct the approximate solution sequence uε = uε(t, x) as solutions to
the viscous problem of Eq.(1.1), i.e.,
(2.1)
{
∂tuε − 4uε∂xuε = ∂xP1,ε + ∂2xP2,ε + εuxx, t > 0, x ∈ R,
u(0, x) = uε,0(x), x ∈ R,
where P1,ε = G ∗ [2(∂xuε)2 + 6(u2ε)], P2,ε = G ∗ [(∂xuε)2] and uε,0(x) = (φε ∗ u0)(x), with
φε(x) :=
(∫
R
φ(ξ)dξ
)−1 1
ε
φ(
x
ε
), x ∈ R, ε > 0,
here φ ∈ C∞c (R) is defined by
φ(x) =
{
e1/(x
2−1), |x| < 1,
0, |x| ≥ 1.
If u0 ∈ H1, u′0 ∈ BV, then, for any ε > 0, we have uε,0 ∈ Hs(R),∀s > 52 ,
‖uε,0‖H1(R) ≤ ‖u0‖H1(R), ‖u′ε,0‖L1(R) ≤ ‖u′0‖L1(R), ‖u′ε,0‖BV (R) ≤ ‖u′0‖BV (R)
and
uε,0 → u0, in H1(R).
2.1. A priori estimates
Before stating our theorem, let us first recall the following useful lemmas.
Lemma 2.1. (Morse-type estimate, [1, 22]) Let s > d2 . For any a ∈ Hs−1(Rd) and b ∈
Hs(Rd), there exists a constant C such that
‖ab‖Hs−1(Rd) ≤ C‖a‖Hs−1(Rd)‖b‖Hs(Rd).
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Lemma 2.2. [1] A constant C exists which satisfies the following properties. If s1 and s2
are real numbers such that s1 < s2 and θ ∈ (0, 1), then we have, for any (p, r) ∈ [1,∞]2 and
u ∈ S ′h,
‖u‖Hθs1+(1−θ)s2 ≤ ‖u‖θHs1‖u‖(1−θ)Hs2 .(2.2)
Now we introduce a priori estimates for the following transport equation.

ft + v∇f − εfxx = g,
f |t=0 = f0,
(2.3)
here v, g and f0 are given functions. Now, we recall an estimates of the solution to Eq.(2.3).
Lemma 2.3. (A priori estimates in Besov spaces, [1, 22]) Let s ≥ d2 and f be the solution
of Eq.(2.3). There exists a constant C which depends only on d, s, we have
‖f‖Hs(Rd) ≤
(
‖f0‖Hs(Rd) +
∫ t
0
‖g(t′)‖Hs(Rd)dt′
)
exp(CVp1(t)),(2.4)
where Vp1 (t) =
∫ t
0
‖∇v‖Hs−1(Rd)dτ , and C is a constant depending only on s.
For any ε > 0, assume uε is the solution of Eq.(2.1) with the initial data uε,0 ∈ Hs (s > 52 ),
then we give some useful estimates about uε.
Lemma 2.4. (H1 estimate) Let u0 ∈ H1. Then the following inequality holds for any t ≥ 0:
‖uε‖H1 + ε‖∂xuε‖L2 + ε‖∂xxuε‖L2(R) ≤ ‖u0(x)‖2H1 .(2.5)
Proof. Define qε =
∂uε
∂x (t, x). Differentiating Eq. (2.1) with respect to x, we infer that
(2.6)
{
∂tqε + (2qε − 4uε)∂xqε − 4q2ε − ∂2xP1ε − ∂xP2ε = ε∂2xxqε, t > 0, x ∈ R,
qε(0, x) =
∂uε,0
∂x (x), x ∈ R.
Multiplying Eq.(2.1) by uε and Eq.(2.6) by qε respectively, and then adding the resulting
equations, we get
1
2
∂
∂t
[u2ε + q
2
ε ]+
∂
∂x
[
2
3
(u3ε + q
3
ε)− 2uεq2ε − uε(P1ε + ∂xP2ε)] =
ε[
∂
∂x
(uε
∂uε
∂x
+ qε
∂qε
∂x
)− (∂uε
∂x
)2 − (∂qε
∂x
)2].(2.7)
Integrating (2.7) over [0, t] yields (2.5). This completes the proof.
Lemma 2.5. (L1 estimate) Let u0 ∈ H1, u′0 ∈ L1. Then we have for any t ≥ 0:
‖∂xuε(t, ·)‖L1 ≤ ‖u′0‖L1 + 8‖u0‖2H1t.(2.8)
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Proof. Let η ∈ C2(R) and q : R → R be such that q′(u) = uη′(u). By multiplying the first
equation in (2.6) with η′(qε) and using the chain rule, we get
∂tη(qε) + 2∂x(q(qε))− 4∂x(uεη(qε)) = 4q2εη′(qε)
− 4qεη(qε) + ∂2xP1εη′(qε) + ∂xP2εη′(qε) + ε[∂2xx(qε)− η′′(qε)(∂xqε)2].(2.9)
Choosing η(u) = |u| (modulo an approximation argument) and then integrating the re-
sulting equation over R yield
∂t‖qε‖L1 ≤ ‖∂2xP1ε‖L1 + ‖∂xP2ε‖L1 ≤ 6‖u0‖H1 .(2.10)
Integrating (2.10) over [0, t], we get (2.8). This completes the proof.
Lemma 2.6. (BV estimate in space) Let u0 ∈ H1, u′0 ∈ BV. Then we have for any t ≥ 0
‖∂2xuε(t, ·)‖L1 ≤ ‖u′0‖BV + 18‖u0‖2H1t.(2.11)
Proof. Set γε = ∂xqε = ∂
2
xxuε. Then γε satisfies the following equation:
∂tγε + (2qε − 4uε)∂xγε = −2γ2ε + 4qεγε − 12uεqε + ∂xP1ε + ∂2xP2ε + ε∂2xx(γε).(2.12)
If η ∈ C2(R). By multiplying the first equation in (2.6) with η′(γε) and using the chain rule,
we get
∂tη(γε) + ∂x[(2qε − 4uε)η(γε)]
= (2γε − 4qε)η(γε)− 2γ2εη′(γε) + 4qεγεη′(γε)− 12uεqεη′(γε))
+ ∂xP1εη
′(γε) + ∂
2
xP2εη
′(γε) + ε[∂
2
xxη(γε)− εη′′(γε)(∂xγε)2.
Choosing η(u) = |u| (modulo an approximation argument) and then integrating the re-
sulting equation over R yield
∂t‖γε‖L1 ≤ 12‖uεqε‖L1 + ‖∂xP1ε‖L1 + ‖∂2xP2ε‖L1 ≤ 18‖u0‖H1 .(2.13)
Integrating (2.13) over [0, t], we get (2.11). This completes the proof.
Lemma 2.7. (L∞ estimate ) Let u0 ∈ H1, u′0 ∈ BV. Then we have for any t ≥ 0:
‖∂xuε(t, ·)‖L∞ ≤ ‖u′0‖BV + 18‖u0‖2H1t.(2.14)
Proof. Since
|qε| ≤
∫
R
|∂xqε(t, x)|dy = ‖qε‖BV ,
(2.14) is a direct consequence of (2.11).
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Lemma 2.8. (BV estimate in time) Let u0 ∈ H1, u′0 ∈ BV. Then we have for any t > 0:
‖∂tqε(t, ·)‖L1 ≤ Ct,(2.15)
where Ct =
1
t ‖u′0‖BV +3(‖u′0‖BV +18‖u0‖2H1t)2+4‖u0‖2H1 , is independent of ε but dependent
on t.
Proof. From (2.1), we obtain
qε = e
εt△u′0 +
∫ t
0
eε(t−τ)△[(4uε − 2qε)∂xqε + 4q2ε + ∂2xP1ε + ∂xP2ε]dτ.(2.16)
Since
‖∂teεt△u′0‖L1 =‖∂t(
1√
4πεt
e−
|x|2
4tε ) ∗ u′0‖L1
≤‖ 1
2t
√
4πεt
e−
|x|2
4tε ∗ u′0‖L1 + ‖
1
t
√
4πεt
|x|2
4tε
e−
|x|2
4tε ∗ u′0‖L1
≤‖ 1
2t
√
4πεt
e−
|x|2
4tε ‖L1‖u′0‖BV + ‖
1
t
√
4πεt
|x|2
4tε
e−
|x|2
4tε ‖L1‖u′0‖BV
≤( 1
2
√
πt
∫
R
e−y
2
dy +
1√
πt
∫
R
y2e−y
2
dy)‖u′0‖BV
≤1
t
‖u′0‖BV ,(2.17)
then it follows that
‖∂tqε‖L1 ≤‖∂teεt△u′0‖L1 + ‖(4uε − 2qε)∂xqε + 4q2ε + ∂2xP1ε + ∂xP2ε‖L1
≤‖∂teεt△u′0‖L1 + ‖(4uε − 2qε)‖L∞‖∂xqε‖L1
+ 4‖qε‖2L2 + ‖∂2xP1ε‖L1 + ‖∂xP2ε‖L1
≤‖∂teεt△u′0‖L1 + (4‖uε‖H1 + 2‖qε‖L∞)‖∂xqε‖L1 + 10‖uε‖2H1
≤1
t
‖u′0‖BV + 3(‖u′0‖BV + 18‖u0‖2H1t)2 + 4‖u0‖2H1 .
This completes the proof.
2.2. Global smooth approximate solutions
We first establish global well-posedness of the Cauchy problem (2.1) in Sobolev spaces. Our
main result can be stated as follows.
Theorem 2.9. Assume uε,0 ∈ Hs, s > 52 , u′ε,0 ∈ L1 ∩ BV . Then for any fixed ε > 0, there
exists a unique global smooth solution uε ∈ C(R+;Hs), s > 52 , to the Cauchy problem (2.1).
The strategy of the proof of Theorem 2.9 is rather routine. We use several lemmas to
prove this theorem. For the convenience of presentation, we will omit the subscript in uε in
the following proofs.
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Lemma 2.10. uε,0 ∈ Hs, s > 52 , u′ε,0 ∈ L1∩BV . Then for any fixed ε > 0 and T > 0, there
exists a unique smooth solution uε ∈ C((0, T );Hs), s > 52 , to the Cauchy problem (2.1).
Proof. In order to prove Lemma 2.10, we proceed as the following six steps.
Step 1. First, we construct approximate solutions which are smooth solutions of some linear
equations. Starting for m0(t, x) , m(0, x) = m0, we define by induction sequences (mn)n∈N
by solving the following linear transport equations:

∂tmn+1 − (4un − 2∂xun)∂xmn+1 − ε∂2xmn+1
= 2m2n + (8∂xun − 4un)mn + 2(un + ∂xun)2
= F (mn, un),
mn+1(t, x)|t=0 = Sn+1m0.
(2.18)
We assume that mn ∈ L∞(0, T ;Hs), s > 12 .
Since s ≥ 12 , it follows that Hs is an algebra, which leads to F (mn, un)
∈ L∞(0, T ;Hs). Hence, by the high regularity of u, (2.18) has a global solution mn+1 which
belongs to C(0, T ;Hs) for all positive T .
Step 2. Next, we are going to find some positive T such that for this fixed T the approximate
solutions are uniformly bounded on [0, T ]. Since Lemma 2.1, Lemma 2.3 (A priori estimates
in Sobolev spaces), Hs(s > 12 ) is an algebra and H
s →֒ L∞ (s > 12 ), we deduce that
‖mn+1‖Hs ≤eC
∫ t
0
‖∂x(4un−2∂xun)‖Hsdτ
(
‖Sn+1m0‖Hs +
∫ t
0
‖F (mn, un)‖Hsdt′
)
≤eC
∫ t
0
‖mn(τ)‖Hsdτ
(
‖Sn+1m0‖Hs +
∫ t
0
‖F (mn, un)‖Hsdt′
)
.
≤CeC‖mn(t)‖HsT
(
‖m0‖Hs + ‖mn‖2HsT
)
,(2.19)
where we take C ≥ 1.
We fix a T > 0 such that e4C
2T‖m0‖Hs ≤ 2, T ≤ 116C2‖m0‖Hs . Suppose that
‖mn(t)‖Hs ≤ 4C‖m0‖Hs ,M, ∀t ∈ [0, T ].(2.20)
By using (2.19)-(2.10), we have
‖mn+1(t)‖Hs ≤ 8C‖m0‖Hs =M.(2.21)
Thus, (mn)n∈N is uniformly bounded in L
∞(0, T ;Hs).
Step 3. From now on, we are going to prove thatmn is a Cauchy sequence in L
∞(0, T ;Hs−1).
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For this purpose, we deduce from (2.18) that

∂t(mn+l+1 −mn+1)− (4un+l − 2∂xun+l)∂x(mn+l+1 −mn+1)
= (un+l − un)(∂xR1n,l +R2n,l) + ∂x(un+l − un)(∂xR3n,l +R4n,l)
+ (mn+l −mn)R5n,l,
mn+l+1(t, x)−mn+1(t, x)|t=0 = (Sn+l+1 − Sn+1)m0,
(2.22)
where
R1n,l = 4mn+1 + 2un+l + 2un,
R2n,l = −4mn + 2un+l + 2un,
R3n,l = −2mn+1 + 2un+l + 2un,
R4n,l = 8mn + 2un+l + 2un,
R5n,l = 2mn+l + 2mn + 8∂xun+l − 4un+l.
By Lemma 2.1 (Morse-type estimate), Lemma 2.3 (A priori estimates in Sobolev spaces)
and using the fact that mn is bounded in L
∞(0, T ;Hs), we infer that
‖mn+m+1(t)−mn+1(t)‖Hs−1
≤CT
(
‖(Sn+m+1 − Sn+1)m0‖Hs−1
+
∫ t
0
‖(un+l − un)∂xR1n,l‖Hs−1 + ‖(un+l − un)R2n,l‖Hs−1
+ ‖∂x(un+l − un)∂xR3n,l‖Hs−1 + ‖∂x(un+l − un)R4n,l‖Hs−1
+ ‖(mn+l −mn)R5n,l‖Hs−1dt′
)
≤CT
(
‖(Sn+l+1 − Sn+1)m0‖Hs−1 +
∫ t
0
CM‖mn+l −mn‖Hs−1dt′
)
.(2.23)
Since
‖
n+l∑
q=n+1
∆qm0‖Hs−1 ≤ C2−n‖m0‖Hs−1 ,
and that (mn)n∈N is uniformly bounded in L
∞([0, T ];Hs), then it follows that
‖mn+l+1(t)−mn+1(t)‖Hs−1 ≤ CT (2−n +
∫ t
0
‖mn+l −mn‖Hs−1dτ).
It is easily checked by induction
‖mn+l+1 −mn+1‖L∞(0,T ;Hs−1)
≤ (TCT )
n+1
(n+ 1)!
‖ml −m0‖L∞(0,T ;Hs−1) + CT 2−n
n∑
k=1
2k
(TCT )
k
k!
.
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Since ‖mn‖L∞(0,T ;Hs−1) is bounded independently of n, we can find a new constant C ′T such
that
‖mn+l+1 −mn+1‖L∞(0,T ;Hs−1) ≤ C ′T 2−n.
Consequently, (mn)n∈N is a Cauchy sequence in L
∞(0, T ;Hs−1). Moreover it converges to
some limit function m ∈ L∞(0, T ;Hs−1).
Step 4. We now prove the existence of solution. We prove thatm belongs to C((0, T );Hs(R))
and satisfies Eq.(2.1) in the sense of distribution. Since (mn)n∈N is uniformly bounded in
L∞(0, T ;Hs), the Fatou property for the Besov spaces guarantees that m ∈ L∞(0, T ;Hs).
If s′ ≤ s− 1, then
‖mn −m‖Hs′ ≤ C‖mn −m‖Hs−1 .(2.24)
If s− 1 ≤ s′ < s, by using Lemma 2.2, we have
‖mn −m‖Hs′ ≤ C‖mn −m‖θHs−1‖mn −m‖1−θHs
≤ C‖mn −m‖θHs−1(‖mn‖Hs + ‖m‖Hs)1−θ,(2.25)
where θ = s−s′. Combining (2.24) with (2.25) for all s′ < s, we have that (mn)n∈N converges
to m in L∞([0, T ];Hs
′
). Taking limit in (2.18), we conclude that m is indeed a solution of
(2.1). Note that m ∈ L∞(0, T ;Hs). Then
‖2m2 + (8∂xu− 4u)m+ 2(u+ ∂xu)2‖Hs ≤ C‖m‖2Hs .(2.26)
This shows that ∂xP1,ε+∂
2
xP2,ε also belongs to L
∞(0, T ;Hs). Hence,m belongs to C([0, T );Hs).
Step 5. Finally, we prove the uniqueness and stability of solutions to Eq.(2.1). Suppose that
M = (1−∂2x)u, N = (1−∂2x)v ∈ C((0, T );Hs(R)) are two solutions of (2.1). SetW =M−N.
Hence, we obtain that

∂tW − (4u− 2∂xu)∂xW
= (u− v)(∂xG1 +G2) + ∂x(u− v)(∂xG3 +G4) +WG5,
W (t, x)|t=0 =M(0) −N(0) =W (0),
(2.27)
where
G1 = 4N + 2u+ 2v,
G2 = −4N + 2u+ 2v,
G3 = −2N + 2u+ 2v,
G4 = 8N + 2u+ 2v,
G5 = 2M + 2N + 8∂xu− 4u.
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We define that U(t) ,
∫ t
0 ‖m(t′)‖Hsdt′. By Lemma 2.1 (Morse-type estimate), Lemma 2.3
(A priori estimates in Sobolev spaces) and using the fact that m is bounded in L∞(0, T ;Hs),
we infer that
‖W (t)‖Hs−1
≤CeCU(t)
(
‖W (0)‖Hs−1 +
∫ t
0
(‖(u− v)∂xG1‖Hs−1 + ‖(u− v)G2‖Hs−1
+ ‖∂x(u− v)∂xG3‖Hs−1 + ‖∂x(u− v)G4‖Hs−1 + ‖WG5‖Hs−1)dt′
)
.
≤CTM‖W‖Hs−1 .(2.28)
Applying Gronwall’s inequality yields
sup
t∈[0,T )
‖W (t)‖Hs−1 ≤ eC˜T ‖W (0)‖Hs−1 .(2.29)
In particular, u0 = v0 in (2.29) yields u(t) = v(t). Consequently, we complete the proof.
Now we present the blow-up scenario for the strong solutions to Eq.(2.1).
Lemma 2.11. Let uε,0 ∈ Hs(R), s > 52 be given and assume that T is the maximal existence
time of the corresponding solution u of Eq.(2.1) with the initial data uε,0. Then the H
s-norm
of u(t, ·) blows up if and only if
lim sup
t→T
{‖ux(t, ·)‖L∞ + uxx(t, ·)‖L∞} =∞.
Proof. As the proof of Theorem 4.4 in [51], we only need to consider
d
dt
∫
R
[(Λs−1u)2 + (Λs−1ux)
2]dx
=24
∫
R
Λs−1uΛs−1(uux)dx− 8
∫
R
ΛsuΛs(uux)dx
− 4
∫
R
Λs−1uxΛ
s−1(uxuxx))dx− 4
∫
R
Λs−1uxΛ
s−1(u2x)dx
+ 2ε
∫
R
Λs−1uΛs−1(uxx)dx− 2ε
∫
R
Λs−1uΛs−1(uxxxx)dx.(2.30)
Note that
−8
∫
R
ΛsuΛs(uux)dx =− 8
∫
R
Λsu[Λs(uux)− uxΛsu]dx− 8
∫
R
ux(Λ
su)2dx
≤C‖u‖Hs [‖u0‖H1‖Λsux‖L2 + ‖uxx‖L∞‖Λs−1u‖L2(R)] + C‖ux‖L∞‖u‖2Hs
≤CT,ε‖u‖2Hs + CT (‖ux‖L∞ + ‖uxx‖L∞)‖u‖2Hs + 2ε‖Λsux‖L2 ,
2ε
∫
R
Λs−1uΛs−1(uxx)dx =− 2ε
∫
R
Λs−1uxΛ
s−1(ux)dx ≤ CT,ε‖u‖2Hs ,
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−2ε
∫
R
Λs−1uΛs−1(uxxxx)dx =− 2ε
∫
R
Λs−1uxxΛ
s−1(uxx)dx = −2ε‖Λsux‖L2 .
From the above inequalities and (2.30), we obtain
d
dt
‖u‖2Hs ≤ CT,ε‖u‖2Hs(‖uxx‖L∞ + ‖ux‖L∞ + 1).(2.31)
Applying Gronwall’s inequality to (2.31), we have
‖u‖2Hs ≤ ‖uε,0‖2HseCT,ε
∫ T
0 (‖uxx‖L∞+‖ux‖L∞+1)dτ .(2.32)
If ‖ux‖L∞ + ‖uxx‖L∞ are bounded, from (2.32), we know that ‖u(t, x)‖Hs is bounded. By
using the Sobolev embedding theorem Hs(R) →֒ L∞(R), s > 12 , we have
‖ux‖L∞ + ‖uxx‖L∞ ≤ C‖u‖Hs ,(2.33)
with s > 52 . If ‖u‖Hs is bounded, s > 52 , from (2.33), we know that ‖ux‖L∞ + ‖uxx‖L∞ are
bounded. Moreover, if the maximal existence time T <∞ satisfies∫ T
0
‖ux‖L∞ + ‖uxx‖L∞dτ <∞,
we obtain from (2.32)
lim
t→T
sup
0≤τ≤t
‖u‖Hs <∞,
which contradicts with the assumption that T < ∞ is the maximal existence time. Thus we
have ∫ T
0
‖ux‖L∞ + ‖uxx‖L∞dτ =∞.
By Lemma 2.7 and Lemma 2.11, we only need to estimate on ‖uxx‖L∞ which is equivalent
to ‖wx‖L∞ , here w = (2− ∂x)u.
Lemma 2.12. Let T1 be the maximal existence time of the solution u and w = (2 − ∂x)u.
For any T < T1, we have
‖wx(t, ·)‖L∞ ≤ C(ε, T, ‖w0‖H2), for ∀t ∈ (0, T ].(2.34)
Proof. Let T1 be the maximal existence time of the solution u and w = (2 − ∂x)u. For
any T < T1, by the Sobolev embedding theorem, we only have to prove the boundedness of
‖wx(t, ·)‖H1 for any t ∈ (0, T ]. We have known that
wt + wwx = −∂xG ∗ (3
2
w2) + εwxx.(2.35)
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Then we have
wtx + w
2
x + wwxx =
3
2
w2 −G ∗ (3
2
w2) + εwxxx,(2.36)
and
wtxx + 3wxwxx + wwxxx = 3wwx − 3
2
∂xG ∗ (w2) + εwxxxx.(2.37)
Direct computations show that
1
2
∫
R
w2xdx+ ε
∫
R
w2xxdx
= −
∫
R
(w3x + wwxwxx)dx+
3
2
∫
R
w2wx −
∫
R
wxG ∗ (3
2
w2)dx
=
∫
R
wwxwxxdx+
3
2
∫
R
w2wx −
∫
R
wxG ∗ (3
2
w2)dx
≤ 1
2
ε
∫
R
w2xxdx+ C(ε, ‖w‖L∞)
∫
R
w2xdx+ C(‖w‖L∞)
∫
R
w2xdx+ C(‖w‖L∞),(2.38)
and
1
2
∫
R
w2xxdx+ ε
∫
R
w2xxxdx
= −
∫
R
(3wxw
2
xx + wwxxwxxx − 3wwxwxx)dx−
3
2
∫
R
wxx∂xG ∗ (w2)dx
=
∫
R
(5wwxxwxxx + 3wwxwxx)dx− 3
2
∫
R
wxx∂xG ∗ (w2)dx
≤ 1
2
ε
∫
R
w2xxxdx+C(ε, ‖w‖L∞ )
∫
R
w2xxdx
+ C(‖w‖L∞)
∫
R
(w2x + w
2
xx)dx+ C(‖w‖L∞).(2.39)
Adding the above two inequalities, by Gronwall’s inequality and Lemma 2.4, we obtain
‖wx(t, ·)‖H1 ≤ C(ε, T, ‖w0‖L∞), for ∀t ∈ (0, T ].(2.40)
Using the Sobolev imbedding theorem, we can get (2.34). This completes the proof of Lemma
2.12, which together with Lemma 2.10 implies Theorem 2.9.
3 Global entropy weak solutions
In the section, making use of a priori estimates obtained in Section 2, we derive the existence
of entropy weak solutions to (2.1) under the assumption u0 ∈ H1, u′0 ∈ L1 ∩BV .
14
3 GLOBAL ENTROPY WEAK SOLUTIONS
3.1. Precompactness
Lemma 3.1. Under the assumption of Theorem 2.9, there exist a subsequence
{uεk(t, x), P1εk (t, x), P2εk (t, x)} of the sequence {uε(t, x), P1ε(t, x), P2ε(t, x)} and some func-
tions u(t, x), P1(t, x), P2(t, x) with u ∈ L∞(R+,H1), P1, P2 ∈ L∞(R+,W 1,∞) ∩ L∞(R+,H1),
such that
uεk → u, P1εk → P1, and P2εk → P2 as k →∞,
uniformly on any compact subset of R+ × R.
Proof. It follows from Lemma 2.4 and Theorem 2.9 that {uε(t, x)} is uniformly bounded in
L∞(R+,H
1). Also, {∂tuε(t, x)} is uniformly bounded in L2([0, T ]× R) for T > 0. Indeed, by
Lemma 2.4 and Eq.(1.3), we get
(3.1) ‖P1ε(t, ·)‖L2 ≤ 6‖G‖L2(‖u2ε(t, ·)‖L1 + ‖q2ε‖L1) ≤ 6‖uε(t, ·)‖2H1 ≤ 6‖u0‖2H1 ,
(3.2) ‖∂xP1ε(t, ·)‖L2 ≤ 6‖∂xG‖L2‖uε(t, ·)‖2H1 ≤ 6‖u0‖2H1 ,
and
(3.3) ‖P2ε(t, ·)‖L2 ≤ ‖G‖L2‖q2ε‖L1 ≤ ‖uε(t, ·)‖2H1 ≤ ‖u0‖2H1 .
Thus, there exist u ∈ C((0, T );L∞) and a subsequence {uεk(t, x)} such that {uεk(t, x)} is
weakly compact in C((0, T );L∞) and {uεk(t, x)} converges to u(t, x) uniformly on each com-
pact subset of R+ × R as k →∞. Moreover, u(t, x) ∈ C((0, T ) × R) ∩ L∞((0, T );H1).
Next, we turn to the compactness of {P1ε}. First, by Lemma 2.4, we have that {P1ε} is
uniformly bounded in L∞(R+,H
1). Now we estimate ∂tP1ε. Note that
∂P1ε
∂t
= G ∗ (12uε∂tuε + 4qε∂tqε)
= 12G ∗ (uε∂tuε) + 4G ∗
(
qε
(
4uε∂xqε + 2q
2
ε − 2qε∂xqε + ε∂2xqε − 6u2ε + Pε + ∂xG ∗ q2ε
))
= I1 + I2.
By Lemma 2.4 and Eq.(1.3), we obtain that I1 = 12G ∗ (uε∂tuε) is uniformly bounded in
L2([0, T ] × R) for any T > 0. Since
4uεqε∂xqε + 2(qε)
3 = 2
(
uεq
2
ε
)
x
,
and qε∂
2
xqε = ∂x(qε∂xqε)− (∂xqε)2, it follows that
I2 = 4G ∗
(
qε
(
4uε∂xqε + 2q
2
ε − 2qε∂xqε + ε∂2xqε − 6u2ε + Pε + ∂xG ∗ q2ε
))
= 4G ∗ (qε(6u2ε + Pε + ∂xG ∗ q2ε)− ε(∂xqε)2)+ 4G ∗
(
uεq
2
ε −
2
3
q3ε + εqε∂xqε
)
x
.
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By Lemmas 2.4 – 2.8, we get
‖I2‖2L2((0,T )×R)
≤ 4
∫ T
0
‖G‖2L2‖
(
qε(6u
2
ε + Pε + ∂xG ∗ q2ε)− ε(∂xqε)2
)
(t, ·)‖2L1dt
+4
∫ T
0
‖∂xG‖2L2(R)‖(uεq2ε −
2
3
q3ε + εqε∂xqε)(t, ·)‖2L1dt
≤ C(T, ‖u0‖H1 , ‖u′0‖L1).
Thus we prove that ∂P1ε∂t are uniformly bounded in L
2((0, T ) × R) for every T > 0. Conse-
quently, there exist P1 ∈ C((0, T );L∞) and a subsequence {P1εk(t, x)} such that {P1εk(t, x)}
is weakly compact in C((0, T );L∞) and {P1εk(t, x)} converges to P1(t, x) uniformly on each
compact subset of R+ ×R as k →∞. Moreover, P1(t, x) ∈ C((0, T )× R) ∩ L∞((0, T );H1).
By Ho¨lder’s inequality, we have
‖P1ε(t, ·)‖L∞
≤ 6‖G‖L∞‖(u2ε + q2ε)(t, ·)‖L1 ≤ 6‖u0‖2H1 ,
and
‖∂xP1ε(t, ·)‖L∞
≤ 6‖∂xG‖L∞‖(u2ε + q2ε)(t, ·)‖L1 ≤ C‖u0‖2H1 .
Due to (3.1)-(3.3) and the above estimates, we have P1 ∈ L∞(R+,W 1,∞) ∩ L∞(R+,H1).
Since P2ε is a part of P1ε, following the same proof of the compactness of P1ε, we have
that there exists P2 ∈ L∞(R+,W 1,∞) ∩ L∞(R+,H1), such that P2εk → P2 as k → ∞. This
completes the proof of the lemma.
3.2. Existence
Theorem 3.2. (Existence) Assume that u0 ∈ H1 and u′0 ∈ L1∩BV, then there exists at least
one entropy weak solution to (2.1).
Proof. Assume that the approximating sequence {uε,0}ε>0 is chosen such that uε,0 ∈ Hs, s >
5
2 , ‖∂xuε,0‖L1 ≤ ‖u′0‖L1 , ‖∂xuε,0‖BV ≤ ‖u′0‖BV . Then, due to Lemma 2.4 and Theorem 2.9,
we can verify that {un}n≥1 is uniformly bounded in the space H1((0;T ) × R). Therefore we
can get a sequence such that as k →∞
uεk ⇀ u weakly in H1((0;T ) × R) for εk → 0,(3.4)
and
uεk → u a.e. on (0;T ) × R as εk → 0,(3.5)
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for u ∈ H1((0;T ) × R).
And combining the priori estimates obtained in Section 2 together with the Helly theorem
yields that
∂xuεk → ∂xu a.e. in R+ × R.(3.6)
Hence
∂xuεk → ∂xu a.e. in Lp((0, T ) × R) for ∀ T > 0, ∀ p ∈ [1,∞).(3.7)
To prove that the limit u satisfies the entropy inequality (1.9), we need to know (3.7) only
for the case p = 1. Indeed, by (3.7) (with p = 1) and Lemma 3.1, it follows by choosing ε = εk
in
∂tη(uε)− 4∂x(q(uε)) = ∂xP1εη′(uε) + ∂2xP2εη′(uε) + ε[∂2xx(uε)− η′′(uε)(∂xuε)2],(3.8)
in D′([0,∞) × R)). Then sending k →∞, we complete the proof of Theorem 3.2.
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