Adversarial approach has been widely used for data generation in the last few years. However, this approach has not been extensively utilized for classifier training. In this paper, we propose an adversarial framework for classifier training that can also handle imbalanced data. Indeed, a network is trained via an adversarial approach to give weights to samples of the majority class such that the obtained classification problem becomes more challenging for the discriminator and thus boosts its classification capability. In addition to the general imbalanced classification problems, the proposed method can also be used for problems such as graph representation learning in which it is desired to discriminate similar nodes from dissimilar nodes. Experimental results on imbalanced data classification and on the tasks like graph link prediction show the superiority of the proposed method compared to the state-of-the-art methods.
Introduction
Imbalanced data is prevalent in real-world classification problems. If training data are not balanced, most of existing learning algorithms produce inductive bias towards the frequent classes. Therefore, they result in poor minority class recognition performance while the accuracy on minority classes can be much important, e.g., in rare event discovery (Dong, Gong, and Zhu 2018) . For deep learning models, influence of imbalanced data on representation learning can also deteriorate the performance on majority classes (Ando and Huang 2017) . A simple but common option for imbalanced data classification is re-sampling the data before training that includes over-sampling minority classes, under-sampling majority classes, or combination of these approaches (Dong, Gong, and Zhu 2018) . The second option is cost-sensitive learning that assigns higher cost of mis-classification to the minority class than to the majority (Huang et al. 2016) . Despite the continuous development of learning methods in the last decades, learning from imbalanced data is still a challenging problem (Krawczyk 2016) .
Let us consider the problem of discriminating samples of the intended class that are rare (compared to other samples). One example of such problems is discriminating similar pairs of data from dissimilar ones. Similar pairs are usu-ally rare compared to dissimilar ones. For example, the link prediction problem in the graph can be seen as discriminating pairs of connected nodes from disconnected ones. Similarly, we encounter this situation when needing to discriminate similar questions in the Community Question Answering (CQA) forums.
One of the well-known approaches to handle imbalanced data is down-sampling the training data of the majority class. However, random down-sampling may not work appropriately since the selected subset of samples may not be informative enough. Let us consider a two-class classification task with rare positive samples compared to the negative ones. If we select uniformly random the negative samples among the training data of this class, they may be those samples that are far from the boundary and so they may not be such helpful in training a powerful classifier. This scenario happens especially when most of the negative samples are far from the boundary. For example, when we want to distinguish similar pairs of data from dissimilar ones, most of the dissimilar pairs are clearly different and only a small portion of them may be challenging and helpful for training.
In this paper, we propose an adversary-based approach to give weight to each sample of the majority class. The proposed method is called Adversarially Re-weighting for Imbalanced Classification (ARIC). In fact, we learn a distribution on the majority class samples that indicates the probability of using corresponding samples. This distribution is achieved in an adversarial manner. The generator learns the distribution on samples of the majority class to provide a more challenging classification problem to the discriminator. On the other hand, the discriminator tries to accurately classify (the weighted) samples despite the generator has made the task more intricate (Fig.1) . At the end of this game, we intend to reach a more accomplished discriminator since it has been trained in an adversarial manner by focusing on more instructive samples of the majority class. The main contributions of our work are:
1. Training classifiers via an adversarial approach for imbalanced classification problems. We propose a general framework for this problem and train a new type of generator that provides weights for samples of the majority class.
2. Experiments were conducted to evaluate the proposed Figure 1 : Illustration of the proposed adversarial classification framework. G re-weights the negative samples and D is trained using the positive and the re-weighted negative samples.
adversarial classifier on the imbalanced classification datasets. Empirical results demonstrate the superiority of the proposed method that achieves higher performance on these datasets.
3. The proposed framework is also used for the graph representation learning. Accordingly, the results of the proposed method on the link prediction and multi-label node classification problems is obtained and compared with the state-of-the-art methods like . These results show the superiority of the proposed method for graph representation learning.
Related Work
In the last few years, Generative Adversarial Networks (GANs) (Goodfellow et al. 2014) have received much attention in generating realistic-looking samples (usually images). The main idea of these networks is to train a generative network adversarially against a discriminator network that wants to distinguish real and fake samples. Despite to the existing methods that employ GANs to generate samples, we intend to use the adversarial training idea to improve the classifier performance especially when confronting imbalanced datasets. Moreover, as opposed to (Mariani et al. 2018 ), we do not create any new sample for data augmentation. Indeed, (Mariani et al. 2018 ) introduces a method to generate samples for the minority class in image classification tasks while our method seeks a classifier without generating any new sample and thus works for all types of data even including discrete features (whereas generating discrete samples for methods like (Mariani et al. 2018 ) that are based on sample generation is challenging). Although (Yang et al. 2018 ) also introduces an adversarial approach in a specific domain to discriminate similar pairs of (question, answer) in the community question answering task, it uses an RL approach to learn generator while it is not necessary at all. Indeed, weights of samples are continuous that can be learned directly and we do not need to learn them via RL and sampling from the majority class examples. In the proposed method, both the generator and the discriminator are fully differentiable and thus gradient-based methods can be directly performed to optimize the objective function. Moreover, since (Yang et al. 2018 ) employs exactly the objective function of GAN (for the classification problem) that may lead to highly up-weighting few negative samples (that are similar to the positive samples) and making the weights of other samples negligible (or even zero). In fact, some negative samples that may be outlier appearing among positive samples can take the leading role that is not proper. In this work, we propose an adversarial classifier that optimizes two criteria (instead of only a classifier or a discriminator) to solve the classification problem. A function that gives weights to negative samples is learned by the generator network and meanwhile the discriminator is trained by the positive samples and the weighted negative samples (using the weights obtained by the generator).
Proposed Method
In this section, we introduce the proposed adversary-based classifier that is useful especially for imbalanced data. It is helpful in many real-world tasks like distinguishing similar pairs from dissimilar ones (when the number of dissimilar pairs is over-comming).
Preliminaries
The goal of Generative Adversarial Networks (GANs) (Goodfellow et al. 2014 ) is to find a generative model that produces samples from the distribution of real data. It employs the generator network to create samples and in-order to train this network, the discriminator as a critic is used to evaluate the generator network. The objective function of GANs is defined as follows (Goodfellow et al. 2014) :
where p g (x) shows the distribution of samples generated by the generator and p data (x) is the real data distribution. D(x) represents the probability that x is classified as a real sample and D is trained to maximize the probability of assigning the correct label to both real examples and the generated ones by G. G is simultaneously trained to minimize log (1 − D(x )) on generated samples. Therefore, the generator networks attempts to generate samples that seem real and the discriminator tries to distinguish real and fake (generated) samples.
Objective Function
Consider a two-class classification problem in which samples of the negative class are abundant. It seems that both selecting randomly a subset of negative samples and a uniform contribution of all negative samples (containing many less informative samples) may not be sufficient to reach an accurate classifier. In fact, some negative samples are more informative and make the resulted classifier more powerful. Let G(x) show the probability (or weight) assigned to the sample x and D(x) show the probability of classifying x as positive. Thus, we propose the following objective function:
where S + shows the positively labeled training data and S − denotes the negative ones. In this objective function, the discriminator D attempts to maximize the average log probability of assigning the correct labels to (both the positive and the negative) samples in which the weights of samples are also taken into account. The positive samples are equally weighted while the weights of negative samples are specified by the generator. On the other hand, the generator G is optimized to maximize the probability of misleading the discriminator D. The last term in the objective function is responsible to prevent the generator to portion the weights only on the most similar samples to the positive ones. This term as the negative entropy of the generator impedes the distribution on the negative samples from converging to the distribution of positive samples. It is worth mentioning that our method does not generate any sample and G only gives weight to samples.
Training the proposed adversarial classifier
To train the proposed network, G and D are alternatively optimized to minimize and maximize the objective function in Eq. 2 respectively. The details of training is shown in Algorithm 1. In this algorithm, we first pre-train the discriminator by minimizing cross-entropy loss function (in the first loop) and then the adversarial training is done (in the second loop). At the end of training for a mini-batch, G over the samples of that batch is normalized to make sure that the output of the generator is a probability function.
Theoretical analysis
Analogous to (Goodfellow et al. 2014) , we first find the optimal discriminator D for any given G. Then, for the optimal discriminator, an equation for the optimal generator is found. Proposition 1. For a fixed G, the optimal discriminator D is:
where p + shows the distribution of positive samples and p g − denotes the distribution on the negative samples after reweighting. 
end for number of training iterations do Sample mini-batch of m positive samples {x +(1) , . . . , x +(m) } uniformly ; Sample mini-batch of m negative samples {x −(1) , . . . , x −(m) } uniformly ; Update the discriminator by stochastic gradient ascent:
; Update the generator by stochastic gradient descent:
end Theorem 1. For the optimal discriminator, the optimal generator must satisfy the following equation:
The details of the proofs are available in Appendix. First, assume that we set λ = 0. In this case, we show that G defines a distribution on negative samples that tends to be equal to p + , i.e. the distribution of positive samples. Here, p + is considered fixed but G that intends to find a new distribution on negative samples (by re-weighting them) and D that is used to discriminate positive samples are trained. Analogous to (Goodfellow et al. 2014) , if G and D have enough capacity, D is trained to discriminate samples of positive class and converges to Eq. 3. Moreover, G(x) converges to reach p + (x) = p g − (x) at which both of them cannot be improved. However, when λ is not necessarily zero, we reach Eq. 4.
In the GAN framework, the goal is to minimize JensenShannon divergence between the real data distribution and the generator distribution (Goodfellow et al. 2014) . Similarly, in the ARIC method, the Jensen-Shannon divergence between the distribution of positive samples and the generator distribution (that weights the existing negative samples) is minimized. Since the generator only gives weights to negative samples, it assigns higher weights to negative samples which are closer to the boundary and thus provides a distribution with higher masses on the boundary region. It is important to note that the entropy term prevents the generator from learning a sharp distribution. Moreover, in a Nash equilibrium, the discriminator learns the boundary between positive samples and weighted negative samples (in which the closer negative samples to the boundary get higher weights). Thus, it can be concluded that ARIC reduces the effect of the non-informative negative samples in classifier training.
Graph Representation Learning by Adversarial Classifier
In this section, we want to use the proposed avdersarial classifier for graph representation learning. First, graph representation learning and the most related methods are introduced. Then, the proposed adversarial classifier is used for graph link prediction and node classification.
Graph Representation Learning
In representation learning of graph nodes, given graph structure (relations between nodes) and node features (if exist), a low dimensional latent space is found in which nodes are embedded (Hamilton, Ying, and Leskovec 2017) . Graph node representation methods can be categorized into 3 categories (Cai, Zheng, and Chang 2018) . In the first category, methods use matrix factorization to factorize the similarity matrix of the graph (adjacency or Laplacian matrix) and extract embedding for nodes in the latent space (Belkin and Niyogi 2002; Kruskal 1964) . Methods in the second category use optimization methods to find embedding in a way that reconstructed edges from nodes embedding are similar to the input graph edges Man et al. 2016 ). In the third category, neural networks or deep methods are utilized to find nodes embedding via one of the following two approaches. In the first approach, known models like CNN, RNN, AutoEncoder, and GAN are modified to be specialized for graphs which are non-Euclidean data (Defferrard, Bresson, and Vandergheynst 2016; Kipf and Welling 2016a; Ying et al. 2018; Kipf and Welling 2016b; ). In the second approach, random walks on graph are generated (i.e. sequences of nodes are obtained from the graph structure) and then the neural networks for learning representation from the context are applied on sequences of nodes to find nodes embedding (Perozzi, Al-Rfou, and Skiena 2014; Grover and Leskovec 2016; Chamberlain, Clough, and Deisenroth 2017; Chen et al. 2017) . GraphGAN ) is the most similar method to our method for graph representation learning. The purpose of GraphGAN is to find embedding for graph nodes. It includes two parts: 1) The discriminator which determines whether an edge exists between two nodes or not. It uses a sigmoid function on the dot product of the corresponding nodes embeddings for this purpose. The node embedding is updated in each iteration until convergence happens. 2) Generator which determines a connectivity distribution for each node over all other nodes of the graph. For this purpose, a 
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Figure 2: The proposed method for link prediction.
graph softmax is proposed in ) to incorporate the graph structure and decrease the time complexity.
Adversarial Graph Representation Learning
In this section, the above proposed framework is used for graph representation learning. Similar to the existing approaches for graph representation learning, we also learn nodes representation from which the graph links can be predicted. Let G = (V, E) be a given graph where V denotes the set of nodes and E shows the set of edges. The number of edges in the graphs is usually much smaller than the total number of distinct pairs of nodes, i.e.
The proposed method utilizes the connected nodes in the graph as positive samples (pairs) and the disconnected ones as negative samples (pairs) but gives weight to the disconnected nodes to distinguish informative disconnected pairs from uninformative ones (for representation learning). The weights of disconnected pairs are trained adversarially such that the discrimination of negative pairs from positive ones (by the discriminator) becomes more challenging. Therefore, more informative disconnected pairs get higher weights and finally a more powerful discriminator is obtained since during training the generator makes the problem more complicated for the discriminator and thus boosts its capability.
In this problem, a function G(v 1 , v 2 ) is learned to show the effectiveness of exposing the negative pair (v 1 , v 2 ) to the discriminator as the training sample. On the other hand, the discriminator D(v 1 , v 2 ) specifies the probability of considering this pair of nodes as similar (or connected). The proposed method for the link prediction task is illustrated in Fig. 2 . The main differences of the proposed method and GraphGAN ) are as follows:
1. In the proposed method, we learn to give weights to negative samples. We do not need to use the policy gradient since the weights found by the generator are continuous and directly used in the algorithm (as weights assigned to the disconnected pairs) without need to sampling. However, in GraphGAN, the generator network is used to generate the links that seem real and for training of the network, it utilizes the policy gradient since the sampling of nodes is a discrete operator in this method. 2. The proposed method, as opposed to GraphGAN that seeks a generator to find the distribution of connecting nodes to a specific node v c , finally uses the discriminator to distinguish connected pairs from disconnected ones. In fact GraphGAN uses the trained embedding output of the generator while we use the embedding obtained by the discriminator (learned on re-weighted samples).
The ARIC algorithm for the link prediction problem is the same as Algorithm 1. The only difference is the step of training samples preparation for graphs. In graphs, a pair of connected nodes by a link represents a positive sample and a disconnected pair of nodes represents a negative sample. Thus, to generate a mini-batch from graph, we need to sample from connected and disconnected nodes of graph. On the other hand, a combiner function is needed to combine embedding of the corresponding pair of samples to provide a new feature vector for that pair. It's worth mentioning that the embedding layer of the discriminator and the generator are both initialized randomly and are trained during the training phase. The inputs to both the discriminator and the generator are the combined embedding of a pair of nodes.
Experiments
In this section, the performance of the proposed model on imbalanced classification datasets and also graph representation learning task is examined.
Experiments on Imbalanced Classification
We first introduce datasets and the experimental setup for imbalanced data classification. Then, the obtained results are presented.
Datasets The imbalanced datasets used in our experiments are presented in (Ding 2011) and provided by the imbalanced-learn python package (Lemaître, Nogueira, and Aridas 2017) . Pen digit, letter img, webpage, mammography, and protetin homo are the five largest datasets that are chosen to evaluate the ability of the proposed method on them. These datatsets also have different amount of imbalanced-ration (IR). The properties of these datasets are provided in Table 1 . We use 60% of the dataset for training, 20% for test, and 20% for validation.
Experimental Setup Evaluation metrics are accuracy, AUC-ROC, F1-score, and precision to evaluate the classifiers on imbalanced datasets. From the imbalanced-learn python package (Lemaître, Nogueira, and Aridas 2017), we use Instance Hardness Threshold (Smith, Martinez, and Giraud-Carrier 2014), SVM SMOTE (Nguyen, Cooper, and Kamei 2011), SMOTE (Chawla et al. 2002) , and ADA-DYN (He et al. 2008 ) as powerful imbalanced classification methods. All the methods use re-sampling technique to solve the imbalance problem in classification. SMOTE, SVM SMOTE and ADASYN are based on over-sampling and Instance Hardness Threshold is based on the undersampling approach.
In all the methods (including the proposed method and its competitors), logistic regression is used as the discriminator network and in the proposed method one of the following network architectures is used for the generator based on the results on the validation set. The first architecture contains 3-layer network with 64, 32 and 32 nodes in its layers, and the second one is a 6-layer network with 10, 8, 8, 6, 6 , and 6 nodes in each layer respectively. In the current experiences, the deeper structure with 6 layers has better performance on pen digits and protein homo datasets and the shallower one is selected for the other datasets (according to the results on the validation set).
Results
The obtained results on imbalanced classification benchmarks are summarized in Table 2 . We show that our ARIC method generally outperforms the other methods on these datasets.
Experiments on Graph Embedding
In this section, we conduct experiments to evaluate performance of trained nodes embedding by the proposed method on Link prediction and multi-label node classification that are two standard supervised learning tasks on graphs. We compare our method with the state-of-the-art methods that learn embedding for graph nodes (on link prediction and node classification tasks). We use the proposed method to learn a capable classifier (or discriminator) that can distinguish connected pairs of nodes from disconnected ones. The embedding layer of the discriminator can be used to embed nodes of the graph appropriately.
Graph Datasets Similar to GraphGAN , the ability of methods for link prediction is tested on the following datasets:
• arXiv-AstroPh (Leskovec and Krevl 2015) : The network is generated from papers submitted to the Astro Physics category of e-print arXiv. Nodes are scientists and edges show the collaboration between two scientists in a paper. The network contains 18772 nodes and 198110 edges.
• arXiv-GrQc (Leskovec and Krevl 2015) : This network is about papers submmited to General Relativity and Quantum Cosmology categories of arXiv. Same as the previous network, nodes present scientists and edges show collaboration. The network contains 5242 nodes and 14496 edges.
Moreover, as in , the following datasets are utilized to test the ability of the proposed method on multi-label node classification task: • BlogCatalog (Zafarani and Liu 2009): The network is constructed based on the social relationship between bloggers on the BlogCatalog website. The labels of bloggers shows the blogger interests and extracted from meta-data provided by the bloggers. The network contains 10312 nodes and 333983 edges and 39 different labels.
• Wikipedia (Mahoney 2011 ): This network is based on the co-occurrence of words appearing in the first 10 9 bytes of the English Wikipedia dump. Labels of the network show the Part-of-Speech (POS) tags of words. The network contains 4777 nodes and 184812 edges with 40 different labels.
Experimental Setup To evaluate the performance of the learned features by our method, the results of the proposed method is compared with those of the following feature learning algorithms:
• DeepWalk 1 (Perozzi, Al-Rfou, and Skiena 2014) : This method is based on the uniform random walk on the graph and uses Skip-Gram to learn d-dimensional feature representation. • node2vec 3 (Grover and Leskovec 2016) : It is the generalized version of DeepWalk and uses a biased random walk instead of uniform.
• GraphGAN 4 ): As we said before, the method is a GAN-based approach. It learns the generator which determines a connectivity distribution for each node over all other nodes of the graph to find nodes embedding.
The setting of the experiments are chosen as in GraphGAN . Parameters of all baseline methods are set to their default values. The output embedding of the last round of GraphGAN is used as the final embedding. In all benchmarks, optimization is done using stochastic gradient descent to update the parameters. In ARIC, we set 1e − 3 as the learning rate for the discriminator, 1e − 5 as the learning rate for the generator, and 1024 as the batch size in each iteration. In Algorithm 1, γ (the negative class weight) and λ (the entropy weight) are set to 1e − 3 and 1e − 1 respectively. All the parameters of the proposed method are chosen by cross-validation. The combiner function (that is used to combine embedding for a pair of nodes) is chosen to be the dot product for the discriminator and the concatenation for the generator. The dimension of embedding for all methods is set to 20. In the proposed method, a network with 2 layers is selected for discriminator where the first layer is used for learning input embeddings (the input is a one-hot vector) and the second layer contains only one node for classification. On the other hand, a 3-layer network, with 64, 32 and 32 nodes in its layers, is used as generator. Discriminator is selected as simple as possible to keep the simplicity of the model. Link Prediction. In the link prediction problem, a network is given and the goal is to use nodes embedding and predict whether an edge exists between two nodes or not. We chose similar settings to GraphGAN (Wang et al. 2018) . 10% of the original graph edges are selected randomly for test and the rest of the network is utilized for training. To generate negative samples for test, those pair of nodes that are not connected in the original graph are chosen. The number of positive and negative samples in the test set are equal. To compare our discriminator results with other methods, after learning embedding for all nodes, a logistic regression model is trained for each of the other methods to predict the edge existence between the node pairs in the test set (as in ). We measure the quality of our work by Accuracy and Macro-F1 score as the most commonly used measures for the link prediction. Similar to ), in other methods, median is used as a threshold to map the output of logistic regression discriminator to (zero and one) labels. Since the number of positive and negative edges in the test set are equal, it's the best threshold and the reported results of the other methods using this threshold are the best obtained results for them. In our method, we simply round the probability obtained by the discriminator to prevent the bias toward the size of the test samples in each class.
Multi-label Node Classification. In multi-label node classification problem, there are C classes and each node belongs to one or more classes. For evaluation, we hide p percent of node labels and train a logistic-regression model by one vs. all strategy on learned features of nodes. The goal is to predict the labels of hidden nodes. The performance of all the methods are compared when the percent of train samples is set to 90%. Since the application is multi-label classification, Micro-F1 and Macro-F1 scores are chosen as the most commonly used measures for this purpose.
Results
The results of the link prediction on arXivAstroPh and arXiv-GrQc are summarized in Table 3 . These results indicate that ARIC outperforms other methods significantly and achieves improvements on both the datasets. In fact, in the link prediction problem, we intend to find a new latent space in which connected pairs of nodes can be discriminated from disconnected ones. In the other words, we want to embed nodes such that similar pairs of nodes and dissimilar ones can be distinguished accurately. If we consider similar pairs as positive and dissimilar pairs as negative samples, the resulted classification problem is usually extremely imbalanced. Moreover, some dissimilar pairs are more informative than others for discriminating similar from dissimilar. From the obtained results, we can conclude that learning to give weights to the negative samples is an efficient way to find a better embedding and thus more accurate discriminator in the new latent space. We run the methods for 10 different shuffles of node labels. The mean and standard deviation of the results of multi-label node classification on BlogCatalog and Wikipedia datasets are shown in Table. 4. The node classification application is based on the embedding problem, because the labels of nodes is related to the structure of the input graph. Therefore, the results of the node classification application is influenced by the ability of node embedding in discriminating similar (connected) and dissimilar (disconnected) nodes. If we find a better embedding for nodes, it's expected to have better results of multi-label node classification. According to Table. 4, ARIC has shown better results than the other methods and it can be concluded that the learned embedding by the ARIC shows the capability of modeling the structure of the graph in the latent space better than its competitors.
Conclusion
In this paper, we proposed an adversarial learning method for imbalanced classification problems. The proposed ARIC method is able to learn the importance of incorporation of each negative sample (i.e. each sample of the majority class) in the classification loss function. The generator network give weights to the negative samples and the discriminator attempts to find a classifier using the positive and the weighted negative samples. These networks are trained in an adversarial manner and boost each other capability. Experimental results on imbalanced classification problems and also graph representation learning shows the higher performance of the proposed method compared to the other methods. In the future work, we intend to learn two generator networks for the two-class classification problem where each of these generators gives weights to the samples of one the classes. Therefore, each generator specifies more informative samples for one of the classes.
