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QUANTUM DYNAMICS OF PERIODIC AND LIMIT-PERIODIC
JACOBI AND BLOCK JACOBI MATRICES WITH
APPLICATIONS TO SOME QUANTUM MANY BODY
PROBLEMS
DAVID DAMANIK, MILIVOJE LUKIC, AND WILLIAM YESSEN
Abstract. We investigate quantum dynamics with the underlying Hamil-
tonian being a Jacobi or a block Jacobi matrix with the diagonal and the
off-diagonal terms modulated by a periodic or a limit-periodic sequence. In
particular, we investigate the transport exponents. In the periodic case we
demonstrate ballistic transport, while in the limit-periodic case we discuss
various phenomena such as quasi-ballistic transport and weak dynamical local-
ization. We also present applications to some quantum many body problems.
In particular, we establish for the anisotropic XY chain on Z with periodic
parameters an explicit strictly positive lower bound for the Lieb-Robinson ve-
locity.
1. Introduction
Quantum spin systems have been investigated for a long time as models of in-
teracting many-body quantum systems. Given that the state space of a single spin
is a finite-dimensional Hilbert space, the algebra of local observables is particularly
simple. This allows us to focus exclusively on the quantum-dynamical phenomena
arising from interaction of the spins. One of the most widely studied dynamical
properties of spin models is the so-called Lieb-Robinson bound [17], which gives
restrictions on the speed of propagation of local disturbances through the chain.
The general form of the Lieb-Robinson bound is
‖[τt(A), B]‖ ≤ C ‖A‖ ‖B‖ e
−η(d−v|t|),(1)
where C, η, and v are positive constants, d is the distance between the regions
where observables A and B are supported, τt(A) is the time evolution of A and t
is the time parameter. We will give more details later.
In some extensively studied one-dimensional models, the dynamics of the inter-
acting spin chain is strongly related to the dynamics governed by a single particle
Hamiltonian (via the Jordan-Wigner transformation and the Lieb-Schultz-Mattis
ansatz [18], which allows to map certain many-body models to free Fermion mod-
els). This allows one to relate the Lieb-Robinson bound to transport properties of
the associated single particle Hamiltonian. This is the main focus of our investi-
gation: we concentrate on the widely studied anisotropic XY chain and investigate
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the Lieb-Robinson bound via the transport properties of the associated single parti-
cle Hamiltonian. For example, in their recent work [15], E. Hamza, R. Sims and
G. Stolz demonstrated how dynamical localization in the associated one particle
Hamiltonian implies an exponentially small (in the distance) bound on the prop-
agation of local disturbances; namely, they proved that the bound (1) holds with
v = 0. They then proved dynamical localization for the one particle Hamilton-
ian associated to the isotropic XY chain with random interaction and/or magnetic
field. One of our main results gives the converse for the Hamza-Sims-Stolz theorem.
In particular, we show that in the case of periodic interaction and magnetic field,
the Lieb-Robinson bound with v = 0 fails. In fact, a uniform positive lower bound
on v is given in terms of some transport properties of the associated one parti-
cle Hamiltonian (which turns out to be a periodic block Jacobi matrix exhibiting
ballistic transport).
Let us briefly describe the general setup and state our main results formally.
For a finite set S ⊂ Z, we consider the 2|S| dimensional Hilbert space H(S) =⊗
j∈S C
2 and the algebra of observables AS =
⊗
j∈S Aj where Aj = M(2,C) is
the algebra of 2× 2 complex matrices, viewed as acting on the j-th copy of C2.
For S1 ⊂ S2, AS1 embeds into AS2 by the map A 7→ A ⊗ IS2\S1 . The standard
convention is to treat this embedding as an identity, so that AS1 is viewed as a
subset of AS2 . With that convention, the algebra of local observables on Z is
defined as
AZ =
⋃
S⊂Z
S is finite
AS
and for A ∈ AZ, suppA is the smallest set S such that A ∈ AS .
We consider the 1-dimensional anisotropic XY model, given for Λ = [m,n] ∩ Z
by the Hamiltonian H(Λ) acting on the 2|Λ| dimensional Hilbert space H(Λ) =⊗n
j=m C
2 as follows.
H(Λ) =
n−1∑
j=m
µj [(1 + γj)σ
(x)
j σ
(x)
j+1 + (1− γj)σ
(y)
j σ
(y)
j+1] +
n∑
j=m
νjσ
(z)
j ,(2)
where {µj} is the sequence of interaction couplings (notice that only nearest neigh-
bor interactions are taken into account) and {νj} is the magnetic field in the direc-
tion transversal to the lattice; here {γj} is the sequence of anisotropy coefficients.
The operators σ
(v)
j , v ∈ {x, y, z}, are defined by
I⊗ · · · ⊗ I︸ ︷︷ ︸
j−m times
⊗σ(v) ⊗ I⊗ · · · ⊗ I︸ ︷︷ ︸
n−j times
,
where I is the 2× 2 identity operator and σ(v) are the Pauli matrices:
σ(x) =
(
0 1
1 0
)
, σ(y) =
(
0 −i
i 0
)
, σ(z) =
(
1 0
0 −1
)
.
We assume that for all j, µj 6= 0 (otherwise the chain breaks into a collection of
noninteracting subchains). Notice also that with γj ≡ 1 we obtain the Ising model
in a magnetic field, and with γj ≡ 0 we obtain the isotropic XY model.
We also need to define the interaction boundary of a set S ⊂ Z, which in the
case of the XY spin chain can be defined as
∂S = {n ∈ S : {n− 1, n+ 1} 6⊂ S}.
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Theorem 1.1 (Lieb–Robinson [17], Nachtergaele–Sims [20]). For any Λ = [m,n]∩
Z, any disjoint S1, S2 ⊂ Λ, any A ∈ AS1 and B ∈ AS2 and all t ∈ R,∥∥∥[τ (Λ)t (A), B]∥∥∥ ≤ C ‖A‖ ‖B‖ e−η(d(S1,S2)−v|t|)(3)
with uniform constants η, v > 0 and a constant C which can depend solely on the
size of the interaction boundaries of S1, S2.
Remark 1.2. If we restrict to observables with maxS1 < minS2, the constant C be-
comes uniform, since we can always replace S1, S2 by their convex hulls (intersected
with Z), after which the supports are still disjoint and have interaction boundaries
of at most 2 points each.
The Lieb-Robinson bound (1) is by its very nature an upper bound and hence
bounds transport from above. Lower transport bounds to complement such a state-
ment are naturally of interest as well. One may capture such a complementary result
by proving that certain upper bounds fail to hold or, put differently, by showing
that in the Lieb-Robinson bound, which always holds for some constants due to
Theorem 1.1, the constants must be subject to some restrictions.
The most interesting constant to restrict is the velocity v. The Lieb-Robinson
bound (1) with a positive velocity v is a ballistic upper bound. Upper bounds for
v hold in general; compare for example [1]. In some cases one expects genuine
ballistic transport, and hence the natural result to establish in these cases is that
there is some strictly positive lower bound for v in any Lieb-Robinson bound that
holds in the given context. Related to this, the absence of ballistic transport is
related to the ability to make v in the Lieb-Robinson bound arbitrarily small.
Periodic models are generally expected to lead to ballistic transport. This is
suggested, in particular, by the (expectation of) ballistic transport for the associ-
ated (via the aforementioned Lieb-Schultz-Mattis ansatz) one particle Hamiltonian.
Perhaps surprisingly, this statement has not yet been rigorously established in great
generality (the case of the isotropic constant-coefficient XY model is discussed in
Example 6.2.14B in [5]). In particular, to the best of our knowledge, in the case
of the anisotropic XY chain on Z considered here, this has not yet been addressed,
even though the result is widely expected to hold among experts. This is one of
our primary sources of motivation for writing this paper. Indeed we will address
precisely this issue of proving a ballistic lower transport bound in the periodic case.
Specifically, we prove
Theorem 1.3. For the anisotropic XY chain on Z described above, with periodic
sequences of µj ∈ R \ {0}, γj ∈ R \ {±1}, νj ∈ R, there exists a v0 > 0 such that
if the Lieb-Robinson bound (3) holds for some C, η, v in the sense of Theorem 1.1,
then v ≥ v0.
Remark 1.4. As will be described later, v0 is a natural quantity related to the block
Jacobi matrix corresponding to this system: it represents the maximum velocity
of ballistic transport of a particle in the time evolution given by the block Jacobi
matrix.
As discussed above, the ability to bound the velocity v away from zero corre-
sponds to ballistic transport, while the ability to take v > 0 arbitrarily small in
a Lieb-Robinson bound corresponds to sub-ballistic transport. Sometimes one can
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take this one step further and prove a Lieb-Robinson bound with v = 0. For ex-
ample, this was accomplished by Hamza, Sims, Stolz in the case of the isotropic
XY chain in random exterior field [15]. To establish such a result they had to show
strong dynamical localization for the associated one particle Hamiltonian (the no-
tion of dynamical localization is recalled in more detail in Section 3.5). Indeed, in
the cases considered in [15], the one particle Hamiltonian turns out to be a random
tridiagonal operator with constant off-diagonal entries. With suitable assumptions
on the underlying model, the diagonal entries of the one-particle Hamiltonian are
shown to be suitably distributed, so that localization follows from the known re-
sults in the theory of Anderson localization (for further details, see Section 4.1 in
[15]). In general, however, the resulting one particle Hamiltonian is block-diagonal.
Localization of random block operators arising in such a way is discussed in [7],
while the fact that localization of the one-particle Hamiltonian implies zero veloc-
ity Lieb-Robinsom bound is one of the main results of [15].
Here we establish the converse of this result and show the following statement
(see Theorem 3.8 for the precise meaning of the notion of uniform dynamical local-
ization).
Theorem 1.5. Given a one-dimensional quantum spin chain, if the Lieb-Robinson
bound (3) holds with v = 0, then the associated one particle Hamiltonian exhibits
uniform dynamical localization.
By this result, we see that a zero-velocity Lieb-Robinson bound holds only for
very special models as one particle Hamiltonians exhibiting uniform dynamical
localization are exceedingly rare. Consequently, the entire regime between sub-
ballistic transport and the failure of uniform dynamical localization hides in the
seemingly innocuous distinction between the ability to take v > 0 arbitrarily small
and the ability to take v = 0 in a Lieb-Robinson bound.
Returning the the periodic case of primary interest here, the statement of The-
orem 1.3 is naturally related to an appropriate ballistic transport statement for
the associated one particle Hamiltonian, which is a periodic block Jacobi matrix.
Since the appropriate ballistic transport statement for such periodic block Jacobi
matrices is also not yet known, we will have to address this issue as well. Thus, the
heart of our paper is a comprehensive discussion of ballistic transport for periodic
block Jacobi matrices.
Block Jacobi matrices are operators J : ℓ2(Z)m → ℓ2(Z)m of the form
(Ju)n = a
∗
n−1un−1 + bnun + anun+1
where an and bn are m×m complex matrices with det an 6= 0 and b∗n = bn (so each
un ∈ Rm); each u ∈ ℓ2(Z)m is viewed as an ℓ2 sequence of elements un ∈ Cm. We
will assume that J is q-periodic, i.e.
(4) an+q = an, bn+q = bn, ∀n ∈ Z.
For ψ ∈ ℓ2(Z)m, we are concerned with the time-evolution of
ψ(t) = e−itJψ.
Long-standing folklore states that for periodic J , ψ(t) should propagate to infinity
linearly in time, which is referred to as ballistic motion. The mathematical literature
usually describes wave-packet spreading by characterizing the behavior of the p-th
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moments of |X | for p > 0 for suitable initial states ψ.1 This is stated in terms of
transport exponents
β+ψ (p) = lim sup
t→∞
log〈ψ(t), |X |pψ(t)〉
p log t
,
β−ψ (p) = lim inft→∞
log〈ψ(t), |X |pψ(t)〉
p log t
,
and their time-averaged counterparts. These exponents are non-decreasing in p and
take values in the interval [0, 1]. Ballistic motion corresponds to exponents being
equal to 1, diffusive transport corresponds to the value 1/2, while the exponents
are 0 when there is no transport present that is detectable on a power-scale, and
in particular when dynamical localization takes place. We refer the reader to [12]
for general background.
In this paper, we prove a convergence statement in Hilbert space without any
time averaging; this is a stronger characterization of ballistic motion and, as we
will see, implies that all transport exponents are equal to 1. It is an extension of
work of Asch–Knauf [2] for Schro¨dinger operators.
We denote by X the (unbounded self-adjoint) operator with
(5) (Xu)n = nun
and domain
(6) D(X) =
{
u ∈ ℓ2(Z)m
∣∣∣∑
n∈Z
|nun|
2 <∞
}
,
and consider its Heisenberg time evolution X(t) = eitJXe−itJ with the domain
D(X(t)) = {u ∈ ℓ2(Z)m | e−itJu ∈ D(X)} (we will see below thatD(X(t)) = D(X)
for all t).
Theorem 1.6. Let J be a periodic block Jacobi matrix as described above.
(a) There is a bounded self-adjoint operator Q with KerQ = {0} such that for any
ψ ∈ D(X),
(7) lim
t→∞
1
t
X(t)ψ = Qψ.
(b) If f : R→ R is a bounded continuous function, then
lim
t→∞
f
(
1
t
X(t)
)
ψ = f(Q)ψ
for any ψ ∈ ℓ2(Z)m.
(c) If ψ ∈ ℓ2(Z)m decays exponentially, then for any p > 0, β±ψ (p) = 1.
The statement in part (c) has been widely expected to hold in the community
and could even be considered a folklore “result.” However, to the best of our
knowledge this is the first time it is actually proved rigorously, even in the scalar
case, m = 1. Theorem 1.6 is the key behind the lower bound for the Lieb-Robinson
velocity in Theorem 1.3. The proof of Theorem 1.6 is given in Section 2; and then
Theorem 1.3 is established in Section 3.
1One needs to at least assume finite moments at time zero. If one wants to discuss all moments
p > 0, one therefore needs to assume at least super-polynomial decay. For simplicity we will focus
on exponentially decaying ψ in our discussion of transport exponents.
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As another application of these results, we turn to limit-periodic Schro¨dinger
operators, which are operators on ℓ2(Z) of the form H = ∆ + V , where ∆ is the
discrete Laplacian and V is multiplication by a real-valued limit-periodic sequence,
also denoted V . Limit-periodic Schro¨dinger operators have been studied extensively
and it is known that they can display very diverse spectral properties. Many of
those results are stated in terms of denseness or genericity of some spectral property
in some space of limit-periodic Schro¨dinger operators; in the usual settings, purely
absolutely continuous spectrum is dense [4,9], purely singular continuous spectrum
is generic [3, 8], and purely pure point spectrum is possible [10, 21]. Here we inves-
tigate transport properties of such operators in the same terms. Most notably, we
prove generic quasi-ballistic transport for rather general initial states.
Theorem 1.7. For a generic limit-periodic V in the space of all limit-periodic
sequences with the ℓ∞ metric, for the discrete Schro¨dinger operator H = ∆+V we
have
β+ψ (p) = 1
for all p > 0 and all exponentially decaying ψ ∈ ℓ2(Z) \ {0}.
Remark 1.8. As one can infer from the proof, Theorem 1.7 may also be established
in the setting of limit-periodic block Jacobi matrices. We have decided to state
and prove it only for discrete Schro¨dinger operators because this is the framework
that is most commonly considered, and also because the other results in Section 4
actually require this more restrictive framework.
We call this quantum dynamical statement quasi-ballistic transport since the
proof establishes ballistic transport only along a subsequence of time scales. Our
proof cannot exclude the possibility that β−ψ (p) < 1, or even β
−
ψ (p) = 0. The latter
phenomenon is indeed possible as it is known to occur in a related scenario, namely
the super-critical almost Mathieu operator with a very Liouvillean frequency. In-
deed in that case, we have β+δ0(p) = 1 by [16] and β
−
δ0
(p) = 0 by [11].2 The
proof of Theorem 1.7, for which Theorem 1.6 is instrumental, can be found in Sec-
tion 4, together with other results on transport (and lack thereof) for limit-periodic
Schro¨dinger operators.
2. Ballistic Transport for Periodic Block Jacobi Matrices
To prove Theorem 1.6, we will first need some general facts about the time-
evolution of X with respect to a bounded block Jacobi matrix. These are given in
the following theorem and lemma.
We will define for N ∈ N the bounded operators
(XNu)n =


−Nun n < −N,
nun |n| ≤ N,
Nun n > N,
2In fact, [11] shows that the time-averaged transport exponents vanish, but this implies the
vanishing of the non-time-averaged transport exponents by general principles.
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and AN = i[J,XN ],
(ANu)n =


−ia∗n−1un−1 + ianun+1 |n| ≤ N − 1,
−ia∗n−1un−1 n = N,
ianun+1 n = −N,
0 |n| ≥ N + 1.
Note that the AN converge strongly asN →∞ to the bounded, self-adjoint operator
A given by
(Au)n = −ia
∗
n−1un−1 + ianun+1.
Theorem 2.1. Let J be a bounded block Jacobi matrix. For all T , D(X(T )) =
D(X), and the identity
(8) X(T )ψ = Xψ +
∫ T
0
A(t)ψ dt
holds for all ψ ∈ D(X). In particular, for T > 0,
‖X(T )ψ‖ ≤ ‖Xψ‖+ T ‖A‖‖ψ‖.
Proof. We begin by noting that XN (t) is an analytic function of t, since J is a
bounded self-adjoint operator so e−itJ and eitJ are analytic functions of t. Differ-
entiating, we have
d
dt
XN(t) = e
itJ(iJ)XNe
−itJ + eitJXN (−iJ)e
−itJ = eitJANe
−itJ = AN (t).
Integrating in t, we conclude that for all T ,
XN (T )−XN =
∫ T
0
AN (t)dt.
For any ψ ∈ D(X), strong convergence of AN (t) to A(t) together with the uniform
bound ‖AN(t)ψ‖ ≤ 2 supn‖an‖‖ψ‖ implies, by dominated convergence, that
lim
N→∞
(XN (T )ψ −XNψ) = lim
N→∞
∫ T
0
AN (t)ψ dt =
∫ T
0
A(t)ψ dt.
The proof is then completed by a double application of the following observation: if
ψ ∈ D(X(T )), then limN→∞XN(T )ψ = X(T )ψ; otherwise, limN→∞‖XN(T )ψ‖ =
∞. That observation is immediately verified for T = 0 and extended to any T by
conjugation by e−itJ . 
For the proof of Theorem 1.6, we will also need general facts about periodic
block Jacobi matrices. It is well-known that, when J is q-periodic, it has a direct
integral representation when conjugated by the q-step Fourier transform. Namely,
there is a unitary operator
F : ℓ2(Z)m → L2
(
∂D,
dθ
2π
; (Cm)q
)
which is first defined by
(Fu)n(θ) =
∑
l∈Z
un+lqe
−ilθ
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for u ∈ ℓ1(Z)m and then extended by∫ 2π
0
‖Fu·(θ)‖
2
2
dθ
2π
=
∑
n∈Z
‖un‖
2.
See [22, Chapter 5] for details in the scalar case (m = 1), which extend with the
same proofs to the block case. It is then straightforward to verify that J and A,
being q-periodic, split into direct integrals with respect to F ,
FJF−1 =
∫ 2π
0
Jθ
dθ
2π
, FAF−1 =
∫ 2π
0
Aθ
dθ
2π
,
where Jθ and Aθ are mq ×mq matrices,
Jθ =


b1 a1 e
−iθa∗q
a∗1 b2 a2
a∗2 b3
. . .
. . .
. . . aq−1
eiθaq a
∗
q−1 bq

 ,
Aθ =


0 ia1 −ie
−iθa∗q
−ia∗1 0 ia2
−ia∗2 0
. . .
. . .
. . . iaq−1
ieiθaq −ia∗q−1 0

 .
The matrices Jθ are self-adjoint and depend analytically on θ, so by analytic eigen-
value perturbation theory [24], they are diagonalizable and their eigenvalues are
analytic functions of θ; we can label eigenvalues of J(θ) by distinct analytic func-
tions λ1(θ), . . . , λl(θ), with multiplicities m1, . . . ,ml independent of θ (of course, if
θ is such that λi(θ) = λj(θ) for some i 6= j, the corresponding multiplicities are
added). Where all the λj(θ) are distinct, the corresponding orthogonal projections
Pj(θ) to subspaces Ker(Jθ − λj(θ)) are analytic in θ.
Lemma 2.2. (a) The same value of λ cannot be an eigenvalue of Jθ for more than
2m values of θ ∈ [0, 2π).
(b) There is a finite set D ⊂ [0, 2π) such that, for all θ ∈ [0, 2π) \ D, we have
λj(θ) 6= λk(θ), ∀j 6= k
and
∂λj(θ)
∂θ
6= 0, ∀j.
Proof. (a) If Jθjv(j) = λv(j) with the θj ∈ [0, 2π) mutually distinct, we construct
u(j) ∈ ℓ∞(Z)m by
u(j)k+nq = e
inθjv(j)k, n ∈ Z, k ∈ {1, 2, . . . , q}.
The u(j) are linearly independent by an argument identical to Lemma 5.3.3 of [22].
However, by the construction of u(j), Ju(j) = λu(j), which means that u(j) is
uniquely defined by u(j)1 and u(j)2 and the recurrence relation
a∗n−1u(j)n−1 + (bn − λI)u(j)n + anu(j)n+1 = 0
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(here we use det an 6= 0). Thus, there cannot be more than 2m linearly independent
u(j)’s.
(b) By (a), all λj(θ) are nonconstant analytic functions of θ, so their derivatives
have isolated zeros. Similarly, for j 6= k, λj and λk are distinct analytic functions
of θ, so they can only coincide at finitely many points. 
Proof of Theorem 1.6. The key step is to establish that for every θ ∈ [0, 2π) \ D,
(9) lim
T→∞
1
T
∫ T
0
eitJθAθe
−itJθdt = q
l∑
j=1
∂λj(θ)
∂θ
Pj(θ).
To prove this, let Jθvj(θ) = λj(θ)vj(θ) and Jθvk(θ) = λk(θ)vk(θ). Then〈
vj(θ),
1
T
∫ T
0
eitJθAθe
−itJθdt vk(θ)
〉
=
1
T
∫ T
0
〈
e−itJθvj(θ), Aθe
−itJθvk(θ)
〉
dt
=
1
T
∫ T
0
eit(λk(θ)−λj(θ))dt 〈vj(θ), Aθvk(θ)〉
→ δj,k〈vj(θ), Aθvk(θ)〉.
It therefore suffices to show that
(10) Pj(θ)AθPj(θ) = q
∂λj(θ)
∂θ
Pj(θ).
Pick a vector vj(θ) ∈ Ker(Jθ − λj(θ)) which is normalized and analytic in θ. Con-
sider the diagonal matrix
Vθ =


1
eiθ/q
. . .
eiθ(q−1)/q

 .
and denote v˜θ = Vθvθ, A˜θ = V
−1
θ AθVθ, J˜θ = V
−1
θ JθVθ. It is easy to compute J˜θ
and A˜θ explicitly and find
d
dθ
J˜θ =
1
q
A˜θ.
On the other hand, by normalization,〈
∂
∂θ
v˜j(θ), v˜j(θ)
〉
+
〈
v˜j(θ),
∂
∂θ
v˜j(θ)
〉
=
∂
∂θ
〈v˜j(θ), v˜j(θ)〉 = 0
so
∂λj(θ)
∂θ
=
∂
∂θ
〈v˜j(θ), J˜θ v˜j(θ)〉 = 〈v˜j(θ),
∂J˜θ
∂θ
v˜j(θ)〉 =
1
q
〈v˜j(θ), A˜θ v˜j(θ)〉
This implies (10), which completes the proof of (9).
(a) By dominated convergence, since the integrand converges for all but finitely
many θ, we have convergence in norm
lim
T→∞
∫ 2π
0
(
1
T
∫ T
0
eitJθAθe
−itJθdt
)
dθ =
∫ 2π
0
q
l∑
j=1
∂λj(θ)
∂θ
Pj(θ)dθ.
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The left hand side is precisely limT→∞
1
T
∫ T
0
FA(t)F−1dt, so by undoing conjuga-
tion by F , we conclude norm convergence
lim
T→∞
1
T
∫ T
0
A(t)dt = Q
where
(11) Q = F−1

∫ 2π
0
q
l∑
j=1
∂λj(θ)
∂θ
Pj(θ)dθ

F .
Thus, dividing (8) by T and using limT→∞
1
TXψ = 0, we conclude (7).
(b) Since X(T )/T have a common core on which they converge strongly to Q,
they also converge to Q in the strong resolvent sense (see Theorem VIII.25 of [23]).
Since f is a bounded continuous function, we then conclude that f
(
X(T )
T
)
converge
strongly to f(Q), by Theorem VIII.20 of [23].
(c) By a result of Damanik–Tcheremchantsev [12, Theorem 2.22], β±ψ (p) ≤ 1 for
all p > 0, so it remains to prove the opposite inequality.
Take the continuous bounded function gC : R→ R defined by
gC(x) = min(|x|, C)
p.
By part (b), for any ψ,
lim
T→∞
〈
ψ, gC
(
X(T )
T
)
ψ
〉
= 〈ψ, gC(Q)ψ〉.
Since gC
(
X(T )
T
)
is increasing in C and converges to
〈
ψ,
∣∣∣X(T )T ∣∣∣p ψ〉, we conclude
that
lim inf
T→∞
1
T p
〈ψ, |X(T )|pψ〉 ≥ 〈ψ, |Q|pψ〉 > 0.
This implies β−ψ (p) ≥ 1, concluding the proof. 
As our final topic in this section, we prove a corollary of this method which will
be used later in the paper. A notational remark: for this statement, we want to
de-emphasize the block structure and view our Hilbert space as ℓ2(Z). Then we can
refer to the vectors δn ∈ ℓ2(Z) as usual. Note that with this notation, for instance,
(12) Xδn =
⌊ n
m
⌋
δn.
Corollary 2.3. For any ǫ > 0, there exist constants T0, C˜ > 0 and K ∈ Z, such
that for all T ≥ T0, there exist n, k ∈ Z with
m(‖Q‖ − ǫ)T ≤ |n| ≤ m‖Q‖T +m− 1
and |k| ≤ K such that
|〈δn, e
−iTJδk〉|
2 ≥
C˜
T
.
Proof. Let us denote v0 = ‖Q‖. For any ǫ > 0, the spectral projection of Q to
[−v0,−v0 + ǫ/2] ∪ [v0 − ǫ/2, v0] is nontrivial, so there exists a vector ψ such that
χ[−v0,−v0+ǫ/2]∪[v0−ǫ/2,v0](Q)ψ 6= 0
and, by approximation, the vector ψ can be chosen to be of bounded support,
supported on [−K,K] ∩ Z for some K ∈ Z.
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Let us assume that
χ[v0−ǫ/2,v0](Q)ψ 6= 0;
the other case χ[−v0,−v0+ǫ/2](Q)ψ 6= 0 is treated analogously.
Let j : R → R be a continuous function with 0 ≤ j ≤ 1, j = 1 on [v0 − ǫ/2, v0],
and j = 0 outside of [v0 − ǫ, v0 + ǫ].
By Theorem 1.6(b),
j
(
1
T
X(T )
)
ψ → j(Q)ψ.
In particular, since
‖j(Q)ψ‖ ≥ ‖χ[v0−ǫ/2,v0](Q)ψ‖ > 0,
there exists a constant C1 > 0 such that, for all T ≥ T0,∥∥∥∥χ[v0−ǫ,v0]
(
1
T
X(T )
)
ψ
∥∥∥∥2 ≥ ‖j(Q)ψ‖ ≥ C1.
Keeping (12) in mind, this implies
m⌊v0t⌋+m−1∑
n=m⌈(v0−ǫ)t⌉
|〈δn, e
−itJψ〉|2 ≥ C1.
By the Cauchy–Schwarz inequality, this implies
m⌊v0t⌋+m−1∑
n=m⌈(v0−ǫ)t⌉
K∑
k=−K
|ψk|
2|〈δn, e
−itJδk〉|
2 ≥ C1.
Since the sum has at most (mv0T −m(v0− ǫ)T +m)(2K+1) terms, we conclude
that some term in the sum obeys
|ψk|
2|〈δn, e
−itJδk〉|
2 ≥
C1
m(v0T − (v0 − ǫ)T + 1)(2K + 1)
≥
C2
T
.
Using |ψk|2 ≤ ‖ψ‖2, this completes the proof with C˜ = C2/‖ψ‖2. 
3. The Anisotropic XY Chain
In this section, among other results, we prove Theorems 1.3 and 1.5. Indeed,
these theorems are implied by the Theorems 3.7 and 3.8, respectively, from this
section.
3.1. The Heisenberg Evolution and the Lieb-Robinson Bound. Take two
regions S1, S2 ⊂ Λ = [m,n]∩Z, such that S1 ∩S2 = ∅. Let A ∈ AS1 , and B ∈ AS2 .
Observe then that A and B commute as operators in AΛ. Now let us consider the
Heisenberg evolution of the operator A via
τ
(Λ)
t (A) : R ∋ t 7→ e
itH(Λ)Ae−itH
(Λ)
.(13)
Since, due to the local interaction in the chain, perturbations in S1 by A
will propagate through the chain, one expects the commutator [τ
(Λ)
t (A), B] to be
nonzero for some values of t. The norm of the commutator, which we denote by
P
(Λ)
t (A,B) =
∥∥∥[τ (Λ)t (A), B]∥∥∥, becomes an indicator of propagation of local distur-
bances.
12 D. DAMANIK, M. LUKIC, AND W. YESSEN
The Lieb-Robinson bound puts a restriction on the growth of P
(Λ)
t (A,B) [17],
according to which we have
P
(Λ)
t (A,B) ≤ C ‖A‖ ‖B‖ e
−η(d(S1,S2)−v|t|),(14)
with C > 0, η > 0, and v ≥ 0 constant, and all three constants do not depend on
the length of the lattice Λ. Here d(S1, S2) denotes the distance between the two
regions:
d(S1, S2) = min
(i,j)∈S1×S2
{|i− j|} .
Notice that for |t| ≪ d(S1, S2), P
(Λ)
t (A,B) remains exponentially small in the
variable d(S1, S2). The constant C may depend on the regions S1 and S2 (such
as their sizes), the norms of A and B, the lattice structure, and the interaction
(see Section 2 in [20]). The velocity, v, depends on the interaction and the lattice
structure only. Typically, η is taken as a fixed constant, but may be allowed to
vary depending on d(S1, S2). Thus the Lieb-Robinson bound is a statement about
a relationship among the three variables, C, η and v, such that the bound (14)
holds independently of the lattice size (and, typically, independently of d(S1, S2)).
Evidently there are many potential choices of the three variables for a given
system that would satisfy (14). Hence much effort has been put into establishing
the sharpest bounds on the variables, for any given system, subject to (14) (see,
for example, [19]). For instance, for the Hamiltonian (2) with random nearest
neighbor interaction (and/or the external field), under some technical conditions,
with a suitable choice of C > 0 and η > 0 constant, one can take v = 0. This, in
some sense, is the strongest type of bound, defined in [15] as the zero velocity Lieb-
Robinson bound. We elaborate on this later. In fact, we show that zero velocity
bounds cannot hold for a large class of systems (2) (the class being determined
by the type of interaction and the external field), namely those where a certain
dynamical localization phenomenon is impossible. The periodic case is the primary
example, but there are many more examples to which this observation can be
applied.
Let us mention, in particular since we shall need this later, that as a special case
of Theorem 1 in [20], in the case of (2), the variables C and η may be chosen to
be constant (i.e. independent of the lattice size, d(S1, S2), and even the geometry
of S1 and S2) as long as one restricts to a suitable (and quite natural) class of
observables. Namely, we restrict to those pairs of observables (A,B) whose supports
do not interlace; that is, if A is supported on S1 and B is supported on S2, then
we require that max {s ∈ S1} < min {s ∈ S2}. Let us denote the class of pairs of
such observables by D(Λ), where the superscript emphasizes the lattice:
D(Λ) := {(A,B) ∈ AΛ ×AΛ : supp(A) and supp(B) do not interlace} .
We then have
Theorem 3.1 (Nachtergaele-Sims). There exist constants C, η, v > 0 independently
of Λ such that for any choice of (A,B) ∈ D(Λ) with supp(A) = S1 and supp(B) =
S2,
P
(Λ)
t (A,B) ≤ C ‖A‖ ‖B‖ e
−η(d(S1,S2)−v|t|).
A system like (2) can be transformed to a tight-binding model via the well known
Jordan-Wigner transformation, and solved by the Lieb-Schultz-Mattis method [18].
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For the reader’s convenience and for completeness, we provide a brief summary
below.
3.2. Transformation to a Tight-Binding Hamiltonian. For what follows, a
self-contained treatment applicable to the model (2) has been given in [15], with
references therein for the more extensive discussion. In what follows, we take Λ =
[m,n] ∩ Z as above.
For j ∈ Λ, define the raising and the lowering operators, a∗j and aj , respectively,
by
a∗j =
1
2
(σ
(x)
j + iσ
(y)
j ) and aj =
1
2
(σ
(x)
j − iσ
(y)
j ).
Define also the operators c∗j and cj on the lattice Λ by
c∗m = a
∗
m and c
∗
m+j = σ
(z)
m · · ·σ
(z)
m+j−1a
∗
m+j for j ≥ 1,m+ j ≤ n,
and cj is defined similarly with aj in place of a
∗
j . Notice that at any given node
j ∈ Λ, the algebra A{j} is generated by
{
aj , a
∗
j , aja
∗
j , a
∗
jaj
}
. At the same time, σ
(z)
j
can be expressed as
σ
(z)
j = 2a
∗
jaj − I = 2c
∗
jcj − I.(15)
Thus observables in A{j} can be expressed as polynomials in the operators cj and
c∗j . Now define
C(Λ) := (cm, c
∗
m, . . . , cn, c
∗
n),
τ
(Λ)
t (C
(Λ)) := (τ
(Λ)
t (cm), τ
(Λ)
t (c
∗
m), . . . , τ
(Λ)
t (cn), τ
(Λ)
t (c
∗
n)).
(16)
Then we have [15]
τ
(Λ)
t (C
(Λ)) = e−itMC(Λ),(17)
where the matrix M is block-diagonal, given by
M =


Jm Γm+1 0 · · · 0
Γ∗m+1 Jm+1
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . Γn
0 · · · 0 Γ∗n Jn


(18)
with the matrices Jm≤j≤n and Γm+1≤j≤n given by
Jj = 2
(
νj 0
0 −νj
)
and Γj = 2
(
−µj−1 −µj−1γj−1
µj−1γj−1 µj−1
)
,(19)
and Γ∗j is the transpose of Γj . We write M
(Λ) for M whenever the lattice size Λ
needs to be emphasized.
Remark 3.2. In [15], the evolution (17) is given with e−2itM
(Λ)
C(Λ) on the right; for
convenience, we have factored 2 into Jj and Γj in (19).
Notice the dimension reduction from the original 2|Λ|-dimensional Hilbert space,
the |Λ|-fold tensor product
⊗n
i=m C
2, to the 2 |Λ|-dimensional Hilbert space, the
|Λ|-fold direct sum
⊕n
i=m (Ai ⊕Ai).
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3.3. General Upper Bounds. It has been suggested [6, 25] that disorder in the
couplings {µj} and {νj} may cause localization in the sense of exponential decay
of suptP
(Λ)
t (A,B) in the variable d(S1, S2). In [15] this was confirmed rigorously:
Theorem 3.3 (Hamza-Sims-Stolz). Suppose that M (Λ) is dynamically localized in
the sense that there exist constants C > 0 and η > 0 such that
E
(
sup
t∈R
∣∣∣M (Λ)j,k (t)∣∣∣ ) ≤ Ce−η|j−k|,
where M
(Λ)
j,k (t) is the (j, k) entry of the matrix e
−itM(Λ) and E(·) is the expectation
with respect to a given probability measure, with respect to which the sequences
{µj} and {νj} are drawn. Then with m∗,m∗ ∈ Λ, m∗ < m∗, for any A ∈ A{m∗}
and B ∈ A[m∗,n], P
(Λ)
t (A,B) satisfies the zero velocity Lieb-Robinson bound in
expectation, namely
E
(
sup
t∈R
P
(Λ)
t (A,B)
)
≤ C′ ‖A‖ ‖B‖ e−η(m
∗−m∗),(20)
where C′ > 0 is independent of the lattice size n.
As remarked in [15, Remark 3.3], the theorem applies to more general observ-
ables. Indeed, a general upper bound on P
(Λ)
t (A,B) is given in Proposition 3.4
below (we follow the same techniques as in [15], thus Proposition 3.4 is a straight-
forward extension). Also notice that in the statement of the theorem, the pair of
observables (A,B) belongs to D(Λ).
On the other hand, dynamical localization is known from the Anderson local-
ization theory for a family of disordered matrices, including, for example, M with
γj ≡ 0 (which corresponds to the isotropic XY chain), µj = µ constant and νj
being i.i.d. whose common distribution is absolutely continuous with bounded and
compactly supported density (see the discussion in Section 4.1 of [15]).
Following the technique from the proof of [15, Theorem 3.2], we can give the
following upper bound on P
(Λ)
t (A,B) with (A,B) ∈ D
(Λ) and, moreover, with the
assumption that A is decomposable. That is, we assume that given that the support
of A is S1 = {s1 < s2 < · · · < sk}, A can be written as
A =
(⊗
s∈S1
As
)
⊗ IΛ\S1 ,(21)
where for s ∈ S1, As is an observable on the local Hilbert space C2 on site s.
Proposition 3.4. There exists a constant C > 0 independently of Λ, such that for
all pairs of observables (A,B) ∈ D(Λ) with A supported on S1 and B supported on
S2, and A being decomposable as in (21),
P
(Λ)
t (A,B) ≤ C ‖A‖ ‖B‖
∑
s∈S1
∑
k≤s
∑
k′≥r
∣∣∣M (Λ)k,k′(t)∣∣∣
≤ C |S1| ‖A‖ ‖B‖
∑
k≤l
∑
k′≥r
∣∣∣M (Λ)k,k′(t)∣∣∣ ,(22)
where |S1| is the cardinality of S1, l = max {s ∈ S1}, and r = min {s ∈ S2} (we
assume that l < r).
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Proof. For s ∈ S1, define A˜s as As ⊗ IΛ\{s}. We claim
PΛt (A,B) ≤
∑
s∈S1

∏
j 6=s
‖Aj‖

∥∥∥[τ (Λ)t (A˜s), B]∥∥∥ .(23)
Notice that A =
∏
s∈S1
A˜s, where the product here means composition of opera-
tors (it does not matter in which order the composition is taken, since the operators
A˜s1 , A˜s2 commute for any s1, s2 ∈ S1). We now proceed by induction on the cardi-
nality of S1. The case S1 = {s1} is trivial. Assume S1 = {s1, s2}. By the Leibniz
rule and the automorphism property of τ
(Λ)
t (·), we can write
[τ
(Λ)
t (A˜s1A˜s2), B] = τ
(Λ)
t (A˜s1 )[τ
(Λ)
t (A˜s2 ), B] + [τ
(Λ)
t (A˜s1), B]τ
(Λ)
t (A˜s2).
Now the desired inequality follows from application of the triangle inequality. To
complete the induction, for any k ≥ 2 we can replace A˜s2 above with A˜sk , and A˜s1
with
∏
s∈S1\{sk}
A˜s, and proceed by repeated application of the Leibniz rule. Thus
it remains to give a suitable bound on
∥∥∥[τ (Λ)t (A˜s), B]∥∥∥ for every s ∈ S1.
As has been mentioned above,
β = {as, a
∗
s, a
∗
sas, asa
∗
s}
forms a basis for A{s}. Notice that a bound on
∥∥∥[τ (Λ)t (a∗sas), B]∥∥∥ as well as∥∥∥[τ (Λ)t (asa∗s), B]∥∥∥ can be given in terms of ∥∥∥[τ (Λ)t (a∗s), B]∥∥∥ and ∥∥∥[τ (Λ)t (as), B]∥∥∥ by
using the Leibniz rule as above. A bound on
∥∥∥[τ (Λ)t (a∗s), B]∥∥∥ (and, similarly, on∥∥∥[τ (Λ)t (as), B]∥∥∥) is given in the proof of [15, Theorem 3.2]. For completeness, we
repeat the computations here for
∥∥∥[τ (Λ)t (as), B]∥∥∥ (the case with a∗s in place of as is
handled similarly).
With C(Λ) from (16), denote by C(Λ),(j) the j-th component of C(Λ). From (17),
we obtain, for any s ∈ S1,
∥∥∥[τ (Λ)t (cs), B]∥∥∥ =
∥∥∥∥∥∥
∑
j
M
(Λ)
s˜,j (t)[C
(Λ),(j), B]
∥∥∥∥∥∥ ≤ 2 ‖B‖
∑
j
∣∣∣M (Λ)s˜,j (t)∣∣∣ ,(24)
where j runs through all the column indices of M (Λ) and s˜ = m + 2i provided
that s = m+ i (the bound on the right follows after an application of the triangle
inequality followed by the observation that
∥∥C(Λ),(j)∥∥ = 1, and the observation that
for all j < r, [C(Λ),(j), B] = 0 since supp(C(Λ),(j<r)) ⊂ [m,m + r − 1]). Since as =
σ
(z)
m · · ·σ
(z)
s−1cs and
∥∥∥σ(z)s ∥∥∥ = 1 for all s ∈ Λ, we have, after a repeated application
of the Leibniz rule,∥∥∥[τ (Λ)t (as), B]∥∥∥ ≤ ∥∥∥[τ (Λ)t (cs), B]∥∥∥+ ∑
j≤s−1
∥∥∥[τ (Λ)t (σj), B]∥∥∥ .(25)
Finally, using (15) and an application of the Leibniz rule, we get∥∥∥[τ (Λ)t (σj), B]∥∥∥ ≤ 2(∥∥∥[τ (Λ)t (cj), B]∥∥∥+ ∥∥∥[τ (Λ)t (c∗j ), B]∥∥∥) ,(26)
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where for all s ∈ Λ,
∥∥∥[τ (Λ)t (c∗s), B]∥∥∥ is bounded similarly to ∥∥∥[τ (Λ)t (cs), B]∥∥∥, as in
(24), with s˜ = m + 2i + 1 when s = m+ i. Putting (24), (25), and (26) together,
we get ∥∥∥[τ (Λ)t (as), B]∥∥∥ ≤ 8 ‖B‖∑
k≤s
∑
k′≥r
∣∣∣M (n)k,k′(t)∣∣∣ .(27)
Now, after writing As, s ∈ S1, as a linear combination in the basis β and apply-
ing the Leibniz rule to [τ
(Λ)
t (asa
∗
s), B] and [τ
(Λ)
t (a
∗
sas), B], (27) together with (23)
implies (22). 
Remark 3.5. A few remarks are in order here.
(1) Notice that Theorem 3.3 now extends to all pairs of observables (A,B) ∈
D(Λ) with decomposable A. The price to pay here is, in the worst case, the
extra factor |supp(A)| in the Lieb-Robinson bound.
(2) The assumption of decomposability of A can be dropped; the price to pay
is, in the worst case, an additional factor (in addition to |S1|) of 4|S1|
in the Lieb-Robinson bound. This factor comes from the fact that the
local algebra is four-dimensional, thus the tensor product of local algebras
over the sites in S1 is 4
|S1| dimensional. Hence each operator supported
on S1 can be written, in the worst case, as a linear combination of 4
|S1|
decomposable operators.
(3) Based on the proof of Proposition 3.4, one could tighten the bounds de-
pending on the specific nature of the given observable A. For example,
when A is a linear combination of the observables cl, c
∗
l , clc
∗
l and c
∗
l cl,
l ∈ Λ, a bound of the type (24) holds.
(4) Finally, as a special case, it is easy to see that when A ∈ A{l}, we in fact
have
P
(Λ)
t (A,B) ≤ C ‖A‖ ‖B‖
∑
k≤l
∑
k′≥r
∣∣∣M (n)k,k′(t)∣∣∣ ,
which is precisely the bound presented in the proof of [15, Theorem 3.2].
3.4. Lower Bounds on the Lieb-Robinson Velocity. In view of the recent
developments, the question of the existence of a lower bound on propagation arises
naturally. In this section we give a lower bound on the Lieb-Robinson velocity.
So far we have been working on finite and fixed lattices Λ = [m,n]∩ Z. In what
follows, we continue to work on finite but in general not fixed lattices (in fact, in
Theorem 3.7 we will be taking the limit Λ→ Z). Notice that the definition ofM (Λ)
in (18) is such that for every Λ = [m,n]∩Z, M (Λ) can be viewed as the truncation
of M (∞), the infinite matrix constructed in the same way as M (Λ) with m→ −∞
and n → ∞. Then, if we denote by M (∞)(t) the matrix e−itM
(∞)
, we see that for
every fixed t ∈ R, M (Λ)(t) → M (∞)(t) in the strong operator topology (we view
M (Λ) as an operator on ℓ2(Z) after extending it to the infinite matrix by padding
it with zero rows and columns). For this reason, to avoid ambiguity when taking
limits, it is convenient to introduce the following convention. Let us take
C := (. . . , c−1, c
∗
−1, c0, c
∗
0, c1, c
∗
1 . . . ),
such that for any j, cj = 〈δ2j−1, C〉, and c∗j = 〈δ2j , C〉, with {δj}j∈Z being the
canonical basis of ℓ2(Z). Then for Λ = [m,n] ∩ Z, we can view M (Λ)(t) as an
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operator acting on C such that, for every j ∈ Λ, we have
τΛt (cj) = 〈δ2j−1,M
(Λ)(t)C〉 and τΛt (c
∗
j ) = 〈δ2j ,M
(Λ)(t)C〉.
We proceed with this convention in mind.
Lemma 3.6. For any entry m(Λ)(t) of the matrix M (Λ)(t) above the main diagonal,
there exists (A,B) ∈ D(Λ) with ‖A‖ = ‖B‖ = 1, such that P
(Λ)
t (A,B) ≥
∣∣m(Λ)(t)∣∣
for every t ∈ R. Furthermore, if m(Λ)(t) is the (l˜, r˜) entry of the matrix M (Λ)(t),
then we can choose (A,B) above such that if l = max {s ∈ supp(A)} and r =
min {s ∈ supp(B)}, then |r − l| ≥
|r˜−l˜|
2 − 1.
Proof. Provided that m(Λ)(t) is the (l˜, r˜) entry of M (Λ)(t) with r˜ > l˜, we need to
handle the following four cases, with l, r ∈ Λ, l < r.
(1) l˜ = 2l − 1 and r˜ = 2r − 1.
(2) l˜ = 2l − 1 and r˜ = 2r.
(3) l˜ = 2l and r˜ = 2r − 1.
(4) l˜ = 2l and r˜ = 2r.
We begin with (1). In this case, let us take (A,B) = (cl, a
∗
r). From (17) we have,
with C(j) being the jth element of C,
P
(Λ)
t (cl, a
∗
r) =
∥∥∥∥∥∥

∑
j odd
M
(Λ)
l˜,j
(t)C(j) +
∑
j even
M
(Λ)
l˜,j
(t)C(j), a∗r


∥∥∥∥∥∥ .
Observe that for all j < r, a∗r commutes with C
(2j−1) and C(2j); also, a∗r commutes
with C(2r). Thus we can write
P
(Λ)
t (cl, a
∗
r)
=
∥∥∥∥∥∥

∑
j>r
M
(Λ)
l˜,2j−1
(t)C(2j−1), a∗r

+

∑
j>r
M
(Λ)
l˜,2j
(t)C(2j), a∗r

+ [M (Λ)
l˜,r˜
(t)C(r˜), a∗r
]∥∥∥∥∥∥ .
Notice that for each i ∈ Λ, σ
(z)
i v = v with v =
⊗
Λ (
1
0 ). Thus, since a
∗
r (
1
0 ) = 0,
we have (recall that for j ∈ Λ, C(2j) and C(2j−1) are defined by
(∏
i<j σ
(z)
i
)
a∗j and(∏
i<j σ
(z)
i
)
aj , respectively, where the product denotes composition of operators)


∑
j>r
M
(Λ)
l˜,2j−1
(t)C(2j−1), a∗r

+

∑
j>r
M
(Λ)
l˜,2j
(t)C(2j), a∗r



 v = 0,
and
[M
(Λ)
l˜,r˜
(t)C(r˜), a∗r ]v =M
(Λ)
l˜,r˜
(t)v.
Thus we have
P
(Λ)
t (cl, a
∗
r) ≥
∥∥∥[M (Λ)
l˜,r˜
(t)C(r˜), a∗r ]v
∥∥∥ = ∥∥∥M (Λ)
l˜,r˜
(t)v
∥∥∥ = ∣∣∣M (Λ)
l˜,r˜
(t)
∣∣∣ .
Now the cases (2), (3) and (4) are handled similarly by taking (A,B) to be
(cl, ar), (c
∗
l , ar), and (c
∗
l , a
∗
r), respectively; in the cases (2) and (3) the vector v
above should be
⊗
Λ (
0
1 ) instead of
⊗
Λ (
1
0 ), noting that ar (
0
1 ) = 0, and for every
i, σ
(z)
i v = −v.
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Finally, it is evident from the form of l˜ and r˜, that |r − l| ≥
|r˜−l˜|
2 − 1. 
We are now ready to prove the following result, which implies Theorem 1.3.
Theorem 3.7. With the underlying Hamiltonian being (2), assume that the cou-
plings µj ∈ R \ {0}, γj ∈ R \ {±1}, νj ∈ R form periodic sequences, not necessarily
of the same period, let M (∞) denote the limit of M (Λ) as Λ→ Z, and let Q be the
operator associated to M (∞) as in Corollary 2.3.
If for some n0 ∈ N, the Lieb-Robinson bound holds with some positive constants
C and η and some velocity v as in Theorem 3.1 on every lattice Λ with |Λ| ≥ n0,
then v ≥ ‖Q‖.
Proof. Fix C, η > 0, v ≥ 0 independently of the lattice length and the choice of
observables (A,B) ∈ D(Λ) as in Theorem 3.1. Since µj 6= 0 and γj 6= ±1, by (19),
det Γj 6= 0, so Corollary 2.3 applies to M (∞). For ǫ > 0, fix C˜, T0 > 0, and K ∈ Z
as in Corollary 2.3. Denote the evolution e−itM
(∞)
by M (∞)(t).
For large enough Λ, by Lemma 3.6, we have, for an appropriate pair (A,B) ∈
D(Λ) with ‖A‖ = ‖B‖ = 1,∣∣∣M (Λ)
l˜,r˜
(t)
∣∣∣ ≤ P(Λ)t (A,B) ≤ Ce−η(|r−l|+v|t|),
with {r} = supp(B), l = max {s ∈ supp(A)} and |r − l| ≥
|r˜−l˜|
2 −1. Taking Λ→ Z,
this implies
(28)
∣∣∣M (∞)
l˜,r˜
(t)
∣∣∣ ≤ Ce−η
(
|r˜−l˜|
2 −1+v|t|
)
for all l˜ < r˜ and all t ∈ R.
By Corollary 2.3, for all t > T0 > 0, there exist l˜ = l˜(t), r˜ = r˜(t) ∈ Z such that∣∣∣l˜∣∣∣ ≤ K, 2(‖Q‖ − ǫ)t ≤ |r˜| ≤ 2 ‖Q‖ t+ 1, and ∣∣∣M (∞)
l˜,r˜
(t)
∣∣∣2 ≥ C˜
t
.
Then |r˜ − l˜| ≥ 2(‖Q‖ − ǫ)t−K, so plugging into (28) we get√
C˜
t
≤ Ce−η((‖Q‖−ǫ)t−K/2−1+vt).
For this inequality to hold for arbitrarily large t, we must have v ≥ ‖Q‖ − ǫ;
otherwise the right-hand side would decay exponentially as t → ∞, which would
be a contradiction. Since ǫ > 0 was arbitrary, this concludes the proof. 
3.5. Concluding Remarks. Notice that the zero velocity Lieb-Robinson bound
(at least for the pairs of observables from D(Λ)) implies uniform dynamical local-
ization for M (∞). More precisely, with the underlying Hamiltonian being (2) and
the notation from Theorem 3.7, from Lemma 3.6 we get
Theorem 3.8. Let C, η > 0 fixed and independent of Λ and any pair of observables
in D(Λ). Assume that the Lieb-Robinson bound holds for all Λ with the constants
C and η and the velocity v = 0. Then M (∞)(t) is uniformly dynamically localized.
That is,
sup
t∈R
{
M
(∞)
l,r (t)
}
≤ Ce−η(r−l)
for all l < r ∈ Z.
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Notice that Theorem 3.8 is essentially the converse of Theorem 3.3. Indeed, this
implies Theorem 1.5.
On the other hand, (the proof of) [13, Theorem 7.5] shows that uniform dynami-
cal localization implies pure point spectrum with uniformly localized eigenfunctions.
Thus we have
Proposition 3.9. Under the hypotheses of Theorem 3.8, M (∞) has pure point
spectrum with uniformly localized eigenfunctions.
The conclusion of Proposition 3.9 is so strong that it is only satisfied by rather
special block Jacobi matrices M (∞). We have already discussed the periodic case,
in which we have a strictly positive lower bound for the Lieb-Robinson velocity, but
the conclusion of Proposition 3.9 also fails, for example, for many almost periodic
cases and subshift-type models that arise in the study of quasicrystals. Thus, in
all these cases we will not have a zero-velocity Lieb-Robinson bound. That is, any
Lieb-Robinson bound that holds for such a model must have positive velocity.
4. Limit-Periodic Schro¨dinger Operators
We begin this section by proving two lemmas in preparation for the proof of
Theorem 1.7. We will need a lemma about the stability of the time evolution of
exponentially decaying initial states ψ under small ℓ∞ perturbations to the poten-
tial. This is inspired by Lemma 7.2 of Last [16], which considers the case ψ = δ0,
p = 2.
Lemma 4.1. Let W be a bounded potential and let t > 0, p > 0 and m ∈ N. For
any ǫ > 0, there is a value of δ > 0 such that for all potentials V with ‖V −W‖∞ < δ
and all ψ ∈ ℓ2(Z) with
(29) |ψ(n)| ≤ me−
1
m |n|, ∀n ∈ Z,
we have∣∣∣〈ψ, eit(∆+V )|X |pe−it(∆+V )ψ〉 − 〈ψ, eit(∆+W )|X |pe−it(∆+W )ψ〉∣∣∣ < ǫ.
Proof. We will assume that δ ∈ (0, 1) and ‖V −W‖∞ < δ. Denote H1 = ∆ +W ,
H2 = ∆+ V . Starting with
〈ψ, eitHj |X |pe−itHjψ〉 =
∑
n∈Z
|n|p|〈δn, e
−itHjψ〉|2
for j = 1 and j = 2, subtracting and using∣∣|〈δn, e−itH1ψ〉|2 − |〈δn, e−itH2ψ〉|2∣∣ ≤ 2 ∣∣〈δn, e−itH1ψ〉 − 〈δn, e−itH2ψ〉∣∣ ,
we obtain∣∣〈ψ, eitH1 |X |pe−itH1ψ〉 − 〈ψ, eitH2 |X |pe−itH2ψ〉∣∣ ≤ 2∑
n∈Z
∞∑
k=0
|n|p
tk
k!
|〈δn, (H
k
1 −H
k
2 )ψ〉|.
We now wish to estimate the terms of this series. For any k = 0, 1, 2, . . . , we have
‖Hk1 − H
k
2 ‖ ≤ k(C1 + δ)
k−1δ, where C1 = 2 + ‖W‖∞ ≥ ‖H1‖. This immediately
implies the estimate
(30) |〈δn, (H
k
1 −H
k
2 )ψ〉| ≤ k(C1 + 1)
k−1δ.
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However, for terms with |n| ≥ 2k, we will use a better estimate which follows from
noting that (Hk1 −H
k
2 )δn is supported on [n− k, n+ k] ∩ Z so
|〈δn, (H
k
1 −H
k
2 )ψ〉| = |〈(H
k
1 −H
k
2 )δn, ψ〉| ≤ ‖(H
k
1 −H
k
2 )δn‖2‖ψ|[n−k,n+k]‖2
so
(31) |〈δn, (H
k
1 −H
k
2 )ψ〉| ≤ k(C1 + 1)
k−1δC2e
− 1m (|n|−k)
where C2 = m
(∑∞
l=0 e
−2l/m
)1/2
.
Using (31) for |n| ≥ 2k and (30) for |n| < 2k, we obtain∣∣〈ψ, eitH1 |X |pe−itH1ψ〉 − 〈ψ, eitH2 |X |pe−itH2ψ〉∣∣
≤
∞∑
k=0
∑
|n|<2k
|n|p
tk
k!
k(C1 + 1)
k−1δ +
∞∑
k=0
∑
|n|≥2k
|n|p
tk
k!
k(C1 + 1)
k−1δC2e
− 1m (|n|−k).
For the first of those sums, we use∑
|n|<2k
|n|p ≤ C3k
p+1
and for the second sum, we use |n|p ≤ C4e|n|/(2m) and∑
|n|≥2k
|n|pe−
1
m (|n|−k) ≤
∑
|n|≥2k
C4e
− 12m (|n|−2k) ≤ C5
for some constants C3, C4, C5 independent of n and k. Thus, the difference is
estimated above by∣∣〈ψ, eitH1 |X |pe−itH1ψ〉 − 〈ψ, eitH2 |X |pe−itH2ψ〉∣∣
≤ δ
(
∞∑
k=0
C3k
p+1 t
k
k!
k(C1 + 1)
k−1 +
∞∑
k=0
C5
tk
k!
k(C1 + 1)
k−1C2
)
.
Since both series on the right-hand side are convergent, it is now clear that for
sufficiently small δ, we can ensure that the right-hand side is smaller than ǫ, which
concludes the proof. 
Lemma 4.2. For any periodic potential W , any p ∈ (0,∞) and any m ∈ N,
there exist constants Tp,m,W ≥ m and δp,m,W > 0 such that the following holds: if
ψ ∈ ℓ2(Z) obeys ‖ψ‖2 = 1 and (29), and V is any potential such that ‖V −W‖∞ <
δp,m,W , then
〈ψ, eiTp,m,W (∆+V )|X |pe−iTp,m,W (∆+V )ψ〉 >
T pp,m,W
logTp,m,W
.
Proof. We begin by showing a preliminary estimate — a lower bound on the size
of ψ(n) outside some box. Let ψ be as in the statement of the lemma. This implies
that for large enough Km ∈ N,
(32)∑
|n|≥Km
|ψ(n)|2 ≤
∑
|n|≥Km
m2e−
2|n|
m ≤ 2m2
∫ ∞
Km−1
e−
2x
m dx ≤ m3e−
2(Km−1)
m ≤
1
16
.
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Let j : R → R be a bounded continuous function with 0 ≤ j ≤ 1, supp j ⊂ [−2, 2]
and j = 1 on [−1, 1]. Let jǫ(x) = j(x/ǫ). By Theorem 1.6,
lim
t→∞
jǫ
(
X(t)
t
)
δk = jǫ(Q)δk.
Since jǫ ≤ χ[−2ǫ,2ǫ] and KerB = {0}, we can pick ǫ > 0 such that
‖jǫ(Q)δk‖ ≤
1
(64Km)1/2
for all k ∈ (−Km,Km) ∩ Z, so that for t large enough,∥∥∥∥χ(−ǫ,ǫ)
(
X(t)
t
)
δk
∥∥∥∥ ≤
∥∥∥∥jǫ
(
X(t)
t
)
δk
∥∥∥∥ ≤ 1(32Km)1/2 .
Then ∥∥∥∥χ(−ǫ,ǫ)
(
X(t)
t
)
ψ
∥∥∥∥ ≤ ∑
|k|<Km
|ψ(k)|
∥∥∥∥χ(−ǫ,ǫ)
(
X(t)
t
)
δk
∥∥∥∥
+
∥∥∥∥∥∥χ(−ǫ,ǫ)
(
X(t)
t
)ψ − ∑
|k|<Km
ψ(k)δk


∥∥∥∥∥∥
≤
1
(32Km)1/2
∑
|k|<Km
|ψ(k)|+
∥∥∥∥∥∥ψ −
∑
|k|<Km
ψ(k)δk
∥∥∥∥∥∥
≤
1
(32Km)1/2

2Km ∑
|k|<Km
|ψ(k)|2

1/2 + 1
4
≤
1
2
.
Since
|x|p ≥ ǫp(1− χ(−ǫ,ǫ)(x)),
this implies that for all large enough t,
1
tp
〈ψ, |X(t)|pψ〉 ≥ ǫp
〈
ψ,
(
1− χ(−ǫ,ǫ)
(
X(t)
t
))
ψ
〉
≥ ǫp
1
2
.
In particular, for large enough t,
〈ψ, eit(∆+W )|X |pe−it(∆+W )ψ〉 > 2
tp
log t
.
Next, by using Lemma 4.1 with ǫ =
Tpp,m,W
log Tp,m,W
, we conclude that there exists a value
δp,m,W > 0 such that for any V with ‖V −W‖∞ < δp,m,W ,
〈ψ, eiTp,m,W (∆+V )|X |pe−iTp,m,W (∆+V )ψ〉 >
T pp,m,W
logTp,m,W
. 
Proof of Theorem 1.7. By scaling, it suffices to prove the claim for ‖ψ‖2 = 1.
With the notation of Lemma 4.2, take
Up,m =
⋃
W
B(W, δp,m,W ),
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with the union taken over all periodic potentials W . Note that Up,m is open and
dense (it is dense because it contains all periodic potentials). Define
G =
∞⋂
k=1
∞⋂
m=1
U1/k,m.
Then G is a dense Gδ set. Moreover, for any V ∈ G, we have an infinite sequence
of t1/k,m ≥ m such that
(33) 〈ψ, eit1/k,m(∆+V )|X |1/ke−it1/k,m(∆+V )ψ〉 >
t
1/k
m
log tm
whenever ‖ψ‖2 = 1 and ψ obeys (29). The t1/k,m are simply T1/k,m,W with some
W such that ‖V −W‖ < δ1/k,m,W (whose existence follows from the definition of
G). Any exponentially decaying ψ obeys (29) for large enough m, so (33) holds
for all large enough m, which implies that for V ∈ G, k ∈ N and exponentially
decaying ψ,
β+ψ (1/k) ≥ 1.
Since β+ψ (p) is a monotone increasing function of p ∈ (0,∞) and β
+
ψ (p) ≤ 1 for all p
(see Theorem 2.22 of Damanik–Tcheremchantsev [12]), this implies that β+ψ (p) = 1
for all p ∈ (0,∞). 
Remark 4.3. The genericity statement of Theorem 1.7 can also be made in the
framework of Avila [3] (see also Gan [14]), where one fixes a procyclic group Ω with
a minimal translation T , and considers for any f ∈ C(Ω,R) and any ω ∈ Ω the
limit-periodic potential V given by
V (n) = f(T nω).
The proof proceeds with the obvious changes, and the result becomes that for
generic f ∈ C(Ω,R), we have β+ψ (p) = 1 for all p > 0, all exponentially decaying ψ
and all ω ∈ Ω.
Having shown that β+(p) = 1 is the generic behavior, we now turn to lack of
transport. We prove the following result.
Theorem 4.4. There is a dense set of limit periodic functions V such that for all
p > 0 and all values of the coupling constant λ > 0, for the discrete Schro¨dinger
operator ∆+ λV ,
(34) β−δ0(p) = 0.
Proof. The proof has two main ingredients: a construction of Avila [3] (see also
Damanik–Gan [8]) of limit-periodic potentials with certain exotic properties and a
criterion of Damanik–Tcheremchantsev [11] for (34). We will merely show that the
potentials constructed in [3] obey the criterion of [11].
We denote an n-step transfer matrix by
Φ(n,E,w) =
(
E − wn−1 −1
1 0
)
· · ·
(
E − w0 −1
1 0
)
,
L(n,E,w) =
1
n
log‖Φ(n,E,w)‖,
and the Lyapunov exponent by
L(E,w) = lim
n→∞
L(n,E,w).
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We will also, for a finite family W of potentials, denote
L(E,W ) =
1
#W
∑
w∈W
L(E,w)
and analogously for L(n,E,W ).
The construction of [3] is iterative. In the i-th step, one constructs a finite family
Wi of pi-periodic potentials and constants δi ∈ (0, 1) and
ǫi =
1
10
min(ǫi−1, δi−1)
such that
(35) L(E, λWi) ≥ δi if E ∈ R, ǫi ≤ |λ| ≤ ǫ
−1
i ,
and
(36) |L(E, λWi)− L(E, λWi−1)| < ǫi, if |E|, |λ| < ǫ
−1
i .
The families Wi lie in balls Bi whose closures are nested and radii converge to
0, so that Wi converge to a single potential V ; that potential V has the desired
properties. We refer the reader to [3], [8] for details of the construction. Here we
merely point out the adjustments necessary for our purpose.
The estimate (36) is established by using continuity of Lyapunov exponents for
periodic potentials of a fixed period pi, a fact which follows by noting that for
p-periodic potentials, L(E,w) = L(p,E,w), and by using continuity of L(p,E,w).
In this step in the construction, we can instead use continuity of L(q, E,w) for all
q ≤ p to replace (36) by
(37) |L(pj , E, λWi)− L(pj, E, λWi−1)| < ǫi, if |E|, |λ| < ǫ
−1
i , j = 1, . . . , i.
This is the only change we need — and it doesn’t affect the remainder of the
construction. Moreover, since pj divides pj+1, we have trivially L(pj, E, λWi) =
L(pj+1, E, λWi) for j > i, so we can further restate (37) as
(38) |L(pj , E, λWi)− L(pj, E, λWi−1)| < ǫi, if |E|, |λ| < ǫ
−1
i , j ∈ N.
Similarly, sinceWi consists of pi-periodic potentials, the estimate (35) can be rewrit-
ten as
(39) L(pj , E, λWi) ≥ δi if E ∈ R, ǫi ≤ |λ| ≤ ǫ
−1
i , j ≥ i.
Convergence of Wi to V implies
L(pj, E, λV ) = lim
i→∞
L(pj , E, λWi).
Now assume that |E| < ǫ−1k and ǫk < |λ| < ǫ
−1
k . Using (38) and (39) we obtain for
j ≥ k the estimate
L(pj, E, λV ) ≥ L(pj , E, λWk)−
∞∑
i=k+1
|L(pj , E, λWi)− L(pj , E, λWi−1)|
≥ δk −
∞∑
i=k+1
ǫi
≥ δk −
∞∑
i=k+1
1
10i−k
δk
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≥
8
9
δk.
By the Thouless formula,
L(pj , z, λV ) =
∫
R
ln|z − x|dk(x)
where dk is the density of states of a corresponding pj-periodic problem correspond-
ing to λV1, . . . , λVpj . Since ln|z − x| ≥ ln|Re z − x|, we conclude that
L(pj , z, λV ) ≥ L(pj,Re z, λV ) ≥
8
9
δk.
To summarize, we have shown that there is a sequence pk →∞ such that for j ≥ k,
|Re z| < ǫ−1k and ǫk < |λ| < ǫ
−1
k , we have
1
pj
log‖Φ(pj , z, λV )‖ ≥ C
for a constant C = 89δk > 0 independent of z or j. Obviously, this implies for any
λ,K, α > 0 that, choosing k large enough that K ≤ ǫ−1k and choosing T
α
j = pj , we
have ∫ K
−K
(
max
1≤n≤Tαj
∥∥∥∥Φ
(
pj , E +
i
Tj
, λV
)∥∥∥∥2
)−1
dE ≤ 2Ke−2Cpj = O(p−mj )
for any m ≥ 1. In Theorem 1 of [11] together with the remark after that theo-
rem, this is exactly the input required in order to conclude that (34) holds, which
concludes the proof. 
Remark 4.5. Finally, we note that limit-periodic potentials can exhibit much more
drastic lack of transport than that in the previous theorem. Po¨schel [21] has con-
structed examples of limit-periodic discrete Schro¨dinger operators with a complete
set of uniformly localized eigenfunctions (see also a strengthening by Damanik–
Gan [9]). That is, those operators have a complete set {uk} ⊂ ℓ2(Z) of eigenfunc-
tions and there are constants r, C > 0 (which are independent of k) and mk ∈ Z
such that
|uk(n)| ≤ Ce
−r|n−mk| ∀k, n ∈ Z.
By del Rio–Jitomirskaya–Last–Simon [13], this is equivalent to the property of
uniform dynamical localization, that is, the existence of D,α > 0 such that
sup
t∈R
|〈δn, e
−itHδm〉| ≤ De
−α|n−m|.
In turn, uniform dynamical localization implies for any exponentially decaying ψ ∈
ℓ2(Z),
sup
t∈R
∑
n∈Z
|n|p|〈δn, e
−itHψ〉|2 = sup
t∈R
∑
n∈Z
|n|p|〈eitHδn,
∑
m∈Z
〈δm, ψ〉δm〉|
2
= sup
t∈R
∑
n∈Z
|n|p
∣∣∣∣∣∑
m∈Z
〈δn, e
−itHδm〉〈δm, ψ〉
∣∣∣∣∣
2
≤ D
∑
n∈Z
|n|p
(∑
m∈Z
e−α|n−m||〈δm, ψ〉|
)2
DYNAMICS OF JACOBI AND BLOCK JACOBI MATRICES 25
≤ DCα‖ψ‖
∑
n∈Z
|n|p
(∑
m∈Z
e−α|n−m||〈δm, ψ〉|
)
= DCα‖ψ‖
∑
m∈Z
|〈δm, ψ〉|
∑
n∈Z
|n|pe−α|n−m|
<∞.
In particular, we have β±ψ (p) = 0 for every exponentially decaying ψ ∈ ℓ
2(Z) and
every p > 0.
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