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Abstract
The distance scale for a quantum field theory is the correlation
length ξ, which diverges with exponent ν as the bare mass approaches
a critical value. If t = m2 −m2c , then ξ = m−1P ∼ t−ν as t → 0. The
two-point function of a scalar field has a random walk representation.
The walk takes place in a background of fluctuations (closed walks)
of the field itself. We describe the connection between properties of
the walk and of the two-point function. Using the known behavior
of the two point function, we deduce that the dimension of the walk
is dw = ϕ/ν and that there is a singular relation between t and the
energy per unit length of the walk θ ∼ tϕ that is due to the singular
behavior of the background at t = 0. (ϕ is a computable crossover
exponent.)
PACS:11.10.-z, 05.40.+j, 64.60.Ak, 64.60.Fr
2
1 Introduction
The two-point function of a scalar quantum field has a random walk repre-
sentation. The divergence of the correlation length has a critical exponent
ν. This paper elucidates the relation between properties of the walk and the
value of the exponent.
The exponent ν can be approximately calculated in quantum field theory
using methods such as the ǫ-expansion, the strong coupling expansion, and
Monte Carlo numerical simulations. In spite of the successes of these calcu-
lations, they do not provide much physical insight beyond the general ideas
of scaling and the renormalization group. Scalar quantum field theory can
be given a random walk representation [1]. The associated physical picture
is concrete and intuitive. It provides some helpful insights.
A tremendous amount of work has been done on random walks outside
of the context of quantum field theory. Let P (x, l) be the probability that a
walk of length l ends at x. The large-distance behavior is characterized by a
scaling form [2]
P (x, l) = p(x/R(l)) (1.1)
with
R(l) ∼ lνw . (1.2)
The corresponding two-point function is
D(x) =
∫
∞
0
dle−θlP (x, l). (1.3)
The parameters are associated with physical properties of the walk. The
energy per unit length is θ [3], the typical distance from the starting point
for a walk of length l is R(l), and the Hausdorff dimension of the walk is
dw = 1/νw. For large x,
D(x) ∼ e−mP x (1.4)
with mP ∼ θνw .
The purpose of this paper is to elaborate the physical picture of the
walk representation so that the origin of nontrivial critical exponents can
be understood. Critical behavior of the field theory is controlled by the
deviation of the bare mass m from its critical value mc for which mP = 0. A
convenient parameter is t = m2 −m2c . If θ ∝ t, then mP ∼ tνw and ν = νw.
However, we will see that things are more complicated than that. We discuss
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scalar field theory in the language of walks and obtain some understanding
of the physical origin of the exponent ν.
The walk representation is not powerful enough to give a new method for
calculating the exponents. However, it contributes an interpretation of the
calculations carried out by other methods. Alternatively, one may say that
the results of standard field theory calculations can be used to deduce the
properties of the field theory walks.
At first, one might think that direct self-interactions of the walk that
connects the two points could account for the nontrivial value for ν. However,
this always gives the self-avoiding walk exponent ν = νsaw ≈ 0.59. More
structure is needed, and it is present in field theory. The connecting walk
of the two-point function travels through a background of fluctuations of
the field. This can be thought of as a gas of closed walks. The problem is
that when the control parameter t is adjusted to criticality, it is not just the
connecting walk that has divergent behavior. At the same parameter value,
the background in which it travels has singularities in its properties. The
main work of this paper will be in disentangling these effects.
The physical mass of the field is mP , and the background sets a distance
scale m−1P . Three regions can be considered:
R1 R≫ m−1P
R2 R ≃ m−1P
R3 R≪ m−1P
The relevant one is R2; however, it is best understood as part of a larger pic-
ture that includes all three regions. Only in R1 do the direct self-interactions
fully account for the correct value of the exponent in the corresponding re-
gion. In R2 and R3, the effects from the background must also be included.
A free random walk has no self-interaction and no interaction with a back-
ground of loops. The energy–entropy balance gives a nice physical picture
of the second order phase transition, but the correlation length exponent of
0.5 that follows is correct for a free field only. While the walk picture and
the energy–entropy balance can be retained, interactions of the walk must
be added. A self-avoiding walk has repulsive self-interactions. (These need
not be infinitely repulsive.) The repulsive interaction occurs within a fixed
range. Different elements of the walk interact if they are within that dis-
tance of each other. As the walks become very long at the critical point, the
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interaction range does not grow. This effect causes the shift 0.5 → νsaw. It
is independent of the details of the repulsion (universality). An additional
shift is needed to get the correct value for an interacting field theory. This
must come from a distance scale for the self-interaction that grows without
bound as the critical point is approached. This long-range self-interaction is
induced by the interaction of different elements of the walk with the back-
ground loops, which have a size that diverges at the critical point.
The most important observation is that the singular behavior of the back-
ground induces nonanalytic behavior in the relation between the mass pa-
rameter m2 = m2c + t and the energy per unit length
θ ∼ tνθ . (1.5)
From this, it follows that
ν = νθνw = νθ/dw. (1.6)
The exponent νθ can be calculated and is equal to a crossover exponent of the
field theory. Thus, the physical origin of the correlation length exponent is
two-fold. Important effects come from background-induced self-interactions
of the walk, which have a diverging range, and from singular background
contributions to the energy per unit length.
Section 2 contains the technical discussion that leads to these claims. The
description in Secs. 2.1–2.3 applies to all three regions. The specifics of R1,
R2, and R3 appear separately in Secs. 2.4.1–2.4.3.
2 Analysis
The first order of business is to derive the representation of the two-point
function that will be used in the rest of this paper. It is a particular version
of a proper time path integral. The length interpretation of the proper time
will be emphasized. The two-point function is an integral over the length of
the connecting path with a weight that is a function of the length and will be
discussed in detail. Properties of the weight are associated with geometrical
properties of the walk. From the known behavior of the two-point function,
there follows some specific results for the walk. It is important to separate
the effects of how the end points of walks of a given length are distributed
in space from those of how the weight depends on the length and the bare
mass.
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2.1 Representation
2.1.1 Preliminary formalism
Consider a scalar field that is quadratically coupled to an external potential
U(x). The two-point function D(x, y; v) is the solution to
(−∂2 + v(x))D(x, y; v) = δ(x− y) (2.1)
with v(x) = U(x) +m2. Let t be the deviation of m2 from some preferred
value m2c , so that v = U +m
2
c + t = V (x)+ t. Now introduce the proper time
l, which is proportional to the length, and the function G(l; x, y;V ) which
solves
− ∂
∂l
G = HG (2.2)
with H = −∂2 + V (x). Then
D =
∫
∞
0
dle−tlG. (2.3)
Since the solution to (2.2) is
G = e−Hl (2.4)
with
G(0; x, y;V ) = δ(x− y), (2.5)
G has a standard path integral representation as a sum over all paths with
x(0) = y and x(l) = x.
G(l; x, y;V ) =
∏∫
x(0)=y,x(l)=x
dxe−
∫ l
0
dτ [ 1
4
x˙2+V ] (2.6)
The length L of these paths (walks) [4] is proportional to l and inversely
proportional to the spatial cutoff a [5].
2.1.2 O(N) field theory
At fixed spatial cutoff a = 1/Λ, the O(N) symmetric Lagrangian is
L = 1
2
(∂φ)2 +
1
2
m2φ2 +
g
4!
φ4 (2.7)
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The bare mass squared m2 is
m2 = m2c + t. (2.8)
The critical bare mass squared m2c is a function of the cutoff and the bare
coupling g chosen so that at t = 0 the physical mass mP is zero.
The usual device of writing
e−
g
4!
(φ2)2 =
1√
(2π)
∫
dσe−
1
2
σ2+bσφ2 (2.9)
with
b = i
√
(
2g
4!
), (2.10)
allows the φ integral to be done. The result for the two-point function is
< φA(x)φB(y) >= δA,BD(x− y) (2.11)
with
D(x−y) = Z−1 ∏
∫
dσe−
1
2
∫
dxσ2−N
2
Tr ln[−∂2+m2−2bσ]D(x, y;m2−2bσ). (2.12)
Inserting (2.3) gives
D(x− y) =
∫
dle−tlW (2.13)
with
W = Z−1
∏∫
dσe−
1
2
∫
dxσ2−N
2
Tr ln[−∂2+m2−2bσ]G(l; x, y;m2c − 2bσ)
=
∏∫
x(0)=y,x(l)=x
dx
∏∫
dσe−
∫ l
0
dτ [ 1
4
x˙2+m2c−2bσ]
×Z−1e− 12
∫
dxσ2−N
2
Tr ln[−∂2+m2−2bσ]. (2.14)
The problem with this representation is that W depends on t so that the
dependence of D on t cannot be used to determine νw. The t dependence in
e−tl and W can be disentangled by the following device: First, extend the
model to O(N + M) symmetry by introducing another M fields called χ.
The new Lagrangian is
L = 1
2
(∂φ)2 +
1
2
m2φ2 +
1
2
(∂χ)2 +
1
2
m2χ2 +
g
4!
(φ2 + χ2)2. (2.15)
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Second, softly break the O(N + M) symmetry to O(N) × O(M) with a
different bare mass for the χ field.
m2(φ2 + χ2)→ m2φ2 +m′2χ2 (2.16)
Now in addition to (2.8),
m′2 = m2c + t
′, (2.17)
andmc is the correct function of Λ and g so that at t = t
′ = 0, m′P = mP = 0.
The two-point function for the first component χ is
D′(x− y) = < χ1(x)χ1(y) >
=
∫
dle−t
′lW ′
=
∫
dle−t
′lZ−1
∏∫
dσe−
1
2
∫
dxσ2−N
2
Tr ln[−∂2+m2−2bσ]−M
2
Tr ln[−∂2+m′2−2bσ]
×G(l; x, y;m2c − 2bσ). (2.18)
Evidently,
D′|M=0,t′=t = D. (2.19)
It is important to note that in (2.18) the weight W ′ is independent of t′ and
equal to W when M = 0.
2.2 Properties of the weight W ′
The weight W ′ is a function of the variables x, l, t,M,N, g, and Λ. In this
discussion, g,N , and Λ are fixed. Then t determines the physical mass mP
with mP = 0 for M = 0 and t = 0. Since only m
−1
P , x and l
1
2 ≫ a are of
interest, the important thing is relations among mP , x, and l. The variables
g,N , and Λ can be ignored.
Consider the large l behavior of W ′. To anticipate some of the results,
observe that W ′ can be interpreted as the exponential of the excess free
energy of the field due to the presence of the path. This interpretation
suggests the presence of a factor
e−F (2.20)
with
F = fl. (2.21)
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If the path has dimension dw, then a singular piece in f of the form
fs ∝ mdwP (2.22)
might be expected.
For a more precise treatment, define
t+ =
Mt′ +Nt
N +M
(2.23)
t− =
t′ − t
N +M
. (2.24)
The inverse relations are
t = t+ −Mt− (2.25)
t′ = t+ +Nt−. (2.26)
The discussion in Ref.[6] shows that the critical curve for the χ field is
t− ∝ tϕ+ (2.27)
or for the case at hand with M → 0
t′c = t+ ct
ϕ. (2.28)
The crossover exponent
ϕ ≈ 1 + N
2(N + 8)
ǫ. (2.29)
Equivalently,
m′P = mPF(t−/tϕ+). (2.30)
Now return to the form of F in (2.21). The complete exponent is
t′l + F (2.31)
and by assumption the factor
e−(t
′l+F ) (2.32)
contains the dominant large l behavior of the integrand for D. F does not
depend on t′. The second order phase transition occurs when this exponential
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factor no longer damps the l integral. The position of the critical point (2.28)
is independent of x. Thus, the factor (2.32) must loose its large l decay when
t′ = t′c, and this can happen only if F ∝ l for large l as in (2.21).
Now it follows that
t′c + f(t) = 0. (2.33)
With (2.28), this gives
f = −(t + ctϕ) (2.34)
and an integrand proportional to
e−θl (2.35)
with
θ = t′ − t− ctϕ = t′ − t′c. (2.36)
With the introduction of P through
e−lt
′
W ′ = e−θlP, (2.37)
the representation (2.18) for the field becomes
D′(x− y) =
∫
dle−θlP (x, l, t), (2.38)
which is similar to (1.3). By definition, P does not contain any factors with
the exponential l dependence of the first factor of the integrand. The energy
per unit length of the path is θ. It is important to note that θ is proportional
to tϕ not t when t′ = t. This enters through F and is due to the interactions
of the path with the background.
2.3 Scaling forms
The next topic is the scaling behavior of P . This can be deduced from the
known behavior of D′, which is
D′(x) = (m′P )
qC(xm′P ) (2.39)
with q = d− γ′/ν ′ and
m′P ∝ (t′ − t′c)ν
′
. (2.40)
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Now use the representation (2.38) and assume a form for θ that is slightly
more general than (2.36).
θ = (t′ − t′c)νθ (2.41)
Since P is the inverse Laplace transform of D′, we get the scaling form of P .
P = p(x/R(l)) (2.42)
with
R ∝ lνw (2.43)
and
νw = ν
′/νθ (2.44)
while
dw = 1/νw = νθ/ν
′. (2.45)
The exponential in (2.38) limits l to
l <∼ lM = θ−1. (2.46)
Quantities of the same order are
m′P ∼ [R(lM)]−1 ∼ l−νwM ∼ θνw . (2.47)
2.4 Three regions
A complete description of the properties of the paths of the field theory two-
point function must distinguish the three regions R1, R2, and R3. With
M = 0, the t dependence of P determines a scale m−1P ∼ t−ν , which comes
from the background field φ. Paths for which R is much greater than or
much less than m−1P have different properties. Fortunately, we now have
some control over this through the ability to adjust x and l without changing
m−1P . As will be seen, the dimension of the paths dw has one value for x and
R ≫ m−1P and another for x and R <∼ m−1P .
2.4.1 R1
This is the region with R≫ m−1P . In it, mP is fixed and finite while m′P → 0.
To obtain this, keep t finite and send t′ → t′c. Thus θ → 0 with νθ = 1,
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m′P → 0, and lM →∞. Choose x ∼ (m′P )−1 so that x, (m′P )−1, and R(l) are
all much larger than m−1P .
This is a critical O(M) theory with M → 0. It is the field theory model
of the self-avoiding walk with ν ′ = νsaw ≈ 0.59 [7]. It follows that
dw = 1/νw = 1/νsaw ≈ 1.69. (2.48)
This analysis shows that (2.48) is a generic result for paths with any sort of
self-repulsion that acts over a fixed, finite range. As mentioned already, νsaw
is not the correct value for ν in the O(N) theory.
2.4.2 R3
The opposite extreme has x and R ≪ m−1P →∞. To study this, set M = 0
and take t → 0 so that m−1P ∼ t−ν → ∞ while m
′
−1
P stays finite. It follows
from the scaling form (2.30) that F(z) must behave as zν/ϕ at large z and
that
m′P ∼ t′ν/ϕ. (2.49)
Also t′c = 0, and θ = t
′, so νθ = 1. To get ν
′, send t′ → t′c = 0 so that
m
′
−1
P →∞. Equation (2.49) says that ν ′ = ν/ϕ. Since νw = ν ′/νθ,
dw = 1/νw = ϕ/ν. (2.50)
Now it is evident that indirect self-interactions of the path, which are
induced by the background and act on arbitrarily large scales, cause an ad-
ditional change in the dimension of the path. For small ǫ, this dimension
is closer to 2 in R3 than it is in R1. The indirect interactions must be an
effective attraction that competes with the repulsion already discussed. If
the path has passed through a certain volume and repelled the background
there, then it will be less costly for another part of the path to go through
that volume — an effective attraction weakening the direct repulsion.
While the exponent ν ′ in R3 has a value that is different from that in
R1, it is still not the correct exponent for the φ field. Further understanding
awaits in a consideration of R2.
2.4.3 R2
Here we want to lie between R1 and R3 and have m′P ∼ mP . This includes
the original point of interest m′P = mP . It follows from (2.30) that we should
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take t′ → t′c with t−/tϕ+ fixed. For M = 0, t′− t ∝ tϕ, and t ∼ t′ since ϕ > 1.
Thus, θ = t′− t− ctϕ ∼ tϕ ∼ t′ϕ, t′c = 0, and νθ = ϕ. With M = 0, mP ∼ tν .
From t ∼ t′ and m′P ∼ mP , it follows that m′P ∼ t′ν and ν ′ = ν. Equation
(2.45) shows that this can arise only if
dw = 1/νw = ϕ/ν. (2.51)
This is the same as the result for dw in R3. However, in R2, ν
′ 6= νw = 1/dw
because θ is proportional to t′ϕ not t′.
Now we see that the dimension of the path in the two-point function
is dw = ϕ/ν and not 1/ν. The correlation length exponent ν is not 1/dw
because there is an additional source of nonanalytic behavior that comes
from the singular relation between the bare mass and the energy per unit
length of the path: θ ∼ tϕ . Also, notice that θ ∼ tϕ ∼ (tν)ϕ/ν ∼ mdwP as
suggested in (2.22).
3 Conclusion
To get D for the original φ field, use region R2 with t′ = t and M = 0. As
we have shown,
D(x− y) =
∫
dle−θlp(x/R(l)) (3.1)
with
θ ∼ tϕ, (3.2)
R(l) ∼ l1/dw , (3.3)
and
dw = ϕ/ν. (3.4)
The path connecting x and y has a nontrivial dimension satisfying
dsaw < dw < 2. (3.5)
There is a singular relation (3.2) between the energy per unit length and the
bare mass that is due to the singular behavior of the background at t = 0,
mP = 0.
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