In many applications of Wiener filtering to noise cancellation an external reference noise input is required. However, if an external reference is not available, it is still possible to suppress additive noise using a Wiener linear prediction filter (LPF) provided the signal bandwidth is significantly less than the noise bandwidth. The purpose of this paper is to provide an analytical basis for bounding the performance of a digital LPF when applied to the problem of cancelling broadband additive noise from narrowband signals.
Introduction
Removal or suppression of interference terms from a noise corrupted measurement can be accomplished using fixed bandpass digital filters provided the center frequencies of the signals and their bandwidths are known, a priori, and do not change with time. In many cases of practical interest, however, such a priori information does not exist and alternate filtering schemes must be employed. In these cases, Wiener filtering techniques are often employed because the second order signal and noise statistics may be estimated directly from the data. This alleviates the need for apriori knowledge of such parameter as the signal frequencies.
Adaptive noise cancellation techniques based on Wiener filtering are particularly effective when an external reference which contains noise that is uncorrelated with the signal and highly correlated with the additive interfering noise is available (l)- (2) . When such a reference for the noise interference is not available, it may still be possible to cancel the additive noise interference using a Wiener linear prediction filter (LPF) if the signal bandwidth is significantly less than the bandwidth of the additive noise (l)- (6) .
A schematic diagram of a finite impulse response (FIR) Wiener LPF is illustrated in Fig.  1 . The impulse response, W(K(K=O.1 L-1) is chosen to minimize the power in the error signal e(j) , and the delay, i , repreoents the prediction distance of the filter. The noise suppression of the discrete LPF arises from the fact that the decorrelation time for broadband noise is smaller than that for the narrowband 937 signals. Therefore, it may be possible to choose a value for which will effectively decorrelate the broadband noise and prevent the noise components from appearing in the LPF output (y(i) in Fig. 1 
, which minimize the power in the error sequence, 5(j) , satisfy the normal equations (e.g., (7) ):
( (11) . The results of the analysis by elameutary methods auci its sol.tLtiofl provides presented in (11) reveal that the impulse reinsight into the analytic structure of the LPF.
sponse of the LPF may be expressed as follows:
Further, since any analytic function may be closely approximated by a rational function, the
results can then be applied to a much broader
class of stationary random noise processes.
An analytical description of the LPF can be obtained by discrete Wiener filter theory (e.g., is given by equation 4; and the B±s are constants which will be discussed presently. As shown in (11) , Ji0k) consists of Kronecker delta functions and damped exponentials which depend on the noise zeroes.
Therefore, as can be seen from equations 6 and 7, W(k) cay be decomposed into two filters, one of which is closely connected with the signal part of the input spectrum (i.e., h5(k)) and one which is associated with the noise part (h00(k)).
However, h5 and h00 will he coupled together through the constantsB0±sas well as constants appearing in the expansion for h0(k) (as discussed in (11) ). A treatment of this coupling, which is straightforward (though tedious) has been carried out in (11) and some useful approximate results are obtained for two important limiting cases of practical interest.
The first limiting case considered is that of large filter length, L . In this limit it is assumed that L is much larger than all of the inverse noise and signal bandwidths. As discussed in (11) , when L satisfies this condition and provided the prediction distance is chosen to be much smaller than the inverse signal bandwidths but much larger than the inverse noise bandwidths, then the noise part of the LPF may be neglected. 
From equations 10 and 11, it can be seen that in 939 this limit, the LPF forms a superposition of bandpass filters each centered on the signal frequencies. The gain of the n-th filter at its center frequency is given by (LSNR0/2)/(1 +L SNR0/2).
The results expressed by equations 10 and 11 are straightforward extensions of the results presented in (3) for the uncorrelated background noise case and one is referred to this reference for a further discussion.
III. Experimental Results
In this section, results of an experimental simulation with an adaptive, hardware implementation of the LPF are presented. The particular adaptive algorithm which was implemented was the Widrow-Hoff least mean square (LMS) algorithm (1) . A complete description of this algorithm is given in references (l)- (6) . The particular hardware implementation of the adaptive LPF is described in (3) and (11) .
The experimental case which was examined corresponds to an input consisting of a narrowband signal embedded in additive 1-pole low pass noise. The signal was generated by filtering uncorrelated noise with a 2-pole bandpass filter.
The bandwidth of the signal was small enough that the sinusoidal approximation is valid. This case illustrates the noise decorrelation property of a variable delay (prediction distance) LPF. As discussed in (11), the LPF impulse response for this case consists of a sinusoid at the signal frequency as well as two delta functiOns which occur at the beginning and end of the filter. These characteristics of the LPF are observed in Fig. 2 where experimental plots of the LPF impulse response have been made for two different values of ii . The vertical scale in Fig. 2 is not absolute. Also, the sinusoids in Fig. 2 were plotted with the frequency, phases, and amplitudes of those sinusoids being estimated from the display of the LPF coefficients on an oscilloscope.
As can be seen in Fig. 2 located at the signal frequencies. The gain of these filters at their center frequencies were seen to approach unity as the product of the input signal-to-noise spectral density ratio and the inverse signal 3dB half-bandwidth, i.e., SNR/a , becomes large. Also, the bandwidths of these decoupled filters were seen to become increasingly wider than the signal bandwidths as the ratios, SNR/a , become large. Therefore, only for large valves of -SNR/a can the LPF filter the inpuc noise without distorting the signal in the limit of large filter lengths.
A second limiting case was also considered inSertion liwben all ofthe signal bandwiths approach zero (sinusodal limit). In this limit, it was seen that the LPF also forms a superposition of bandpass filters located at the signal frequencies. As the product, LSNR/2, becomes large it was seen that the gain of these filters approach unity. Therefore, only for large values of LSNR/2 can the LPF filter the input noise without distorting the peak magnitude of the Output signal power spectrum in the sinusoidal limit. 
