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The main purpose of this paper is threefold: Firstly, the topological support 
of Gaussian measures on certain locally convex spaces is obtained. Secondly, 
strongly convergent series expansions of elements in separable Frechet spaces, 
related to Gaussian measures, are obtained; this result is applied to obtain 
Karhunen-Lo&e-type expansions for Gaussian processes. Thirdly, it is shown 
that any zero-mean Gaussian measure on a separable Frechet space can be 
obtained as the o extension of the canonical Gaussian cylinder measure of 
a separable Hilbert space. Other related problems are also discussed. 
1. INTRODUCTION 
The main purpose of this paper is threefold: Firstly, it is shown that the 
topological support of an “inner regular” Gaussian measure p on a complete 
Hausdorff separable, locally convex space (LCS) E is the algebraic sum of the 
mean of p (whose existence is also proved) and a closed subspace of E; for certain 
LC spaces, this closed subspace is described in terms of the reproducing kernel 
Hilbert space (RKHS) of the covariance function of p [Theorems 3.1, 3.2, 3.3, 
4.1(a), 4.2(a) and 4.31. These results unify and extend some of the work of 
Garcia, Posner and Rodemich [ 111, It6 [ 131 and Kallianpur [ 171. 
Secondly, strongly convergent expansions of elements of separable Frtchet 
spaces, related to Gaussian measures, are obtained [Theorems 4.1(c), 4.2(c)]. 
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Applying one of these results, it is shown that every zero-mean, continuous- 
sample-paths, measurable Gaussian stochastic process with parameter in any 
u-compact metric space T admits Karhunen-Lo&e-type expansions, which 
converge almost surely uniformly on compact subsets of the metric space T 
(Theorem 4.4). These results contain, as particular cases, two results obtained by 
Jain and Kallianpur [15, 161 and also by Kuelbs [19]. 
Thirdly, it is shown that any zero-mean Gaussian measure on a separable 
FrCchet space F is the o extension of the canonical Gaussian cylinder measure of 
a separable Hilbert space H [Theorem 4.2(b)]. If F is a closed subspace of the 
FrCchet space C(T) of real continuous functions on a u-compact metric space T, 
then it is proved that H can be taken as the RKHS of the covariance function of p 
[Theorem 4.1(b)]. These results extend two results by Jain and Kallianpur [15, 
161, one of which is also due to Kuelbs [19] and Sato [24]. Theorem 4.2(b) is 
related to and is implied from a theorem of Dudley, Feldman and Le Cam [7]. 
Two other results, which deal respectively with the characteristic function of 
a Gaussian measure on C(T) ( see p revious paragraph) and with the continuity 
of sample paths of a Gaussian stochastic process are discussed in Section 5 
(Theorem 5.1 and Corollary 5.1). 
For the sake of brevity, we shall assume that the reader is familiar with the 
notions of Gaussian measures and Gaussian cyhnder measures on linear topolo- 
gical spaces [2, 7, 241 and also with the notion of RKHS [21]. 
2. PRELIMINARIES 
In the following, we collect the necessary notation and the conventions that 
will remain fixed throughout the paper unless stated otherwise; we also list 
a few known facts that are used throughout the paper often without explicit 
mention: 
(A.l) If Y is a topological space, then g(Y) will denote the u algebra 
generated by the open sets of Y. 
(A.2) The underlying field for all linear topological spaces, considered 
here, is the field of real numbers. If X denotes a linear topological space, then 
sl’,(X) will denote the algebra of cylinear sets of X and a,(X) will denote the 
u algebra generated by de(X); and, as usual, X* will denote the topological dual 
of x. 
(A.3) The letter E (with or without subscripts) will denote a complete 
Hausdorff separable LCS; if E happens to be a FrCchet space (respectively, a 
Banach space), then the letter F (respectively, the letter B) will be used for E. 
It is known that L%(F) = kVc(F) [l, p. 1001. 
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(A.4) The letter T will denote a u-compact metric space [IO, p. 181 (note 
that T is separable). If T is a u-compact metric, then C(T) will denote the LCS 
of all real continuous functions on T endowed with the topology of uniform 
convergence on compact subsets of T. It is well known that C(T) is a separable 
FrCchet space [lo, p. 2051, and that if 5 E C(T)*, then there exists a unique 
regular Bore1 measure X with compact support on T such that t(x) = ST x(t) h(dt), 
for all x E C(T) [18, pp. 126, 127; 10, p. 2031. 
(AS) If X is a linear space of real functions on some set S, then, for a 
fixed s E S, 6, will denote the evaluation map at s. 
(A.6) If H is a Hilbert space then the norm and the inner product in H 
will respectively be denoted by jl . llH and (,X . 
(A.7) The letters N and R will, respectively, denote the set of positive 
integers and the set of real numbers; and the letter & will be used to denote the 
expected value of random variables. 
Now we list a few definitions. 
DEFINITION 2.1. Let X be a topological space and p be a nonnegative 
measure on (X, B(X)). We say, following Bourbaki [2, p. 451, that p is inner 
regular if, for every D E g(X), p(D) = supK p(K), where K is a compact 
subset of D. 
DEFINITION 2.2. Let TV be an inner regular measure on (X, a(X)), where X 
and 9(X) are as in Definition 2.1. Then it is easy to show that there exists a 
unique closed subset G of X such that p(G) = p(X) and that p(U) > 0, for 
every nonempty open subset U of G. The set G will be called the topological 
support (or simply support) of p. 
DEFINITION 2.3. Let X be a Hausdorff LCS; and let TV be a probability 
measure on (X, g(X)). Th e characteristic function x of TV is defined by 
y(5) = Jx @f(Z) p(dx), for every 5 E X*. 
DEFINITION 2.4. Let X, g(X) and p be as in Definition 2.3. If there exists an 
element 0 E X such that ((8) = lx f(x) p(h), for every 5 E X*, then B is called 
the mean of p. Note that, as follows from the Hahn-Banach theorem, if the mean 
of p exists then it is unique. 
DEFINITION 2.5. Let (t, : s E S>, S any set, be a second-order real stochastic 
process; then the meun function 0 and the covariance function k of (6, : s E S> are, 
respectively, defined by e(s) = S(f,) and k(s, t) = S(f,[,) - B(s) e(t), s, t E S. 
GAUSSIAN MEASURES IN LOCALLY COMPACT CONVEX SPACES 285 
Remark 2.1. Let p be a Gaussian measure on (F, B(F)), where F is a closed 
subspace of C(T); then by the mean function and the covariance function of p, 
respectively, we mean the mean function and the covariance function of the 
stochastic process (6, : t E T}. Using characteristic functions, it is easy to show 
that the mean function and the covariance function of p are continuous, respec- 
tively, on T and T x T. 
3. THE SUPPORT OF GAUSSIAN MEASURES ON E 
In this section, we prove the following three results. 
THEOREM 3.1. Let p be a Gaussian measure on (E, 9(E)); then the mean of TV 
exists. 
THEOREM 3.2. Let TV be a mean 0, inner regular Gaussian measure on (E, a(E)). 
Then the support of p is 0 + G, where G is a closed subspace of E. 
THEOREM 3.3. Let S be any nonempty set with N(S) < No , the cardinality of 
the continuum; and let E = RS be the complete Hausdorflseparable LCS of all real 
functions on S endowed with the topology of pointwise convergence. Let p be a mean 8, 
inner regular Gaussian measure on (E, g(E)). Then the support of p is 0 + H(k), 
where H(k) is the RKHS of the fun&m k(s, t) = SE 6,(x) 6,(x) I - 13(s) O(t) 
and H(k) is the E closure of H(k). 
First we state and prove two preliminary results; namely, Lemmas 3.1 and 3.2. 
Lemma 3.2 will be used for the proof of Theorem 3.1; and Lemma 3.1 will be 
used for the proof of Lemma 3.2 and also for the proofs of some of the later 
results. 
LEMMA 3.1. (a) Let F be a closed subspace of C(T). Let @(F) be the a algebra 
generated by the sets of the form 
lx EF: (%l(x),..., h”(X)) E a, 
where n EN, D a Bore1 set of the n-Euclidean space RtnJ, and tI ,..., t, E T. Then 
4(F) = &Y!,(F). 
(b) Let p be a Gaussian measure on (F, B(F)), where F is the same as in (a). 
Then for every 6 E F* there exists a sequence {& : n E N} (depending on I) in 
sp(6, : t E T}, the linear span of (6, : t E T}, such that &la(x) converges to t(x), for 
all x E F, and also in L,(p) as n -+ co. 
6831213-4 
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Proof of (a). It is sufficient to prove that if [ E F*, then [ is $(R)/%(F) 
measurable. Let h be the regular Bore1 measure on T that corresponds to a 
continuous linear extension of E to C(T); and let Tl be the (compact) support of 
A. For each n EN, let d,,j , j = I,..., r, , be the open balls of radius l/n covering 
Tl . Set A,,, = A,,, n Tl and A,,j = [An,j\uil: A,,J n Tl , for j = 2 ,..., r, . 
Clearly uzl A,,? = Tl . Further, if s, s’ E A,,j , then d(s, s’) < 2/n, where d 
is the metric on T. Without loss of generality, we assume that A,,? # a. 
Choose any tn,j E A,,j . Let x be any arbitrary but fixed element of F; define the 
functions {x, : n E N} on Tl by 
X7@) = 2 az.j) t4Jt), (3.1) 
i=l 
where IA, f is the indicator function of Ansj . Uniform continuity of x on TX and 
an E - 6 argument show that 
44 + 44 (3.2) 
asn+co,foralltET1.From(3.1),wehave 
I x&l G [sup Ix(4ll I h I (TJ < ~0, 
SETI 
(here and hereafter 1 h / denotes the total variation of A). Using this, (3.2) and the 
dominated convergence theorem [9, p. 1511, we have 
Since x was arbitrary, (3.3) holds for all x EF; and hence f is W(R)/&(F) 
measurable. This completes the proof of (a). 
Proof of(b). Let f E F* b e arbitrary and fixed; and let A, Ansj’s and Tl be as 
in (a). Set 
Then, by (a), &n(x) -+ t(x), for all x EF, as n -+ CO. Thus 
for all x E F. Let @ be the natural projection ofF into C( T,); and let p1 = /.A 0 @i-l. 
Then @ is @(B)/&Y(F) measurable and pi is a Gaussian measure on B = C(T,). 
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Using the change-of-variable formula for a measurable transformation [12, 
p. 1631, we have 
= j, 1 jrlr(t) 44 - 2 h,,,(Y) Wn,d I2 Pl@Y). (3.5) 
j=l 
Let k(s, t) = SF 8,(x) 6,(x) I; th en K is continuous on the compact set 
Tl x Tl (Remark 2.1). Therefore 
sss IY(~)Y(~)lI~l(4 x IXlW x IPll(dY) 
BxT,xT, 
Thus the map ( y, S, t) tt y(s) y(t) is IX I x I h I x I p1 I = I h X h x pl I 
integrable [9, p. 1921; and hence, by Lemma 18 of [9, p. 1131, it is X x h x p1 
integrable. From this, Theorem 13 of [9, p. 1931 and from the change-of-variable 
formula, it follows that 
= j j 
TIXTI 
= sJ* K(s, t) h(ds) x A@). (3.6) 
Using (3.6) and arguments similar to those used to obtain (3.6), it 
follows that the left-hand member of (3.5) is bounded by the real constant 
2M[] X 12(Tl) + I h I(T where M = supsSterI I k(s, t)j. Using this, (3.4), (3.5), 
and the dominated convergence theorem, we obtain 
;r;nm s F II(x) - I&4” cc(dx) = 0;
i.e., .!j, + E inL&) as n -+ 03. This completes the proof of(b). 
The above proof is given in some detail, because the arguments used in it 
are typical and will be used later at several places. 
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LEMMA 3.2. Let p be a Gaussian measure on (B, g(B)); then the mean of p 
exists. 
Proof. A proof of this result follows from Corollary 1 of [I, p. 1121 and a 
recent result of Skorokhod [26, p. 5081. H ere we present a proof of the lemma 
which does not use either of the results mentioned in the previous sentence. Let 
p1 be a Gaussian measure on C[O, 11. Define e(t) = ~cIo,ll S,(X) am; then 
6 E C[O, l] (Remark 2.1) and, clearly, s,(e) = s ctO,l~ S,(x) pl(dx). It follows, from 
Lemma 3.1(b), that if [E CIO, I]*, then x2, OZ,,~ 6,% Jx) -+ f(x), for all 
x E C[O, I], and also in L&J norm as n --+ co, where aYn,i ‘E R, tnSj E [0, l] and 
r, EN. From this we immediately have ((0) = sc[a,il f(x) pi(&). 
By the Banach-Mazur theorem there exists a norm-preserving isomorphism 
# of B onto a closed subspace of CIO, l] [5, p. 931; let p0 = ~1 o #-l; then p0 is a 
Gaussian measure on CIO, I]. Hence, by the previous paragraph, the mean of CL,-, 
exists. Denote this by 0,; then, clearly, t,P(e,) is the mean of CL. This completes 
the proof of the lemma. 
Proof of Theorem 3.1. Since every complete Hausdorff LCS is the projective 
limit of Banach spaces (Theorem 5.4 of [25, p. 53]), 
where 
E = bg,,B,, 
lim &sBs 
denotes the projective limit of a family of Banach spaces {B, : 01 EI} relative to 
the maps {gas : 01, !? E I; or < /3}. Let r, be the natural projection of E into B,; 
then, clearly, ra is ~(B,)/9Y(E) measurable. Let pa = p 0 n;‘; then ,LL~ is Gaussian 
on Pa7 I). S ince E is separable, so is B, , for each IX E I. Indeed if {x, : n E N} 
is a countable dense set in E, then {~~(,(x,) : n EN} is dense in B, . Thus, from 
Lemma 3.2, the mean of pa exists. Denote this by t9, , (Y ~1; and let 0 = (e&el . 
Then 
BEjJB,. 
aal 
We will show that 6’ indeed belongs to &~II~,,B, and 0 is the mean of p. Noting 
thatpa =~aog~;I1,forol,~EI,/3 > 01, and using the change-of-variable formula 
[12, p. 1631, we have, for every [ E B,* and fi > OL, 
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Thus [(t9,) = f egg,, for every 6 E B,* and ,8 > 01. Since B* separates 
points of B, we have 0, = g&O&. Thus 0 E E. In order to see that B is the mean 
of CL, let 5 E E*; then, using Theorem 4.3 of [25, p. 1371, it follows that there 
exists an orEIwith 5 = &or,, where 5, E B,*. Using the change-of-variable 
formula once more, we have 
= ue,) 
= 5,o 44 
= w. 
This completes the proof. 
Remark 3.1. The above proof actually shows that if TV is any probability 
measure on (E, W(E)) with 
E = limg,,B, 
and if the mean of each pa = TV 0 nzl exists (7rE the natural projection of E into B,), 
then the mean of p exists and is equal to 6 = (B,& , where 0, is the mean of pII . 
Notation 3.1. Let TV be a zero-mean Gaussian measure on (E, i@(E)). 
DefineA =([EE*: v(t) ES SE t2(x) p(dx) = 0) and let, for [ E A, A, = the 
null space of 5. Then the notation E(p) ( or simply l?, when TV is known from the 
context) will be used, throughout this paper, for the set nPEn A,. If E = F 
(respectively, =B), then E(p) and P [respectively, 8(p) and fi] will be used for 
E(p) and e, respectively. 
The following two lemmas will be needed for the proof of Theorem 3.3. 
LEMMA 3.3. Let p be an inner regular, zero-mean Gaussian measure on 
(E, S?(E)); then p(Z?‘) = 1. 
Proof, We use here the notation given before the statement of the lemma. 
Let A,, be the class of all finite subsets 7 of A directed by inclusion. If 
rl = g, ,---, 83 e 4, , let A, = (I%, Afi . Now Theorem 2 of [2, p. 461 and 
Corollary (b) of [2, p. 161 imply 
[note that A,‘s and &’ are closed and thus belong to a(E)]. 
290 RAJPUT 
LEMMA 3.4. Let p be a zero-mean Gaussian measure on (B, g(B)); then B 
(see Notation 3.1) is the support of p. 
Proof. Every probability measure on a complete separable metric space is 
inner regular (Theorem 3.2 of [20, p. 29]), therefore, by Lemma 3.3, p(B) = 1. 
But the support of a zero-mean Gaussian measure on CIO, I] is a closed subspace 
of CIO, I] (see Theorem 3.1 of [l l] and Remark 2.1). So, by the Banach-Mazur 
theorem [5, p. 931, the support of p is a closed subspace of B. If the support G 
of p is not equal to f3, then, since B is closed with p(B) = 1, G is properly 
contained in 8. Let x,, E B\G. By the Hahn-Banach theorem there exists a 
6 E B* such that [(x,,) # 0 and 6 vanishes on G. So, since p(G) = 1, v(t) = 0; 
therefore, by the definition of 8, the null space of [ contains 8. This contradicts 
the fact that 5(x,) # 0; and therefore B = G. 
Proof of Theorem 3.2. Let pO(D) = ~(0 + D), for every D E 9(E). It is 
easy to verify that p0 is zero-mean, inner regular Gaussian measure on (E, B(E)). 
Moreover, S is the support of pLs if and only if 0 + S is the support of p. Thus 
it is sufficient to prove that the support of pe is a closed subspace of E. Let 
G = .f?(po) = ii? ( see Notation 3.1); then J? is a closed subspace of E and, by 
Lemma 3.2, &Ei) = 1. W e will show that if U # o is any open subset of e 
then pB( U) > 0. This will finish the proof. 
As in the proof of Theorem 3.1, E = &~IJ gaaB, . Let “a be the natural projec- 
tion of E into B, , G, the closure of r=(E) in B, and gkB the restriction of g,, to 
GB; then, since i? is a closed set of E, we have, by Corollary (ii) of [3, p. 491, 
l? = lim&,G, . Let pB = p8/E [note that g’(e) = {E n D : D E 9(E)} [12, 
p. 4511. Then fiB is zero-mean Gaussian measure on (e, g(E)). From the 
definition of the projective limit topology, for the given U there exists an 01s EI 
and a non-empty open set Ua, in Gw, such that 7rit( UJ C U. Let &, = Fe 0 rr;‘; 
then pa, is zero-mean Gaussian on (GeO, a(G,,)). Since p@(U) = ,&(U) > 
ih(~~ol(u~J> = i&,(utio), th e P roof of pLg( U) > 0 will be implied by the proof of 
fi,J UmO) > 0. We give the proof of /XoIO( UwO) > 0 in the following: 
Since E is separable, it follows, as in the proof of Theorem 3.1, that BE0 and 
hence GE, is separable. Let E be an arbitrary element of G,*, with 
Thus, by the change-of-variable formula, SE [t 0 rr,o(y)]” p,(dy) = 0. So, by the 
definition of 8, 5 0 rUO vanishes on J!? Therefore, since rJ& is dense in GmO, 4
vanishes on GN, . Thus, since 6 was arbitrary and since Gm, is separable, it follows, 
from Lemma 3.4, that Ga, is the support of paFLu0 and therefore pol,(UorO) > 0. 
The proof is now complete. 
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Remark 3.2. The above proof also shows that if E = @g,,B, and if p is 
zero-mean, inner regular Gaussian measure on (E, g(E)), then E(p) = 
lim &Bg(pB), where E(p) [respectively, Bs(ps)] is the support of p (respectively, 
of 118)~ CL8 = P o Q> gnl3 is the restriction of g,, to B,&,J, /3 > CX, and nB is the 
projection of E into B, . 
Remark 3.3. Using Theorem 3.1 of [ll] and the Banach-Mazur theorem, 
we have shown in the proof of Lemma 3.4 that the support of a zero-mean 
Gaussian measure on a separable Banach space B is a closed subspace of B. 
A proof of this result can be given by using Theorem 4.2(c) without appealing 
to the above mentioned result of [l l] (note that, as will be clear from the following 
section, the proof of Theorem 4.2(c) does not depend on any result of [ll]). 
Thus the proof of Lemma 3.4 and hence that of Theorem 3.2 can be made 
independent of the above result of [l I]. 
Proof of Theorem 3.3. Let pe be defined in the same way as in the beginning 
of the proof of Theorem 3.2. Then, in view of the proof of Theorem 3.2, it is 
sufficient to show that l!?(k) = &‘(P~) = E. First we show that II(k) _C E; 
which, by the definition of I? (see Notation 3.1), is equivalent to showing that if 6 
is an arbitrary element of E* with v(.$ = SE t”(x) p@(x) = 0, then 5 vanishes on 
f?(k). Let 5 be fixed with v(s) = 0; there exist n E IV, CQ E R, tj E S, j = l,..., n, 
such that 
[18, p. 1201. The fact V(I) = 0 implies 
therefore 
i +tj(x) = 0 a.s. [pO]. 
j=l 
Let t be an arbitrary but fixed element of S; then it follows, from (3.7), that 
Therefore 
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Since t was an arbitrary element of S, we have that 6 vanishes on sp(k(s, .): s E S>. 
From this and from the facts that sp{k(s, .): s E S} is dense in H(k) [21, p. 3011 
and that the convergence in H(k) implies the convergence in E [21, p. 3041, it 
follows that [ vanishes on H(k). This completes the proof of the fact that 
p(k) C e. Now we show that R(k) is indeed equal to i?. For otherwise, by the 
Hahn-Banach theorem, there exists a 5 E E* such that 5 vanishes on II(k) and 
<(x0) # 0, for some x,, E e\f7(k). There exist n E N, aj E R, ti E S, j = I ,..., n, 
such that c(x) = Cy=, ai ati( x E E [18, p. 1201. Thus 
v(() = j” 
E 
c2(x) po(dx) = f ai [f ~lj& (k(t, , .)] = f d(k(ti 3 .)> = 0, 
i=l i=l i=l 
since 5 vanishes on II(k). This and the definition of rTi mply that c(x) = 0 for all 
x E i?; this contradicts the fact 5(x,,) # 0. Therefore R(k) = i?. 
4. THE SUPPORT OF GAUSSIAN MEASURES ON F 
AND RELATED EXPANSIONS OF ELEMENTS IN F 
In the following we state the first two results of this section. The last two 
results, whose proofs partly depend on the following theorems, will be given in 
the later part of this section. 
THEOREM 4.1. Let TV be a zero-mean Gaussian measure on (F, a(F)), where F 
is a closed subspace of C( T). Let H(k) be the RKHS of the covariance function k of p. 
Then we have the following: 
(a) H(k) is separable and contained in F; and the F closure of H(k) is the 
support of p. 
(b) The injection map i of H(k) into F is continuous and p/&JH(k)) = 
~~04 0 i-l, where PZ~(~) is the canonical normal distribution of H(k). 
(c) For every complete orthonormal set (CONS) {e, : n EN} of H(k), there 
corresponds a sequence (C, : n E N) of independent M(O, 1) r.v.‘s (=Gaussian 
zero-mean variance-one random variables) on (F, g(F), CL) with the property that 
the series C,“=, ?Jx) e, converges to x a.s. [TV] in the topology of F. 
THEOREM 4.2. Let p be a zero-mean Gaussian measure on (F, a(F)), where F 
is any separable Frt%het space. Then there exists a separable Hilbert space H with 
the following properties: 
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(a) H is contained in F and the F closure of H is the support of p. 
(b) The injection map i of H into F is continuous and p/d(H) = mu 0 i-l, 
where 6~ is the canonical normal distribution of H. 
(c) For every CONS (en : n E N)ofH, there corresponds a sequence{~,, : n E N) 
of independent X(0, 1) r.v.‘s on (F, B(F), p) with the property that the series 
Cz=, t,(x) en converges to x as. [p] in the topology of F. 
Remark 4.1. If the mean of the measure p in Theorem 4.1(a) is 0 # 0, then, 
by the argument used in the beginning of the proof of Theorem 3.2, it follows 
that the support of p is 0 + R(k), where g(k) denotes the F closure of H(k). 
A similar remark applies to Theorem 4.2(a). 
Remark 4.2. Theorem 4.1(a), for T compact metric, and Theorem 4.2(a), 
for separable Banach spaces, were recently obtained by Kallianpur [17]. 
Theorems 4.2(b) and 4.2(c), for separable Banach spaces, were obtained by 
Jain and Kallianpur [ 161 and also independently by Kuelbs [19]. The former 
authors have also proved in [15] the analogue of Theorem 4.1(c), for T compact 
metric. Theorem 4.2(b), for separable Banach spaces, is also proved by Sato [24]. 
Remark 4.3. Theorems 4.1 and 4.2 contain and unify all the results 
mentioned in Remark 4.2. It is worth pointing out that the techniques used in 
[15-17, 191 and [24] for the proofs of the above mentioned results heavily depend 
on various properties of Banach spaces; since these properties are not necessarily 
available in FrCchet spaces, some special treatment is required for the proofs of 
Theorems 4.1 and 4.2 in the setup of FrCchet spaces. We must also mention that 
Theorem 4.2(b) h as a point of contact with and follows from Theorem 4 of 
Dudley, Feldman and LeCam [7]; our proof of Theorem 4.2(b), however, 
uses somewhat different set of ideas than those used in the proof of Theorem 4 of 
[7]. Finally, we refer to Theorem 4.6 of Dudley [8] which has some relation to our 
Theorem 4.2(c). 
The proofs of Theorems 4.1 and 4.2 are obtained by means of Propositions 4.1 
and 4.2 which will be proved first. We will need the following notation: 
Notation 4.1. Let p be a zero-mean Gaussian measure on (F, a(F)), where F 
is a closed subspace of C(T); then, throughout the rest of this section, H, will 
denote the&(p) closure of the set of equivalence classes modulo p-null functions 
ofF*. For convenience, we will use the same notation for a g(R)/S?(F) measurable 
function [ on F and the equivalence class modulo p-null functions of 6. 
PROPOSITION 4.1. Let F be a closed subspace of C(T) and TV be a zero-mean 
Gaussian measure on (F, B(F)). Let k be the cmariance function of p and H(k) be the 
RKHS of k. Then we have the following: 
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(a) The Hilbert space IS(k) is separable and H(k) C C(T); further, the 
injection of H(k) into C(T) is continuous. 
(b) R(k) GE(,) (Notation 3.1), where H(k) denotes the C(T) closure 
of HP+ 
(c) There exists an inner product preserving isomorphism Y of H(k) onto H, 
with the following properties: 
(i) t(x) = (Y(x), oHp , for every x E H(k) and 5 EF*. 
(ii) Zf 5 EF* and if l/H(k) = (e, *)H(k) [note that, by (a) and (b), 
</H(k) E H*(k)], then Y(e) = 5. 
Proof of (a). Separability of H(k) follows from Theorem 2C of [21, p. 2711, 
Theorem 5D of [21, p. 3021 and the facts that T is separable [see (A.4)] and K is 
continuous on T x T (Remark 2.1). From Theorem 5E of [21, p. 3031 and from 
the continuity of k on T x T, we also have that H(k) C C(T). Now we show 
that the injection map of H(k) into C(T) is continuous. Let x E H(k) and 
ox* : n EN} be a sequence in H(k) with I/ X, - x IIHck) --f 0 as n ---f a. Then 
using a well-known property of the RKHS [21, p. 1001, we have 
I %L(t) - 49 = I<% - x> 46 .hf(k) I 
< II xn - x llm) d[& 01. (4.1) 
Let Tl be a compact subset of T; then using (4. l), continuity of k on the compact 
set Tl x Tl , and the fact that II x, - x IIHck) + 0 as n + 00, we conclude that 
suptGT, I x,(t) - x(t)] -+ 0 as n -+ co; i.e., x, + x as n -+ co in C(T). This 
completes the proof of (a). 
Proof of (b). It follows, from the definition of P(p), that the proof of the fact 
H(k) Cp(p) is equivalent to showing that if [ E F* such that v(t) = 0, then 4 
vanishes on R(k). Let .$ be fixed with v(l) = 0; and let t, E T. Let X be the 
regular Bore1 measure on T that corresponds to a continuous linear extension of 
[ to C(T). Now v(t) = 0, implies SF [ST x(s) A( p(dx) = 0. Therefore 
4to) /,x(s) Ws) = 0 a.s. [p]. (4.2) 
Using (4.2) and arguments similar to those used to obtain (3.6), we have 
(4.3) 
But the right-hand member of (4.3) is zero by (4.2). This shows that 
f(k(t,, , e)) = 0, and thus [ vanishes on sp{K(t, -): t E T}. Using the continuity 
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of the injection of H(k) into C(T) [Part (a) of this proposition] and the fact that 
sp{k(t, a): t E T} is dense in H(k) [21, p. 3011, it follows that 5 vanishes on R(k). 
Proof of (c). Let MI = sp{k(t, .): t G T} and M, = sp{S,: t E T}. Define 
Y from Ml onto M2 by Y(Cy=, qk(tj , .)) = Cy=, CQ i&j , where CQ E R, ti E T, 
j = l,..., n. Then, clearly, Y is an inner product-preserving isomorphism of Ml 
onto M, . Since Ml is dense in H(k), and since, by Lemma 3.1(b), M, is dense 
in F* and hence in H, , it follows that the unique extension of Y to H(k) is an 
inner product-preserving isomorphism of H(k) onto H, . 
Now we prove (i). Let 5 E F* and t E T be arbitrary but fixed. Let h be the 
measure on T corresponding to a continuous linear extension of & to C(T). By 
the arguments similar to those used to obtain (3.6), we have 
= s F stw 84 PW 
= <Yk(t, .I>, 5)~~. 
Thus 5(k(t, .>)=P(&, .I>, 0~ therefore, the same relation holds for every 
element of Ml . Now let x E H(k); there exists a sequence (xn: n E N) in Ml such 
that X, + x in H(k) as ti + co [21, p. 3011; therefore, by (a), we also have that 
x,-+x in F as n+ co. From what we have proved above, we have 
Wxn), 5)Hp = &%>, f or all n E IV. Since X, + x in H(k) as n -+ 0~) and Y is 
continuous from H(k) onto H, , it follows that 
and since X, -+ x in F as n -+ CO, it follows that (Y(x,J, &Hp = t(x,) -+ t(x) as 
n --, 00. Therefore (Y(x), 6)Hlr = E(x). This completes the proof of (i). 
That (ii) holds for any element of the form 
wherenEN,ajER,tjET,j= l,..., 12, follows from the fact that (k(t, .), x),(,) = 
x(t) = S,(X), for all t E T and x E H(k). 
Now let 5 E F*; then, by Lemma 3.1(b), there exists a sequence {t;n: n EN) of 
elements of sp{S,: t E T) such that c,(x) + t(x), for all x EF, and 5, + 5 in H, 
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as n --+ co. Let e, = Y-l(&) and e = Y-r(<). Then Y(e,) = 5, . From the 
previous paragraph, for all n E N, <,/H(k) = (e, , .jHclc) . Clearly Y(e) = 5. 
Thus we need only verify that c/H(k) = (e, .)H(k) . To see this we observe that 
e, -+ e in H(k) as n -+ co implies liq,, <e, , xjHo.) = (e, x),(,) , for all 
x E H(k); and liq,, c,(x) = l(x), for all x E H(k), and the fact that c,(x) = 
(en , X)~(~) , for all x E H(k), imply that c(x) = (e, x),(,) , for all x E H(k). This 
completes the proof. 
PROPOSITION 4.2. Let p be a zero-mean Gaussian measure on (F, g(F)), where 
F is a closed subspace of C(T); and let H(k) be the RKHS of the covariance function 
kof p. 
(a) If (e,: n EN} is a CONS in H(k) and &, = Y(e,), where Y is as in 
Proposition 4.1, then &‘s are independent Jlr(O, 1) r.v.‘s on (F, a(F), p). 
(b) If e,‘s and &‘s are as in (a) and if, for every 5 E F*, 
2 w4 5(%> - 564 (4.4) 
j=l 
in p measure as n -+ 00, then Cy=, fj( x e, converges to x a.s. [p] in the topology of F. ) 
Remark 4.4. Proposition 4.2 is crucial for the proofs of Theorems 4.1(c) 
and 4.2(c). This proposition resembles certain results of It6 and Nisio [14] where 
various equivalent criteria for a.s. convergence for series of symmetric inde- 
pendent B-valued random variables are given. These results of ItB and Nisio 
are used by Jain and Kallianpur [16] and Kuelbs [19] to obtain Theorem 4.2(c) 
for separable Banach spaces. 
The proof of Proposition 4.2 depends on a result of Tortrat [27] and a careful 
adaptation of a few results and the techniques of It6 and Nisio [14]. The following 
two elementary lemmas will also be needed. 
LEMMA 4.1. Let {p,,: n E N} be a sequence of zero-mean Gaussian measures on 
(F, S?(F)). I f  pn converges weakly to p as n + co [20, p. 401, then p is also zero mean 
and Gaussian. 
Proof. The proof easily follows by using characteristic functions. 
LEMMA 4.2. Let p be a zero-mean Gaussian measure on (F, a(F)). I f  for every 
5 E F*, there exists an n, E N such that, for all n 3 n, , the characteristic function x 
of p is unity at (1 /n)[, then p is degenerate at the null element of F. 
Proof. The condition implies that v(t) = SF [s(x) CL(&) = 0 for every 
6 EF*. The rest of the proof follows from Lemma 3.3. 
GAUSSIAN MEASURES IN LOCALLY COMPACT CONVEX SPACES 297 
Proof of Proposition 4.2. The proof of (a) follows from (c-ii) of Proposition 4.1 
and the fact that & E H, , for each n E N. Now we prove (b). Let &(x) = &j(x) ej . 
Since a@) = a(F) [l, p. 1001 an since Ej’s are independent M(O, 1) r.v.‘s, d 
it follows, from an argument used in [14, p. 411, that &‘s are independent 
F-valued r.v.‘s defined on (F, g(F), CL). Let S,(X) = & &(x) and let pn be the 
distribution of S, [20, p. 521. Since p is a tight measure of F [20, pp. 28, 291 
and since g’,(F) = B(F), it follows, using independence of &‘s and arguments 
similar to those used in the proof of (e) * (d) of Theorem 4.1 of [14], that 
{Pi: n E N) is uniformly tight [20, p. 471. 
Let {v%: n EN) be an independent copy of (5,: n EN). Set U, = Cy=, Vi , 
where Vi = & - vi; then Vj’s are independent. Let vn be the distribution of U, . 
Now it follows, by repeating part of the proof of Theorem 3.2 of [14] and using 
uniform tightness of (Pi: n EN), that {V n: n EN) converges weakly to some h 
[20, p. 401. Therefore {V n: n E; N} is conditionally compact and hence uniformly 
tight [20, p. 471. Let vm,n be the distribution of U,, - U, , m < n, m, n EN. 
Since Vi’s are independent and {v n: n EN} is uniformly tight, it follows, 
by repeating part of the proof of (c) 3 (b) of Theorem 3.1 [14], that 
Ghn: m < n, m, n EN> is uniformly tight and therefore has a subsequence that 
converges weakly to some measure v. 
Now we show that (U,: n E N} converges in /* measure. Suppose not, then 
there exists a neighborhood W of 0 in F and E > 0 such that (see Eq. (3) of 
[14, P. 381) 
v(W)< 1-e. (4.5) 
Again it follows from [14, p. 381, that 
XAM = x&3 X”(O, (4.6) 
for every 6 EF*, where x,, and xv are, respectively, the characteristic functions 
of X and v. It is clear that each v~,~ is zero-mean Gaussian on (F, a(F)) and 
therefore, by Lemma 4.1, v is also zero-mean Gaussian. Since ~~(0) = 1, it 
follows, from (4.6) and from the weak* sequential continuity of xh , that, for 
every [ E F*, there exists an n, E N such that if n > n, , then x”(S/n) = 1. So, 
since v is zero-mean Gaussian, it follows, from Lemma 4.2, that v is degenerate 
at the null element of F. But this contradicts (4.5); and thus we have that 
{U,: n E N} converges in p measure. Using this and Theorem 3 of [27, p. 2311, 
we have that {U,: n E N} converges a.s. b]. This along with the argument used 
in the last paragraph of Theorem 3.2 of [14] show that there exists a sequence 
{cn: n E N} in F such that {S, - c,,: n E N} converges a.s. [tL] in F. Thus 
(SW = [(S, - c, - [-S, - c&/2]: n E N> 
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converges a.s. [p] in F. Therefore, since S,(x) = Cy=, tj(x) ej , it follows, from 
(4.4) and the Hahn-Banach theorem, that Cj”=, tj(x) ej converges to x as. [CL] 
in the topology of F. 
Now we are ready to prove Theorems 4.1 and 4.2. 
Proof of Theorem 4.1(a). In view of parts (a) and (b) of Proposition 4.1, we 
need only show that R(k) is not a proper subset of p(p). But this follows by an 
argument similar to that used in the end of the proof of Theorem 3.3. 
Proof of Theorem 4.1(b). Let Y and H,, be as in Proposition 4.1. Let 
t i ,..., 5, EF* and let Y(hJ = tj , where hi E H(k). Then, by Proposition 4.1(c), 
[,/H(k) = (hj , .)H(k) and (fi, t3)Hp = (hi, hj)H(k) , for all i,i = l,..., n. Thus 
the joint distributions of f1 ,..., t, and (h, , .)H(k) ,..., (h, , .)H(k) are the same. 
This completes the proof. 
Proof of Theorem 4.1(c). Let si = Y(eJ, for every i E IV, where Y is as in 
Proposition 4.1. Let [ be an arbitrary element of F*. Then 
by Proposition 4.1(c). But {fj:j E N} is a CONS in H, , thus the right-hand 
member of (4.7) converges to zero as n + co; i.e., @& tj(x) ej) + t(x) as 
n --f CO in mean square, and hence in p measure. From this and Proposition (4.2), 
we have that CT=, tj(x) ej converges to x a.s. [CL] in the topology of F. 
Proof of Theorem 4.2. Let 0 be the topological isomorphism of F onto a 
closed subspace C’s of C = C(R) (see [18, p. 2181); and let p,, = p 0 0-l. Then 
p,, is Gaussian on (C’s , A?(C,)). Let H(K) be the RKHS of the covariance function 
k of p0 . If we let H = W1[H(k)] and define the inner product <x, JJ)~ in H to be 
(Ox, OJJ)~(~) , then H becomes a Hilbert space with the inner product (JH . 
Using definitions of 0 and H(R) and Theorem 4.1, it follows, in a straight- 
forward way, that this H satisfies (a)-(c) of Theorem 4.2. We omit the details. 
For the statements and the proofs of the last two results of this section, 
we will need the following notation and assumptions: 
Let Y be a nonnegative o-finite measure on (T, g(T)), which assigns nonzero 
mass for every nonempty open set of T. Let L,(V) be the Hilbert space of all 
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equivalence classes of real a(I?)/B( T)- measurable functions on T whose squares 
are Y integrable. Note that, since T is separable, L,(V) is also separable [S, p. 291. 
Let (tt: t E T} be a zero-mean measurable Gaussian stochastic process with 
almost all sample paths continuous defined on a probability space (Sz, F, P). 
Let K be the covariance function of (tt: t E T), and assume that 
s k(t, t) v(dt) < co. (4.8) T  
Equation (4.8) implies that t( ., W) EL,(V) a.s. [P] ( see, for example, Proposition 4.1 
of [22]). Let {&: n E N} and {&. * n E N) be the nonzero eigenvalues and corre- 
sponding normalized eigenfunctions of the integral equation 
(4.9) 
wheref(s) is defined pointwise. Using (4.8) and the continuity of k on T x T 
(see Remark 2.1) it follows easily that A’S are continuous on T. Let 0: Q H C(T) 
be defined by O(w) = t(*, w), if f(*, ) w is continuous on T, and O(W) = 0, 
otherwise. Define 0,: Q w L,(V) in a similar way. 
Subject to the above notation and assumptions we have 
THEOREM 4.3 (a) Th e maps 0 and 0, are, YespectiveZy, a(C(T))/s and 
22(L2(v))/9 measurable; and ,LL = P 0 0-l and p1 = P 0 0~~ are zero-mean 
Gaussian measures respectiwely on (C(T), 2Y(C(T)) and (L,(V), SY(L,(v))). 
(b) The supports of p and pI are, respectively, the C(T) closure and L,(Y) 
closure of sp{&: n E N). 
THEOREM 4.4. Let H(K) be the RKHS of k. Thenfor every CONS {e,: n EN} 
of H(h) there corresponds a sequence {&: n E N} of independent A’(O, 1) r.v.‘s on 
(.Ca, 9, P) such that the series C,“=, &(w) e,(t) converges to [(t, U) a.s. [P] uniformly 
on compact subsets of T. Moreover, if e, = l/(&J&,, for each n EN, then the 
random variables & are given by 
almost surely [note that, as will be shown in theproof of Theorem 4.3,{~(h,#~:n~N} 
is a CONS in H(h)]. 
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Proof of Theorem 4.3(a). Th e measurability of 0, follows from Fubini’s 
theorem, measurability of the process and the fact that the o algebra generated 
by the class of cylinder sets of L,( ) v coincides with 57&(v)) [I, p. 1001; and the 
measurability of 0 follows from Lemma 3.1(a). For the proof of the fact that pi 
is a zero-mean Gaussian measure see either Theorem 3.2 and Proposition 4.2 of 
[22] or Theorem 2(a) of [23]. The proof of the fact that p is a zero-mean Gaussian 
measure follows from (3.3) and the fact that a.s. limit of Gaussian random 
variables is Gaussian. 
Proof of Theorem 4.3(b). Let X be the bounded linear operator on L,(V) 
defined by (4.9). It is well known that {&: 71 E N} is a CONS in 3(&(v)), the 
L,(V) closure of the range of X. Choose {&‘: m E‘N) from yL(L,(v)), so that 
(&: n E N) u {&‘: m E N) is a CONS in L,(V) [note that L,(V) is separable]. For 
each 7t E N, let em be defined by (4.10); and for each m E N, let 
(4.11) 
almost surely. Since #nz’ 1 .%?(.&(v)), it follows that E(tz) = 0; i.e., 4,’ = 0 a.s. 
[PI, for all m E N. From the proof of Proposition 3.2 of [22], it follows that 
5, E H (St: t E T), for all n EN, where H(f,: t E T) is the L,(P) closure of 
SP&: TV TIC ano th P er roof of this fact, follows from the proof of Theorem 2(a) 
of [23]). 
Now we prove (i) {.&: n EN} is complete in H([,: t E T} and (ii) {~(A,J&:n EN) 
is CONS in the RKHS H(K) of K. 
Let~EH(~t:tET)and~J&,f or all n EN. In order to prove (i), we must 
show f = 0 a.s. [PI. Set g(t) = b(f&), for all t E T. Since 1 g(s) - g(t)1 < 
2/[&‘(f8 - [t)2] 1/[&((s)], s, t E T, and since K is continuous, it follows that g 
is continuous on T. Further, since Jrg2(t) v(dt) < a(e2) JrK(t, t) v(dt) < 00, 
we have g E L,(V). Using Fubini’s theorem and the definition of &‘s, we get 
@%%a) = -& s T L!(t) AL(t) @G (4.12) 
for all n E N. But &, i 4, for all 71 E N, and 4,’ = 0 a.s. [PI, for all m E N, so by 
(4.11) and (4.12) g is orthogonal to {&: n E N} u {&‘: m E N}; and therefore 
g = 0 a.e. [v]. But since g is continuous on T and v assigns nonzero mass to 
every nonempty open subset of T, it follows that g(t) = 0, for all t E T. Therefore 
8(5& = 0, for all t E T, i.e., 5 is orthogonal to sp{tt: t E T) and hence to 
H(.$,: t E T). Therefore f = 0 a.s. [PI. This proves (i). (This proof is an adapta- 
tion of an argument used in the proof of Theorem 4 of [4].) Now we prove (ii). 
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for all s E T, 
(4.13) 
for all s E T. It is well known that there exists an inner product-preserving 
isomorphism 0: between H([,: t E T) and H(k) such that a(q) = f if and only if 
f(t) = &(Et~), for all t E T [21, p. 3021. Thus, from (4.13), 01(&n) = l/(h,& , 
for each n E N. Since, by (i), (En: 71 E N} is a CONS in H(t,: t E T), it follows that 
{2/(hJ~$~: n E N} is a CONS in H(K). 
Now we complete the proof of (b). From (ii) and Theorem 4.1, the support of 
p is the C(T) closure of sp&: n E i’V>. From Theorem 6.2 of [22], it follows 
that the support of pi is the&(v) closure of the range of X. From this and from 
the well-known fact that {A: n E N) is an orthogonal complete set in the L,(V) 
closure of the range of s, it follows that the support of p1 is the L,(V) closure of 
sp{&: 71 E N). 
Proof of Theorem 4.4. Let 0 and p be as in Theorem 4.3. By the change-of- 
variable formula, k is also the covariance function of CL; and therefore, by 
Theorem 4.1, to every CONS (en: 71 E N} of H(k) there corresponds a sequence 
(i&: rz E N} of independent M(O, 1) r.v.‘s on (C = C(T), 9’(C), p) such that the 
series & e,&(x) converges to x a.s. [p] uniformIy on compact subsets of T. 
Let 6% = [,o 0, then clearly [n)s are independent .M(O, 1) r.v.‘s on (Q, 9, P). 
Let Tl be a compact subset of T and S be a countable dense subset of Tl . 
Let D, = {W E Q: CL, e,(.) .&( 
D = (x E C: X,“=, e,( .) 
w converges uniformly on Tl to t(., w)}, and ) 
5,( x converges uniformly on Tl to X( .)>. Then it follows, ) 
from the density of S in Tl and the continuity of e,‘s, that 
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Thus D, E 9 and P(D,) = P 0 O-l(D) = p(D) == I. This completes the proof 
of the first part of the theorem. 
Now we prove the last part of the theorem. Let Y and H, be as in Proposi- 
tion 4.1; and let H(S,: t E 7’) be the Hilbert space obtained by completing 
sp(6,: t E T} in L&L). Then from Lemma 3.1(b) we have H,, = H(S,: t E T). 
Let n E N be arbitrary and fixed; define 
d-4 = & s T h(x) &2(t) 44 a.s. [p]. 
Since 
q,, E H(S,: t E T), by Proposition 3.2 of [22]. Thus to complete the proof we need 
only show that Y(~(A&J = 7% . I n view of Theorem 5D of [21] and Proposi- 
tion 4.l(c-i), it is sufficient to show that ~/(&J&(t) = SC 6,(x) am I, for all 
t E T. But this follows from the definition of Q and an application of Fubini’s 
theorem. 
Note that Theorem 4.3 generalizes the main conclusions of Theorems 2.1 
and 3.1 of [ll] ; and that Theorem 4.4 contains Theorem 1 of [15] and 
Theorem 4.1 of [19]. The result of It8 [13] also follows from Theorem 4.3. 
Remark 4.5. It must be pointed out that condition (4.8) on the covariance of 
the process is not a restriction for the existence of the Karhunen-Loke-type 
expansions discussed in Theorem 4.4. For, if Jr k(t, t) v(d) = 00, one can 
define a finite nonnegative measure V’ on (T, L@(T)) such that V’ is absolutely 
continuous with respect to v and J-r k(t, t) v’(d) < co (see, for example, 
Theorem 1 of [4] or the proof of Lemma 6.1 of [22]). 
The above remark and the last part of Theorem 4 imply, in particular, that if 
{ert . ‘. t EI}, I an interval of R, is any zero-mean measurable Gaussian stochastic 
process with almost all sample paths continuous, then tt’ admits Karhunen- 
Lo&e-type expansions which converge to St’ as. [Z’] uniformly on compact 
subsets of I. Indeed if k’ is the covariance of tt’ and v’ is a nonnegative finite 
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measure on (I, .93(I)) absolutely continuous with respect to the Lebesgue 
measure with J1 k’(t, t) v’(dt) < co, then CT=‘=, d&‘)&‘(t) &‘(w) is one such 
expansion, where {A,‘: 71 E N} and {&‘: n E N} are the nonzero eigenvalues and 
the corresponding normalized eigenfunctions of the integral equation Xf(s) = 
j1 k’(s, t)f(t) I’ and 
almost surely. 
5. THE CHARACTERISTIC FUNCTION OF A GAUSSIAN MEASURE ON C(T) 
The main result of this section is Theorem 5.1. The proof of this theorem 
essentially follows from Theorem 4.1, Proposition 4.1 and two results of [7]. 
A particular case of Theorem 5.1(a) is recently proved by de-Acosta [6]. 
We will need the following definition and notation: 
DEFINITION 5. I. Let /j * // be a given seminorm on a Hilbert space H; then 
]I . 11 is called w measurable if for every E > 0 there exists a finite-dimensional 
subspace G, of H such that if G is a finite-dimensional subspace of H and 
G I G, , then 
where + is the canonical normal distribution of H. This is a particular case of 
a more general definition due to Dudley, Feldman and LeCam [7]. 
Notation 5.1. Let {T,: m E N} be a sequence of compact subsets of T such 
that T, t T, then, for each m E N, we will denote by p, the seminorm on C(T) 
defined by p&v) = supterm I x(t)l, x E C(T). 
In the following theorem we will use the same notation for an element 5 of C* 
and the measure /\ associated to 5 in the Riesz representation. 
THEOREM 5.1. (a) Let p be a Gaussian measure on (C = C(T), B(C)); and let 
O(t) = SC 6,(x) p(A) and r(s, t) = SC 6,(x) 6,(x) CL(&). Then the characteristic 
function x of p is given by 
x(h) = exp [i f, O(t) A(&) - k J/ k(s, t) h(A) X A(d 
T r T  
(5.1) 
for every X E C*, where k(s, t) = r(s, t) - O(s) O(t). Moreover, every seminorm p, 
is continuous and +S measurable on the RKHS H(k) of k. 
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(b) Conversely, a function x on C* of the form (5.1) where 0 E C and k is a 
symmetric, nonnegative def’inite real continuous function on T x T such that every 
seminorm p,, is continuous and oz measurable on the RKHS H(k) of k, is the 
characteristic function of a unique Gaussian measure TV on (C, S?(C)). Moreover, 
o(t) == .fc &(x) /4d x and k(s, t) + 19(s) e(t) r= J-o S,(x) 6,(x) I”(dx). ) 
Proof of (a). Let h be an arbitrary but fixed element of C*. It is clear that 
x(h) = exp{ip(h) - $9(h)}, where p(X) = SC [Jr x(t) h(dt)] p(dx) and u2(h) == 
SC [Jr x(t) A( p(dx) - p”(A). Let T1 be the compact support of )1. Since 8 and 
k are continuous (see Remark 2.1) on T1 and T1 x Ti , respectively, we can use 
Fubini’s theorem to conclude that 
~(4 = j e(t) W) and 
T  
u2(h) = j j k(s, t) X(ds) x h(dt). 
Tx T 
So x is of the form (5.1). 
pm’s are clearly continuous on H(k), by Proposition 4.1(a). That they are 
+Y measurable is proved now. Let pa(D) = ~(0 + D), for every D E B(C). Then 
pe is Gaussian with mean zero and covariance function k. Let C be defined the 
same way as in Notation 3.1 replacing E by C and TV by ps . Then it follows, from 
Proposition 4.1(b) and Theorem 4.1, that H(k) is dense in C and fie = ~LJC is 
the u extension of the canonical normal distribution of H(k). From this, 
Corollary 2.2 of [7] and from the fact that every p, is continuous on H(k), it 
follows that p, is B measurable on H(k). 
Proof of (b). Applying Corollary 2.1 of [7] to the 9t measurable and continuous 
seminormsp,‘~ on H(k), it follows that the canonical normal distribution of H(k) 
extends to a zero-mean Gaussian measure cl,, to (CO, a(Q), where C,, is the 
closure of H(k) in the topology induced by the family {p,: m E N} of seminorms. 
Clearly p,, has the covariance k. Extend pa to (C, 99(C)) in the natural way and 
define p(D) = p&D - O), D E B(C). Then p is Gaussian on (C, 99(C)) with 
f?(t) = SC 6,(x) p(dx) and k(s, t) + O(s) O(t) = SC S,(x) S,(x) p(dx). Now x given 
by (5.1) is the characteristic function of CL, by part (a). If tar is some other measure 
with the same characteristic function, then /J and p1 coincide on cylinder sets 
of C and hence on a(C) [note that g’(C) = SC(C)], i.e., p is unique. 
Using Lemma 3.1(a), Proposition 4.1, Theorem 4.1 and Corollaries 2.1 and 
2.2 of [7], one immediately obtains the following corollary. 
COROLLARY 5. I. Let 8 E C(T) and k b e a symmetric nonnegative definite real 
continuous function on T x T. In order for the existence of an almost-all-sample- 
paths continuous Gaussian stochastic process (5,: t E T} with mean 0 and covariance 
function k, it is necessary and su&imt that every seminorm p, is continuous and 
H measurable on the RKHS H(k) of k. 
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