Abstract. Let M be a d × d real contracting matrix. In this paper we consider the self-affine iterated function system {M v−u, M v+u}, where u is a cyclic vector. Our main result is as follows: if | det M | ≥ 2 −1/d , then the attractor A M has non-empty interior.
Non-empty interior
Let d ≥ 2 and M be a d × d real matrix whose eigenvalues are all less than 1 in modulus. Denote by A M the attractor for the contracting self-affine iterated function system (IFS) {Mv−u, Mv+u}, i.e., A M = {π M (a 0 a 1 . . . ) | a n ∈ {±1}}, where
If A M ∋ x = π M (a 0 a 1 . . . ), then we call the sequence a 0 a 1 · · · ∈ {±1} N an address of x. We assume our IFS to be non-degenerate, i.e., A M does not lie in any (d − 1)-dimensional subspace of R d (i.e., A M spans R d ). Let u ∈ R d be a cyclic vector for M, i.e., span{M n u | n ≥ 0} = R d .
Our main result is as follows. , then A M is a null set (see [4] ) and therefore, has empty interior. It is an interesting question whether 2 −1/d in Theorem 1.1 can be replaced with a constant independent of d. Proof. Clearly, the attractors are nested as m increases, so it suffices to establish the claim for m = 2. This, in turn, follows from Theorem 1.1 via an affine change of coordinates.
The history of the problem is as follows. In [1] it was shown that for M = λ 0 0 µ , if 0.953 < λ < µ < 1, then (0, 0) has a neighbourhood which lies in A M . Their method was a modification of the one suggested in [4] .
In [5] we improved their lower bound to 0.83. In [6] we proved analogous results for all 2 × 2 matrices M by using a similar approach as in [5] for the matrices with real eigenvalues and a different one for the rest. This second approach is the one we use in the current paper.
To prove Theorem 1.1, we need some auxiliary results. These are natural generalizations of those from [6, Appendix] whose proofs had been provided by V. Kleptsyn [7] . We use + for the Minkowski sum of two sets:
where the γ i are paths in R n . Let δ be the diameter of
, and assume that there is no point in the interior of the surface
Proof. Assume the contrary and let z be a point of the surface γ := γ(s 1 ) + γ(t 1 ) (for some t 1 ∈ [0, 1] n−1 ) that lies outside the δ-neighbourhood and that does not belong to the surface γ(s 2 ) + γ([0, 1] n−1 ). By continuity, there is a ε-neighbourhood of z that the latter surface does not intersect. Now, by the Jordan-Brouwer separation theorem, in this neighbourhood one can find two points "on different sides" with respect to γ.
This implies that one of these two points is in the interior of σ = {γ(s)
Proposition 1.5. If γ 1 , γ 2 , · · · , γ n be n paths in R n whose span is R n , then
Proof. Let t = (t 2 , t 3 , . . . , t n ), γ(t 1 ) = γ 1 (t 1 ) and γ(t) = (γ 2 (t 2 ), γ 3 (t 3 ), . . . , γ n (t n )). Consider the surface 
Taking s 1 → s 2 and assuming that there is never a point in the interior gives that γ([0, 1] n−1 ) admits an arbitrarily small translation symmetry outside its endpoints. This in turn gives that γ([0, 1] n−1 ) is a n − 1 dimensional plane, and that γ([0, 1]) lies within this plane. Hence γ 1 , γ 2 , . . . , γ n do not span is R n , a contradiction.
We need two more results before we can get on with the proof of Theorem 1.1.
for all w ∈ {m, p} * . (Here m stands for −1 and p for 1.) Then the image of f is path connected. .
Proof of Theorem 1.1. Let us first change the set of "digits" for this particular proof. Namely, consider the affine change of coordinates x → 1 2
this change corresponds to a k → 1 2
(a k + 1) ∈ {0, 1}. Recall that u is chosen to be a cyclic vector. Thus, we have
where
, then by Corollary 1.8, 
The set of uniqueness
Let U M be the set of uniqueness for our IFS, i.e., the set of x ∈ A M each of which has a unique address. We let U M denote the set of unique addresses for A M , so U M = π M (U M ). For d = 1 the set of uniqueness is a well studied topic -see, e.g., [9] and references therein.
When d = 2, the following result holds:
Theorem 2.1. Let M be a contractive 2 × 2 matrix which we assume to be -after an appropriate change of coordinates -one of the following: The following result is straightforward.
Lemma 2.2. Let M be a block matrix, i.e.,
Proof. Notice that
We see that if one of the two coordinates on the right hand side is unique, then the left hand side must also be unique. Some of these follow directly from Theorem 2.1 and Lemma 2.2. In Section 3 we show the case of Jordan blocks of size greater than or equal to 3, and Jordan blocks of complex eigenvalues. That is, we show Theorem 2.5 (1). Theorem 2.5 (2) follows directly from Theorem 2.1 and Lemma 2.2. In Section 4 we prove cases (3) and (4).
There is a natural correspondence between a 2 × 2 real matrix a b −b a and the 1 × 1 complex matrix a + bi . For notational reasons, we will often use this second form for a matrix or sub-matrix corresponding to a complex eigenvalue of M.
Jordan blocks
Proof. First, assume that κ ∈ R. Let
By [6, Lemma 3.1], we have:
and for M ′ we have
(Here we are assuming u our cyclic vector is 0 . . . 0 1 T .) Hence if a 0 a 1 · · · ∈ U M ′ , then the last two coordinates of π M (a 0 a 1 . . . ) form a unique pair, whence a 0 a 1 · · · ∈ U M . As dim H U M ′ > 0 from [6, Corollary 4.8], the result follows. Next assume that κ ∈ R. If arg(κ)/π ∈ Q, then we can repeat the above proof with M ′ = κ and [6, Section 4.3.1]. So assume that arg(κ/π) ∈ Q. From the techniques above, we see that it suffices to show the 2 × 2 case, after which the result will follow. Let
Let q > 0 be minimal such that κ q ∈ R. Let 1 a 2 a 3 a 4 . . . )} where
for all j and let F = π M (F ). We note that ℑ(κ j ) = 0 if and only if q | j.
. We see that (z 1 , z 2 ) ∈ F if and only if ℑ(z 2 ) = s. Furthermore, we see that there is a map ϕ from {±1} N to F given by a 1 a 2 . . . a q−1 b 1 a q+1 . . . ) , where a 1 , a 2 , a 3 , etc are chosen to as above. The map ϕ is one-to-one, and moreover, it is clearly Hölder continuous in the standard metric. This gives us that if a point is unique in A M ′ , then the corresponding point in F is unique, from which the result follows.
Complex eigenvalues
Proof. Similarly to the proof of the complex part of Lemma 3.1, consider the set F = {(a 0 a 1 a 2 a 3 a 4 . . . )} where
for all j and let F = π(F ). We note that ℑ(κ
. . .
We see that (z 1 , z 2 , . . . , z d ) ∈ F if and only if ℑ(z j ) = s j for j = 1, 2, . . . , d. Furthermore, the map ψ : {±1} N → F defined by
where the a 1 , a 2 , a 3 , etc are chosen as above, is one-to-one and Hölder continuous. This gives us that if a point is unique in A M ′ , then the corresponding point in F is unique. Moreover, dim H U M ′ > 0 implies dim H U M > 0. A similar argument can be used for the subsequence a j a q+j a 2q+j . . . mapping to a simple linear transformation of U M ′ , namely, M j U M ′ .
Hence for any point of uniqueness in U M we have q maps into affine copies of U M ′ , each one giving a point of uniqueness. If dim H U M > 0, then one of these maps will also have have positive Hausdorff dimension, from which the result follows. Now we are ready to conclude the proof of Theorem 2.5. Note first that if |κ 1 | = |κ 2 |, then |κ 
