Introduction z, an error-prone version z = z + e , e ∼ N(0, σ 2 em I)
is measured, where e denotes an error term with independent correlation structure I and error variance σ 2 em (see p.121 Lynch and Walsh, 1998) . As a consequence, 120 the observed phenotypic variance of the measured values is σ 2 p (z ) = σ 2 p (z) + σ 2 em , 121 and thus larger than the actual phenotypic variance. The error variance σ 2 em thus 122 must be disentangled from σ 2 p (z) to obtain unbiased estimates of quantitative ge-123 netic parameters. However, most existing methods for continuous trait analyses that 124 acknowledged measurement error have modeled it as part of the residual component, 125 and thus implicitly as part of the total phenotypic value (e.g. Dohm, 2002; Macgre-126 gor et al., 2006; van der Sluis et al., 2010) . This means that in the decomposition 127 of a phenotype P = A + P E + R, measurement error is absorbed in R, thus σ 2 em 128 is absorbed by σ 2 R . This practice effectively downwardly biases measures that are
because under the assumption taken here that measurement error is independent 133 of the actual trait value, measurement error is also independent of additive genetic 134 differences and therefore leaves the estimate of the additive genetic variance σ 2 A 135 unaffected. This was already pointed out e.g. by Lynch and Walsh (p.121, 1998) or 136 Ge et al. (2017) . Equation (6) directly illustrates that h 2 is attenuated by a factor 137 λ = σ 2 P /(σ 2 P + σ 2 em ), denoted as reliability ratio (e.g. Carroll et al., 2006) . Using the 138 same argument, one can show that β z = λβ z , but also R BE = λR BE , as will become 139 clear later. 140 To obtain unbiased estimates of h 2 , β z , or any other quantity that depends on 141 unbiased estimates of σ 2 P , it is thus necessary to disentangle σ 2 em from the actual phe-simply because animals eat, drink and defecate (for an example of the magnitude 152 of these effects see Keller and Van Noordwijk, 1993 , 2010) .
195
The distinction between short-term and long-term repeats, and thus the definition 196 of a measurement session, may not always be obvious or unique for a given trait.
197
In the introduction we employed the example of an animal's mass that transiently trait into genetic and non-genetic components (Henderson, 1976; Lynch and Walsh, 210 1998; Kruuk, 2004) .
211
Let us assume that phenotypic measurements of a trait are blurred by measure-212 ment error following model (5), and that measurements have been taken both across 213 and within multiple measurement sessions, as indicated in Figure 1a . Denoting by 214 z ijk the k th measurement of individual i in session j, it is possible to fit a model that 215 decomposes the trait value as
where µ is the population intercept, β is a vector of fixed effects and x ijk is the vector 217 of covariates for measurement k in session j of animal i. The remaining components 218 are the random effects, namely the breeding value a i with dependency structure 219 (a 1 , . . . , a n ) T ∼ N(0, σ 2 A A), an independent, animal-specific permanent environmen-220 tal effect id i ∼ N(0, σ 2 P E ), an independent Gaussian residual term R ij ∼ N(0, σ 2 R ), 221 and an independent error term e ijk ∼ N(0, σ 2 em ) that absorbs any transient effects captured by the within-session repeats. The dependency structure of the breeding 223 values a i is encoded by the additive genetic relatedness matrix A (Lynch and Walsh, 224 1998), which is traditionally derived from a pedigree, but can alternatively be cal-225 culated from genomic data (Meuwissen et al., 2001; Hill, 2014) . The model can be 226 further expanded to include more fixed or random effects, such as maternal, nest or 227 time effects, but we omit such terms here without loss of generality. Importantly, 228 model (7) does not require that all individuals have repeated measurements in each 229 session in order to obtain an unbiased estimate of the variance components in the 230 presence of measurement error. In fact, even if there are, on average, fewer than 231 two repeated measurements per individual within sessions, it may be possible to 232 separate the error variance from the residual variance, as long as the total number 233 of within-session repeats over all individuals is reasonably large. We will in the 234 following refer to model (7) as the "error-aware" model. 
thus it is possible to estimate the error variance σ 2 em and to obtain unbiased esti-242 mates of σ 2 A and h 2 , while the residual variance σ 2 R then also contains the permanent 243 environmental variance. In the second case, when repeated measurements are only 244 available from across different measurement sessions, as illustrated in Figure 1c , the 245 error variance cannot be estimated. Instead, an animal-specific permanent environ-246 mental effect can be added to the model, which is then given as Selection occurs when a trait is correlated with fitness, such that variations in the 255 trait values lead to predictable variations among the same individuals in fitness.
256
The leading approach for measuring the strength of directional selection is the one 257 developed by Lande and Arnold (1983) , who proposed to estimate the selection 258 gradient β z as the slope of the regression of relative fitness w on the phenotypic 
Hence, the quantity that is estimated is we therefore rely on the interpretation as an error-in-variables problem for classical 276 measurement error (Fuller, 1987; Carroll et al., 2006) . To this end, we propose to to employ the animal model (9) for this purpose. Again using the notation for an 286 individual i measured in different sessions j and with repeats k within sessions, the 287 formulation of the three-level hierarchical model is given as (13) where w ij is the measurement of relative fitness for individual i, usually taken only it. It might be helpful to see that the second and third levels are just a hierarchical 297 representation of model (7). Model (11) 
where a(z ) and a(w) are the respective subvectors for the trait and fitness, and A as individual-specific random effects.
403
If no distinction is made between short-term (within measurement session) and 404 long-term (across measurement sessions) repeated measurements, the model that we 405 denote as the naive model is given as
where z ijk is the mass of animal i in measurement session j for repeat k. This model 407 is prone to underestimate heritability, because it does not separate the variance σ 2 em 408 from the residual variability, and σ 2 em is thus treated as part of the total phenotypic 409 trait variability. To isolate the measurement error variance, the model expansion
with R ij ∼ N(0, σ 2 R ) and e ijk ∼ N(0, σ 2 em ) leads to what we denote here as the 411 error-aware model. Under the assumption that the length of a measurement session 412 was defined in an appropriate way, and that the error obeys model (5) Figure 1 : Schematic representation of three study designs, where one individual is measured a) multiple times across multiple measurement sessions, b) multiple times in one single measurement measurement session, or c) one single time across multiple measurement sessions. Only case a) allows to disentangle the measurement error variance σ 2 em and the permanent environmental effects σ 2 P E from σ 2 R , while case b) allows to separate only the measurement error variance and case c) only allows to disentangle permanent environmental effects.
Parameter
Effect of ME Biased parameter σ 2 Table 2 : Estimates of quantitative genetic parameters of body mass in snow voles using naive and error-aware models. The posterior modes of variance components and heritability are given, together with their 95% credible intervals (in brackets). modelβ z p-value naive 0.065 < 0.001 error-aware (4-day measurement session) 0.104 < 0.001 error-aware (one-month measurement session) 0.104 < 0.001 Table 4 : Response to selection for body mass in snow voles (posterior modes and 95% credible intervals) estimated with the breeder's equation (R BE ) and with the secondary theorem of selection (R STS ). Results are shown for the naive and the error-aware models.
