An augmented reality (AR) lightfield display can provide three-dimensional (3D) images at the locations of real objects. However, a conventional AR lightfield display has a few disadvantages in that its 3D resolution is poor and it is bulky in form owing to the use of an optical combiner or relay optics. In this paper, we propose a novel method to realize an AR lightfield display using a transparent display and an active pinhole array (APA) to enhance both the 3D resolution and visibility of real objects. An experimental demonstration verifies that the proposed method is appropriate for smart window applications.
I. INTRODUCTION
In recent years, optically transparent augmented reality (AR) displays have been used to create virtual images within a real-world scene. They have received great attention because they are able to quickly and accurately inform the user by projecting AR information directly on the object of interest. However, current AR displays fall short of popular appeal due to their limitations, such as narrow field of view (FoV), restricted eye-box size, and a need for an optical combiner to float the virtual images into the real-world scene. Though the adoption of an eye-tracking device and holographic optical elements (HOEs) have been proposed to resolve these difficulties, there still remain issues, such as color aberration and system complexity [1] - [5] .
In addition, because current AR devices project twodimensional (2D) images to a single plane of focus, the real mixture of 3D AR images and a real-world scene is a goal as yet unachieved [6] , [7] . In attempts to overcome this problem, several researches have proposed a 3D AR device based on the lightfield reconstruction [7] - [10] . However, even the latest 3D AR techniques described above have imperfect The associate editor coordinating the review of this manuscript and approving it for publication was Wen Chen . aspects, such as degraded 3D resolution and bulky form factor due to the use of an optical combiner or relay optics.
Recently, there have been trials using liquid crystal displays (LCDs) or organic light-emitting diode (OLED) displays to realize a transparent display for smart window applications [11] - [14] . Transparent displays are considered to be a candidate for new display markets, provided they can be combined with 3D AR techniques. Because the smart window devices can utilize daylight as a light source (which exceeds the specifications of many conventional backlight modules), it is expected that they may be appropriate to overcome the problem of low optical efficiency of a lightfield 3D device.
Maimone et al. proposed a near-eye 3D AR device using a multi-layered transparent display without an optical combiner to reconstruct the desired 3D AR images by a timemultiplexed tensor display [11] . However, there still exist certain limitations such as degraded 3D resolution and limited depths of 3D AR images.
In this paper, we propose using a transparent display in conjunction with an active pinhole array (APA) to create a smart window application with 3D AR images and a full native resolution of display device, improved visibility (clearer recognition of the real object), and a compact form factor of several millimeters. An experimental demonstration fusing 3D lightfield images and real-world objects is also presented.
II. PRINCIPLES
The exact definition a problem is often the first step to solve it. For that purpose, the difficulties of a conventional lightfield AR display are shown in Figure 1 . Fig. 1 shows two possible methods to create a lightfield AR display. Though the basic principles of them are identical, the shortcomings are different due to the properties of the optical devices adopted. For a static pinhole array, the system presents 3D AR images which are then viewed through the pinholes. The pinholes obstruct parts of the AR image depending on the angle at which the image is viewed, thereby creating a 3D image. However, a real object now consists of discrete dots because of the limited aperture of the static pinhole array as shown in Fig. 1(a) . On the other hand, in case of using a lens array ( Fig. 1(b) ), 3D AR images are created by magnified pixels of the display device, however multiple images of the real object now observed.
If we compare those two approaches above, the advantages and disadvantages of each are obvious. Though the lens array-based method has an advantage in brightness, enhancing the 3D resolution and the visibility of the real object requires a complex set up, such as a mechanically movable or electrically switchable lens array, those apparatuses can provide a higher brightness. In contrast, the pinhole-based method has a weakness in low optical efficiency, but the 3D resolution can be enhanced more easily by adopting the time-sequential scheme proposed in US patent #WO2001078409A2 and in previous studies about time sequential integral imaging techniques [15] , [16] . Thus, if we consider a smart window which is able to take advantage of daylight (which can compensate for the low optical efficiency), it is expected that the proposed method can provide an improved 3D resolution and visibility with an active pinhole array (APA). Figure 2 shows the process of generating sub-elemental images in case of a one-dimensional array. The principles are related to the positions of the pinhole pattern [16] and each sub-elemental image includes a different part (voxel) of the 3D AR image. Thus, as the numbers of sub-elemental images and pinhole patterns realized by the APA increase, the resolution of the 3D AR images will be enhanced as they will include more voxel information. Figure 3 shows the principle of our proposed method using an APA and a transparent LCD panel to display N sub-frames with the time-multiplexed technique. For the first sub-frame, the APA opens the first part of the aperture and first set of subelemental images are displayed on the LCD panel, thereby creating the first set of voxels. Consequently, the first part of the 3D images (with a 1/N 3D resolution) and the first part of the real object will be seen by the observer. For the second sub-frame, the pinholes in the APA move to the second position and the LCD panel displays the second set of subelemental images to be integrated into the second part of the 3D images with a 1/N 3D resolution. The second part of the real object will be seen through the APA at the same time. Repeating these procedures for every sub-frame, the observer can see the all N parts of the 3D /images and the real object.
Thus, by sequentially switching the N sub-frames with enough speed to induce the after-image effect, we can increase the 3D resolution by a factor of N over that of a conventional AR integral imaging display. The system visibility can be also improved because the entire aperture of the APA will be uncovered sequentially throughout the N sub-frames.
Per the analysis shown in Fig. 4 , we can expect N = 9 (3 × 3 views) to be an optimum point to provide a 26.7 Hz refresh rate which is similar to a standard of commercial movies when 240 Hz LCD panels (the fastest commercially available device) are used to realize the procedure above. Given an engineering sample of a 480 Hz LCD panel developed for testing, we expect that the refresh rate of the proposed system would be upgraded to 53.3 Hz with a full native panel resolution, which approaches the specifications of conventional 2D displays.
III. EXPERIMENTAL RESULTS
In realizing the APA system, an accurate spatial/temporal synchronization between the n th set of the pinhole array on APA and the sub-elemental images on the transparent display is essential. To satisfy that condition, we used two 240 Hz LCD panels for the APA and the transparent display since they have the same pixel pitch to guarantee the spatial synchronization with an accurate pixel alignment. We also wrote software to control the switching timing of the APA pattern and the sub-elemental images on the LCD panels for the temporal synchronization. The demonstration system has a thickness of 2.5 mm. which is a suitable specification for smart window applications.
To verify the visibility of the proposed system, two real objects with shapes of a soccer ball (Real object 1) and a basketball (Real object 2) were located at 40 mm and 105 mm behind the APA as shown in Fig. 5 . Around the real objects, four AR images of blue letters to show 'NEAR' and another three AR images of red letters to indicate 'FAR' are displayed. As shown in Fig. 5 , those letters were at different depths to prove that the proposed system can provide volumetric 3D information around the objects of interest. Figure 6 shows the comparison of experimental results of the conventional lightfield system using a static pinhole array and the proposed scheme with the APA. The pictures were captured at various viewing angles to show that the real objects and 3D AR images locate at different depths. Though both results show parallax motion corresponding to the capturing positions, there is a clear difference in the quality of the 3D AR. Our demonstration system provides a clear view of real objects and 3D AR images since the time-sequential switching of the APA can provide full native panel resolution. In addition, a numerical analysis of the PSNR values of the Real object 1 captured through the conventional pinhole array (18.6 dB) and the proposed APA (30.7 dB) also support the comparison above. The magnified pictures of the 3D AR image (red 'R') are also shown and it can be easily recognized that the proposed APA scheme can provide finer images with the full native resolution of the display device. Though the refresh rate and optical efficiency of the APA are inversely proportional to the number of views due to that time-multiplexed operation, the proposed system can complete the full screen within 40 ms and provide a commercial movie refresh rate. As mentioned in the previous section, the proposed system is expected to provide a broadcasting rate over 50 Hz if 480 Hz display panels can be used in future.
IV. CONCLUSION
In this paper, an AR lightfield display using an electrically address active pinhole array is proposed, and its use is demonstrated. AR lightfield images with a full native resolution of the display device and real objects are observed with improved visibility and also achieves a goal of thin form factor. Though the color gamut and contrast ratio of the proposed scheme are expected to be lower than those of the conventional LCD panel due to the use of ambient light, they are common characteristics of a transparent display system and not regarded as a severe bottleneck for smart window applications. Therefore, the proposed system is expected to be appropriate for future smart window applications.
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