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1Abstract
Nowadays, a remarkable development in the automation field is happenning worldwide,
in order to allow to have the most heavy works done by machines. In this topic, it is
starting to be seen the implementation of dual arm robots, able to perform the transla-
tion of heavier and bigger pieces in a most ergonomic way and with better precision, even
giving in many situations the capability to easily pick the most heavy components.
While there is a wide variety of planning tools with a simple and effective interface for
pick and place actions with one arm, the dual arm manipulation is still being seen, cur-
rently, as a very specific and not normalized topic of development, where great part of the
existing tools requires a huge development in order to be apply them effectively, needing
a waste of useless resources (time and capital) to adapt these tools to a new specific robot
or a new environment.
The goal of this project is to create an effective framework in ROS, with a clear and
simple structure (not only for the user, but also for a programmer) which allows to apply
a manipulation, with one or two arms with a wide range of possible configurations.
In order to improve the internal security and usability, this performance will be done en-
abling sensors able to understand the environment while a dynamic avoidance of collisions
will be performed.
Great part of this code will be done using the capabilities of the moveit library, in order
to work with a clear and powerful basis, the one will be improved to achieve the already
defined goals.
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7Chapter 1
Introduction
1.1 Motivation
As a future robotics engineer, a dee project focused in ROS framework, has been, for a
long time, one of the most attractive topics I can find in my field, due to the fact that is
probably the best way to understand the the way how a robot has to be treated in order
to perform correctly.
At the same time, the possibility to work in a laboratory with a robot as relevant world-
wide as it is the PR2, has been, since i started the master (and much time before) a dream
that I never thought that was going to really happen. These kind of environments, are
generally only available and affordable for the most relevant investigation laboratories. I
think it is also very relevant for a robotics engineer, to have real contact with one of these
kind of robots, in order to really understand the scope of the field that has been working
on it’s whole formation.
Also, as a basis of any kind of robotics project, I thought that working in motion planning
was a good way to enter in the professional work, giving me later enough knowledge to
understand better a high level field that could be relevant to develop.
Finally, I found quite interesting to work with a project, which had as an expected result,
a resource that with a huge probability to be really useful for future experimentation and
even in the industry.
Of course, I would not like to forgot to say that it was motivating the idea to share
thoughts and learn how to work from professional investigators like the ones I found in
the LAAS-CNRS.
81.2 Objectives
This project has three main objectives which are linked between them, allowing to achieve
a main end purpose.
• Do a useful and intuitive framework, user and developer friendly, capable to perform
pick and place actions, for any capable robot. This workplace, has to have a easy
and useful implementation. This implementation is going to be done using as a
motion planning framework base the moveit libraries.
• Expand the capabilities of the framework, in order to perform dual arm motion
planning actions (pick, move and place), creating a standarized dual arm robot
plugin and the needed code in order to perform in a similar way, these actions.
• Study all the possible replanning possibilities in order to chose the best solution
for the dynamic avoidance and implement as much possibilities as can be possible,
managing to allow the framework to detect in real time the obstacles using an
octomap.
91.3 Scope
The scope of the project, is to achieve to create an useful framework, able to be used in
the investigation, to perform easily advanced motion planning actions.
The main reason why is not possible to scope actually in the two fields, is because it is
that nowadays is necessary to choose between a simple, easy and clear implementation,
giving functionalities with a robust and pragmatical performance or focus in a much more
experimental focus, creating lots of non-adaptable and less robust capabilities, with a
hard way to be later implemented. A framework that achieves to match both elements
was not available for the moment.
That is the reason why this thesis is not only focused in creating the desired objectives,
but also to do them having a clear structure with many explanations in all the parts of
the code, giving to any possible user, the capability to understand easily how everything
is implemented and even being able to do desired modifications.
A code developer will not be the only possible user for which the implementation will be
prepared, preparing a instructions sheet in order to be able to be used for anybody who
wants to used the already implemented possible capabilities, even if this person does not
have a deep knowledge about coding.
It will be done, also, several test with the PR2 robot in order to verify that the robustness
of the actions to know if the performance of these actions is good enough.
Finally, this performance has to have the capability to avoid accidents related with unde-
sired dynamic obstacles that can appear unexpectedly in the environment, giving to the
workplace, capabilities to even use the robots in collaborative performances.
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1.4 State of the Art
1.4.1 Robots in the world
Nowadays, the robots are a trend worldwide. This is easy to see, considering, not only the
huge development that there is behind, but also considering that this trend has surpassed
the investigation field, to reach the industrial world.
It is not hard to find examples of arm robots, used to perform many kind of actions, gen-
erally focused on being the most hard and dangerous, having a special relevancy in the
sectors of automotion, electrical/electronical and metal and machinery industry (having
this sectors the 70% of the total manufacturing robots worldwide.
Figure 1.1: Kuka single arm robots performing a Tesla car chasis
This is a trend that every year increases. If we check in [1], it can be seen that the last
years, the volume of robots being bought for manufacturing purposes have increased in
europe by 25% the 2015, by 29% the 2016, and it is expected that in the following three
years, 1.4 million of new robots will be installed worldwide.
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Figure 1.2: Worldwide annual supply of industrial robots
1.4.2 Dual Arm Motion planning
Understanding the importance that the robots are having worldwide, the development in
this field is increasing, and with it, the dual arm robots are starting to not be only field of
investigation, with examples as the well known PR2 robot or Baxter robot. The robotic
companies, are starting to create new and useful models of dual arm robots. As examples,
we can find The IIWA robots of Kuka Robotics, the Yumi robot of ABB, or going closer
to the previous work done in LAAS-CRNS, the nextage robot of the company Tecnalia.
Figure 1.3: IIWA robot applying a dual arm manipulation
And in the field of robotics, in order to improve the automation and improve the adap-
tation of collaborative robots, big developments are being done. This is easy deductible
if we just see in [2] where it can see estimations that the collaborative robots market will
12
ascend up to 559.8 Million USD this year.
1.4.3 Motion planning frameworks
Thanks to the Open source community, it is possible to find different examples and get
and idea of the global situation that can be found about frameworks for robots, and more
if we talk about ROS framework.
One of the most interesting libraries nowadays in ROS is the already mentioned moveit
motion planning framework. This library, even being still under development, are having
a huge success in the world of motion planning, due to the simplicity in order to apply
manipulation orders to a wide range of robots. The main problem of it is that only have
basic kind of movements, and, even if there is many ways to configure each movement, it
is not enough. Nowadays, there is not also a way to perform actions based on predefined
frames in the different objects (the actions are done just giving a pose). There is not also
any way to apply dual arm motion planning actions, and even if there is a replanning
configuration, they are still dealing with lots of problems in the reexecution of trajectories
(at the same time that this replanning can not be configured and basic).
Figure 1.4: Moveit motion planning framework simulation using RVIZ
Another example of framework in the other side, we can find the developed by LAAS-
CNRS laboratory, called move3D. This framework has much more capabilities than the
moveit, but at the same time it is not as intuitive and easy to use. It has ways to recognize
frames in the objects and perform highly configurable dynamic performances, but is much
more complex to use and is not fully compatible with ROS. This can be a problem for
anybody who wants to implement these capabilities to a different robot, due to the fact
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of the need of resources (development and time) in order to perform actions that maybe
do not need this complexity, and they search a easier and more robust configuration.
1.4.4 Dynamic collision avoidance
There have been many researches in the field of dynamic collision avoidance. The main
reasons are, the increasing worldwide interest in the robots and its capabilities, and specif-
ically, with the collaborative robots, and, because, thinking in the several ways to do
replanning, it have been necessary to develop from many different ways.
A good review of these ways, can be seen in [3], where is possible to give a clear idea of
which should be the elements to quantify when it is necessary to find the ideal algorithm
in each case.
It is possible the see examples of implementation of the replanning, using the PRM, a
motion planning algorithm set in [4] that bases its solutions on a map of roadmaps, which
showed to have great success worldwide.
Examples of this algorithm being used in dynamic collision avoidance, can be found. In
a paper done in the LAAS itself [5] which allowed to quickly develop new paths if the
environment changes without the need of a big extra computation.
Anyway, great part of the studies are old. Probably this algorithms had more interest in
the past due to the fact that give not as optimal but less computation effort replans.
Another algorithm also studied in order to do achieve the goal of the dynamic avoidance
of obstacles, is the RRT algorithm [6] which focused ind develop a trees which finds a
path from the initial state to an end state.
With this algorithm, it have been also studies to do an implementation. For example, with
the RRT based algorithm called RRT* (which also develops a tree from the goal state).
In [7] Is have been studied the capability to use these quick trees able to be performed
without a fast computation, and repair the path in order to it to a changing environment.
Of course, they have been studies y many other different algorithms, and even sometimes
hybrid planners, as can be seen in [9] which tries to combine the RRT algorithm and the
PRM, in order to reuse the pragmatical roadmap of the PRM and repair it using an RRT
algorithm in the case that the environment changes.
14
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Chapter 2
Framework
The framework done has been using ROS (with C++) and part of the moveit libraries
(which uses OMPL library) in order to use the last level capabilities to convert the desired
actions.
2.1 Structure
The following structure is the one decided after several trials.
Figure 2.1: Structure of the framework
The experimentation node is the user part, and as it can be seen, is very small compared
with the whole framework. It defines a part of the code to just declare which actions
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we want to apply with end level configurations. Once all this information is declared, a
action class (like TaskPick or TaskPlace) will be called trough the general class named
TaskPrimitives.
These functions, will create a standard message, which will be sent to internal code in
order to apply the planning (and all their steps), execution, and replanning actions. This
labeled structure will help to have a better knowledge of the whole framework.
At the same time, in a parallel way, it will be performed the load of the planning scene
using a node called planning scene monitor. In order to be able to be used in the real
world, and in simulations, it has been necessary to define two different procedures.
• The first one, for the simulations, will be using the object database class, the one
will store all the needed information for each object (shape and pose) which will be
asked trough a service and brought back to planning scene monitor node, which will
materialize the objects in the planning scene.
• In the other hand, in the real world, we are going to use a move3D tool called
TOASTER, which is able to recognize differents objects in the environment and
gave the base frame of its in the planning scene. The object database will be also
used in this procedure in order to record necessary information about the objects in
order to perform the actions with moveit.
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2.2 Experimentation file
Experimentation file is what is considered to be the user interface part of the code.
In the experimentation file, the user will define exactly all the desired performance it is
wanted to achieve (calling the TaskPrimitives class). There is a few elements that will
be mandatory to be defined in order to apply a certain action, but others are completely
optional. Taking into account that each action (pick, place...) can be divided into smaller
actions, and not all these actions must be performed, these are optionals.
Figure 2.2: Table explaining the optional and mandatory actions
In the below table, we can see a scheme of the sub actions of each actions (ordered from up
to down depending on the needed order of the actions). This sub actions will be explained
in detail in the following section.
As it can be seen, in similar actions, the sub actions generally are equally optional. The
only exception that can be seen is when we are performing a dual arm action, where the
optional actions when the object is attached to both arms, should be done or not done
equally in the both arms.
There will be also a few elements that even being mandatory, they will not be necessary
to be defined, due to a default value. Examples of these elements can be the planner_id
string parameter (has a default value of RRTConnectkConfigDefault) , the planning_time
double parameter (a default value of 50 seconds) or the plan_only boolean parameter
(with a default value of false).
This filename will allow also to stop the running of the program, asking an ordering to
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apply each of the actions desired.
Even if the actual state is working, a future improvement in order to do even more intu-
itive this file, should be to add a graphical user interface, in order to set all the mandatory
and not mandatory parameter in a much more practical way.
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2.3 Action classes
Each one of the actions are defined independently and later are implemented in TaskPrim-
itives Class in order to allow to be performed in experimentation. The reason why it has
been chosen to be in this structure, is to allow a future developer to add new func-
tionalities, without the need to touch any part of the actual code (only adding the new
functionality class in TaskPrimitives class). It also allow to do punctual modifications to
improve each of the actions independently.
The structure of this classes is, as a data:
• Tasktools class object to call standard functions (will be explained with more detail
in the following section).
• Specific variables necessary to perform correctly the class functions.
• Specific variables in order to do the desired action.
At the same time, we find also two kind of functions:
• Preprocessing functions. They are focused generally in order to define the optional
sub actions.
• Execution action. It is the function that do the essential preprocessing and call the
plan and execution of the desired action.
2.3.1 Action definitions with a single arm
As it was seen in the subsection 2.3, each action has it own different procedures. In order
to be understood correctly, in this subsection, it will be done a definition and a explanation
of all the steps for each action. The actions making use of both arms, will be explained
in a corresponding section inside the chapter dedicated to the dual arm capability:
Single arm pick action
This is the standard pick action. A relevant part of the code is done using the movegroup
class (the main class of moveit).
• Pre grasp approach: Using motion planning tools, the arm is brought to a position
close to the object, where, with only a simple cartesian translation, the tool frame
will be able to pick the object.
• Open gripper: Movement of the grasp links in order to open it and make possible
the approach to the object.
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• Approach translation: The arm, achieves a position that allows the gripper to
grasp the object.
• Close gripper: The gripper is closed enough to be able to grasp correctly the
object. This is a similar step to Open Gripper
• Attach object: The object is considered as attached to the arm. This means that,
the object will be considered as an extension of the arm.
• Post grasp retreat: When the object is grasped, exist the optional probability to
do a extra translation step in order to get a little further from the origin position
of the object.
Manual pick action
This action was used in order to manage to do a first approach of the dual arm pick.
Initially, the dual arm pick was done doing a single arm pick, followed for this manual
pick.
Knowing that the needed actions have exactly the same performance as in the single pick
action, they will not be defined.
The main problem and why this pick was created, it is that is not possible to have at-
tached an object to two arms at the same time. In order to solve this problem, this pick,
instead of doing all the explained procedures, it only do the pre grasp approach, the open
gripper, the approach translation, and the close gripper. The post grasp retreat is not
defined, because this action is expected to be performed, when the single pick action is
done (so, the retreat is already done)
The creation of this pick was more elaborated than the single arm pick, due to the fact
that instead of using a predefined pick action from moveit, i was necessary to declare step
by step each of the said sub actions.
Single arm place action
As in the case of the pick action, this was the standard moveit action for the place, and
is performed using a defined function inside movegroup class.
• pre-place approach: The arm plans an executes a trajectory in order to go to
a close position from the place position (an later, achieve this position with just a
translation).
• Approach translation: This is identical to the approach translation of the pick
action, but instead of going to a grasp position, the action brings to a place position.
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• Open gripper: The Gripper is open as it is explained in the pick action.
• Detach object: The object is detached from the arm. it is not considered more as
a part of the arm.
• post place retreat: A translation to remove the gripper from the actual object
position.
22
2.4 TaskTools
TaskTools is a special class, that, through TasksPrimitives Class, is defined inside all the
specific action classes. It allows to apply functions needed generally in all the action
classes.
Generally, we could define the functions inside this class in the following way:
• Check Functions: To do pre checks about the validity of the data. An example
can be the class isGroupExist, that allows to know if it is possible to apply a
manipulation with the group declared.
• Sub Action functions: This functions allows to declare the information to apply
later, the most simple actions (translations and open/close gripper sub actions).
• Big action function definitions: The actions that are performed using functions
that are not directly defined in MoveGroup class (the dual arm actions for the
moment) have its own action function defined here.
• TF functions: This functions allows to create movements depending on frames
instead of a defined pose. This is explained in detail in the following subsection.
• Interprocessing functions: Many of the functions defined before, need subtasks.
This subtasks are done for the interprocessing functions.
2.4.1 TF library
One of the biggest drawbacks of moveit planning framework, it that, in a standard way,
it performs every motion planning action, taking into account a desired end position,
independently from where is the object with the one is wanted to perform. This, maybe
is not a problem in very simple motion planning simulations, but is not enough if it is
desired to perform a more realistic situation. If we classify the performances in simulations
and real ones, the drawback are:
• In the simulations, it is necessary to adapt exactly each simulation and position
point by point, becoming a waste of time that should be avoided. Even in very
similar simulations, if the object does not have the exact same position, and the
desired goal is not exactly the same place, everything should be adapted again.
• In the real performances, is complete impossible to know if the pose of the object is
exactly in the desired one each time (only a small error do the simulation useless),
so the performance will not have the desired consequences.
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Fortunately, ROS have a powerful library called tf2_ros that gives the possibility to find
an alternative to this problem.
This library, allows to manage information of determined frames (even moving frames) in
the environment. Supposing a base world frame (in simulation was called /odom_combined)
we can find other base frames of the objects (in real world this will be done with the recog-
nition, using a kinect and TOASTER tool) and from these frames, it is allowed to find
other object frames.
Figure 2.3: /odom combined frame connected to bar and table frame.
In the figure 2.2 it can be seen the explained. /odom_combined frame (below the robot)
have two child fixed frames: init_table and init_bar, the ones are fixed and defines the
original position of the table and the bar respectively. From this two frames, it has been
done two other frames based on each respective frame (table and bar frames). At the
same time, this two frames, will have two child frames (fixed to its parent frame) that
will allow to perform actions in specific places of each object.
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Figure 2.4: Tree of frames of figure 2.2
The interesting part why bar and table frames are created, is because they are not fixed
like init_bar and init_table and when the robot moves the bar, this position in the bar
will be maintained and tracked, and this way, the child frames also.
Figure 2.5: Example of fixed frames to a parent frame
In the figure 2.5 can be seen a clear example of a dual arm place (start and end) where the
parent frame named bar, moves with the bar, and the two child frames (r_eef_bar_grasp
and l_eef_bar_grasp) follow this frame while is moving.
Once this frames are created, using the tf2_ros it is possible to know the stamped pose
(in the parent frame) of every child frame. This way, it is possible to know which is the
exact position of each desired frame in each moment.
This way, instead of asking determined movements based on reaching a certain position,
we will ask for movements based on a base frame and a goal frame.
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Practically, it will be a little more complex, due to the fact that, in order to mover one
arm, we will use the group link of this arm, and this group, generally finishes in the wrist
of the arm (not the tool frame of the gripper), so that is why it has been created a function
that moves the wrist frame, in order to have the tool frame of the gripper, into the goal
frame.
Figure 2.6: Example of the use of tf to apply a pick action
In figure 2.6 this can be seen. In order to do a single pick action, it is asked to the
l_wrist_roll_link to move to a defined position, where the frame l_gripper_tool_frame
coincide with the l_eef_bar_grasp frame.
This frames will be defined in the experimentation file itself. The tracking will be done for
the same simulation demo (in the simulation) while in the experimentation, the tracking
will be done trough TOASTER.
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2.5 Planning Scene Monitor
Planning Scene monitor is a node that controls and creates the environment (if it is nec-
essary). Depending if it is wanted to do a simulation (we will use the object database
node), or a real manipulation (TOASTER tool used), the control of the environment will
be done trough the code itself or receiving info from the real environment.
In the both possibilities, the node has the capability to find the base frame and shape
of each element in the environment, allowing us later to create child frames in order to
apply the different explained actions.
This node has been created specially for this framework, with the idea to have in a clearly
separated place all the scene information.
2.5.1 Object Database
As the Planning scene monitor, this node has been created specifically for this framework,
and it is used in order to check the shape of the objects in the simulations and the real
experimentations.
When it is needed to do a test, the environment has to be created. In order to do that,
the planning scene will send trough an action, the message to the program (in our case
has been done only with rviz for time, but will be adaptable to more realistic programs
like gazebo).
In order to send the correct message to the system, first, it has to be declared which
objects will be i n the environment. This has to be defined in the planning scene node.
Once the objects that are wanted to be created are defined, it is necessary to ask for infor-
mation to the object database node. This is done trough a service which asks information
about a defined object, giving the name of the object, and recieving the shape of the object.
The kind of objects that can be created are two:
• Geometric objects : These objects have the complete definition done in the object
database node. The consist in one basic geometric figure (or more than one, in this
case they are attached in order to do a ensembled more complex object) the has all
the shapes defined in the node.
• Real objects :These objects are defined in an external file which have the exact
shape of a real object (like a table). In order to not do extra unnecessary steps,
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this figures are called directly from planning scene monitor (avoiding a unnecessary
service message).
Once this shape information is substracted, trough a function that uses the TF library, it
is defined the base frame of the objects. This has to be defined also in this node.
Once the two nodes works correctly and in order to simplify and make faster the code,
Object Database Node will be converted directly into a specific class of planning scene
monitor, instead of a different node.
2.5.2 TOASTER (Tracking Of Agents and Spatio-Temporal Rea-
soning)
As we told before, using planning scene monitor we are able to create the objects in the
environment, but they will not be defined in any specific desired frame.
While exist the basic possibility to just define the poses of the frames for each object,
in the reality, this approach will not be precise, due to the fact that it is not possible
to completely know the exact pose in the real world, and there is where the TOASTER
library from Move3D will be used.
Using a cloud of camera sensors correctly installed (Optitrack- Prime 13W) in the envi-
ronment and MoCap (motion capture) detectors in each of the objects (Full Optitrack
system), TOASTER will be able to track exactly which is the pose of the main frame for
each object.
The advantage of this system, will not be only the good precision obtained thanks to the
system, but also the use of much less resources that we could expect to similar systems
using more common cameras.
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Figure 2.7: Optitrack system. Mocap (left) and Optitrack camera (right)
With TOASTER, it will be tracked all the elements found in the environment. Once the
programm needs information about the position of different objects, it will be asked to
a node called Object tracking, the one will ask information to the TOASTER, and will
send only the desired asked objects to the planning scene. This object tracking, will be
used not only for this, but also for record information about the real time position for
each object.
Figure 2.8: TOASTER scheme
As it has been explained, this system will be used in real experimentations, while in the
case of the simulations, just a defined TF pose is sent, but in a near future, it is expected
to do a better approach, using a TOASTER simulator to allows to see how the system
works even without real experimentations.
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Chapter 3
Dual arm manipulation
In this chapter it will be commented all the remarkable aspects took into account in order
to apply dual arm actions.
3.1 Dual arm plugin
The complexity in order to apply this capability, persist in the configuration of a plugin
that allows the framework to find only dual arm configurations. It is not the same to ask
to a framework to bring an object from point A to point B, than asking it to send it,
having also the positions of both arms in this final position.
In order to find this new workspace, it has been necessary to discuss how to find correct
configurations and if they were going to be specific for each robot (better performance)
or with the capability to be used for all the robots (more general). The first decision was
to do a general one, and after seeing a much better performance than the expected, it has
been considered enough.
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3.1.1 Workspace limit definition
The definition of the workplace limit of the robot is done trough the following way.
Figure 3.1: Scheme of the workspace limit definition
From the front part of the robot a straight line with a certain length is projected, giving
the center of a 3 dimensional arc, which is symmetrical and have 15 degrees in all the
dimensions. Even that depending on the robot this workspace limit could be improved,
this gives a good performance with the robots tried (PR2 and nextage robot).
A good approach in the future in order to improve this workplace, could be considering
which kind of degree of freedom have the torso. if the robot has a prismatic degree of
freedom (like the PR2) there was thoughts to do a similar figure that could be expanded
straightly in the direction of the prismatic joint. If, for the other hand, the joint is revo-
lutional, the radius of 15 degrees could be increased in the direction of the revolution.
This way, this workspace, we will know a good approach of all the possible configurations
that the robot can finally reach using a dual arm action.
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3.2 Dual arm capability
In order to enable the dual arm actions, it is necessary to create a inside capability. This
will allow us to see if one action can be done or not.
The first part of this capability, consists on knowing which is the first arm to compute
and which is the second. To know that, it will be ask to the system which is the attached
arm (in the case of the dual arm place) or which will be the attacked arm (dual arm pick).
Once this is decided, it will be asked to substract for the system all the information of
each arm (joint model group and links).
Then, it will be configured and three manipulation stages to check if the action can be
performed:
• Reachable and valid pose filter : The goal position is checked in order to see if
it is reachable.
• Approach and translate stage : Before arriving to the goal, there is always a
translation from a pre position. In this stage we check that this translations is
feasible.
• Plan stage : In this stage is when we compute and check if there is a correct path
to the pre grasp or pre place position.
Once this configuration is prepared, we will give information as the goals, pre grasp or
pre place positions, and this manipulation stages will be applied to check if they are or
not possible.
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3.3 Dual arm actions
Manual dual arm pick action
As it has been commented in the single arm action section. For do a manual dual pick,
it is used first a single arm pick, and after a manual single arm pick.
This system initially was useful, because, even in the simulation, the second arm was
not considered attached, in the real experimentations, the result should had the same
performance. And actually, during the simulation, was working correctly.
The biggest drawback of this action, it is that the code is not prepared to perform a
post grasp retreat, because there is no simultaneous retreat prepared between the single
pick and the single manual pick. The only way was doing just the retreat with the first
normal pick, and after, do the manual pick, but this option is generally not acceptable
with objects that have to be performed with both arms.
Dual arm pick action
This action is composed for a similar structure as a single pick action followed for a Man-
ual pick action, with a few improvements.
The sub actions are exactly the same as in the single arm pick, so, they will not be defined.
The first improvement is that the two pick actions are performed simultaneously. This
way, is not necessary to waste specific time in each pick action, and at the same time, the
post grasp retreat, can be performed for the two arms.
The second improvement, is the fact that it is allowed the capability to choose which arm
is the one considered attached to the object. This give some flexibility in order to test
different situations.
It is important to clarify that, knowing that the post grasp retreat is done for the both
arms, it has to be exactly the same for the two.
Dual arm place action
This is the hardest action. It is a place done with the both arms working simultaneously.
it has simultaneous translations (start translation and place approach translation) like the
post grasp retreat in the dual arm pick, but it is also to do a dual arm motion planning
with the two arms.
The sub actions are exactly the same as in the single arm place, so, they will not be defined.
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This is also probably the most interesting action, due to the fact that is the most relevant
action in order to manipulate dual arm motions.
It is also allowed to not detach the object from the attached arm, this way, if the open
gripper and postplace retreat sub actions are not performed, the dual arm place action is
considered just a dual arm move action.
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Chapter 4
Replanning
order to manage to enable the dynamic avoidance of obstacles, it is necessary to apply
three actions:
• constant collision checking : This is the way to see if a dynamic obstacle has
appeared in the projected path. The way to unable this action, it is as easy as put
the collision checking in a loop an in Moveit it is already implemented.
• Replanning :In this action, It is necessary to calculate a new plan. Could be from
zero, or not, depending on the system to do it.
• New execution: It is necessary to execute the new plan. It is as easy as ask a new
execution (stopping the before one first) as soon as the new plan is calculated
As it can be seen, the most elaborated action is the replanning, and this is the reason
why this chapter will be focused on it.
There is many ways to do a effective replanning, depending on the goals it is desired to
achieve and the planner used.
In order to quantify the desired performance, we are going to define three elements that
will be essential in order to decide which is the best way to perform the replanning.
• quality of the path achieved : This element is important, but we can consider
that in our case, maybe is the less important. Generally, in order to achieve perfect
trajectories, is necessary more computation, and for the replanning is necessary to
find a less computation time planner. nevertheless, in the case that appears the
option, it will be considered.
• computation speed :This is the most important parameter in order to find the
perfect replanning. The faster it is, the best collision avoidance will be found, and
with this, the result will be the most relevant.
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• Implementation speed: Due to the fact that the project has limited time, it is
necessary to consider beneficial when a implementation is easier than another.
4.1 Octomap
Octomap is the way to detect the different obstacles in the environment. The main dif-
ference with the TOASTER way of detecting elements, is that this system does not need
the same accuracy in the element detection, and it is not necesssary to classify them, it
will be only seen if there is or not an obstacle.
In order to reach this goal, it has been necessary to use a multi camera gadget (in this
case the Kinect v2) and manage to find a software able to substract information from the
camera and send it trough topic to the planning scene, and in the specific gagged used,
the perfect software was an open source library called freenect2, able to connect the kinect
v2 to Ubuntu, and the library iai_kinect2, the one allowed the information recieved to
linux, to be substracted as topics for be used in the planning scene.
Figure 4.1: Human representation in an octomap
This way, it is possible to have real time tracking of the collisions in the environment
without the need to recieve a complete information about the shape of all the objects in
the environment, and this way, reduce the computation.
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4.2 Replan algorithms
4.2.1 Replan from scratch
Due to the fact that all the actions implemented in the framework have a basis on the
moveit, it can be found easily that the implementation in all the actions is equal. This is
a huge relief in order to implement the replanning, and more knowing that moveit gives
a good basis in order to do the replanning.
The standard code gives a choice to implement the replan from the scratch just setting
to true a boolean variable called "can_replan".
Actually, the moveit system does the replan, leaving everything into a loop that is acti-
vated as many times as it is desired. If the replan is not activated, the loop is applied
only one time. If the can_replan variable is activated, the loop is done five times with a
delay. This delay, and the looping times can be easily implemented just giving a desired
value to two linked variables of type double.
Figure 4.2: Scratch replan
This is the reason why this system can be considered the easiest to implement, because
actually it is already implemented.
The main drawback is the computation time. Due to the fact that any data is reused and
everything is done again from the actual state of the arm.
Due to this easy implementation, the first replan to be worked with, will be this one. Once
it is correctly implemented and works correctly with real experimentations, the following
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systems will be started to implement.
Moveit, also has a good basis for the implementation of the following replans, due to the
fact that, even if anything of them is implemented, the code is done allowing easily to
create a personalized replan, just filling a given function called repair_plan_callback_.
4.2.2 PRM replan
A good way to replan a new trajectory is just considering the PRM planner. Due to the
versatility of the nodes and the many paths achieved, it allows to apply a fast but not
optimal system of replanning.
Figure 4.3: PRM Replan
As it can be seen, in the figure 4.1 there is an example of replanning using the PRM
planner.
First of all, the system has a complete grid of nodes connected between them which have
already found the less cost path between the start state and the goal (green path).
During the constant collision checking, if a dynamic obstacle is found in any of the con-
nections, the grid is updated disabling this paths. If the actual path is affected, a new
path if done from the grid.
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In the case that no path could be found, new random states will be projected and new
connections will be done, until a new path is found.
This system is very useful due to the fact that the computation is very fast (generally will
not be necessary to sample new states, and more depending of the quantity of the com-
plexity of the initial grid. That why i can be considered as a interesting option to consider.
The main problem found with this system, is how it is implemented in the used planning
library (OMPL). In order to reduce resources, the variable where all the grid of configura-
tions is stored, once is executed, all the grid is destroyed. To solve this problem, should be
necessary to enter in deeper code and this makes a implementation that originally should
be easy, quite complex.
For this reason, this system will not be finally implemented.
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4.2.3 RRT*-connect replan
This was the default planner used during all the simulations, and it has been developed
an idea to reuse the already defined code, to increase the replan speed.
Knowing that the RRT* motion planning algorithm is similar to the RRT, but, having a
tree starting from the start and a tree starting from the goal , the main idea, was to just
reuse the already valid three of the goal, in order to quickly get a good path.
Figure 4.4: RRT*-connect Replan
As it can be seen in the figure 4.3, when a collision is detected, the start tree (grey)
and the invalid goal tree (green) are removed. Once these two elements are removed,
the actual state is converted into the new start state and the RRT*-connect planner is
activated again, giving us a solution in a shortest path and with the benefit that the goal
tree is already developed.
This system can be similar with the path from the scratch, but with the increase of the
speed given for the use of the valid goal tree, and seeing that should have a good result
with a faster computation time and the implementation is the least complicated, will be
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the second in the list to be considered.
4.2.4 Experience base planner
Apart of the systems explained before, it has been also a research to find a much more
advance system of replan. As it can be seen in [10], it proposes an alternative planner
based on the experience.
Figure 4.5: Experience based planner
This system computes several planning trajectories (could be more than one each time),
and, after doing a filtering (only taking the lees cost trajectories) it stores the most valu-
able trajectories into a database, the one keeps updating itself in order to have the best
plans.
Once part of the database has enough data, the system can be switched, in order to,
instead of planning new trajectories, plan the old ones and even try a few modifications
in order to improve a little the trajectories.
As it can be imagined, this plan uses a system with just one path, so is compatible with
algorithms like TRRT (an improvement of RRT allowing to take into account a cost den-
sity variable to reach the optimal paths, as it is explained in [11]), and the one that will
be considered to apply this replan.
This algorithm is expected to have a significantly interesting performance, and even having
initially a huge computation requirements, this goes being reduces and the results became
better. That is why this will be considered as the optimal algorithm to reach in this
project.
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Chapter 5
Costs
The the two main resources used during this thesis have been time and budget. This have
been the two elements that allowed to reach the actual results.
The time expended in this thesis can bee considered the six months of my internship, in
which i have dedicated full time on it, but i should be considered also a pre preparation
month I did by myself in order to work more effectively during the internship. It has to
be also considered the time also dedicated for my supervisor to develop a few parts of the
framework, that can be considered around one month.
So, as total, we can consider a time expended in this project of seven months. It has been
enough time, but a few more months had been ideal in order to clean many details and
start to write an user sheet.
The budget used in this project have been the budget expended in my internship and the
kinect v2.
My salary have been a expense of 554 euros monthly, and a total of 3.324 euros (six
months) while the kinect v2 has a main price of 300 euros, giving a total budget wasted
in this project of 3.624 euros.
Inside the budged could be also considered the price of the OptiTrack system, which
consists of a system with more than twenty cameras of thousand of euros each and the PR2
robot (which has a price of 400.000 euros) but this one have been used only punctually
(considering the use that generally have inside LAAS) and that’s why the will not be
considered.
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Chapter 6
Environmental impact
The environmental impact inside the development of this project can be considered neg-
ligible, but not the consequences of the future implantation.
It is hard to find specific elements which could cause a environmental impact, due to the
fact that the framework will be prepared to be used in many kinds of robots and the
specification of each robot is different, but there is some generic elements that can be
considered as an standard.
Even if this framework can help to avoid people to do the most heavy performances inside
a factory, it can cause also the increase of production of industrial robots, which are a
big waste of energy and a big producer of equivalent CO2 emissions and toxic and non
recyclable components.
At the same time, the use of this robots it is also a new waste of electrical energy for
the industry.As it has been explained in [12] The mean power consumption of a robot
is around 1.5 Kw and depending of the size and quantity manufacturing chains inside a
factory, this value can be multiplied many times.
The industry in general is changing into a less energy consumption tools and harmless
materials and products, but even that, these are still elements to be considered that can
cause an environmental impact.
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Chapter 7
Performance achieved and results
During all the thesis, it has been several simulations in order to check and improve the
different capabilities, leaving all the real experimentations for the last month.
During the simulations, all the experiments done has been done using as an example ob-
ject a simple bar of 1 meter length and 15 cm radius. The main reason why this has been
the used object, it is because the easy possibility to create it, the versatility that allows
this object thinking about single and dual arm performances, and finally, because is an
object that can be found a real substitute easily (a brush stick self is very similar). Also,
in many of the simulations, in order to be more close to a real environment, it has been
introduces a model of a real table used in the LAAS laboratory.
The simulations shown to have a correct performance with all the developed actions, ex-
cepting the normal dual arm pick action. The reason has been that minor changes done in
an inside update of moveit, made that parts of the internal code need a revision. Anyway,
at it has been explained, the single arm pick in conjunction with the single manual pick
allowed a good alternative to this temporary problem that will be solve in the following
months. The main reason why this has not been solved yet, is because the lack of time
and because is useless in order to perform correctly the rest of the code.
It has been also a problem with the dual arm place action, not allowing the open gripper
and retreat actions to be performed correctly, giving as a result that the dual arm place
currently is only a dual arm move. There is not yet a clear reason of the problem, but it
is expected to be a minor problem that has not been solved yet for the same reason of the
dual arm pick, because is not needed in order to check the correct performance of other
parts of the code.
In all the mentioned simulations,the planning time used have been lower than two seconds,
being expanded to four second in a few extreme cases, not seeing a remarkeable changes
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in the use of RRT-connect and normal RRT, probably because the main simulations have
not been full of obstacles. Probably in more powerful computers, the computation time
could be reduced easily (everything has been tried with a laptop with an i7 7700hq pro-
cessor, that even, being powerful, it is still a laptop processor).
The execution time needed in order to apply the different actions was below the standard
maximum (on second) even if extreme situations were performed.
The dynamic avoidance using octomap has been also tried before the simulation, in order
to allow real collisions with a real environment, and this way, avoid real accidents. The
octomap used had a minimum size for cube of 10 cm each side with a maximum recogniz-
able distance of 2 meter (while by default was 3 meters), in order to avoid the detection of
unnecessary obstacles like walls, which produces a lot of unnecessary waste of resources.
The performance showed to be quite different depending on the simulation, going from
a negligible delay (when the octomap was small and used without any simulation with
the replanning) up to a complete crash when more complex replanning where performed,
while a complete human body was detected and a record of the simulation was done. In
the normal simulations with replanning the update time was reduced to half a second.
Figure 7.1: Octomap seeking obstacles
This problem of resources was caused due to the print of many unnecessary topics. For
the simulations was enough to use a pointcloud topic using an infrared image , but in-
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frared image had eleven more topics (depth images, camera info, etc..) and this total of
12 topics were also reproduces in hd quality and qhd quality (quarter of hd). with the
neglection of 35 of these 36 topics, the octomap should reduce drastically its computation
resources.
The reduction of the minimum size of the squares has been also problem, giving a expo-
nential computation use, making it completely useless.
The results, using a replan from the scratch, has been satisfactory, giving a correct col-
lision avoidance in all the actions with a good precision. even if the waste of resources
of the octomap was a problem, in many situations it has been able to see a response fast
enough to dynamically avoid fast changes in the obstacles on the environment.
In order to apply the other mentioned replan algorithms, it has been done a deep study
of the inside tools in the moveit framework, but due to the lack of time, it has been
completely impossible to develop any code yet.
Once all this elements has been tried in simulated experimentations, the real experimen-
tations in order to have real feedback, has been produced, assuring sometimes that the
code had a good performance, and showing unexpected problems other times.
Figure 7.2: Dual arm pick action with the real PR2
This experiments has been controlled for the responsibles of the robot, which allowed us to
assure that the framework has an clear and intuitive use for external people of the project.
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Generally all the actions had similar performance in the motion planning, but for a unex-
pected reason, any of the gripper links used in the moveit open/close gripper subactions
has understood inside the real robot. After several test, it showed to not be compatible
with the real robot, and had been necessary to search an alternative. The problem has
been solved talking with the responsibles of the robot, who had a subfunction allowing to
correctly perform this action, the one has been implemented with correct results inside
the framework, and giving as an extra performance improvement, the capability to do the
close action depending on the effort of the links (to hold an object and stop the action
correctly) instead of giving a defined value.
The major experiment done has been trying to do dual arm place in ten positions in a
row, seeking the limits of the workspace (up, down, left, right, far and close) in order to
see how the framework works in the worst positions. The results achieved has been that
most of the time, the robot was able to perform only 6-7 of the positions, achieving the
maximum of ten position one time and nine positions, one time also. Due to the lack of
time to do the performances, it has not been able to know exactly the reason why the
performance has not been perfect, but the three main reasons possible considered were:
lack of planning time, lack of precision of the planner, and probably, the most probable,
the difference of real and simulated time in order to find the limit positions (and seeing
that with the other simulations generally were any problem, this is the most possible, and
less worrying reason, due to the fact that generally the robot will not go through its limits).
In order to avoid problems with the precision, the first test has been done with a pool
node, and they showed to be precise.
In the last days of the thesis, it has been developed a new experimentation with two
cubes as objects (one for each arm) in order to be tracked and substract real data of the
precision of the dual arm actions, and at the same time, to check the correct performance
of the TOASTER implementation.
It appeared and unexpected problem. In order to apply all the actions, it was necessary
to attach the object to the desired arm, erasing the actual object and converting it to an
extension of the arm (attached object). The problem was that TOASTER was all the
time giving information about a real and independent object which could not be erased
and converted into an attached object. In order to solve this problem, it has been included
a fake copy of every cube which will be considered the attachement of the cube, and this
way, the problem was solved.
This last experimentation showed to be successful, having a correct grasp for both arm
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Figure 7.3: cubes experimentation
and bringing them synchronously, but due to the fact that the MoCap system was not
prepared yet and because the leak of accuracy in the measures using a normal marker
done with printings (it can be seen in the photo), this results will be obtained in the
following weeks for the rest of the team.
This leak of accuracy was also produced not only because the markers, but also because
the 3D models of the cubes were not loaded using these markers (it was shown a default
huge 3D cube mode) and even was a problem in the grasp the fact that the table was two
centimeters higher than in the 3D model (in the model was 71 centimeters and in reality
73).
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Conclusions
During this thesis, it has been available to achieve a remarkable framework with func-
tionalities that makes it unique and in many cases, gives a interesting and realistic choice
for development and for the industry, in order to implement a robotic adaptation inside
the factories easily.
Great part of the specific goals defined at the beginning of the thesis, has been achieved.
However, great parts of these achievements, due to the lack of time, they could not had
been cleaned and optimised. But these problems are expected to be solved this during
the following months, thanks to the work that will be done for the rest of the team.
The structure of the framework has been a succees. after lot changements and thoughts
on it, it has been achieved to define a way to do all the wanted objectives correctly solved.
It is a framework highly configurable, and expandable, user and developer friendly, rela-
tively light, without lacking any powerful and useful tool.
The dual arm implementation has been a success in the simulations and experimentations,
giving as the wanted results with a good accuracy, needing a few more work with the last
part of the dual arm place and with the normal dual arm pick, the ones need a fix that
is expected to be solve without many problems.
The implementation with TOASTER have been achieved even with the compatibility
problem, allowing to use a real time tracking of object with a high level accuracy which
allows to take objects in real world even if they change the place.
In reference to the last point, the dynamic avoidance of obstacles, we have used the already
available default option, implementing particularly the octomap using a kinect, but it had
a high waste of resources in the implementation of the octomap.
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Future improvements
During this thesis, a huge development have been done in many sides, but due to the
ambition of the project itself, it is still necessary to improve certain points. Apart of that,
there was many ideas in order to improve in the future, expanding the capabilities and
uses of the framework.
We can find that the structure of the framework has a mature state, but even that it has
been though to do a few more improvements.
In one side, the implementation of a GUI could help to improve the learning curve of the
use. Always, a well structured visual interface helps to simplify for the user the under-
standing of the implementation.
In the other side, knowing that experimentation node is very small compared with the
other nodes (and quite simple) it has been tought to make it became just the main class
of task_primitives, and this way, make the system more simple. Anyway, this is a point
to discuss and decision.
Also, in a near future, it could be a good idea to implement new kinds of actions in order
to do the framework more useful.
In the side of the dual arm capability, a few things need and will be soon solved.
First of all, the dual arm pick fuction. As it has been already explained, the actual dual
arm pic function consists on a mix between manual single pick and moveit single pick.
This should be substituted for a more robust and clear dual arm pick action.
And second, to solve the the post place retreat of the dual arm place. This will be solved
soon, probably without any remarkeable problem, due to the fact that is a minor bug.
In the last point, the replanning, it can be found several ways to improve in the future.
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First of all, the iai_kinect2 library could be modified to send less information and do the
system to waste less resources. This could do a much lighten and fast dynamic collision.
Finally, implement the replan algorithms already discussed, in order to do better and
faster replans.
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