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Resumen
En este trabajo, se presentan dos modelos epidemiológicos con una perturbación aleatoria de los
modelos epidemiológicos deterministas de tipo SIS y SEIR. A partir de los modelos presentados
se proponen las deniciones de número reproductivo básico y de variable aleatoria reproductiva
básica, estudiándose la relación que tienen ambos. Se estudian cuatro aspectos: existencia y
unicidad de la solución (por ejemplo, de la población infectada), extinción, persistencia en la
media y existencia de la distribución estacionaria. Finalmente se presentan los resultados de la
simulación de los modelos presentados y se propone la estimación de parámetros por el método
de máxima verosimilitud.
Palabras clave:Modelo SIR, modelo SIS, modelo SEIR, modelos epidemiológicos deterministas,
modelos epidemiológicos estocásticos, número reproductivo básico, asintóticamente estable, ex-
istencia y unicidad, extinción, persistencia en la media, procesos estacionarios, estimación por
máxima verosímilitud, Simulaciones por Euler-Maruyama.
Abstract
In this work, two epidemiological models with a random perturbation of the deterministic epi-
demiological SIS model and SEIR model are presented. From the presented models, the de-
nitions of basic reproduction model and basic reproduction random variable are proposed,
studying the relation that both have. Four aspects ase studied: existence and uniqueness of the
solution (for example for infected population), extinction, persistence in the mean and exis-
tence of stationary distribution. Finally, the presented models are done and the estimation of
parameters by maximum likelihood method is proposed.
Keywords: SIR model, SIS model, SEIR model, deterministic epidemic models, stochastic epi-
demic models, basic reproduction number, asintóticamente estable, existence and uniqueness,
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1
Introducción
La epidemiología es la rama de la salud pública que se encarga de estudiar el desarrollo
epidémico y la incidencia de las enfermedades infecciosas en determinadas poblaciones. Se con-
sidera como la ciencia básica de la salud pública y por consiguiente es fundamental para el
progreso de los países y en el desarrollo social de los mismos. Estudiar el comportamiento de
una infección a través del tiempo, partiendo desde sus inicios, es de vital importancia para todas
las sociedades, porque permite a los gobiernos crear medidas de choque contra el avance de la
enfermedad misma, así como dar mayor importancia al desarrollo de vacunas y tratamientos
que retarden los efectos negativos que éstas pueden tener en la población. Recientemente en
Colombia hemos visto importantes brotes de enfermedades tropicales como lo son el Zika y
el Chikunguya, así como también de infecciones endémicas de nuestra región como lo son el
dengue, la leishmaniasis, etc. A nivel mundial se conoce el reciente brote de la gripe AH1N1
y el SARS, el ébola, etc, infecciones que se propagan rápidamente entre los individuos de una
población, llegando a ser consideradas como epidemias mundiales. Es por ello que el estudio de
una epidemia debe ser considerado de gran relevancia para tomar medidas de prevención, cuida-
do y atención para los pacientes y así mismo predecir qué efectos puede tener la enfermedad y
bajo qué criterios ésta se debe considerar como riesgosa.
Una técnica ampliamente utilizada para tales estudios son los modelos matemáticos que utilizan
las ecuaciones diferenciales ordinarias, algunos de ellos son los modelos SIR (por sus siglas, sus-
ceptibles, infectados y recuperados), SIS (por sus siglas, susceptibles e infectados) y SEIR (por
sus siglas, susceptibles, expuestos, infectados y recuperados). Dichos modelos son de naturaleza
determinista, es decir, son modelos en los cuales las condiciones iniciales siempre producirán los
mismos resultados, es decir, las grácas de las funciones de los diferentes tipos de población no
cambiará entre una simulación y otra, en otras palabras no se considera incertidumbre alguna
en la modelación. Este tipo de incertidumbre puede darse debido a ciertos factores externos,
como por ejemplo, el clima. El clima de determinadas regiones facilita la propagación de algu-
nas enfermedades y es conocido que en época de lluvias aumentan los casos de personas con
enfermedades respiratorias agudas.
De la motivación de considerar las variaciones climáticas, como parte fundamental en el estudio
epidemiológico y por consiguiente del modelamiento de las epidemias, es que en este traba-
jo se presentarán modelos epidemiológicos estocásticos con el objetivo de brindar información
más completa sobre el comportamiento de una epidemia en cualquier población. Los modelos
presentados serán el modelo SIS estocástico y el modelo SEIR estocástico.
Una vez propuestos los modelos epidemiológicos estocásticos, se estudiará en cada uno de ellos
cuatro aspectos fundamentales: existencia y unicidad de las soluciones; extinción de la población
infectada; persistencia en la media de la población infectada, es decir, que en promedio siempre
exista población infectada a partir de la hora cero de la enfermedad; y la existencia de procesos
estacionarios, los cuales tendrán como objetivo ver el estudio asintótico de las enfermedades. Las
demostraciones presentadas se basan en trabajos previamente realizados, en especial, [Gray],
[Liu], [Maki] y [Omari, Lahrouz & Kiouach]. Otros trabajos recientes que utilizan modelos
epidemiológicos estocásticos son [Zaman], [Jiang], [Lahrouz] y [Zhou].
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2 ÍNDICE GENERAL
En este trabajo también se presentarán los estimadores pormáxima verosimilitud de los paráme-
tros de los modelos epidemiológicos estocásticos propuestos. El enfoque en este trabajo es estimar
los parámetros a partir de los datos de la población susceptible e infectada, diriendo de otro
enfoque en el cual las estimaciones son se consultan en la literatura médica o por los organismos
de salud, de acuerdo a estudios previos realizados, dependiendo claro está del comportamiento
de la enfermedad estudiada. La estimación se hará con ayuda del método de Euler-Maruyama,
un método comúnmente utilizado para gracar las trayectorias de las ecuaciones diferenciales
estocásticas y que en este caso especíco nos permitirá llegar a una expresión para la función
de máxima verosimilitud con una distribución normal. Se realiza un ejemplo con datos reales
con el propósito de proveer una metodología de análisis bajo estos modelos propuestos.
Capítulo 1
Preliminares del análisis estocástico
En este capítulo se hacen todas las deniciones de teoría de probabilidad, de procesos estocás-
ticos y de integración con respecto al movimiento browniano, las cuáles se utilizarán en los
capítulos posteriores para presentar los modelos SIS-estocástico y SEIR-estocástico, además se
presentan algunas proposiciones, teoremas y suposiciones que se utilizarán en los capítulos 2 y
3.
En el segundo capítulo se proponen los modelos epidemiológicos estocásticos, dichos modelos
utilizan las variables S (t) ; E (t) ; I (t) y R (t) las cuales denotarán el número de personas sus-
ceptibles, expuestas, infectadas y recuperadas en un tiempo jo t  0 (ver página 32). Dichas
variables en realidad se asumirán como variables aleatorias denidas cada una sobre los números
reales con su respectiva  álgebra de Borel. En el capítulo 4 se estimarán los parámetros de
los modelos propuestos en el segundo capítulo, para dicha estimación se utilizará el método de
máxima verosimilitud el cual consiste en maximizar la función de verosimilitud con respecto
a los parámetros (ver página 113) siendo dicha función en realidad una función de densidad
de probabilidad conjunta, la cual se escribirá en términos de una función de densidad condi-
cional (ver página 113). Por la naturaleza de los modelos propuestos se tendrá que la función
de densidad conjunta es la función de densidad de una distribución normal multivariada.
En la siguiente sección se denen los conceptos básicos de procesos estocásticos. El enfoque de
este trabajo está en asegurar que como S (t) ; E (t) ; I (t) y R (t) son variables aleatorias para
un tiempo jo t  0, entonces las colecciones de variables fS (t) ; I (t)gt0 (para el modelo SIS-
estocástico) y fS (t) ; E (t) ; I (t) ; R (t)gt0 (modelo SEIR-estocástico) son procesos estocásticos,
los cuales serán martingalas locales continuas y cadenas de Markov de tiempo continuo.
Los procesos estocásticos fS (t) ; I (t)gt0 e fS (t) ; E (t) ; I (t) ; R (t)gt0 son en realidad procesos
de Itô y son soluciones de dos sistemas de ecuaciones diferenciales estocásticas, denidos sobre
el movimiento browniano. El teorema central de este trabajo es la fórmula de Itô, siendo el
teorema utilizado en todas las demostraciones del capítulo 3 y el lema 3.2 será utilizando en
la sección 3.4, por lo que en este capítulo se introducen las herramientas teóricas para abordar
dicho lema y dicho teorema.
1.1. Conceptos básicos de probabilidad
Un experimento aleatorio es un experimento en el cual su resultado no puede ser determinado
de antemano ([Blanco, pág. 8]). En un experimento aleatorio el conjunto 
 denota todos los
posibles resultados de un experimento aleatorio. Todos los elementos ! 2 
 se conocen como
puntos muestrales y 
 se llama un espacio muestral.
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La clase de subconjuntos de un espacio muestral para los cuáles está denida su probabilidad
(denición 1.3 ) tiene la estructura de  álgebra ([Blanco, pág. 9]) la cual se dene como:
Denición 1.1. ([Blanco, pág. 9]) Sea 
 6= ;. Una colección = de subconjuntos de 
 es una
 álgebra sobre 
, si y sólo si
(i) 
 2 =.
(ii) Si A 2 = entonces Ac 2 =.





Los elementos de = se llaman eventos. La dupla (
;=) se conoce como espacio medible.
Ejemplo 1.1. ([Blanco, pág. 10]) Sea 
 6= ; un conjunto arbitrario. Las colecciones de conjun-
tos =0 := f;;
g y } (
) := fA : A  
g son  álgebras sobre 
 conocidas como la  álgebra
trivial y la  álgebra total, respectivamente. N
Ejemplo 1.2. Sean 
 = fa; b; cg, = = f;; fag ; fb; cg ;
g y G = f;; fag ; fbg ; fcg ;
g. = es una
 álgebra sobre 
, mientras que G no lo es puesto que fa; bg =2 G. N
En [Blanco, pág. 10] se enuncia que si =1;=2; : : : son  álgebras sobre un mismo espacio mues-
tral 
, entonces \+1i=1=i es también una  álgebra sobre 
.
Ejemplo 1.3. ([Blanco, pág. 10]) Sean 
 6= ; y C una colección de subconjuntos de 
. Sea
M := f= : = es una    álgebra sobre 
 tal que C  =g.
La  álgebra \=2M= se conoce como la  álgebra generada por C y es denotada por  (C).
N
Ejemplo 1.4. ([Blanco, pág. 10]) Sean 
 6= ;, C un subconjunto no vacío de 
 y = una
 álgebra sobre 
. = := fA \ C : A 2 =g es una  álgebra sobre C llamada la huella de =
sobre C. N
Denición 1.2. ([Blanco, pág. 11]) (i) La  álgebra sobre R generada por todos los intervalos
de la forma ( 1; a] ,con a 2 R, se conoce como la  álgebra de Borel y se denota por B (R).
B 2 B (R) se llama un conjunto boreliano.
(ii) Sean (a1; : : : ; an) ; (b1; : : : ; bn) 2 Rn tal que ai  bi para todo i = 1; : : : ; n. La  álgebra
generada por todos los conjuntos de la forma
f(x1; : : : ; xn) 2 Rn : ai < xi  bi para todo i = 1; : : : ; ng
se llama  álgebra de Borel en Rn y se nota por B (Rn).
Si D 6= ; con D  R, la huella de B (R) sobre D se denota por B (D). Cuando se tiene un
evento en un espacio muestral se preguntará sobre que la probabilidad del mismo. Para ello
necesitamos denir como tal el concepto de medida de probabilidad presentado a continuación.
Denición 1.3. ([Blanco, pág. 13]) Sean (
;=) un espacio medible y P : 
! R una función
tal que
(i) P (A)  0 para todo A 2 =.
(ii) P (
) = 1.
(iii) Si A1; A2; : : : 2 = son eventos mutuamente excluyentes, es decir, Ai \ Aj 6= ; para todo
i 6= j entonces












se llama medida de probabilidad sobre (
;=). La tripla (
;=; P ) se llama espacio de
probabilidad.
Denición 1.4. ([Øksendal, pág. 8]) Sean (
;=; P ) un espacio de probabilidad, A y B elementos
de = tal que P (A) = 0 y P (B) = 1. Se dice entonces que A es un evento nulo y B es un
evento casi seguro o de ocurrencia casi siempre (c.s).
En el capítulo 4 se utilizará la que llamaremos la función de densidad condicional (páginas 113
y 117), razón por la cual previamente debemos denir el concepto de probabilidad condicional.
Supongamos que tenemos A;B 2 = sobre un espacio de probabilidad (
;=; P ), P (BjA) denota
la probabilidad de que el evento B pueda ocurrir medido bajo la suposición de que un evento A
ha sido observado([Blanco, pág. 24]). Formalmente se dene la probabilidad condicional como
Denición 1.5. ([Blanco, pág. 24]) Sean (
;=; P ) un espacio de probabilidad, A y B elementos
de = tal que P (A) > 0, entonces se dene la probabilidad del evento B bajo la condición
A como
P (BjA) := P (A \B)
P (A)
.
Un evento B es independiente de un evento A si la ocurrencia del evento A no afecta la
ocurrencia del evento B([Blanco, pág. 32]), esto podría interpretarse como P (BjA) = P (B).
El inconveniente de denirla independencia de A y de B de esta manera está en que sólo es
válida cuando P (B) > 0. Por otra parte, si B es independiente de A entonces
P (A \B) = P (BjA)P (A) = P (B)P (A),
razón por la cual se dene la independencia de dos eventos y de una familia de eventos como
sigue:
Denición 1.6. ([Blanco, pág. 32]) Sea (
;=; P ) un espacio de probabilidad con A;B 2 =. Se
dice que A y B son independientes, si y sólo si, P (A \B) = P (A)P (B). Una familia de










P (Ai), para todo subconjunto nito J 6= ; de I:
Denición 1.7. ([Jacod, pág. 65]) Sean (Ai)i2I sub  álgebras de la  álgebra A, esto es
Ai  A para todo i 2 I. Se dice que (Ai)i2I son independientes si para todo subconjunto nito










P (Ai), para todo Ai 2 Ai.
Ahora bien cuando se tiene interés en los valores numéricos que se pueden deducir de los resul-
tados un experimento aleatorio([Blanco, pág. 53]), por ejemplo, cuando se quiere determinar
el total de los resultados cuando se lanza un dado corriente dos veces consecutivas; se dene el
concepto de variable aleatoria.
Denición 1.8. ([Blanco, pág. 53]) (i) Sean (
;=; P ) un espacio de probabilidad y
e
; e= un
espacio medible. Sea X tal que
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X : (
;=; P )  !
e
; e=
!  ! X (!)
(i) Se dice que X es una =   e= variable aleatoria si para todo A 2 e= se cumple que
X 1 (A) 2 =.
(ii) Si
e
; e= = (R;B (R)) entonces X se conoce como una variable aleatoria real sobre
(
;=; P ).
Se dice que X una función = medible bajo la medida P , si y sólo si, X es una variable
aleatoria real sobre (
;=; P ).
Ejemplo 1.5. Supongamos que tenemos interés en saber el número de caras luego de 2 lanza-
mientos consecutivos de un dado corriente. El espacio muestral corresponde al conjunto

 = fCC;CS; SC; SSg
donde CC denota que cae primero cara y luego vuelve a caer cara y de manera análoga se
denotan los otros elementos de 





CS; SC ! 1
SS ! 0
,
X es una variable aleatoria real. N
Ejemplo 1.6. (i) Sea una enfermedad A la cual es modelada utilizando el modelo SIS-estocástico
(denición dada en la página 34). Bajo este modelo se denen las variables aleatorias:
S (t) :=Número de susceptibles a la enfermedad en el tiempo t
I (t) :=Número de infectados por la enfermedad en el tiempo t
(ii) Sea una enfermedad B la cual es modelada utilizando el modelo SEIR-estocástico (denición
dada en la página 35). Bajo este modelo se denen S (t) e I (t) como en el item (i) y las
siguientes variables aleatorias:
E (t) :=Número de expuestos a la enfermedad en el tiempo t
R (t) :=Número de recuperados de la enfermedad en el tiempo t
Las variables S (t) ; E (t) ; I (t) y R (t) son denidas con más detalle en la páginas 32 y 35,
éstas toman valores en el espacio medible ([0;+1) ;B ([0;+1))). N
Denición 1.9. Sea X : 
 ! e
 una =   e= variable aleatoria con (
;=; P ) un espacio de
probabilidad y
e
; e= un espacio medible. Por notación se escribe
fX 2 Bg := f! 2 
 : X (!) 2 Bg con B 2 e=,
la función PX denida sobre la  álgebra e= por medio de
PX (B) := P (fX 2 Bg) = P (X 2 B); para todo B 2 e=,
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es una medida de probabilidad sobre
e
; e= llamada la distribución de la variable aleatoria
X ([Blanco, pág. 55]).
Ejemplo 1.7. Sean las variables aleatorias S (t) ; I (t) ; E (t) y R (t) como en el ejemplo 1.6.
Tenemos que para cada t  0, I (t) dene la distribución dada por:
PI(t) (B) := P (I (t) 2 B) para todo B 2 B ([0;+1)),
análogamente S (t) ; E (t) y R (t) denen sus distribuciones. N
Las siguientes deniciones son enunciadas para denir cuando variable aleatoria se dice que
tiene distribución normal estándar.
Denición 1.10. [Blanco, pág.56] Sean (
;=; P ) un espacio de probabilidad y X : 
! R una
variable aleatoria real. La función de distribución de X, denotada por FX , se dene como
FX (x) := PX (( 1; x]) = P (X  x).
Denición 1.11. [Blanco, pág.61] Sean (
;=; P ) un espacio de probabilidad y X : 
 ! R
una variable aleatoria real con función de distribución FX . Si FX es una función escalonada
entonces X es una variable aleatoria de tipo discreto, si FX es continua se dice que X es de
tipo continua y si FX se expresa como una combinación lineal de una función escalonada y
una función continua entonces se dice que es una variable aleatoria mixta.
Como una variable aleatoria con distribución normal es de tipo continuo, sólo nos centraremos
en ese tipo de distribuciones. Se procede inmediatamente a denir la función de densidad de
probabilidad a partir de la cual se dene una variable aleatoria con distribución normal.
Denición 1.12. [Blanco, pág.61] Sea X una variable aleatoria real denida sobre un espacio
de probabilidad (
;=; P ). X es absolutamente continua si y sólo si existe una función real




fX (u) du, para todo x 2 R,
la función fX se llama la función de densidad de probabilidad de la variable aleatoria X.
Si la variable aleatoria X es absolutamente continua, entonces para todo B 2 B (R) se tiene
que P (X 2 B) =
R
B fX (u) du. Se dene la distribución normal como sigue:
Denición 1.13. ([Blanco, pág.144]) Se dice que una variable aleatoria X tiene distribución















; x 2 R.




. Si  = 0 y  = 1 se dice que X tiene una distribución normal
estándar.
En el ejemplo 2.2. presentado en el capítulo 2 se utiliza la distribución exponencial para mode-
lar un crecimiento bacteriano. La denición de una variable aleatoria con dicha distribución
corresponde a:
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Denición 1.14. ([Rustom, pág.83]) Se dice que una variable aleatoria X tiene distribución




e x , para x  0
0 , en otro caso
.
Notación: X  Exp ().
Sea X una variable aleatoria real con función de distribución FX (). Un par de valores que
resumanen cierta forma([Blanco, pág.73]) la información de las propiedades de tipo proba-
bilístico de X son la esperanza y la varianza. La esperanza dene un promediode los valores
asumidos por X y la varianza mide que tanto varían los valores de X con respecto a su
esperanza (ver [Blanco, pág.73 74]). Formalmente se dene la esperanza y la varianza como
sigue
Denición 1.15. [Blanco, pág.74] Sea X una variable aleatoria real denida sobre el espacio
de probabilidad (
;=; P ).
(i) Si X es una variable aleatoria discreta con valores x1; x2 : : :, se dice que tiene esperanza siP+1
i=1 jxijP (X = xi) < +1, caso en el cual la esperanza E (X) se dene como
E (X) =
P+1
i=1 xiP (X = xi).
(ii) Si X es una variable aleatoria continua con función de densidad fX , se dice que tiene
esperanza si
R +1
 1 juj fX (u) du < +1, caso en el cual la esperanza E (X) se dene como
E (X) =
R +1





y E (X) existen se dene la varianza como
V (X) = E








(iv) Sean X y Y variables aleatorias sobre (









Se dene la covarianza de X y Y como
Cov (X;Y ) = E ([X   E (X)] [Y   E (Y )]) = E (XY )  E (X)E (Y ).
(v) Sean X y Y variables aleatorias sobre (
















Ejemplo 1.8. Sea X una variable aleatoria con función de densidad dada por
fX (x) =

4e 4x si x > 0
0 en otro caso
,
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N




entonces E (X) =  y
V ar (X) = 2: N
Denición 1.16. ([Marín, pág. 3]) Sean X una variable aleatoria real denida sobre el espacio
de probabilidad (
;=; P ) y p un entero positivo. Si E (jXjp) < +1 se dene E (Xp) como el
p ésimo momento de X.
Denición 1.17. ([Jacod, pág. 52]) Sean X una variable aleatoria real denida sobre el espacio
de probabilidad (
;=; P ) y p un entero positivo tal que E (jXjp) existe. Se dice que X pertecene
al espacio Lp (
;=; P ).
Denición 1.18. ([Jacod, pág. 142]) Sean p un entero positivo, fXngn2N una sucesión de varia-
bles aleatorias reales y X una variable aleatoria real denidas sobre un espacio de probabilidad
(
;=; P ) tal que Xn; X 2 Lp (
;=; P ) para todo n 2 N. Se dice que fXngn2N converge en Lp
a X, si y sólo si,
lm
n!+1
E (jXn  Xjp) = 0.
En tal caso se escribe lmn!+1Xn = X en Lp.
Más adelante, cuando se proponen los modelos epidemiológicos estocásticos se utiliza el hecho
de que un conjunto variables aleatorias X1; : : : ; Xn son independientes e igualmente distribuidas
(iid) (sección 2.4 pág. 49). Este hecho también se utiliza en el capítulo 4 cuando se proponen
los estimadores de máxima verosimilud (páginas 113 y 117).
Se dice que X1; : : : ; Xn son idénticamente distribuidas si todas tienen la misma distribución,
es decir, todas tienen la misma función de distribución (ver [Casela, pág. 139 140 y pág.
207 208]). La independencia se dene a partir del concepto de  álgebra generada por una
variable aleatoria.
Denición 1.19. ([Jacod, pág. 65]) Sean (
;=; P ) un espacio de probabilidad,
e
; e= un es-
pacio medible y X : 
! e
 una variable aleatoria. Se dene la  álgebra generada por la
variable aleatoria X como la  álgebra denida por:
 (X) := \
G es una  álgebra
n
G : X 1 (B) 2 G para todo B 2 e=o.
Sea C una colección de =  e= variables aleatorias, se dene  (C) como la  álgebra generada
por el conjunto [X2C (X).
Denición 1.20. ([Jacod, pág. 65]) Sean los espacios medibles
e
1; e=1 ; : : : ;e
n; e=n so-
bre los cuáles están denidas las variables aleatorias X1; : : : ; Xn, respectivamente. Se dice que
X1; : : : ; Xn son independientes, si y sólo si, las  álgebras  (X1) ; : : : ;  (Xn) son indepen-
dientes.
1.1.1. Conceptos básicos de vectores aleatorios
La denición de una función de densidad de probabilidad conjunta la utilizaremos al momento
de determinar la función de máxima verosimilitud para estimar los parámetros de los modelos
SIS estocástico y SEIR estocástico en el capítulo 4 (ecuaciones 4.4 ). En particular obser-
varemos que dicha función de densidad corresponde a la función de densidad conjunta de una
distribución normal multivariada(páginas 113 y 117).
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Denición 1.21. ([Blanco, pág. 182]) Sean X1; : : : ; Xn variables aleatorias reales denidas
todas sobre un espacio de probabilidad (
;=; P ). La variable aleatoria denida por
X : 
  ! Rn
!  ! X (!) = (X1 (!) ; : : : ; Xn (!))
recibe el nombre de vector aleatorio n dimensional. La medida de probabilidad denida
sobre B (Rn) por
PX (B) := P (X 2B) para todo B 2 B (Rn)
se llama distribución del vector aleatorio X.
Ejemplo 1.10. Sean las variables aleatorias S (t) ; I (t) ; E (t) y R (t) como en el ejemplo 1.6.
En el modelo SIS-estocástico (página 50) el vector aleatorio (S (t) ; I (t))T dene ,para todo
t  0, la distribución dada por:





Análogamente en el modelo SEIR-estocástico (pagina 50) el vector aleatorio
(S (t) ; E (t) ; I (t) ; R (t))T
dene, para todo t  0, la distribución dada por:
PSEIR(t) (B) := P ((S (t) ; E (t) ; I (t) ; R (t)) 2 B) para todo






Denición 1.22. ([Blanco, pág. 190]) Sean X1; : : : ; Xn variables aleatorias reales denidas
todas sobre el espacio de probabilidad (
;=; P ). Se dice que las variables son conjuntamente
continuas si existe una función f denida para todo (x1; : : : ; xn) 2 Rn, no negativa e integrable
tal que





f (x1; : : : ; xn) dx1 : : : dxn,
para todo B 2 B (Rn). La función f se denomina la función de densidad conjunta del
vector aleatorio X = (X1; : : : ; Xn).




f (x1; : : : ; xn) dx1 : : : dxn = 1.
Ejemplo 1.11. ([Blanco, pág. 236]) La distribución normal multivariada: Sea
X =(X1; : : : ; Xn)
T
un vector aleatorio. Se dice que X tiene una distribución normal multivariada n dimensional
si para todas las constantes reales 1; : : : ; n se tiene que
P
n
j=1jXj tiene una distribución
normal univariada, posiblemente degenerada cuando j = 0 para todo j.
Los parámetros de un vector aleatorio X de dimensión n con distribución normal multiva-
riada son el vector de medias y la matriz de covarianzas ([Díaz, pág. 42 43]) denidos
respectivamente por
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 = (1; : : : ; n)
T y  =
0B@ 
2




1n    2n
1CA
tal que i = E (Xi), 2i = V (Xi) para todo i = 1;    ; n
y ij = Cov (Xi; Xj), i 6= j.
Notación: X  Nn (;). En [Blanco, pág. 240] se demuestra que si  es una matriz denida








(x  )  1 (x  )T

,
siendo jj el determinante de  y  1 su matriz inversa. Para el caso particular de la distribu-
ción normal bivariada, es decir, cuando X =(X1; X2)
T se tiene que la función de densidad
de probabilidad conjunta está dada por
























siendo  el coeciente de correlación entre X1 y X2. N
El siguiente teorema de [Jacod, pág. 65 66] (en este libro como un corolario), se utilizará más
adelante cuando se proponga la función de verosimilitud para el vector conformado por las varia-
bles aleatorias S (t) ; E (t) ; I (t) y R (t) para todo t  0, dependiendo del modelo epidemiológico
a trabajar (si SEIR o si SIS) (página 113 y 117).
Teorema 1.1. ([Jacod, pág. 69 70]) Sean X y Y dos variables aleatorias reales denidas
en el espacio de probabilidad (
;=; P ) con funciones de densidad de probabilidad fX y fY ,





densidad de probabilidad conjunta f (x; y). Se tiene que X y Y son independientes, si y sólo si,
f (x; y) = fX (x) fY (y).
El teorema anterior implica directamente que dadas X1; : : : ; Xn variables aleatorias denidas
sobre (
;=; P ) son independientes, si y sólo si, f (x1; : : : ; xn) = fX1 (x1) : : : fXn (xn), donde
f (x1; : : : ; xn) es la función de densidad conjunta del vector aleatorio (X1; : : : ; Xn) y fXi (xi)
es la función de densidad de probabilidad de cada variable aleatoria Xi para todo i = 1; : : : ; n.
El hecho anterior es utilizado para estimar los parámetros de los modelos SIS estocástico y
SEIR estocástico (páginas 113 y 117).
Un concepto a denir en esta sección corresponde a la función de densidad condicional, concepto
utilizado en las subsecciones 4.3.1 y 4.3.2. para determinar las futuras funciones de verosimi-
litud.
Denición 1.23. ([Blanco, pág. 261]) Sean X y Y dos variables aleatorias continuas ,denidas
sobre el espacio de probabilidad (
;=; P ), con función de densidad de probabilidad conjunta f
y funciones de densidad fX y fY , respectivamente. Se dene la función de densidad de
probabilidad condicional de X dado Y = y como
fXjY (xj y) :=
f (x; y)
fY (y)
para todo y tal que fY (y) > 0.
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El concepto de esperanza condicional dada una  álgebra es utilizado para denir una martin-
gala. Es por ello que para nalizar esta sección se hacen las siguientes deniciones:
Denición 1.24. Sean (
;=; P ) un espacio de probabilidad y B 2 =. Se dene la función




1 si ! 2 B
0 en otro caso
.
Denición 1.25. ([Blanco, pág. 273]) Sean X una variable aleatoria real sobre el espacio de
probabilidad (
;=; P ),
(i) Si B 2 = con P (B) > 0 y E (X1B (!)) < +1, se dene la esperanza condicional de
X dado B como
E (XjB) := E (X1B)
P (B)
.
(ii) Si G es una sub  álgebra de = se dene la esperanza condicional de X dada G como
una variable aleatoria G medible denotada por E (XjG), tal que
E ([X   E (XjG)]1G) = 0, para todo G 2 G.
1.2. Conceptos básicos de procesos estocásticos
Bajo la suposición de que el número de infectados por una enfermedad contagiosa en el tiempo
t, notado como I (t), sea una variable aleatoria, entonces fI (t)gt0 es una colección de variables
aleatorias, la cual en realidad se conoce como un proceso estocástico.
Denición 1.26. ([Blanco, pág. 315]) Un proceso estocástico es una familia de variables
aleatorias fXtgt2T , denidas sobre el mismo espacio de probabilidad (
;=; P ) y con valores
en un espacio medible (S;S). El conjunto T es conocido como el conjunto de índices del
proceso y S como el espacio de estados.
Usualmente t denotará un tiempo, por ejemplo, considéreseX (t) como el número de nacimientos
vivos en el tiempo t en una determinada ciudad. El procesofXtgt2T es el total de nacimientos
en la ciudad durante el tiempo T . Al tomarse t jo y un punto muestral ! 2 
, entonces Xt (!)
se puede escribir también como X (t; !).







y en el modelo SEIR estocástico fS (t) ; E (t) ; I (t) ; R (t)gt0







Denición 1.27. ([Blanco, pág. 316]) Sea fXtgt2T un proceso estocástico denido sobre un
espacio de probabilidad (
;=; P ) y con valores en el espacio medible (R;B (R)),
(i) Si T es un subconjunto de números naturales, entonces se dice que fXtgt2T es un proceso
de parámetro discreto.
(ii) Si T es un intervalo de números reales, entonces fXtgt2T es un proceso de parámetro
continuo.
(iii) Si S es un conjunto nito o enumerable, entonces fXtgt2T es un proceso de estado
discreto.
(iv) Si S es un conjunto no enumerable, entonces fXtgt2T es un proceso de estado conti-
nuo.
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Denición 1.28. ([Karatzas, pág. 1]) Sea fXtgt2T un proceso estocástico denido sobre un
espacio de probabilidad (
;=; P ) y con valores en (S;S). La función (t; !) ! Xt (!) para un
! 2 
 se llama la trayectoria de fXtgt2T asociado a !.
Denición 1.29. ([Shalizi, pág. 35]) Sea fXtgt0 un proceso estocástico denido sobre el espa-
cio de probabilidad (
;=; P ) y con valores en (Rn;B (Rn)). Se dice que fXtgt2T es continuo,
si y sólo si, (t; !)! Xt (!) es una función continua para todo ! 2 
 y todo t  0.
Denición 1.30. ([Karatzas, pág. 3]) Sea un proceso estocástico fXtgt0 con espacio de estados
en Rn, denido sobre el espacio de probabilidad (
;=; P ). Se tiene que para todo ! 2 
 y todo
t 2 T la dupla (t; !) pertenece al conjunto [0;+1)  
. Para el espacio muestral [0;+1)  

se dene la  álgebra producto B ([0;+1))
= como
B ([0;+1))
= :=  (f(B A) : B 2 B ([0;+1)) y A 2 =g).
Nota 1.1. ([Karatzas, pág. 3]) Sea un proceso estocástico fXtgt0 con espacio de estados en
Rn, denido sobre el espacio de probabilidad (
;=; P ). Para cada t  0 la variable aleatoria Xt
es una función dada por
Xt : ([0;+1) 
;B ([0;+1))
=)  ! (Rn;B (Rn))
(t; !)  ! Xt (!)
.
Denición 1.31. ([Karatzas, pág. 1]) Sean fXtgt0 y (
;=; P ) como en la nota anterior. Si
para todo eB 2 B (Rn) se tiene que X 1t  eB 2 B ([0;+1)) 
 = para todo t  0, se dice que
fXtgt0 es un proceso estocástico = medible.
Denición 1.32. ([Karatzas, pág. 3]) Sean f=tgt0 una colección  álgebras sobre el espacio
de probabilidad (
;=; P ) y fXtgt0 un proceso estocástico. Se dice que f=tgt0 es una ltración
de = si para todo 0  s  t < +1 se tiene que =s  =t  =. Se dice que el proceso fXtgt0
es =t adaptado o f=tgt0 es adaptado a fXtgt0, si y sólo si, Xt es =t medible para todo
t  0.
Más adelante en la página 50 se proponen un modelo epidemiológico estocástico el cual sustituye
 el cual será una constante que determina la tasa de infectividad (página 32) por  + dB (t),
donde B (t) es un movimiento browniano en el tiempo t  0. Para denir el movimiento brow-
niano necesitamos las siguientes deniciones previas
Denición 1.33. ([Rincón, pág. 5]) Sea fXtgt0 un proceso estocástico real sobre un espa-
cio de probabilidad (
;=; P ) con valores en B (Rn). Se dice que fXtgt0 tiene incrementos
independientes si para cualesquiera 0  t0 < t1 < t2 < : : : < tn las variables aleatorias
Xtn  Xtn 1 ; : : : ; Xt1  Xt0 son independientes.
Denición 1.34. ([Rincón, pág. 5]) Sea fXtgt0 un proceso estocástico real sobre un espacio de
probabilidad (
;=; P ) con valores en B (Rn). Se dice que fXtgt0 tiene incrementos esta-
cionarios si para cualesquiera s  t las variables aleatorias Xt  Xs y Xt+h  Xs+h tienen la
misma distribución de probabilidad para todo h > 0.
Un proceso de Markov es un proceso estocástico en el cual la ocurrencia de un evento en el
presenteno depende de todos los eventos ocurridos durante el pasado, sino que únicamente
depende de la ocurrencia del pasado inmediatamente anterior.
Denición 1.35. ([Capasso, pág. 101]) Sea fXtgt0 un proceso estocástico sobre un espacio de
probabilidad (
;=; P ) con valores en B (Rn), =t adaptado a una ltración f=tgt0. Se dice que
fXtgt0 es un proceso de Markov con respecto a f=tgt0, si y sólo si, para todo B 2 B (Rn)
y todo s < t se tiene que
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P (Xt 2 Bj =s) = P (Xt 2 BjXs) casi siempre.
Siguiendo la denición anterior, al considerar = = B (R) y la ltración f=tgt0 denida por
=t :=  (fXr : 0  r  tg), se tiene que fXtgt0 es un proceso de Markov con respecto a f=tgt0
si para todo B 2 B (R) y todo s < t se satisface que
P (Xt 2 BjXr; 0  r  s) = P (Xt 2 BjXs) casi siempre ([Capasso, pág. 101]).
Denición 1.36. ([Capasso, pág. 101 103]) Si en la denición de proceso de Markov tomamos
fXngn2N con conjunto de estados discreto, decimos que fXngn2N es una cadena de Markov
de tiempo discreto. Si fXngn2N tiene conjunto de estados continuo entonces es una cadena
de Markov de tiempo continuo.
Ejemplo 1.13. (i) En el modelo SIS estocástico, fS (t) ; I (t)gt0 es una cadena de Markov




para todo t  0 (justicación en la página 113).
(ii) En el modelo SEIR estocástico, fS (t) ; E (t) ; I (t) ; R (t)gt0 es un proceso de Markov con




para todo t  0 (justicación en la página 117).
N
La sección 3.4. tiene como objetivo determinar bajo qué condiciones sucientes los procesos
estocásticos del ejemplo anterior tienen distribución estacionaria. La siguiente denición se
hace para denir una distribución estacionaria de un proceso estocástico.
Denición 1.37. ([Blanco, pág. 300]) Sean X;X1; X2; : : : variables aleatorias con valores en
Rn ,sobre un espacio de probabilidad (
;=; P ), con funciones de distribución F; F1; F2; : : :, res-
pectivamente. Se dice que la sucesión de variables fXtg+1n=1 converge en distribución a X,
si y sólo si,
lm
n!+1
Fn (x) = F (x); para todo x punto de continuidad de F ,




En la denición anterior si bien se considera una sucesión de variables aleatorias X1; X2; : : :,
también podemos considerar un proceso estocástico fXtgt0, donde fXtgt0 converge en dis-
tribución a X. En tal caso se dice que X es una distribución estacionaria de fXtgt0, cuya
denición está dada por:
Denición 1.38. ([Gray, pág. 16 y 17]) Sea fXtgt0 un proceso estocástico y X una variable
aleatoria, ambos denidos en Rn y sobre un espacio de probabilidad (
;=; P ). Sea Ft la función
de distribución de Xt para todo t  0 y F la función de distribución de X. Se dice que el proceso
fXtgt0 tiene una distribución estacionaria X (en caso de que ésta exista), si y sólo si,
lm
t!+1
Ft (x) = F (x); para todo x punto de continuidad de F .
Para justicar los modelos epidemiológicos estocásticos propuestos en este trabajo (página 49)
se utiliza el teorema del límite central univariado enunciado a continuación:
Teorema 1.2. ([Blanco, pág. 304]) Sea X1; X2; : : : una sucesión de variables aleatorias reales
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Entonces la sucesión de variables aleatorias Y1; Y2; : : : converge en distribución a una variable
aleatoria real Y , donde Y tiene distribución normal estándar. Esto es,
lm
n!+1
P (Yn  x) =  (x), para todo x 2 R,
donde  (x) := P (Y  x) con Y  N (0; 1).
En el lema 3.2., utilizado para demostrar las condiciones sucientes para la existencia de la dis-
tribución estacionaria de los modelos SIS-estocástico y SEIR-estocástico, se tiene como condi-
ción suciente el hecho de que el proceso estocástico fXtgt0 es deMarkov de tiempo homogéneo,
denición que se presentará inmediatamente:
La función p (s; x; t; A) corresponde a la función que determina la probabilidad de que partiendo
del estado x en el tiempo (parámetro) s, el proceso estocástico llegue al conjunto A en el tiempo
t. La denición de dicha función está dada por:
Denición 1.39. ([Capasso, pág. 101 103]) Sea fXtgt0 un proceso de Markov con respecto
a la ltración f=tgt0 , con espacio de estados en Rn y denido sobre el espacio de probabilidad
(
;=; P ). Se dene la función de transición de probabilidad para todo B 2 B (Rn) y todo
x 2 R como
p (s; x; t; B) := P (Xt 2 BjXs = x) para todo s < t.
Se dice que un proceso de Markov es de tiempo homogéneo si las probabilidades de transición
de un estado x a un conjunto B en un periodo de tiempo t   s con s < t son siempre iguales,
es decir:
Denición 1.40. ([Capasso, pág. 112]) Un proceso de Markov fXtgt0 ,con las mismas condi-
ciones de la denición anterior, se dice que es de tiempo homogéneo, si y sólo si, para todo
s; t con 0 < s < t
(i) la función p (s; x; t; B) depende únicamente de t  s y
(ii) para todo B 2 B (Rn), todo x 2 Rn y todo u  0, se satisface que
p (s; x; t; B) = p (s+ u; x; t+ u;B) casi siempre.
De la denición anterior se tiene que si fXtgt0 es un proceso de Markov real de tiempo ho-
mogéneo entonces para todo B 2 B (Rn), todo x 2 Rn y todo u  0 se tiene que
p (s; x; t; B) = p (0; x; t  s;B) casi siempre,
para todo s; t con 0 < s < t ([Capasso, pág. 112]).
Suposición 1.1. En este trabajo se asumirá que los procesos fS (t)gt0 e fI (t)gt0 para el
modelo SIS estocástico y los procesos fS (t)gt0, fE (t)gt0, fI (t)gt0 y fR (t)gt0 para el
modelo SEIR-estocástico son todos procesos de Markov de tiempo homogéneo.
Denición 1.41. Sea fXngn2N una cadena de Markov de tiempo homogéneo, con conjunto de
estados S y denido sobre el espacio de probabilidad (
;=; P ). Como fXngn2N es de tiempo
homogéneo, entonces tomando m y m+1 para todo m 2 N, se tienen las siguientes probabilidades
pi;j := P (Xm+1 = jjXm = i) = p (m; i;m+ 1; j) = p(0; i; 1; j), para todo i; j 2 S,
las cuáles (si están denidas) se llaman probabilidades de transición([Blanco, pág. 319]).
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Notación 1.1. Siguiendo la notación de [Blanco, pág. 319], en una cadena de Markov de tiempo
homogéneo fXngn2N , con conjunto de estados S, se escribe la probabilidad de ir del estado i al
estado j en n pasos desde el tiempo 0 como
p
(n)
i;j := P (Xm+n = jjXm = i) = p(0; i;n; j), para todo m 2 N y todo i; j 2 S.
Si n = 0 entonces
p
(0)
i;j := P (Xm = jjXm = i) =

1 si i = j
0 si i 6= j .
Para demostrar la existencia de una distribución estacionaria de los procesos estocásticos
fI (t)gt0 en el modelo SIS-estocástico e fI (t)gt0 en el modelo SEIR-estocástico se utilizará el
lema 3.2., donde se tiene la hipótesis de que los procesos son regulares. Un proceso es regular
cuando a partir de cierto número de pasos(período de tiempo), n, las probabilidad de ir de
cualquier estado a otro son siempre positivas ([Rincón, pág. 86]). La denición corresponde a:
Denición 1.42. (i) ([Blanco, pág. 319 y 320]) En una cadena de Markov de tiempo homogéneo
fXngn2N con conjunto de estados S:






se llama la matriz de transición en n pasos.
Si existe n 2 N tal que todas las entradas de la matriz P (n)ij son positivas se dice que la cadena
fXngn2N es regular.
(ii) Una cadena de Markov de tiempo homogéneo fXtgt0 con conjunto de estados Rn se dice
que es regular, si y sólo si, existen s; t > 0 tales que t  s > 0 y para los cuáles la función de
transición de probabilidad, p (0; x; t  s;B), es positiva para todo B 2 B (Rn) y todo x 2 Rn.
Suposición 1.2. Los procesos de Markov fS (t) ; I (t)gt0 para el modelo SIS estocástico y
fS (t) ; E (t) ; I (t) ; R (t)gt0 para el modelo SEIR-estocástico son procesos regulares.
En la demostración de la existencia de la solución de los modelos SIS estocástico y SEIR esto-
cástico se utilizan los términos SIS y 
SEIR
 , además en la demostración de la existencia de
procesos estacionarios en ambos modelos se dene un término notado como  ; los cuáles son en
realidad tiempos de paro, denición presentada a continuación:
Denición 1.43. ([Ho Choe, pág. 102 103] y [Rincón, pág. 202]) Sean f=tgt0 una ltración
de la  álgebra = sobre el espacio de probabilidad (
;=; P ) y  una variable aleatoria con
valores en [0;+1). Se dice que  es un tiempo de paro con respecto a la ltración f=tgt0,
si y sólo si, f! 2 
 :  (!)  tg 2 =t para todo t  0.
En la demostración de la existencia de la solución de los modelos SIS estocástico y SEIR esto-
cástico se utilizan los términos SISe y 
SEIR
e ,los cuales son conocidos como tiempos de explosión.
La denición un tiempo de explosión corresponde a:
Denición 1.44. ([Rossi, pág. 1]) Sea X = fXtgt0 un proceso estocástico sobre el espacio de
probabilidad (
;=; P ) tal que X es adaptado a una ltración f=tgt0 de =.  e denido por
 e := mn ft : Xt (!) = +1, para casi todo ! 2 
g
es conocido como un tiempo de explosión con respecto a X.
La siguiente proposición será utilizada en la demostración del teorema 3.1.
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Proposición 1.1. ([Chang, pág. 48] y [Klebaner, pág. 242]) Sea X = fXtgt0 un proceso
estocástico sobre el espacio de probabilidad (
;=; P ) tal que X es adaptado a una ltración
f=tgt0 de =. Sean  una variable aleatoria tal que  (!) = a con a > 0 para todo ! 2 
 y
 e un tiempo de explosión con respecto a X, entonces  e y  son ambos tiempos de paro con
respecto a la ltración f=tgt0.
Demostración: [Chang, pág. 48].

Grácamente un tiempo de explosión  e se observará como en la siguiente gura
(1.a)
Se dene lo que es una martingala para luego denir lo que es una martingala local, siendo
ésta una de las condiciones sucientes de la ley fuerte de los grandes números para martingalas.
Además, en el lema 3.2. se necesita que el proceso estocástico sea una martingala local. Este lema
es utilizado para demostrar la extinción en los modelos SIS estocástico y SEIR estocástico
(página 81).
Denición 1.45. ([Capasso, pág. 91]) Sean X = fXtgt0 un proceso estocástico sobre el es-
pacio de probabilidad (
;=; P ) y f=tgt0 una ltración de =. Se dice que fXtgt0 es una
f=tgt martingala, si y sólo si, cumple las siguientes condiciones:
(i) fXtgt0 es =t adaptado
(ii) E (jXtj) < +1 para todo t  0.
(iii) E (Xtj =s) = Xs para todo s  t.
Para la siguiente denición se utiliza la notación de que r ^ s := mn fr; sg.
Denición 1.46. ([Capasso, pág. 99]) Sean X = fXtgt0 un proceso estocástico sobre el espacio
de probabilidad (
;=; P ) y f=tgt0 una ltración de =. Se dice que fXtgt0 es una martingala
local con respecto a f=tgt0, si y sólo si, existe una sucesión de tiempos de paro fngn2N, todos
con respecto a f=tgt0, tal que para todo n 2 N:
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(iii) fXt^ngt0 es una f=tgt martingala.
La sucesión de tiempos de paro fngn2N se conoce como una secuencia de localización.
Una martingala local fXtgt0 es continua, si y sólo si, todas las trayectorias del proceso son
funciones continuas (denición 1.28.).
Denición 1.47. Sean X = fXtgt0 y Y = fYtgt0 dos procesos estocásticos sobre el espacio
de probabilidad (
;=; P ), tal que Xt; Yt 2 L2 (
;=; P ) para todo t  0. Se dene el producto
interno en L2 (




y hX;Y it := E (XtYt).
El siguiente teorema se conoce como la ley fuerte de los grandes números para martingalas
locales. Este teorema se utiliza para demostrar la persistencia en la media de ambos modelos y
la proposición 3.2. donde se muestra la media y la varianza de la distribución estacionaria del
modelo SIS estocástico.
Teorema 1.3. ([Mao, pág. 12]) Sea M = fMtgt0 una martingala local continua con valores
en los reales y sobre el espacio de probabilidad (
;=; P ), tal que M0 = 0 casi siempre, entonces
(i) si lm
t!+1
hM;Mit = +1 c.s. implica que lmt!+1
Mt
hM;Mit










1.3. La integral de Itô
En el capítulo 2 página 50 se presentan los modelos epidemiológicos SIS-estocástico y SEIR-
estocástico. Por lo que se dijo en la sección anterior, dichos modelos presentan un cambio
en la tasa de infectividad (ver página 49), escribiéndose como  + dB (t), donde fB (t)gt0
es un movimiento browniano. En la página 50 se muestra que las ecuaciones de los modelos
SIS-estocástico y SEIR-estocástico son en realidad ecuaciones diferenciales estocásticas con un
diferencial dB (t) (diferencial del movimiento browniano). La denición formal corresponde a
Denición 1.48. ([Karatzas, pág. 47]) Sea B = fBtgt0 = fB (t)gt0 un proceso estocástico
sobre un espacio de probabilidad (
;=; P ). Decimos que B es un movimiento Browniano si
(i) B0 = B (0) = 0 casi siempre.
(ii) B tiene incrementos independientes y estacionarios.
(iii) Para todo s < t con s > 0 se tiene que Bt  Bs  N(0; t  s).
(iv) Las trayectorias del proceso, (t; !)! Xt (!) para todo t  0 y todo ! 2 
, son continuas.
Sea el proceso estocástico fB (t)gt0 = f(B1 (t) ; : : : ; Bm (t))gt0 tal que fBi (t)gt0 es un
movimiento browniano y los fBi (t)gt0s son independientes para todo i = 1; : : : ;m , entonces
se dice que fB (t)gt0 es un movimiento browniano m-dimensional.
En [Resnick, pág. 489 494] se demuestra la existencia del movimiento browniano. Al modelar
cinco trayectorias de un movimiento browniano utilizando el método de Euler-Maruyama (ver
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capítulo 4 ) obtuvimos la siguiente gráca
(1.b)
se observa que si fBtgt0 = fB (t)gt0 es un movimiento browniano sobre (
;=; P ), entonces
para cada ! 2 
 se tendrán trayectorias (t; !) ! B (t; !) distintas. Esto quiere decir que el
comportamiento del movimiento browniano no es determinista, porque el comportamiento varía
conforme varía ! 2 
.
Denición 1.49. ([Øksendal, pág. 25]) Sean (
;=; P ) un espacio de probabilidad y f=tgt0
una ltración de = tal que
(i) Un movimiento browniano fBtgt0 está denido sobre el espacio de probabilidad (
;=; P ).
(ii) f=tgt0 satisface que =t =  (fBs : 0  s  tg) para todo t  0.
La ltración f=tgt0 se conoce como la ltración browniana.
El conjunto de las funciones V (S; T ) son en realidad las funciones integrables con respecto a la
integral de Itô en el intervalo [S; T ]. Formalmente se denen como
Denición 1.50. ([Øksendal, pág. 25]) Sea (
;=; P ) un espacio de probabilidad sobre el cual
está denida la ltración browniana f=tgt0 y sea la clase de las funciones f denidas por
f : [0;+1) 
  ! R
(t; !)  ! f (t; !) , (1.1)
se tiene que ff (t)gt0 es un proceso estocástico. Se dice que f 2 V (S; T ) (más adelante,
funciones integrables en el sentido Itô) con 0 < S < T , si y sólo si, ff (t)gt0 cumple las
siguientes condiciones:
(i) (t; !)  ! f (t; !) es B ([0;+1))
= medible para todo t  0 y todo ! 2 
.





f2 (t; !) dt
#
< +1 para todo ! 2 
.
Se dene el conjunto de funciones V como V := \T>0V (0; T ).
Denimos ahora las funciones elementales como sigue
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Denición 1.51. ([Øksendal, pág. 26]) Sea (
;=; P ) un espacio de probabilidad sobre el cual
está denida la ltración browniana f=tgt0, ' 2 V (S; T ) y t0; t1; : : : tal que 0  t0 < t1 <
: : : < tn. Se dice que ' es una función elemental, si y y sólo si, se escribe de la forma la
forma
' (t; !) =
nP
j=0
ej (!)1[tj ;t+1) (t),
donde ej son funciones (t; !)  ! ej (t; !) tales que, ej es =tj medible para todo j = 0; 1; 2; : : :
con
1(tj ;t+1] (t) =

1 si t 2 [tj ; t+ 1)
0 si t =2 [tj ; t+ 1)
.
Toda función f 2 V (S; T ) se puede aproximar por medio de sucesiones de funciones elementales
f'ngn2N. La denición de aproximación está dada por
Denición 1.52. ([Øksendal, pág. 27]) Sea (
;=; P ) un espacio de probabilidad sobre el cual
está denida la ltración browniana f=tgt0. Sean una sucesión de funciones f'ngn2N sobre







(f (t; !)  'n (t; !))2 dt
#
= 0,
se dice que f'ngn2N se aproxima a f sobre el intervalo [S; T ].
Para denir la integral de Itô en el intervalo [S; T ] con S; T > 0 para las funciones f 2 V (S; T )
se dene primero para las funciones elementales ' como sigue:
Denición 1.53. ([Øksendal, pág. 26]) Sean (
;=; P ) un espacio de probabilidad sobre el cual
está denida la ltración browniana f=tgt0 y ' una función elemental. La integral de Itô de
la función ' en el intervalo [S; T ] con 0 < S < T se dene como
TR
S
' (t; !) dB (t; !) =
nP
j=0
ej (!) [B (tj+1; !) B (tj ; !)], para todo ! 2 

Para denir la integral de Itô para toda f 2 V (S; T ) seguimos los siguientes pasos (ver
[Øksendal, pág. 26]) que en realidad son proposiciones que demuestran que para toda fun-
ción f 2 V (S; T ) existe una sucesión de funciones elementales f'ngn2N tales que 'n 2 V (S; T )
para todo n 2 N y E
hR T
S (f (t; !)  'n (t; !))
2 dt
i
! 0 cuando n! +1.
Paso 1.1. Sea g 2 V (S; T ) acotada y g (; !) continua para todo ! 2 
, entonces existe una






(g (t; !)  'n (t; !))2 dt
#
! 0 cuando n! +1.
Paso 1.2. Sea h 2 V (S; T ) acotada, entonces existe una sucesión de funciones acotadas
fgngn2N  V (S; T ) y g (; !) continua para todo ! 2 






(h (t; !)  gn (t; !))2 dt
#
! 0 cuando n! +1.
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Paso 1.3. Sea f 2 V (S; T ) acotada, entonces existe una sucesión de funciones acotadas






(f (t; !)  hn (t; !))2 dt
#
! 0 cuando n! +1.
Con los pasos anteriores ya podemos denir la integral de Itô para toda función en f 2 V (S; T )
como sigue
Denición 1.54. ([Øksendal, pág. 27]) Sean (
;=; P ) un espacio de probabilidad sobre el cual
está denida la ltración browniana f=tgt0 y ff (t)gt0 una función tal que f 2 V (S; T ). La









'n (t; !) dB (t; !) en L
2 (
;=; P )





(f (t; !)  'n (t; !))2 dt
#
! 0 cuando n! +1.
La siguiente proposición se demuestra a partir de la denición anterior, prueba se puede consul-
tar en [Øksendal, pág. 30]. La propiedad (iii) en particular se utiliza para demostrar la existencia
de procesos estacionarios en la sección 3.4.
Proposición 1.2. ([Øksendal, pág. 30]) Sean (
;=; P ) un espacio de probabilidad sobre el cual




f (t; !) dB (t; !) =
UR
S
f (t; !) dB (t; !) +
TR
U





[cf + g] (t; !) dB (t; !) = c
TR
S
f (t; !) dB (t; !) +
TR
S












f (t) dB (t) es =t medible.
(v) Isometría de Itô:*
TR
S
f (t; !) dB (t) ;
TR
S





f (t; !) dB (t)
!235 = E"TR
S
f2 (t; !) dt
#
.
Notación 1.2. Sean (
;=; P ) un espacio de probabilidad sobre el cual está denida la ltración
browniana f=tgt0 y f; g 2 V (S; T ). El producto interno (denición 1.47.) de las variables
aleatorias
R T
S f (t; !) dB (t) y
R T
S g (t; !) dB (t) se nota como:*
TR
S
f (t; !) dB (t) ;
TR
S






f (t; !) dB (t)
TR
S
g (t; !) dB (t)
#
,
de manera que por la formula de Itô tendremos que
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TR
S
f (t; !) dB (t) ;
TR
S






f2 (t; !) dt
#
.
Al momento de introducirse las variables aleatorias reproductivas básicas (página 57) éstas
tedrán una distribución normal cuyos parámetros se determinarán con ayuda de la siguiente
proposición:
Proposición 1.3. ([Klebaner, pág. 393] y [Papani, pág. 15]) Sean (
;=; P ) un espacio de
probabilidad sobre el cual está denida la ltración browniana f=tgt0 y f 2 V (0; T ). Entonces
se tiene que
R T
0 f (t) dB (t) es una variable aleatoria cuya distribución está dada por:
TR
0








Utilizando la integral de Itô se dene lo que se conoce como un proceso de Itô. Para dicha
denición necesitamos denir la clase de funciones WH (S; T ), denición similar a la de las
funciones del tipo V (S; T ), pero debilitando las condiciones (i) y (ii) en dicha denición.
Denición 1.55. ([Øksendal, pág. 35]) Sean un espacio de probabilidad (
;=; P ), H = fHtgt0
una ltración de = tal que fB (t)gt0 es una Ht martingala y la clase de las funciones v
denidas por
v : [0;+1) 
  ! R
(t; !)  ! v (t; !) , (1.2)
se tiene que fv (t)gt0 es un proceso estocástico. Se dice que v 2 WH (S; T ) con 0 < S < T; si
y sólo si, fv (t)gt0 cumple las siguientes condiciones:
(i) ([Øksendal, (i) de la denición 3.1.4, pág. 25]) (t; !)  ! f (t; !) es B ([0;+1))
= medible.
(ii) ([Øksendal, (ii), pág. 34]) v (t; !) es Ht adaptado.




v2 (s; !) ds < +1
!
= 1.
Se dene el conjunto de funciones WH como WH := \T>0WH (0; T ).
En la siguiente proposición se tiene que h 2 WH (S; T ) implica que h es una martingala local
continua. Esta es una condición suciente del lema 3.1, con el cual se prueba la extinción en
los modelos SIS estocástico y SEIR estocástico (página 66).
Teorema 1.4. (i) ([Øksendal, pág. 53]) Sean fB (t)gt0 un movimiento browniano denido so-
bre un espacio de probabilidad (
;=; P ), f=tgt0 la ltración browniana y g 2 V (0; T ). Entonces




g (r; !) dB (r) para todo 0  t  T , casi siempre,
luego
R t
0 g (r; !) dB (r) es una f=tgt martingala.
(ii) ([McLeish, pág. 105] & [Bain, pág. 50]) Sean fB (t)gt0 un movimiento browniano denido
sobre un espacio de probabilidad (
;=; P ), H = fHtgt0 una ltración de = tal que fB (t)gt0
es una Ht martingala y h = fh (t)gt0 2 WH (0; T ). Entonces existe una fHtgt martingala
local continua fXtgt0 tal que




h (r; !) dB (r) para todo 0  t  T , casi siempre,
luego
R t
0 h (r; !) dB (r) es una fHtgt martingala local.
Necesitamos denir un proceso de Itô para enunciar la fórmula de Itô. Veamos
Denición 1.56. ([Øksendal, pág. 44]) Sea fB (t)gt0 un movimiento browniano denido sobre
un espacio de probabilidad (
;=; P ) y H = fHtgt0 una ltración de = tal que fB (t)gt0 es
una Ht martingala. Un proceso de Itô o una integral estocástica es un proceso estocástico
fX (t)gt0 sobre (
;=; P ) de la forma
X (t; !) = X (0; !) +
tR
0
u (s; !) ds+
tR
0
v (s; !) dB (s; !),
tal que





v2 (s; !) ds < +1, para todo t  0

= 1;





ju (s; !)j ds < +1, para todo t  0

= 1.
Nota 1.2. ([Øksendal, pág. 44]) La notación integral de un proceso de Itô,
X (t) = X (0) +
tR
0
u (s; !) ds+
tR
0
v (s; !) dB (s; !),
se puede escribir en notación diferencial como
dX (t; !) = u (t; !) dt+ v (t; !) dB (t; !).
Denición 1.57. Para el caso multidimensional consideremos el proceso estocástico fX (t)gt0
con X (t) = (X1 (t) ; :::; Xn (t))
T 2 Rn para todo t  0 , fB (t)gt0 un movimiento browniano
m dimensional sobre (
;=; P ) y H = fHtgt0 una ltración de = tal que fB (t)gt0 es una
Ht martingala. Sea la notación diferencial de fX (t)gt0 dada por8><>:
dX1 (t) = u1 (t; !) dt+ v11 (t; !) dB1 (t; !) + : : :+ v1m (t; !) dBm (t; !)
...
dXn (t) = un (t; !) dt+ vn1 (t; !) dB1 (t; !) + : : :+ vnm (t; !) dBm (t; !)
o en forma matricial simplicada
dX (t) = u (t; !) dt+ v (t; !) dB (t),
tal que
u (t; !) =
0B@ u1 (t; !)...
un (t; !)
1CA, v (t) =
0B@ v11 (t; !) : : : v1m (t; !)... . . . ...
vn1 (t; !) : : : vnm (t; !)
1CA y dB (t) =
0B@ dB1 (t; !)...
dBm (t; !)
1CA,
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ij (s; !) ds < +1, para todo t  0

= 1
para todo i = 1; : : : ; n y todo j = 1; : : : ;m, ui (t; !) Además ui (t; !) es un proceso Ht adaptado
y P
R t
0 jui (s; !)j ds < +1, para todo t  0

= 1. para todo i = 1; : : : ; n. Se dice que fX (t)gt0
es un proceso de Itô n-dimensional.
Ejemplo 1.14. Los procesos estocásticos para el modelo SIS-estocástico, fS (t) ; I (t)gt0, y
para el modelo SEIR-estocástico, fS (t) ; E (t) ; I (t) ; R (t)gt0, son procesos de Itô cuya notación
diferencial está en la página 50. N
Se puede decir que el siguiente teorema es uno de los más importantes para este trabajo, ya
que aparece en las demostraciones de todos los teoremas del capítulo 3. Además gracias a la
fórmula de Itô se tiene la integración por partes utilizado para denir las variables aleatorias
reproductivas básicas de las ecuaciones 2.21, 2.22, 2.23 y 2.24. El enunciado de este importante
teorema corresponde a
Teorema 1.5 (La fórmula de Itô unidimensional). ([Øksendal, pág. 44 y 46] y [Marín,
pág. 13]) Sea fX (t)gt0 un proceso de Itô dado por
dX (t) = u (t) dt+ v (t) dB (t) (1.3)
Sea V (t; x) 2 C2 ([0;+1) R), esto es V tiene derivadas parciales continuas y diferenciables
en [0;+1)  R, entonces el proceso estocástico dado por Y (t) = V (t;X (t)) es un proceso de
Itô tal que



















(t;X (t)) dB (t)
(1.4)
En notación integral la ecuación 1.4. está dada por ([Øksendal, pág. 46]):
























(s;X (s)) dB (s)
(1.5)
ecuación que utilizaremos para determinar la distribución de las variables reproductivas básicas
(página 50).
Notación 1.3. En [Marín, pág. 13] se nota Vt = @V@t , Vx =
@V




que se usará en este trabajo.
En la fórmula de Itô aparece la expresión que conocemos como el operador diferencial, cuya
denición corresponde a:
Denición 1.58. Sean fX (t)gt0 un proceso de Itô dado por la ecuación 1.4. y la función
g (t; x) 2 C2 ([0;+1) R). Se dene el operador diferencial L de g como
L (g (X (t))) :=
@g
@t









(t;X (t)) . (1.6)
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El operador diferencial cobra importancia al momento de demostrar la estabilidad de los modelos
SIS-estocástico y SEIR-estocástico en los teoremas 2.5 y 2.6.
La fórmula de Itô multidimensional se utiliza para demostrar los teoremas de existencia, per-
sistencia en la media, extinción y existencia de procesos estacionarios para los modelos SIS-
estocástico y SEIR-estocástico en el capítulo 3.
Teorema 1.6 (La fórmula de Itô multidimensional). ([Øksendal, pág. 44] y [Marín, pág.
13]) Sea fX (t)gt0 un proceso de Itô n dimensional como en la denición 1.56., es decir,
dX (t) = u (t; !) dt+ v (t; !) dB (t).
Sea una función V 2 C2 ([0;+1) R) tal que
V : [0;+1) Rn ! Rp
(t;X (t)) ! (V1 (t;X (t)) ; : : : ; Vp (t;X (t)))T
entonces el proceso estocástico dado por Y (t) = V (t;X (t)) es un proceso de Itô tal que
dV (t;x) = (Vt (t;X (t)) + u (t;!)Vx (t;X (t))
+ 12tr

vT (t;!)Vx2 (t;X (t))v (t;!)

dt+ v(t;!)Vx (t;X (t)) dB (t)
(1.7)
donde

















































Para enunciar el teorema de integración por partes, el cual se utiliza en la página 56, se debe
denir la variación cuadrática de una función sobre un movimiento browniano, veamos:
Denición 1.59. ([Øksendal, ejercicio 2.17]) (i) Sean B = fB (t)gt0 un movimiento brow-
niano sobre el espacio de probabilidad (
;=; P ), f : R ! R una función y un intervalo [0; T ]
con una partición dada por  = ft0; t1; : : : ; tng con 0 = t0 < t1 < : : : < tn = T . Sean 4ti, kk
y 4f (B (ti)), dados respectivamente por:
4ti := jti   ti 1j para todo i = 1; : : : ; n,
kk := max fjti   ti 1j : i = 1; : : : ; ng y
4f (B (ti)) := f (B (ti))  f (B (ti 1)).
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y se dene la variación cuadrática de f con respecto a B sobre [0; T ] como





(ii) Una función f (s; !) se dice que es de variación cuadrática acotada, si y sólo si,
V C (f) < +1.
Teorema 1.7 (Integración por partes). ([Øksendal, pág. 46] ) Sean f (s; !) una función
continua de variación acotada sobre [0; t] y B = fB (t)gt0 un movimiento browniano sobre el
espacio de probabilidad (
;=; P ), entonces
tR
0
f (s) dB (s) = f (t)B (t) 
tR
0
B (s) df (s), casi siempre.
Los modelos SIS-estocástico y SEIR-estocástico en realidad son sistemas de ecuaciones dife-
renciales estocásticas cuya denición corresponde a
Denición 1.60. ([Capasso, pág. 213]) Sean fB (t)gt0 un movimiento browniano sobre un es-
pacio de probabilidad (
;=; P ), f=tgt0 la ltración browniana y a (t; x) ; b (t; x) dos funciones
reales B ([t0; T ]) 
 R medibles para 0 < t0 < T . Sean u0 una variable aleatoria real, =u0 la
 álgebra generada por u0 con =u0 independiente de =t para todo t  t0 y =u0;t la  álgebra
generada por la unión de los eventos de =u0 y de =t, para todo t  t0. El proceso estocás-
tico fu (t)gt2[t0;T ] es llamado una solución (en caso de existir) de la ecuación diferencial
estocástica (EDE)
du (t) = a (t; u (t)) dt+ b (t; u (t)) dB (t) , para t 2 [t0; T ] ,
u (t0) = u0 casi siempre,
si y sólo si, para todo t 2 [t0; T ]
(i) u (t) es =u0;t medible,
(ii) ja (t; u (t))j1=2, b (t; u (t)) 2 C1 ([t0; T ] R) y
(iii) u (t) está dado por u (t) = u (t0) +
tR
0
a (s; u (s)) ds+
tR
0
b (s; u (s)) dB (s).
Las funciones a y b se llaman los coecientes de la EDE.
Análogamente el proceso estocástico fx (t)gt2[t0;T ] con x (t) = (x1 (t) ; ; xn (t))
T con t 2 [t0; T ],
es una solución (en caso de existir) del sistema de EDE
dx (t) = u (t;x (t)) dt+ v (t;x (t)) dB (t), x (t0) = x0 casi siempre,
donde fB (t)gt0, u (t;x (t)) y v (t;x (t)) son como en la denición de proceso de Itô n-dimensio-
nal; si y sólo si, x (t) es =x0;t medible, jui (t;x (t))j
1=2, vij (t;x (t)) 2 C1 ([t0; T ] R) para todo
i = 1; : : : ; n, j = 1; : : : ;m y
xi (t) = x (t0) +
tR
0






vij (t; !) dBj (s)

, para todo i = 1; : : : n.
De la denición anterior tenemos que si ja (t; u (t))j1=2, b (t; u (t)) 2 C1 ([t0; T ] R) entonces
las integrales dadas por
R t
0 a (s; u (s)) ds y
R t
0 b (s; u (s)) dB (s) están denidas. Esto para que la
solución de la EDE, u (t), esté bien denida.
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Ejemplo 1.15. Las ecuaciones (2.22) y (2.23) son las ecuaciones diferenciales estocásticas para
los modelos SIS-estocástico y SEIR-estocástico, respectivamente. Éstas EDE están denidas para
un movimiento browniano fB (t)gt0 sobre un espacio de probabilidad (
;=; P ). Al ser (2.22)
y (2.23) dos EDE entonces sus coecientes son todos B ([0;+1))
 R medibles.
En el teorema 3.1. se demuestra que las soluciones de los sistemas (2.22) y (2.23) existen, siendo
éstas los procesos estocásticos fS (t) ; I (t)gt0 e fS (t) ; E (t) ; I (t) ; R (t)gt0, respectivamente.
En el lema 3.2. se utiliza la hipótesis de que el dominio U tiene frontera regular. Sea fXtgt0 un
proceso de Markov de tiempo homogéneo con conjunto de estados S continuo sobre un espacio de
probabilidad (
;=; P ) con valores en R, =t adaptado a una ltración f=tgt0 de =. La función
de transición de probabilidad en el periodo de tiempo t desde el estado x0 hasta el conjunto
B 2 B (R), está dada por
p (0; x0; t; B) = P (X (t) 2 BjX (0) = x0) =
R
B
P (X (t) = xjX (0) = x0) dx.
En [Capasso, pág. 263] se utiliza la siguiente notación para la función P (X (t) = xjX (0) = x0):
f (x0;x; t) := P (X (t) = xjX (0) = x0),
Sea fXtgt0 un proceso de Markov de tiempo homogéneo con valores en R, se dene para el
intervalo [; ]:
Denición 1.61. ([Capasso, pág. 263]) (i) Un punto de frontera  es un accesible desde
(; ), si y sólo, si para todo x0 2 (; ) y para todo " > 0 existe t > 0 tal que
+"R
 "
f (x0; y; t) dy > 0.
(ii) Un punto interior x0 2 (; ) es accesible desde el punto de frontera , si y sólo, si para
todo " > 0 existe un tiempo t > 0 tal que
x0+"R
x0 "
f (; y; t) dy > 0.
Denición 1.62. ([Capasso, pág. 264]) Se dice que  es un punto de frontera regular, si y
sólo si,  es accesible desde (; ) y para todo x0 2 (; ) se tiene que x0 es accesible desde el
punto frontera . Si  es también un punto de frontera regular se dice f; g es una frontera
regular.
Si fXtgt0 toma valores en Rn entonces la función de transición de probabilidad en el periodo
de tiempo t desde el estado x0 = (x01 ; : : : ; x0n) 2 Rn hasta el conjunto B 2 B (Rn), está dada
por




P (X (t) = (x1; : : : ; xn)jX (0) = (x01 ; : : : ; x0n)) dx1 : : : dxn.
Se utiliza la siguiente notación para la función P (X (t) = xjX (0) = x0) con x = (x1; : : : ; xn):
f ((x01 ; : : : ; x0n) ; (x1; : : : ; xn) ; t) := P (X (t) = (x1; : : : ; xn)jX (0) = (x01 ; : : : ; x0n)),
Sea fXtgt0 un proceso de Markov de tiempo homogéneo con valores en Rn, se dene para un
conjunto cerrado C y para  = (1; : : : ; n) 2 @C:
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Denición 1.63. ([Capasso, pág. 263]) (i) Un punto de frontera  es un accesible desde




f ((x01 ; : : : ; x0n) ; (y1; : : : ; yn) ; t) dy1    dyn > 0.
(ii) Un punto x0 2 Int (C) es accesible desde el punto de frontera , si y sólo si, para toda




f ((1; : : : ; n) ; (y1; : : : ; yn) ; t) dy1    dyn > 0.
Denición 1.64. ([Capasso, pág. 264]) Se dice que  es un punto de frontera regular, si y
sólo si,  es accesible desde IntC y para todo x0 2 IntC se tiene que x0 es accesible desde . Si
para todo  2 @C,  es un punto de frontera regular, se dice que @C es una frontera regular.
A grosso modo una frontera es regular cuando la probabilidad de que todo estado de IntC
alcance cualquier estadode @C es siempre positiva y la probabilidad de que todo estado de
@C alcancecualquier estado de IntC también es positiva.
La denición de accesible y de frontera regular no se utilizan en esto trabajo salvo para enunciar
el lema 3.2. Para aplicar dicho lema en los teorema 3.6 y 3.7 es necesario que el proceso
estocástico fI (t)gt0 en los modelos SIS-estocástico y SEIR-estocástico tenga frontera regular
para algunos de sus subconjuntos, razón por la cual se enuncian las suposiciones 3.1 y 3.2 (ver
páginas 82 y 88 ).
Capítulo 2
Hacia los modelos epidemiológicos
estocásticos
En este capítulo se introduce el estudio del modelamiento matemático epidemiológico. Primero
se comparan los modelos deterministas con los modelos estocásticos, mostrándose las ventajas de
los modelos estocásticos sobre los deterministas. Luego se presentan los modelos deterministas
de tipo SIS, SIR, SEIR y SEIS. Se explicará cómo funcionan tales modelos y se denirá el
número reproductivo básico, que denotará el número de nuevos infectados por un individuo
infeccioso cuando la población es completamente susceptible. Para construir matemáticamente
el número reproductivo básico se utilizará el enfoque vía integral de [He¤ernan, Pág. 282-284].
Se hace un estudio detallado de la estabilidad de los modelos deterministas de tipo SIR, SIS y
SEIR, demostrándose las condiciones sucientes para tener estabilidad asintótica de la condición
inicial.
Una vez se tienen generalidades de los modelos epidemiológicos deterministas se determinarán
algunos modelos epidemiológicos estocásticos, los que llamaremos el modelo SIR-estocástico, el
modelo SIS-estocástico y el modelo SEIR-estocástico. Estos modelos estudiarán globalmente
el comportamiento de los diferentes tipos de población (infecciosos, recuperados, susceptibles)
utilizando el movimiento browniano. Cabe resaltar que hay otras versiones estocásticas de los
modelos SIR, SIS y SEIR, sin utilizar movimiento browniano, por ejemplo, en .[Gordillo]. Con
la denición de dichos modelos se estudia la estabilidad de los mismos, determinando las condi-
ciones sucientes para la estabilidad asintótica de la condición inicial.
En la última parte de este capítulo se denirá el número reproductivo básico y la variable
reproductiva básica para los modelos SIS-estocástico y SEIR-estocástico. Al calcular la integral
del número reproductivo básico, para los modelos SIS y SEIR estocásticos, se encuentra que
dichos valores son variables aleatorias cuya esperanza corresponde a los número reproductivos
básicos para los modelos deterministas de tipo SIS y SEIR. Esta denición, sin embargo, es poco
útil ya que en los capítulos posteriores se presentan condiciones numéricas sucientes para la
extinción, la persistencia en la media, la existencia de distribución estacionaria y las simulaciones
de los modelos. Es por ello que se exploran condiciones numéricas sucientes para tener la
estabilidad asintótica en los modelos SIS y SEIR estocásticos, dadas sus condiciones iniciales.
Bajo este enfoque se dene el número reproductivo básico para el modelo SIS-estocástico y
SEIR-estocástico.
2.1. Modelos deterministas versus modelos estocásticos
En la sección 2.2. se denierán algunos modelos epidemiológicos matemáticos que involucran el
uso de ecuaciones diferenciales ordinarias siendo dichos modelos deterministas. En [Anderson]
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se dene un modelo determinista como aquel modelo donde su futuro está completamente de-
terminado por su presente y por su pasado mientras que un modelo estocástico es aquel donde
a pesar de que tengamos conocimientos de un estado del sistema (del presente y del pasado) no
podemos determinar con exactitud cuál es su valor en el futuro. En un modelo estocástico, sin
embargo, es adecuado determinar el conjunto de eventos futuros los cuáles pueden ocurrir con
mayor probabilidad o también determinar el futuro esperado(el futuro promedio). Veamos
los siguientes ejemplos
Ejemplo 2.1. ([Anderson, pág. 3] y [Wehrly, pág. 29]) Un modelo determinista de crecimiento
bacteriano
Consideremos x (t) como el número de bacterias en el tiempo t, la tasa de nacimiento de las
bacterias igual a 1=3 bacterias/hora y la tasa de muerte igual a 1=5 bacterias/hora. Se tiene










x (t) y x (0) = x0,





nos permite conocer el futuro exacto del crecimiento de dicha bacteria con sólo calcular x (t1)
para un tiempo futuro t1. De esta manera el modelo dado es determinista. N
Ejemplo 2.2. ([Anderson, pág. 4] y [Wehrly, pág. 30-32]) Un modelo estocástico de crecimiento
bacteriano
Siguiendo el ejemplo del modelo anterior, considérese que el crecimiento bacteriano utiliza la
hipótesis realista de que el tiempo que tarda cada bacteria en dividirse para formar una nueva
bacteria1 es de aproximadamente 3 horas2. Si consideramos las variables aleatorias T1 como
el periodo tiempo en que se divide una bateria por primera vez, T2 como el periodo de tiempo
entre la primera y la segunda división, etc. ( [Rincón, pág. 125]), entonces n = T1 + : : : + Tn
es el tiempo que toma a una bacteria dividirse n veces y  (t) := max fn : n  tg para t  0
es el número de divisiones que han ocurrido entre el instante 0 y el instante t. Al saberse que
una bacteria tarda en promedio 3 horas para dividirse, se modela T1; : : : ; Tn como variables
aleatorias iid con distribución exponencial de parámetro 3, es decir, T1; : : : ; Tn  Exp (3). En
la literatura el proceso estocástico f (t)gt0 es un proceso de Poisson de parámetro 3 ([Rincón,
pág. 125]).
El total de nuevas bacterias en el tiempo t corresponde al número de divisiones de una bacteria
ocurridas en el intervalo [0; t] (modelado por  (t)) multiplicado por el número de bacterias en el
tiempo t (determinado por x (t)), es decir,  (t)x (t). De manera análoga, si una bacteria fallece
cada 5 horas, entonces Qn es el periodo de tiempo en que muere la n 1 bacteria y la n bacteria,
n = Q1 + : : : + Qn es el tiempo en el que n bacterias mueren y  (t) := max fn : n  tg es
el número de bacterias muertas en el periodo de 0 a t. Análogamente que para las divisiones,
Q1; : : : ; Qn  Exp (5) y nuevamente f (t)gt0 es un proceso de Poisson de parámetro 5 y
 (t)x (t) es el número de bacterias fallecidas de un total de x (t) bacterias. Así
dx (t)
dt
= ( (t)   (t))x (t) y x (0) = x0,
1Se suponen que las bacterias se reproducen por mitosis.
2Por aproximadamente en este ejemplo se entiende que la bacteria no se divide exáctamente en 3 horas, sino
que se divide en promedio cada 3 horas.
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es el modelo estocástico para determinar el crecimiento bacteriano. En [Anderson, pág. 5] se
muestra la siguiente gura de la solución del sistema determinista presentado en el ejemplo
anterior (en negro) frente a tres realizaciones diferentes del modelo estocástico presentado en
este ejemplo (verde, rojo y azul).
(2.a)
De acuerdo con el gráco en el modelo estocástico tenemos varias realizaciones, es decir, no
conocemos la realización para el futuro, en contraste con el modelo determinista. N
En el ejemplo anterior se observa que tanto el modelo determinista como el estocástico mode-
lan una misma situación, es más realista considerar un modelo estocástico, ya que este modelo
no considera un único pronóstico (para el futuro), sino que considera un conjunto de posibles
pronósticos. El enfoque para los modelos estocásticos es determinar los pronósticos más proba-
bles.
Otra consideración importante para tomar un modelo estocástico es considerar las posibles dis-
crepancias3 de los datos. De acuerdo con [Gelman, pág. 188] los datos a menudo se ajustan
de manera determinista; es decir, los resultados observados se modelan como exactamente pre-
decibles a partir de un pequeño conjunto de parámetros. Sin embargo, su estado conceptual4 es
poco claro, dadas las inevitables discrepancias entre el modelo y los datos. Además, el exceso de
ajuste5 puede hacer que las tasas de error sean subestimadas, por lo cual es necesario presentar
un modelo que plantee las posibles discrepancias en sus hipótesis. En el ejemplo anterior tales
discrepancias están dadas por el tiempo que requiere la bacteria para llegar a dividirse, aspecto
que no se considera en el modelo determinista.
2.2. Algunos modelos epidemiológicos deterministas
En 1927 Kermack y McKendrick presentan el primer modelo epidemiológico matemático que
involucra el uso de ecuaciones diferenciales ordinarias en la publicación [Kenmack] el cual se
conocerá como el modelo SIR. Las hipótesis bajo las cuáles se utiliza este modelo está en con-
siderar que la población se divide en tres categorías: los individuos susceptibles, los individuos
infectados que también son infecciosos (al estar en contacto con un susceptible pueden
3Las posibles discrepacias se reeren a no contemplar errores en la toma de los datos, también a las perturba-
ciones biológicas o climáticas que afectan el valor de los mismos, etc.
4Por estado conceptual se entenderá como el análisis de los resultados que se obtienen utilizando el modelo
propuesto. En éstos análisis no se tienen en cuenta las discrepacias entre el modelo y los datos.
5Al modelarse matemáticamente una enfermedad, una dinámica poblacional, etc. se ajustan los datos a un
modelo y partir de éste ajuste se sacan conclusiones. Hay un exceso de ajuste cuando las hipótesis del modelo no
consideran algunos aspectos relevantes, por ejemplo, biológicos.
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propagar la enfermedad) y los individuos removibles, siendo las tres categorías mutuamente
excluyentes6 entre sí sobre una población que es considerada cerrada, es decir, la población
total, N , bajo éste modelo permanece constante, esto es,
I (t) + S (t) +R (t) = N , para todo t  0, (2.1)
donde S (t) ; I (t) y R (t) denotan el número de individuos susceptibles, infectados y removibles
en el tiempo t. Los individuos susceptibles son aquellos que están propensos a contagiarse
de una enfermedad al tener contacto infeccioso con los individuos infectados, quienes no sólo
contagian la enfermedad sino que también presentan sintomatología y afectar su calidad de vida
a causa de la misma. Los individuos removibles son aquellos que dejan de ser infectados,
es decir; aquellos individuos que fallecen a causa de la enfermedad, que son aislados por sus
síntomas o que desarrollan inmunidad frente a la enfermedad (ya sea por tratamiento médico o
por inmunidad desarrollada por el mismo paciente) ([Galindo, pág. 239]).
Otra hipótesis del modelo está en considerar el siguiente ujo en la población: un individuo
es susceptible hasta que está en contacto con un individuo infeccioso quien lo contagia de
la enfermedad, una vez pasa esto, el invidivuo quien era susceptible pasa a ser un individuo
infectado. Luego un individuo infectado recibiendo o no tratamiento médico pasa a ser un
individuo removible. Una población que cumpla este ujo bajo determinada enfermedad es una
población del tipo SIR. Grácamente tendremos que el diagrama de ujo de la enfermedad
está dado por
donde  y 1= son respectivamente la tasa de infectividad y el tiempo de remoción.
La tasa de infectividad se expresa en términos de numero de personas=unidad de tiempo, por
ejemplo, si en el año 2003 hubo 15 personas infectadas entonces la tasa de infectividad será de 15
personas=a~no o de 1; 25 personas=mes o de 0; 041666 personas=d{a. Si tenemos en el tiempo
t, S(t) personas susceptibles e I(t) personas infectadas entonces tendremos I(t)S(t) nuevos
infectados (por los I(t) infectados de un total de S(t) susceptibles) por unidad de tiempo,
por consiguiente, el cambio de susceptibles por unidad de tiempo (dS (t) =dt) corresponde a
 I(t)S(t) y el cambio de infectados por unidad de tiempo (dI (t) =dt) corresponde a los nuevos
infectados I(t)S(t) menos los individuos recuperados de los I(t) infectados por unidad de
tiempo.
Por otra parte, al ser 1= un tiempo entonces tendremos que  es en realidad una tasa, por ejem-
plo, si suponemos que en promedio una persona tarda 25 días en recuperarse de la varicela en-
tonces 1= = 25 d{as por persona (= d{as=persona) y por consiguiente  = 0; 04 personas=d{a.
Al tener I(t) personas infectadas entonces tendremos que I(t) serán los nuevos removibles por
unidad de tiempo, por consiguiente dI (t) =dt = I(t)S(t)  I(t) y el cambio de los removibles
por unidad de tiempo (dR (t) =dt) corresponde a I(t).
De esta manera tenemos que un sistema de ecuaciones diferenciales ordinarias (EDO) adecuado
6Por mutuamente excluyentes se entiende que los individuos sólo forman parte de un grupo de población, es
decir, si son infecciosos no pueden ni estar recuperados ni ser susceptibles nuevamente a la enfermedad.
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presentado por Kermack y McKendrick originalmente, siendo este el modelo SIR ([Galindo,
pág. 240]).
Sin embargo, el modelo SIR tiene una limitante: no diferencia a los individuos recuperados de
los individuos que fallecidos a causa de la enfermedad. Es por ello que se considera el modelo
SIR con demografía, donde R (t) denotará el número de individuos recuperados7 en el
tiempo t, es decir, aquellos pacientes que desarrollaron inmunidad frente a la enfermedad ya sea
por tratamiento médico o por acción del sistema inmunológico del paciente. De esta manera, en
este modelo los removibles son considerados en dos categorías: los recuperados y los individuos
removidos8 los cuáles son aquellos que no se pueden enfermar más por causas distintas a la
recuperación de la enfermedad, ya sea por fallecimiento (a causa de la enfermedad o por otras
causas), por emigración, etc ([Bastin, pág. 11]).
En el modelo SIR con demografía, B representa la tasa de inuencia, es decir, el número
promedio de nuevos susceptibles por unidad de tiempo (inmigración de susceptibles) ([Liu, pág.
155 156]). Por ejemplo, si nacen en 2008, 35 bebés y llegan a la zona de la epidemia 40 personas
en el mismo año suponiéndose además que no se tiene más ingreso de población, entonces B = 75
personas=a~no ([Liu, pág. 155 156] y [Broek, pág. 453]). Como B es una constante por un ser
promedio, entonces podemos reescribir B = N , donde N es el número inicial de susceptibles y
 es una constante por unidad de tiempo llamada la tasa de inmigración ([Bastin, pág. 11]).
Cabe resaltar que en el modelo SIR con demografía 1= ya no es el tiempo de remoción, sino el
tiempo de recuperación.
Se considera además que  es la tasa de emigración ([Bastin, pág. 11]) en la cual considera
únicamente los individuos removidos. Por ejemplo, si fallecen en 2003, 30 individuos entonces  =
30 personas=a~no, siendo esta tasa de todas las causas de mortalidad (accidentes de tránsito, a
causa de la epidemia y de otras enfermedades, etc.) como también de emigración. En la literatura
([Bastin], [Lloyd]) se le conoce a este modelo también como el modelo SIR con nacimientos
y muertes, aclarándose que por nacimientos se reere a la inmigración y por muertes a la
emigración. Del mismo modo la tasa de nacimientos es la misma tasa de inmigración y la tasa
de defunciones es la tasa de emigración ([Bastin, pág. 11], [Lloyd, pág. 29]). El sistema de EDO
del modelo SIR con nacimientos y muertes corresponde a
dS(t)
dt
= N   I(t)S(t)  S (t)
dI(t)
dt
= I(t)S(t)  I(t)  I (t)
dR(t)
dt
= I(t)  R (t)
, (2.3)
siendo su diagrama de ujo dado por
7En el modelo propuesto por Kermack y McKendrick R (t) son los indivuduos removibles, mientras que en el
modelo SIR con demografía R (t) denota únicamente a los individuos recuperados de la enfermedad.
8No confundir con removibles. Removibles incluyen a recuperados, mientras que removidos no.
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Si queremos que en este modelo se cumpla la condición de la ecuación (2.1) se hace necesario
que la tasa de nacimientos sea igual a la tasa de defunciones, es decir,  = . En caso contrario
tendremos que la población total por cada tiempo t, N (t), es una función no constante, por lo
que escribimos:
I (t) + S (t) +R (t) = N (t) , para todo t  0, (2.4)
Hasta el momento sólo hemos considerado enfermedades con población del tipo SIR, sin embargo,
algunas enfermedades de transmisión sexual como la sílis9 no tienen una población del tipo
SIR. En estas enfermedades se tiene que una persona al contagiarse de la enfermedad (por
contacto directo con otro infeccioso) pasa a ser un individuo infectado, una vez éste individuo
recibe tratamiento y se cura, no desarrolla inmunidad (por al menos algún tiempo) frente a
la misma, es decir, el individuo vuelve a ser un susceptible. Una población que frente a una
epidemia tenga el comportamiento anteriormente descrito es una población del tipo SIS.
Un modelo matemático para las poblaciones del tipo SIS es el modelo SIS ([Hethcote, pág.
180]), el cual es similar al modelo SIR, salvo porque los individuos removibles (individuos que
no transmiten la enfermedad), I(t), pasan al grupo de susceptibles. Cabe aclarar que en este
modelo no se consideran las muertes debido a la enfermedad, ya que un individuo fallecido no
puede ser susceptible. El siguiente sistema de EDO es el modelo SIS
dS(t)
dt





el diagrama de ujo para este modelo está dado por
bajo la hipótesis de inmigración y emigración (incluidas las muertes provocadas por la enfer-




= N + I(t)  I(t)S(t)  S (t)
dI(t)
dt
= I(t)S(t)  I(t)  I (t)
, (2.6)
cuyo diagrama de ujo corresponde a
9Según [OMS] un paciente puede llegar a la etapa tardía de la sílis después de mínimo 5 años, por lo que el
tiempo de fallecimiento a causa de la enfermedad es bastante prolongado, por esta razón usualmente se desprecia
la tasa de muertes debido a esta enfermedad en el modelamiento matemático.
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Hasta el momento los modelos epidemiológicos tomados no consideran un grupo particular de
población: los individuos expuestos; los cuales son aquellos que son contagiados del virus o
de la bacteria al tener contacto infeccioso con un individuo infectado, pero no pueden contagiar
(transmitir el virus o la bacteria) a algún otro individuo susceptible. Es de aclarar que los
individuos expuestos sí pueden tener síntomas de la enfermedad a diferencia de los individuos
latentes ([Cabrera]) los cuáles no presentan síntomas. Esto quiere decir que toda persona
latente es también expuesta. Por ejemplo, cuando una persona contagiada con el virus del VIH
tiene carga viral10 signicativamente baja, ésta persona no puede transmitir el virus a una
persona susceptible, por lo tanto la persona con VIH es latente si no presenta síntomas o es
expuesta si presenta o no síntomas. Una vez aumenta su carga viral pasa a ser un individuo
infectado si puede transmitir el virus a otra persona susceptible. Si se tuviera una cura para
el SIDA, el infectado pasaría a ser recuperado una vez este paciente haya adquirido inmunidad
(por lo menos temporal) frente a la enfermedad.
La población descrita en el párrafo anterior es una población del tipo SEIR y el modelo
matemático utilizado para tales enfermedades es un modelo SEIR ([Korobe, pág. 78-79]),
donde se tiene un tiempo promedio de incubación 1= el cual es el tiempo donde el virus,
la bacteria o el parásito (agente infeccioso) tarda en convertir a un paciente expuesto en un
paciente infectado (tomando como inicio ell momento en el cual el paciente adquirió el agente
infeccioso). En el ejemplo del SIDA, el tiempo en el cual un paciente pasa de tener 0 células
CD4 a tener 350 células CD4 es el tiempo de incubación del VIH, puesto que con más de 350
células CD4 (en uidos como sangre, semen) el paciente puede transmitir el virus a una persona
susceptible, es decir, el paciente es infectado11. Si su carga es de 0 hasta 350 células CD4 entonces
el paciente es expuesto ya que no transmite el virus a ningún susceptible. Cabe aclarar que en
el tiempo de incubación el individuo expuesto no puede transmitir la enfermedad.
Si por ejemplo en promedio se tiene que una persona se pasa de ser expuesto a infectado
en 3 días desde que adquiere un virus dado, es decir, 1= = 3 d{as=persona entonces  =
0; 33333 personas=d{a siendo esta una tasa conocida como la tasa de incubación. El número
de expuestos en el tiempo t se escribe como E (t).
Ahora, E (t) denota el número de personas expuestas por unidad de tiempo que pueden trans-
mitir el virus, puesto que ha pasado el tiempo 1= suciente para la incubación del agente
infeccioso. En otras palabras, E (t) es el total de expuestos que pasan a ser infectados. Por
otra parte, I(t)S(t) es total de S (t) susceptibles que adquieren el agente infeccioso al tener
contacto con I (t) infectados. Como se necesita un tiempo de 1= para que estas nuevas personas
con el agente infeccioso lleguen a poder infectar a algún susceptible12, entonces I(t)S(t) es
el total de nuevos expuestos. Razonando de manera análoga al modelo SIR se tiene el sistema
10Carga viral es la cuanticación de la infección producida por un virusLa carga viral es el término empleado
para referirse a la cantidad de VIH en la sangre. Tomado de: www.aidsmap.com/Carga-viral/page/2296568/
11 Información tomada de http://www.aidsmap.com/Carga-viral/page/2296568/
12El tiempo 1= no ha pasado ya que el primer contacto entre pacientes susceptibles y pacientes infectados es
el tiempo cero.
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= I(t)S(t)  E (t)
dI(t)
dt





el diagrama de ujo para este modelo está dado por
bajo la hipótesis de que se tienen inmigración y emigración (incluidas las muertes a causa de
la enfermedad), tendremos el correspondiente modelo SEIR con nacimientos y muertes
cuyas EDO corresponden a
dS(t)
dt
= N   I(t)S(t)  S (t)
dE(t)
dt
= I(t)S(t)  E (t)  E (t)
dI(t)
dt
= E (t)  I(t)  I (t)
dR(t)
dt
= I(t)  R (t)
, (2.8)
donde tenemos que el diagrama de ujo está dado por
La población del tipo SEIS es análoga a las poblaciones del tipo SEIR, sin embargo, como
ocurre con las poblaciones del tipo SIS, en éstas poblaciones los individuos infectados no de-
sarrollan inmunidad (por lo menos temporal) frente a la enfermedad, sino que una vez reciben
tratamiento médico y se curanpasan a ser individuos nuevamente susceptibles. El sistema de
EDO que representa dicho modelo corresponde a
dS(t)
dt
=  I(t)S(t) + I(t)
dE(t)
dt
= I(t)S(t)  E (t)
dI(t)
dt
= E (t)  I(t)
, (2.9)
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= N + I(t)  I(t)S(t)  S (t)
dE(t)
dt
= I(t)S(t)  E (t)  E (t)
dI(t)
dt
= E (t)  I(t)  I (t)
, (2.10)
los diagramas de ujo de los modelos SEIS y SEIS con nacimientos y muertes son los siguientes,
respectivamente
Existen más modelos matemáticos los cuales involucran el uso de EDO. Tales modelos son el
modelo MSIR, el modelo MSEIR y el modelo MSIS ([Shulgin, pág. 1128]), donde consideran el
grupoM que corres- ponde a la población con inmunidad pasiva que son aquellos individuos que
nacen con inmunidad frente a la enfermedad pero que pierden esta inmunidad en determinada
etapa de su vida. Por ejemplo, los bebés recién nacidos y durante sus primeros meses de vida no
son propensos a infectarse con difteria, sin embargo, esta inmunidad se puede perder después
de los dos años de vida si la persona no está vacunada ([Salleras, pág. 693]).
Todos los modelos estudiados en la presente sección modelan únicamente la dinámica de la
población, sin embargo, enfermedades como la malaria, el dengue, el zika, entre otras, son trasn-
mitidas a través de la picadura de un animal (en este caso mosquito) el cual tiene el agente
contagioso (virus, bacteria o parásito) llamado vector, que provoca la enfermedad. Para mode-
lar tales epidemias es insuciente considerar los modelos hasta el momento estudiados, por lo
que se deben considerar los modelos epidemiológicos en enfermedades transmitidas por vectores
(nombre dado en [Basáñez]).
En la sección 2.1 se estudiaron las diferencias entre los modelos deterministas y los modelos
estocásticos. Además se estudió la motivación para hacer modelación estocástica, por ejemplo,
para determinar número de individuos de una población. En esta sección (y como su título lo
indica) los modelos epidemiológicos descritos son deterministas como se explicará en el siguiente
ejemplo:
Ejemplo 2.3. Los modelos epidemiológicos estocásticos de esta sección son deterministas:
En el caso especíco del modelo SIS con nacimientos y muertes tenemos que la población infec-
tada está determinada por la siguiente función (referencia [Gray, pág. 2]).
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donde l (t) = exp f  (N     ) tg. De esta manera si se quiere conocer el número de infec-
tados en el tiempo t1 basta calcular I (t1), de manera que el futuro en el modelo está completa-
mente determinado por la anterior ecuación. De hecho todos los modelos epidemiológicos de la
sección 2.2 tienen soluciones determinísticas a pesar de que éstas no siempre se puedan escribir
explícitamente como se hizo con el modelo SIS. En tales casos se utilizan métodos númericos
de EDO para determinar el comportamiento de las respectivas soluciones, trabajo realizado para
las grácas 2.b, 2.c y 2.d utilizando el método de Newton.
Al representar grácamente el número de individuos susceptibles, infectados y recuperados en el
modelo SIR con nacimientos y muertes se obtiene la gura 2.b. Los parámetros (tasas) tomados
son  = 0,  = 0;8,  = 0 y  = 0;6, y las condiciones iniciales son S (0) = 2, I (0) = 0;1
y R (0) = 0. Se observa que la población susceptible es decreciente, mientras que la población
infectada crece hasta tener un máximo de infectados y luego decrece hasta tender a cero. La
población recuperada es siempre creciente.
(2.b)
En la gura 2.c. se muestra la gráca del número de susceptibles e infectados en el modelo SIS
con nacimientos y muertes con parámetros  = 0,  = 0;8,  = 0 y  = 0;6, y con condiciones
iniciales son S (0) = 2 e I (0) = 0;1. De acuerdo con el gráco se observa que la población
susceptible es decreciente mientras que la población infectada es creciente, incluso a partir de
cierto tiempo es mayor el número de infectados que de susceptibles.
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(2.c)
En la gura 2.d. se muestra la gráca del número de susceptibles, expuestos, infectados y recu-
perados en el modelo SEIR con nacimientos y muertes con parámetros  = 0,  = 0;8,  = 0,
 = 0;25 y  = 0;6, y con condiciones iniciales son S (0) = 2, E (0) = 0;3, I (0) = 0;1 y
R (0) = 0. De acuerdo con el gráco se observa que la población susceptible es siempre de-
creciente, la población expuesta es creciente hasta tener una población máxima y luego es de-
creciente al igual que la población infectada, sin embargo, bajo los parámetros del modelo la
población infectada es mayor que la expuesta durante los primeros 15 años de la epidemia. La
población recuperada es siempre creciente.
(2.d)
De acuerdo con las grácas presentadas en este ejemplo, los modelos SIS, SIR y SEIR con
nacimientos y muertes son deterministas puesto que sólo presentan una línea por cada población
(susceptibles, expuestos, infectados o recuperados), es decir, basta conocer los parámetros de los
modelos para conocer el futuro de los mismos. N
En los grácas de los modelos SIS, SIR y SEIR con nacimientos y muertes se observa que en
cada uno las funciones S (t), E (t), I (t) y R (t) son continuas y no se anulan a menos que
t ! +1. Más adelante, para utilizar la proposición 3.1 en la demostración de la existencia
de las soluciones de los modelos SIS-estocástico y SEIR-estocástico en necesario que dichas
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funciones sean Lipschitz localmente continuas (denición A.8 ), razón por la cual se hace la
siguiente suposición:
Suposición 2.1. En los modelos SIS, SIR y SEIR con nacimientos y muertes las funciones
S (t), E (t), I (t) y R (t) son Lipschitz localmente continuas. Además S (t), E (t), I (t), R (t) 6= 0
para todo t  0.
2.3. Estabilidad y número reproductivo básico
En esta sección se dene y se calcula el número reproductivo básico para los modelos SEIR
y SIS con nacimientos y muertes. Luego se estudia las condiciones suciente para tener la
estabilidad asintótica dadas las condiciones iniciales y nalmente se explica la relación entre
número reproductivo básico y estabilidad asintótica de las condiciones iniciales en un modelo
epidemiológico determinista.
2.3.1. El número reproductivo básico
Para todo modelo epidemiológico matemático denimos el número reproductivo básico como
el número promedio de infecciones secundarias que ocurre cuando un individuo infectado es
introducido en una población completamente susceptible (referencia [Pereda, pág. 13-14]). Para
calcular el número reproductivo básico, en un modelo determinista, vamos a utilizar el método de
la integral. Existe otro enfoque para dicho cálculo el cual es utilizando el conocido método de la
matriz de la siguiente generación (en inglés next generation method) explicado detenidamente
en [He¤ernan, Pág. 283-284]. Denimos el número reproductivo básico como
Denición 2.1. El número reproductivo básico de un modelo matemático epidemiológico,




b (a)F (a) da, (2.11)
donde b (a) es el número promedio de nuevos individuos infectados (de una población comple-
tamente susceptible) por un individuo infectado si éste permanece infeccioso durante un tiempo
a y F (a) es la probabilidad de que un nuevo infectado continue infectando durante el tiempo a.
Ejemplo 2.4. ([Pereda, pág. 16-17]) El número reproductivo básico los modelos SIR y SIS con
nacimientos y muertes:
Para el modelo SIR con nacimientos y muertes consideremos la función como P (a) :=número
de infectados que permanecen infectados desde el tiempo 0 hasta el tiempo a. Tenemos que el
número de individuos que dejan de ser infectados corresponde únicamente a aquellos individuos




=   (+ )P (a),
ésta EDO tiene su solución dada por
P (a) = P (0) e (+)a,
donde P (0) representa el número de infectados iniciales, es decir, aquellos infectados que entran
a una población completamente susceptible. Nótese que P (a) es igual a P (0) multiplicado por la
probabilidad de que un individuo permanezca infectado desde el instante inicial hasta el tiempo
a. Así se tiene que e (+)a corresponde a esta última probabilidad, es decir,
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F (a) = e (+)a.
Por otra parte, si un individuo infeccioso, I (0) = 1, ingresa a una población completamente
susceptible, S (0) = N , entonces tendremos N nuevos infectados por unidad de tiempo, es
decir, sin importar cuanto tiempo a pase esperamos siempre tener N nuevos infectados. De
esta manera
b (a) = N ,









De manera análoga tenemos para el modelo SIS que F (a) = e (+)a y b (a) = N , luego su
número reproductivo básico, RSIS0 , es el mismo que el del modelo SIR.
Si la tasa de mortalidad es distinta a la tasa de natalidad,  representa el número de nuevos
individuos susceptibles sobre el número de fallecidos, es decir, la fracción de población sobre-
viviente. De esta forma, N será la población sobreviviente en un tiempo t > 0, en ausencia
de infectados (en el mismo tiempo), dada una población inicial completamente susceptible, N
(S (0) = N ) (corolario 3.1.). Así b (a) = N y los correspondientes números reproductivos









Ejemplo 2.5. El número reproductivo básico los modelos SEIR y SEIS con nacimientos y
muertes:
Para el modelo SEIR con nacimientos y muertes denimos la función P (a) =número de ex-
puestos que pasan a ser infectados y permanecen infectados desde el tiempo 0 hasta el tiempo
a. Notemos primero que el número de individuos por unidad de tiempo que dejan de ser ex-
puestos en el intervalo [0; a] son aquellos que fallecieron o que superaron el tiempo de incubación
de la enfermedad y ahora son infecciosos, es decir, (+ )P (a). De este grupo de individuos
tenemos que aquellos que se recuperan o fallecen son los individuos que no permanecerán infec-
tados durante el intervalo de tiempo [0; a], es decir, (+ ) (+ )P (a) individuos por unidad
de tiempo. El resto de individuos o bien continuan siendo expuestos o bien son ya individuos
infectados que permanecen infectados en [0; a], de manera que
dP (a)
da
=   (+ ) (+ )P (a) ) P (a) = P (0) e (+)(+)a,
dado que inicialmente necesitamos que por lo menos un individuo esté infectado (o uno expuesto
que se vuelva infectado) para tener epidemia en la población, entonces P (0) en realidad es el
número de infectados iniciales y P (a) es el número de infectados que permanecen infectados
en el intervalo [0; a]. P (a) son aquellos infectados iniciales, P (0), multiplicado por la prob-
abilidad de que efectivamente sigan siendo infectados en el intervalo [0; a], por consiguiente,
e (+)(+)a corresponde a la probabilidad de los individuos incialemente infectados continuen
siéndolo desde 0 hasta a, es decir,
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F (a) = e (+)(+)a.
Por otra parte, si un individuo infeccioso, I (0) = 1, ingresa a una población completamente
susceptible, S (0) = N , entonces tendremos que N son los nuevos expuestos por unidad de
tiempo, es decir, sin importar cuanto tiempo a pase esperamos siempre tener N nuevos ex-
puestos. Ahora de esta población expuesta se tendrán en total N infectados por unidad de
tiempo, es decir,
b (a) = N ,
cuando la tasa de mortalidad es la misma que la tasa de natalidad. En caso contrario por el
















(+ ) (+ )
: (2.13)
N
En [He¤ernan, Pág. 283] y [Holland, Pág. 4-5] se calcula RSEIR0 utilizando las matrices de la
siguiente generación método no estudiando en el presente trabajo, sin embargo, el valor dado
allá coincide con el cálculo presentado en el ejemplo anterior, los cuáles son originales.
Razonando de manera análoga tendremos que para el modelo SEIS con nacimientos y muertes
se tiene que RSEIS0 = R
SEIR
0 .
2.3.2. Estabilidad de los modelos epidemiológicos deterministas
El enfoque utilizado en esta sección está basado en [Al Hokayem, pág. 1 4]. Las deniciones de
estabilidad y de estabilidad asintótica se hacen sobre un punto de equilibrio, denición presentada
a continuación.
Denición 2.2. ([Al Hokayem, pág. 1]) (i) Sea una ecuación diferencial ordinaria
dx (t)/ dt = f (x (t)), denida para todo t  t0,
tal que f : R  ! R es una función localmente Lipschitz (denición A8). Se dice que x 2 R es
un punto de equilibrio, si y sólo si, f (x) = 0.
(ii) Sea un sistema de ecuaciones diferenciales ordinarias en dado por
_X (t) = f (X (t)), para todo t  t0,
o en notación matricial,0B@ dX1 (t)/ dt...
dXn (t)/ dt
1CA =
0B@ f1 (X1 (t) ; : : : ; Xn (t))...
fn (X1 (t) ; : : : ; Xn (t))
1CA (2.14)
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tal que fi : Rn  ! R es una función localmente Lipschitz (denición A.8) para todo i = 1; : : : ; n.
Se dice quex 2 Rn es un punto de equilibrio, si y sólo si, f (x) = 0n, donde 0n es una matriz
de ceros de tamaño n 1.
Supongamos que existe un punto de equilibrio x 2 Rn de la ecuación diferencial ordinaria
_X (t) = f (X (t)). En caso de quex no sea el primer punto del sistema, es decir,x 6= X (t0) se
puede hacer el cambio de variable  (t) = X (t) x y obtener que _ (t) = f ( (t) +x) = f (X (t)),
caso para el cual se estudia la estabilidad con respecto al punto  (t0) (ver [Al Hokayem, pág.
1 2]), razón por la cual se dene estabilidad y estabilidad asintótica únicamente para el punto
X (t0) como sigue
Denición 2.3. [Al Hokayem, pág. 2] El punto de equilibrio X (t0) del sistema de EDO (2.25)
es
(i) Estable, si y sólo si, para todo  > 0 existe  > 0 tal que
kX (t0)k <  implica que kX (t)k <  para todo t > t0;
(ii) Asintóticamente estable, si y sólo si, es estable y podemos escoger  > 0 tal que
kX (t0)k <  implica que lm
t!+1
kX (t0)k = 0.
Intuitivamente el punto X (t0) es estable si las soluciones que empiezan sucientemente cerca
de la trayectoria que inicia en X (t0) (kX (t0)k < ) permanecen sucientemente cerca a dicha
trayectoria para cualquier valor t  t0 (kX (t)k < ), es decir, si una solución empieza cerca de
X (t0) esta solución nunca se alejará lo suciente de la trayectoria X (t). El punto es asintóti-
camente estable si para soluciones que inician cerca de la trayectoria con origen en X (t0), éstas
llegan a converger a dicha trayectoria. De acuerdo con [Aranda, pág. 19]: en lenguaje usual la
posición de equilibrio de un objeto o la trayectoria de un móvil se dice estable si un pequeño
cambio de sus condiciones iniciales modica poco su evolución desde ese instante.
Para demostrar la estabilidad sobre un sistema de EDO se va a utilizar las llamadas funciones
de Liapuov.
Denición 2.4. ([Al Hokayem, pág. 2]) (i) Sean _X (t) = f (X (t)) un sistema de ecuaciones
diferenciales ordinarias denido para todo t  0 y V : Rn ! R una función continua y diferen-
ciable. Se dene la razón de V con respecto a X1 (t) ; :::; Xn (t) como





















( ii) Sean _X (t) = f (X (t)) un sistema de ecuaciones diferenciales ordinarias denido para todo
t  0 y V : Rn ! R una función continua y con primeras derivadas continuas tal que
V (X (0)) = 0
V (X (t)) > 0 para todo t > 0
, (2.16)
se dice que V es una función de Liapunov con respecto al sistema _X (t) = f (X (t)).
Notación 2.1. Como la función V (X (t)) es una función compuesta de V y de X, la cual
depende de t, entonces simplemente se escribirá como V (X (t)) = V (t).
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El sistema de EDO (2.25 ) con estado inicial X (0) sigue la trayectoria X (t) para todo t  0.
Una función de Liapunov V (X (t)) = V (t) intuitivamente corresponde a una colección de
curvas de nivel V (a) = fX (t) : V (X (t)) = ag para todo a > 0. Cada curva V (a) dene una
región de Liapunov, la cual puede o no acotar a X (t). Supongamos que una vez la curva X(t)
entraa una región de Liapunov para V (a) en el punto X (t1), la curva ya no podrá salir de
ella, es decir, X (t) está acotada por V (a) para todo t  t1 (X(t) está dentrode V (a) para
todo t > t1). De esta forma, a medida que crece el tiempo, X(t) queda acotada por regiones de
Liapunov mucho más pequeñas. Al tomar la curva de nivel V (s) tal que s! 0, es decir t! +1,
tendremos que la región de Liapunov es lo sucientemente pequeña para acotar a X(t) haciendo
que X(t) esté muy cercano a cero (cuando t ! +1), de manera que ésta tienda a cero y así
demostrándo la estabilidad de X(0).
Si X(0) es estable entonces X(t) estará adentro de V (a) a medida que a decrece y el valor
de t aumenta, es decir; para valores más grandes de t, V (b) $ V (a) para todo a  b siendo
V (a) : a > 0
	
una colección decreciente de conjuntos con respecto a t. Para que

V (a) : a > 0
	
sea decreciente es necesario que V () sea una función estrictamente decreciente, es decir, para
todo t1 > t2 se tiene V (X (t1)) < V (X (t2)) , por consiguiente, la derivada debe ser negativa,
esto es _V (X (t)) < 0 ([Al Hokayem, pág. 1-3]). Bajo esta condición se garantiza la estabilidad
asintótica. El siguiente teorema enuncia este hecho
Teorema 2.1. [Al Hokayem, pág. 4] Sean X (0) un punto de equilibrio del sistema (2.15) (caso
contrario se hace el cambio de variable  (t) = X (t)  x, tal que x es un punto de equilibrio)
denido para todo t  0 y V : Rn ! R una función de Liapunov de dicho sistema
(i) Si V satisface que
_V (X (t))  0 para todo t  t, (2.17)
entonces X (0) es estable.
(ii) Si V satisface (i) y adicionalmente
_V (X (t)) < 0 para todo t  0, (2.18)
entonces X (0) es asintóticamente estable.
Demostración: [Al Hokayem, pág. 4].
A continuación estudiaremos las condiciones sucientes para las cuáles las condiciones iniciales
(puntos iniciales) de los modelos SIR, SIS, SEIR y SEIS son asintóticamente estables. Antes de
ello se dene el punto de equilibrio libre de enfermedad de un modelo matemático epidemiológico.
Este punto corresponde a aquel donde la enfermedad no está presente en la población, es decir,
cuando I (t) = 0 y E (t) = 0, para los modelos considerados en este trabajo.
Denición 2.5. ([Morris, pág. 123]) Sean un modelo epidemiológico determinista dado por un
sistema EDO como en la ecuación (2.25) y un punto de equilibrio x =(X1; : : : ; Xn)2Rn de
dicho sistema. Se dice quex es un punto de equilibrio libre de enfermedad (ELE), si y
sólo si, todas las componentes de la población con presencia del agente infeccioso13 son iguales
a cero.
Ejemplo 2.6. Los puntos de equilibrio libre de enfermedad de los modelo SIS, SIR y SEIR con













N; 0; 0; 0

.
13Para el modelo SIS con nacimientos y muertes la componente I (t) y para el modelo SEIR con nacimientos
y muertes las componentes E (t) e I (t).
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Para el caso concreto de los modelos SIR, SIS y SEIR con nacimientos y muertes (teorema 2.2
y teorema 2.3 ) tenemos el siguiente teorema referente a las estabilidades. La demostración se
hará con base en [Lahrouz, pág. 61 62] utilizando funciones de Lyapunov adecuadas.










son asintóticamente estables en los modelos
(i) SIR y (ii) SIS con nacimientos y muertes, respectivamente, si el número reproductivo básico
de cada uno es menor que 1.
Demostración: (i) Supongamos primero que la tasa de inuencia es la misma que la tasa de
mortalidad. Consideremos la función dada por
V (S (t) ; I (t) ; R (t)) := 1 (N   S (t))2 + 2
1
2




donde 1; 2; 3 > 0 son contantes que serán escogidas adecuadamente más adelante.
Nótese que V (S (t) ; I (t) ; R (t)) > 0 para todo t > 0 y V (N; 0; 0) = 0, además como S (t), I (t)
y R (t) son funciones continuas para todo t  0 (suposición 2.1 ), entonces V (S (t) ; I (t) ; R (t))
es también continua. Adicionalmente
@V
@S
=  2 (N   S (t)), @V
@I




son funciones continuas, entonces V es una función de Liapunov del el sistema EDO (2.3) cuyo
valor de _V (X (t)) está dado por:


























 21 (N   S (t)) ; 2I (t) ; 3R (t)
0@ N   I(t)S(t)  S (t)I(t)S(t)  I(t)  I (t)
I(t)  R (t)
1A
= 12 [ N + I(t)S(t) + S (t)] (N   S (t))
+2 [S(t)  ( + )] I2 (t) + 3

I(t)R (t)  R2 (t)

 12 [ N + NI(t) + S (t)] (N   S (t))
+2 [N   ( + )] I2 (t) + 3

I(t)R (t)  R2 (t)

= 1a(t) + 2b(t) + 3c (t)
donde,
a (t) = 2 [ N + NI(t) + S (t)] (N   S (t))  2

  + N2 + N

N = ,
b (t) = [N   ( + )] I2 (t),






como RSIR0 < 1, si y sólo si, N       < 0 (de la ecuación 2.18 ) entonces
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(N      ) I2(t) = b (t) < 0.
Por otra parte observemos que
(i) Si a (t) < 0 y c (t) < 0 para todo t  0 entonces tomando 1; 2; 3 > 0 cualesquiera
observamos que
_V (t)  1a(t) + 2b(t) + 3c(t) < 0, 8t  0.
(ii) Si a (t) > 0 para algún t  0 y c (t) < 0 para todo t  0 entonces tomando 1; 2; 3 tal que
1 <  2nft0 fb(t)g   3nft0 fc(t)g observamos que




fc(t)g < 0, 8t  0,
(iii) Si a (t) < 0 para todo t  0 y c (t) > 0 para algún t  0 entonces tomando 1; 2; 3 tal
que 3 <  2nft0 fb(t)g   1nft0 fa(t)g observamos que




fb(t)g+ 3 < 0, 8t  0,
(iv) Si a (t) ; c (t) > 0 para algún t  0 entonces tomando 1; 2; 3 tal que
3+ 1 <  2nft0 fb(t)g
observamos que
_V (t)  1a(t) + 2b(t) + 3c(t) < 1+ 2nf
t0
fb(t)g+ 3 < 0, 8t  0,
de manera que siempre podemos escoger 1; 2; 3 tal que _V (X (t)) < 0, así por el teorema 2.1.
tenemos que el punto (N; 0; 0)T es asintóticamente estable en el modelo SIR con nacimientos
y muertes. Si  6=  se reemplaza N por N en la función de Liapunov denida y se sigue la
prueba realizada anteriormente notando que si  >  entonces S (t)  N para todo t  0 y si
 >  entonces S (t)  maxt0 S (t) para todo t  0.
(ii) Se procede de manera análoga al item (i) tomando la función H dada por
H ((S (t) ; E (t) ; I (t) ; R (t))) := (N   S (t))2 + 12I
2 (t).

El punto inicial (N; I (0)) donde I (0)  1 es un punto inicial mucho más realista, esto por el
hecho de que para tener una epidemia en una población es necesario que el número de infectados
iniciales sea por lo menos 1. Para demostrar que este punto es asintóticamente estable en el
modelo SIR, con nacimientos y muertes, basta con considerar la función dada por
V (S (t) ; I (t) ; R (t)) = 1 (N   S (t))2 + 2
1
2




esta es una función de Liapunov debido a que S (t) ; I (t) y R (t) son continuas para todo t  0.






no es asintóticamente estable. Análogamente si RSEIR0  1, entonces

N; 0; 0; 0

no es asintóticamente estable en el modelo SEIR con nacimientos y muertes.
Para hacer una escritura más corta en el siguiente teorema abusaremos de la notación escribiendo
S (t) ; E (t) ; I (t) ; R (t) como S;E; I;R, respectivamente.
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Teorema 2.3. El punto


N; 0; 0; 0

es asintóticamente estable en el modelo SEIR con nacimien-
tos y muertes, si el número reproductivo básico es menor que 1, N < (+ ) y  +  > 1.
Demostración: Supongamos que  = . Consideremos la función dada por















1; 2; 3 > 0 son contantes que serán escogidas adecuadamente más adelante. Claramente
W (S (t) ; E (t) ; I (t) ; R (t)) > 0 para todo t > 0 y W (N; 0; 0; 0) = 0. Como S (t), E (t), I (t) y
R (t) son continuas (suposición 2.1 ) y
@W
@S (t)














son también continuas, entonces V es una función de Lyapunov. Notemos que



























N   IS   S
IS   E   E
E   I   I
I   R
1CCA




(IS   E   E)
+2 (E + (+ ) I) (E   I   I) + 4R (I   R)
=  21 (N   S) (N   IS   S) + 2
 
2SEI   2 ( + )E2
SI2    ( + )EI + 2E2    ( + )EI +  (+ )EI






= 21a (t) + 2b (t) + 4c (t),
donde,
a(t) = (N   S) ( N + IS + S)  N
 









2   2 ( + )

E2 + [N   ( + ) (+ )] I2


22N    ( + ) + 2   2 ( + )  ( + ) (+ )

N2







(i) como  +  > 1 observamos que 2   2 ( + ) < 2   2 = 0 entonces 
2   2 ( + )

E2 < 0
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(ii) puesto que N < (+ ) entonces 2N    (+ ) =  (N   (+ )) < 0 ,por
consiguiente (N    (+ ))EI < 0
(iii) como RSEIR0 < 1 entonces N   (+ ) (+ ) < 0 de manera que
(N   (+ ) (+ )) I2 (t) < 0,
por (i), (ii) y (iii) tenemos que 2b (t) < 0. De manera análoga a como se realizó en la
demostración del teorema anterior podemos escoger valores adecuados 1; 2; 3; 4 tal que
_W (t) < 0 así por el teorema 2.1. tenemos que el punto (N; 0; 0; 0)T en el modelo SEIR es asin-
tóticamente estable. Si  6=  se reemplaza N por N en la función de Liapunov denida y se
sigue la prueba realizada anteriormente notando que si  >  entonces S (t)  N para todo
t  0 y si  >  entonces S (t)  maxt0 S (t) para todo t  0.

El punto inicial (N;E (0) ; 0) donde E (0)  1 o el punto inicial (N; 0; I (0) ; 0) son dos condi-
ciones iniciales mucho más realistas, esto por el hecho de que para tener una epidemia en una
población debemos tener por lo menos un infectado o en su defecto un expuesto que desarrolle
más adelante la infección. Para demostrar que estos puntos son asintóticamente estables en el
modelo SEIR con nacimientos y muertes basta con considerar las funciones de Liapunov dadas
respectivamente por






























las cuáles son funciones de Liapunov puesto que S (t) ; I (t) ; E (t) y R (t) son funciones continuas
para todo t  0.
Notemos que en los teoremas (2.2) y (2.3), las condiciones numéricas RSIS0 < 1 y R
SEIR
0 < 1








N; 0; 0; 0

sean asintóticamente
estables en los modelos SIS y SEIR con nacimientos y muertes, respectivamente. De hecho,
RSIS0 y R
SEIR









N; 0; 0; 0

, respectivamente. Esto es, si RSIS0 = 1 y








N; 0; 0; 0

ya no son asintóticamente estables. El siguiente
diagrama ilustra esta relación:






















RSEIR0 < 1,  +  > 1








RSEIR0  1,  +  > 1









2.4. Hacía los modelos epidemiológicos estocásticos
En los modelos que se presentarán en este trabajo se plantean las variaciones climáticas (por
ejemplo, las uctuaciones en la temperatura) y demás variables ambientales como un factor que
modica la tasa de infectividad () de la epidemia, siendo ésta una discrepacia que no se tiene en
cuenta en los modelos epidemiológicos deterministas. Es adecuado considerar tales variaciones
puesto que de acuerdo con [Sturrock, pág. 1] se ha demostrado que las uctuaciones en la tem-
peratura y en el clima modican la tasa de infectividad . A partir de los modelos deterministas
construiremos lo que conoceremos como modelos epidemiológicos estocásticos.
Recordemos que  es tasa de infectividad, es decir, el número de personas infectadas por unidad
de tiempo, por consiguiente dt denota el número de personas infectadas durante el peri-
odo dt. Para ilustrar lo anterior notemos por ejemplo que si  = 0;5 personas infectadas=hora
y dt = 1 hora entonces dt = 0;5 personas infectadas en 1 hora. Tomando  como la variable
aleatoria real que toma valor constante , entonces tomando dt! 0 se tiene que dt! 0, así
E (dt) = dt! 0 y V (dt) = 0: (2.19)
Bajo la hipótesis de que el número de personas infectadas durante el período dt bajo perturba-
ciones debido a las variaciones climáticas y ambientales, lo cual notaremos por edt, vamos a
asumirla como una variable aleatoria con media dt. Deniendo la variable aleatoria i como









para todo i = 1; : : : ; n con
T > t  0. Supongamos además que las variables aleatorias figni=1 son independientes e igual-
mente distribuidas, es decir, conforman una muestra aleatoria simple 14 la cual es una hipótesis
frecuentemente utilizada en estadística ([Casela, pág. 139 140 y pág. 207 208]).
Por el teorema del límite central cuando n ! +1 se tiene que el número total de personas
infectadas en el intervalo [t; T ), denotado por t;T e igual a 1+ : : :+n, tiene una distribución
normal de parámetros n0 y n
2
0, donde 0 y 
2
0 corresponden respectivamente a la media y a
la varianza de cada variable aleatoria i ([Gray, pág. 4 5]). Si se toma el número promedio de
infectados durante el periodo [t; T ), denotado por  = 1nt;T , se tiene que la distribución de ésta
14Al tomarse una serie de datos, en estadística se asume que cada dato representa una variable aleatoria. Se
dice que un conjunto de datos es una muestra aleatoria simple si la probabilidad de escoger un dato (un individuo
para tomar el dato) es la misma para todo el conjunto de datos y si la escogencia de los mismo es independiente
el uno del otro ([Casela, pág. 139 140 y pág. 207 208]).
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variable aleatoria es normal de parámetros 0 y 
2
0=n. Tomando dt = [t; T ) entonces   edt,
por consiguiente, se puede considerar que la variable aleatoria edt tiene una distribución normal.
Para tener la condición (2.11) y la normalidad del número de infectados durante el periodo
dt bajo perturbaciones (párrafo anterior), podemos escribir dicha variable como
edt :=  + B (t),
donde  y  son constantes positivas que denotan respectivamente la tasa de infectividad deter-
minista, la cual es la misma  de los modelos epidemiológicos de la sección 2.1. y fB (t)gt0 es
un movimiento browniano. La razón de considerar fB (t)gt0 como un movimiento browniano
está en conservar la condición 2.19. Notemos que el diferencial de  + B (t) está dado por
d ( + B (t)) = dt+ dB (t) , (2.20)
el cual corresponde al número de personas infectadas durante dt, población que varía de acuerdo
a la constante  y al valor del diferencial del movimiento browniano dB (t). Como
B (T ) B (t)  N (0; T   t),
entonces dB (t)  N (0; dt) (tomando dt = [t; T )), por lo tanto cuando dt! 0 entonces
E (dt+ dB (t)) = dt! 0 y V (dt+ dB (t)) = 2dt! 0,
obteniendose la condición 2.11. En la ecuación dt + dB (t),  se denomina la constante de
la componente determinista y  la constante de la componente estocástica.
En el siguiente gráco tomado del [El Mundo], el cual corresponde a la temperatura global
entre 1880 y 2016, se tiene que la temperatura (también las variaciones climáticas) se puede
modelar utilizando un movimiento browniano15, puesto que dicho movimiento presenta muchos
alti-bajoscomo se observa en la gura (1.b).
15El movimiento browniano al ser muy variable es utilizado para modelar aquellas funciones que presentan
muchos máximos y mínimos y que no se pueden modelar fácilmente utilizando polinomios, como en este caso se
observa con la temperatura.
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Reemplazando edt por dt + dB (t) en la sistema EDO del modelo SIR con nacimientos y
muertes, se tiene el siguiente sistema EDE :8<:
dS(t) = (N   I(t)S(t)  S (t)) dt  I(t)S(t)dB (t)
dI(t) = (I(t)S(t)  I(t)  I (t)) dt+ I(t)S(t)dB (t)
dR(t) = I(t)  R (t)
, (2.21)
el cual conoceremos como el modelo SIR-estocástico con nacimientos y muertes o simplemente el
modelo SIR-estocástico.En este modelo B (t) representa aquellas condiciones que afectarán
a todos los individuos, como lo son las variaciones climáticas, la contaminación, etc. En este
modelo se considera que sólo la tasa de infectividad se ve afectada por las variaciones, razón
por la cual la población recuperada no tiene componente estocástica.
Análogamente a partir de los respectivos modelos deterministas construimos los modelos SIS -
estocástico, SEIR-estocástico y SEIS -estocástico cuyos sistemas de ecuaciones diferen-
ciales estocásticas (EDE) están dados respectivamente por
dS(t) = (N + I(t)  I(t)S(t)  S (t)) dt  I(t)S(t)dB (t)
dI(t) = (I(t)S(t)  I(t)  I (t)) dt+ I(t)S(t)dB (t) , (2.22)8>><>>:
dS(t) = (N   I(t)S(t)  S (t)) dt  I(t)S(t)dB (t)
dE(t) = (I(t)S(t)  E (t)  E (t)) dt+ I(t)S(t)dB (t)
dI(t) = (E (t)  I(t)  I (t)) dt
dR(t) = (I(t)  R (t)) dt
y (2.23)
8<:
dS(t) = (N   I(t)S(t)  S (t) + I(t)) dt  I(t)S(t)dB (t)
dE(t) = (I(t)S(t)  E (t)  E (t)) dt+ I(t)S(t)dB (t)
dI(t) = (E (t)  I(t)  I (t)) dt
. (2.24)
En los modelos estocásticos acá trabajados se considera que únicamente la tasa de infectividad
se ve afectada por las variaciones climáticas o ambientales, razón por la cual las ecuaciones de
dR (t) (en los modelos SIR-estocástico y SEIR-estocástico) y de dI (t) (en los modelos SEIR-
estocástico y SEIS-estocástico) no tienen componente estocástica.
Los siguientes son los diagramas de ujo propuestos para los modelos SIR-estocástico, SIS-
estocástico, SEIR-estocástico y SEIR-estocástico, respectivamente:
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Los diagramas de ujo para los modelos epidemiológicos estocásticos se interpretan de la misma
manera que como se interpretan los diagramas de ujo para los modelos deterministas, salvo
porque en estos modelos se considera que el paso de los individuos susceptibles a los infectados
(en losmodelos SIS y SIR-estocásticos) y el paso de los individuos susceptibles a los expuestos (en
losmodelos SEIR y SEIS-estocásticos) presenta perturbaciones determinadas por las variaciones
climáticas o ambientales y modeladas por B (t). En general, en un modelo compartimental
cuando se tenga perturbaciones entre el ujo de dos compartimientos, se puede representar la
correspondiente echa como  .
Al hacerse las simulaciones de las funciones S (t) e I (t) del sistema EDE del modelo SIS-
estocástico (página 97, capítulo 4 ) y de las funciones S (t), E (t), I (t) y R (t) del sistema
EDE del modelo SEIR-estocástico (página 98, capítulo 4 ) y suponiendo que todas las funciones
existen (hecho a demostrar en el teorema 3.1.) se observa que todas son funciones continuas en
los respectivos modelos estocásticos, por lo que se realiza la siguiente suposición:
Suposición 2.2. Las funciones S (t) e I (t) en el modelo SIS-estocástico y las funciones S (t),
E (t), I (t) y R (t) en el modelo SEIR-estocástico son todas funciones continuas.
Siguiendo la denición de una solución de un sistema de ecuaciones diferenciales estocásticas
(denición 1.60 ) para los sistemas EDE (2.22) y (2.23) se hace la siguiente nota para aclarar
sobre el espacio de probabilidad y el movimiento browniano en ambos modelos.
Nota 2.1. Sean fB (t)gt0 un movimiento browniano denido sobre un espacio de probabi-
lidad (
;=; P ) (el cual está determinado por los individuos susceptibles e infectados por una
enfermedad) con su respectiva ltración browniana f=tgt0. Sean el sistema EDE (2.22) con




t0 la ltración dada en la denición 1.60. Deci-
mos en este caso que (S (t) ; I (t)) es la solución del sistema (2.22), si y sólo si, se cumplen (i),
(ii) y (iii) de la denición 1.60. Análogamente, para el sistema (2.23) con condición inicial




t0 como en la denición 1.60, se dene la
solución (S (t) ; E (t) ; I (t) ; R (t)) para el modelo SEIR-estocástico.
2.5. Estabilidad de los modelos estocásticos
En los sistemas de EDE se dene punto de equilibrio como sigue:
Denición 2.6. [Lahrouz, pág. 65] Sea el sistema EDE dado por
dX (t) = f (t;X (t)) dt+ g (t;X (t)) dB (t) ; t  0
X (0) = x0
(2.25)
tal que f; g son funciones localmente Lipschitz de Rn en R (denición A.8). Se dice que
x =X (t1) 2 Rn para algún t1  0, es un punto de equilibrio del sistema EDE, si y sólo
si, f (t1;x) = 0.
Análogo a un sistema EDO si x 6=X (0), al hacer la sustitución  (t) = X (t)  x (página 43)
es obtiene el sistema EDE
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d (t) = f (t;  (t) +x) dt+ g (t;  (t) +x) dB (t),
para el cual  (0) es un punto de equilibrio. De esta forma se dene la estabilidad, la estabilidad
asintótica y la estabilidad asintótica de un sistema EDE como sigue:
Denición 2.7. [Lahrouz, pág. 65] Sea el sistema EDE dado por la ecuación (2.29) con X (0)
su punto de equilibrio. Se dice que X (0) es






kX (t)k  

= 0;
(ii) Asintóticamente estable, si y sólo si, es estable en probabilidad y existe  > 0 tal que si





X (t) = 0

= 1;
(iii) Globalmente asintóticamente estable, si y sólo si, es estable en probabilidad y para





X (t) = 0

= 1.
De la denición anterior se tiene que si X (0) es globalmente asintóticamente estable entonces
es asintóticamente estable.
Para demostrar que un sistema de EDE es asintóticamente estable se puede utilizar nueva-
mente una función de Liapunov adecuada. En sistemas de EDE la denición de función de
Liapunov es la misma que para los sistemas de EDO (denición 2.4 ).
Utilizando una función de Liapunov adecuada y la denición de L (V (X (t))) (denición 1.57 )
vamos a dar una condición suciente para tener la estabilidad asintótica de X (0) en el modelo
SIS estocástico y SEIR estocástico utilizando el siguiente teorema enunciado en [Lu, pág.
3679] y cuya prueba se hace en [Mao].
Teorema 2.4. Sea X (0) el punto de origen del sistema (2.29). Sea V (X (t)) una función de
Liapunov , es decir, V : Rn  ! R es una función continua y con primeras derivadas continuas
tal que V (X (0)) = 0 y V (X (t)) > 0 para todo t  0
(i) Si L (V (X (t)))  0 para todo t  0, entonces X (0) es estocásticamente estable.
(ii) Si V satisface (i) y adicionalmente L (V (X (t))) < 0, entonces X (t) es asintóticamente
estable.
A continuación estudiaremos bajo qué condiciones numéricas los modelos SIS estocástico es
asintóticamente estable, enunciándose el siguiente teorema. Su demostración se realizará con
base en [Omari, Pág. 61 y 62] y [Lahrouz, pág. 66-67].
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para el modelo SIS estocástico es asintóticamente
estable.
Demostración: Supongamos que  = . Consideremos la función dada por
V (S (t) ; I (t)) := 1 (N   S (t))2 + 122I
2 (t),
donde 1; 1 > 0 son constantes que escogeremos más adelante adecuadamente. Claramente
V (S (t) I (t)) > 0 para todo t > 0 y V (N; 0) = 0, además S (t) e I (t) son funciones continuas
(suposición 2.1 ), por tanto V es una función de Liapunov.
Reescribiendo el sistema EDE del modelo SIS-estocástico en forma matricial,
dx (t) = f (t; x (t)) dt+ g (t; x (t)) dB (t),
con x (t) := (S (t) ; I (t)), se tiene que f y g están dadas por:
[f (t; x (t))]T :=
 
N   S (t) I (t) + I (t)  S (t) ; S (t) I (t)  (+ ) I (t)

y [g (t; x (t))]T :=
 
 S (t) I (t) ; S (t) I (t)

.
Para calcular L (V (t)) de dicho sistema EDE observemos que





   S (t) I (t) + I (t)  S (t)
S (t) I (t)  (+ ) I (t)
T   21 (N   S (t))
2I (t)

= 1 [  + S (t) I (t)  I (t) + S (t)] (N   S (t))
+2 [S (t)  (+ )] I2 (t)
 21 [  + NI (t)  I (t) + S (t)] (N   S (t))
+2 [N   (+ )] I2 (t)
por otra parte,
1
2 [g (t; x (t))]
T @V
@x
g (t; x (t)) = 12

















2S2 (t) I2 (t) + 122
2S2 (t) I2 (t)  12N2I2 (t)
+122
2N2I2 (t)
Por consiguiente tendremos que
L (V (t))  21a (t) + 2b (t)
para a (t) y b (t) dados respectivamente por
a (t) = [  + NI (t)  I (t) + S (t)] (N   S (t)) + 2S2 (t) I2 (t)
y b (t) =

















notemos que como I (t)  N ,  I (t)   nft0 I (t) y N   S (t)  N para todo t  0, entonces
a (t) 

  + N2   nf
t0
fI (t)g+ S (t)

N + 2S2 (t)N2 = ,
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por la condición 2.26. tenemos que N ( + )+ 12
2N2 < 0 luego 2b (t) < 0. Si a (t)  0 para
todo t  0 entonces tomando 1; 2 = 1 vemos que L (V (t)) < 2a (t) + b (t) < 0. Si a (t) > 0,
para algún t  0; tomando 1 y 2 tal que 21 <  2 observamos que
L (V (t))  21a (t) + 2b (t) < 21+ 2 < 0,
demostrando así por el teorema 2.4. que el punto (N; 0)T es asintóticamente estable en el modelo
SIS estocástico. Si  6=  se reemplaza N por N en la función de Liapunov denida y se sigue
la prueba realizada anteriormente notando que si  >  entonces S (t)  N para todo t  0 y
si  >  entonces S (t)  maxt0 S (t) para todo t  0.

A continuación estudiaremos bajo qué condiciones numéricas los modelos SEIR estocástico es
asintóticamente estable, enunciándose el siguiente teorema. Su demostración se realizará con
base en [Omari, Pág. 61 y 62] y [Lahrouz, pág. 66-67].








N < (+ ) y + > 1 se satisface entonces el punto de equilibrio inicial


N; 0; 0; 0

para
el modelo SEIR estocástico es asintóticamente estable.
Demostración: Supongamos que  = . Consideremos la función dada por















donde 1; 2; 3 > 0 son constantes que escogeremos más adelante adecuadamente. Claramente
V (S (t) ; E (t) ; I (t) ; R (t)) > 0 para todo t > 0 y V (N; 0; 0; 0) = 0, además S (t), E (t), I (t) y
R (t) son funciones continuas (suposición 2.1 ), por lo tanto V es una función de Liapunov.
Reescribiendo el sistema EDE del modelo SIS-estocástico en forma matricial,
dx (t) = f (t; x (t)) dt+ g (t; x (t)) dB (t),
con x (t) := (S (t) ; E (t) ; I (t) ; R (t)), se tiene que f y g están dadas por:
fT = [f (t; x (t))]T := (   SI   S; SI   ( + )E; E   (+ ) I; I   R)
y gT = [g (t; x (t))]T :=
 
 S (t) I (t) ; S (t) I (t) ; 0; 0

.






   SI   S; SI   ( + )E; E   (+ ) I; I   R

A
=  21 (N   S) (   IS   S) + 2
 





2   2 ( + )





























 1; 1; 0; 0
0BB@
21 0 0 0
0 2
2 2 0
0 2 2 (+ ) 0













 21; 22; 2; 0
  











De esta manera tenemos que








g  1a(t) + 2b(t) + 3c(t),
donde
a(t) = 2 (N   S) (  + IS + S) + 2N2I2  2N
 
  + N2 + N

+ 2N4 = ,
b (t) =
 





















(i) como  +  > 1 observamos que 2   2 ( + ) < 2   2 = 0 entonces 
2   2 ( + )

E2 < 0
(ii) puesto que N < (+ ) entonces 2N    (+ ) =  (N   (+ )) < 0, por
consiguiente (N    (+ ))EI < 0
(iii) por la condición (2.27 ) tendremos que




I2 (t) < 0,
por (i), (ii) y (iii) tenemos que 2b (t) < 0. De manera análoga a como se realizó en la
demostración del teorema 2.2 podemos escoger valores adecuados 1; 2; 3 tal que L (W (t)) < 0
así por el teorema 2.4. tenemos que el punto (N; 0; 0; 0)T en el modelo SEIR estocástico es asin-
tóticamente estable. Si  6=  se reemplaza N por N en la función de Liapunov denida y se
sigue la prueba realizada anteriormente notando que si  >  entonces S (t)  N para todo
t  0 y si  >  entonces S (t)  maxt0 S (t) para todo t  0. 
En la siguiente sección se busca denir R0 para los modelos epidemiológicos estocásticos prop-
uestos en este trabajo.
2.6. Sobre las deniciones de R0 para los modelos estocásticos
Para denir R0 en los modelos epidemiológicos estocásticos propuestos en este trabajo se uti-
lizarán dos enfoques: la denición vía integral y la denición como una condición suciente de
la estabilidad del punto de equilibrio inicial.
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2.6.1. La denición de R0 a partir de la integral
Una forma de denir R0 para los modelos epidemiológicos estocásticos con sistemas de EDE
dados por (2.21 ), (2.22 ), (2.23 ) y (2.24 ) es utilizando la integral dada en la ecuación (2.11 ).
A continuación se presenta dicho enfoque donde los cálculos presentados son completamente
originales.
Como primer caso consideraremos que la tasa de natalidad es la misma que la tasa de mortalidad
y por consiguiente el total de la población es el mismo con respecto al tiempo. En el caso del
modelo SIR estocástico si un individuo infeccioso que permanece infeccioso hasta el tiempo a,
I (0) = 1, ingresa a una población completamente susceptible, S (0) = N , entonces tendremos
( + B (a))N nuevos individuos infectados por unidad de tiempo. De esta manera tendremos


















tomando x = B (t) y f (t; x) = xe (+)t (notación 1.2.) observamos que
ft (t; x) =   (+ )xe (+)t, fx (t; x) = e (+)t y fx2 (t; x) = 0,
así por integración por partes
lm
l!+1






















0 B (a) e
 (+)ada está denida cuando l ! +1 entonces por la proposición
1.3. tal integral es en realidad una variable aleatoria tal que
+1R
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2l log log te (+)l  lm
l!+1
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donde vemos que por la regla de LHôpital




























B (l) e (+)l  lm sup
l!+1
p
2l log log te (+)l = lm
l!+1
p
2l log log te (+)l = 0 c.s,
es decir,   1+ lml!+1B (l) e




























de esta manera se hace la siguiente denición:
Denición 2.8. Se dene la variable aleatoria reproductiva básica del modelo SIR-
estocástico (sin nacimientos ni muertes) a la variable aleatoria RSIR0;e .
Nótese que la media de RSIR0;e coincide con R
SIR
0 . Para el caso más general, es decir, cuando
 6= , tendremos que las variable aleatoria reproductiva básica es la misma RSIR0;e pero esta vez
sustituimos N por N .
De manera análoga tendremos que para los modelos SIS-estocástico, SEIR-estocástico y SEIS-
estocástico se denen las variables aleatorias reproductivas básicas como sigue
Denición 2.9. Las variables aleatorias reproductivas básicas de los modelo SIS-estocástico,



















22 ((+ ) (+ ))3
!
. (2.31)





0;e están denidas para cualquier modelo SIR, SIS, SEIR y SEIS que se
vaya a considerar.
En el capítulo 3 de este trabajo se presentan los resultados referentes a la extinción, persistencia
en la media y existencia de procesos estacionarios. Las hipótesis de éstos resultados son de
tipo numérico, es decir, se establece bajo qué condiciones de los parámetros (, , , ,  y
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) se tiene la extinción de la enfermedad, la persistencia de la misma y si existe al menos
proceso estacionario. En la literatura16 usualmente éstas condiciones se presentan en términos
del número reproductivo básico, razón por la cual se conservará dicho enfoque en este trabajo y se
denirá un número reproductivo básico para los modelos epidemiológicos estocásticos propuestos.
Si bien ya se posee una variable reproductiva básica una desventaja de ésta es no formar parte
de las condiciones sucientes de la estabilidad, teoremas enunciados y demostrados en la sección
anterior. Las condiciones para la estabilidad son de tipo numérico en función de , , , , , 
y ningún momento de tipo aleatorio (en términos de variables aleatorias), razón por la cual se
debe tener un número reproductivo básico para los modelos estocásticos. El primer intento para
denir tal valor ha sido vía integral, sin embargo, bajo este método no se tiene un número, por
consiguiente se procede a denir R0 como una condición suciente de la estabilidad asintótica,
enfoque abordado en la siguiente subsección:
2.6.2. La denición de R0 como una condición suciente para la estabilidad







N; 0; 0; 0

son asintóticamente estables en los modelos SIS-estocástico y SEIR-





















y se conocerá como el número reproductivo básico del modelo SIS-estocástico. La hipótesis del








si y sólo si,
0 <
N
 ( + )
+
22N2
22 ( + )
< 1,






SIS-estocástico. De esta forma tendremos que una primera17 denición del número reproductivo
básico para el modelo SIS estocástico está dada por
eRSIS0;E := N ( + ) + 22N222 ( + ) .
16Por ejemplo en [Broek], [Cantó], [Gray], [Hasminskii], [Jiang], [Lahrouz], [Lu], [Omari], [Ospina], [Tornatore]
y [Zhou]
17Se dice una primera porque en el capítulo 4 al hacer las simulaciones de las trayectorias S (t) e I (t) del
modelo SIS-estocástico se encuentra que la estabilidad asintótica está determinada por una cantidad RSIS0;E menor
que eRSIS0;E .
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sin embargo, al hacer las simulaciones de las trayectorias de S (t) y de I (t) (sección 4.2.2,
capítulo 4, conjetura 4.1 ) se puede determinar que bajo la siguiente condición numérica18
0 < N <
N
 ( + )
+
22N2
22 ( + )
,
es decir,






es asintóticamente estable en modelo SIS -estocástico. Como bRSIS0;E < eRSIS0;E ,
entonces se dene el número reproductivo básico para el modelo SIS-estocástico como:
Denición 2.10. El número reproductivo básico del modelo SIS-estocástico está denido
por:
RSIS0;E := bRSIS0;E = N
 ( + )
 
22N2
22 ( + )
. (2.32)






N < + 










donde RSEIR0;E es el menor número que implica que


N; 0; 0; 0

es asintóticamente estable y
se conocerá como el número reproductivo básico para el modelo SEIR-estocástico. La primera








si y sólo si,
0 <
N
 ( + ) ( + )
+
222N2
22 ( + ) ( + )
< 1,
siendo una condición suciente para tener la estabilidad asintótica de


N; 0; 0; 0

en el modelo
SEIR-estocástico. De esta forma tendremos que una primera19 denición del número reproduc-
tivo básico para el modelo SEIR-estocástico está dada por
eRSEIR0;E := N ( + ) ( + ) + 222N222 ( + ) ( + ) ,
18Esta condición es sugerida en [Tornatore, pág. 114-115] para el modelo SIR-estocástico. En dicho documento
no se especica con que base o bajo qué criterio se hace tal sugerencia.
19Al hacer las simulaciones de las trayectorias S (t) ; E(t); I (t) y R(t) del modelo SEIR-estocástico se encuentra
que la estabilidad asintótica está determinada por una cantidad RSEIR0;E menor que eRSEIR0;E .
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sin embargo, al hacer las simulaciones de las trayectorias de S (t) ; E (t) ; I (t) y R (t) (sección
4.2.2, capítulo 4 ) se puede determinar que bajo la siguiente condición numérica




N; 0; 0; 0

es asintóticamente estable en modelo SEIR-estocástico.
Como eRSEIR0;E > bRSEIR0;E , entonces la denición del número reproductivo básico para el modelo
SEIR-estocástico corresponde a:
Denición 2.11. El número reproductivo básico del modelo SEIR-estocástico está denido
por:
RSEIR0;E = bRSEIR0;E = N
 ( + ) ( + )
 
222N2
22 ( + ) ( + )
. (2.33)
Notemos que de las deniciones de variable aleatoria reproductiva básica y de número repro-















RSEIR0;E  RSEIR0;e  eRSEIR0;E 
= P




































donde  (x) es la función de distribución de la variable aleatoria con Z  N (0; 1), para todo
x 2 R. La probabilidad dada por
P

RSEIR0;E  RSEIR0;e  eRSEIR0;E ,
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la desigualdad anterior se tiene, si y sólo si, N 1
q
+
2  0, es decir, ;   0 y la tasa de
mortalidad, , sea mayor que cero.
Por otra parte, si  tiende a innito ( ! +1) entonces N 1
q
+








tiende a uno y así P

RSEIR0;E  RSEIR0;e  eRSEIR0;E  tiende a cero.
Esto quiere decir que entre mayor sea la tasa de mortalidad menor es la probabilidad de que la
variable aleatoria reproductiva básica tome valores entre RSEIR0;E y eRSEIR0;E .
Capítulo 3
Los modelos SIS y SEIR estocásticos
En este capítulo se demostrará que efectivamente los modelos epidemiológicos estocásticos SIS
y SEIR tienen solución, a pesar de no tenerse una ecuación explícita para las mismas. Además
se vericará bajo qué condiciones ambos modelos se extinguen, es decir, bajo qué condiciones la
población infectada tiende a desaparecer. Una vez se conoce la existencia, la pregunta será bajo
qué condiciones la población promedio infectada será mayor que cero, problema que llamaremos
persistencia en la media. Este problema es importante porque determina bajo qué condiciones
sucientes hay prevalecia de la epidemia para un tiempo sucientemente grande. Finalmente
para determinar si existe o no un comportamiento asintótico1, el cual estará determinado por
la existencia de una distribución estacionaria.
3.1. La existencia y la unicidad de la solución
El primer aspecto fundamental antes de empezar a analizar un modelo epidemiológico, en este
caso estocástico, es determinar si efectivamente éste tiene alguna solución positiva, es decir, de-
terminar si para todo tiempo t  0 existe población susceptible, infectada, expuesta o recupera-
da, habiendo siempre individuos en alguno de los grupos. En el caso particular de los modelos
epidemiológicos estocásticos, dado que utilizamos el movimiento browniano (en la componente
aleatoria), se hace necesario determinar si existe casi seguramente la solución, es decir, que la
probabilidad de tener individuos susceptibles, recuperados, expuestos o infectados (dependiendo
del modelo), en cualquier instante de tiempo, sea siempre uno. Los teoremas 3.1 y 3.2 corre-
sponden, respectivamente, a la existencia y a la unicidad de la solución para los modelos SIS
y SEIR estocásticos. Las demostraciones se harán con base en [Gray, pág. 6 7] y [Liu, pág.
157 158].
En la demostración de la existencia de las soluciones de ambosmodelos estocásticos se asume las
EDE denidas por los modelos SIS-estocástico y SEIR-estocástico tienen coecientes Lipschitz
localmente continuos (denición A.8 ). Se utiliza además la siguiente proposición:
Proposición 3.1. ([Mao, pág. 250]) Sean fB (t)gt0 un movimiento browniano sobre un es-
pacio de probabilidad (
;=; P ), f=tgt0 la ltración browniana y u (t; !) ; b (t; !) dos funciones
Lipschitz localmente continuas. Sea una EDE dada por
dX (t; !) = u (t; !) dt+ v (t; !) dB (t; !),
entonces existe un tiempo de explosión  e > 0 (denición 1.44) con respecto a la ltación
=x(0);t
	
t0 (como en la denición 1.60) tal que la EDE tiene una única solución para todo
t 2 [0;  e).
1Por comportamiento asintótico se entenderá por comportamiento para un tiempo innito.
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Demostración: [Fernandez, pág. 6]. 
De acuerdo con la nota 2.1, los modelos SIS-estocástico y SEIR-estocástico se considerará
fB (t)gt0 un movimiento browniano sobre (
;=; P ), determinado por las poblaciones que ten-







t0 dadas en la nota 2.1.
Teorema 3.1 (existencia de la solución para el modelo SIS estocástico y para el
modelo SEIR estocástico). Sea I(0) 2 (0; N) entonces existe I(t) 2 (0; N) para todo
t  0 tal que P (I(t) 2 (0; N) ; para todo t  0) = 1 en los modelos (i) SIS estocástico y (ii)
SEIR estocástico.
Demostración: (i) De la suposición 2.1. se tiene que los coecientes de las ecuaciones diferen-
ciales estocásticas de los modelos SIS estocástico son Lipschitz localmente continuos, entonces










I (t; !)!+1 para casi todo ! 2 
 cuando t! SISe .
Para demostrar la existencia de una solución global, basta con demostrar que SISe = +1
con probabilidad uno, es decir, existe una solución (S (t) ; I (t)) casi seguramente para todo







: S (t)  0 ó I (t)  0
	
:




son tiempos de paro2 (proposición 1.1 ) con respecto a la ltración
=(S(0);I(0));t
	
t0 podemos reescribir el conjunto

! 2 
 : SIS (!)  t
	
para todo t  0 como
! 2 










 :  (!)  tg \ f! 2 
 : S (t)  0 ó I (t)  0g,
observemos que f! 2 
 :  (!)  tg 2 =(S(0);I(0));t para todo t  0 (por ser todos los  tiempos de
paro) y f! 2 
 : S (t)  0 ó I (t)  0g 2 =(S(0);I(0));t (de la nota 2.1. (S (t) ; I (t)) es =(S(0);I(0));t-
medible), entonces SIS es un =(S(0);I(0));t-tiempo de paro.




e . La demostración se hace por contradicción







V : (R+)2  ! R+
(S (t) ; I (t))  ! ln (S (t) I (t)) :
Sea X(t) := (S (t) ; I (t))T , notemos que usando la notación del teorema 1.6















2Esto teniendo en cuenta que toda constante es un tiempo de paro y todo tiempo de explosión es un tiempo
de paro.
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De acuerdo con el modelo SIS estocástico, tomando
f(X (t)) :=

N   S (t) I (t) + I (t)  S (t)





 S (t) I (t) ; S (t) I (t)
T
,





procesos son procesos de Itô, por lo utilizaremos la fórmula de Itô3 para calcular dV (S (t) I (t))
con V (S (t) ; I (t)) = lnS (t) I (t). Para ello notemos que












  I (t) +  I (t)
S (t)

























;   S (t)
I(t)





S2 (t) + I2 (t)

,








g(X (t)) =  I (t) + S (t),
de manera que lnS (t) I (t) es un proceso de Itô (teorema 1.5 ) y d ln (S (t) I (t)) está dado por





   (I (t)  S (t)) +  I (t)
S (t)




S2 (t) + I2 (t)

dt+ h (t) dB (t)






S2 (t) + I2 (t)

dt+ h (t) dB (t),
donde h (t) = S (t)  I (t). Al considerar la función








d ln (S (t) I (t))   (S (t) ; I (t)) dt+ h (t) dB (t),
por consiguiente
ln (S (t) I (t))  ln (S (0) I (0)) +
tZ
0
 (S (u) ; I (u)) du+ 
tZ
0
h (t) dB (u) : (3.1)








 0 de manera que
3 ln (S (t) I (t)) es una función continua con derivadas parciales continuas considerando que S (t) e I (t) son
continuas distintas de cero para todo t  0 (suposición 2.1).
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lm
t!SIS
ln (S (t) I (t))  lm
t!0
ln (t) =  1,
sin embargo, como ln (S (0) I (0)) es nito (partiendo del caso extremo en el cual I(0) = 1 y
S(0) = N   1), 
R t




(por ser ln (S (t) I (t)) un proceso
de Itô) y
R t




(por ser  (S (u) ; I (u)) una función
continua), entonces se tiene que








h (t) dB (u) >  1, (3.2)
siendo esta una contradicción (! ) obtenida de suponer que SIS < +1, por tanto SIS = +1
con probabilidad uno y así (S (t) ; I (t)) existe para todo t 2 [0;+1) probándose la existencia
de la solución global. La unicidad se tiene puesto que en la proposición 3.1 se tiene como
consecuencia que la solución es única en [0;  e], es decir, (S (t) ; I (t)) es una única solución
para todo t 2 [0;+1).
(ii) Dado que los coecientes de las ecuaciones diferenciales estocásticas de los modelos SEIR 
estocástico son localmente Lipschitztianos continuos (suposición 2.1 ), entonces para algún valor





donde SEIRe es un tiempo de explosión con respecto a la ltración
=(S(0);E(0);I(0);R(0));t
	
t0, es decir, I (!; t)!+1 para casi todo ! 2 
 cuando t! 
SEIR
e .
Para demostrar la existencia de una solución global basta con demostrar que SEIRe = +1 casi
siempre, ea decir, (S (t) ; I (t) ; E (t)) está denida para todo t 2 [0;+1) bajo el hecho de que







: S (t)  0, E (t)  0 ó I (t)  0
	
,
se puede probar que SEIR es un tiempo de paro de manera similar como se hizo en (i) para
ver que SIS es un tiempo de paro.




e . Al suponer por contradicción que








W : (R+)3  ! R+
(S (t) ; E (t) ; I (t))T  ! ln (S (t)E (t) I (t))
:
De acuerdo con el modelo SEIR estocástico, tomando
X(t) =
 
S(t); E (t) ; I(t)
T






0@ N   S (t) I (t)  S (t)S (t) I (t)  ( + )E (t)
E (t)  ( + ) I (t)
1A,
utilizaremos la fórmula de Itô para calcular dW (S (t)E (t) I (t)) con
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W (S (t) ; E (t) ; I (t)) = ln [S (t)E (t) I (t)] (4).





tonces dichos procesos son procesos de Itô, por lo utilizaremos la fórmula de Itô para calcular
dW (S (t) ; E (t) ; I (t)) como sigue




















  3     ,











g(X (t)) = 





























WX2 (X (t)) =
0@  1=S2 (t) 0 00  1=E2 (t) 0
0 0  1=I2 (t)
1A
de manera que ln (S (t)E (t) I (t)) es un proceso de Itô (teorema 1.5 ) y d ln (S (t)E (t) I (t)) está
dado por
d ln (S (t)E (t) I (t)) =

k(t) +






































  I (t)  3      y j (t) = S (t) I (t)
E (t)
  I (t).
Supongamos primero que la población es constante. Vamos a considerar dos casos:
Caso 1: 0 < E(t) < 1, si y sólo si, 1=E (t) > 1, por consiguiente tendremos que
4 ln (S (t)E (t) I (t)) es una función continua con derivadas parciales continuas considerando que S (t), E (t),
I (t) son continuas distintas de cero para todo t  0 (suposición 2.1).
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d ln (S (t)E (t) I (t)) 

k (t) +
S (t) I (t)
2E (t)
 











S (t) I (t)
2N
 







+j (t) dB (t).
Caso 2: 1  E (t)  N , si y sólo si,  1   1=E (t) ( 1   1=E2 (t)), por consiguiente






2S2 (t) I2 (t)
2E (t)








2S2 (t) I2 (t)
2N

dt+ j (t) dB (t)
Denamos ahora las funciones
 (S (t) ; E (t) ; I (t)) := k (t) + mn fu (t) ; z (t)g y
# (S (t) ; E (t) ; I (t)) =  ( I (t) + S (t) I (t)),
donde
u (t) =


















2S2 (t) I2 (t)
2N
,
de manera de que
d ln (S (t)E (t) I (t))   (S (t) ; E (t) ; I (t)) + j (t) dB (t),
por consiguiente
ln [S (t)E (t) I (t)]  ln (S (0)E (0) I (0)) +
tR
0




j (t) dB (u) ;
(3.3)
















ln [S (t)E (t) I (t)]  lm
t!0
ln (t) =  1,
5Como E (t)  N entonces 1=E (t)  1=N para todo t  0, siempre y cuando  = . En caso de que  > ,
entonces la población inicial susceptible N es menor que 

N , por consiguiente, 1=E (t)  1= 

N para todo t  0.
Finalmente, si  >  entonces 

N < N , de manera que para todo t  0 se tiene que 1=E (t)  1=m, donde
m = maxt0 E (t).
6La misma nota de pie de página anterior.
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Observemos que
(a) ln (S (0)E (0) I (0)) es nito o  1 (partiendo del caso extremo en el cual I(0) = 0, E(0) = 1
y S (0) = N   1),
(b) 
R t




, por ser ln (S (t)E (t) I (t)) un proceso de Itô y
(c) 
R t




, puesto que S (t), E (t) e I (u) son
continuas no nulas (suposición 2.1.), además  (S (t) ; E (t) ; I (t)) presenta a lo sumo un punto
de discontinuidad en E (t) = 1, por consiguiente  (S (t) ; E (t) ; I (t)) es integrable ([Rudin,
teorema 6.10, pág. 126]).
Por (a), (b) y (c) se tiene que el valor del lado derecho de la desigualdad (3.3 ) para t! SEIR
está dado por









j (t) dB (u) >  1,
(3.4)
siendo esta una contradicción (! ), la cual se obtiene de suponer que SEIR < +1, por tanto
SEIR = +1 y así (S (t) ; E (t) ; I (t)) existe para todo t 2 [0;+1) probándose la existencia
de la solución global. La unicidad se tiene puesto que en la proposición 3.1 se tiene como
consecuencia que la solución es única en [0;  e), es decir, (S (t) ; E (t) ; I (t) ; R (t)) es una única
solución para todo t 2 [0;+1).
Si  <  se hace la misma demostración utilizando que E (t)  N para todo t  0 y si  > 
se utiliza que E (t)  m para todo t  0, donde m = maxt0E (t).

Con la existencia de la solución para los modelos SIS estocástico y SEIR estocástico nos
podemos preguntar cómo se puede encontrar la solución de ambos sistemas. Un método estaría
centrado en resolver analíticamente tales sistemas de ecuaciones, sin embargo, aún conocien-
do los parámetros no es un camino viable por la posible dicultad de los correspondientes
análisis. Otro forma de abordar el problema consiste en estudiar numéricamente el problema
utilizando métodos numéricos estocásticos. Las simulaciones a las soluciones de algunos modelos
SIS estocástico y SEIR estocástico, se presentan en la sección 4.2.
Al tener soluciones los sistemas EDE (2.22 ) y (2.23 ) se tiene que S (t) e I (t) en el modelo
SIS-estocástico y S (t), E (t), I (t) y R (t) en el modelo SEIR-estocástico son procesos de Itô
(ejemplo 1.15 ), razón por la cual es posible utilizar la fórmula de Ito en las secciones 2.2, 2.3
y 2.4 de este capítulo.
3.2. La extinción
Se dice que un modelo epidemiológico estocástico tiene extinción si la población infectada
tiende a cero en un tiempo sucientemente grande casi siempre, es decir, si
lm supt!+1 I (t) = 0, casi siempre.
En esta sección se presentan los teoremas con las condiciones sucientes para que los mode-
los SIS estocástico y SEIR estocástico tengan extinción, para ello se utilizará el lema 3.1.
enunciado inmediatamente.
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Lema 3.1. ([Liu, pág. 158]) Sean fB (t)gt0 un movimiento browniano sobre un espacio de
probabilidad (
;=; P ), f=tgt0 la ltración browniana y fM (t)gt0 una f=tgt-martingala local
continua con M (0) = 0 casi siempre. Entonces para todo  > 1 y para cualesquiera vn; n





M (u) dB (u)  1
2
vn hM (t) ;M (t)i+
 lnn
vn
, para todo t con 0  t  n y todo
n   (!).7
Demostración/: [Mao, pág. 158]. 
La demostración de los siguientes dos teoremas se basa en [Liu, pág. 158] la cual se realiza para
un modelo SIR-estocástico.
Teorema 3.2 (extinción del modelo SIS estocástico). Sea (S (t) ; I (t)) la solución al
modelo SIS estocástico con valor inicial (S (0) ; I (0)). Se tiene que











< (+ ) entonces el modelo SIS estocástico tiene extinción y lm
t!+1
S(t) = N .
Demostración: (i) Tenemos que el diferencial de I (t) para el modelo SIS estocástico está dado
por
dI (t) = (S (t) I (t)  (+ ) I (t)) dt+ S (t) I (t) dB (t).
Aplicando la fórmula de Itô ln I (t), la cual es una función continua y derivable para todo t  0
(suposición 2.1 ) vamos a tener que
d ln I (t) =






dt+ S (t) dB (t).
De esta forma podemos escribir ln I (t) como sigue












S (u) dB (u) . (3.5)
Sea M (t) := 
R t
0 S (u) dB (u). Como la integral dada por M (t) está bien denida, por ser
S (t) continua8 para todo t  0, entonces S () 2 V (0;+1) implicando que M (t) es una
f=tgt-martingala local continua (f=tgt0 es la ltración browniana) por el teorema 1.4, tal que
M (0) = 0 c.s. Por la isometría de Itô




por el lema anterior vamos a tener que para todo  > 1 y para cualesquiera vn; n sucesiones





S (u) dB (u)  1
2
vn hM (t) ;M (t)i+
 lnn
vn
, para todo t con 0  t  n y todo n   (!).
7La notación hi de producto interno se aclara en la notación 1.2.
8Como S (t) 2 C1 ([0;+1) R) (condición (ii) de la denición 1.60 ) entonces se garantiza que
R t
0
S (u) dB (u)
está denida para todo t  0.
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S (u) dB (u)  v
2
hM (t) ;M (t)i+ 2 lnn
v
, para todo t con 0  t  n y todo n   (!),
por la ecuación (3.5 ) se tendrá que













hM (t) ;M (t)i+ 2 lnn
v
, (3.6)
para todo t con 0  t  n y todo n   (!). Por la desigualdad (3.6 ) observamos que













































Tomando 0 < v < 1 observamos que













S2 (u)  2S (u)







(1  v)S2 (u) + S (u)  
2







(1  v)S2 (u) + S (u) , (3.8)
de las desigualdades (3.7 ) y (3.8 ) se tiene que para todo t tal que 0  t  n, todo n   (!) y
casi todo ! 2 
,











= ln I (0) +







































para casi todo ! 2 
. Tomando n tal que n  1  t < n observamos de la regla de LHôpital








v (n  1) = 0,







22 (1  v)   (+ ),
como v > 0 es una constante arbitraria menor que 1 entonces podemos tomar v tendiendo a








  (+ ) para casi todo ! 2 
.












  (+ ) < 0,









exp ln I1=t (t)

= lm supt!+1 t
p





n2N, la cual es convergente por el criterio de la raiz
9
([Rudin, pág. 65-66]), es decir, lmn!+1 I (n) = a, para algún  1 < a < +1. Supongamos










lo cual es una contradicción puesto que lm supt!+1
ln I(t)
t < 0. De esta forma, necesaria-
mente lmn!+1 I (n) = 0 y como I (t) es una función continua (suposición 2.1 ) entonces
lmt!+1 I (t) = 0, el decir, se tiene la extinción del modelo SIS estocástico.
Del sistema de EDE del modelo SIS estocástico tenemos que d (S (t) + I (t)) está dado por
d (S (t) + I (t))
dt
= N    (I (t) + S (t)) (3.9)
tomando y (t) = I (t) + S (t), g (t) = N y p (t) =  para cada t  0, entonces tendremos que
































9El criterio de la raiz para sucesiones arma que si lm supt!+1
n
p
janj < 1, entonces la sucesión fangn2N es
convergente.
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tomando límite tendremos que
lm
t!+1
[I (t) + S (t)] = lm
t!+1

















En la demostración del teorema anterior se tiene que la solución de la EDO (para el modelo
SIS con nacimientos y muertes)
d
dt (S (t) + I (t)) = N    (I (t) + S (t)),
está dada por
S (t) + I (t) =
h




de esta manera si la población inicial es completamente susceptible, entonces S (0) = N e
I (0) = 0, por tanto:
S (t) + I (t) = N ,
luego si la población infectada tiende a 0 en el tiempo t, I (t) ! 0, entonces la población
susceptible tiende a N . Del anterior razonamiento se tiene el siguiente corolario:
Corolario 3.1. En el modelo SIS con nacimientos y muertes si la población inicial es comple-
tamente susceptible y la población infectada en un tiempo t tiende a cero, entonces la población
susceptible en dicho tiempo tiende a N .
Teorema 3.3 (extinción del modelo SEIR estocástico). Sea (S (t) ; E (t) ; I (t)) la solu-











< ( + ) entonces lm
t!+1




< ( + ) entonces el modelo SEIR estocástico tiene extinción.
Demostración: (i) De acuerdo con la ecuación EDE del modelo SEIR estocástico tenemos que
el diferencial de E (t) está dado por
dE (t) = (S (t) I (t)  ( + )E (t)) dt+ S (t) I (t) dB (t).
Aplicando la fórmula de Itô a la función lnE (t), la cual es continua y derivable por la suposición
2.1, vamos a tener que
d lnE (t) =

S (t) I (t)
E (t)
  ( + )  




S (t) I (t)
E (t)
dB (t).
De esta forma podemos escribir lnE (t) como sigue




S (u) I (u)
E (u)
  ( + )  
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Sea L (t) := N
R t
0 [(S (u) I (u)) =E (u)] dB (u). Como la integral dada por L (t) está bien denida
por ser (S (t) I (t)) =E (t) continua 10 para todo t  0, entonces (S (t) I (t)) =E (t) 2 V (0;+1)
implicando que L (t) es una f=tgt-martingala local continua (f=tgt0 es la ltración browniana)
por el teorema 1.4, tal que L (0) = 0 c.s. Por la isometría de Itô





S2 (u) I2 (u)
E2 (u)
du,
por el lema 3.1. vamos a tener que para todo  > 1 y para cualesquiera vn; n sucesiones





S (u) I (u)
E (u)
dB (u)  1
2
vn hL (t) ; L (t)i+
 lnn
vn
, 8t con 0  t  n y todo n   (!).




S (u) I (u)
E (u)
dB (u)  b
2
hL (t) ; L (t)i+ 2 lnn
b
,
por la igualdad 3.10. se tendrá que




S (u) I (u)
E (u)
  ( + )  
2
2














para todo t con 0  t  n y todo n   (!). De la desigualdad anterior observamos que




S (u) I (u)
E (u)
  ( + )  
2
2
S2 (u) I2 (u)
E2 (u)
+










S (u) I (u)
E (u)
  ( + )  (1  b) 
2
2








Tomando b > 0 tal que b > 1, observamos que













S2 (u) I2 (u)
E2 (u)
  2S (u) I (u)




=   (1  b) 
2
2
S2 (u) I2 (u)
E2 (u)
+




22 (1  b) ,
por consiguiente
10Por la suposición 2.1. la función S(t)I(t)
E(t)
está denida y es continua, es decir, S(t)I(t)
E(t)
2 C1 ([0;+1) R)




[(S (u) I (u)) =E (u)] dB (u) está denida
para todo t  0.
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2
22 (1  b) >   (1  b)
2
2
S2 (u) I2 (u)
E2 (u)
+
S (u) I (u)
E (u)
.
Si suponemos que para algún t  0 se tiene que L (t) tiene a innito, caso en el cual E (t) tiende
a 0, entonces basta notar que al tomar dicho límite en la desigualdad anterior ésta se sigue
conservando. De esta forma por la desigualdad (3.12 ) y por la desigualdad anterior se tiene que
para todo t con 0  t  n, todo n   (!) y casi todo ! 2 
,











= lnE (0) +




























  ( + ) para casi todo ! 2 
.












  ( + ) < 0,











= lm supt!+1 t
p
E (t) < 0.





convergente y lmn!+1E (n) = 0, lo cual implica que lmt!+1E (t) = 0 por ser E (t) continua
(suposición 2.1 ).
Del sistema de EDE del modelo SEIR estocástico tenemos que d (S (t) + I (t)) está dado por
d (S (t) + E (t)) = [N   E (t)   (S (t) + E (t))] dt, (3.13)
resolviendo de manera similar la EDO (3.13) a la EDO (3.9), es decir, tomando y (t) = S (t) +
E (t), g (t) = N E (t) y p (t) =  para cada t  0 de manera similar a la prueba del teorema




S (0) + E (0) +
tR
0
eu (N   E (u)) du,
siendo una indeterminación del del tipo 11 de manera que por la regla de LHôpital vemos que
lm
t!+1
[I (t) + E (t)] = lm
t!+1







como lmt!+1E (t) = 0 entonces lmt!+1 S (t) =

N .
(iii) Notemos de la EDE (2.15 ) que
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d (S (t) + E (t) + I (t)) = [N    (S (t) + E (t) + I (t))  I (t)] dt,
cuya solución con respecto a y (t) = S (t) + E (t) + I (t) está dada por
y (t) =
S (0) + E (0) + I (0) +
R t
0 e
u (N   I (u)) du
et
,
de manera análoga al item anterior se tiene que
lm
t!+1
[S (t) + E (t) + I (t)] = lm
t!+1
y (t) = lm
t!+1







por otra parte lmt!+1 [S (t) + E (t) + I (t)] =













(1 + ) lm
t!+1
I (t) = 0,
por consiguiente lmt!+1 I (t) = 0, es decir el modelo SEIR estocástico tiene extinción.

Resolviendo la siguiente EDO (para el modelo SEIR con nacimientos y muertes)
d
dt (S (t) + E (t) + I (t) +R (t)) = N    (S (t) + E (t) + I (t) +R (t)),
de manera análoga a como se resolvió la EDO para ddt (S (t) + E (t) + I (t)) en el teorema ante-
rior, se tiene que su solución está dada por:
S (t) + E (t) + I (t) +R (t) =
h




de esta manera si la población inicial es completamente susceptible, entonces S (0) = N y
E (0) = I (0) = R (0) = 0, por tanto:
S (t) + E (t) + I (t) +R (t) = N ,
luego si las poblaciones infectada, susceptible y recuperada tiende a 0 en el tiempo t11, entonces
la población susceptible tiende a N . Del anterior razonamiento se tiene el siguiente corolario:
Corolario 3.2. En el modelo SEIR con nacimientos y muertes si la población inicial es com-
pletamente susceptible y la población infectada, expuesta y recuperada en un tiempo t tienden a
cero, entonces la población susceptible en dicho tiempo tiende a N .
Utilizando el método de Euler Maruyama en la sección 4.2.1 se vericará que los teoremas pre-
viamente demostrados son acertados tomando diferentes valores para los parámetros. El hecho
de que un modelo epidemiológico (estocástico) tenga extinción implica que bajo las condiciones
de control, tratamiento y manejo de la epidemia que se están realizando en el momento de
realizar un análisis; la epidemia es controlable. En caso contrario, se deben cambiar tales condi-
ciones para disminuir en un tiempo más corto el número de personas infectadas.
11Es decir, E (t)! 0, I (t)! 0 y R (t)! 0.
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3.3. La persistencia en la media
Determinar si una enfermedad es persistente consiste en ver si, para cualquier tiempo a partir
de la apacición de la misma, existe población infectada. Una enfermedad es persistente en la
media si el promedio de la población infectada es mayor que cero para un tiempo suciente-
mente grande. Para el caso de los modelos donde las soluciones son funciones continuas, como lo
son los modelos con EDO y con EDE se dene puntualmente la persistencia en la media como
sigue:








I (u) du > 0.







I (u) du > 0, casi siempre.
Los teoremas 3.4 y 3.5. determinan las condiciones sucientes bajo las cuales los modelos
SIS estocástico y SEIR estocástico, respectivamente, son persistentes en la media. Las demostra-
ciones se harán con base en [Gray, pág. 6 7] y [Liu, pág. 157 158].
Teorema 3.4. Para el modelo SIS estocástico se tiene que para algún valor inicial (S (0) ; I (0)),













de manera que, si RSIS0;E > 1 entonces el modelo SIS estocástico es persistente en la media.
Demostración: De la EDE del modelo SIS estocástico tenemos que
d (S (t) + I (t)) = [  (S (t) + I (t)) + N ] dt,
al integrar de 0 a t y luego dividiendo sobre t vamos a tener que
S (t) + I (t)
t
=
S (0) + I (0)
t





















I (u) du, (3.14)
con  (t) := 1t (S (0) + I (0)  S (t)  I (t)).
Por otra parte tomando la función ln I (t), por la fórmula de Itô vamos a tener que d ln I (t)
está dado por
d (ln I (t)) =





dt+ S (t) dB (t)
12





dt+ S (t) dB (t)
12Si  = , entonces S (t)  N , por lo tanto,  S2 (t)   N2 para todo t  0. Si  < , para todo t  0,





N2. Si  > , entonces  S2 (t)   l2 para todo t  0, donde l = maxt0 S (t).
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Tomando integral a ambos lados de la desigualdad anterior vamos a tener que
ln I (t)  ln I (0)  
tR
0





S (u) dB (u)











S (u) dB (u) ,
con $ (t) = 1t (ln I (t)  ln I (0)). Por la igualdad (3.14 ) vamos a tener que

































S (u) dB (u) .
Ya que 0  lmt!+1 ln I(t)t  lmt!+1
lnN




t = 0 donde


















S (u) dB (u).
Sea fM (t) :=  R t0 S (u) dB (u), como S (t) es continua entonces la integral está denida13. Por
el teorema 1.4 fM (t) es una f=tgt-martingala local continua (f=tgt es la ltración browniana)
con fM (0) casi siempre. Utilizando la isometría de Itô se tiene que
lm
t!+1






























































casi siempre, demostrándose así el teorema 3.4.

En la siguiente proposición se demuestra que el modelo SIS-estocástico persistencia en la media
implica la extinción del mismo:
Proposición 3.2. Si 2 < 22 (+ ) en el modelo SIS-estocástico entonces RSIS0;E < 1. Recí-
procamente si un modelo SIS-estocástico tiene persistencia en la media, entonces este no tiene
extinción.
13Como S (t) 2 C1 ([0;+1) R) (condición (ii) de la denición 1.60 ) entonces se garantiza que
R t
0
S (u) dB (u)
está denida para todo t  0.
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la segundo derivada corresponde a:










































es máximo, entonces para todo N > 0 se tiene que








Por contrarrecíproco, si r (N)  1, es decir, si RSIS0;E = r (N) > 1, entonces el modelo SIS-
estocástico es persistente en la media. De esta forma se tiene que si el modelo es persistente en
la media entonces el modelo no tiene extinción (pues 2  22 (+ )).

Una inquietud formulada en este trabajo y que no será respondida es la siguiente: ¿que un
modelo SIS-estocástico no tenga extinción implica que el modelo es persistente en la media?
Una vez se responda esta pregunta entonces se tiene que un modelo es persistente en la media,
si y sólo si, no tiene extinción.
El siguiente teorema se demuestra utilizando comportamiento de la gráca (4.d) para el modelo
SEIR-estocástico:
Teorema 3.5. Si existen t1 y t2 con 0 < t1 < t2 tal que S (t)  E (t) para todo t 2 [0; t1] y
E (t)  I (t) para todo t 2 [t1; t2], en el modelo SEIR-estocástico y además
N
 ( + )
  
22N2
22 ( + )
> 1,
entonces el modelo SEIR estocástico es persistente en la media.
Demostración: De la EDE del modelo SEIR estocástico tenemos que
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d (S (t) + E (t) + I (t)) = [N    (S (t) + E (t) + I (t))  I (t)] dt,
al integrar de 0 a t y luego dividiendo sobre t vamos a tener que
S (t) + E (t) + I (t)
t
=
S (0) + E (0) + I (0)
t





























I (u) du, (3.15)
con  (t) := 1t (S (0) + E (0) + I (0)  S (t)  E (t)  I (t)).
Observamos además de la EDE del modelo SEIR estocástico que
I (t) = I (0) + 
tR
0
E (u) du  (+ )
tR
0
I (u) du+ 
tR
0









I (u) du+ 
tR
0
S (u) I (u) dB (u), (3.16)
con % (t) = 1 (I (t)  I (0)). Utilizando la fórmula de Itô para la función lnE (t) notamos que
d lnE (t) =

S (t) I (t)
E (t)
  ( + )  1
2




S (t) I (t)
E (t)
dB (t),
utilizando el hecho14 de que inicialmente tenemos mayor población susceptible que del resto de
grupos y con el pasar del tiempo los expuestos superan el número de susceptibles a partir de
algún tiempo t1. Una vez la población expuesta alcanza un valor máximo entonces empieza a
descender su valor teniendo en algún momento t2 mayor población infectada que expuesta. De
esta forma para cualquier tiempo t  t2 se tiene que S (t)  E (t) y E (t)  I (t) por consiguiente
de la ecuación (3.17 ) para todo t  t2 satisface la siguiente desigualdad
d lnE (t) 





dt+ S (t) dB (t),
y tomando integral tendremos
lnE (t)  lnE (0) 
tZ
0






S (u) dB (u) , (3.17)
dividiendo entre t observamos que












S (u) dB (u),
con { (t) = 1t (lnE (t)  lnE (0)). Por la ecuación (3.15 ) es igual a
14Que se puede observar en el gráco (2.d).
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S (u) dB (u),
y por la ecuación (3.16 )
{ (t)   (t) +  


















(S (u) + S (u) I (u)) dB (u) ,
como  (t) ; % (t) ;{ (t)! 0 cuando t! +1 entonces




I (u) du   









v (u) dB (u),
con v (u) = S (u) +S (u) I (u). Sea eL (t) :=  R t0 v (u) dB (u), como v (t) es continua entonces la
integral está denida15. Por el teorema 1.4, eL (t) es una f=tgt-martingala local continua (f=tgt
es la ltración browniana). Utilizando la isometría de Itô se tiene que
lm
t!+1

































I (u) du  1
t




I (u) du  














 ( + )
  
22N2




de manera que si
N
 ( + )
  
22N2
22 ( + )
> 1,
entonces el modelo SEIR estocástico es persistente en la media como se quería demostrar.

Cuando un modelo epidemiológico es persistente en la media signica que en promedio siempre
tendremos población infectada, sin embargo, también puede ser de nuestro interés estudiar la
población susceptible promedio dada esta condición. Siguiendo [Lu, pág. 160 161], en el caso












15Como v (t) 2 C1 ([0;+1) R) (condición (ii) de la denición 1.60 ) entonces se garantiza que
R t
0
v (u) dB (u)
está denida para todo t  0.
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lo cual por denición de límite inferior signica que para todo  > 0 y para todo ! 2 
 existe










  , para todo t > T (!),





S (u) du   (t) + 






+ , para todo t > T (!),
















, casi siempre. (3.18)











es decir, para todo  > 0 y para todo ! 2 





I (u) du  N
 ( + )
  
22N2
22 ( + )
  , para todo t > T (!),

























S (u) I (u) dB (u) ,









 + + 








+ , para todo t > T (!).







S (u) du 
 
 + + 








, casi siempre. (3.19)
3.4. Existencia de la distribución estacionaria
Recordemos que I (t) es el número de personas infectadas por la enfermedad en el tiempo t,
siendo ésta una variable aleatoria (ejemplo 1.6 ), cuya distribución está dada por:






es la huella de la  álgebra de Borel (denición 1.2.) sobre R+.
3.4. EXISTENCIA DE LA DISTRIBUCIÓN ESTACIONARIA 83
FI(t) (x) := P (I (t)  x), para todo x 2 [0;+1)
es la función de distribución (denición 1.10 ) de I (t) para cada t  0.
Tenemos que fI (t)gt0 es un proceso estocástico, sobre el cual se dene (en caso de existir) la
distribución estacionaria (denición 1.38 ) como la variable aleatoria I (+1) con distribu-
ción
PI(+1) (B) := P (I (+1) 2 B) para todo B 2 B (R+),
tal que
lmt!+1 FI(t) (x) = FI(+1) (x), para todo x punto de continuidad de F ,
donde FI(+1) (x) es la función de distribución de la variable aleatoria I (+1) ([Gray, pág.
16-17]).
La existencia de una distribución estacionaria para la población infectada nos permite deter-
minar el posible comportamiento asintótico que presentará la enfermedad. Conociéndose si un
proceso tiene una distribución estacionaria surge la pregunta natural determinar la media y la
varianza de tal distribución. En el modelo SIS-estocástico es posible determinar tal media y tal
varianza ([Gray, pág. 19]), lo cual se hace en la proposición 3.2. En este trabajo no se determina
la media y la varianza de la distribución estacionaria en el modelo SEIR-estocástico, dada la
dicultad del mismo modelo.
Se dene matriz de difusión por aparecer como una condición suciente del lema 3.2., el cual
es utilizado para demuestrar los teoremas 3.6 y 3.7.
Denición 3.2. ([Liu, pág. 161]) Sean fB (t)gt0 = fB1 (t) ; : : : ; Bk (t)gt0 un movimiento
browniano k-dimensional sobre un espacio de probabilidad (
;=; P ), un proceso de Markov
X = fX (t)gt0, con X (t) = (X1 (t) ; : : : ; Xn (t)), regular de tiempo homogéneo (denición
1.40) con valores en [0;+1)n, el cual es una solución de la ecuación diferencial estocástica
dada por8>>>>>>>>>><>>>>>>>>>>:
dX1 (t) = b1 (X (t)) dt+ 
(1)
1 (X (t)) dB1 (t) + : : :+ 
(1)
k (X (t)) dBk (t)





r (X (t)) dBr (t)
...
dXn (t) = bn (X (t)) dt+ 
(n)
1 (X (t)) dB1 (t) + : : :+ 
(n)
k (X (t)) dBk (t)





r (X) dBr (t)
donde jbi (X (t))j1=2 2 C1 ([0;+1) R) para todo i = 1; : : : ; n y (j)i (X (t)) 2 C1 ([0;+1) R)
para todo i = 1; : : : ; k y j = 1; : : : n. La matriz de difusión de fX (t)gt0 se dene como la
matriz A (X (t)) = (aij (X)) de tamaño n k tal que
















Para aclarar el concepto de matriz de difusión se realiza el siguiente ejemplo:
Ejemplo 3.1. Sea X (t) = (X1 (t) ; X2 (t))
T la solución del sistema EDE dado por
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
dX1 (t) = 3X2 (t) dt+ 4dB1 (t) +X1 (t)X2 (t) dBk (t)
dX2 (t) = 8X1 (t) dt+X2 (t) dB1 (t)
,
tenemos que
b1 (X (t)) = 3, 
(1)
1 (X (t)) = 4 y 
(1)
2 (X (t)) = X1 (t)X2 (t),
b2 (X (t)) = 8X1 (t) y 
(2)
1 (X (t)) = X2 (t),
de esta manera





















2 (X (t)) = 4X2 (t) + 0,








2 (X (t)) = 4X2 (t) + 0,








2 (X (t)) = X
2
2 (t) + 0;
luego la matriz de difusión para X (t) corresponde a:










En los siguientes ejemplos se calcula la matriz de difusión de los modelos SIS-estocástico y
SEIR-estocástico.
Ejemplo 3.2. Sea Z (t) = (S (t) ; I (t))T la solución del modelo SIS-estocástico. Del sistema
EDE (2.22) tenemos que
b1 (Z (t)) = N + I(t)  I(t)S(t)  S (t) y (1)1 (Z (t)) =  I(t)S(t),
b2 (Z (t)) = I(t)S(t)  I(t)  I (t) y (2)2 (Z (t)) = I(t)S(t),
de esta manera,




1 (Z (t)) = 
2S2 (t) I2 (t),




1 (Z (t)) =  2S2 (t) I2 (t),




1 (Z (t)) =  2S2 (t) I2 (t),




1 (Z (t)) = 
2S2 (t) I2 (t);
por consiguiente su matriz de difusión para el sistema EDE del modelo SIS-estocástico corres-
ponde a:







Ejemplo 3.3. Sea Y (t) = (S (t) ; I (t))T la solución del modelo SIS-estocástico. Del sistema
EDE (2.23) tenemos que
b1 (X (t)) = N   I(t)S(t)  S (t) y (1)1 (X (t)) =  I(t)S(t),
b2 (X (t)) = I(t)S(t)  E (t)  E (t) y (2)1 (X (t)) = I(t)S(t),
b3 (X (t)) = E (t)  I(t)  I (t) y (3)1 (X (t)) = 0,
b4 (X (t)) = I(t)  R (t) y (4)1 (X (t)) = 0,
de esta manera,
3.4. EXISTENCIA DE LA DISTRIBUCIÓN ESTACIONARIA 85




1 (X (t)) = 
2S2 (t) I2 (t),




1 (X (t)) =  2S2 (t) I2 (t),
aij (X (t)) = 0, para todo i; j = 3; 4,
por consiguiente su matriz de difusión para el sistema EDE del modelo SEIR-estocástico corres-
ponde a:
A (Y (t)) = 2S2 (t) I2 (t)
0BB@
1  1 0 0
 1 1 0 0
0 0 0 0
0 0 0 0
1CCA.
N
Denición 3.3. Sea fX (t)gt0 una cadena de Markov de tiempo homogéneo como en la deni-
ción 3.2.
(i) Se dene el tiempo de una trayectoria que inicia desde el estado inicial X (0) = x0
hasta el conjunto U como
Ux0 := nf ft  0 : X (t) 2 U jX (0) = x0g,





Dicho tiempo medio se nota en [Hasminskii, pág. 107] y en [Liu, pág. 161-163] como Ex0 ().
Para demostrar la existencia y la unicidad de la distribución estacionaria de unmodelo epidemio-
lógico estocástico se puede utilizar el siguiente lema enunciado en [Hasminskii, pág. 107-108].
Lema 3.2. Sea un proceso de Markov de tiempo homogéneo fX (t)gt0 con valores en Rd, el
cual es una solución de un sistema EDE dado en la denición 3.2 y cuya matriz de difusión
es A (X (t)). Si existe un subconjunto de valores de fX (t)gt0, U , tal que U es de frontera
regular17, @U  Rd 18 y U satisface las siguientes propiedades:
(i) En el dominio U y alguna vecindad VU 19 de tal dominio se tiene que el menor valor propio
de la matriz de difusión A(X (t)) está acotado alrededor de cero, para todo X (t) 2 U ,




< +1. Además para todo subconjunto compacto








entonces fX (t)gt0 tiene una única distribución estacionaria.
Nota 3.1. De acuerdo con [Liu, pág. 161-163] para probar la condición (i) del lema 3.2. basta
con demostrar la condición (i) dada por:
(i) existe M > 0 tal que
TA (X (t))  =
mP
i;j=1
aij (X (t)) ij > M kk, para todo  2 Rm y todo X (t) 2 U ,
17Consultar la denición de frontera regular está dada en la denición 1.64.
18@U denota la frontera de U , consultar la denición A.5
19Denición A4
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siendo A (X (t)) la matriz de difusión de X (t), con i; j = 1; :::;m.
Para demostrar la condición (i) de la nota anterior de acuerdo con [Liu, pág. 161-163] se puede
utiliza el principio de Rayleigh el cual se enuncia y se demuestra en [Strang, pág. 342 343]:
Lema 3.3 (Principio de Rayleigh). ([Strang, pág. 342 343]) Sea A (x) una matriz simétrica





si y sólo si,
TA (x)    kk
donde  es el menor valor propio de la matriz A (x).
De los ejemplos 3.2. y 3.3. tenemos que las matrices de difusión para los modelos SIS-estocástico
(A (Z (t))) y SEIR-estocástico (A (Y (t))) son ambas simétricas, lo cual implica por el princi-
pio de Rayleigh que existen 1 (para el modelo SIS-estocástico) y 2 (para el modelo SEIR-
estocástico) tales que
TA (Z (t))   1 kk y TA (Y (t))  1 kk,
para todo  2 R2 y para todo  2 R4. De esta manera los sistemas EDE de los modelos SIS-
estocástico y SEIR-estocástico satisfacen la condición (i) de la nota 3.1. y por consiguiente la
condición (i) del lema 3.2.
Nota 3.2. Observemos que tomando únicamente el proceso estocástico fI (t)gt0 de cualquiera
de los modelos epidemiológicos estocásticos tenemos que la condición (ii) del lema 3.2. corres-
ponde a la condición (ii) dada por:
(ii) Existen a y b con a < b tales que para todo x 2 R (a; b)

(a;b)
















< +1 para todo intervalo cerrado K  (0; N).
Para aplicar el lema 3.2 en la demostración de los teorema 3.6 se hace necesario hacer la
siguiente suposición para el modelo SIS-estocástico.
Suposición 3.1. Sean el proceso estocástico fI (t)gt0 en el modelo SIS-estocástico con la mis-
ma tasa de natalidad y de mortalidad y a < b. Los intervalos cerrados [a; b] tales que x2 2 [a; b],
donde x2 es un cero positivo de la función
f (x) =  12
2 (N   x)2 +  (N   x)  (+ )
son subconjuntos con frontera regular para el proceso fI (t)gt0.
Para demostrar que el proceso estocástico fI (t)gt0 (únicamente) tiene una distribución esta-
cionaria vamos a utilizar (ii) propuesto en [Gray, pág. 17-18]
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Teorema 3.6. ([Gray, pág. 18]) El modelo SIS estocástico con igual tasa de natalidad y de
mortalidad tiene una única distribución estacionaria si 2 > 22 (+ ).
Demostración ([Gray, pág. 18-19]): Vamos a probar la condición (ii). Por la fórmula de Itô
vamos a tener que
d (ln I (t)) =





dt+ S (t) dB (t),
de manera que











S (u) dB (u),
como S (t) + I (t) = N , si y sólo si, S (t) = N   I (t), deniendo
f (x) =  12
2 (N   x)2 +  (N   x)  (+ )
observamos que
ln I (t) = ln I (0) +
tZ
0
f (I (t)) du+ 
tZ
0
(N   I (u)) dB (u) , (3.20)
las soluciones de la función f (x), es decir, los x 2 R tal que f (x) = 0, están dadas por
N   x =
 
q






















2   22 (+ ) +  + 2N

> 0.
Se observa que f 0 (x) = 22
2 (N   x)  , por tanto f 0 (N) =   < 0, es decir, f es decreciente
en el intervalo N y por tanto negativa en (x2; N ].
(3.a)
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Sean a y b arbitrarios tales que 0 < a < x2 < b < N tendremos que (ver gura 3.a)
(i) para todo b  x < N , f (x)  f (b) ,
(ii) para todo 0  x < a, f (0) ^ f (a)  f (x) . (3.21)
Denamos  := nf ft  0 : I (t) 2 (a; b)g. Consideremos primero el caso en que I (0) 2 (0; a)
(gura 3.b), tendremos que la función I (t) alcanzará primero a a que a cualquier otro número
en (a; b), es decir 0  I ( ^ t)  a
(3.b)
Por consiguiente ln (a)  ln (I ( ^ t)) para todo t  0 (por ser ln () una función creciente), de
esta manera de la ecuación 3.20 tenemos que










(N   I (u)) dB (u)

 ln I (0) +
^tR
0
(f (0) ^ f (a)) du+ 
^tR
0
(N   I (u)) dB (u), por (3.20) (ii)
= ln I (0) + (f (0) ^ f (a)) ( ^ t) + 
^tR
0
(N   I (u)) dB (u).
tomando esperanza a ambos lados de la desigualdad anterior se tiene que
R ^t
0 (N   I (u)) dB (u)
está denida




(N   I (u)) dB (u)

,
como fln (I (t))gt0 es un proceso de Itô (por la fórmula de Itô) entonces
R ^t
0 (N   I (u)) dB (u)
está denida y por la proposición 1.3 se tiene que E
R ^t




ln (a)  ln I (0) + (f (0) ^ f (a))E ( ^ t)
si y sólo si
ln (a=I (0))
f (0) ^ f (a)  E ( ^ t) para todo t  0.
Para el caso en el cual I (0) 2 (b;N) (gura 3.b), tendremos que la función I (t) pasa primero
por b que por cualquier otro número de (a; b), es decir, b  I ( ^ t)  I (t)  N , de manera
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que ln (I ( ^ t))  ln (b) para todo t  0,
(3.b)
de esta manera se tiene que
ln (b)  ln (I ( ^ t)) = ln I (0) +
^tR
0
f (I (u)) du+ 
^tR
0
(N   I (u)) dB (u)
 ln I (0) +
^tR
0
f (b) du+ 
^tR
0
(N   I (u)) dB (u)
= ln I (0) + jf (b)j ( ^ t) + 
^tR
0
(N   I (u)) dB (u)
al aplicar esperanza a ambos lados de la desigualdad anterior y dado que
E
R ^t








(N   I (u)) dB (u)

= ln I (0) + jf (b)jE ( ^ t),
como jf (b)j =  f (b) por ser f (b)  0, entonces
ln (b)  ln I (0)  f (b)E ( ^ t), si y sólo si, E ( ^ t)  ln (I (0) =b)jf (b)j .
Tomando t ! +1, tendremos que  ^ t !  (ya que t ! 0) y así E ( ^ t) ! E (), por
consiguiente
E ()  ln (I (0) =b)jf (b)j < +1 y E () 
ln (a=I (0))
f (0) ^ f (a) < +1 para todo t  0,
es decir, E () < +1 considerando el problema inicial I (0) 2 (0; a) [ (b;N) = (0; N) [a; b].
Nótese ahora que si tomamos como condición inicial I (0) 2 (a; b), entonces
 =nf ft  0 : I (t) 2 (a; b)g = 0,
luego E () = 0 y así E () < +1 para toda condición inicial I (0) 2 (0; N), lo que implica que
sup
n
E () : I (0) 2
hea;ebio < +1, para todo hea;ebi  (0; N).
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




0 I (u) du > 0 denota el promedio la población total infectada en cualquier tiempo t, es decir,
el número de personas infectadas que se espera tener en cualquier instante de tiempo. Siguiendo
esta motivación denimos la media de la variable aleatoria I (t) y su varianza como se sigue:
Denición 3.4. La media y la varianza del número de infectados en el tiempo t, para
todo t  0, se denen respectivamente por










I2 (u) du  (E [I (t)])2.
Proposición 3.3. Si 2 > 22 (+ ), entonces la media y el segundo momento de la distribu-
ción estacionaria del modelo SIS estocástico con la misma tasa de mortalidad y de natalidad
están dadas respectivamente por

























+ 2 (N   + ) .
Demostración ([Gray, pág. 19-20]): Fijemos I (0) 2 (0; N). De la EDE del modelo SIS estocástico
tenemos inmediatamente que
I (t) = I (0) +
tR
0
I (u) (S (u)  (+ )) du+
tR
0
I (u)S (u) dB (u),
como N = S (t) + I (t) entonces tenemos que
I (t) = I (0) +
tR
0
I (u) (N   I (u)  (+ )) du+
tR
0
I (u) (N   I (u)) dB (u),






















I (u) (N   I (u)) dB (u)

























I (u) (N   I (u)) dB (u) ,
, (3.22)
como fI (t)gt0 es un proceso de Itô, entonces la integral dada por
M (t) :=
R t
0 I (u) (N   I (u)) dB (u)




t0 es una f=tgt-martingala local continua
donde f=tgt0 es la ltración browniana. Nótese que:






























I (u) (N   I (u)) dB (u) = 0,




































Como 2 > 22 (+ ), en la demostración del teorema 3.2.(ii) se prueba que lmt!1
ln I(t)
t = 0
y que lmt!+1 [S (t) + I (t)] =





























(N   (+ ))E [I (+1)] . (3.24)
Por otra parte, aplicando la fórmula de Itô a la función ln I (t), tenemos que d ln I (t) está dado
por:
d (ln I (t)) =





dt+ S (t) dB (t),
teniendo la siguiente notación integral











S (u) dB (u),
divididiendo la ecuación anterior entre t y luego tomando límite cuando t tiende a +1 obte-




























S (u) dB (u) ,
como em (t) = R t0 S (u) dB (u) es una martingala local continua y de nuevo aplicando la ley
de los grandes números para martingalas (ver demostración del teorema 3.4, en la página
75), tendremos que lmt!+1 1t
R t
0 S (u) dB (u) = 0. Además como I (0) es constante entonces
lmt!+1 ln I (0) =t = 0, por lo tanto la ecuación anterior la podemos escribir como:

























 (N   I (u))  (+ )  
2
2
(N   I (u))2

du (por















































E [I (+1)] = (+ ) +
2N2
2
  N , (3.25)





  N = 
2
2




E [I (+1)] , si y sólo si,











, si y sólo si,
























+ 2 (N   (+ ))















+ 2 (N   (+ )) .

De la proposición anterior tenemos que la varianza de la distribución estacionaria del modelo
SIS estocástico está dada por

































+ 2 (N   + )









+ 2 (N   + )
35 .
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Para aplicar el lema 3.2 en la demostración de los teorema 3.7 se hace necesario hacer la
siguiente suposición para el modelo SEIR-estocástico.
Suposición 3.2. Sean el proceso estocástico fI (t)gt0 en el modelo SEIR-estocástico con la
misma tasa de natalidad y de mortalidad y a < b. Los cerrados [a; b] tales que x3; y2 2 [a; b],
donde x3 es un cero positivo de la función
g (x) = (N   ) +

2




y y2 es un cero positivo de la función
h (x) = N   x  22 x
2,
son subconjuntos con frontera regular para el proceso fI (t)gt0.
Teorema 3.7. El modelo SEIR estocástico con iguales tasas de mortalidad y de natalidad tiene
una única distribución estacionaria si 2 > 22 (+ ), N <  y 2N > 2.
Demostración: Vamos a probar la condición (ii) (página 83 ). Por la fórmula de Itô vamos a
tener que








dt+ I (t) dB (t),
consideremos la función
g (I (t)) =
N




como S (t) = N   E (t)  I (t) R (t)  N   I (t) entonces
d (lnS (t))  g (I (t)) dt+ I (t) dB (t).
Para determinar los ceros de la función g (I (t)) hacemos:
N




si y sólo si,
N =





(N   I (t)),
por lo tanto,

























luego x1 = I (t) = 0 o I (t) satisface la siguiente ecuación
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de esta manera tomando a = 
2
2 , b =  

2
2 N   

y c =   (N   ) vamos a tener que dos
ceros de g (I (t)) están dados por xi =  b
p
b2 4ac
2a con i = 2; 3. Como 4ac =  2 (N   )
2 y











como 2N > 2 entonces 
2












2 N     

2




garantizando así que x3 es una solución positiva. Adicionalmente notemos que
g0 (I (t)) =
N
(N   I (t))2
     2I (t),
de forma que para calcular los puntos críticos igualamos g0 (I (t)) = 0 obteniendo
N
(N   I (t))2
=  + 2I (t),
para que la función g (I (t)) sea creciente en 0 es necesario que g0 (0) = N    > 0, es decir,
cuando N < , lo que quiere decir que el promedio de los nuevos infectados de una población
N es menor que la tasa de mortalidad. Por otra parte, como g (I (t)) es continua en [0; N) y
dado que g (0) = 0 = g (x3) entonces existe un punto máximo I (t) = ~x tal que ~x 2 (0; x3).
Por otra parte, al tenerse que la tasa de mortalidad es la misma que la tasa de natalidad,
entonces la población total permanece constante para todo tiempo t  0. De esta manera al
tenerse inicialmente S (0) individuos susceptibles, una vez éstos tienen contacto con los I (0)
inicialmente infectados21, entonces la población susceptible va a decrecer, por lo menos hasta
un tiempo t1 (los susceptibles se vuelven expuestos)22. De esta manera el diferencial dS (t) =dt
del modelo SEIR debe ser negativo, es decir:
N   I(t)S(t)  S (t) < 0 para todo 0  t  t1,
si y sólo si, para todo 0  t  t1







20Una de las hipótesis del teorema es que N < .
21En todos los modelos epidemiológicos se debe considerar como condiciones iniciales que se tienen individuos
susceptibles como infectados para tener una epidemia (si no hay infectados, no hay epidemia en la región de
estudio).
22Al simular el modelo SEIR-estocástico se observa en la gura 4.c y en la gura 4.d (donde se observa
extinción)que no siempre la población susceptible es descreciente. La población susceptible puede alcanzar
un mínimo y luego aumentar a medida que aumenta el tiempo.
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así S (t) > N= (N + ) para todo 0  t  t1. Si t1 < +1, entonces para todo t > t1, S (t)
es creciente, así S (t) > S (t1) > N= (N + ) para todo t > t1 (y para todo t > 0). De esta
forma obtenemos la siguiente desigualdad









dt+ I (t) dB (t)
=





dt+ I (t) dB (t)
,
deniendo la función h (I (t)) = N  I (t)  12
2I2 (t) tendremos que los ceros de esta función















probando que y2 es una solución positiva. Como h0 (I (t)) =     2I (t) < 0 para todo t  0
entonces vemos que h (I (t)) es una función decreciente para (y2; N ], por consiguiente para todo
I (t) 2 (y2; N ], h (I (t)) < 0 .
Supongamos primero que y2 < x3, al tomar a y b arbitrarios tales que
0 < a < x3 < b < N
tendremos que
(i) para todo x con 0  x < a, g (x)  g (0) ^ g (a) ,
(ii) para todo x con b  x < N , h (x)  h (b) . (3.26)
Ver gura 3.c.
(3.c)
Sea  := nf ft > 0 : I (t) 2 (a; b)g. Notemos que lnS (t ^ )  lnN , además si I (0) 2 (0; a),
tendremos que la función I (t) alcanzará primero a a que a cualquier otro número en (a; b) (ver
gura 3.a.), es decir 0  I ( ^ t)  a para todo t  0, de manera que
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I (u) dB (u)









I (u) dB (u)










I (u) dB (u)

(por la ecuación 3.26 (i))
Al suponerse igual la tasa de natalidad que la de mortalidad entonces
S ( ^ t) + I ( ^ t) = N ,
de manera que N  S ( ^ t) y como ln () es un función creciente entonces
ln (N)  E (ln (S ( ^ t))).
Observemos que
R ^t
0 I (u) dB (u) está bien denida, por ser I (u) una función continua y por
tanto integrable (condición (ii) de la denición 1.60) con respecto al movimiento browniano.
Por el teorema 1.3. E
hR ^t
0 I (u) dB (u)
i
= 0, entonces la desigualdad anterior está dada por
ln (N)  lnS (0) + (g (0) ^ g (a))E ( ^ t),
esto es,
ln (N=S (0))
g (0) ^ g (a)  E ( ^ t) para todo t  0.
Por otra parte, sea ~n := N= (N + ), entonces como ln () es una función creciente se tiene
que
ln ~n < ln (S (t ^ )) para todo t  0.
Además para el caso en el cual I (0) 2 (b;N) tendremos que la función I (t) pasa primero por b
que por cualquier otro número de (a; b) (ver gura 3.b.), es decir, b  I ( ^ t)  N para todo
t  0, de manera que para todo t  0

















I (u) dB (u)











I (u) dB (u)

 lnS (0) + jh (b)jE ( ^ t) = lnS (0)  h (b)E ( ^ t) (por la
ecuación (3.26) (ii)),
de manera que
h (b)E ( ^ t)  ln (S (0) =~n),
como jf (b)j =  f (b) por ser f (b)  0, entonces podemos escribir la desigualdad anterior así:
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E ( ^ t)  ln (S (0) =~n)jh (b)j
Tomando t! +1, tendremos que  ^ t!  y así E ( ^ t)! E ().
E ( ^ t)  ln (S (0) =~n)jh (b)j < +1 y E () 
ln (N=S (0))
g (0) ^ g (a) < +1 para todo t  0,
es decir, E () < +1 considerando el problema inicial I (0) 2 (0; a) [ (b;N) = (0; N) [a; b].
Nótese ahora que si tomamos como condición inicial I (0) 2 (a; b), entonces
 =nf ft  0 : I (t) 2 (a; b)g = 0,
luego E () = 0 y así E () < +1 para toda condición inicial I (0) 2 (0; N), lo que implica que
sup
n
E () : I (0) 2
hea;ebio < +1, para todo hea;ebi  (0; N).
Supongamos ahora que x3 < y2. Tomando a y b arbitrarios tales que 0 < a < x3 < y2 < b <
N tendremos de manera análoga que E () < +1 considerando el problema inicial
I (0) 2 (0; a) [ (b;N).
Notemos adicionalmente que para I (0) 2 [a; b] tenemos que  tiende a cero (en particular es
nito), de manera que
sup
n
E () : I (0) 2
hea;ebio < +1 para todo hea;ebi  (0; N).

Nota 3.3. En la demostración del teorema anterior se consideró que x3; y2 < N . En el caso
particular en que x3 > N basta considerar 0 < a < N y la condición (i) de (3.24) queda escrita
así
(i) para todo x con 0  x < a, g (x)  g (0),
si y2 > N basta considerar 0 < b < N y la condición (ii) de (3.24) queda escrita así
(ii) para todo x con b  x < N , h (x)  h (N).
obteniendo nuevamente que la esperanza es nita.
























E [S (+1)] + E [E (+1)] + E [I (+1)] = 

N ,
de otra parte, de la ecuación (3.16 ) observamos que















E [S (+1)] + (+  + )

E [I (+1)] = 

N .
Si el modelo SEIR-estocástico tiene extinción entonces necesariamente E [I (+1)] = 0, por
consiguiente E [S (+1)] = N , E [R (+1)] = 0 y E [E (+1)] = 0. Lo anterior signica que
en promedio el modelo SEIR-estocástico tiende al punto de equilibrio libre de enfermedad si el
modelo tiene extinción y existe la distribución estacionaria del proceso estocástico
f(S (t) ; E (t) ; I (t) ; R (t))gt0.
Capítulo 4
Simulaciones y estimaciones
Este capítulo tiene como objetivo estimar los parámetros y simular las trayectorias de los
modelos SIS estocástico y SEIR estocástico. Para hacer tales simulaciones debemos utilizar
métodos numéricos estocásticos, como lo son el método de Euler Maruyama y el método de
Milstein. En este trabajo se utilizará el método de Milstein para modelar las trayectorias así
como también para determinar los estimadores de máxima verosimilitud de ambos modelos
epidemiológicos.
4.1. El método de Euler Maruyama
El método de aproximación de Euler Maruyama para ecuaciones diferenciales estocásticas es
muy similar el método de Euler que utilizamos para las ecuaciones diferenciales ordinarias y se
basa en la discretización de dos integrales: la integral ordinaria y la integral estocástica. Tales
discretizaciones se basan en tomar intervalos [ti; ti+1] de una partición P dado un intervalo
[0; T ] (ver [Marín, pág. 22 24]).
Consideremos la ecuación diferencial estocástica
dXt = f (X (t)) dt+ g (X (t)) dB (t), X (0) = X0,
denida en todo intervalo [0; T ] para las funciones escalares f y g. Bajo éstas condiciones
podemos escribir la anterior EDE como sigue
X (t) = X0 +
tR
0
f (X (t)) dt+
tR
0
g (X (t)) dB (t), para todo 0  t  T ,
tomemos ahora la partición P = ft0; : : : ; tng del intervalo [0; T ], es decir, t0; : : : ; tn tales que
0 = t0 < t1 < : : : < tn = T . Consideremos el sub intervalo [ti 1; ti], vamos a tener que la
solución en éste corresponde a
X (ti) = X (ti 1) +
tiR
ti 1
f (X (u)) du+
tiR
ti 1
g (X (u)) dB (u); para todo i = 1; : : : n.









g (Xu) dBu  g (X (ti 1))4Bi = g (X (ti 1)) (B (ti) B (ti 1)) .
(4.1)
Como fB (t)gt0 es un movimiento browniano entonces
99
100 CAPÍTULO 4. SIMULACIONES Y ESTIMACIONES
4Bi = B (ti) B (ti 1)  N (0; ti   ti 1),
este hecho es utilizado para determinar los estimadores máximo verosímiles de los modelos
propuestos (sección 4.3 ).
Si denotamos X(n) (ti) la solución aproximada de la EDE en el tiempo ti, entonces
X(n) (ti) = X








4Bi; para todo i = 1; : : : n,
de manera que el método de Euler se contruye iterativamente como sigue
X(n) (0) = X0
X(n) (t1) = X









X(n) (t2) = X



















Siendo la anterior la solución aproximada de la EDE por el método de Euler Maruyama.
Para determinar qué tan buena es la aproximación utilizamos el coeciente de error denido
por
es = E
Xt  X(n)t , para cualquier t  0.
Para más detalles del método de Euler-Maruyama se puede consultar [Sauer, pág. 5-7].
4.2. Simulación de las trayectorias
Para simular las trayectorias de las EDE de los modelos SIS estocástico y SEIR estocástico se
utilizará el método de Euler Maruyama, donde las discretizaciones de las EDE de los modelos
SIS estocástico y SEIR estocástico están dadas respectivamente por8>>>><>>>>:
S (tj+1) = S (tj) + [N   S (tj) I (tj) + I (tj)  S (tj)] (tj+1   tj)
 S (tj) I (tj) (B (tj+1) B (tj))
I (tj+1) = I (tj) + [S (tj) I (tj)  (+ )] I (tj) (tj+1   tj)
+S (tj) I (tj) (B (tj+1) B (tj))
, (4.2)
8>>>>>>>>>>>><>>>>>>>>>>>>:
S (tj+1) = S (tj) + [N   S (tj) I (tj)  S (tj)] (tj+1   tj)
 S (tj) I (tj) (B (tj+1) B (tj))
S (tj+1) = E (tj) + [S (tj) I (tj)  ( + )E (tj)] (tj+1   tj)
+S (tj) I (tj) (B (tj+1) B (tj))
I (tj+1) = I (tj) + [E (tj)  (+ ) I (tj)] (tj+1   tj)
R (tj+1) = R (tj) + [I (tj)  R (tj)] (tj+1   tj)
, (4.3)
donde tj corresponden a los tiempos en los cuales hacemos las mediciones, para i = 0; : : : ; n, tal
que t0 = 0 y tn = T el último tiempo de medición. Notemos que por ser fB (t)gt0 un movimiento
browniano, por denición del mismo tenemos que B (tj+1)   B (tj)  N (0; tj+1   tj). De esta
manera podemos reescribir B (tj+1)   B (tj) como (tj+1   tj)1=2 Z donde Z es una variable
aleatoria tal que Z  N (0; 1) teniendo ambas variables aleatorias la misma distribución.
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Para simular las trayectorias en el modelo SIS estocástico se utilizó el código en pythonmostra-
do en el anexo A del trabajo se consideró  = 0;0001,  = 0;05,  = 0,  = 0;01,  = 0;02,
S (0) = 15 e I (0) = 2 ;
(4.a)
De acuerdo con el gráco anterior se encuentra que con los parámetros escogidos se encuentra
que mientras la población susceptible (línea azul) desciende a medida que aumenta el tiempo
la población infectada (línea roja) tiende a ser cada vez mayor. Este comportamiento no es
general en el modelo, ya que bajo los parámetros  = 0;0002,  = 0;05,  = 0;001,  = 0;4,
 = 0;02, S (0) = 15 e I (0) = 2 encontramos que los infectados alcanzan un máximo para luego
descender, mientras que los susceptibles alcanzan un mínimo y luego aumentan como se muestra
en la siguiente gura
(4.b)
Igualmente podemos modelar la EDE del modelo SEIR estocástico, tomando como parámetros
 = 0;0001,  = 0;02,  = 0;001,  = 0;04,  = 0;04,  = 0;05, S (0) = 1;5, E (0) = 0, I (0) = 0;2
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y R (0) = 0; mostrando la siguiente gura:
(4.c)
En el diagrama anterior se muestra que a medida que la población susceptible (en azul) des-
ciende, aumenta la población expuesta (en amarillo) hasta alcanzar un punto máximo para
luego descender a medida que el tiempo aumenta, por su parte la población infectada (en rojo)
aumenta hasta alcanzar un punto máximo, el cual está a un tiempo mayor que el máximo de
la población expuesta y luego desciende cuando el tiempo aumenta. La población recuperada
(en verde) aumenta con la disminución de personas susceptibles, expuestas e infectadas, hasta
cierto tiempo, en el cual la población recuperada desciende mientras que la población susceptible
aumenta y los expuestos e infectados tienden a cero. Este comportamiento no es general, al
tomar los parámetros  = 0;02,  = 0;2,  = 0;01,  = 0;4,  = 0;2,  = 0;2, S (0) = 1;5,
E (0) = 0, I (0) = 0;2 y R (0) = 0 se tiene el siguiente gráco
(4.d)
Notamos en los grácos de la simulación de las trayectorias del modelo SEIR estocástico que
las trayectorias de la población susceptible y expuesta presentan aleatoriedad1 mientras que
1Se dice que grácamente una trayectoria presenta aleatoriedad si su línea es parecida a la gráca del movimien-
to browniano (gura 1.b) donde se observa que las líneas rectas se mueven hacia arriba y hacia abajo. Si las grácas
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las trayectorias de la población infectada y recuperada no, esto se debe a que en la población
infectada y recuperada no se tiene en la EDE un dB (t).
4.2.1. La extinción en las simulaciones
De acuerdo con el teorema 3.2 tenemos que si 2 < 22 (+ ) entonces el modelo SIS-
estocástico tiene extinción. Tomando los parámetros  = 0;05,  = 0;01,  = 0;04,  = 0;15,
 = 0;03, S (0) = 15 e I (0) = 2; y  = 0;08,  = 0;001, , , , S (0) e I (0) como en la
simulación anterior obtenemos respectivamente las guras 4.e y 4.f
(4.e)
(4.f )
Los grácos evidencian que la población infectada efectivamente tiende a cero, más en el se-
gundo gráco que en el primero, vericándose así el teorema 3.2 2.Por otra parte al tomar
2 = 22 (+ ), es decir,  =
p
2  0;032  (0;04 + 0;15) y los parámetros , , , , S (0) e
son completamente lisas, es decir, no se ve como líneas hacia arriba y hacia abajo, entonces se dice que las
trayectorias grácamente no presentan aleatoriedad.
2Por vericar el teorema 3.2. se hace referencia a que grácamente se observa la extinción del modelo (porque
I (t) tiende a cero).
104 CAPÍTULO 4. SIMULACIONES Y ESTIMACIONES
I (0) como se tomaron en la simulación de la gura 4.e, se observa en la siguiente gura que el
modelo SIS-estocástico ya no tiene extinción
(4.g)
Tomando 2 > 22 (+ ), por ejemplo,  = 0;02 y  = 0;05, , , , , S (0) e I (0) como en 4.e
se observan respectivamente las grácas 4.h y 4.i. Notamos que no es tan evidente que el modelo
tenga extinción cuando  = 0;02, mientras que en 4.i se observa que la población infectada tiende
a aumentar a medida que pasa el tiempo, por consiguiente para dichos parámetros este modelo
no tiene extinción.
(4.h)
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(4.i)
Para el modelo SEIR-estocástico tenemos del teorema 3.3. que si  < 22 (+ ) entonces el
modelo tiene extinción. Para corroborar esto podemos tomar los parámetros como  = 0;001,
 = 0;12,  = 0;001,  = 0;2,  = 0;2,  = 0;1, S (0) = 1;5, E (0) = 0, I (0) = 0;2 y R (0) = 0;
y  = 0;003,  = 0;012, , , , , S (0), E (0), I (0) y R (0) como en la simulación anterior
obtenemos respectivamente las guras 4.j y 4.k
(4.j )
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(4.k)
En ambos grácos se evidencia que la población infectada efectivamente tiende a cero, más en
el segundo gráco que en el primero, vericándose así el teorema 3.3. Por otra parte al tomar
2 = 22 ( + ), es decir,  =
p
2  0;22  (0;2 + 0;001), , , , , , S (0), E (0), I (0) y
R (0) como en la simulación de la gura 4.j En este caso la extinción no es algo tan evidente,
sin embargo se observa que la población susceptible desciende a medida que pasa el tiempo
teniéndose posiblemente la extinción
(4.l)
Tomando 2 > 22 (+ ), por ejemplo,  = 0;13 y  = 0;5, , , , , , S (0) e I (0) como
en 4.j se observan respectivamente las grácas 4.m y 4.n. Notamos que no es tan evidente que
el modelo tenga extinción para  = 0;13, por su parte la gráca 4.n muestra que al tomarse
 = 0;5 se tiene que la población susceptible tiene un máximo local después de cierto tiempo, es
decir, la población infectada no necesariamente se va a extinguir. Este comportamiento cíclico
se observa mejor en la gura 4.d.
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(4.m)
(4.n)
4.2.2. La estabilidad en las simulaciones
Para determinar grácamente si el sistema de EDO (2.25 ) tiene estabilidad en su punto inicial
X (0) = x0 vamos a seguir el enfoque dado en [Carrillo, pág. 3 4] donde se presentan los grácos
4.o, 4.p y 4.q
(4.o)
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Ahí se muestra la estabilidad de x0 ya que para " > 0 existe  > 0 tal que la solución ' (t; x0)
(notación alterna para la solución ' (t) que empieza desde x0) no sale del cilindro de radio ".
En 4.p se muestra que a medida que el tiempo aumenta la solución ' (t; x0) tiende a cero, es
decir, lmt!+1 kX (t)k = 0 siendo esta la estabilidad asintótica de x0.
(4.p)
En 4.q se evidencia que la solución ' (t; x0) sale del cilindro de radio " > 0 teniendose así la
inestabilidad de x0.
(4.q)
Para simular la estabilidad asintótica en los modelos SIS estocásticos y SEIR estocástico se
sumará y se restará 0;005 (el cual corresponde a un valor de ), a las condiciones iniciales dadas
por S (0) = N y 0 para el resto de poblaciones (infectados, recuperados o expuestos) como se
sugiere en los teoremas 2.5 y 2.6.
Tomando N = 1,  = 0;5,  = 0;3,  = 0;6,  = 0;005 y  = 0;005, condiciones bajo las cuales
 <  +    2=2 obtenemos la gráca 4.r para el modelo SIS estocástico. En la graca se
simulan las trayectorias de la población susceptible para S (0) (azul), S (0) + 0;005 (morado) y
S (0)   0;005 (cian) y las trayectorias de la población infectada para I (0) (rojo), I (0) + 0;005
(magenta) y I (0)  0;005 (violeta)
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(4.r)
se observa que las soluciones convergen a las trayectorias de S (0) y de I (0) vericándose la
estabilidad asintótica y con ello el teorema 2.5. Ahora, si tomamos N = 1,  = 0;5,  = 0;3,
 = 0;46 y  = 0;005, condiciones bajo las cuales  N <  +  +
22N2
22
, tendremos el gráco
4.s,
(4.s)
donde nuevamente observamos la estabilidad asintótica de (1; 0), motivación que conduce a una
primera conjetura, no probada en este trabajo, correspondiente a













para el modelo SIS -estocástico es asintóticamente
estable. La desigualdad anterior se puede reescribir como
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RSIS0;E :=
N
 ( + )
  
22N2
22 ( + )
< 1,
donde RSIS0;E es el número reproductivo básico del modelo SIS-estocástico por ser el menor valor
encontrado para el cual se tiene la estabilidad asintótica (denición 2.9).
Si se toman los parámetros N = 1,  = 0;5,  = 0;3,  = 0;2,  = 0;005 y  = 0;005 (gura 4.t)
y  = 0;1 (gura 4.u), parámetros bajo los cuales  > +  + 2=2 observamos
(4.t)
(4.u)
Se observa que las trayectorias para S (0) + 0;005, S (0)   0;005, I (0) + 0;005 e I (0)   0;005
tienden a alejarse de S (0) e I (0) a medida que el tiempo aumenta siendo así el punto inicial
(S (0) ; I (0)) inestable para ambos modelos.
Tomando N = 1,  = 0;6,  = 0;8,  = 0;6,  = 0;5,  = 0;1 y  = 0;1; condiciones bajo las
cuales  + 22=2 < (+ ) (+ ),  <  +  y  +  > 1 obtenemos la gráca 4.v. En la
graca se simulan las trayectorias de la población susceptible para S (0) (azul), S (0)+0;005 (cian
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rayada3) y S (0)   0;005 (morado punteada), las trayectorias de la población susceptible para
E (0) (naranja), E (0) + 0;005 (oliva rayada) y E (0)  0;005 (verde punteada), las trayectorias
de la población infectada para I (0) (rojo), I (0)+0;005 (violeta rayada) y I (0) 0;005 (magenta
punteada) y las trayectorias de la población recuperada para R (0) (rojo), R (0) + 0;005 (negro
rayada) y R (0)  0;005 (negro punteada).
(4.v)
En la gráca anterior observamos que efectivamente (1; 0; 0; 0) es asintóticamente estable4 veri-
cándose así el teorema 2.6. Por otra parte, si tomamos  = 0;7 y los mismos parámetros de la
simulación 4.v se cumplen las condiciones de que    22=2 < (+ ) (+ ),  < +  y
 +  > 1 obteniendo la gráca 4.w
(4.w)
3Se dice que la gráca de una función es rayada si la línea de la misma se representan así:    .
4A pesar de no observarse en el gráco (por la gracación de pycharm un compilador de python), las líneas para
la población susceptible (azul, cian rayada y morado punteada) tienden todas a 1 y las líneas de las poblaciones
expuestas, infectadas y recuperadas (el resto de líneas) tienden todas a 0.
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Nuevamente bajo éstos parámetros observamos que (1; 0; 0; 0) es asintóticamente estable5 te-
niendo así la conjetura 4.2.




< ( + ) ( + ) +
222N2
22
,  < +  y  +  > 1
se satisface entonces el punto inicial


N; 0; 0; 0

para el modelo SEIR-estocástico es asintóti-
camente estable. La primera desigualdad se puede reescribir como
RSEIR0;E :=
N
 (( + ) ( + ))
  
222N2
22 (( + ) ( + ))
< 1,
donde RSEIR0;E es el número reproductivo básico del modelo SEIR-estocástico por ser el menor
valor encontrado para el cual se tiene la estabilidad asintótica (denición 2.10).
Si tomamos los parámetros como se tomaron para la gráca 4.v excepto  = 0;9 tendremos la
gura 4.x, donde se evidencia que para estos parámetros, (1; 0; 0; 0) es asintóticamente estable,
sin embargo, la condición de que  < +  ya no se satisface en este caso.
(4.x )
Tomando  = 0;999 y el resto de parámetros como en 4.v obtenemos el siguiente gráco donde
se muestra también la estabilidad asintótica de (1; 0; 0; 0). En este caso los parámetros aún
satisfacen la condición de que    22=2 < (+ ) (+ ).
5A pesar de no observarse en el gráco, las líneas para la población susceptible (azul, cian rayada y morado
punteada) tienden todas a 1 y las líneas de las poblaciones expuestas, infectadas y recuperadas (el resto) tienden
a 0.
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(4.y)
Tomando los parámetros como en 4.v,  = 1;1 (gura 4.z ) o  = 1;4 (gura 4.aa), valores para
los cuáles ya no se cumple que  22=2 < (+ ) (+ ) se observa que (1; 0; 0; 0) ya no es
asintóticamente estable puesto que las trayectorias de S (0)+ 0;005, E (0)+ 0;005, I (0)+ 0;005
y R (0) + 0;005 no tienden a las trayectorias de S (0), E (0), I (0) y R (0), respectivamente.
(4.z )
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(4.aa)
La condición de que  +  > 1 no es indispensable para tener estabilidad de (1; 0; 0; 0) en el
modelo SEIR estocástico. Por ejemplo si tomamos  = 0;4,  = 0;5 y el resto de parámetros
como en 4.u, valores que cumplen que  22=2 < (+ ) (+ ) y  < +  obtenemos la
gráca 4.ab.
(4.ab)
Si tomamos  = 0;4,  = 0;2 y el resto de parámetros como en 4.u, valores que no cumplen
que  +  > 1 y  <  + , pero sí    22=2 < (+ ) (+ ) obtenemos la gráca 4.ac
donde observamos estabilidad asintótica6, implicando que ambas condiciones no son condiciones
sucientes.
6A pesar de no observarse en el gráco (por la gracación de pycharm un compilador de python), las líneas para
la población susceptible (azul, cian rayada y morado punteada) tienden todas a 1 y las líneas de las poblaciones
expuestas, infectadas y recuperadas (el resto de líneas) tienden todas a 0.
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(4.ac)
De hecho si tomamos  = 1;1,  = 0;2 y el resto de parámetros como en 4.u, valores que no
cumplen que + > 1 y  < + , pero sí +22=2 < (+ ) (+ ) obtenemos la gráca
4.ad donde observamos estabilidad asintótica7. La motivación anterior nos motiva a enunciar la
conjetura 4.3.
(4.ad)




< ( + ) ( + ) +
222N2
22
se satisface entonces el punto inicial


N; 0; 0; 0
T
en el modelo SEIR estocástico es asintóti-
camente estable.
7A pesar de no observarse en el gráco (por la gracación de pycharm un compilador de python), las líneas para
la población susceptible (azul, cian rayada y morado punteada) tienden todas a 1 y las líneas de las poblaciones
expuestas, infectadas y recuperadas (el resto de líneas) tienden todas a 0.
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Finalmente si las tres condiciones no se cumplen tendremos la inestabilidad de (1; 0; 0; 0), es
decir, la estabilidad asintótica no se presenta cuando las tres condiciones sucientes de la con-
jetura 4.2. no se satisfacen simultáneamente. Para vericar esto tomamos  = 1;9,  = 0;2 y el
resto de parámetros como en 4.u obteniendo la gráca 4.ae.
(4.ae)
4.3. Estimación de los parámetros
Dados los datos X1; X2; : : : ; Xn de una muestra aleatoria con distribución de parámetros (o
parámetros)  (capítulo 2, pág. 12) se quiere estimar  a partir de los valores de Xi. Para ello uti-
lizamos los conocidos métodos de estimación como lo son el método de momentos ([Casela, pág.
313 314]), el método de mínimos cuadrados ([Bickel, pág. 107 108]), la estimación minimax
([Casela, pág. 309 310]), la estimación por máxima-verosimilitud. En este trabajo estimaremos
los parámetros de los modelos epidemiológicos SIS estocástico y SEIR estocástico utilizando
el método de máxima verosimilitud. A grosso modo este método consiste en encontrar el valor
de ̂ más problable dado los datos X1; X2; : : : ; Xn ([Casela, pág. 290]).
Denición 4.1. ([Casela, pág. 290]) Sea f (x;) la función de densidad de probabilidad con-
junta de la muestra aleatoria X = (X1; X2; : : : ; Xn)
T y  =(1; : : : ; r)8. Entonces dado X = x,
la función de  denida como
L (;x) = f (x;),
se llama la función de verosimilitud.
La notación p (x;) signica que a partir del (de los) parámetro(s)  calculamos la probabili-
dad de tener el dato x. Como lo que conocemos es un valor de X, el cual es x, necesitamos
determinar los valores de , o en su defecto estimarlos, razón por la que escribimos L (;x).
Lo que conocemos va después del ;, en el caso de estimación de parámetros es el valor de x.
El estimador de máxima verosimilitud corresponde al valor ̂ que máximiza la función L (;x),
la cual representa la probabilidad de que, dados los datos x, se tenga el valor . La denición
corresponde a:
8En esta denición se tiene que n es el tamaño de la muestra y r es el número de parámetros de la distribución.
Por ejemplo, la distribución normal univariada tiene dos parámetros, es decir, r = 2.
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Denición 4.2. ([Casela, pág. 316]) Para cada punto muestral x, sea ̂(x) un valor del
parámetro donde L (;x) se maximiza con respecto a , siendo x jo. Un estimador de máxi-
ma verosimilitud o máximo verosímil de , dada la muestra aleatoria X, corresponde al





= max fL (;x) :  2 g,
donde  es el conjunto de todos los posibles valores que puede tomar .









presenta varios valores máximos
([Casela, pág. 318]). En la mayoría de los casos es más fácil maximizar la conocida función de
log verosimilitud que es l (;x) := lnL (;x). Los máximos de la función de verosimilitud y
de log verosimilitud coinciden porque esta última es monótona y estrictamente creciente en el
intervalo (0;+1) :
Veamos el siguiente ejemplo de estimación por máxima verosimilitud :
Ejemplo 4.1. ([Casela, pág. 316]) Estimador máximo verosímil de una muestra aleatoria simple
de una distribución N (; 1). Dada una muestra aleatoria simple X1; X2; : : : ; Xn (cap. 2, pág.
12) de una distribución N (; 1) tenemos que por ser X1; X2; : : : ; Xn iid entonces la función de
























de manera que la log-verosimilitud corresponde a
l (;x) =   n
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(xi   ) =
nP
i=1













=  n < 0, por consiguiente  = ̂ es un máximo de l (;x) y en
consecuencia de L (;x), es decir, ̂ = x es el estimador máximo verosímil.
N
Para estimar los parámetros de los sistemas de EDE de los modelos epidemiológicos SIS-
estocástico y SEIR estocástico utilizamos un razonamiento análogo al hecho en [Torres] donde
se toma un modelo estocástico de interacción entre depredador presa y se estiman los paráme-
tros utilizando como datos el número de depredadores y el número de presas en los instantes de
tiempo donde se tomaron las correspondientes mediciones.
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4.3.1. Estimación de los parámetros para el modelo SIS estocástico
El objetivo de esta subsección consiste en encontrar b = b;b; b; b; b un estimador máximo
verosímil de  de la EDE del modelo SIS estocástico. Para tales estimaciones utilizamos los
datos de la población susceptible y la población infectada en n días, es decir, conocemos S (ti)
e I (ti) para todo i = 0; : : : ; n, t0 = 0 y tn = n.
Para determinar la función
L (;S (ti) ; I (ti) : i = 0; : : : ; n) := L (;S (t1) ; : : : S (tn) ; I (t1) ; : : : ; I (tn))
vamos a tomar los valores de S (ti) y I (ti) como la recursión dada por elmétodo de Euler Maruyama
(sistemas de ecuaciones (4.2 )). Por denición, la función de verosímilitud está dada por
L (;S (ti) ; I (ti) : i = 0; : : : ; n) = f (S (t1) ; : : : S (tn) ; I (t1) ; : : : ; I (tn)).
Notacionalmente vamos a escribir
f (S (t1) ; : : : S (tn) ; I (t1) ; : : : ; I (tn)) := f (S (ti) ; I (ti) : i = 0; 1; : : : ; n)
f (S (tn) ; I (tn)jS (t1) ; : : : S (tn 1) ; I (t1) ; : : : ; I (tn 1)) :=
f (S (tn) ; I (tn)jS (ti) ; I (ti) : i = 0; : : : ; n  1),
por denición de la función de densidad de probabilidad condicional de X dado Y = y (cap. 1,
pág. 10) tenemos que
f (S (ti) ; I (ti) : i = 0; 1) = f (S (t1) ; I (t1)jS (t0) ; I (t0)) f (S (t0) ; I (t0))
f (S (t2) ; I (t2) : i = 0; 1; 2) =
f (S (t2) ; I (t2)jS (ti) ; I (ti) : i = 0; 1) f (S (t1) ; I (t1)jS (t0) ; I (t0)) f (S (t0) ; I (t0))
...
f (S (tn) ; I (tn) : i = 0; : : : ; n) =
f (S (tn) ; I (tn)jS (ti) ; I (ti) : i = 0; : : : ; n  1)    f (S (t1) ; I (t1)jS (t0) ; I (t0)) f (S (t0) ; I (t0)) ,
es decir,
L (;S (ti) ; I (ti) : i = 0; : : : ; n) =
nY
i=0
f (S (ti) ; I (ti)jS (tk) ; I (tk) : k = 0; : : : ; i  1) . (4.4)
El proceso estocástico determinado por el vector f(S (t) ; I (t))gt0 constituye una Cadena de
Markov ya que el número de infectados y susceptibles en el día t depende únicamente de las
interacciones entre los individuos que empiezan siendo susceptibles y los que empiezan siendo
infectados desde que comienza el día, siendo tales individuos aquellos que estaban infectados
y eran susceptibles el día inmediatamente anterior, es decir, desde el día t   1. De esta forma
tenemos de la igualdad (4.4 ) que
L (;S (ti) ; I (ti) : i = 0; : : : ; n) =
nY
i=0
f (S (ti) ; I (ti)jS (ti 1) ; I (ti 1)) . (4.5)
Si tomamos los datos diariamente o anualmente, es decir, haciendo que tj+1   tj = 1 entonces
tendremos que B (tj+1)   B (tj)  N (0; 1). Utilizando tal variable aleatoria, de la ecuación
(4.2 ) observamos que
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Sj = S (tj) + N   S (tj) I (tj) + I (tj)  S (tj) y
Ij = I (tj) + S (tj) I (tj)  (+ ) I (tj).
La función de densidad condicional f (S (tj) ; I (tj)jS (tj 1) ; I (tj 1)) representa a grosso modo
la probabilidad de que se tengan S (tj) susceptibles e I (tj) infectados en el día tj dado que se
empieza ese día con S (tj 1) susceptibles e I (tj 1) infectados. De esta forma tendremos que
S (tj) ; I (tj)jS (tj 1) ; I (tj 1) es una variable aleatoria que toma los valores (S (tj 1) ; I (tj 1))
con población media susceptible y población media infectada Sj y Ij , respectivamente para ese
día; además la varianza para ambas poblaciones es de 2S2 (tj) I2 (tj). Así la variable aleatoria
S (tj) ; I (tj)j S (tj 1) ; I (tj 1) tiene distribución normal con función de densidad de probabilidad
dada por:






















Nótese que en la fdp anterior se considera que las variables aleatorias S (tj) e I (tj) son ambas
independientes en el tiempo tj ya que S (tj) e I (tj) sólo dependen de S (ti 1) e I (ti 1). De la
ecuación (4.5 ) y de la anterior fdp tenemos que la función de verosimilitud corresponde a
L () = L (;S (ti) ; I (ti) : i = 0; : : : ; n) =
nY
j=1




















































de manera que la función de log-verosimilitud está dada por



























para estimar los parámetros tenemos que maximizar la función de logverosimilitud. Derivando























120 CAPÍTULO 4. SIMULACIONES Y ESTIMACIONES












































0@ 2S (tj)  Sj
S2 (tj) I
2 (tj)
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0@ 2S (tj)  Sj
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1A = 0 ,





 bN + bS (tj) I (tj)  bI (tj) + bS (tj)
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S (tj) I (tj)
.











































0@ 2I (tj)  Ij






S2 (tj) I (tj)
1A,
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de manera que el valor del estimador de máxima verosimilitud b satisface la siguiente igualdad
nP
j=1
 bN + bS (tj) I (tj)  bI (tj) + bS (tj)




 bS (tj) I (tj) + (b+ b) I (tj)






































































































S2 (tj) I (tj)
1A,




















bS (tj) I (tj)  (b+ b) I (tj)

































































por consiguiente el valor del estimador de máxima verosimilitud b satisface la siguiente igualdad

















= 0 , (4.10)
de esta manera tenemos que los estimadores del modelo SIS estocástico por el método de máxi-
ma verosimilitud corresponde a la solución b;b; b; b y b del sistema de ecuaciones conformado
por las ecuaciones (4.6 ), (4.7 ), (4.8 ), (4.9 ) y (4.10 ).
4.3.2. Estimación de los parámetros para el modelo SEIR estocástico
En el caso del modelo SEIR estocástico se encontrará b = b; b; ̂; b; b; b un estimador máxi-
mo verosímil conociendo la población susceptible, la población expuesta, la población infectada
y la población recuperada durante n tiempos, es decir, conocemos S (ti) ; E (ti) ; I (ti) y R (ti)
para i = 0; : : : ; n, t0 = 0 y tn = n. Igualmente como se consideró en el modelo SIS estocástico
vamos a tomar tj+1   tj = 1, en consecuencia, B (tj+1)   B (tj)  N (0; 1). Siguiendo la EDE
del modelo SEIR estocástico tenemos que















Sj = S (tj) + N   S (tj) I (tj)  S (tj) y Ej = E (tj) + S (tj) I (tj)  ( + )E (tj),
Ij = I (tj) + E (tj)  (+ ) I (tj) y Rj = R (tj) + I (tj)  R (tj),
se tiene que I (tj+1) y R (tj+1) son dos variables aleatorias de media Ij y Rj , respectivamente,
pero ambas con varianza nula, puesto que en el sistema EDE del modelo SEIR-estocástico las
variables I (t) y R (t) no tienen componente estocástica.
Observemos que para todas las constantes 1; 2; 3; 4 2 R obtenemos
1S (tj+1) + 2I (tj+1) + 3E (tj+1) + 4R (tj+1) 
N
 










lo que signica por denición de la distribución normal multivariada que 
S (tj+1) E (tj+1) I (tj+1) R (tj+1)
T  N4   Sj Ej Ij Rj T ;
donde
 =2S2 (tj) I
2 (tj)
0BB@
1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
1CCA,
de esta forma (S (tj+1) ; E (tj+1) ; I (tj+1) ; R (tj+1))
T es un vector aleatorio con distribución
normal 4-variante con det = 0, es decir, tiene una distribución degenerada9. Razonando
de manera análoga como se hizo en el modelo SIS estocástico vamos a tener que la variable
aleatoria
9 (S (tj+1) ; E (tj+1) ; I (tj+1) ; R (tj+1))
T es un vector aleatorio con distribución normal degenerada, ya que el
sistema EDE del modelo SEIR-estocástico se tiene que I (tj+1) y R (tj+1) son variables aleatorias de medias Ij
y Rj , respectivamente, pero ambas con varianza 0.
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S (ti) ; E (ti) ; I (ti) ; R (ti)j S (ti 1) ; E (ti 1) ; I (ti 1) ; R (ti 1)











donde xj=(S (tj) ; E (tj) ; I (tj) ; R (tj))
T y  =
 
Sj ; Ej ; Ij ; Rj
T . Sin embargo notemos que
la función anterior no está denida puesto que det = 0, razón por la cual se debe tomar una











donde + es la inversa generalizada de Moore Penrose de  y  es la matriz diagonal de los
valores propios distintos de cero de la matriz  (teorema de la desintegración en [Tsukuma,







con det =4S4 (tj) I4 (tj)
y para la calcular la inversa de Moore Penrose seguimos el procedimiento dado en ([Soto, pág.
302 303]), donde se seleccionan primero las columnas linealmente independientes de la matriz
 formando así la matriz B; determinamos además las las independientes de  formando la











BT = 2S2 (tj) I
2 (tj)

1 0 0 0
0 1 0 0

y C = 2S2 (tj) I2 (tj)

1 0 0 0
















1 0 0 0

















1 0 0 0
0 1 0 0
T
,
si tomamos A11como la matriz para la cual las las y columnas de B y C coinciden, entonces
la inversa generalizada de Moore Penrose es igual a C 1d A11B
 1
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1 0 0 0































de esta manera y bajo la suposición de que el proceso estocástico forma un proceso de Markov
entonces la función de verosimilitud está dada por























































de manera que la función de log-verosimilitud está dada por






















para estimar los parámetros tenemos que maximizar la función de logverosimilitud. Derivando
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nP
j=1
 bN + bS (tj) I (tj) + bS (tj)




 b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de manera que el valor del estimador de máxima verosimilitud b satisface la siguiente igualdad
nP
j=1






















































































= 0 . (4.15)
Para el parámetro , que es la tasa de recuperación, no tenemos una estimación, ya que  no
aparece en la función de máxima verosimilitud. Tal problema hace que el método propuesto en
este trabajo no sea adecuado para estimar los parámetros del modelo SEIR estocástico. De
hecho para estimar algunos parámetros se ignoró cierta información de los mismos, por ejemplo
en el caso de  no se tuvo en cuenta que también fallecen personas infectadas y recuperadas. Los
estimadores máximo verosímiles del modelo SEIR estocástico satisfacen las ecuaciones (4.12 ),
(4.13 ), (4.14 ) y (4.15 ).
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4.4. Ejemplo de aplicación con datos reales
Para evidenciar una aplicación vamos a tomar los datos dados en [Min, pág. 6] correspondientes
al número de casos reportados de la sílis para los años 2009, 2010 y 2011 (ver tabla T1 ).
En este trabajo se determinará el comportamiento que tendrá la sílis en Colombia estiman-
do primero las tasas (los parámetros) en el modelo SIS estocástico utilizando los estimadores
máximo verosímiles propuestos en la sección anterior. Luego se determinará el número repro-
ductivo básico para encontrar la estabilidad del sistema y su persistencia en la media. Para la
extinción se modelarán las trayectorias por el método de Euler Maruyama y se calculará la
media y la varianza de la distribución estacionaria de la población infectada.
Número de personas
Atendidas
Diagnóstico 2009 2010 2011
Sílis precoz 2172 1898 2228
Sílis tardía 885 836 992
Otra sílis y las no especicadas 4297 4018 6104
Total 7354 6754 9324
(T1 )
Los datos se agrupan en dos etapas: la sílis: sílis precoz, sílis tardía y otras sílis y las no
especicadas10. La sílis precoz corresponde a las fase primaria y a la fase secundaria de la
enfermedad, periodo en cual una persona infectada desarrolla el chancro; el cual es una llaga
rme, inolora y que no causa dolor (primera fase), para luego presentar erupciones en la piel
o llagas en la vagina, boca o ano, además de posiblemente desarrollar ebre, inamación de las
glándulas linfáticas, pérdida parcial del cabello, dolor de cabeza, pérdida de peso, fatiga y dolor
muscular (segunda fase). La sílis tiene cura si se trata durante las primeras dos fases de la
enfermedad, el tratamiento consiste en un adecuado manejo de medicamentos recetados por el
médico tratante. Si la enfermedad no se trata, llegará a su fase avanzada o sílis tardía, donde el
individuo infectado podría desarrollar ceguera, demencia, tener problemas con la coordinación
de su motricidad, etc. (ver [CDC]).
Según [CDC, pág. 2] una persona que tiene sílis y se cura se puede volver a contagiar al estar
en contacto sexual con una persona infectada. Es decir que frente a la sílis un ser humano
no desarrolla inmunidad, razón por la cual un individuo que se cura pasa a ser de nuevo una
persona susceptible, por lo cual es conveniente modelar la dinámica de esta enfermedad utilizando
el modelo SIS estocástico. Los datos que se presentan corresponden al número de infectados
con sílis tardía y sílis precoz. Un individuo es infeccioso sólo durante las dos primeras fases
de la enfermedad o también cuando una madre está infectada y contagia a su bebé durante la
gestación. En este trabajo se tomará el grupo de los infectados únicamente a los individuos en
la fase precoz , por ser aquellos que son infecciosos. Como aquellos que tienen sílis tardía no se
recuperaran de la enfermedad, éstos individuos no pueden volver al grupo de susceptibles, pero
tampoco pueden ser considerados como infectados, ya que los individuos infectados son aquellos
que también son infecciosos, razón por la cual éstos individuos no se tendrán en cuenta en la
modelación.
De acuerdo con la OMS en [OMS] la edad donde predomina la actividad sexual está entre los
15 y los 49 años siendo el 49;37% de la población ([DANE]), razón por la cual en este trabajo se
considerará dicho rango de edad como el de las personas sexualmente activas. La población total
en Colombia en el año 2009 fue de 44978000 habitantes ([Banrep]), de manera que el número
de personas susceptibles a la sílis para el año 2009 , si consideramos los casos no especicados
como individuos no infecciosos, corresponde a
10Por sílis no especicadas se reere a que en los pacientes no se determina en qué etapa de la sílis está: o
bien puede ser en la etapa precoz o bien puede ser en la etapa tardía.




44978000   5182 = 22204754
Número de personas
sexualmente activas en 2009
Número de personas con
sílis no infecciosos en 2009
En [Banrep] también se muestra que en 2010 y 2011 Colombia tenía 45509584 y 46044601
habitantes11, respectivamente. Razonando de manera análoga obtenemos la tabla T2 con los
valores de los susceptibles y los infecciosos conrmados anualmente
Diagnóstico 2009 2010 2011
Susceptibles 22200457 22463228 22725124
Infectados 2172 1898 2228
(T2 )
Por otra parte, si consideramos que todos los individuos de los cuales se desconoce su diagnóstico
son infecciosos entonces tenemos la tabla T3
Diagnóstico 2009 2010 2011
Susceptibles 22204754 22467246 22731228
Infectados 6469 5918 8332
(T3 )
Tomando los datos anteriores como S(0), S (1) y S (2); I(0), I (1) e I (2), respectivamente,
tendremos que el sistema de ecuaciones para determinar los estimadores máximo-verosímiles
(ecuaciones de la 4.6 a la 4.10 ) tienen solución para los siguientes valores
b =  2;457295e  04 =  0;0002457296b =  1;038560e+ 00 =  1;03856b = 3;882654e  05 = 0;00003882654b = 7;237712e  04 = 0;0007237712b = 0;005871479 = 0;005871479
Se utilizó el código de RStudio mostrado en el anexo B, en el cual se utilizó la función BBSolve
de la librería BB del paquete BB, el cual resuelve el sistema por el método de Barzilai-Borwein
(ver [Dai]).
Notamos inmediatamento que la tasa de infectividad y la tasa de inuencia estimadas son
negativas. Una tasa negativa denota decrecimiento, por ejemplo, si  =  3 personas/año, denota
que el número de infectados se reduce tres personas anualmente. La gura 4.af muestra las
trayectorias que sigue la enfermedad bajo las estimaciones realizadas por el método de máxima
verosimilitud propuesto en este trabajo para el modelo SIS estocástico.
(4af )
11La población de los años 2009, 2010 y 2011 en realidad son estimaciones dadas por las proyecciones de la
población de acuerdo con el Censo Nacional realizado por el DANE en el año 2005
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La anterior gráca es poco diciente o no informativa. El problema está en que la tasa de
inuencia estimada no tiene sentido, ya que al tener b =  1;038560 entonces
bN =  1;038560 (22204754)
lo que signica que en promedio se reduce la inuencia de la población  bN , siendo este un
número mayor incluso que la población máxima de los tres años. Es necesario tener en cuenta
que los estimados máximo verosímiles pueden no ser únicos, por lo que en ocasiones es necesario
corregir este problemaestimando directamente de los datos algunos de los parámetros, en este
caso la tasa de inuencia, la tasa de mortalidad y la tasa de infectividad. Para estimar la tasa
de inuencia observamos que
Tasa de inuencia del 2009: 22204754  49;37100 (43926929) = 518029
Tasa de inuencia del 2010: 22467246  22204754 = 262492
Tasa de inuencia del 2011: 22731228  22467246 = 263982
de esta manera
bN = 518029+262492+2639823 = 348167;666666,
como N = S (0) = 22204754, entonces
b = 348167;66666622204754 = 0;01567987.
Para estimar el parámetro  (tasa de mortalidad) utilizamos los datos encontrados en ([Min1])
correspondientes a la tabla T4
Diagnóstico 2009 2010 2011
Número de muertos 196933 200522 195823
(T4 )
de esta forma para estimar tasa de mortalidad  hacemos











Para estimar la tasa de infectividad  calculamos











Con los valores de b; b; b basta con reemplazarlos en el sistema de ecuaciones conformado por
las ecuaciones (4.6) y (4.8). Resolviendo dicho sistema se encuentra los valores de b y de b,
nuevamente utilizando la función BBsolve. Los valores corresponden a:
b = 1;07774281 y b = 0;08313723.
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Las grácas 4ag y 4ah muestran el comportamiento durante los primeros 80 años y durante
10000 años de prevalencia de la enfermedad. Se observa que el modelo tiene extinción.
(4ag)
(4ah)
El número reproductivo básico corresponde a
bR0;E = bbNb (b + b)   b2b2N22b2 (b + b) = 4;73102e+ 16 = 4;7310216
Claramente bR0 > 1, indicando que el sistema de EDE es inestable y persistente en la media. De
hecho bR0;E es excesivamente grande, esto puede deberse a que la enfermedad tiene prevalencia
aún despues de 4000 años. Finalmente la media y la varianza de la distribución estacionaria
corresponde a
E [I (+1)] = 144574203 y V [I (+1)] =  2;115464e+ 16
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Obteniendo así una varianza negativa (hecho que no puede ocurrir). Esto podría indicar que el
modelo SIS-estocástico con los parámetros estimados no tiene una distribución estacionaria, es
decir, la dinámica de la enfermedad en un tiempo sucientemente grande no puede ser determi-
nado por una distribución. Esto signica que los resultados pueden variar signicativamente12
al hacerse una simulación y otra.
12Es decir, las grácas para la población susceptible e infectada pueden tener cambios drásticos con respecto a
las grácas presentadas en este trabajo.
Conclusiones
El modelamiento matemático epidemiológico es una herramienta muy útil para pronosticar el
comportamiento de una enfermedad. Comúnmente se utilizan los modelos matemáticos deter-
ministas en los cuáles no se consideran ningún tipo de perturbación debida, por ejemplo, a
factores ambientales como la contaminación, el clima o la densidad de población. Considerando
que tales perturbaciones pueden afectar la infectividad de una epidemia es que en este trabajo se
estudia el modelo epidemiológico SIS-estocástico (propuesto en [Gray]) y se propone el modelo
SEIR-estocástico, derivados directamente de los modelos deterministas.
En los modelos epidemiológicos estocásticos SIS y SEIR ya no se habla sólo de un número repro-
ductivo básico, que es el promedio de infectados por una persona infectada cuando la población
es completamente susceptible, sino de una variable aleatoria reproductiva básica derivada de
la integral de la función de sobrevivencia (en este trabajo la función F (a)) y de un número
reproductivo básico derivado de las condiciones numéricas que conducen a una estabilidad asin-
tótica de las condiciones iniciales de los sistemas. La relación entre el número reproductivo bási-
co y la variable reproductiva básica es que la esperanza de la variable es mayor que el número
reproductivo. Cabe aclarar que la denición de número reproductivo básico para de los modelos
SIS-estocástico y SEIR-estocástico se realiza a partir de las simulaciones de los sistemas, sin
embargo, no se hace una demostración matemática que pruebe que efectivamente se tenga la
estabilidad asintótica de las condiciones iniciales de acuerdo con el número reproductivo bási-
co denido. Estas demostraciones se realizan para valores mayores a los número reproductivo
denido.
La ventaja de considerar el número reproductivo básico sobre la variable reproductiva básica está
en que los resultados sobre la estabilidad asintótica de los sistemas se formulan de acuerdo a
condiciones númericas sucientes, no en términos de variables aleatorias. Además los resultados
estudiados en el capítulo 3 se formulan también dadas ciertas condiciones numéricas de los
parámetros. Sin embargo, para la variable aleatoria reproductiva básica se podría determinar un
conjunto de pronósticos más probables a diferencia de considerar el número reproductivo donde
se tiene un sólo pronóstico.
Se estudiaron cuatro aspectos importantes: existencia y unicidad, extinción, persistencia en la
media y existencia de la distribución estacionaria. Si bien la existencia de las soluciones están
garantizadas para los modelos SIS estocástico y SEIR estocástico, el resto de aspectos tienen
como hipótesis sucientes ciertas condiciones numéricas determinadas por los parámetros de
los modelos. Un aspecto más interesante es estudiar condiciones más nas, es decir, mejores
condiciones para garantizar extinción, persistencia en la media y existencia de la distribución
estacionaria. Para ello se podría realizar un trabajo de control estocástico y de optimización
estocástica.
En este trabajo se verica vía simulaciones los teoremas propuestos con respecto a la estabilidad
de los sistemas y con respecto a la extinción de los mismos. De hecho se formulan conjeturas
no demostradas sobre la estabilidad asintótica dadas ciertas condiciones numéricas de los pará-
metros de los modelos. Demostrar tales conjeturas puede ser un trabajo futuro.
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Se simulan las grácas de las soluciones utilizando el método de Euler-Maruyama, el cual per-
mite no sólo simular sistemas de ecuaciones diferenciales estocásticas en general, sino también
hacer una estimación de los parámetros de dichas ecuaciones por máxima verosimilitud. Sin
embargo, como se observa en el manejo de datos reales, esta estimación no siempre es adecuada
porque los estimadores obtenidos pueden no ser únicos. Por otra parte, es recomendable uti-
lizar la información conocida para estimar la mayor cantidad de parámetros posible y dejar
únicamente la componente estocástica () para estimar vía máxima verosimilud, obteniendo así
en el trabajo una mejor estimación, a pesar de estimar el parámetro  también por máxima
verosimilud, por ausencia de información. Como un trabajo futuro puede estar determinar el
sesgo, la suciencia, la completez y la consistencia de los estimadores propuestos en este tra-
bajo. De hecho un trabajo más ambicioso está en determinar intervalos de conanza y pruebas
de hipótesis para dichos estimadores.
Si bien se hacen las simulaciones y las estimaciones por el método de Euler-Maruyama, cabe
resaltar que hay métodos mejores, en el sentido de que existen métodos, como el de Milstein,
con un coeciente de error menor al del método de Euler-Maruyama. Sin embargo al hacer las
estimaciones usando estos métodos se pierde la distribución normal en la función de máxima
verosimilitud, lo que puede signicar cálculos más complejos.
En los modelos presentados en este trabajo se tiene que I (t)S (t) es el número de nuevos
infectados de por I (t) infectados teniendo S (t) susceptibles. Sin embargo, este supuesto no
es muy realistapuesto que no considera el hecho de que la población infectada tiene cierto
punto máximo, a partir del cual empieza a decaer. Teniendo este supuesto, en [Liu] se propone
un modelo epidemiológico con incidencia saturada , la cual es una constante (parámetro) bajo
el cual se tiene que el número de infectados en el tiempo t por I (t) infecciosos en un grupo de
S (t) susceptibles corresponde a:
I (t)S (t)
1 + I (t)
donde  se conoce como parámetro de incidencia. Otro supuesto de los modelos presentados en
este trabajo está en considerar implícitamente que todos los todos los individuos susceptibles
tienen contacto con todos los individuos infectados, algo que no ocurre en caso de que un
paciente infectado sea hospitalizado y aislado del resto de susceptibles. De esta manera, otro
trabajo futuro está en considerar un supuesto que tenga en cuenta como se da el contacto entre
los pacientes sanos y los infectados.
Anexo A: Conceptos de análisis
matemático
En este anexo se denen los conceptos del análisis matemático que se utilizan en este trabajo.
Se empieza con la denición de límite, límite superior y límite inferior, los cuáles aparecen en
los teoremas de la extinción y la persistencia en la media. Luego se dene vía límites cuando
una función es continua, cuando es del tipo Lipschitz y cuando es Lipschitz localmente continua,
condición suciente de la proposición 3.1.Las deniciones fueron tomadas del libro [Rudin].
La noción de límite se utiliza en el capítulo 3, límite superior e inferior están presentes en la
existencia y en la persistencia en la media de los modelos SIS estocástico y SEIR estocástico.
Denición A.1. (i) Sean f : Rn ! R una función, x0 2 Rn y L 2 R. Se dice que el límite
de f (x) cuando x tiende a x0 es L, si y sólo si; para todo " > 0 existe  > 0, tal que si
kx0   ak <  entonces jf (x)  Lj < ". Esto se escribe como lmx!x0 f (x) = L.
(ii) Sean f : R ! R una función, x0 2 Rn y L 2 R. Si para todo " > 0 existe  > 0, tal que
si x0 > a entonces jf (x)  Lj < ", se dice que L es el límite por izquierda de f (x). Esto se
escribe como lmx!x 0 f (x) = L. De la denición anterior si x0 < a implica que jf (x)  Lj < ",
se dice que L es el límite por derecha de f (x). Esto se escribe como lmx!x+0 f (x) = L.
Los límites que utilizados en este trabajo son todos el límites cuando x tiende a +1 (innito),
denición correspondiente a
Denición A.2. Sean f una función real y b 2 R. Se dice que el límite de f (x) cuando
x tiende a +1 es b si y sólo si para todo " > 0 existe K 2 R tal que si x > K, entonces
jf (x)  bj < ". Esto se escribe como lmx!+1 f (x) = L.
Se dene a continuación límite superior e inferior para toda constante real y para el innito.
Denición A.3. Sea f (x) una función real denida en E  R y sean b; c 2 R.






ff (x) : jx  x0j < rg
!
y se escribe como b = lm supx!x0 f (x).






ff (x) : jx  x0j < rg

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y se escribe como c = lmnfx!x0 f (x).
(iii) Se dice que el límite superior (si existe) de f (x) cuando x tiende a +1 es b si y sólo
b = lm sup
x!+1





ff (x) : x > Kg
!
(iv) Se dice que el límite inferior (si existe) de f (x) cuando x tiende a +1 es b si y sólo
b = lmnf
x!+1





ff (x) : x > Kg

El item (iii) de la proposición A.1. es utilizado en las pruebas de existencia y persistencia en
la media.
Proposición A.1. Sea f(x) una función real denida en E  R tal que lmnfx!x0 f (x) = a
y lmnfx!x0 f (x) = b para algunos a; b 2 R. Entonces se cumple que
(i) b < a
(ii) Si a = b entonces b = lmx!x0 f (x) = a.
(iii) Si f (x) < c para todo x 2 E con c una constante, entonces b < c. Análogamente si
f (x) > c para todo x 2 E, entonces a > c.
En el lema 3.2. se habla de dominios (conjunto de salida de una función) acotados y abiertos
Se denen tales conjuntos como
Denición A.4. (i) Se dice que A  Rn es un conjunto abierto si y sólo si para todo a 2 A,
existe r > 0 tal que Ba;r := fx : kx  ak < rg \A 6= ;.
(ii) Sea A  Rn se dene el interior de A como Int (A) := fx 2 Rn : Bx;s  A para algún s > 0g.
(iii) A es un conjunto cerrado si y sólo si RnA es un conjunto abierto.
(iv) A es un conjunto acotado si y sólo si para algún s > 0 y algún c 2 Rn se tiene que
A  Bc;s.
(v) Vz es una vecindad de z 2 Rn si y sólo si existe r > 0 tal que Ba;r  Vz.
Denición A.5. Se dice que a 2 Rn es un punto frontera de A  Rn si y sólo si para todo
r > 0 se tiene que Ba;r \A 6= ; y Ba;r \ (RnA) 6= ;. Se dene la frontera de A como
@A := fx 2 Rn : x es un punto frontera de Ag.
En el teorema de existencia del capítulo 3 se utiliza que los coecientes (en realidad, funciones)
de las ecuaciones diferenciales estocásticas de los modelos epidemiológicos estocásticos presen-
tados son Lipschitz localmente continuas. Las siguientes deniciones llegan a tal concepto.
Denición A.6. Sea f : Rn ! R una función denida en E  Rn. Se dice que f es continua
en x = a si lmx!a f (x) = f (a).
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Denición A.7. Sea f : Rn ! R una función denida en E  Rn, con E un conjunto abierto.
Se dice que f es localmente continua en E si para todo z 2 E existe una vecindad Vz  E
tal que f es continua para todo x 2 Vz.
Denición A.8. (i) Sea f : Rn ! R una función. Se dice que f es de tipo Lipschitz si y sólo
si existe l > 0
jf (x)  f (y)j  l kx  yk, para todo x; y 2 Rn.
(ii) Se dice que f es Lipchizt localmente continua si y sólo si es localmente continua y
Liptchitz.
La condición de Lipschitz es importante para demostrar la existencia y la unicidad de una
solución única de una ecuación diferencial ordinaria, y también estocástica. A pesar de no
hacerse mucho hincapié en este trabajo sobre este concepto, el no tener tal condición impediría
demostrar la unicidad.
El siguiente concepto se utiliza en lema 3.2. y se trata de una condición suciente para la
existencia de una única distribución estacionaria (capítulo 3).
Denición A.9. Sean K $ Rn y una colección de conjuntos abiertos A = fAigi2I indexados
por el conjunto I. Se dice que A es recubrimiento abierto de K si y sólo si K  [i2IAi.
Se dice que K es un conjunto compacto si y sólo si para todo recubrimiento abierto de K;
A = fAigi2I , existen i1; : : : ; in 2 I tal que K  [nj=1Aij .
En R los únicos conjuntos compactos son los intervalos cerrados. Este hecho se utiliza en la
demostración de la existencia de la distribución estacionaria del modelo SIS-estocástico y SEIR-
estocástico.
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Anexo B: Códigos utilizados
Códigos en Python:
from numpy import arange
from numpy import random
from math import sq r t
from matp lo t l i b import pyplot as p l t
”””






t = arange (0 , T+Dt , Dt)
B = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
B1 = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
B2 = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
B3 = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
B4 = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
B [ 0 ] = Bcero
f o r i in range (1 , i n t (n+1) ) :
W = random . normal (0 , 1)
B1 [ i ] = sq r t (Dt) ∗W
fo r i in range (1 , i n t (n + 1) ) :
V = random . normal (0 , 1)
B2 [ i ] = sq r t (Dt) ∗ V
fo r i in range (1 , i n t (n + 1) ) :
X = random . normal (0 , 1)
B3 [ i ] = sq r t (Dt) ∗ X
fo r i in range (1 , i n t (n + 1) ) :
Y= random . normal (0 , 1)
B4 [ i ] = sq r t (Dt) ∗ Y
fo r i in range (1 , i n t (n + 1) ) :
Z = random . normal (0 , 1)
B[ i ] = sq r t (Dt) ∗ Z
p l t . p l o t (B, ” blue ” )
p l t . p l o t (B1 , ” v i o l e t ” )
p l t . p l o t (B2 , ” green ” )
p l t . p l o t (B3 , ” orange ” )
p l t . p l o t (B4 , ” red ” )
p l t . show ( )
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nabla = 0.002
beta = 0 .5
mu = 0.001
gama = 0.24
sigma = 0 .3
Scero = 10.25
I c e r o = 2




t = arange (0 , T+Dt , Dt)
EMS = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMI = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMR = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMS[ 0 ] = Scero
EMI [ 0 ] = I c e r o
EMR[ 0 ] = Rcero
f o r i in range (1 , i n t (n+1) ) :
Z = random . normal (0 , 1)
EMS[ i ] = EMS[ i −1] + (−beta ∗EMI[ i −1]∗EMS[ i −1] − mu∗EMS[ i −1] + nabla ∗Scero ) ∗Dt
− sigma∗EMI[ i −1]∗EMS[ i −1]∗ s q r t (Dt) ∗Z
EMI[ i ] = EMI[ i − 1 ] + ( beta ∗ EMI[ i − 1 ] ∗ EMS[ i − 1 ] − gama ∗ EMI[ i − 1 ] +
mu ∗ EMI[ i − 1 ] ) ∗ Dt + sigma ∗ EMI[ i − 1 ] ∗ EMS[ i − 1 ] ∗ s q r t (Dt) ∗ Z
EMR[ i ] = EMR[ i − 1 ] + (gama ∗ EMI[ i − 1 ] − mu ∗ EMR[ i − 1 ] ) ∗ Dt
pr in t (Z)
p l t . p l o t (EMS, ” blue ” )
p l t . p l o t (EMI, ” red ” )
p l t . p l o t (EMR, ” green ” )
p l t . show ( )
”””
PARA SIMULAR EL MODELO SIS−ESTOCASTICO
”””
nabla = 0.23
beta = 0 .4
mu = 0.3
gama = 0 .6
sigma = 0 .5
Scero = 1




t = arange (0 , T+Dt , Dt)
EMS = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMI = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMS[ 0 ] = Scero
EMI [ 0 ] = I c e r o
f o r i in range (1 , i n t (n+1) ) :
Z = random . normal (0 , 1)
EMS[ i ] = EMS[ i − 1 ] + (−beta ∗EMI[ i −1]∗EMS[ i −1] − mu∗EMS[ i −1] + nabla ∗Scero +
gama ∗ EMI[ i − 1 ] ) ∗Dt − sigma∗EMI[ i −1]∗EMS[ i −1]∗ s q r t (Dt) ∗Z
138
EMI[ i ] = EMI[ i − 1 ] + ( beta ∗ EMI[ i − 1 ] ∗ EMS[ i − 1 ] − gama ∗ EMI[ i − 1 ] +
mu ∗ EMI[ i − 1 ] ) ∗ Dt + sigma ∗ EMI[ i − 1 ] ∗ EMS[ i − 1 ] ∗ s q r t (Dt) ∗ Z
p l t . p l o t (EMS, ” blue ” )
p l t . p l o t (EMI, ” red ” )
p l t . show ( )
”””
PARA SIMULAR EL MODELO SEIR−ESTOCASTICO
”””
nabla = 0.001
beta = 0 .9
mu = 0.001
ny = 0 .2
gama = 0 .1
sigma = 0 .2
Scero = 1 .5
Ecero = 0 .0






t = arange (0 , T+Dt , Dt)
EMS = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMI = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMR = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EME = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMS[ 0 ] = Scero
EMI [ 0 ] = I c e r o
EMR[ 0 ] = Rcero
EME[ 0 ] = Ecero
f o r i in range (1 , i n t (n+1) ) :
Z = random . normal (0 , 1)
EMS[ i ] = EMS[ i −1] + (−beta ∗EMI[ i −1]∗EMS[ i −1] − mu∗EMS[ i −1] + nabla ∗EMS[ 1 ] ) ∗Dt
− sigma∗EMI[ i −1]∗EMS[ i −1]∗ s q r t (Dt) ∗Z
EME[ i ] = EME[ i −1] + ( beta ∗EMI[ i −1]∗EMS[ i −1] − ny∗EME[ i −1] − mu∗EME[ i −1])∗Dt+
sigma∗EMI[ i −1]∗EMS[ i −1]∗ s q r t (Dt) ∗Z
EMI[ i ] = EMI[ i −1] + (ny∗EME[ i −1] − gama∗EMI[ i −1] − mu∗EME[ i −1])∗Dt
EMR[ i ] = EMR[ i −1] + (gama∗EMI[ i −1] − mu∗EMR[ i −1])∗Dt
pr in t (Z)
p l t . p l o t (EMS, ” blue ” )
p l t . p l o t (EME, ” orange ” )
p l t . p l o t (EMI, ” red ” )
p l t . p l o t (EMR, ” green ” )
p l t . show ( )
”””
PARA SIMULAR VERIFICAR LA ESTABILIDAD DEL MODELO SIS−ESTOCASTICO
”””
nabla = 0.005
beta = 0 .5
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mu = 0.005
gama = 0 .2
sigma = 0 .3
Scero = 1
I c e r o = 0
Rcero = 0
Dt = 2 ∗∗ −6
T = 10
n = T / Dt
t = arange (0 , T + Dt , Dt)
EMS = [ 0 . 0 f o r i in range ( i n t (n + 1) ) ]
EMI = [ 0 . 0 f o r i in range ( i n t (n + 1) ) ]
EMR = [ 0 . 0 f o r i in range ( i n t (n + 1) ) ]
EMSa = [ 0 . 0 f o r i in range ( i n t (n + 1) ) ]
EMIa = [ 0 . 0 f o r i in range ( i n t (n + 1) ) ]
EMRa = [ 0 . 0 f o r i in range ( i n t (n + 1) ) ]
EMSb = [ 0 . 0 f o r i in range ( i n t (n + 1) ) ]
EMIb = [ 0 . 0 f o r i in range ( i n t (n + 1) ) ]
EMRb = [ 0 . 0 f o r i in range ( i n t (n + 1) ) ]
EMS[ 0 ] = Scero
EMI [ 0 ] = I c e r o
EMR[ 0 ] = Rcero
EMSa [ 0 ] = Scero + 0.005
EMIa [ 0 ] = I c e r o + 0.005
EMRa[ 0 ] = Rcero + 0.005
EMSb[ 0 ] = Scero − 0 .005
EMIb [ 0 ] = I c e r o − 0 .005
EMRb[ 0 ] = Rcero − 0 .005
f o r i in range (1 , i n t (n + 1) ) :
Z = random . normal (0 , 1)
EMS[ i ] = EMS[ i − 1 ] + (
−beta ∗ EMI[ i − 1 ] ∗ EMS[ i − 1 ] − mu ∗ EMS[ i − 1 ] + nabla ∗ Scero
+ gama ∗ EMI[ i − 1 ] ) ∗ Dt − sigma ∗ \
EMI[ i − 1 ] ∗ EMS[ i − 1 ] ∗ s q r t (Dt) ∗ Z
EMI[ i ] = EMI[ i − 1 ] + ( beta ∗ EMI[ i − 1 ] ∗ EMS[ i − 1 ] − gama ∗ EMI[ i − 1 ] +
mu ∗ EMI[ i − 1 ] ) ∗ Dt + sigma ∗ EMI[
i − 1 ] ∗ EMS[ i − 1 ] ∗ s q r t (Dt) ∗ Z
EMSa[ i ] = EMSa[ i − 1 ] + (
−beta ∗ EMIa [ i − 1 ] ∗ EMSa[ i − 1 ] − mu ∗ EMSa[ i − 1 ] + nabla ∗ (
Scero + 0 .001 ) + gama ∗ EMIa [
i − 1 ] ) ∗ Dt − sigma ∗ EMIa [ i − 1 ] ∗ EMSa[ i − 1 ] ∗ s q r t (Dt) ∗ Z
EMIa [ i ] = EMIa [ i − 1 ] + ( beta ∗ EMIa [ i − 1 ] ∗ EMSa[ i − 1 ] − gama ∗ EMIa [ i −
1 ] + mu ∗ EMIa [ i − 1 ] ) ∗ Dt + sigma ∗ \
EMIa [ i − 1 ] ∗ EMSa[ i − 1 ] ∗ s q r t (Dt) ∗ Z
EMSb[ i ] = EMSb[ i − 1 ] + (
−beta ∗ EMIb [ i − 1 ] ∗ EMSb[ i − 1 ] − mu ∗ EMSb[ i − 1 ] + nabla ∗ ( Scero
+ 0 .001 ) + gama ∗ EMIb [
i − 1 ] ) ∗ Dt − sigma ∗ EMIb [ i − 1 ] ∗ EMSb[ i − 1 ] ∗ s q r t (Dt) ∗ Z
EMIb [ i ] = EMIb [ i − 1 ] + ( beta ∗ EMIb [ i − 1 ] ∗ EMSb[ i − 1 ] − gama ∗ EMIb [ i −
1 ] + mu ∗ EMIb [ i − 1 ] ) ∗ Dt + sigma ∗ \
EMIb [ i − 1 ] ∗ EMSb[ i − 1 ] ∗ s q r t (Dt) ∗ Z
p l t . p l o t (EMS, ” blue ” )
p l t . p l o t (EMI, ” red ” )
p l t . p l o t (EMSa, ”c” )
p l t . p l o t (EMIa , ” v i o l e t ” )
p l t . p l o t (EMSb, ” purple ” )
p l t . p l o t (EMIb, ”magenta” )
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p l t . show ( )
”””
PARA SIMULAR VERIFICAR LA ESTABILIDAD DEL MODELO SEIR−ESTOCASTICO
”””
nabla = 0 .1
beta = 1 .9
mu = 0.1
ny = 0 .2
gama = 0 .6
sigma = 0 .8
Scero = 1
Ecero = 0






t = arange (0 , T+Dt , Dt)
EMS = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMI = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMR = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EME = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMSa = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMIa = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMRa = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMEa = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMSb = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMIb = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMRb = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMEb = [ 0 . 0 f o r i in range ( i n t (n+1) ) ]
EMS[ 0 ] = Scero
EMI [ 0 ] = I c e r o
EMR[ 0 ] = Rcero
EME[ 0 ] = Ecero
EMSa [ 0 ] = Scero + 0.005
EMIa [ 0 ] = I c e r o + 0.005
EMRa[ 0 ] = Rcero + 0.005
EMEa[ 0 ] = Ecero + 0.005
EMSb[ 0 ] = Scero − 0 .005
EMIb [ 0 ] = I c e r o − 0 .005
EMRb[ 0 ] = Rcero − 0 .005
EMEb[ 0 ] = Ecero − 0 .005
f o r i in range (1 , i n t (n+1) ) :
Z = random . normal (0 , 1)
EMS[ i ] = EMS[ i −1] + (−beta ∗EMI[ i −1]∗EMS[ i −1] − mu∗EMS[ i −1] + nabla ∗EMS[ 1 ] ) ∗Dt
− sigma∗EMI[ i −1]∗EMS[ i −1]∗ s q r t (Dt) ∗Z
EME[ i ] = EME[ i −1] + ( beta ∗EMI[ i −1]∗EMS[ i −1] − ny∗EME[ i −1] − mu∗EME[ i −1])∗Dt+
sigma∗EMI[ i −1]∗EMS[ i −1]∗ s q r t (Dt) ∗Z
EMI[ i ] = EMI[ i −1] + (ny∗EME[ i −1] − gama∗EMI[ i −1] − mu∗EME[ i −1])∗Dt
EMR[ i ] = EMR[ i −1] + (gama∗EMI[ i −1] − mu∗EMR[ i −1])∗Dt
EMSa[ i ] = EMSa[ i − 1 ] + (−beta ∗ EMIa [ i − 1 ] ∗ EMSa[ i − 1 ] − mu ∗ EMSa[ i − 1 ]
+ nabla ∗ EMSa [ 1 ] ) ∗ Dt − sigma ∗ EMIa [
i − 1 ] ∗ EMSa[ i − 1 ] ∗ s q r t (Dt) ∗ Z
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EMEa[ i ] = EMEa[ i − 1 ] + ( beta ∗ EMIa [ i − 1 ] ∗ EMSa[ i − 1 ] − ny ∗ EMEa[ i − 1 ]
− mu ∗ EMEa[ i − 1 ] ) ∗ Dt + sigma ∗ EMIa [
i − 1 ] ∗ EMSa[ i − 1 ] ∗ s q r t (Dt) ∗ Z
EMIa [ i ] = EMIa [ i − 1 ] + (ny ∗ EMEa[ i − 1 ] − gama ∗ EMIa [ i − 1 ] − mu ∗ EMEa[ i
− 1 ] ) ∗ Dt
EMRa[ i ] = EMRa[ i − 1 ] + (gama ∗ EMIa [ i − 1 ] − mu ∗ EMRa[ i − 1 ] ) ∗ Dt
EMSb[ i ] = EMSb[ i − 1 ] + (−beta ∗ EMIb [ i − 1 ] ∗ EMSb[ i − 1 ] − mu ∗ EMSb[ i − 1 ]
+ nabla ∗ EMSb[ 1 ] ) ∗ Dt − sigma ∗EMIb [
i − 1 ] ∗ EMSb[ i − 1 ] ∗ s q r t (Dt) ∗ Z
EMEb[ i ] = EMEb[ i − 1 ] + ( beta ∗ EMIb [ i − 1 ] ∗ EMSb[ i − 1 ] − ny ∗ EMEb[ i − 1 ]
− mu ∗ EMEb[ i − 1 ] ) ∗ Dt + sigma ∗EMIb [
i − 1 ] ∗ EMSb[ i − 1 ] ∗ s q r t (Dt) ∗ Z
EMIb [ i ] = EMIb [ i − 1 ] + (ny ∗ EMEb[ i − 1 ] − gama ∗ EMIb [ i − 1 ] − mu ∗ EMEb[ i
− 1 ] ) ∗ Dt
EMRb[ i ] = EMRb[ i − 1 ] + (gama ∗ EMIb [ i − 1 ] − mu ∗ EMRb[ i − 1 ] ) ∗ Dt
p l t . p l o t (EMSa, ”c” , l i n e s t y l e = ’−− ’ )
p l t . p l o t (EMEa, ” o l i v e ” , l i n e s t y l e = ’−− ’ )
p l t . p l o t (EMIa , ” v i o l e t ” , l i n e s t y l e = ’−− ’ )
p l t . p l o t (EMRa, ” black ” , l i n e s t y l e = ’−− ’ )
p l t . p l o t (EMSb, ” purple ” , l i n e s t y l e = ’ : ’ )
p l t . p l o t (EMEb, ” green ” , l i n e s t y l e = ’ : ’ )
p l t . p l o t (EMIb, ”magenta” , l i n e s t y l e = ’ : ’ )
p l t . p l o t (EMRb, ” black ” , l i n e s t y l e = ’ : ’ )
p l t . p l o t (EMS, ” blue ” )
p l t . p l o t (EMR, ”brown” )
p l t . p l o t (EMI, ” red ” )
p l t . p l o t (EME, ” orange ” )
p l t . show ( )
Códigos en RStudio:
## PARA SIMULAR LOS MODELOS DETERMINISTAS
# Para s imular e l modelo SIR con nac imientos y Muertes
nabla = 0










t = seq (0 ,T, by=Dt)
seq (0 ,10 , by=1)
EMS = numeric (n+1)
EMI = numeric (n+1)
EMR = numeric (n+1)
EMS[ 1 ] = Scero
EMI [ 1 ] = I c e r o
EMR[ 1 ] = Rcero
f o r ( i in 2 :{n+1}){
EMS[ i ] = EMS[ i −1] + (−beta ∗EMI[ i −1]∗EMS[ i −1] − mu∗EMS[ i −1] + nabla ∗EMS[ i −1])∗Dt
}
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p lo t ( t ,EMS, t=” l ” , c o l=”blue ” , lwd=2, xlim=c (1 , 9 ) , yl im=c (0 , 2 ) , ylab=” Ind iv iduos ” ,
xlab=”Tiempo” )
legend ( ” r i g h t ” , l egend=c ( ” In f e c t ado s s ” , ” Su s c ep t i b l e s ” , ”Recuperados” ) , c o l=c ( ” red
” , ” blue ” , ” green ” ) , lwd=2:2 :2 , cex =0.6)
f o r ( j in 2 :{n+1}){
EMI[ j ] = EMI[ j −1] + ( beta ∗EMI[ j −1]∗EMS[ j −1] − gama∗EMI[ j −1] − mu∗EMI[ j −1])∗Dt}
l i n e s ( t ,EMI, lwd=2, c o l=” red ” , xl im=c (1 , 9 ) , yl im=c (0 , 2 ) )
f o r ( k in 2 :{n+1}){
EMR[ k ] = EMR[ k−1] + (gama∗EMI[ k−1] − mu∗EMR[ k−1])∗Dt }
l i n e s ( t ,EMR, lwd=2, c o l=” green ” , xlim=c (1 , 9 ) , yl im=c (0 , 2 ) )
# Para s imular e l modelo SIS con nac imientos y muertes
nabla = 0









t = seq (0 ,T, by=Dt)
seq (0 ,10 , by=1)
EMS = numeric (n+1)
EMI = numeric (n+1)
EMR = numeric (n+1)
EMS[ 1 ] = Scero
EMI [ 1 ] = I c e r o
EMR[ 1 ] = Rcero
f o r ( i in 2 :{n+1}){
EMS[ i ] = EMS[ i −1] + (−beta ∗EMI[ i −1]∗EMS[ i −1] − mu∗EMS[ i −1] + nabla ∗EMS[ i −1]
+gama∗EMI[ i −1])∗Dt}
p lo t ( t ,EMS, t=” l ” , c o l=”blue ” , lwd=2, xlim=c ( 1 , 6 . 5 ) , yl im=c (0 , 2 ) , ylab=” Ind iv iduos ” ,
xlab=”Tiempo” )
legend ( ” r i g h t ” , l egend=c ( ” In f e c t ado s s ” , ” Su s c ep t i b l e s ” ) ,
c o l=c ( ” red ” , ” blue ” , ” green ” ) , lwd=2:2 , cex=0.6)
f o r ( j in 2 :{n+1}){
EMI[ j ] = EMI[ j −1] + ( beta ∗EMI[ j −1]∗EMS[ j −1] − gama∗EMI[ j −1] − mu∗EMI[ j −1])∗Dt −
+ sigma∗EMI[ j −1]∗EMS[ j −1]∗ s q r t (Dt) ∗Z }
l i n e s ( t ,EMI, lwd=2, c o l=” red ” , xl im=c ( 1 , 6 . 5 ) , yl im=c (0 , 2 ) )
# Para s imular e l modelo SEIR con nac imientos y muertes
nabla = 0
beta = 0 .8
mu = 0
gama = 0.25
ve = 0 .6
Scero = 2
Ecero = 0 .3






t = seq (0 ,T, by=Dt)
seq (0 ,10 , by=1)
EMS = numeric (n+1)
EMI = numeric (n+1)
EMR = numeric (n+1)
EMS[ 1 ] = Scero
EMI [ 1 ] = I c e r o
EMR[ 1 ] = Rcero
f o r ( i in 2 :{n+1}){
EMS[ i ] = EMS[ i −1] + (−beta ∗EMI[ i −1]∗EMS[ i −1] − mu∗EMS[ i −1] + nabla ∗EMS[ i −1])∗Dt
}
p lo t ( t ,EMS, t=” l ” , c o l=”blue ” , lwd=2, xlim=c (1 ,20 ) , yl im=c (0 , 2 ) , y lab=” Ind iv iduos ” ,
xlab=”Tiempo” )
legend ( ” r i g h t ” , c ( ” In f e c t ado s ” , ”Expuestos ” , ” Su s c ep t i b l e s ” , ”Recuperados” ) , c o l=c
( ” red ” , ” orange ” , ” blue ” , ” green ” ) , lwd =2 :2 : 2 : 2 , cex=0.6)
f o r ( j in 2 :{n+1}){
EME[ j ] = EME[ j −1] + ( beta ∗EMI[ j −1]∗EMS[ j −1] − ve∗EME[ j −1] − mu∗EME[ j −1])∗Dt}
l i n e s ( t ,EMI, lwd=2, c o l=”orange ” , xlim=c (1 ,20 ) , yl im=c (0 , 2 ) )
f o r ( l in 2 :{n+1}){
EMI[ l ] = EMI[ l −1] + ( ve∗EME[ l −1] − gama∗EMI[ l −1] − mu∗EMI[ l −1])∗Dt}
l i n e s ( t ,EMI, lwd=2, c o l=” red ” , xl im=c (1 ,20 ) , yl im=c (0 , 2 ) )
f o r ( k in 2 :{n+1}){
EMR[ k ] = EMR[ k−1] + (gama∗EMI[ k−1] − mu∗EMR[ k−1])∗Dt}
l i n e s ( t ,EMR, lwd=2, c o l=” green ” , xlim=c (1 ,20 ) , yl im=c (0 , 2 ) )
## PARA ESTIMAR TODOS LOS PARAMETROS DEL MODELO
# Primero e s c r i b imos l o s datos dados por Sj e I j :
S<−c ( rep (0 , 3 ) )
I<−c ( rep (0 , 3 ) )








# Para l o s s i s t emas de ecuac ione s neces i tamos l o s promedios de por ejemplo 1/S
SI=c ( rep (0 , 3 ) )
f o r ( i in 1 : 3 ) {
SI [ i ]=S [ i ] ∗ I [ i ]}
1/ SI
S2=c ( rep (0 , 3 ) )
f o r ( i in 1 : 3 ) {
S2 [ i ]=S [ i ] ∗S [ i ]}
1/S2
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S2I=c ( rep (0 , 3 ) )
f o r ( i in 1 : 3 ) {
S2I [ i ]=S [ i ] ∗S [ i ] ∗ I [ i ]}
1/ S2I
I2=c ( rep (0 , 3 ) )
f o r ( i in 1 : 3 ) {
I2 [ i ]= I [ i ] ∗ I [ i ]}
1/ I2
SI2=c ( rep (0 , 3 ) )
f o r ( i in 1 : 3 ) {
SI2 [ i ]=S [ i ] ∗ I [ i ] ∗ I [ i ]}
1/ SI2
S2I2=c ( rep (0 , 3 ) )
f o r ( i in 1 : 3 ) {
S2I2 [ i ]=S [ i ] ∗S [ i ] ∗ I [ i ] ∗ I [ i ]}
1/ S2I2
muI=c ( rep (0 , 3 ) )
muS=c ( rep (0 , 3 ) )
f o r ( j in 1 : 3 ) {
muS[ j ]=S [ j ]+nabla ∗N−beta ∗S [ j ] ∗ I [ j ]+gama∗ I [ j ]−mu∗S [ j ]
muI [ j ]= I [ j ]+beta ∗S [ j ] ∗ I [ j ]−gama∗ I [ j ]−mu∗ I [ j ]}
RI=c ( rep (0 , 3 ) )
RS=c ( rep (0 , 3 ) )
f o r ( k in 1 : 3 ) {
RS[ k ]=(S [ k]−muS[ k ] ) ˆ2
RI [ k ]=( I [ k]−muI [ k ] ) ˆ2}
U=c ( rep (0 , 3 ) )
US=c ( rep (0 , 3 ) )
UI=c ( rep (0 , 3 ) )
f o r ( l in 1 : 3 ) {
US[ l ]=RS[ l ] / ( ( S [ l ] ∗ I [ l ] ) ˆ2)
UI [ l ]=RI [ l ] / ( ( S [ l ] ∗ I [ l ] ) ˆ2)
U[ l ]=US[ l ]+UI [ l ]}
sigma=sq r t ( 0 . 5 ∗mean(U) )
# Insta lamos e l paquete BB
# Uti l i zamos l a func ion BBSolve
l i b r a r y (BB)
?BBsolve
# Ahora e s c r ib imos l o s co r r e spond i en t e s s i s t emas de ecuac i one s
s i s tema = func t i on (x ) {
f = rep (NA, 5)
f [ 1 ] = 0 .5 ∗ ( x [ 2 ] ∗N∗mean(1/ SI )+x [ 3 ] ∗ (mean(1/S)−mean(1/ I ) )+2∗x [ 4 ] ∗mean(1/S) )−x [ 1 ]
f [ 2 ] = 0 .5 ∗ ( x [ 3 ] ∗ (mean(1/S2 )−mean(1/ SI ) )+2∗x [ 4 ] ∗mean(1/S2 )+x [ 2 ] ∗N∗mean(1/ S2I ) )
−mean(1/S) ∗x [ 1 ]
f [ 3 ] = x [ 3 ] ∗ (mean(1/S2 )−mean(1/ I2 ) )+x [ 4 ] ∗ (mean(1/S2 )−mean(1/ S2I ) )
+x [ 2 ] ∗N∗mean(1/ SI2 )−x [ 1 ] ∗ (mean(1/ I )−mean(1/S) )
f [ 4 ] = −x [ 2 ] ∗N∗ mean(1/ S2I2 )+x [ 1 ] ∗mean(1/ SI )−x [ 4 ] ∗mean(1/ S2I )+x [ 3 ] ∗mean(1/ SI2 )
f [ 5 ] = x [5]− s q r t ( 0 . 5 ∗mean(U) )
f }
x0=c (0 , 0 , 0 , 0 , 0 )
BBsolve ( par=x0 , fn=s i s tema )
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sigma=sq r t (3 .447426 e−05)




# Resolvemos e l s i g u i e n t e s i s tema de ecuac ione s
s i s tema = func t i on (x ) {
f = rep (NA, 2)
f [ 1 ] = 0 .5 ∗ (mu∗ (mean(1/S2 )−mean(1/ SI ) )+2∗x [ 2 ] ∗mean(1/S2 )+nabla ∗N∗mean(1/ S2I ) )
−mean(1/S) ∗beta
f [ 2 ] = x [1]− s q r t ( 0 . 5 ∗mean(U) )
f }
x0=c (0 , 0 )
BBsolve ( par=x0 , fn=s i s tema )
# Obtenido l o s v a l o r e s para sigma y para gama dados por
sigma<−1.07774281
gama<−−0.08313723
# El numero reproduct ivo bas i co corresponden a :
R0<−nabla ∗N∗beta /(mu∗ (mu+gama) )−(sigma∗nabla ∗N) ˆ2/(2 ∗muˆ2∗ (gama+mu) )
R0
# Los parametros de l a d i s t r i b u c i o n e s t a c i o n a r i a corresponden a :
media=(2∗beta ∗ (R0−1)∗ (mu+gama) ) /(2 ∗beta ∗ ( beta−(sigma ) ˆ2∗N+
( sigma ) ˆ2∗ ( beta ∗N−mu−gama) ) )
var ianza =((2∗ (R0−1)∗ (mu+gama) ∗ (mu+gama) ∗ ( beta ∗N−mu−gama) ) /
(2 ∗beta ∗ ( beta−(sigma ) ˆ2∗N+(sigma ) ˆ2∗ ( beta ∗N−mu−gama) ) ) )−mediaˆ2
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