Abstract Graphs (networks) are an important tool to model data in different domains, including social networks, bioinformatics and the world wide web. Most of the networks formed in these domains are directed graphs, where all the edges have a direction and they are not symmetric. Betweenness centrality is an important index widely used to analyze networks. In this paper, first given a directed network G and a vertex r ∈ V (G), we propose a new exact algorithm to compute betweenness score of r. Our algorithm pre-computes a set RV(r), which is used to prune a huge amount of computations that do not contribute in the betweenness score of r. Time complexity of our exact algorithm depends on |RV(r)| and it is respectively
Title Suppressed Due to Excessive Length 3 are non-zero, as a result, it helps us to avoid a huge amount of computations that do not contribute in the betweenness score of r.
In this paper, our key contributions are as follows.
-Given a directed graph G and a vertex r ∈ V (G), we present an efficient exact algorithm to compute betweenness score of r. The algorithm is based on precomputing the set reachable vertices of r, denoted by RV(r). RV(r) can be computed in Θ(|E(G)|) times for both unweighted graphs and weighted graphs with positive weights. Time complexity of the whole exact algorithm depends on the size of RV(r) and it is respectively Θ(|RV (r)| · |E(G)|) and Θ(|RV(r)| · |E(G)| + |RV(r)| · |V (G)| log |V (G)|) for unweighted graphs and weighted graphs with positive weights. |RV(r)| is bounded from above by |V (G)| and in most cases, it can be considered as a small constant (see Section 5) . Hence, in many cases, time complexity of our proposed exact algorithm for unweighted graphs is linear, in terms of |E(G)|, and it is Θ(|E(G)| + |V (G)| log |V (G)|) for weighted graphs with positive weights. -In the cases where RV(r) is large, our exact algorithm might be intractable in practice. To address this issue, we present a simple randomized algorithm that samples elements from RV(r) and performs computations for only the sampled elements. We show that this algorithm provides an (ǫ, δ)-approximation of the betweenness score of r. -In order to evaluate the empirical efficiency of our proposed algorithms, we perform extensive experiments over several real-world datasets from different domains. In our experiments, we introduce a procedure that first computes RV(r).
Then if the size of RV(r) is less than some threshold (e.g., 1000), it employs the exact algorithm. Otherwise, it exploits the randomized algorithm. We evaluate this procedure for several randomly chosen vertices as well as for the vertices with the highest betweenness scores. We show that for randomly chosen vertices, our proposed procedure always significantly outperforms the most efficient existing randomized algorithms, in terms of both running time and accuracy. Furthermore, for the vertices that have the highest betweenness scores, over most of the datasets our algorithm outperforms the most efficient existing algorithms. -While our algorithm is intuitively designed to estimate betweenness score of only one vertex, in our experiments we consider the settings where betweenness scores of sets of vertices are computed. Our experiments reveal that in such cases, our proposed algorithm efficiently computes betweenness scores of all vertices in the sets of sizes 5, 10 and 15 and it significantly outperforms the existing algorithms.
The rest of this paper is organized as follows. In Section 2, preliminaries and necessary definitions related to betweenness centrality are introduced. A brief overview on related work is given in Section 3. In Section 4, we present our exact and approximate algorithms and their analysis. In Section 5, we empirically evaluate our proposed algorithm and show its high efficiency and accuracy, compared to the existing algorithms. Finally, the paper is concluded in Section 6.
Preliminaries
In this section, we present definitions and notations widely used in the paper. We assume that the reader is familiar with basic concepts in graph theory. Throughout the paper, G refers to a graph (network). For simplicity, we assume that G is a directed, connected and loop-free graph without multi-edges. Throughout the paper, we assume that G is an unweighted graph, unless it is explicitly mentioned that G is weighted. V (G) and E(G) refer to the set of vertices and the set of edges of G, respectively. For a vertex v ∈ V (G), the number of head ends adjacent to v is called its in degree, and the number of tail ends adjacent to v is called its out degree.
A shortest path (also called a geodesic path) from u ∈ V (G) to v ∈ V (G) is a path whose length is minimum, among all paths from u to v. For two vertices u, v ∈ V (G), if G is unweighted, by d(u, v) we denote the length (the number of edges) of a shortest path connecting u to v. If G is weighted, d(u, v) denotes the sum of the weights of the edges of a shortest path connecting u to v. By definition, d(u, u) = 0. Note that in directed graphs, d(u, v) is not necessarily equal to d(v, u). For s, t ∈ V (G), σ st denotes the number of shortest paths between s and t, and σ st (v) denotes the number of shortest paths between s and t that also pass through v. Betweenness centrality of a vertex v is defined as:
A notion which is widely used for counting the number of shortest paths in a graph is the directed acyclic graph (DAG) containing all shortest paths starting from a vertex s (see e.g., [7] ). In this paper, we refer to it as the shortest-path-DAG, or SPD in short, rooted at s. For every vertex s in graph G, the SPD rooted at s is unique, and it can be computed in Θ(|E(G)|) time for unweighted graphs and in Θ (|E(G)| + |V (G)| log |V (G)|) time for weighted graphs with positive weights [7] .
Brandes [7] introduced the notion of the dependency score of a vertex s ∈ V (G) on a vertex v ∈ V (G) \ {s}, which is defined as:
where
σst . We have:
Brandes [7] showed that dependency scores of a source vertex on different vertices in the network can be computed using a recursive relation, defined as the following:
where P s (w) contains the predecessors of w in the SPD rooted at s. As mentioned in [7] , given the SPD rooted at s and using Equation 4, for unweighted graphs and
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Related work
Brandes [7] introduced an efficient algorithm for computing betweenness centrality of a vertex, which is performed in Θ(|V (G)||E(G)|) and Θ(|V (G)||E(G)| + |V (G)| 2 log |V (G)|) times for unweighted and weighted networks with positive weights, respectively. Ç atalyürek et. al. [9] presented the compression and shattering techniques to improve the efficiency of Brandes's algorithm for large graphs. During compression, vertices with known betweenness scores are removed from the graph and during shattering, the graph is partitioned into smaller components. Holme [18] showed that betweenness centrality of a vertex is highly correlated with the fraction of time that the vertex is occupied by the traffic of the network. Barthelemy [4] showed that many scale-free networks [3] have a power-law distribution of betweenness centrality.
Generalization to sets
Everett and Borgatti [12] defined group betweenness centrality as a natural extension of betweenness centrality for sets of vertices. Group betweenness centrality of a set is defined as the number of shortest paths passing through at least one of the vertices in the set [12] . The other natural extension of betweenness centrality is co-betweenness centrality. Co-betweenness centrality is defined as the number of shortest paths passing through all vertices in the set. Kolaczyk et. al. [19] presented an Θ(|V (G)| 3 ) time algorithm for co-betweenness centrality computation of sets of size 2. Chehreghani [10] presented efficient algorithms for co-betweenness centrality computation of any set or sequence of vertices in weighted and unweighted networks. Puzis et. al. [25] proposed an Θ(|K| 3 ) time algorithm for computing successive group betweenness centrality, where |K| is the size of the set. The same authors in [26] presented two algorithms for finding most prominent group. A most prominent group of a network is a set vertices of minimum size, so that every shortest path in the network passes through at least one of the vertices in the set. The first algorithm is based on a heuristic search and the second one is based on iterative greedy choice of vertices.
Approximate algorithms
Brandes and Pich [8] proposed an approximate algorithm based on selecting k source vertices and computing dependency scores of them on the other vertices in the graph. They used various strategies for selecting the source vertices, including: MaxMin, MaxSum and MinSum [8] . In the method of [2] , some source vertices are selected uniformly at random, and their dependency scores are computed and scaled for all vertices. Geisberger et. al. [14] presented an algorithm for approximate ranking of vertices based on their betweenness scores. In this algorithm, the method for aggregating dependency scores changes so that vertices do not profit from being near the selected source vertices. Chehreghani [11] proposed a randomized framework for unbiased estimation of the betweenness score of a single vertex. Then, to estimate betweenness score of vertex v, he proposed a non-uniform sampler, defined as follows:
, where s ∈ V (G) \ {v}.
Riondato and Kornaropoulos [27] presented shortest path samplers for estimating betweenness centrality of all vertices or the k vertices that have the highest betweenness scores in a graph. They determined the number of samples needed to approximate the betweenness with the desired accuracy and confidence by means of the VC-dimension theory [31] . Recently, Riondato and Upfal [28] introduced algorithms for estimating betweenness scores of all vertices in a graph. They also discussed a variant of the algorithm that finds the top-k vertices. They used Rademacher average [29] to determine the number of required samples. Finally, Borassi and Natale [6] presented the KADABRA algorithm, which uses balanced bidirectional BFS (bb-BFS) to sample shortest paths. In bb-BFS, a BFS is performed from each of the two endpoints s and t, in such a way that they are likely to explore about the same number of edges.
Dynamic graphs
Lee et. al. [20] proposed an algorithm to efficiently update betweenness centralities of vertices when the graph obtains a new edge. They reduced the search space by finding a candidate set of vertices whose betweenness centralities can be updated. Bergamini et. al. [5] presented approximate algorithms that update betweenness scores of all vertices when an edge is inserted or the weight of an edge decreases. They used the algorithm of [27] as the building block. Hayashi et. al. [16] proposed a fully dynamic algorithm for estimating betweenness centrality of all vertices in a large dynamic network. Their algorithm is based on two data structures: hypergraph sketch that keeps track of SPDs, and two-ball index that helps to identify the parts of hypergraph sketches that require updates.
Computing betweenness centrality in directed graphs
In this section, we present our exact and approximate algorithms for computing betweenness centrality of a given vertex v in a large directed graph. First in Section 4.1, we introduce reachable vertices and show that they are sufficient to compute betweenness score of v. Then in Sections 4.2 and 4.3, we respectively present our exact and approximate algorithms. 
Reachable vertices
Let G be a directed graph and r ∈ V (G). Suppose that we want to compute betweenness score of r. To do so, as Brandes algorithm [7] suggests, for each vertex s ∈ V (G), we may form the SPD rooted at s and compute the dependency score of s on r. Betweenness score of r will be the sum of all the dependency scores. However, it is possible that in a directed graph for many vertices s, there is no path from s to r and as a result, dependency score of s on r is 0. An example of this situation is depicted in Figure 1 (a). In the graph of this figure, suppose that we want to compute betweenness score of vertex r 1 . If we form the SPD rooted at v 1 , after visiting the parts of the graph indicated by hachures, we find out that there is no shortest path from v 1 to r 1 and hence, δ v1• (r 1 ) is 0. The same holds for all vertices in the hachured part of the graph, i.e., dependency scores of these vertices on r 1 are 0. The question arising here is that whether there exists an efficient way to detect the vertices whose dependency scores on r are 0 (so that we can avoid forming SPDs rooted at them)?
In the rest of this section, we try to answer this question. We first introduce a (usually small) subset of vertices, called reachable vertices and denoted with RV (r), that are sufficient to compute betweenness score of r. Then, we discuss how this set can be computed efficiently.
Definition 1 Let G be a directed graph and r, v ∈ V (G). We say r is reachable from v if there is a (directed) path from v to r. The set of vertices that r is reachable from them is denoted by RV (r).
Proposition 1 Let G be a directed graph and r ∈ V (G).
If out degree of r is 0, BC(r) is 0, too. Otherwise, we have:
Proof If out degree of r is 0, there is no shortest path in the graph that leaves r, as a result, BC(r) is 0. To prove that Equation 5 holds, we need to prove that for any
, dependency score of w on r is 0. Obviously, this holds, because there is no path from w to r and as a result, no shortest path starting from w can pass over r.
Proposition 1 suggests that for computing betweenness score of r, we first check whether out degree of r is greater than 0 and if so, we compute RV (r). Betweenness score of r is exactly computed using Equation 5 .
If RV (r) is already known, this procedure can significantly improve computation of betweenness centrality of r. The reason is that, as our experiments show, in realworld directed networks RV (r) is usually significantly smaller than V (G). However, computing RV (r) can be computationally expensive as in the worst case, it requires the same amount of time as computing betweenness score of r. This motivates us to try to define a set RV(r) that satisfies the following properties: (i) RV (r) ⊆ RV(r) and (ii) RV(r) can be computed effectively in a time much faster than computing BC(r). Condition (i) implies that each vertex v ∈ V (G) whose dependency score on r is greater than 0, belongs to RV(r) and as a result, BC(r) = v∈RV(r) δ v• (r). In the following, we present a definition of RV(r) and a simple and efficient algorithm to compute it.
For example, the graph of Figure 1 (b) presents the reverse graph of the graph of Figure 1 
(a).
Definition 3 Let G be a directed graph and r ∈ V (G). We define RV(G) as the set that contains any vertex v such that there is a path from r to v in R(G).
Proposition 2 Let G be a directed graph and r ∈ V (G). We have: RV (r) = RV(r).
Proof The proof is straight-forward from the definitions of RV (r) and RV(r). For each v ∈ V (G), if v ∈ RV (r), then there is a path from v to r and as a result, there is a path from r to v in R(G). Hence, v ∈ RV(r) and therefore, RV (r) ⊆ RV(r). In a similar way, we can show that RV(r) ⊆ RV (r). Therefore, we have: RV (r) = RV(r).
An advantage of the above definition of RV(r) is that it can be efficiently computed as follows:
1. first, by flipping the direction of the edges of G, R(G) is constructed. 2. then, if G is weighted, the weights of the edges are ignored, 3. finally, a breadth first search (BFS) or a depth-first search (DFS) on R(G) starting from r is performed. All the vertices that are met during the BFS (or DFS), except r, are added to RV(r).
In fact, while in RV (r) we require to solve the multi-source shortest path problem (MSSP), in RV(r) this is reduced to the single-source shortest path problem (SSSP), which can be addressed much faster. Figure 1 shows an example of this procedure, where in order to compute RV(r 1 ), we first generate R(G) (Figure 1(b) ) and then, we run a BFS (or DFS) starting from r 1 (Figure 1(c) ). The set of vertices that are met during the traversal except r 1 , i.e., vertices v 2 , v 4 and v 5 , form RV(r 1 ).
For a vertex r ∈ V (G), each of the steps of the procedure of computing RV(r), for both unweighted graphs and weighted graphs, can be computed in Θ(|E(G)|) time. Hence, time complexity of the procedure of computing RV(r) for both unweighted graphs and weighted graphs is Θ(|E(G)|). Therefore, RV(r) can be computed in a time much faster than computing betweenness score f r. Furthermore, Proposition 2 says that RV(r) contains all the members of RV (r). These mean both the afore-mentioned conditions are satisfied.
The exact algorithm
In this section, using the notions and definitions presented in Section 4.1, we propose an effective algorithm to compute exact betweenness score of a given vertex r in a directed graph G. Algorithm 1 presents the high level pseudo code of the E-BCD algorithm proposed for computing exact betweenness score of r in G. After checking whether or not out degree of r is 0, the algorithm follows two main steps: (i) computing RV(G) (Lines 7-12 of Algorithm 1), where we use the procedure described in Section 4.1 to compute RV(r); and (ii) computing BC(r) (Lines 13-18 of Algorithm 1), where for each vertex v ∈ RV(r), we form the SPD rooted at v and compute the dependency score of v on the other vertices and add the value of δ v• (r) to the betweenness score of r. Note that if G is weighted, while in the first step the weights of its edges are ignored, in the second step and during forming SPDs and computing dependency scores, we take the weights into account.
Note also that in Algorithm 1, after computing RV(r), techniques proposed to improve exact betweenness centrality computation, such compression and shattering [9] , can be used to improve the efficiency of the second step. This means the algorithm proposed here is orthogonal to the techniques such as shattering and compression and therefore, they can be merged. 
Complexity analysis

The approximate algorithm
For a vertex r ∈ V (G), RV(r) is always smaller than |V (G)| and as our experiments (reported in Section 5) show, the difference is usually significant. Therefore, E-BCD is usually significantly more efficient than the existing exact algorithms such Algorithm 1 High level pseudo code of the algorithm of computing exact betweenness score in directed graphs.
1: E-BCD 2: Input. A directed network G and a vertex r ∈ V (G)
as Brandes's algorithm [7] . However, in some cases, the size of RV(r) can be large (see again Section 5). To make the algorithm tractable for the cases where RV(r) is large, in this section we propose a randomized algorithm that picks some elements of RV(r) uniformly at random and only processes these vertices. Algorithm 2 shows the high level pseudo code of our randomized algorithm, called A-BCD. Similar to E-BCD, A-BCD first computes RV(r). Then, at each iteration t (1 ≤ t ≤ T ), A-BCD picks a vertex v from RV(r) uniformly at random, forms the SPD rooted at v and computes δ v• (r). In the end, betweenness of r is estimated as the sum of the computed dependency scores on r multiply by 
-BCD is Θ(T · |E(G)|) for unweighted graphs and Θ(T · |E(G)| + T · |V (G)| log |V (G)|) for weighted graphs with positive weights, where T is the number of iterations (samples).
Error bound Using Hoeffding's inequality [17] , we can simply derive an error bound for the estimated value of betweenness score of r. First in Proportion 3, we prove that in Algorithm 2 the expected value of bc is BC(r). Then in Proportion 4, we provide an error bound for bc.
Proposition 3 In Algorithm 2, we have: E [bc] = BC(r).
Algorithm 2 High level pseudo code of the algorithm of computing exact betweenness score in directed graphs. Proof For each t, 1 ≤ t ≤ T , we define random variable bc t as follows: bc t = δ vt• (r) · |RV(r)|. We have:
Random variable bc is the average of T independent random variables bc t . Therefore, we have:
Proposition 4 In Algorithm 2, let K be the maximum dependency score that a vertex may have on r.
For a given ǫ ∈ R + , we have:
Proof The proof is done using Hoeffding's inequality [17] . Let X 1 , . . . , X n be independent random variables bounded by the interval
Hoeffding [17] showed that: Similar to the proof of Proposition 3, for each t, 1 ≤ t ≤ T , we define random variable bc t as follows: bc t = δ vt• (r) · |RV(r)|. Note that in Algorithm 2 vertices v t are chosen independently, as a result, random variables bc t are independent, too. Hence, we can use Hoeffding's inequality, where X i 's are bc t 's,X is bc, n is T , a is 0 and b is K · |RV(r)|. Putting these values into Inequality 7 yields Inequality 6. Inequality 6 says that for given values ǫ ∈ R + and δ ∈ (0, 1), if T is chosen such that
then, Algorithm 2 estimates betweenness score of r within an additive error ǫ with a probability at least δ. The difference between Inequality 8 and the number of samples required by the methods that uniformly sample from the set of all vertices (e.g., [8] ) is that in the later case, the lower bound on the number of samples is a function of |V (G)| 2 , instead of |RV(r)| 2 . As mentioned earlier, for most of the vertices, |RV(r)| ≪ |V (G)|.
Experimental results
We perform extensive experiments on several real-world networks to assess the quantitative and qualitative behavior of our proposed exact and approximate algorithms. The experiments are done on an Intel processor clocked at 2.6 GHz with 16 GB main memory, running Ubuntu Linux 16.04 LTS. The program is compiled by the GNU C++ compiler 5.4.0 using optimization level 3.
We test the algorithms over several real-world datasets from different domains, including the amazon product co-purchasing network [21] , the com-dblp co-authorship network [33] , the com-amazon network [33] the p2p-Gnutella31 peer-to-peer network [23] , the slashdot technology-related news network [22] and the soc-sign-epinions who-trust-whom online social network [22] . All the networks are treated as directed graphs. Table 1 summarizes specifications of our real-world networks.
As mentioned before, for a directed graph G and a vertex r ∈ V (G), both of our proposed exact and approximate algorithms first compute RV(r), which can be done very effectively. Then, based on the size of RV(r), someone may decide to use either the exact algorithm or the approximate algorithm. Hence in our experiments, we follow the following procedure:
-first, compute RV(r), -then, if |RV(r)| ≤ τ , run E-BCD; otherwise, run A-BCD with τ as the number of samples;
We refer to this procedure as BCD. The value of τ depends on the amount of time someone wants to spend for computing betweenness centrality. In our experiments reported here, we set τ to 1000. We compare our method against the most efficient existing algorithm for approximating betweenness centrality, which is KADABRA [6] . For a vertex r ∈ V (G), its empirical approximation error is defined as:
where App(v) is the calculated approximate score. Table 2 reports the results of our first set of experiments. For KADABRA, we have set ǫ and δ to 0.01 and 0.1, respectively 9 . Over each dataset, we choose 5 vertices at random and run our algorithm for any of these vertices. This table has a column, called "A/E", where "A" means the computed score by our proposed algorithm is exact (hence, the approximation error is 0) and "E" means that RV is larger than 1000, therefore, the approximate algorithm has been employed. For the BCD algorithm, we measure both "Time" and "Time RV ", where "Time RV " is the time of computing RV and "Time" is the running time of the other parts of the algorithm. The total running time of BCD is the sum of "Time" and "Time RV ". As can be seen in Table 2 , for most of the randomly picked up vertices, RV is very small and it can be computed very efficiently. This gives exact results in a very short time, less than 3 seconds in total. In all these cases, KADABRA, while spends considerably more time, simply estimates the scores as 0 (therefore, its approximation error is 100%). The randomly picked up vertices belong to the different ranges of betweenness scores, including high, medium and low. After seeing these experimental results, someone may be interested in the following questions:
Results
Q1. The accuracy of KADABRA depends on the value of ǫ. Can decreasing the value of ǫ improve the accuracy of KADABRA and make it be comparable to BCD? Q2. KADABRA is more efficient for the vertices that have the highest betweenness scores and since most of the randomly chosen vertices do not have a very high betweenness score, compared to EBC, KADABRA does not show a good performance. What is the efficiency of BCD, compared to KADABRA, for the vertices that have the highest betweenness scores? Q3. In the experiments reported in Table 2 , BCD is used to estimate betweenness score of only one vertex. However, in practice it might be required to estimate betweenness scores of a given set of vertices. How efficient is BCD in this setting?
In the rest of this section, we answer these questions.
Q1
To answer Q1, we run KADABRA with ǫ = 0.005. The results are reported in Table 3 . In this setting, most of the scores estimated by KADABRA are still 0. There are only two exceptions where, however, the approximation error is high. Note that the running time of KADABRA in this setting is considerably more than the case of ǫ = 0.01 and as a result, the running time of BCD.
Q2 To answer Q2, over each dataset, we examine the algorithms for the vertex that has the highest betweenness score 10 . The results are reported in Table 4 . KADABRA can be optimized to estimate betweenness centrality of only top k vertices, where k is an input parameter. In the experiments of this part, we use this optimized version of KADABRA with k = 1 and refer to it as KADABRA-TOP-1. In KADABRA-TOP-1, we consider three values for ǫ: 0.01, 0.005 and 0.0005, and in all the cases, we set δ to 0.1. Similar to the other experiments, we run BCD with τ = 1000. In all the experiments of this part, the size of RV becomes larger than 1000, hence, the scores computed by BCD are approximate scores. In Table 4 , in three cases the error of KADABRA-TOP-1 is not reported. The reason is that in these cases the vertex r that has the highest betweenness score, is not among the vertices considered by KADABRA-TOP-1 as a top-score vertex. Hence, KADABRA-TOP-1 does not report any value for it.
In this setting, none of the algorithms outperforms the other one in all the cases. More precisely, while for some values of ǫ KADABRA-TOP-1 has a better accuracy as well as a higher running time, in some other cases the story is in the other way. Nevertheless, we can investigate the datasets one by one. Over amazon, for all values of ǫ, BCD has a better approximation error than KADABRA-TOP-1. In particular, for ǫ = 0.0005, KADABRA-TOP-1 takes much more time but produces less accurate output. Hence, we can argue that over amazon BCD outperforms KADABRA-TOP-1. The same holds for com-amazon, email-EuAll and web-NotreDame and over all these datasets, BCD outperforms KADABRA-TOP-1. Over com-dblp, for ǫ = 0.005, KADABRA-TOP-1 outperforms BCD in terms of both accuracy and running time. This also happen over soc-sign-epinions for ǫ = 0.01 and 0.005. Hence, someone may argue that over these two datasets KADABRA-TOP-1 outperforms BCD. Over p2p-Gnutella31 and slashdot0902, on the one hand for ǫ = 0.01 and 0.005, BCD shows a better accuracy, however, it is slightly slower. On the other hand, for ǫ = 0.0005, KADABRA-TOP-1 shows a better accuracy, however, it takes much more time. Altogether, we can say that for estimating betweenness scores of the vertices that have the highest scores, in most of the datasets BCD works better than KADABRA-TOP-1.
Q3
To answer Q3, we select a random set of vertices and run BCD for each vertex in the set. The results are reported in Table 5 , where the set contains 5, 10 or 15 vertices. Over all the datasets and for each set of vertices, we report the average, maximum and minimum errors of the vertices. For all the datasets, minimum error is always Table 4 Empirical evaluation of BCD against KADABRA-TOP-1 for vertices with the highest betweenness scores. The value of δ is 0.1. All the reported times are in seconds. The number of samples in A-BCD is 1000.
Dataset
Vertex 0. In Table 5 , "Time RV " is the total time of computing RV of all the vertices in the set and "Time" is the total time of the other steps of computing betweenness scores of all the vertices in the set. Therefore, the total running time of BCD for a given dataset and a given set is the sum of "Time" and "Time RV ". Comparing the results presented in Table 5 with the results presented in Table 3 reveals that for estimating betweenness scores of a set of vertices, BCD significantly outperforms KADABRA (where ǫ is 0.005). While in most cases the total running time of BCD is less than the running time of KADABRA (even when the size of the set is 15), BCD gives much more accurate results. Note that even when in KADABRA ǫ is set to 0.01, in many cases BCD is faster than KADABRA. In particular, over datasets such as amazon, com-amazon, email-EuAll and web-NotreDame, even for the sets of size 15, BCD is faster than KADABRA and it always produces much more accurate results.
Discussion
Our extensive experiments reveal that BCD usually significantly outperforms KADABRA. This is due to the huge pruning that RV applies on the set of source vertices that are used to form SPDs and compute dependency scores. Note that in all the cases, RV is computed very efficiently, hence, it does not impose a considerable load on the algorithm. In the case of estimating betweenness score of the vertex with the highest betweenness score, over two datasets we may argue that KADABRA outperforms BCD. This has two reasons. On the one hand, in these cases the ratio RV(r) |V (G)| is large, as a result, many SPDs are computed by BCD. On the other hand, the SPDs contain many vertices of the graph, as a result, computing them is more expensive.
In the end, it is worth mentioning that while the size of RV is an important factor on the efficiency of the algorithm, it is not the only factor. For example, both graphs of Figure 2 have n + 2 vertices, the size of RV(r) in Figure 2 
Conclusion
In this paper, we studied the problem of computing betweenness score in large directed graphs. First, given a directed network G and a vertex r ∈ V (G), we proposed a new exact algorithm to compute betweenness score of r. Our algorithm first computes a set RV(r), which is used to prune a huge amount of computations that do not contribute in the betweenness score of r. Time complexity of our exact algorithm is respectively Θ(|RV(r)| · |E(G)|) and Θ(|RV(r)| · |E(G)| + |RV(r)| · |V (G)| log |V (G)|) for unweighted graphs and weighted graphs with positive weights. Then, for the cases where RV(r) is large, we presented a simple randomized algorithm that samples from RV(r) and performs computations for only the sampled elements. We showed that this algorithm provides an (ǫ, δ)-approximation of the betweenness score of r. Finally, we performed extensive experiments over several real-world datasets from different domains for several randomly chosen vertices as well as for the vertices with the highest betweenness scores. Our experiments revealed that in most cases, our algorithm significantly outperforms the most efficient existing randomized algorithms, in terms of both running time and accuracy. Our experiments also showed that our proposed algorithm computes betweenness scores of all vertices in sets of sizes 5, 10 and 15, much faster and more accurate than the most efficient existing approximate algorithms.
