This paper describes the large eddy simulation modelling of unconfined large-scale explosions. The simulations are compared with the largest hydrogen-air deflagration experiment in a 20 m diameter hemispherical polyethylene shell in the open. Two combustion sub-models, one developed on the basis of the renormalization group (RNG) theory and another derived from the fractal theory, were applied. Both sub-models include a sub-grid scale model of the turbulence generated by flame front itself based on Karlovitz's theory and the observation by Gostintsev et al on a critical distance for transition from laminar to self-similar flame propagation regime. The RNG sub-model employs Yakhot's formula for turbulent premixed flame propagation velocity. The best fit flame propagation dynamics is obtained for the fractal sub-model with a fractal dimension D = 2.22. The fractal sub-model reproduces the experimentally observed flame acceleration during the whole duration of explosion, accurately simulating the negative phase of the pressure wave but overestimating by 50% the positive phase amplitude. The RNG sub-model is closer to the experiment in predicting the positive phase but under-predicts by 30% the negative phase amplitude. Both sub-models simulate experimental flame propagation up to 20 m and pressure dynamics up to 80 m with reasonable accuracy. Specific heat capacity of mixture at constant pressure, 
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Introduction
The use of hydrogen as an energy carrier and its wide introduction into the market throughout the world, especially transportation and storage, raises many questions if compromising safety is to be avoided. Explosion of hydrogenair mixtures in the open atmosphere is one of the likely scenarios. Analysis of unscheduled releases, followed by disastrous explosions, can be performed through examination of on-site blast data, infrasound and ionosphere effects and their numerical simulations. But first the physics of the process should be understood and computational fluid dynamics models need be developed and validated against large-scale experiments to provide predictive tools for hydrogen safety engineering. Ten years ago predictive modelling of turbulent deflagration was not possible [1] . In this paper we demonstrate the capability of the large eddy simulation (LES) model developed from the first principles to simulate dynamics of the largest unconfined hydrogen-air deflagration ever performed [2] . The emphasis in combustion research for energy applications differs from that in accidental combustion research, i.e. fire and explosion safety research. Significant flow turbulence, high flame strain rates and relatively small scales of inhomogeneous regions are characteristic for most combustion devices. These features can differ significantly from those in large-scale unwanted combustion. The initial flame propagation after accidental ignition usually takes place in a quiescent or moderately agitated mixture in a quasi-laminar mode. While the combustion community is mainly focused on the aspects of flame behaviour to increase the efficiency of combustion devices, explosion safety researchers are focused on combustion mitigation through a proper prediction of flow, pressure and temperature dynamics during unwanted flame propagation in complex geometries under various conditions, usually attributed to essentially larger scale experiments. Conventional models, used to design combustion devices, may not be appropriate to analyse large-scale explosions as the regularities and physical phenomena for freely propagating accidental flames are different from those for stabilized flames, e.g. burner flames. In particular larger scale and/or low stretch rate are typical for large-scale unconfined explosions [3] .
LES technique is promising for deflagration simulation as it avoids time averaging and allows better prediction of highly non-isotropic turbulent flows and large-scale flame flow interaction at the resolved level [4, 5] . In most approaches to LES of premixed combustion there is a numerical requirement for a minimum number of computational grid points within the simulated flame front thickness, normally 4-5 points [4] , independent of the mesh size.
Unstructured grids are recommended for LES in complex geometries [6] . For tetrahedral unstructured grids 4-5 points through the numerical flame front thickness can be 'collected' at a distance equal to 2-3 edges of tetrahedral control volume (CV). It means that LES can resolve elements of a flame front structure with a size larger than about 4-6 edges of the tetrahedron of the applied mesh, and smaller sub-grid structures can be only modelled.
There are different views on the possibility of the deflagration to detonation transition (DDT) in fuel-air mixtures initiated by a weak source such as a spark. Literature review [7] indicates that there is no reliable data on DDT in unconfined clouds of combustible gases. Theoretical considerations [8] admit DDT of free spherical premixed combustion due to flame front instabilities and acceleration. Hydrogen-air deflagrations in unconfined conditions (rubber balloons) were studied experimentally in Russia in 1983 [9] .
A spark with energy of 1 J was used to ignite a mixture in the centre of a balloon with a volume of 35 for the mixture with the same concentration of hydrogen. The authors [9] concluded that the maximum velocity is increasing with diameter of an initial cloud, and for volume larger than 500 m 3 (diameter larger than 10 m), DDT is possible. In the same year experimental studies with hemispherical volumes of up to 2094 m 3 were performed in Germany [2, 10, 11] . Tests were conducted with ignition sources of energy within the range from 10 to 1000 J in near stoichiometric hydrogen-air clouds with diameter of hemisphere up to 20 m, but no DDT was registered.
The characteristics of blast waves, from unconfined deflagrations, are determined by gaseous cloud combustion and differ from that of high explosives. For example, in the near-field the overpressure from the positive phase of gaseous explosion is much less compared with that from high explosives, while the duration of the phase is greater. In the far-field, pressure waves from deflagrations decay more slowly with distance from a source of initiation and cannot be described by means of the TNT-equivalence concept [12, 13] . The TNT-equivalence concept is inadequate to describe the large amplitude of the negative phase of gaseous explosions [13] , which is larger than the positive phase amplitude for deflagrations [12] .
In 1999 Bradley suggested that in the case of large-scale explosion flames 'the fractal analyses is probably valid because of the large length-scales and small flame stretch rates, unlike turbulent flames in many engineering applications where the flame stretch rate usually reduces the burning rate' [3] . This is in line with the analysis of 20 unconfined explosions carried out earlier by Gostintsev et al [14] . They described the behaviour of spherical turbulent premixed flames propagation as a self-similar process in which a total flame front surface area grows R 1/3 times faster (theoretical fractal dimension D = 2.33) than the surface of a sphere with the same radius.
According to the fractal theory a ratio of the turbulent flame front area A t to the area of the smooth laminar spherical flame A u0 is equal to A t /A u0 = S t /S u = (λ i /λ 0 ) (2−D) [15] , where S u is laminar and S t is turbulent burning velocities, respectively. Bearing in mind, that for freely propagating flames, the outer cut-off λ 0 is growing proportionally to the flame front radius R and the inner cut-off λ i is a constant, the turbulent burning velocity S t is a function of the average flame front radius R : S t /S t0 = (R/R 0 ) (D−2) , where S t0 is the burning velocity at radius R 0 . It was reported [14] that for stoichiometric hydrogen-air mixtures a self-similar regime of flame propagation is established at a critical radius of 1.0-1.2 m. Different values have been proposed for the fractal dimension, D. Gouldin [15] used D = 2.37 adopted from [16] . A wide range of experimental values of fractal dimension D = 2.11-2.36 was cited for premixed combustion by Gulder in 1990 [17] . In 1999 [3] Bradley suggested a theoretical value D = 2.33 for freely propagating flames. Gostintsev et al [18] demonstrated in 1999 that for self-similar freely propagating flames the fractal dimension is within the range D = 2.2-2.33. In 2000 Gulder reported, for turbulent premixed combustion in Bunsen-type burners, the fractal dimension within the range D = 2.14-2.24 [19] .
This study is devoted to LES modelling and validation of the model, with two combustion sub-models, one based on the renormalization group (RNG) theory and another on the fractal theory, against the largest ever performed experiment on stoichiometric hydrogen-air deflagration in the open atmosphere GHT 34 [2] . In this paper simulation results are compared against experimental data on flame propagation, flame shape and overpressure transients at different distances from ignition source.
The value of fractal dimension for use in LES of large-scale explosions is determined. More information relevant to this study could be found in [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] .
Largest hydrogen-air deflagration test in atmosphere
A series of experiments with near stoichiometric hydrogenair deflagrations, in unconfined hemispherical volumes, was performed in 1983 by the Fraunhofer Institute for Propellants and Explosives [2] . The experimental conditions and main results are presented in table 1. The principal aim of these experiments was to investigate the dependence of flame propagation velocity on the cloud size. Mixtures were ignited on the ground level inside the shell made of thin polyethylene (PE) film to exclude the effect of reflected pressure waves. Burnout of the cloud occurs approximately at two initial diameters corresponding to the cubic root of the products expansion coefficient. After burnout the peak overpressure decays with distance from the initiation point. The duration of the positive and the negative phases is independent of the distance for any given size of balloon. The amplitude of negative pressure peak was usually somewhat larger than that of the positive pressure phase and the negative phase being of shorter duration. For spherical sonic waves the authors [2] cited a theoretical result obtained by Landau that at any distance the integral of overpressure in time should be equal to zero. This theoretical result complies with experimental records of the outward propagating pressure wave outside the combustion area (see pressure transients at 35 and 80 m below). Processing of visual images of the flame propagation yielded a continuous increase in flame propagation velocity up to a maximum value, which was reached at a distance between the initial radius of the cloud R hsph and 1.5 R hsph . For initially quiescent stoichiometric hydrogen-air mixture this upper limit was estimated as 125 m s −1 with a peak overpressure 13 kPa assuming the validity of the authors' approach [2] based on simple turbulent combustion models of Damkohler and Karlovitz. The experimental results indicate that the flame propagation velocity approaches an upper limit with an increase in the cloud size.
In test GHT 34, with hydrogen-air mixture 29.7% by volume in a 20 m diameter hemisphere, the maximum flame propagation velocity was 84 m s −1 with the initial burning velocity estimated by authors [2] as 2.39 m s −1 (the expansion coefficient of combustion products was calculated as 7.26 with a density of combustible mixture 0.8775 kg m −3 and a speed of sound 397.3 m s −1 ). Errors in velocity measurements were assessed as +5% without taking into account certain asymmetries in flame propagation. In the 2094 m 3 hemisphere experiment, GHT 34, a rhombus-shaped wire net was laid over the hemispherical balloon which was fastened to the ground at 16 points to compensate the buoyancy force. In order to make the hydrogen-air flame visible in daylight finely ground NaCl powder was dispersed inside the balloon at the end of the filling process to produce a yellow-coloured flame. Generally 10 to 12 piezo-resistive Kistler pressure sensors (100 kPa range, natural frequency 14 kHz) were used. These were mounted in a steel case having a mass of 20 kg in a way that their pressure-sensitive surfaces were fitted flush with the surface of the ground and covered with a 2 mm thick layer of silicone grease on the membrane to avoid the influence of temperature and heat radiation. In addition a sensor, located at a 5 m distance from the ignition source, was protected by means of a laminated plastic plate screwed to the steel casing and having an opening of 4 mm diameter in the middle. For the GHT 34 test an additional pressure sensor was installed at right angles to the axis with main sensors and mounted on a vertical timber wall 1 × 1 m 2 (head-on measurement). The explosion pressure was measured at distances 2.0, 3.5, 5.0, 6.5, 8.0, 18, 25, 35, 60 and 80 m from the initiation point. The mixture was ignited by pyrotechnical charges with total ignition energy 150 J. The pressure transients of sensors inside the combustion products did not return to zero after the negative pressure phase, except for the sensor installed at 5 m. This can be attributed to the fact that the transducers were thermalized to high temperatures during the explosion. Since they did not remain at the temperature at which they were calibrated, they were no longer calibrated and did not return to the baseline. This is an indication that the protective measures taken by the experimenters to insulate these transducers were insufficient for this large test.
Experimental results for flame propagation and pressure dynamics for test GHT 34 are presented in figures 4 and 6 and discussed further in the paper. The flame propagated in an almost hemispherical form. The balloon shell first stretched slightly outwards until it burst when the flame had reached about half of the original radius of the balloon 0.5R 0 (figure 1).
The explosion overpressure of about 6 kPa was practically the same within the cloud distances in GHT 34 test. A sharp overpressure peak p F of about 10 kPa in the pressure transients followed flame propagation. This peak occurs when the flame passes the sensor on the ground. The cause for the occurrance of this peak is not clear, but is probably associated with the mounting of the PE foil in the sensor housing.
The LES model description

Governing equations
The main governing equations of the LES model were described elsewhere [34] [35] [36] . The equations were obtained by the filtering (filter size is CV size) of three-dimensional conservation equations for mass, momentum, energy, progress variable and air concentration for compressible Newtonian fluid:
The model is of the numerical type, as defined by Pope for a case of equivalence between filter and cell size, and does not include an 'artificial, i.e. non-physical, parameter ' [37] applied in some LES models in a source term of the progress variable equation.
The RNG turbulence model by Yakhot et al [38] was employed to model sub-grid scale (SGS) turbulence.
In this model the effective viscosity is equal to µ eff = µ [ 
The conservation equation for air concentration (5) is introduced into the model to account for dilution of initial stoichiometric hydrogen-air cloud with ambient air.
The combustion model
The combustion model is based on the equation for the progress variable (4) and the gradient method. The source term in the energy equation (3) is a heat release rate due to combustion, S E = H c · S c . The mass burning rate is modelled similar to [34] [35] [36] using the gradient methodS c = ρ u · S t · |∇c|.
The gradient method allows decoupling between the physical requirement to keep the turbulent mass burning rate equal to ρ u S t and a numerical requirement for a simulated flame front to occupy 4-5 CVs, when the gradient method is applied, independent of a mesh size and a scale of a problem. However, the integral of the source term throughout a numerical flame front thickness always gives a physically correct value for the mass burning rate per unit area, i.e. ρ u S t , independent of the numerical flame front thickness. As a result, simulations (flame propagation and pressure dynamics) will not be affected noticeably, regardless of the fact that the structure and size of a numerical flame front are not actual characteristics of the prototype. Furthermore, by tackling real problems with a scale of tens and hundreds of metres, there is no chance of resolving a whole structure of real turbulent flame front, where the turbulence generated by the flame front itself plays a role at scales comparable to the thickness of real flamelets of the order of millimetre. Nevertheless, the giving up of a fine flame front structure resolution allows one to reproduce reasonably hydrodynamics of flows ahead and behind the numerical flame front, overall flame propagation and explosion pressure dynamics because energy release in a flame front is kept physically correct.
The following general form for dependence of burning velocity on hydrogen concentration, Y H2 , temperature, T , and pressure, p, is a general feature of the model (in the approximation of adiabatic compression/expansion ε = m 0 + n 0 − m 0 /γ u ):
This equation is a convenient and widely used approximation of the theoretical formula for burning velocity S u ∝ k · p n0 · exp(−E act /2R univ T b ), where k is the pre-exponential factor, in a comparatively narrow range of temperatures between the temperature of combustion products at initial conditions, T bi , and at the end of combustion, T be . It was demonstrated that an error of the approximation does not exceed 15% [40] .
The dependence of burning velocity on hydrogen concentration was accounted for by using a linear function f (Y H2 ), equal to 1 in the stoichiometric mixture (29.7% by volume of hydrogen) and 0 at the lower flammability limit (4% by volume of hydrogen):
Two combustion sub-models applied in this study, i.e. the RNG combustion sub-model and the fractal combustion sub-model, are described below. For both models a common component, giving some augmentation to flame propagation velocity in simulations, is partially resolved flame front wrinkling due to hydrodynamic instability. The initial value of global (stretched) laminar burning velocity S u0 = 1.91 m s −1 , obtained by Lamoureux et al [41] through direct registration of flame propagation by a schlieren system and a high speed camera system, was applied in this study in equation (6) for 29.7% hydrogen-air mixture.
RNG combustion sub-model.
The first model applied to model turbulent burning velocity S t is based on the RNG premixed turbulent combustion model [42] and the theoretical analysis of self-turbulized flames by Karlovitz et al [43] .
Based on the analysis by Karlovits et al [43] the maximum value of the flame wrinkling factor due to the turbulence generated by flame front itself can be estimated as MAX = (E i −1)/ √ 3. For stoichiometric hydrogen-air mixture it gives the value MAX = 3.6. The following dependence of the SGS flame wrinkling factor on flame front radius was assumed in this study to model a smooth increase in flame front surface area during transition from laminar to fully developed turbulent flame:
where R 0 is a characteristic radius at which transition to the self-turbulized regime takes place. Gostintsev et al [14] reported previously that the characteristic radius for the onset of a self-similar regime of flame propagation for stoichiometric hydrogen-air mixture is R 0 = 1.0 − 1.2 m and the value R 0 = 1.2 m was adopted here. The joint effect of 'large-scale' flow turbulence and SGS 'small-scale' turbulence generated by the flame front itself on the turbulent burning velocity was accounted for through the implementation of Yakhot's formula for premixed turbulent combustion, based on the RNG analysis [42] , into the LES model in the following form:
The difference with the original Yakhot's formula is the use of SGS turbulent burning velocity [S u · SGS (R)] in our study instead of laminar burning velocity S u . This is to account for a physical phenomenon of turbulence generated by flame front itself, acting at SGS, in the LES model.
3.2.2.
Fractal combustion sub-model. The second combustion sub-model, applied to simulate the open atmosphere hydrogen-air explosion, is based on the fractal analysis of the freely propagating premixed flames and was described previously [44] . Following the conclusions of the fractal theory the burning velocity is modelled as
where S R0 t is the burning velocity at radius R 0 of the onset of self-similar (fractal) regime of flame propagation and D is a fractal dimension. The theoretical value D = 2.33 corresponds to the upper limit of the experimentally observed range D = 2.20-2.33 reported by Gostintsev et al [28] for freely propagating flames in the open atmosphere.
Self-similar (fractal) regime of flame propagation takes place at flame radii above critical R > R 0 . Hence, the fractal combustion sub-model can be applied only after that. The simulations of the transitional stage of the deflagration (flame radius R < R 0 ) were performed by the RNG sub-model. The value of burning velocity, extracted from the RNG submodel at R = R 0 for implementation in formula (9) radius of the flame front became equal to R 0 a total mass burning rate in the flame front was calculated. Then, to obtain the sought burning velocity, the mass burning rate was divided by the product of a combustible mixture density and the area of the hemisphere with radius R 0 . The obtained value S R0 t = 6.44 m s −1 is = 6.44/1.91 = 3.37 larger compared with the laminar burning velocity for the hydrogen-air mixture 29.7% by volume. This augmentation of burning velocity is due to the effects of turbulence generated by flame front itself and flow turbulence. The augmentation of burning velocity for radii R > R 0 was calculated in the fractal sub-model by equation (9) in place of equations (7) and (8) in the RNG sub-model.
Numerical details
Initial and boundary conditions.
Initial temperature and initial pressure were equal to 283 K and 98.9 kPa, respectively, as in the experiment. Mixture was quiescent at ignition, u = 0. The progress variable was equal to c = 0 all over the domain. Air concentration was equal to Y a = 0.9713 within the hydrogen-air cloud (R R hsph ) and Y a = 1.0 beyond it (R > R hsph ).
The no-slip impermeable adiabatic boundary condition was used on the ground. Non-reflecting boundary conditions were used on the boundaries representing the far-field in the atmosphere.
Ignition was modelled by the increase in the progress variable from c = 0 to c = 1 in one CV during the period t = 22 ms calculated as a time of flame propagation through spherical CV equal by volume to the ignition tetrahedral CV. The value c = 1 was kept in the ignition CV until the moment 29 ms. No adjustment of simulation results in time was required with this procedure. The grid sensitivity analysis was conducted for the RNG combustion sub-model, as a part of a standard benchmark exercise in the framework of activities of the European Network of Excellence HySafe [45] . Two similar grids with a characteristic CV size in the area of flame propagation 1.0 m and 0.5 m, respectively, were used. The difference in the flame front propagation dynamics, i.e. the growth of the flame front radius in time, was about 5%. This difference is due to better resolution of the flame front wrinkling by the hydrodynamic instability for a finer grid, which provides a larger mass burning rate and, thus, faster flame propagation. 
Calculation domain.
Simulation results
Flame shape
The simulated flame front propagation for experiment GHT 34 is shown in figure 3 . Distinctive large-scale wrinkling of the flame front by the hydrodynamic instability can be seen. The cascade of characteristic wrinkles above a LES filter size, i.e. a cell size in the numerical LES approach, of 1 m is close in size to the experimentally observed [2] wrinkles as presented in our paper [46] , where the simulated flame front profiles are compared against experimental data. figure 4(a) by the hatched area with the leading flame edge depicted by a solid line. At final stages of deflagration the thickness of the numerical flame front is about 4 m which is close to experimental observations [46] .
Flame front propagation and pressure dynamics
Both combustion sub-models reproduce the deceleration of flame at the final stage of the explosion, when the initial hydrogen-air mixture is diluted by atmospheric air that leads to a decrease in the burning rate ( figure 5(a) ). The deceleration of the numerical flame front is more pronounced compared with the experiment. This could be attributed to noticeably large cell sizes used in the simulations in the areas of mixture nonuniformity. Performing simulation on an adaptive grid in the area of large hydrogen concentration gradients could improve predictive capability of the model at final stages of deflagration. Some insignificant change in rear flame front edge dynamics can be seen in figure 4 (a) at radius 10 m. This is apparently due to the numerical grid structure as the grid was generated having a sphere at radius 10 m in the calculation domain to separate the combustible mixture area from the ambient air area.
For the RNG combustion sub-model the maximum deviation of the simulated from the experimental leading flame front edge does not exceed 1 m. With this obviously good correlation between LES and experiment, the acceleration of the real flame front is reproduced only in the initial stage of the deflagration. At later stages simulations give practically constant flame propagation velocity ( figure 4(a) ). Simulation results of the flame front propagation for two fractal dimensions, i.e. D = 2.33 and D = 2.22, are presented in figure 5(a) . As expected the fractal submodel simulations reproduce the monotonic increase in flame propagation velocity similarly to the experimental study [2] . Overpressure dynamics for both fractal dimensions are shown in figures 5(b)-(d). The simulation with theoretical fractal dimension D = 2.33 obviously over-predicts both flame propagation and overpressure dynamics. During numerical experiments it was found that a best fit value for the flame propagation dynamics for the fractal sub-model is D = 2.22, which is within the range D = 2.20-2.33 reported by Gostintsev et al [14] . One of the reasons for the optimum fractal dimension to be below the theoretical value is partial resolution of the flame wrinkling structure by LES. Indeed, it was reported previously that for spherical flames the resolved fractal dimension is within the range 2.02-2.15 [34] . Along with good agreement in the prediction of the amplitude of the negative phase of the pressure wave the fractal sub-model overpredicts the amplitude of the positive phase by up to 50%. The reason for over-prediction of the positive pressure peak by the fractal model is not clear. This could be due to the effect of the PE balloon on the pressure wave. Indeed, segments of a balloon could 'consume' part of the energy in the pressure wave in the test. The effect of PE balloon segments is weakened at later stages and as a result the negative phase amplitude could be less affected.
The positive phase of the pressure wave at transducer locations inside the combustion zone, i.e. 2, 5, 8 and 18 m, is shown in figure 6 . Transducers located at 2, 8 and 18 m from the ignition source were affected by the combustion products as their pressure transients did not return back to atmospheric pressure after the explosion. Still, pressure readings from these transducers may be used for explosion analysis until the time of flame arrival. A distinctive overpressure peak p F of about 10 kPa in the pressure transients followed flame propagation (see figures 6(b) and (c)). The simulations reproduced an overpressure peak at the moment when the flame front arrived at the location of a sensor. Experimental pressure peak appears somewhat earlier compared with simulation results. It is in agreement with experimental data [2] where it was reported that the flame proliferates along the pressure measurement axis much more rapidly than in other directions. The fact of higher p F at 5 and 8 m transducers could be explained by the intensification of combustion after the balloon shell had burst when the flame reached about half of the original radius of the balloon 0.5R 0 (see figure 1) . This is in line with results on easy DDT in hydrogen-air mixtures during venting of deflagration.
Conclusions
The LES model of large-scale accidental combustion is advanced further and applied to simulate the dynamics of the largest unconfined hydrogen-air deflagration ever performed. Two combustion sub-models were applied to analyse experimental data, one derived from the RNG theory and another from the fractal theory. Both sub-models include a SGS model of a transition from laminar to self-similar turbulent regime of flame propagation, which is based on a theoretical consideration by Karlovitz et al of the maximum turbulence generated by flame front itself and the results by Gostintsev et al on a critical radius of 1.0-1.2 m for the transition for stoichiometric hydrogen-air mixture.
Both combustion sub-models were applied in the calculation domain 200 × 200 × 100 m on an unstructured tetrahedral grid with a moderate number of CVs less than 300 000. Grid sensitivity analysis demonstrated that the LES model predictions vary to less than 5% for two unstructured tetrahedral grids with a difference in the characteristic cell size of 2.
Formation and decay of the pressure wave are reproduced in simulations, including the experimental observation that a negative phase has a shorter duration and a higher amplitude compared with a positive phase.
There is a more pronounced deceleration of simulated flame front at the end of deflagration compared with experiment. It is thought to be due to insufficient resolution of the grid and affects slightly the duration of the positive phase of the pressure wave. Simulations on the adaptive grid in the area of hydrogen concentration gradients would better reproduce experimental data.
In the RNG combustion sub-model the effect of flow turbulence on the turbulent burning velocity is taken into account by the implementation of Yakhot's formula for turbulent premixed flame propagation velocity, which does not include either adjustable parameters or empirical coefficients. The RNG sub-model simulations reproduce initial flame acceleration and after that give practically constant flame front propagation velocity. The RNG sub-model is closer to experimental results in prediction of the positive phase but under-predicts by up to 30% the negative phase amplitude.
The fractal combustion sub-model gives a best fit to experimental flame propagation dynamics with a fractal dimension D = 2.22, which is within the range 2.20-2.33 reported by Gostintsev et al for large-scale unconfined explosions. Simulation with D = 2.22 reproduces accurately the experimentally observed flame front acceleration during the whole process of deflagration, the negative phase of the explosion pressure wave and overestimates by up to 50% the positive phase. Higher pressure peak of the positive phase in simulation compared with experiment could be attributed to the effect of the PE balloon. Simulations with theoretical value D = 2.33 apparently over-predicts both flame propagation and pressure dynamics.
Numerical simulations partially resolve flame front wrinkling due to hydrodynamic instability. This contributes by a factor of the order of 1.1 to the flame propagation velocity. The flow turbulence in the RNG sub-model contributes by an additional factor of the order of 1.15 to the burning velocity. Fractals increase the flame surface area in the fractal sub-model by a factor of the order of (R/1.2) 0.22 depending on the flame front radius, e.g. 1.74 for a radius R = 15 m. The turbulence generated by flame front itself is the main contribution to the augmentation of the turbulent burning velocity and equals to 3.6 for stoichiometric hydrogen-air mixture.
Both sub-models reproduce experimental flame front propagation dynamics up to 40 m diameter and pressure dynamics up to 80 m, i.e. at scales characteristic for hydrogen safety engineering problems.
The agreement between numerical simulations and experimental data demonstrates the merits of the developed LES model for large-scale accidental premixed combustion.
