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1. Introduction.
Dissipative initial value problems. This paper deals with initial value problems for systems of ordinary differential equations (I.l.a) U'(t = f (t, U(t) (t >_ to) (. l.b)
U(to) = uo.
Here to, uo, f are given with to E R, uo E RS, and f : R x R' > R5, whereas U(t) is unknown (for t > to). We consider problems (1.1) that are dissipative in the maximum norm.
Let llx ii denote the maximum norm of any vector x E JRS; i.e., llx ii = maxj=1 2,..SI lj I
(whenever x =(t, t2, . . . , t)T E RIS) Consider the conditions (cf. Kraaijevanger [14] (1.2.c) for each to E JR any two solutions U, U to (I.1.a) satisfy 1.2. Diagonally split Runge-Kutta methods. For the numerical solution of (1.1) we consider in this paper diagonally split Runge-Kutta methods. This class of numerical methods has recently been introduced by Bellen, Jackiewicz, and Zennaro [2] .
Consider the splitting function F : R x Rs x Rs RS defined by (1. 3) Fj(t, y, z) = fj(t, ( where fj, Fj stand for the jth components of f, F, respectively. Let h > 0 denote a given stepsize and let the gridpoints tn be given by tn = tn-l + h (for n = 1, 2, 3, ... Then a diagonally split Runge-Kutta method generates approximations un to U(tn) (for n = 1, 2, 3, .. .) in the following one-step fashion (cf. Here, aij, bj, cj, wij (i, j = 1, 2, ... , v) denote given real coefficients that define the diagonally split Runge-Kutta method. We note that a method of type (1.4) can be viewed as the limit of certain numerical processes that arise from the solution of (1.1) by the so-called waveform relaxation approach. It is, however, not within the scope of this paper to discuss this result. For details, and for results on the accuracy of method (1.4), we refer the reader to Bellen, Jackiewicz, and Zennaro [2] .
In addition to method (1.4), we consider in this paper the underlying Runge-Kutta method of (1.4), which is the Runge-Kutta method defined by the coefficients aij, by, cj Note that if the diagonally split Runge-Kutta method (1.4) satisfies wij = aij (whenever 1 < i < v, 1 < j < v), then it reduces to the Runge-Kutta method (A, b, c) for general problems (1.1). Consequently, it holds that the class of diagonally split Runge-Kutta methods includes the class of Runge-Kutta methods. < IIun--un-l 1I whenever h, f are given with h > O, f E F. Unconditional contractivity is a very favourable stability property. It implies that any (rounding) errors that arise in the numerical process will not increase with n whenever h > 0 and the initial value problem is dissipative. The property is useful in deriving estimates for the global errors U(tn) -un (n = 1, 2, 3, . . .). Spijker [15] investigated contractivity properties of numerical step-by-step processes that are obtained when numerical step-by-step methods for initial value problems (1.1) are applied in the case where the differential equation (1. .a) is linear and autonomous. The results of Spijker [15] reveal that, unfortunately, many classes of numerical methods for problems (1.1) are subject to the severe order barrier p < 1 for unconditional contractivity in the maximum norm. This order barrier holds, for example, for the class of Runge-Kutta methods (cf. also Dekker and Verwer [6] , Hairer and Wanner [10] , Kraaijevanger [14] ). To date, no numerical step-by-step method for (1.1) is known that is unconditionally contractive in the maximum norm and has a classical order p > 1. Bellen, Jackiewicz, and Zennaro [2] 1.4. Scope of this paper. In this paper we investigate the effect of the requirement of unconditional contractivity in the maximum norm on the accuracy of the diagonally split Runge-Kutta method (1.4) . Besides the classical order p, we deal with an order concept for method (1.4) that is relevant to the case where the method is applied to dissipative problems (1.1) that are arbitrarily stiff.
Consider initial value problems (1.1) of the type
where g : -R +R is a given smooth function and A IR -> R i-s given and continuous and satisfies A(t) < 0 (whenever t E R). Each problem of the type (1.6) is dissipative and has solution U: [to, co) -> R given by U(t) = g(t) (for t > to). Method (1.4) is called B-consistent of order r on the problem class (1.6) (cf., e.g., Dekker and Verwer [6] , Frank, Schneid, and Ueberhuber [8] , Hairer and Wanner [10] ) if r is the largest integer such that for each problem (1.6) with sufficiently smooth function g, the local error 8a (h) of the method satisfies
where the 0-constant is not affected by the stiffness of the problem; i.e., it holds uniformly in the function A. In this definition we have tacitly assumed that method (1.4) is always feasible in the case of scalar dissipative problems (1.1); cf. ?2.1. Clearly, it holds that the order of B-consistency of method (1.4) (on the problem class (1.6)) is completely determined by the coefficients of the underlying Runge-Kutta method (A, b, c).
We arrive at conclusions about the possible orders p, r of the diagonally split Runge-Kutta method (1.4) under the requirement of unconditional contractivity in the maximum norm by studying the impact of this requirement on the accuracy of underlying Runge-Kutta method (A, b, c). We consider two orders of accuracy for (A, b, c). The first is the classical orderfor scalar problems (1.1), which we denote in this paper by q. It is defined in the same way as the classical order (cf. ? 1.3), but with the (obvious) assumption that problem (1.1) is scalar. The second order of accuracy that we consider for (A, b, c) is the stage order, which is defined (see, e.g., [6] , [10] ) as the largest integer -such that the conditions B(p), C(p) hold, where In ?2 we first derive a (stability) condition on the underlying Runge-Kutta method (A, b, c) which is necessary for unconditional contractivity in the maximum norm of method (1.4). Next, we show that if the Runge-Kutta method (A, b, c) fulfils this condition, then it has orders q, p satisfying q < 4, p < 1. Finally, as a consequence of these results, we obtain that if the diagonally split Runge-Kutta method (1.4) is unconditionally contractive in the maximum norm, then it has classical order p < 4 and order of B-consistency r < 1.
2. Unconditional contractivity of diagonally split Runge-Kutta methods.
2.1. Preliminaries. In this paper ei denotes the ith unit vector in Rv (for i = 1, 2, ..., v) and e denotes the vector in Rv all of whose components equal 1. Further, I denotes the v x v identity matrix, and for any given numbers xj (j = 1, 2, .. ., v) we denote by diag(xi, X2, ... , xv) the v x v diagonal matrix with diagonal entries Xl, x2, ... ., xv. We always assume that xj E IR (for j = 1, 2, .. ., v). We write diag(xi, X2, .. . , xv) < 0 if x <_ 0 (whenever 1 < j < v).
Throughout this paper we make the following (minor) assumptions on method (1. 2) was investigated in Bellen and Zennaro [1] and Zennaro [16] . Following the terminology in [1] , [2] , [16] , the Runge-Kutta method (A, b, c) is called ANf (0)-stable whenever (2.2) is fulfilled. Observe that ANf (0)-stability of (A, b, c) is equivalent to unconditional contractivity in the maximum norm of (A, b, c) on the class of dissipative functions considered in the proof of Theorem 2. 1.
In the following we derive an algebraic criterion for condition (2.2). We remark that such a criterion has already been obtained by Bellen Remark 2.7. Condition (2.2) also arises in the stability analysis of Runge-Kutta methods when adapted to initial value problems for delay differential equations; see Bellen and Zennaro [1] , in 't Hout [13] . Proof Suppose p > 2. Let M be the matrix in RvIxv with ith row equal to the ith row of (A -ebT) (whenever ci < 1) and equal to bT (whenever ci > 1). Then from Theorem 2.4 it is easily seen that all principal minors of M are nonnegative. Next, let v = (v ), V2, ..., vv)T = c-eandw = Mv = (w1, W2, ..., WV)T. FromtheconditionsB(2), C(2) (see?1.4)itfollows that v :A 0, and vi wi = (Ci -1)3 (whenever ci < 1), vi w = -(ci -1) (whenever ci > 1). If i E {1, 2, ..., v} is such that vi 0 0, then viwi < 0. By Lemma 2.8, this is a contradiction. Consequently, -< 1. where 0 > 1. This is easily verified by using the criterion 6f Theorem 2.4. Moreover, it follows that the condition 0 > 1 is necessary for (2.1), (2.2). Since q > 1 implies -> 1, we immediately obtain Corollary 2.10.
COROLLARY 2.10. Assume (2.2) holds and the classical order of the Runge-Kutta method (A, b, c) for scalar problems (1.1) satisfies q > 1. Then, c, > 1.
We note that, for the case where the matrix A is invertible, the result of Corollary 2.10 also follows from Zennaro [16, Thm. 4.12] . THEOREM 2.1 1. Assume (2.2) holds and bj $ 0 (for j = 1, 2, . . ., V) . Then the classical order of the Runge-Kutta method (A, b, c) for scalar problems (1.1) satisfies q < 4.
Proof. Suppose q > 5. From the order conditions for Runge-Kutta methods in the case of scalar problems (1.1) (see Butcher [5] , Hairer, N0rsett, and Wanner [9, p. 154]), and by using assumption (2. l.b), it is easily seen that the following identity due to Butcher (see, e.g., [9, p. 186] ) is still valid:
From Theorem 2.4 we obtain that bj > 0 (for j = 1, 2, v), and, consequently, condition C(2) must hold. Further, the order conditions [5] imply that B(2) must hold. Hence, the stage order p.' > 2, but this contradicts the previous theorem. Therefore, q < 4.
[ We recall that the classical order of the Runge-Kutta method (A, b, c) equals the classical order q for scalar problems (1.1) whenever q < 4 (see Butcher [5] ). The Runge-Kutta methods (2.4), which satisfy the conditions (2.1), (2.2), all have a classical order equal to 1. Zennaro [16] constructed the following Runge-Kutta method, which satisfies the conditions (2.1), (2.2), and has classical order 3: At this moment it is not known if the upper bound q = 4, given by Theorem 2.11, is attained by some Runge-Kutta method. Remark 2.12. The question arises whether the assumption in Theorem 2. 1 1 that bj 0 0 (for j = 1, 2, . .., V) can be replaced by the assumption that the Runge-Kutta method (A, b, c) is DJ-irreducible. We recall that the Runge-Kutta method (A, b, c) is called DJ-reducible (see, e.g., [6] , [10] ) if there exist disjoint sets S, T with S nonempty and SU T = { 1, 2, ..., VI such that bj = 0 (whenever j E S) and aij = 0 (whenever i E T, j E S). Otherwise, the method is called DJ-irreducible. If a Runge-Kutta method is DJ-reducible it is equivalent to a Runge-Kutta method with a number of stages v* < v. Here, v* is equal to the number of elements in the set T. Our question concerning Theorem 2.11 is still open. We remark that, contrary to other cases of (stability) conditions for Runge-Kutta methods (see, e.g., [6] , [10] , [14] ), the assumption of DJ-irreducibility in the case of condition (2. and on an upper bound for Ig(P+ )(t)I (t E R). Consequently, r > p.
The fact that r = p follows from a straightforward adaptation of ideas in Burrage and Hundsdorfer [4] by choosing g(t) = tP+' (for t E IR). Here, the assumptions (2. .c), bj 0 0 (for j = 1, 2, . . ., v) are used. 0 THEOREM 2.14. Consider a given method (1.4) with the properties (2.1), bj :A 0 (for j = 1, 2, .. ., v). Assume the method is unconditionally contractive in the maximum norm. Then the classical order p satisfies p < 4, and the order of B-consistency r (on the problem class (1.6)) satisfies r < 1. Furthermore, if p > 1 or r = 1, then cv : 1.
Proof The theorem is a consequence of Theorems 2.1, 2.9, Corollary 2.10, Theorem 2.11, Lemma 2.13, and the fact that p < q, where q is the classical order of the underlying Runge-Kutta method for scalar problems (1.1).
[ The bound r < 1 in Theorem 2.14 is sharp. The value r = 1 is attained by the diagonally split Runge-Kutta methods (1.4) that coincide with the Runge-Kutta methods given by (2.4). The result that these methods are unconditionally contractive in the maximum norm can be found in, e.g., Kraaijevanger [14] .
We do not know whether the bound p < 4 is sharp. Clearly, classical order p = 1 can be achieved, viz. by the methods (2.4). The results by Bellen, Jackiewicz, and Zennaro [2] make plausible that also orders p = 2, p = 3 can be achieved.
Remark 2.15. Theorem 2.14 extends to a class of methods much more general than (1.4). For example, let F be any (splitting) function that satisfies the (natural) conditions (i) F: R x Rs x RS 3,> Rs (ii) F(t, y, y) = f (t, y) (whenever t E IR, y E RS), (iii) fj (t, y) =_ O X Fj (t, y, z)=-O0 (whenever j = 1, 2, . .., s), (iv) Fj (t, y, z) is independent of the jth component of z (whenever t E iR, y E Rs, z E IRS, j = 1,2, ... s).
Then, it is easily seen that (1.4) still reduces to the Runge-Kutta method (A, b, c) whenever the initial value problem (1.1) is scalar. Therefore, the order relations p < q, r = p (see Lemma 2.13) remain valid. Further, it is easily verified that the method reduces to (A, b, c) whenever (1.1) is of the type considered in the proof of Theorem 2.1. Therefore, also Theorem 2.1 remains valid, and, consequently, the result of Theorem 2.14 still holds.
A further generalization of method (1.4) is obtained by considering formulas for zi other than (1.4.c). If the following (natural) condition is satisfied, (v) fj(t,y) --=X zi,j = u,1j (wheneveri = 1,2,...,vandj = 1,2,...,s), where U,_ l, j, Zi, i stand for the jth components of Un-1, zi, respectively, then it is easily seen that Theorem 2.14 still holds.
