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Osservazioni sulla Continuita`
Ho¨lderiana per un Minimo di un
Funzionale Convesso con Crescite
Non-Standard
Tiziano Granucci (∗)
Summary. - A result for a problem of regularity for a type of func-
tional with not standard growths.
1. Introduzione
In questo lavoro, partendo dalle tecniche dimostrative presentate in
[14] e [16], studiamo la regolarita` dei minimi di alcuni funzionali
integrali con crescite non-standard. Noi considereremo un funzionale
del tipo
J (u,Ω) =
∫
Ω
Φ (|Du|) dx (1)
dove Φ e` una N-funzione e Ω e` un aperto limitato con frontiera
lipschitziana di RN . Funzionali di questo tipo sono stati studiati
negli anni Novanta; in bibliografia abbiamo citato solo alcuni degli
articoli su questo argomento a cui faremo riferimento. In particolare,
ricordiamo che in [14] si dimostra una disuguaglianza di tipo Harnack
sotto l’ulteriore ipotesi che Φ ∈ ∆2 ∩▽2; mentre in [15] si dimostra
che se |ξ|p − c1 ≤ f (x, s, ξ) ≤ c2 (|ξ|
q + 1), dove 1 < p ≤ q < Np
N−p ,
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allora un minimo locale del funzionale J (u,Ω) =
∫
Ω
f (x, u,Du) dx
e` localmente ho¨lderiano. Si osserva facilmente che dai risultati di
[14] e [15] segue che se Φ(|ξ|) − c1 ≤ f (x, s, ξ) ≤ c2 (Φ(|ξ|) + 1),
dove Φ ∈ ∆2 ∩▽2, allora un minimo locale del funzionale J (u,Ω) =∫
Ω
f (x, u,Du) dx e` localmente ho¨lderiano.
Noi dimostreremo che se Φ ∈ ∆2 allora un minimo locale di (1)
e` localmente ho¨lderiano.
2. Notazioni e lemmi preliminari
Presentiamo alcuni risultati classici sulle N-funzioni e di teoria della
misura che useremo; per maggiori dettagli rimandiamo a [1], [6], [7]
e [14].
Definizione 1. Sia θ una funzione dai reali positivi nei reali positivi
che sia crescente, continua a destra e tale che lim
t→+∞
θ(t) = +∞ e
lim
t→0+
θ(t) = 0; allora la funzione definita dalla relazione
Φ(ξ) =
∫ ξ
0
θ(t)dt ∀ξ ≥ 0
e` detta una N-funzione e θ la sua derivata destra.
Osservazione 1. Dalla crescenza della θ segue che
Φ(ξ) ≤ ξθ (ξ) ∀ξ ≥ 0.
Definizione 2. Diremo che Φ ∈ ∆2 se esiste una costante κ > 0
tale che per ogni ξ ≥ 0
Φ (2ξ) ≤ κΦ (ξ) . (2)
Inoltre diremo che Φ ∈ ∆
(m)
2 , con m > 1, se esiste una costante
reale positiva m > 1 tale che
Φ (λξ) ≤ λmΦ (ξ) ∀ξ > 0 e ∀λ ≥ 1. (3)
Si osserva facilmente che Φ ∈ ∆2 se e solo se Φ ∈ ∆
(m)
2 per qualche
m > 1; cioe` ∆2 = ∪m>1∆
(m)
2 .
Vale inoltre il seguente teorema:
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Teorema 1. Sia Φ : [0,+∞) → [0,+∞) una N-funzione e D+Φ (t)
la sua derivata destra; per m > 1, le seguenti proprieta` sono equiv-
alenti:
1. Φ ∈ ∆2;
2. Φ ∈ ∆
(m)
2 per qualche m > 1;
3. tD+Φ (t) ≤ mΦ (t) ∀t ≥ 0;
4. Φ (λt) ≤ λmΦ (t) ∀t ≥ 0 e ∀λ ≥ 1;
5. t−mΦ (t) e` non crescente in (0,+∞).
Definiamo
D˜+Φ (s) = sup
D+Φ(t)≤s
{t}
e
Φ˜ (s) =
s∫
0
D˜+Φ(ξ) dξ;
la funzione Φ˜ cos`ı definita e` detta complementare di Φ e vale la
seguente relazione
st ≤ Φ (t) + Φ˜ (s) (4)
detta diseguaglianza di Young; inoltre dalla osservazione 1 e dalla
definizione di D˜+Φ segue che
Φ˜
(
Φ (t)
t
)
<
(
Φ (t)
t
)
t = Φ(t) ∀t > 0 . (5)
In futuro identificheremo la derivata destra D+Φ con la derivata
DΦ in quanto incidono quasi ovunque.
Indicheremo con W 1LΦ (Ω) lo spazio di Orlicz-Sobolev formato
dalle classi di funzioni Φ-sommabili con derivata distribuzionale Φ-
sommabile dotato della seguente norma:
‖u‖1,Φ = ‖u‖Φ +
N∑
i=1
‖Diu‖Φ
dove ‖u‖Φ = Inf
{
k > 0 :
∫
ΩΦ
(
u
k
)
dx ≤ 1
}
.
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Ricordiamo che se v ∈ W 1,1loc (Ω) e g : R → R e` una funzione
localmente lipschitziana in R tale che g◦v e (g′◦v)Dv sono localmente
sommabili in Ω, allora g ◦ v ∈ W 1,1loc (Ω) e D (g ◦ v) = (g
′ ◦ v)Dv; da
tale risultato si ottiene Φ (u) ∈ W 1,1loc (Ω) e dalla regola della catena
segue D+Φ (|u|) |Du| = |D (Φ (|u|)) |.
Per maggiori dettagli sulle N-funzioni, gli spazi di Orlicz e di
Orlicz-Sobolev rimandiamo a [1].
Sara` inoltre necessaria la seguente formula di coarea (vedere [6]).
Teorema 2 (Formula di coarea). Sia f : RN → RM una fun-
zione lipschitziana, N ≥ M . Allora per ogni insieme A ⊂ RN LN -
misurabile, ∫
A
Jf (x) dx =
∫
RM
HN−M
(
A ∩ f−1 (y)
)
dy. (6)
Inoltre valgono i seguenti corollari che useremo nella dimostrazione.
Corollario 1. Sia f : RN → R una funzione lipschitziana; allora
∫
RN
|Df (x)| dx =
+∞∫
−∞
HN−1 ({f = t}) dt. (7)
Corollario 2. Sia f : RN → RM una funzione lipschitziana, N ≥
M . Allora per ogni funzione g : RN → R, LN -misurabile si ha
g|f−1(y) e` H
N−M -misurabile per LM -q.o. y ∈ RM (8)
e ∫
RN
g (x)Jf (x) dx =
∫
RM
[ ∫
f−1(y)
g (z) dHN−M (z)
]
dy. (9)
La seguente diseguaglianza isoperimetrica (vedere [6]) sara` basi-
lare per la dimostrazione.
Teorema 3 (Diseguaglianza isoperimetrica). Sia E un sot-
toinsieme limitato di perimetro finito di RN ; allora(
LN (E)
)N−1
N ≤ CP (E) (10)
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e per ogni palla Br (x) ⊂ R
N
(
min
{
LN (Br (x) ∩ E) ,L
N (Br (x)− E)
})N−1
N ≤ CP (E,Br (x)) ,
(11)
dove P (E) e` il perimetro di E e P (E,Br (x)) e` il perimetro di E in
Br (x).
3. Ipotesi e diseguaglianza di Orlicz-Sobolev-Poincare´
3.1. Ipotesi
1 f : Ω× R× RN → R e` una funzione di Caratheodory, cioe`
f (·, s, z) misurabile
f (x, ·) continua
2 f : Ω× R× RN → R e` una funzione di Caratheodory e
f (x, s, ·) e` convessa ∀ (x, s) ∈ Ω× R. (12)
3 Esistono due costanti reali positive C1 < C2 tali che
C1Φ (|z|) ≤ f (x, s, z) ≤ C2Φ (|z|) ∀ (x, s, z) ∈ Ω× R× R
N
(13)
dove Φ e` una N-funzione e Φ ∈ ∆2.
Consideriamo il funzionale
F (u,Ω) =
∫
Ω
f (x, u(x),Du(x)) dx.
Definizione 3. Sia u ∈ W 1locL
Φ (Ω); si dice un quasi-minimo (o
piu` brevemente un Q-minimo) del funzionale F (u,Ω) se esiste una
costante reale positiva Q ≥ 1 tale che per ogni K ⊂⊂ Ω compatto e
per ogni ϕ ∈W 1locL
Φ (Ω) tale che supp(u− ϕ) ⊂ K si ha
F (u,K) ≤ QF (ϕ,K) .
26 TIZIANO GRANUCCI
Proposizione 1. Siano g, h : R → R positive e non decrescenti;
allora per ogni a, b ∈ R
h (a) g (b) ≤ h (a) g (a) + h (b) g (b) . (14)
Dimostrazione. Supponiamo a < b; allora
h (a) g (b) ≤ h (b) g (b)
e quindi
h (a) g (b) ≤ h (a) g (a) + h (b) g (b) ;
analogo risultato se b < a.
Lemma 1. Sia u ∈W 1locL
Φ (Ω), con Φ ∈ ∆
(m)
2 , dove m > 1; supponi-
amo che 0 < α ≤ 1, A = {x ∈ Ω : u− ht 6= 0} e |A| ≥ α > 0; allora
per ogni t ∈ (0, 2) si ha∫
Q2−t
Φ
(
(u− ht)+
)
dx ≤
C[
1− (1− α)
1
N
]m ∫
Q2−t
Φ
(∣∣D (u− ht)+∣∣) dx
(15)
dove C = C (N,m, 1, 2) e` una costante reale positiva dipendente solo
dai numeri m, N , 1, e 2.
Dimostrazione. Sia u ∈ W 1locL
Φ (Ω); allora dalla regola della catena
segue che
Φ
(
(u− ht)+
)
∈W 1,1loc (Ω) (16)
e quindi segue∫
Q2−t
Φ
(
(u− ht)+
)
dx ≤
C (N)
1− (1− α)
1
N
· (17)
·
∫
Q2−t
DΦ
(
(u− ht)+
) ∣∣D (u− ht)+∣∣ dx.
Sia ε > 0, poniamo
h (s) = εDΦ (s)
g (s) = s
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a = (u− ht)+
b =
∣∣D (u− ht)+∣∣
ε
;
allora dalla (15) e dalla (14) della proposizione 1 segue cheZ
Q2−t
Φ
`
(u− ht)+
´
dx ≤
2C (N)
1− (1− α)
1
N
ε
Z
Q2−t
DΦ
`
(u− ht)+
´
·
· (u− ht)+ dx+
2C (N)
1− (1− α)
1
N
ε
Z
Q2−t
DΦ
 ˛˛
D (u− ht)+
˛˛
ε
! ˛˛˛
˛˛
˛˛
D (u− ht)+
˛˛
ε
˛˛˛
˛˛ dx
≤
2C (N)m
1− (1− α)
1
N
ε
Z
Q2−t
Φ
`
(u− ht)+
´
dx+
+
2C (N)m
1− (1− α)
1
N
ε
Z
Q2−t
Φ
 ˛˛
D (u− ht)+
˛˛
ε
!
dx
da cui posto
ε =
1− (1− α)
1
N
4C (N)m
segue che∫
Q2−t
Φ
(
(u− ht)+
)
dx ≤
∫
Q2−t
Φ
(
4C (N)m
1− (1− α)
1
N
∣∣D (u− ht)+∣∣
)
dx.
Ricordandoci che Φ ∈ ∆
(m)
2 , con m > 1; allora
Φ
(
4C (N)m
∣∣D (u− ht)+∣∣
1− (1− α)
1
N
)
≤
C[
1− (1− α)
1
N
]mΦ (∣∣D (u− ht)+∣∣)
dove C = C0 (N,m) = max {(4C (N)m)
m , (4m)m}, e quindi si ha∫
Q2−t
Φ
(
(u− ht)+
)
dx ≤
C[
1− (1− α)
1
N
]m ∫
Q2−t
Φ
(∣∣D (u− ht)+∣∣) dx.
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4. Una diseguaglianza di Caccioppoli e sue applicazioni
Sia f : Ω× R× RN → R una funzione di Caratheodory tale che per
ogni (x, s, ξ) ∈ Ω× R× RN
C1Φ (|ξ|)− b (x)Φ
γ (|s|) − a (x) ≤ f (x, s, ξ) ≤ C2Φ(|ξ|) + b (x)Φ
γ (|s|) + a (x)
dove C1 < C2 sono due costanti positive, a ∈ L
h (Ω) e b ∈ Lk (Ω)
sono due funzioni non negative con h > 1, k > 1
∗
1∗−γ , 1 ≤ γ < 1
∗ =
N
N−1 .
Definizione 4. Sia I (u,Ω) =
∫
Ω
f (x, u(x),Du(x)) dx definito sullo
spazio funzionale di Orlicz-Sobolev W 1LΦ (Ω). Si dice che u ∈
W 1locL
Φ (Ω) e` un quasi-minimo del funzionale se esiste una costante
Q ≥ 1 tale che
I (u,K) ≤ QI (v,K)
per ogni v ∈W 1locL
Φ (Ω) con K = Supp (u− v) ⊂⊂ Ω.
Definizione 5. Si dice che u ∈ W 1locL
Φ (Ω) e` un sub-quasi-minimo
se per ogni funzione non positiva ϕ ∈W 1LΦ (Ω), con supporto K ⊂⊂
Ω, risulta
I (u,K) ≤ QI (u+ ϕ,K) .
Definizione 6. Si dice che u ∈W 1locL
Φ (Ω) e` un super-quasi-minimo
se per ogni funzione non negativa ϕ ∈ W 1LΦ (Ω), con supporto
K ⊂⊂ Ω, risulta
I (u,K) ≤ QI (u+ ϕ,K) .
Osservazione 2. Si osservi che un quasi-minimo e` contemporanea-
mente un super-quasi-minimo e un sub-quasi-minimo. Se u ∈
W 1locL
Φ (Ω), k ∈ R e QR e` un cubo strettamente contenuto in Ω,
poniamo
A (k,R) = {x ∈ QR : u(x) > k}
B (k,R) = {x ∈ QR : u(x) < k} .
Teorema 4. Sia u ∈W 1locL
Φ (Ω) un sub-quasi-minimo. Allora esiste
un R0 > 0 tale che per ogni x0 ∈ Ω, per ogni ρ, R con ρ < R <
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Min (R0, dist (x0, ∂Ω)) e per ogni k ≥ 0 si ha∫
A(k,ρ)
Φ (|Du|) dx ≤
C0
(R− ρ)αm
∫
A(k,R)
Φ (u− k) dx+ (18)
+C1
(
Φ (k)R−εN + ‖a‖h
)
|A (k,R)|1−
1
N
+ε
dove α ∈ (0, 1] e ε > 0.
Per la dimostrazione, che segue dalle tecniche presentate in [7],
[13], [14] e [15], rimandiamo a [9].
Teorema 5. Se u e` un super-quasi-minimo allora −u e` un sub-
quasi-minimo di I˘ (u,Ω) =
∫
Ω
f (x, u,Du) dx dove f (x, s, z) =
f (x,−s,−z). Otteniamo∫
B(k,ρ)
Φ (|Du|) dx ≤
L5
(R− ρ)αm
∫
B(k,R)
Φ (u− k) dx+ (19)
+L6
(
Φ (k)R−εN + ‖a‖h
)
|B(k,R)|1−
1
N
+ε
per ogni k < 0 e ρ < R < min(R0, dist(x0, ∂Ω)).
Definizione 7. Sia u ∈ W 1locL
Φ (Ω); diremo che u appartiene alla
classe di De Giorgi DGΦ+ (Ω, χ, ε,R0, x0) se per ogni coppia di cubi
concentrici Qρ ⊂⊂ QR ⊂⊂ Ω e R < R0 e per ogni k ≥ k0 ≥ 0 si haZ
A(k,ρ)
Φ(|Du|)dx ≤
C
(R− ρ)αm
Z
A(k,R)
Φ (u− k) dx+C
`
χ+kR−εN
´
|A(k,R)|1−
1
N
+ε
.
(20)
Definizione 8. Diremo che u appartiene alla classe di De Giorgi
DGΦ− (Ω, χ, ε,R0, x0) se per ogni coppia di cubi concentrici Qρ ⊂⊂
QR ⊂⊂ Ω e R < R0 e per ogni k ≤ −k0 ≤ 0 si haZ
B(k,ρ)
Φ(|Du|)dx ≤
C
(R− ρ)αm
Z
B(k,R)
Φ (k − u) dx+C
“
χ+ kR−εN
”
|B(k,R)|1−
1
N
+ε
.
Osservazione 3. Se u e` un quasi-minimo allora u ∈ DGΦ = DGΦ+∩
DGΦ−.
30 TIZIANO GRANUCCI
Osservazione 4. Posto v = u+ χRβ dove β = εN e h = k + χRβ
si haZ
A(h,ρ)
Φ(|Dv|)dx ≤
C
(R− ρ)αm
Z
A(h,R)
Φ(v − h) dx+ ChR−εN |A(h,R)|1−
1
N
+ε
(21)
dove h ≥ h0 ≥ k0 + χR
β e posto v = u− χRβ e h = k − χRβ si haZ
B(h,ρ)
Φ(|Dv|)dx ≤
C
(R− ρ)αm
Z
B(h,R)
Φ(h− v) dx+ ChR−εN |B(h,R)|1−
1
N
+ε
dove h ≤ −h0.
Osservazione 5. Posto w(x) = v(Rx), s < r < R e s = σR,
r = τR si ottieneZ
A(h,σ)
Φ(|Dw|)dx ≤
C
(τ − σ)αm
Z
A(h,τ)
Φ(w − h) dx+ Chτ−εN |A(h, τ )|1−
1
N
+ε
(22)
e Z
B(h,σ)
Φ(|Dw|)dx ≤
C
(τ − σ)αm
Z
B(h,τ)
Φ (h− w) dx+ Chτ−εN |B(h, τ )|1−
1
N
+ε
e se τ ≥ 12 si haZ
A(h,σ)
Φ(|Dw|)dx ≤
C
(τ − σ)αm
Z
A(h,τ)
Φ(w − h) dx+ Ch |A(h, τ )|1−
1
N
+ε
e Z
B(h,σ)
Φ(|Dw|)dx ≤
C
(τ − σ)αm
Z
B(h,τ)
Φ(h− w) dx+ Ch |B(h, τ )|1−
1
N
+ε
. (23)
Teorema 6. Sia u ∈ DGΦ+ (Ω). Allora u e` localmente limitata su-
periormente in Ω e per ogni x0 ∈ Ω e R < min (R0, dist (x0, ∂Ω)) si
ha
sup
QR
2
(u(x)) ≤ C
{
Φ−1
(
1
|QR|
∫
QR
Φ(u+)dx
)
+Φ−1 (1) + k0 + χR
β
}
.
(24)
Per la dimostrazione, che segue dalle tecniche presentate in [7],
[13], [14] e [15], rimandiamo a [9].
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Lemma 2. Sia u ∈ DGΦ− (Ω). Allora u e` localmente limitata infe-
riormente in Ω e per ogni x0 ∈ Ω e R < min (R0, dist (x0, ∂Ω)) si
ha
inf
QR
2
(u(x)) ≥ −C
{
Φ−1
(
1
|QR|
∫
QR
Φ(u−)dx
)
+Φ−1 (1) + k0 + χR
β
}
.
Teorema 7. Sia u ∈ DGΦ (Ω). Allora u e` localmente limitata in Ω
e per ogni x0 ∈ Ω e R < min (R0, dist (x0, ∂Ω)) si ha
sup
QR
2
(|u(x)|) ≤ C
{
Φ−1
(
1
|QR|
∫
QR
Φ(u)dx
)
+Φ−1 (1) + k0 + χR
β
}
.
Abbiamo quindi concluso una breve presentazione dei risultati
sulla limitatezza dei quasi-minimi.
5. Una diseguaglianza di tipo Caccioppoli modificata
Consideriamo
N∑
j,i=1
Dj (ai,j (x)Diu) = 0 (25)
e la seguente ipotesi di uniforme ellitticita`
λ |ξ|2 ≤
N∑
j,i=1
ai,j (x) ξiξj ≤ Λ |ξ|
2 ∀ξ ∈ RN (26)
dove λ,Λ > 0, e supponiamo che
ai,j ∈ L
∞ (Ω) (27)
per i, j = 1, ..., N .
Teorema 8. (Teorema di De Giorgi-Nash-Moser). Sia u ∈W 1,2 (Ω)
una soluzione debole di (25), con le condizioni (26) e (27); allora
u ∈ C0,αloc (Ω).
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L’idea di partenza delle dimostrazioni e` la seguente diseguaglianza
di Caccioppoli:∫
Br
∣∣D ([u− k]+)∣∣2 dx ≤ C
(R− r)2
∫
BR
(
[u− k]+
)2
dx.
In [16] si introduce la seguente diseguaglianza.
Teorema 9. (Diseguaglianza di Caccioppoli modificata). Sia u ∈
W 1,2 (Ω) una soluzione debole di (25), con le condizioni (26) e (27);
allora∫
Br
∣∣D ([u− k]+)∣∣2 dx ≤ C ∫
∂Br
(
[u− k]+
) ∣∣D ([u− k]+)∣∣ dHN−1.
(28)
La (31) insieme alla formula di coarea ((4) e (7)) e alla dis-
eguaglianza isoperimetrica (9) sono alla base della dimostrazione del
teorema (20) data in [16]. L’idea si basa sullo studio dell’energia
g(t) =
∫
Q2−t
∣∣D (u− tk)+∣∣ (u− tk)+ dx
dove t ∈ [0, 1], delle sue proprieta` differenziali e dei legami con la dis-
eguaglianza modificata di Caccioppoli (28) e con l’equazione debole
di Eulero-Lagrange (25).
Come abbiamo visto precedentemente, la diseguaglianza di Cac-
cioppoli (18), seguendo le linee dimostrative di [13] e [14], implica
la limitatezza dei minimi locali. Le tecniche presentate in [13] e [14]
pero` non ci forniscono altre informazioni in questo nostro caso, per
poterle usare dovremo avere una qualche maggior integrabilita` del
gradiente espressa tramite un’opportuna diseguaglianza integrale che
non e` nota; per maggiori dettagli rimandiamo a [4]. Abbiamo quindi
scelto di limitare lo studio a particolari funzionali del tipo dato da
(1) e di sviluppare e applicare a questo caso le tecniche presentate
in [14] e [16]. Anche se sono meno generici, questi funzionali pre-
sentano ugualmente la difficolta` di richiedere tecniche tra loro molto
diverse per ottenere un risultato di regolarita`. In [9] viene data una
diseguaglianza di Caccioppoli modificata piu` generale di quella che
andremo a presentare, applicabile nel caso di funzionali piu` generali
con crescite non-standard.
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6. Un funzionale convesso con crescite non-standard
Sia Φ : [0,+∞) → [0,+∞) una N-funzione di classe ∆
(m)
2 con
1 < m < 1∗ = 1
N−1 . Inoltre supporremo per semplicita` di calcolo che
valga la normalizzazione Φ (1) = 1; questa ipotesi e` puramente tec-
nica e agevola la presentazione essenziale dei risultati. Consideriamo
il funzionale
J (u,Ω) =
∫
Ω
Φ (|Du|) dx; (29)
dimostreremo che i minimi locali di tale funzionale sono localmente
ho¨lderiani.
Si ha l’equazione di Eulero∫
Ω
DΦ (|Du|)
DuDϕ
|Du|
dx = 0 ∀ϕ ∈W 10L
Φ (Ω) . (30)
Consideriamo ψ ∈ C∞c (Ω) tale che, Qr ⊂ Qs ⋐ Ω, Supp(ψ) ⋐
Qs, ψ = 1 su Qr, 0 ≤ ψ ≤ 1 su Qs e |Dψ| <
C
(s−t) e ϕ = ψ (u− k)
+ ∈
W 10L
Φ (Ω); alloraZ
Ω
DΦ(|Du|)
DuD (u− k)+ ψ
|Du|
dx+
Z
Ω
DΦ(|Du|)
(u− k)+DuDψ
|Du|
dx = 0,
da cui segueZ
Qs
DΦ
`˛˛
D (u− k)+
˛˛´ ˛˛
D (u− k)+
˛˛
ψ dx ≤ (31)
≤
˛˛˛
˛˛˛− Z
Qs
DΦ
`˛˛
D (u− k)+
˛˛´ (u− k)+D (u− k)+Dψ˛˛
D (u− k)+
˛˛ dx
˛˛˛
˛˛˛
≤
Z
Qs
DΦ
`˛˛
D (u− k)+
˛˛´
(u− k)+ |Dψ| dx
≤
C
(s− t)
Z
Qs\Qt
DΦ
`˛˛
D (u− k)+
˛˛´
(u− k)+ dx.
Inoltre si ha∫
Qs
DΦ
(∣∣D (u− k)+∣∣) ∣∣D (u− k)+∣∣ψ dx ≥ ∫
Qt
Φ
(∣∣D (u− k)+∣∣) dx
(32)
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e quindi dalla (34) e dalla (35) segue che∫
Qt
Φ
(∣∣D (u− k)+∣∣) dx ≤ C
(s− t)
∫
Qs\Qt
DΦ
(∣∣D (u− k)+∣∣) (u− k)+ dx
(33)
e per s → t+, dalla formula di coarea (7) e corollari, si ha la dis-
eguaglianza di Caccioppoli modificata∫
Qt
Φ
(∣∣D (u− k)+∣∣) dx ≤ C∫
∂Qt
DΦ
(∣∣D (u− k)+∣∣) (u− k)+ dHN−1.
(34)
Procedendo come in [16] supponiamo
∣∣{(u− kt)+ 6= 0}∣∣ ≥ α > 0
e introduciamo la seguente energia.
Poniamo, per t ∈ [0, 1],
g (t) =
∫
Q2−t
DΦ
(∣∣D (u− kt)+∣∣) (u− kt)+ dx (35)
allora, dalla formula di coarea (7) e corollari, si ha
g
′
(t) = −
∫
∂Q2−t
DΦ
(∣∣D (u− tk)+∣∣) (u− tk)+ dHN−1 −
− k
∫
Q2−t
DΦ
(∣∣D (u− kt)+∣∣) (u− kt)+ dx. (36)
Consideriamo (g (t))2 e procediamo con delle stime; la prima e`
molto semplice:
g (t) =
∫
Q2−t
DΦ
(∣∣D (u− kt)+∣∣) (u− kt)+ dx
≤ M2
∫
Q2−t
DΦ
(∣∣D (u− kt)+∣∣) dx;
l’altra e` leggermente piu` complessa e segue dalle diseguaglianze (3),
(4), (5) e (14).
g (t) =
∫
Q2−t
DΦ
(∣∣D (u− kt)+∣∣) (u− kt)+ dx
OSSERVAZIONI SULLA CONTINUITA’ etc. 35
≤ m
∫
Q2−t
1
m
DΦ
(∣∣D (u− kt)+∣∣) (u− kt)+ dx
≤ m
∫
Q2−t
Φ˜
(
1
m
DΦ
(∣∣D (u− kt)+∣∣))+Φ ((u− kt)+) dx
≤ m
∫
Q2−t
Φ˜
(
Φ
(∣∣D (u− kt)+∣∣)∣∣D (u− kt)+∣∣
)
dx+m
∫
Q2−t
Φ
(
(u− kt)+
)
dx
≤ m
∫
Q2−t
Φ
(∣∣D (u− kt)+∣∣) dx+m ∫
Q2−t
Φ
(
(u− kt)+
)
dx.
Usando la diseguaglianza (15) e la diseguaglianza di Caccioppoli
modificata (34) si ha
g (t) ≤ m
Z
Q2−t
Φ
`˛˛
D (u− kt)+
˛˛´
dx+m
Z
Q2−t
Φ
`
(u− kt)+
´
dx
≤ m
Z
Q2−t
Φ
`˛˛
D (u− kt)+
˛˛´
dx+
+
mCˆ
1− (1− α)
1
N
˜m
Z
Q2−t
Φ
`˛˛
D (u− kt)+
˛˛´
dx
≤ m
„
1 +
Ch
1− (1− α)
1
N
im
«
C2
Z
∂Q2−t
DΦ
`˛˛
D (u− k)+
˛˛´
(u− k)+ dHN−1
Abbiamo quindi
(g (t))2 ≤ M2
Z
Q2−t
DΦ
`˛˛
D (u− kt)+
˛˛´
dx ·
· C3
Z
∂Qt
DΦ
`˛˛
D (u− k)+
˛˛´
(u− k)+ dHN−1
dove C3 = C3 (m,N,α) = m
(
1 + C»
1−(1−α)
1
N
–m
)
C2.
Siano
∫
∂Q2−t
DΦ
(∣∣D (u− k)+∣∣) (u− k)+ dHN−1 = I1∫
Q2−t
DΦ
(∣∣D (u− kt)+∣∣) dx = I2 (37)
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allora {
g
′
(t) = − (I1 + kI2) ,
(g (t))2 ≤ C3M2I1 · I2.
(38)
Ci piacerebbe procedere come in [16] e studiare le proprieta` dif-
ferenziali della funzione g (t), ma con gli attuali strumenti a nostra
disposizione questo risulta improponibile. Tramite i teoremi (21) e
(22) introdotti precedentemente dimostreremo il seguente risultato:
Lemma 3. Sia Φ ∈ ∆
(m)
2 , con m > 1, e u ∈ DG
+
Φ; allora per ogni
p > 1 esiste una costante c (p,m), dipendente solo da p e m, tale che
per ogni QR ⊂⊂ Ω e 0 < ̺ < R si ha
Φ
1
p
(
sup
Q̺
{u}
)
≤
c (p,m)
(R− ̺)N
∫
QR
Φ
1
p (u+) dx.
Dimostrazione. Si osserva che per ogni t ∈ (0, 1) esiste un x1 ∈ QtR
tale che
sup
QtR
{u} ≤ sup
Q 1−t
2 R
(x1)
{u}
quindi dal teorema (21) segue
Φ
(
sup
QtR
{u}
)
≤
c
RN (1− t)N
∫
Q(1−t)R
Φ (u+) dx
e quindi per 0 < s < t < 1 si ha
Φ
(
sup
Qs
{u}
)
≤
c
(t− s)N
∫
Qt
Φ (u+) dx.
Poniamo Z (s) = Φ
(
sup
Qs
{u}
)
e sia p > 1; allora
Z (s) ≤ [Z (t)]1−
1
p
[
c
(t−s)N
∫
Qt
Φ
1
p (u+) dx
]
≤ 12Z (t) + c (p)
[
c
(t−s)N
∫
Qt
Φ
1
p (u+) dx
]p
e applicando il lemma (6.1) di [7] segue il risultato.
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Lemma 4. Sia
∣∣∣{u ≤ 0} ∩QR
2
∣∣∣ ≥ 12 ∣∣∣QR2 ∣∣∣; allora esistono c0 > 0 e
γ > 0 indipendenti da R tali che
Φ
sup
QR
2
{u}
 ≤ c0 |{u+ > 0} ∩QR|γ Φ
(
sup
Q2R
{u}
)
(39)
Dimostrazione. Dal lemma (23) si ha per ogni p > 1
Φ
1
p
sup
QR
2
{u}
 ≤ C0
RN
∫
QR
Φ
1
p (u+) dx
e dalla diseguaglianza di Ho¨lder segue
Φ
1
p
sup
QR
2
{u}
 ≤ C0 |{u+ > 0} ∩QR| p−1p
RN
∫
QR
Φ (u+) dx

1
p
.
Dobbiamo stimare
∫
QR
Φ (u+) dx; dalla diseguaglianza di Ho¨lder
e di Sobolev segue, usando la proposizione (10), che
Z
QR
Φ(u+) dx ≤ |{u+ > 0} ∩QR|
1
N
0
@Z
QR
[Φ (u+)]
N
N−1 dx
1
A
N−1
N
(40)
≤ C (N)RN−1 |{u+ > 0} ∩QR|
2−N
N
Z
QR
DΦ (u+) |Du+| dx
≤ C (N)RN−1 |{u+ > 0} ∩QR|
2−N
N
Z
QR
Φ(|Du+|) + Φ (u+) dx;
quindi dalla diseguaglianza di Caccioppoli (34) si haZ
QR
Φ(u+) dx ≤ C (N)R
N−1 |{u+ > 0} ∩QR|
2−N
N
1
Rαm
Z
Q2R
Φ(u+) dx.
Quindi abbiamo per ogni p > 1
Φ
1
p
0
@sup
QR
2
{u}
1
A ≤ C1R 2N−1−pN−αmp |{u+ > 0} ∩QR| pN+2−2NNp Φ 1p
„
sup
Q2R
{u}
«
.
38 TIZIANO GRANUCCI
Scelto α = 2N−1−pN
m
e p ∈
(
2N−2
N
, 2N−1
N
)
, ricordiamo che N ≥ 2
e quindi 2N−2
N
≥ 1, dunque p > 1, si ottiene β = pN+2−2N
Np
> 0 e
2N−1−pN−αm
p
= 0; allora
Φ
1
p
sup
QR
2
{u}
 ≤ C2 |{u+ > 0} ∩QR|β Φ 1p
(
sup
Q2R
{u}
)
quindi posto c0 = C
p
2 e γ = pβ si ha
Φ
sup
QR
2
{u}
 ≤ c0 |{u+ > 0} ∩QR|γ Φ
(
sup
Q2R
{u}
)
.
Sappiamo che se u e` un minimo locale allora u e` limitato su B2R, e
senza perdere di generalita` possiamo supporre che 1 =M4 = sup
Q2R
{u}
e inf
Q2R
{u} = −1, inoltre considerando al piu`−u al posto di u possiamo
supporre che
∣∣∣{u ≤ 0} ∩QR
2
∣∣∣ ≥ 12 ∣∣∣QR2 ∣∣∣. Chiaramente posto v =
u − 1 + ε con ε ∈ (0, 1) si ha
∣∣∣{u− 1 + ε ≤ 0} ∩QR
2
∣∣∣ ≥ 12 ∣∣∣QR2 ∣∣∣ e
quindi dal lemma (24) segue che
Φ
sup
QR
2
{u− 1 + ε}
 ≤ c0 |{u > 1− ε} ∩QR|γ Φ
(
sup
Q2R
{u− 1 + ε}
)
e quindi applicando Φ−1 si ha
sup
QR
2
{u− 1 + ε} ≤ c1 |{u > 1− ε} ∩QR|
δ sup
Q2R
{u− 1 + ε}
con δ > 0 (per maggiori dettagli vedere [8]), dunque
sup
QR
2
{u} ≤ 1− ε+ C |BR ∩ {u > 1− ε}|
δ sup
B2R
{u− 1 + ε}
≤ 1− ε+ C |BR ∩ {u > 1− ε}|
δ +
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+(ε− 1)C |BR ∩ {u > M4 − ε}|
γ
≤ 1− ε+ εC |BR ∩ {u > M4 − ε}|
γ . (41)
La (41) si puo` generalizzare usando il lemma (23) e ottenere
sup
B̺
{u} ≤ 1− ε+ εC |BR ∩ {u > 1− ε}|
per ogni ̺ ∈ (0, R); quindi per ε ”piccoli” si ha
sup
BR
{u} < 1; (42)
ne segue che ϕ = η
α
(1−u)m−1
∈ W 10L
Φ (Ω), dove α > 1, η ∈ C∞c (B2R)
e 0 ≤ η ≤ 1 in B2R, η = 1 in BR e |Dη| ≤ C.
Teorema 10. Se u ∈W 1locL
Φ (Ω) e` un minimo locale di (1) allora e`
localmente ho¨lderiano.
Dimostrazione. Consideriamo la funzione test ϕ = (1− u)1−m ψα
dove ψ ∈ C∞c (Ω) tale che QR ⊂ Q2R ⋐ Ω, Supp(ψ) ⋐ Q2R, ψ = 1
su QR, 0 ≤ ψ ≤ 1 su Q2R e |Dψ| <
C
(s−t) e α > 1; allora ϕ =
ψ (u− k)+ ∈W 10L
Φ (Ω) e
Z
Ω
DΦ(|Du|)
DuDuψα
|Du| (m− 1) (1− u)m
dx+
Z
Ω
DΦ (|Du|)
αψα−1DuDψ
(1− u)m−1 |Du|
dx = 0
da cui segueZ
Ω
DΦ (|Du|)
|Du|ψα
(m− 1) (1− u)m
dx ≤
Z
Ω
DΦ (|Du|)
αψα−1 |Dψ|
(1− u)m−1
dx
quindi dal lemma (5.2) di [7] si haZ
Ω
DΦ (|Du|)
|Du|ψα
(m− 1) (1− u)m
dx ≤ C1 (m)
Z
Ω
|Du|m−1
αψα−1 |Dψ|
(1− u)m−1
dx
poiche´ 1 < m < 2 si ha m− 1 < 1 e quindi dalla diseguaglianza di
Young si ha
Z
Ω
DΦ (|Du|) |Du|ψα
(m− 1) (1− u)m
dx ≤ C1 (m)
Z
Ω
ε
|Du|ψ
α−1
m−1
(1− u)
+ C (ε)αm |Dψ|m dx.
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Ricordando che DΦ (|Du|) |Du| ≥ Φ (|Du|) si haZ
Ω
Φ(|Du|)ψα
(m− 1) (1− u)m
dx ≤
Z
Ω
DΦ (|Du|) |Du|ψα
(m− 1) (1− u)m
dx (43)
≤ C1 (m)
Z
Ω
ε
|Du|ψ
α−1
m−1
(1− u)
+ C (ε)αm |Dψ|m dx.
Scegliamo α > 1 in modo che α = α−1
m−1 , cioe` α =
1
2−m > 1; allora si
ha∫
Ω
Φ (|Du|)ψα
(m− 1) (1− u)m
dx ≤ C1 (m)
∫
Ω
ε
|Du|ψα
(1− u)
+ C (ε)αm |Dψ|m dx.
Resta da stimare
∫
Ω
|Du|ψα
(1−u) dx; poniamo
Ω1 = {x ∈ Ω : |Du (x)| ≤ 1}
e
Ω2 = Ω\Ω1
allora Z
Ω
|Du|ψα
(1− u)
dx =
Z
Ω1
|Du|ψα
(1− u)
dx+
Z
Ω2
|Du|ψα
(1− u)
dx
≤
Z
Ω1
c1 (m)
|Du|m ψαm
(1− u)m
+ c2 (m) dx
+
Z
Ω2
c1 (m)
|Du|ψα
(1− u)m
+ c2 (m) |Du|ψ
α
dx
≤ c1 (m)
Z
Ω1
Φ(|Du|)ψαm
(1− u)m
dx+
+c1 (m)
Z
Ω2
Φ (|Du|)ψα
(1− u)m
dx+C (m)
≤ c1 (m)
Z
Ω1
Φ(|Du|)ψα
(1− u)m
dx+
+c1 (m)
Z
Ω2
Φ (|Du|)ψα
(1− u)m
dx+C (m)
≤ 2c1 (m)
Z
Ω
Φ(|Du|)ψα
(1− u)m
dx+ C (m)
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quindi
Z
Ω
Φ(|Du|)ψα
(m− 1) (1− u)m
dx ≤ ε
0
@2c1 (m) Z
Ω
Φ(|Du|)ψα
(1− u)m
dx+ C (m)
1
A
+
Z
Ω
C (m,ε)αm |Dψ|m dx (44)
posto ε = 14c1(m)(m−1) si ha∫
Ω
Φ (|Du|)ψα
(1− u)m
dx ≤ C3 (m) .
Consideriamo
∫
BR
|Du|
(1−u) dx; allora procedendo come in precedenza si
ha ∫
BR
|Du|
(1− u)
dx ≤
∫
BR∩Ω1
|Du|
(1− u)
dx+
∫
BR∩Ω2
|Du|
(1− u)
dx
≤ 2c1 (m)
∫
Ω
Φ(|Du|)ψα
(1− u)m
dx+ C (m)
poiche´
∫
Ω
Φ(|Du|)ψα
(1−u)m
dx ≤ C3 (m) si ha∫
BR
|Du|
(1− u)
dx ≤ C4 (m) (45)
dunque usando la formula di coarea (7) e la diseguaglianza isoperi-
metrica (9) si ha
C4 (m) ≥
∫
BR
|Du|
(1− u)
dx (46)
=
1∫
−1
P ({u > t} ∩BR)
1− t
dt
≥
1−ε∫
0
P ({u > t} ∩BR)
1− t
dt
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≥ C5 (N)
1−ε∫
0
| {u > t} ∩BR|
N−1
N
1− t
dt
≥ C5 (N) {u > 1− ε} ∩BR|
N−1
N log
(
1
ε
)
;
da cui, procedendo come in [16], segue la ho¨lderianita` del minimo
locale. Infatti dalla (45), (46) e (41) si ha
sup
QR
2
{u} ≤ 1− ε+ εC
Cγ (N,m)
[log (1)− log (ε)]
δN
N−1
quindi scegliendo ε universalmente piccolo otteniamo che esiste una
costante universale θ > 0 tale che
sup
QR
2
{u} ≤ 1− θ.
Pertanto l’oscillazione di u si riduce di una costante universale pas-
sando da Q2R a QR
2
, quindi riscalando e iterando questa stima si
ottiene la continuita` ho¨lderiana del minimo.
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