Hundreds of banks failed during the financial crisis of 2008 to 2010 causing significant social cost and enfeebling economic growth for years following. In the aftermath of the crisis, regulators responded, as always, with new regulations, the efficacy of which is debatable. For policy makers to enact effective regulation, they must understand the true cause of bank failures during crisis periods. We study the effects of 31 variables using univariate t-tests and probit regression to determine their influence on the probability of bank failure. We find that banks failed during the 2008 to 2010 financial crisis because of choices management made to accept more risk, specifically by having higher financial leverage, investing in higher risk loans in real estate and construction and by holding less liquid assets and fewer low risk loans like single family real estate loans. That is, the cause of US bank failures during the finance crisis was poor management.
Literature Review
Some of the earliest attempts to understand bank failures utilize univariate ratio analysis. Secrist (1938) studies bank failures over 10 years using univariate analysis of 4 ratios and concludes that more sophisticated statistical methods would be required to predict likely bank failures. Sinkey (1974) conducts perhaps the most complete univariate study by using a matched sample of 110 problem and non-problem banks over 7 years using 44 variables representing size, the sources and uses of revenue, profitability, capital adequacy, and managerial quality. He shows that compared to non-problem banks, problem banks tend to grow more rapidly in terms of assets and liabilities without a corresponding growth in equity, leading to a declining capital position; poorer control over operating costs; an increasing reliance on loan income at the expense of other investment income; and lower loan quality.
One of the first attempts in constructing an early warning system, by Meyer and Pifer (1970) , is a precursor of the logit regression method using untransformed variables. Their study concludes that failure can be predicted with reasonable accuracy for up to 2 years prior to failure, even when embezzlement or other financial irregularities contribute to the failure, but trends in the data must be considered for the model to work. Martin (1977) refines this work by employing logit regression to analyze a set of 25 ratios from four broad groups: asset risk, liquidity, capital adequacy, and earnings. He compares results with logit and discriminant analysis, finding that discriminant analysis works better when the sample size is small, but otherwise both models produce similar results. However, logit analysis provides an estimate of the probability of failure during the next 1 or 2 year period, which may be of considerable importance to bank authorities and business.
During the same period, Sinkey (1975 Sinkey ( , 1977 Sinkey ( , and 1978 and Pettway and Sinkey (1980) use multiple discriminant analysis to successfully screen for problem banks. In the 1975 study, Sinkey ran multiple discriminant analysis on 10 ratios representing asset composition, loan characteristics, capital adequacy, sources and uses of revenue, efficiency, and profitability concluding that they are "good discriminators."
This research led in 1979 to the Uniform Financial Institutions Ratings System (UFIRS) in the US which institutionalized the use of capital adequacy, assets, management capability, earnings, and liquidity (CAMEL) to evaluate the health of banks. In 1995 regulators added sensitivity to market risk as a factor to form the CAMELS rating system. Subsequent research on early warning systems concentrates on improving the predictive power of the model or finding additional risk factors associated with bank failures. Sinkey (1977) combines discriminant analysis with a second screen based on stock market performance using a capital asset pricing model (CAPM) and confirms that the market screen performs nearly as well as discriminant analysis on financial ratios. Yeh (1996) exploits data envelopment analysis with twelve financial ratios to study the efficiency of 54 Taiwanese banks in converting inputs into outputs. Lane, Looney, & Wansley (1986) employ a proportional hazard model (PHM) with a set of 21 financial ratios over five years and find that different variables work better when used over a one year prediction period versus a two year period. Wheelock and Wilso (2005) utilize proportional-hazard models with time-varying covariates to study which characteristics are likely to lead banks to fail. They conclude that examiner ratings (CAMELS) are significant and non-linear with downgrades being more significant than upgrades. Kolari, Glennon, Shin, & Caputo (2002) build a nonparametric trait recognition model that allows for complex two-and three-variable interactions between financial and accounting variables. Curry, Elmer, & Fissel (2007) add stock market factors to financial ratios in a logit regression utilizing 6 accounting ratios, 5 market variables and 3 risk related variables. They ascertain the addition of market factors improve the predictive accuracy of the model. Gunsel (2010) concludes that low asset quality, low liquidity, and high credit extended to the private sector explain the survival time of banks in North Cyprus. Jin, Kanagaretnam, & Lobo (2011) show that adding audit quality variables improves their ability to predict failures during the 2008 financial crisis. Fayman and He (2011) present evidence that the addition of a prepayment risk variable to regression models can improve their ability to explain bank performance measures, probably through its effect on return on loans, return on equity, and the ratio of real estate loans to total loans. Cole and White (2012) demonstrate that the traditional CAMELS proxies and measures of commercial real estate investments explain the failure of US banks in 2009, but that residential mortgage-backed securities do not.
as Acharya and Viswanathan (2011) illustrate, an adverse asset shock can quickly cause the market to dry up leaving banks scrambling to liquidate assets. This can wipe out the banks' capital leading to failure (Adrian and Shin, 2009; Brunnermeier and Pedersen, 2009; Shleifer and Vishny, 2010) . Banks that have access to loan sales tend to have riskier assets leading to instability (Cebenoyan and Strahan, 2004 and Wagner, 2007) . Uzun and Webb (2007) analyze the differences between banks that securitize and those that do not, concluding that large banks are more likely to securitize assets and that the extent of overall securitization is negatively related to the bank's capital ratio. However, Battaglia and Mazzuca (2014) ascertain that securitization improves Italian banks' liquidity position while it improves their credit risk position only during the 2007-2009 financial crisis. Martin (1977) wanted to use a probit model to predict bank failure, but "computational difficulties" forced him to use the similar logit model instead. Fortunately advances in estimation algorithms and computational power have overcome most of these difficulties and probit analysis has become a common tool in investigating bank fragility and failure (Abrams and Huang, 1987 , Ioannidou and Penas, 2010 , Cole and Gunther, 1998 , Nier, 2005 , Luccheta, 2007 , Jin, Kanagaretnam, & Lobo, 2011 , Battaglia and Mazzuaca, 2014 , and van Loon and de Haan, 2015 . All of these studies demonstrated a different set of operating and risk characteristics leading to bank failures dependent on the time period or country. Moreover, the results of these authors show that CAMELS ratings of onsite examiners are dynamic and quickly become out-of-date.
Methodology
Our study uses the probit model following Martin (1977) , Abrams and Huang (1987) and Wooldridge (2006) . The dependent variable is binary, coded one for banks that fail during the period and zero for banks that do not fail during the period. The probability that a bank will fail during the period can be modeled by
where i = 1, …, K; x i are the full set of explanatory variables; β i are the corresponding constants estimated from the sample data; G is the standard normal cumulative distribution function taking on values between zero and one for all real numbers z, and vectors are denoted by an arrow ⃗.
where φ(z) is the standard normal density
To understand the effect of the explanatory variables, x i , on the probability of bank failure,
we cannot look at the β coefficients themselves as we can with OLS, but must examine the marginal (partial) effect of small changes in the x i . If x i , is a roughly continuous variable, its marginal effect on
is obtained from the partial derivative:
Where
G is the cumulative distribution function of a continuous random variable, so g is a probability density function, and since G is strictly increasing, g(z)>0 for all z. Since the marginal effect of x i on ( ⃗) depends on ⃗ through the positive quantity + ⃗ ⃗ , the marginal effect always has the same sign as β i . The marginal effects for a binary explanatory variable would be
and if the explanatory variable is discrete (x k going from c k to c k + 1) the marginal effect would be
To estimate the model we use maximum likelihood estimation (MLE) where the density of y i given ⃗ is written as
The log-likelihood function is the log of Equation 1:
The log-likelihood is obtained by summing Equation 11:
The MLE of ⃗ , denoted by ⃗ , maximizes the log-likelihood. The likelihood ratio statistic is twice the difference in the log-likelihoods:
where ℒ is the log-likelihood value for the unrestricted model and ℒ is the log-likelihood value for the restricted model.
The goodness of fit from the OLS regression estimation that calculates the proportion of the total variability in the dependent variable that is predicted by the model is likely to be very low because the predicted value of the dependent variable is a probability but the actual value is either 0 or 1 (Baltagi, 1998, and Baltagi, 2001 ). Several pseudo R-squared measures have been proposed. McFadden (1974) suggests the measure1 − ℒ ℒ ⁄ , where ℒ is the log-likelihood function for the estimated model and ℒ is the log-likelihood function in the model with only an intercept. Efron(1978) proposes:
where is the model-predicted probabilities and is the mean of the dependent variable. We also report the Akaike information criterion (AIC) (as reported by Stata) and the Bayesian information criterion (BIC) (as reported by Stata) from the maximum likelihood estimation to aid in comparing model fit.
Data and Hypotheses
All of the data used in this study comes from the Table 1 provides a brief description of each variable, our a priori hypotheses for these variables, and our rationale for the hypothesis. Table 2 reports the correlations between all of the variables used in this study. Few of the variables have correlation coefficients greater than 0.5 (or less than -0.5), suggesting that multicollinearity is unlikely to be a problem. To test this further we ran collinearity diagnostics for each of the models. The results for model 1 are shown in Table 3 . Results for the other models were similar and are not reported. The variance inflation factor (VIF) is less than 2 in each case, a strong indication that the models do not suffer from multicollinearity (the most common rule of thumb is a VIF greater than 10 merits further investigation, though O'Brien (2007) cautions that even higher VIFs do not invalidate the regression results.) Table 5  Table 6  Table 7  Table 8  Table 9 ciloan commercial and industrial loans to total assets uncorrelated uncorrelated uncorrelated negative negative Next, we employ a probit regression with a dummy dependent variable (fail) coded 1 for failed banks and 0 for surviving banks. We test five models designed to determine the cause of bank failures during the 2008 to 2010 period. These five models examine risk associated with lending, detailed lending, liquidity and lending, lending and market trading, lending and market trading, as well as market conditions, respectively. The probit regressions are run with rolling windows, consisting of six combinations of time between the independent variables and failure dummy variable, and fixed windows at the two time periods stated above. Table 4 compares the results of the univariate and probit analysis to our a priori hypothesis with Tables 5, 6 , 7, 8, and 9 providing supporting details. Tables 5 and 6 provide descriptive statistics and the results of the univariate t-test on mean differences between failed and surviving banks. We hypothesize that banks face risks from four sources: lending, liquidity, market trading, and market conditions. For lending, we expected financial ratios with high levels of commercial real estate loans to real estate loans and construction and land development loans to real estate loans to be positively correlated with bank failure and probit analysis bears this out, though univariate analysis disclose no statistically significant relationship between the risk of bank failure and commercial real estate loans to real estate loans. We expected loans to depository institutions to total assets, loans to individuals to total assets, growth of total loans and leases, and real estate loans to total assets to be negatively correlated with bank failure. This is true based on the univariate analysis for all variables except real estate loans to total assets which has a positive association.
Results
Probit analysis also shows a positive association for real estate loans to total assets, but reveals loans to depository institutions to total assets and growth of total loans and leases to be uncorrelated. We expected commercial and industrial loans to total assets, multifamily residential real estate loans to real estate loans, and 1-4 family residential loans to real estate loans to be uncorrelated with the risk of bank failure. Both univariate and probit analysis indicate that multifamily residential real estate loans to real estate loans are positively associated with the risk of bank failure while univariate analysis shows commercial and industrial loans to total assets to be uncorrelated as expected, but 1-4 family residential loans to real estate loans to have a negative association. Probit analysis indicates the opposite, i.e. 1-4 family residential loans to real estate loans has no association with bank failure while commercial and industrial loans to total assets has a negative association.
For lending, we find that multifamily residential real estate loans to real estate loans, construction and land development loans to real estate loans, and real estate loans to total assets increase the odds of failure and loans to individuals to total assets decrease the odds of failure. Probit analysis reveals that the apparent effect of 1-4 family residential loans to real estate loans, loans to depository institutions to total assets, and growth of total loans and leases disappears after controlling for other variables.
For liquidity, we expected net charge offs to average loans, real estate acquired through foreclosure to total assets, loan loss allowance to total loans, and non-performing loans to total assets to be positively correlated with the risk of bank failure. This is true according to univariate analysis, but probit regressions uncover no effect after controlling for other variables except for loan loss allowance to total loans and non-performing loans to total assets.
For market trading, we expected total loans to total assets and net gains on sales of loans to total non-interest income to have a positive association with the risk of bank failure, which is what univariate analysis shows for both in 2007 but only for the first in 2006. Probit analysis establishes that these effects largely disappear after controlling for other variables. We expected a negative relationship between the risk of bank failure and total short-term debt security to total assets, insured deposits to total deposits, and mortgage-backed securities to total assets. This relationship holds under univariate analysis, but probit analysis proves that after controlling for other variables only the first remains significant.
We expected capital, cash, interbank deposits to total deposits, return on assets, and size to all be negatively associated with the risk of bank failure, which is what we find for capital, cash, and return on assets (though some of the probit regressions show capital being insignificant after controlling for other variables.) We are surprised by the finding that size and interbank deposits to total deposits are positively associated with the risk of bank failure (even after controlling for other variables in the case of size). Given the results for the other models, i.e. capital is either significant at the 1% level or not significant at all, we believe that the iteration process in Stata is reaching a plateau or ridge where the log-likelihood does not change though capital continues to change significantly. As expected, the closer the time period of the independent variables to the date of failure for the dependent variables, the better the models' fit based on all of the diagnostics run: Pseudo R 2 , Efron's R 2 , LR x 2 , AIC, and BIC; and the better able to correctly predict which banks would fail. The models analyzing failure in 2009-2010 performed better than the corresponding models analyzing failure in 2008-2009 due to the worsening financial conditions and greater number of bank failures in the later time period. Notes: We report the marginal effect of a change in the relevant independent variables in a probit regression model and the classification of models.
*, ** and *** indicate statistical significance at 10%, 5%, 1% level, respectively. All variables are described in Table 1 .
The model for predicting failure in 2009-2010 using data from 2008 was run without capital as the model would not converge in Stata. Given the results for the other models, ie capital is either significant at the 1% level or not significant at all, we believe that the iteration process in Stata is reaching a plateau or ridge where the log-likelihood does not change though capital continues to change significantly. Tables 8 and 9 display the fixed window probit regression results for each of the five models. (Table 9 ), model 2 is best able to predict which banks will fail, but only 1.33% are correctly classified (overall, model 1 (lending) was able to classify 96.45% of all banks correctly), while using 2007 data model 5 (lending, market trading, and overall market conditions) was best at correctly classifying failed banks at 9.84%, and best overall at 96.29%. Model 4 (lending and market trading) was least able to detect bank failures.
For robustness testing purposes, we ran the regressions using logit. The estimates of the coefficients in the models remain qualitatively unaffected and robust. Notes: We report the marginal effect of a change in the relevant independent variables in a probit regression model and the classification of models.
Z-statistics are in the parentheses. *, ** and *** indicate statistical significance at 10%, 5%, 1% level, respectively. All variables are described in Table 1 .
Conclusions
Our motivation for this research is to show that bank failure in the US during the financial crisis of 2008 to 2010 was driven by the decisions management made affecting the risk profile of the bank. We analyze 31 variables that have been identified in the literature as being predictive of bank failure and based on the literature made a priori predictions regarding their influence on bank failure (see Table 1 ). We examine 29 of these variables using a univariate t-test for the difference of mean values at two times, the 4 th quarter of 2007 and the 4 th quarter of 2008 (two of the variables, home price index seasonal adjusted and growth of personal income were not included in this part of the analysis as they are unaffected by the banks' activities). Most of our hypotheses prove correct; however there are some surprises in the data (Tables 4, 5, & 6) . We believed that multifamily residential real estate loans to real estate loans and 1-4 family residential loans to real estate loans would not be associated with the likelihood of bank failure, but they prove to be positively and negatively correlated, respectively. Multifamily real estate loans prove to be risky during this period while 1-4 family residential loans reduce the risk of bank failure. Along this line, we believed that commercial real estate loans would be risky for banks, but they prove to be uncorrelated with bank failure. We also believed that off-balance sheet derivatives to total assets, interbank deposits to total deposits, real estate loans to total assets, and size would be associated with lower risk of bank failure but all of them except off-balance sheet derivatives are associated with higher risk of bank failure. Off-balance sheet derivatives are uncorrelated with the probability of bank failure.
Next, we test five probit regression models designed to model the risk associated with lending, detailed lending, liquidity and lending, lending and market trading, and lending and market trading as well as market conditions (Tables 4, 7, 8, & 9) . We find that after controlling for other risks, 1-4 family residential loans to real estate loans, net charge offs to average loans, real estate acquired through foreclosure to total assets, net gains on sales of loans to total non-interest income, loans to depository institutions to total assets, growth of total loans and leases and mortgage-backed securities to total assets are not significant risk factors, but that commercial and industrial loans to total assets and commercial real estate loans to real estate loans are negatively and positively related to the probability of bank failure, respectively.
