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Abstract
In this paper we deal with some Sobolev-type inequalities with weights that were proved by Maz’ya in [V.G. Maz’ja, Sobolev
Spaces, Springer-Verlag, Berlin, 1980] and by Caffarelli, Kohn and Nirenberg in [L. Caffarelli, R. Kohn, L. Nirenberg, First order
interpolation inequalities with weight, Compos. Math. 53 (1984) 259–275]. For integers 1  k  N denote points ξ ∈ RN =
R
k × RN−k as pairs (x, y). Let p ∈ (1,N), q ∈ (p,p∗] and assume ba := N − q N−p+ap < k. Then there exists c > 0 such that
c
( ∫
RN
|x|−ba |u|q dξ
)p/q

∫
RN
|x|a |∇u|p dξ, ∀u ∈ C∞c
(
R
N
)
.
We prove that the best constant is achieved for any a,p, k, provided that q < p∗ or q = p∗ and a < 0. Results for weighted
Sobolev-type inequalities on cones are also given.
© 2008 Elsevier Inc. All rights reserved.
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0. Introduction
Let k,N be positive integers with 1 k  N . We put RN = Rk × RN−k , and we denote points ξ in RN as pairs
(x, y) ∈ Rk × RN−k . Let a,p, q be real parameters, such that
1 < p < N, (p − N) k
N
< a, max
{
p,
p(N − k)
N − p + a
}
< q  p∗ = pN
N − p , (0.1)
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ba = ba(p, q) := N − q N − p + a
p
. (0.2)
Then there exists a constant c > 0 such that
c
( ∫
RN
|x|−ba |u|q dξ
)p/q

∫
RN
|x|a|∇u|p dξ, ∀u ∈ C∞c
(
R
N
)
. (0.3)
Inequality (0.3) was proved by Caffarelli, Kohn and Nirenberg in [11] for spherical weights, and by Maz’ya, in
Section 2.1.6 of [27], in the cylindrical case k < N . In this paper we investigate the natural question of the existence
of extremals for the best constant
Sa,q(p) := infD1,p(RN ;|x|a dξ)
∫
RN
|x|a |∇u|p dξ
(
∫
RN
|x|−ba |u|q dξ)p/q . (0.4)
Here the Banach space D1,p(RN ; |x|a dξ) is defined as the completion of C∞c (RN) with respect to ‖u‖ :=
(
∫
RN
|x|a |∇u|p)1/p , which turns out to be a norm by (0.3). Its elements can be identified as measurable functions
(modulo a.e.), and it is continuously imbedded into Lq(RN ; |x|−ba dξ) by (0.3).
Extremals for Sa,q(p) are ground state solutions of the Euler–Lagrange equation
−div(|x|a |∇u|p−2∇u)= |x|−ba |u|q−2u on RN, (0.5)
which can be regarded as a model for more general degenerate and singular elliptic equations.
Several existence result are available in the literature. For a = 0 and q = p∗ the infimum Sa,q(p) coincides with the
Sobolev constant S(p). It is achieved on D1,p(RN) by an explicitly known radially symmetric map (see [31]). In case
k = N , Catrina and Wang have proved existence for p = 2, q < 2∗ or q = 2∗ and a < 0 ([14], see also [23]). A related
critical problem is studied in the recent paper [17]. Finally, as concerns the cylindrical case k < N we quote [6], where
a = 0, k  p and q ∈ (p,p∗) are assumed, and [28,32], that deal with p = 2, a  2 − k.
Our approach to the minimization problem (0.4) looks quite simple and flexible, and it is uniform with respect to
the parameters k,N,a,p and q . Our first main theorem is the following.
Theorem 0.1. Assume that (0.1) is satisfied. Then Sa,p∗(p) is achieved provided that
q < p∗ or q = p∗ and Sa,p∗(p) < S(p).
As one can expect, the limiting case q = p∗ is more difficult. It will be shown in Proposition A.8 that Sa,p∗(p)
S(p) for any exponent a. The strict inequality holds true whenever a is negative (see also Proposition A.10 for p = 2,
k = 1). This is our second main result.
Theorem 0.2. Let p ∈ (1,N). Then Sa,p∗(p) is achieved provided that (p − N) kN < a < 0.
Theorem 0.1 extends the existence result in [6] to a = 0, k < p and p(N−k)
N−p < q < p
∗
. Finally, we notice that
Theorem 0.2 gives a positive answer to a question that has been raised by Tertikas and Tintarev in [32, Section 6, at
point 4], at least when p < k.
Let us describe the main features of problem (0.3) and our approach. While studying (0.4) one has to take into
account the action of the groups of dilations in RN . If k < N also the group of translations in RN−k has to be
considered. Indeed, for any minimizing sequence uh, and for arbitrary sequences th ∈ (0,+∞), yh ∈ RN−k , it turns
out that u˜h(x, y) := uh(thx, thy + yh) still approaches the infimum Sa,q(p). By this remark it is quite easy to exhibit
noncompact minimizing sequences. The group of translations in the x-variable produces worse lack of compactness
phenomena in the limiting case q = p∗, since minimizing sequences for (0.4) might blow-up an extremal for the
Sobolev constant S(p).
Our main idea to prove Theorem 0.1 simply consists in looking for a “good” minimizing sequence. This strategy
has been already followed in [28]. The main tools are the Ekeland variational principle, a Rellich-type theorem, and
a suitable rescaling argument. In particular, we skip the blow-up analysis of all minimizing sequences (as it has been
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by P.L. Lions, as well as any similar result.
The crucial step is Proposition 1.3. It deals with the asymptotic behavior of bounded sequences of approximate
solutions to (0.5). Thanks to Proposition 1.3, we can find a weakly convergent minimizing sequence uh whose Lq -
norms are bounded away from 0 on a compact subset of (Rk \ {0})×RN−k . In this way we exclude concentration at 0
and vanishing, and we overcome the lack of compactness produced by dilations in RN and by translations in RN−k . If
q < p we use the Rellich Theorem and we conclude that uh converges weakly to some u = 0. Then standard arguments
imply that u achieves Sa,q(p). If q = p∗ the assumption Sa,p∗(p) < S(p) prevents concentration phenomena at points
(x0, y0) with x0 = 0, and we can conclude as in the subcritical case.
There is a large number of papers that are related to (0.3). Besides the above quoted papers we cite for example
[1–5,7,9,12,16,18,19,21,22,29,30,34] for k = N , and [8,13,20,24–26,33] for k < N .
The paper is organized as follows:
• in Sections 1 and 2 we prove our main theorems;
• in Section 3 we establish a suitable Sobolev-type inequality on cones for any a ∈ R, a = p − k (compare with
Lemma 3.1), and we discuss the existence of extremal functions. The main result is stated in Theorem 3.2;
• in Appendix A we collect additional results, remarks and open problems. In particular we draw here our attention
on the differential equation (0.5) and on the limiting case q = p∗.
Notation. For any integer j  1, we denote by BjR(z) the j -dimensional ball of radius R centered at z ∈ Rj . The
Lebesgue measure of a domain Ω in RN is denoted by |Ω|.
Let q ∈ [1,+∞), α ∈ R, and let Ω be a domain in RN . Then Lq(Ω; |x|α dξ) is the space of measurable maps
u on Ω with
∫
Ω
|x|α|u|q dξ < +∞, so that Lq(Ω; |x|0 dξ) ≡ Lq(Ω) is the standard Lebesgue space. For p > 1 the
reflexive Banach space D1,p(Ω) is the closure of C∞c (Ω) with respect to the Lp-norm of ∇u. The Sobolev critical
exponent is p∗ = Np
N−p . We recall that the best constant
S(p) := S0,p∗(p) = infD1,p(RN)
∫
RN
|∇u|p dξ
(
∫
RN
|u|p∗ dξ)p/p∗
is achieved on D1,p(RN) by the map
U(ξ) := (1 + |ξ | pp−1 )−N−pp .
1. Proof of Theorem 0.1
In this proof we focus our attention on the more delicate case k < N . When |x| is the distance from the origin, that
is k = N , the argument is a little bit simpler, as the problem has less invariances.
We start with two technical lemmata. The first one is a Rellich-type result.
Lemma 1.1. Let Ω ⊂ RN be a bounded domain. Then D1,p(RN ; |x|a dξ) ↪→ Lp(Ω, |x|a dξ) with compact inclusion.
Proof. Fix a map u ∈ C∞c (RN). Hölder inequality and (0.3) give∫
Ω
|x|a|u|p dξ  |Ω| pN
( ∫
Ω
|x| NaN−p |u|p∗ dξ
)p/p∗
 c|Ω| pN
∫
RN
|x|a|∇u|p dξ, (1.1)
where c does not depend on u. This proves the continuity of the embedding. To prove compactness take a sequence uh
in D1,p(RN ; |x|a dξ), with uh → 0 weakly in D1,p(RN ; |x|a dξ). Fix ε > 0 and take a smooth function ϕε ∈ C∞(Rk)
such that 0 ϕ  1, ϕε(x) = 0 if |x| ε2, and ϕε(x) = 1 if |x| ε. By Rellich Theorem, it turns out that∫
|x|a|ϕεuh|p dξ = o(1)
Ω
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in D1,p(RN ; |x|a dξ), and therefore from (1.1) one gets∫
Ω
|x|a∣∣(1 − ϕε)uh∣∣p dξ  c|Ωε| pN
∫
RN
|x|a|∇uh|p dξ  c|Ωε| pN ,
where Ωε := {(x, y) ∈ Ω | |x| < ε}. Writing uh = ϕεuh + (1 − ϕε)uh one infers that∫
Ω
|x|a|uh|p dξ  c
∫
Ω
|x|a(|ϕεuh|p + ∣∣(1 − ϕε)uh∣∣p)dξ  o(1) + c|Ωε| pN
for ε fixed, as h → +∞. The conclusion easily follows, since |Ωε| → 0 as ε → 0. 
Lemma 1.2. If Ψ ∈ C∞c (RN) then Ψu ∈D1,p(RN ; |x|a dξ) for any u ∈D1,p(RN ; |x|a dξ).
Proof. We can approximate any fixed u ∈D1,p(RN ; |x|a dξ) with a sequence uh ∈ C∞c (RN). Using Lemma 1.1 it is
easy to prove that Ψuh → Ψu in D1,p(RN ; |x|a dξ), hence Ψu ∈D1,p(RN ; |x|a dξ). 
The main step in the proof of Theorem 0.1 is the following proposition, that is concerned with approximate solu-
tions to (0.5).
Proposition 1.3. Let uh be a bounded sequence in D1,p(RN ; |x|a dξ), and let fh → 0 be a sequence in the dual of
D1,p(RN ; |x|a dξ). Assume that for a,p, q, ba as in (0.1), (0.2) it holds that
−div(|x|a |∇uh|p−2∇uh)= |x|−ba |uh|q−2uh + fh.
Then, up to a subsequence, either uh → 0 strongly in Lq(RN ; |x|−ba dξ), or there exist sequences (th)h ⊂ (0,+∞)
and (ηh)h ⊂ RN−k , such that
lim
h→+∞
∫
K
|x|−ba |u˜h|q dξ > 0,
where u˜h(x, y) = t
N−p+a
p
h uh(thx, thy + ηh) and K = {(x, y) ∈ RN | 12 < |x| < 1, |y| < 1}.
Proof. We can assume that there exists u ∈ D1,p(RN ; |x|a dξ) such that uh → u weakly in D1,p(RN ; |x|a dξ) and
in Lq(RN ; |x|−ba dξ). If u = 0 then we are done since, up to a rescaling, ∫
K
|x|−ba |u|q dξ > 0. Then the conclusion
follows by the weak lower semicontinuity of the Lq -norm. Therefore, we assume
uh → 0 weakly in D1,p
(
R
N ; |x|a dξ) and lim
h→+∞
∫
RN
|x|−ba |uh|q dξ > 0.
Fix ε0 > 0 in such a way that
ε
q
q−p
0 < lim
h→+∞
∫
RN
|x|−ba |uh|q dξ, 2ε0 < Sa,q(p).
Using in a standard way the concentration function
Qh(t) := sup
η∈RN−k
∫
Bkt (0)×BN−kt (η)
|x|−ba |uh|q dξ,
it is possible to select th > 0 and ηh ∈ RN−k such that the rescaled sequence
u˜h(x, y) := t
N−p+a
p
uh(thx, thy + ηh)h
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∫ |x|a |∇u˜h|p = ∫ |x|a |∇uh|p = O(1), and∫
Bk1 (0)×BN−k1 (y)
|x|−ba |u˜h|q dξ  (2ε0)
q
q−p ∀y ∈ RN−k, (1.2)
∫
Bk1 (0)×BN−k1 (0)
|x|−ba |u˜h|q dξ  ε
q
q−p
0 > 0, (1.3)
−div(|x|a |∇u˜h|p−2∇u˜h)= |x|−ba |u˜h|q−2u˜h + f˜h, (1.4)
with f˜h → 0 in D1,p(RN ; |x|a dξ)′. As before, if (up to a subsequence) u˜h → u˜ = 0 then we are done. If u˜h → 0,
choose a finite number of points y1, . . . , ys ∈ RN−k such that
BN−k1 (0) ⊂
s⋃
j=1
BN−k1/2 (yj ). (1.5)
Let ψ1, . . . ,ψs be cut-off functions, with ψj = ψj (y) ∈ C∞c (BN−k1 (yj )), ψj ≡ 1 on BN−k1/2 (yj ) and 0  ψj  1.
Also, fix a map ϕ = ϕ(x) ∈ C∞c (Bk1 (0)) satisfying 0 ϕ  1 and ϕ ≡ 1 on Bk1/2(0). Thanks to Lemma 1.2 we can use
ϕpψ
p
i u˜h as test function in (1.4) to find∫
RN
|x|a|∇u˜h|p−2∇u˜h · ∇
(
ϕpψ
p
j u˜h
)
dξ =
∫
RN
|x|−ba |u˜h|q−p|ϕψj u˜h|p dξ + o(1). (1.6)
Direct computations and Lemma 1.1 give∫
RN
|x|a|∇u˜h|p−2∇u˜h · ∇
(
ϕpψ
p
j u˜h
)
dξ =
∫
RN
|x|a∣∣∇(ϕψu˜h)∣∣p dξ + o(1).
Thus, we can use Hölder inequality, (1.2), (1.6) and the definition of Sa,q(p) to infer that
Sa,q(p)
( ∫
RN
|x|−ba |ϕψj u˜h|q dξ
) p
q
 2ε0
( ∫
RN
|x|−ba |ϕψj u˜h|q dξ
) p
q + o(1).
Since 2ε0 < Sa,q(p) this implies that
∫
RN
|x|−ba |ϕψj u˜h|q dξ = o(1), and therefore, by (1.5),∫
Bk1/2(0)×BN−k1 (0)
|x|−ba |u˜h|q dξ 
s∑
j=1
∫
Bk1/2(0)×BN−k1/2 (yj )
|x|−ba |u˜h|q dξ = o(1).
Finally, from (1.3) we get
0 < ε
q
q−p
0 <
∫
Bk1 (0)×BN−k1 (0)
|x|−ba |u˜h|q dξ =
∫
K
|x|−ba |u˜h|q dξ + o(1).
Proposition 1.3 is completely proved. 
Proof of Theorem 0.1. Take a minimizing sequence uh satisfying∫
RN
|x|−ba |uh|q dξ =
(
Sa,q(p)
) q
q−p ,
∫
RN
|x|a|∇uh|p dξ =
(
Sa,q(p)
) q
q−p + o(1). (1.7)
By Ekeland’s variational principle, we can assume that
−div(|x|a |∇uh|p−2∇uh)= |x|−ba |uh|q−2uh + fh, (1.8)
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weakly in D1,p(RN ; |x|a dξ). Thanks to Proposition 1.3 we can assume that, up to a change of coordinates,
lim
h→+∞
∫
K
|x|−ba |uh|q dξ > 0, (1.9)
where K = {(x, y) ∈ Rk × RN−k | 12 < |x| < 1, |y| < 1}. We claim that u = 0. This is immediate if q < p∗, since
in this case
∫
K
|x|−ba |u|q dξ = limh→+∞
∫
K
|x|−ba |uh|q dξ > 0 by Rellich Theorem. Therefore we take q = p∗.
By contradiction, assume that uh → u weakly in D1,p(RN ; |x|a dξ). Choose smooth maps ϕ ∈ C∞c (Rk) and ψ ∈
C∞c (RN−k) in such a way that ϕ(x) = 0 for |x| 14 , ϕ(x) = 1 for 12  |x| 1 and ψ(y) = 1 for |y| 1. Notice that
ϕψ ≡ 1 on K . Since 〈fh,ϕpψpuh〉 = o(1), we can argue as in the proof of Proposition 1.3 to get∫
RN
|x|a∣∣∇(ϕψuh)∣∣pdξ  Sa,p∗(p)
( ∫
RN
|x| NaN−p |ϕψuh|p∗ dξ
) p
p∗ + o(1). (1.10)
Now, notice that |x| ap ∇(ϕψuh) = ∇(|x|
a
p ϕψuh) − Fh, where Fh := ϕψuh∇(|x|
a
p ). Since ϕψ has compact support
and since it vanishes in a neighborhood of the singular set {x = 0}, then Fh → 0 in Lp(RN)N by Rellich Theorem.
Therefore∫
RN
|x|a∣∣∇(ϕψuh)∣∣p dξ =
∫
RN
∣∣∣∣∇
(
|x| ap ϕψuh
)∣∣∣∣
p
dξ + o(1) S(p)
( ∫
RN
|x| NaN−p |ϕψuh|p∗ dξ
) p
p∗ + o(1)
by Sobolev inequality. In this way from (1.10) we get
S(p)
( ∫
RN
|x| NaN−p |ϕψuh|p∗dξ
) p
p∗
 Sa,p∗(p)
( ∫
RN
|x| NaN−p |ϕψuh|p∗ dξ
) p
p∗ + o(1).
Since Sa,p∗(p) < S(p) by assumption, this implies that∫
K
|x| NaN−p |uh|p∗ dξ 
∫
RN
|x| NaN−p |ϕψuh|p∗ dξ = o(1),
that contradicts (1.9). Thus, uh → u = 0 weakly in D1,p(RN ; |x|a dξ).
Finally, standard arguments imply that uh → u strongly in D1,p(RN ; |x|a dξ), and therefore that u achieves
Sa,q(p). For completeness we recall the argument here. From (1.8) it follows that u solves (0.5), and in particular∫
RN
|x|a|∇u|p =
∫
RN
|x|−ba |u|q  (Sa,q(p))− qp
( ∫
RN
|x|a |∇u|p
) q
p
,
by definition of Sa,q(p). Since u = 0, this implies that
∫
RN
|x|a |∇u|p  (Sa,q(p))
q
q−p
. But then, (1.7) and the lower
semicontinuity of the norm in D1,p(RN ; |x|a dξ) imply∫
RN
|x|a|∇uh|p =
∫
RN
|x|a |∇u|p + o(1),
that suffices to conclude that uh → u in the uniformly convex space D1,p(RN ; |x|a dξ). 
2. Proof of Theorem 0.2
In order to prove Theorem 0.2 it suffices to show that Sa,p∗(p) < S(p). Indeed, we claim that the following estimate
holds:
Sa,p∗(p) S(p)
N − p N + a
. (2.1)
N N − p − a(p − 1)
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a < 0. To prove (2.1) we estimate Sa,q(p) with the map
U(ξ) = (1 + |ξ | pp−1 )−N−pp ,
that achieves the best constant S(p) (see [31]). We compute
|∇U |p =
(
N − p
p − 1
)p
|ξ | pp−1 Φ−N, |U |p∗ = Φ−N, (2.2)
where we have set Φ(ξ) := 1 + |ξ | pp−1 . An application of the divergence theorem leads to∫
RN
|x|a |ξ | pp−1 Φ−N = −p − 1
p
1
N − 1
∫
RN
|x|a∇(Φ1−N ) · ξ = p − 1
p
N + a
N − 1
∫
RN
|x|aΦ1−N.
On the other hand,∫
RN
|x|a |ξ | pp−1 Φ−N dξ =
∫
RN
|x|a(Φ1−N − Φ−N )dξ,
and hence∫
RN
|x|a |ξ | pp−1 Φ−N dξ = (p − 1)(N + a)
N − p − a(p − 1)
∫
RN
|x|aΦ−N dξ.
Thus, from (2.2) we infer∫
RN
|x|a |∇U |p dξ =
(
N − p
p − 1
)p
(p − 1)(N + a)
N − p − a(p − 1)
∫
RN
|x|aΦ−N dξ. (2.3)
We can compute S(p) by setting a = 0 in (2.3):
S(p) =
(
N − p
p − 1
)p
(p − 1)N
N − p
( ∫
RN
Φ−N dξ
) p
N
.
Therefore, (2.3) and Hölder inequality imply∫
RN
|x|a |∇U |p 
(
N − p
p − 1
)p
(p − 1)(N + a)
N − p − a(p − 1)
( ∫
RN
|x| NaN−p Φ−N
)N−p
N
( ∫
RN
Φ−N
) p
N
= S(p)N − p
N
N + a
N − p − a(p − 1)
( ∫
RN
|x| NaN−p Up∗ dξ
)N−p
N
,
and the conclusion readily follows. 
Remark 2.1. We notice that the condition p2 < N suggested in [32] to get the existence of a minimizer for Sp−k,p∗(p)
is not necessary, even if up to now we are not able to prove its sufficiency (except when p = 2, compare with [32]).
3. Problems on cones
In this section we extend some results already proved in [12] and in the more recent papers [7,28].
Our arguments for Theorem 0.1 can be used with no modifications to study problems on cones. Accordingly
with [12], we say that a cone in Rk is a domain Ck ⊂ Rk such that μx ∈ Ck for every μ > 0 and for every x ∈ Ck .
A cone Ck is said to be proper if 0 /∈ Ck . Notice that Rk itself is a cone, Rk \ {0} is a proper cone, and that (0,+∞) is a
proper cone in R. The only domains in RN that are invariant with respect to dilations and translations in the y-variable
are of the form Ck × RN−k , where Ck is a cone.
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inequality holds on Ω :∣∣∣∣k − p + ap
∣∣∣∣
p ∫
Ω
|x|a−p|u|p dξ 
∫
Ω
|x|a |∇u|p dξ ∀u ∈ C∞c (Ω),
see for example [15]. If a = p−k the Hardy constant is positive, and we can define the Banach spaceD1,p0 (Ω; |x|a dξ)
by completing C∞c (Ω) with respect to the norm
∫
Ω
|x|a |∇u|p . Notice that D1,p0 (Ω; |x|a dξ) ⊂ D1,p(RN ; |x|a dξ)
for a > (p − N) k
N
. By a density argument based on the Hardy inequality one can prove that D1,p0 ((Rk \ {0}) ×
R
N−k; |x|a dξ) =D1,p(RN ; |x|a dξ) if and only if a > p − k.
We start with a Sobolev-type inequality on cones.
Lemma 3.1. Assume p ∈ (1,N), q ∈ [p,p∗], a = p − k and set ba = N − q N−p+ap . Let Ω = Ck × RN−k , with Ck a
proper cone in Rk . Then there exists a constant c > 0 such that
c
( ∫
Ω
|x|−ba |u|q dξ
)p/q

∫
Ω
|x|a|∇u|p dξ, ∀u ∈D1,p0
(
Ω; |x|a dξ). (3.1)
Proof. Notice that (3.1) is the Hardy inequality if q = p. We are going to prove (3.1) for q = p∗. Fix any map
u ∈ C∞c (Ω), and set Lu := |x|
a
p u ∈ C∞c (Ω). Notice that∫
Ω
|∇Lu|p dξ  c
( ∫
Ω
|x|a|∇u|p dξ +
∫
Ω
|x|a−p|u|p dξ
)
 c
∫
Ω
|x|a|∇u|p dξ
where the constants c do not depend on u. Thus,( ∫
Ω
|x| NaN−p |u|p∗ dξ
) p
p∗ =
( ∫
Ω
|Lu|p∗ dξ
) p
p∗
 c
∫
Ω
|x|a |∇u|p dξ
by Sobolev inequality. Then (3.1) for q = p∗ follows by a density argument. For q ∈ (p,p∗) inequality (3.1) can be
proved by interpolating between the cases q = p and q = p∗, via Hölder inequality. 
Thanks to Lemma 3.1, for any a = p − k, q ∈ (p,p∗] the infimum
Sa,q(p;Ω) := inf
D1,p0 (Ω;|x|a dξ)
∫
Ω
|x|a |∇u|p dξ
(
∫
Ω
|x|−ba |u|q dξ)p/q
is positive. Notice that Sa,q(p;Ω) Sa,q(p) if (0.1) is satisfied. One can argue as for Theorem 0.1 to prove the next
result. We omit the details.
Theorem 3.2. Let p ∈ (1,N), q ∈ (p,p∗], a = p − k and let Ω = Ck × RN−k , with Ck a proper cone in Rk . Then
Sa,q(p;Ω) is achieved provided that
q < p∗ or q = p∗ and Sa,p∗(p;Ω) < S(p).
Remark 3.3. As usual, the case q = p∗ is more difficult, and up to now we are not able to give general sufficient
conditions for the strict inequality Sa,p∗(p;Ω) < S(p).
Something can be said in case k = 1, p = 2, a = 1 and Ω = RN+ := (0,+∞) × RN−1. Indeed the following facts
hold:
(i) Sa,2∗(2;RN+) = S2−a,2∗(2;RN+) for any a (use for example Proposition B.5 in [28]);
(ii) Sa,2∗(2;RN+) = Sa,2∗(2;RN) if a > 1 (compare with Lemma A.7 in Appendix A).
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contrary, for any a it turns out that Sa,6(2;R3+) = S and it is never achieved.
Remark 3.4. Let u be an extremal for Sa,q(p;Ω). Then u is a nonnegative solution to (0.5) on Ω . For example, set
x = (x1, . . . , xk) ∈ Rk and take Ω = (0,+∞) × Rk−1 × RN−k . Thus, Ω is a half-space whose boundary contains
the singular set {x = 0}. Theorem 3.2 gives sufficient conditions for the existence of positive entire solutions to the
Dirichlet problem{−div(|x|a |∇u|p−2∇u) = |x|−bauq−1 on x1 > 0,
u = 0 on {x1 = 0}.
Appendix A
In this appendix we restrict our attention on the less studied case k < N . We collect additional results and remarks
about the Euler–Lagrange equations related to the Maz’ya inequality. Some of them are nowadays standard or already
partially known, and can be found in literature (for example, in [6] for a = 0 and in [28,32] for p = 2, a  2 − k).
However, we are going to outline their proofs for sake of completeness.
First of all we notice that Theorems 0.1, 0.2 provide sufficient conditions for the existence of nontrivial weak entire
solutions to{−div(|x|a |∇u|p−2∇u) = |x|−bauq−1 in RN,
u 0. (A.1)
The argument is well known, and we omit it.
Remark A.1. Let us take for simplicity p = 2. Notice that if k  2 then u > 0 on {x = 0}, by the maximum principle.
This is no longer true in general if k = 1 (compare with Section A.1).
Remark A.2. Assume k  2 and p = 2. Then every extremal for Sa,q(2) is a weak entire solution to{
−div(|x|a∇u) = |x|−bauq−1 in RN,
u > 0.
(A.2)
It has been proved in [20, Corollary 5.1], that for a  2 − k and
max
{
2,
2(N − k)
N − 2 + a
}
< q <
2(N − k + 1)
N − k − 1 ,
problem (A.2) has a positive entire solution which is radially symmetric in the x-variable. Notice that 2(N−k+1)
N−k−1 > 2
∗
.
Actually, we can get existence since the “true critical exponent” on the class of symmetric maps is 2(N−k+1)
N−k−1 .
In addition, if a ∈ [2(2 − k),0], every classical positive solution u ∈ Lq(RN ; |x|−ba dξ) to
−div(|x|a∇u)= |x|−bauq−1 on {x = 0}
is radially symmetric in the x-variable [20, Corollary 5.2]. Finally, breaking symmetry occurs as a  0, that is, minima
of (0.4) are not symmetric in the x-variable (see [20, Corollary 5.3]).
It would be of interest to know whether entire solutions to (A.1) are radially symmetric in the x-variable or not,
at least for p < k and a close to p − k. Also, one may wonder if breaking symmetry occurs as a → +∞, when
q ∈ (p,p∗).
We point out a simple technical lemma that will be useful later-on.
Lemma A.3. Let a  p − k. Then C∞c ((Rk \ {0}) × RN−k) is dense in D1,p(RN ; |x|a dξ).
Proof. Fix any map v ∈ C∞c (RN). For ε > 0 set
ϕε(|x|) =
⎧⎨
⎩
0 if |x| ε2,
log |x|/ε2
| log ε| if ε
2 < |x| < ε,
1 if |x| ε.
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prove that ϕεv → v in D1,p(RN ; |x|a dξ) it suffices to remark that∫
RN
|x|a|v∇ϕε|p dξ  cv
∫
Rk
|x|a∣∣ϕ′ε∣∣pdx  cv| log ε|1−p
since a  p − k, where the constants cv do not depend on ε. The conclusion follows via Lebesgue’s Theorem, since
|(1 − ϕε)∇v| |∇v| on RN , and since |x|a|∇v|p ∈ L1(RN). 
Remark A.4. Set RN0 := (Rk \ {0})×RN−k . Since Rk \ {0} is a proper cone in Rk , then the results in Section 3 apply
with Ω = RN0 . In particular, Sa,q(p;RN0 ) is achieved for any a = p−k, q ∈ (p,p∗); in the limiting case Sa,p∗(p;RN0 )
is achieved provided that Sa,p∗(p;RN0 ) < S(p). It can be easily proved via Hardy inequality that for a > (p − N) kN ,
D1,p0
(
R
N
0 ; |x|a dξ
)=D1,p(RN ; |x|a dξ)∩ Lp(RN ; |x|a−p dξ).
Hence, D1,p0 (RN0 ; |x|a dξ) is a proper subspace of D1,p(RN ; |x|a dξ) if and only if a < p − k.
If p = 2 and Sa,q(2;RN0 ) > Sa,q(2) > 0, any extremal for Sa,q(2) corresponds, up to a functional change, to a
positive classical solution v ∈ Lq(RN ; |x|−b0 dξ) to
−v − λ|x|−2v = |x|−b0vq−1 on {x = 0},
that is (possibly) singular on the N − k > 0 dimensional subspace {x = 0}.
Remark A.5. In this remark we take k  2. Let Ck be a cone, properly contained in Rk \ {0}. Assume that (0.1) are
satisfied and that q < p∗ or Sa,p∗(p;Ω) < S(p). Then both the infima Sa,q(p;Ω) and Sa,p(p) are achieved. One
can write down the Euler–Lagrange equations to infer that Sa,q(p) < Sa,q(p;Ω). This is no longer true if k = 1 and
a  p − 1, compare with Section A.1 below.
A.1. The case k = 1
When k = 1 the singular set {x = 0} is an hyperplane that disconnects the domain into two proper cones. Let us
point out an immediate corollary to Theorem 0.1.
Corollary A.6. Let k = 1, p ∈ (1,N) and p(N−1)
N−p < q < p
∗
. Then problem{−pu = |x|−bauq−1 in RN,
u 0,
has a weak entire ground state solution.
As observed in [20], in case p = 2 the solution of Corollary A.6 is even in the x-variable and decreasing for x > 0.
In particular, u can never vanish on RN . This remark and the next lemma underline the contrast between the cases
a = 0 < p − 1 and a  p − 1.
Lemma A.7. Let k = 1, p ∈ (1,N), q ∈ (p,p∗] and a  p − 1. Then every minimizer for Sa,q(p) vanishes on a
half-plane.
Proof. Set RN− := (−∞,0) × RN−1 and RN+ := (0,+∞) × RN−1. By Lemma A.3, there exist sequences u−h ∈
C∞c (RN−) and u+h ∈ C∞c (RN+) such that u−h + u+h → u in D1,p(RN ; |x|a dξ). Then∫
R
N−
|x|a∣∣∇u−h ∣∣p →
∫
R
N−
|x|a|∇u|p,
∫
R
N+
|x|a∣∣∇u+h ∣∣p →
∫
R
N+
|x|a∣∣∇u+h ∣∣p,
and similarly for the weighted Lq norms. Since u− and u+ have disjoint supports, then
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∫
RN
|x|a |∇(u−h + u+h )|p
(
∫
RN
|x|−b|u−h + u+h |q)p/q
+ o(1)
 Sa,q(p)
(
∫
R
N− |x|−b|u
−
h |q)p/q + (
∫
R
N+ |x|−b|u
+
h |q)p/q
(
∫
R
N− |x|−b|u
−
h |q +
∫
R
N+ |x|−b|u
+
h |q)p/q
+ o(1)
by the Maz’ya inequality. The conclusion easily follows by letting h → +∞, since p < q . 
By Lemma A.7 it turns out that Sa,q(p;RN+) = Sa,q(p) whenever a  p − 1, even if both the infima are achieved.
This means that the maximum principle fails in this case. We suspect that this is not longer true for a below p − 1, as
the case p = 2, a = 0 suggests.
A.2. The limiting case q = p∗
We first point out a first consequence of the action of translations in the x-variable in the limiting case q = p∗.
Proposition A.8. Let 1 k N , 1 < p < N and a > (p − N) k
N
. Then Sa,p∗(p) S(p).
Proof. Fix u ∈ C∞c (BN1 (0)) and ε > 0. Fix a point x0 ∈ Rk with |x0| = 1 and set ξ0 = (x0,0). Set uε(ξ) :=
u(ε−1(ξ − ξ0)) ∈ C∞c (BNε (ξ0)). We estimate
Sa,p∗(p)
∫
RN
|x|a |∇uε|p dξ
(
∫
RN
|x| NaN−p |uε|p∗ dξ)p/q

(
1 + ε
1 − ε
)|a| ∫
RN
|∇u|p dξ
(
∫
RN
|u|p∗ dξ)p/q ,
that is,
Sa,p∗(p) inf
C∞c (BN1 (0))
∫
RN
|∇u|p dξ
(
∫
RN
|u|p∗ dξ)p/q = S(p),
by the invariance of the ratio (
∫
RN
|∇u|p)(∫
RN
|u|p∗)−p/q with respect to dilations. 
Remark A.9. Quite reasonably it happens that Sa,p∗(p) = S(p) for a large enough. On the other hand, one might
suspect that Sa,p∗(p) < S(p) for a close to p − k and k < p 
√
N . This is the case when p = 2 (see [14] for k = N
and compare with Proposition A.10 below for k < N ).
In case p = 2 we can improve Theorem 0.2. In order to simplify the notation we set Sa := Sa,2∗(2) and S := S(2),
so that Sa  S by Proposition A.8.
Proposition A.10. Let 1 k < N , 1 < p < N and a > (2 − N) k
N
.
1. Let k  2. Then Sa is achieved if and only if a  0.
2. Let k = 1 and N  4. Then Sa is achieved if and only if a < 2.
3. Let k = 1 and N = 3. Then Sa is achieved if a  0 and it is not achieved if a  1.
Proof of 1. Immediate, from Theorem 0.2 and from Theorem B.5 of [28].
Proof of 2. Necessity follows again from [28, Theorem B.5]. Sufficiency for a < 0 follows from Theorem 0.2. Thus,
we only have to show that Sa is achieved if a ∈ (0,2), This fact was already noticed in [32] for a = 1; we outline
here a simpler proof for completeness. To prove that Sa < S for a ∈ (0,2) fix r,R > 0 and take any bounded domain
Ω ⊂ (r,R) × RN−1. Fix any map v ∈ C∞c (Ω). Then the integration by parts implies that∫
N
|x|a∣∣∇(x−a/2v)∣∣2 = ∫ |∇v|2 − a(2 − a)
4
∫
x−2v2 
∫
|∇v|2 − a(2 − a)
4R2
∫
v2.R Ω Ω Ω Ω
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Sa,2∗(2) inf
C∞c (Ω)
∫
Ω
|∇v|2 − a(2−a)4R2
∫
Ω
v2
(
∫
Ω
|v|2∗) 22∗
< S
since N  4, by a well-known result by Brezis and Nirenberg [10, Lemma 1.1].
Proof of 3. By Theorem 0.2, Sa is achieved provided that a < 0. By contradiction, assume that for some a  1 the
infimum Sa is achieved by a map u ∈ D1,2(R3; |x|a dξ). By Lemma A.7 we can assume that u is a positive entire
solution to{−div(|x|a∇u) = |x|−bau5 in (0,+∞) × R2,
u = 0 on {0} × R2.
Set v := xa/2u. Then Lemma A.3 and direct computations imply that v is an entire positive solution (in the sense
of [26]) to{−v = a(2−a)4 |x|−2v + v5 on (0,+∞) × R2,
v = 0 on {0} × R2.
This contradicts the nonexistence result in [26, Section 6] (see also [8] for a = 1). 
Up to now we do not know whether Sa is achieved or not if k = 1, N = 3 and a ∈ (0,1). This is the only case left
open.
Theorems 0.1, 0.2 and Proposition A.10 give an alternative proof of a result by Tertikas and Tintarev [32] in case
a = 2 − k and p = 2. However, as noticed in Section 6 of [32], if in addition k > 2 one can use the symmetry of
minima to (0.4) (compare with Remark A.2) and a functional change to reduce the proof of existence in this case to
an existence result by Badiale and Tarantello [6].
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