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Abstract: China intends to develop its renewable energy sector in order to cut down on its pollution
levels. Concentrated solar power (CSP) technologies are expected to play a key role in this agenda.
This study evaluated the technical and economic performance of a 100 MW solar tower CSP in
Tibet, China, under different heat transfer fluids (HTF), i.e., Salt (60% NaNO3 40% KNO3) or HTF
A, and Salt (46.5% LiF 11.5% NaF 42% KF) or HTF B under two different power cycles, namely
supercritical CO2 and Rankine. Results from the study suggest that the Rankine power cycle with
HTF A and B recorded capacity factors (CF) of 39% and 40.3%, respectively. The sCO2 power cycle
also recorded CFs of 41% and 39.4% for HTF A and HTF B, respectively. A total of 359 GWh of energy
was generated by the sCO2 system with HTF B, whereas the sCO2 system with HTF A generated a
total of 345 GWh in the first year. The Rankine system with HTF A generated a total of 341 GWh,
while the system with B as its HTF produced a total of 353 GWh of electricity in year one. Electricity
to grid mainly occurred between 10:00 a.m. to 8:00 p.m. throughout the year. According to the
results, the highest levelized cost of energy (LCOE) (real) of 0.1668 USD/kWh was recorded under
the Rankine cycle with HTF A. The lowest LCOE (real) of 0.1586 USD/kWh was obtained under the
sCO2 cycle with HTF B. In general, all scenarios were economically viable at the study area; however,
the sCO2 proved to be more economically feasible according to the simulated results.
Keywords: Rankine power cycle; supercritical carbon-dioxide power cycle; concentrated solar power;
China; techno-economics
1. Introduction
One key thing in the lives of humans is energy, and if countries are to see the necessary
socio-economic development they seek, then obtaining sufficient, accessible, cost-effective,
and secure energy is vital. The world’s energy demand keeps increasing and is projected to
continue into the future as a result of increasing population, industrialization, and changing
lifestyles, among other factors [1–7].
Renewable energy (RE) has in the past decades gained much attraction among industry
players and other stakeholders due to the numerous advantages associated with its use.
The use of solar energy resources for electricity generation has also seen an increase
in recent times due to the declining cost of its components [8]. The photovoltaic (PV)
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technology of solar energy is the most widespread and matured technology used for
electricity generation globally. However, PV technology has a drawback that borders on
the stability of the grid system, as well as the use of storage systems since solar radiation is
intermittent and also unavailable in the night [9,10]. Another type of nascent technology
in the solar energy industry is concentrated solar power (CSP) plants; the technology is
relatively new compared to the PV. CSP technology collects and concentrates available
solar energy at a location using mirrors. This technology is more appropriate in sunny
areas. The primary source of energy for CSP technology is solar irradiance (specifically,
the direct normal solar irradiance, DNI) due to its direct nature [9,11]. Unlike that of PV
technology, the CSP can be combined with a thermal energy storage (TES) system which is
akin to the traditional and dispatchable power plants. The addition of the TES system in
CSP power plants allows them to mitigate short load fluctuations and extend the period
for energy supply and is also partly independent from instantaneous solar radiation [9].
An area may receive much solar radiation but may not be able to support the de-
velopment of CSP technology if the DNI is not enough. The most nascent areas for the
development of CSP include the southwestern part of the United States, sections of Africa,
South America, the desert plains of India, China, Pakistan, the Mediterranean countries,
Australia, etc. [12].
The CSP is similar to other thermoelectrical power plants relative to the way electricity
is produced; they all make use of steam, which turns turbines to generate power. The only
dichotomy is the source of heat—the CSP makes use of the sun, whereas other such plants
use fossil fuel (i.e., coal, gas, etc.). Heat transfer fluids (HTF) are very crucial in the collection
of energy from the solar field to the power block [13]. HTF is key for the overall performance
of a CSP plant. Since the CSP requires a large amount of HTF to operate, it is important to
minimize the HTF cost while its performance is maximized at the same time. Apart from
using HTF as a medium of heat transfer from the receiver to the steam generator, it is also
possible to store hot HTF in insulated tanks for the generation of power during periods with
no sunlight. For these reasons, an HTF must have the following characteristics: high boiling
point, low melting point, low vapor pressure, and thermal stability [14].
A number of literatures from Chile [15], Tanzania [16], Ghana [11], Afghanistan [17],
Algeria [18], Kuwait [19], China [20], Malaysia [21], and Iran [22] have reported on the
techno-economic performances of different CSP technologies in the various countries.
Furthermore, Ling-zhi et al. [23] performed a cost-benefit analysis on CSP technology in
China, Zhao et al. [24] conducted a study on the levelized costs of energy (LCOEs) of CSP
technology in China on the basis of lifetime cost analysis, and Ji et al. [25] assessed the
economic potential of CSP technologies in China on provincial levels. Other researchers
looked at some specific technical parameters in power plants to assess their impact on the
overall performance of the system. Neises and Turchi [26] compared sCO2 power cycle
configurations on CSP applications. Wang and He [27] presented a study on molten solar
power tower combined with the sCO2 Brayton cycle. Their results indicated that the best
hot temperature for the salt is 565 ◦C; this is the maximum allowable temperature for using
salt as HTF and TES. Iverson et al. [28] showed the performance of sCO2 Brayton cycles
for solar-thermal energy. An assessment of the exergy and energy on sCO2 recompression
Brayton cycles using solar tower was presented by [29]. Finally, Xu et al. [30] conducted
a study on the problems and prospects associated with CSP technologies in desert areas.
The study identified water requirements, thermal energy storage systems, and HTF as the
major challenges for the smooth operation of CSP technologies.
Virtually all solar thermal power plants (STPP) that are currently operating use the
Rankine steam cycle for the conversion of thermal to electric energy. As a result, almost
all the aforementioned studies utilized the Rankine steam cycle in their analysis, except
Ref. [31], who compared the performance of KCl-MgCl2 and sodium as a HTF using sCO2
power cycles. The various literature (supra) indicate that a study which simultaneously
and comprehensively compares the performance of a CSP, i.e., a solar tower power plant on
the type of power cycle and HTF it operates on, does not exist. It therefore makes it difficult
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to know the best technology to adopt during decision-making by interested stakeholders.
As a way of bridging that research gap, this study takes a look at two issues, i.e., the effect
of the type of HTF and the type of power cycle on the performance of a solar tower power
plant under China’s weather conditions. Most of the studies on China paid much attention
to the economics of the power plants but left out the technical performance of the power
plants, which is also key for planning during feasibility studies. Therefore, it is crucial to
conduct a more comprehensive study on CSP technology with more attention on some
technical parameters, to help RE industry experts, stakeholders with interest in this area,
energy researchers, investors, and policy makers during decision-making.
The study is organized and presented as follows: Section 2 looks at the study area and
data used for the study, the methodology adopted for the study is presented in Section 3,
Section 4 covers the results and discussions, and the conclusions of the study are presented
in Section 5.
2. Description of the Study Area
China is geographically located in the eastern section of the Eurasian continent; it
occupies a territory of about 9,600,000 km2 [32]. Research shows that over two-thirds
of land in China receives DNI exceeding 1095 kWh/m2/year, which translates to about
3 kWh/m2/day. The country’s total annual solar radiation equals about 1.7 trillion tons
of standard coal [20]. CSP technology requires high solar exposure conditions and high
temperatures in order to perform efficiently, and as a result, locations with high DNI are
often required for the development of such systems [11,20]. The case study for this research
was conducted in China, specifically Tibet, located at latitude 32◦ N and longitude 90◦ E
with an average wind speed of 4.1 m/s. The study area also has a global horizontal of
5.48 kWh/m2/day and DNI (beam) of 6.10 kWh/m2/day at an elevation of 4668 m [33].
Figure 1 shows the DNI potential for China. The DNI data used for the analysis range
between 2007–2016. The hourly weather and solar radiation data used in this study were
obtained from the EnergyPlus weather database [34], this was then imported into the
SAM software.
China’s Energy Generation Mix and the Need for CSP Development
China is identified as the world’s hungriest consumer relative to the consumption of
energy; the country needed the energetic equivalent of about 3.3 billion tonnes of oil in 2019.
China has burnt more coal since 2011 than all other countries combined. It is estimated that
greenhouse gas emissions from China represent about one-quarter of the world emissions,
which is the highest share of any country [36]. The country’s rapid population and economic
growth in the past decade coupled with the growing manufacturing sector has turned it
into an energy-hungry economy. Knowing the possible adverse effect fossil fuels has on
the environment as well as the need to meet the increasing energy demand, the Chinese
government has instituted plans and policies to help address the challenge. Science and
technology have been identified as central to meeting these plans [36]. China’s energy
generation mix as of 2018 is as shown in Figure 2.
China has been pursuing measures that will attract more investments from the private
sector into its energy sector through the streamlining of project approval processes, the
relaxation of some price controls, and the implementation of policies that expand the
energy transmission infrastructure to connect demand and supply centers. The Chinese
government therefore proposed to cap the use of coal at below 58% of the total primary
energy consumption by 2020 in the quest to minimize GHG emissions [37].
In order to mitigate the country’s pollution crisis and at the same time also meet its
energy demand, the country has invested heavily in its 2040 roadmap in the RE sector.
China’s share in global energy use has been estimated to increase by 11%. China accounts
for about 32.3% of the world’s RE usage. In 2017, the RE market in the country grew by
over 15% [38].
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proved a five-year plan to generate some 5 GW of power from CSP technologies [38]. It is 
for this reason that this study is key for stakeholders in China’s RE sector, as it is expected 
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This section covers the methodology that was adopted for the study. Both technical 
and financial metrics that were used for the simulation and analysis are discussed in this 
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There are three main thermo-mechanical cycles that can be used in solar thermal 
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Brayton cycle and the Rankine cycle, using two different HTFs. 
3.2. Modeling of the Power Plant 
It has been estimated that the heliostat field alone constitutes about 30–50% of the 
investment capital of a plant [41,42]. As a result, enhancement and optimization of a CSP 
system’s efficiency is very critical due to its enormous costs. To that effect, choosing an 
appropriate geometrical heliostat characteristics during design can reduce the overall cost 
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The solar energy industry is dominated by photovoltaic (PV) technology, unlike other
technologies, and this is not only limited to Chin , but is a gl bal phenomenon. The
development of PV powe plants increased by 145-fold between 2010–2017; it increased
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industries, which PV technology is unable to provide. The nstability and intermittency
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thermal energy storage capabilities. The country’s legislature has therefore approved a
five-year plan to generate some 5 GW of power from CSP technologies [38]. It is for this
reason that this study is key for stakeholders in China’s RE sector, as it is expected to help
them during decision-making and planning.
3. Methodology
This section covers the methodology that was adopted for the study. Both technical
and financial metrics that were used for the simulation and analysis are discussed in this
part of the study.
3.1. Power Cycle
There are three main thermo-mechanical cycles that can be used in solar thermal
power plants. These include the Brayton cycle, the Rankine cycle, and the Stirling engine
systems [40]. This study compares two of these cycles, i.e., supercritical CO2 recompression
Brayton cycle and the Rankine cycle, using two different HTFs.
3.2. Modeling of the Power Plant
It has been estimated that the heliostat field alone constitutes about 30–50% of the
investment capital of a plant [41,42]. As a result, enhancement and optimization of a CSP
system’s efficiency is very critical due to its enormous costs. To that effect, choosing an
appropriate geometrical heliostat characteristics during design can reduce the overall cost
of the SPT [43]. The NREL’s Solar Power Tower Integrated Layout and Optimization Tool
(SolarPILOT™) software handles the heliostat field layout by arranging the layout of the
heliostat field by separately characterizing every potential heliostat position. Knowing the
heliostat geometry, tower height, and the geometry of the receiver, the optimal heliostat
positions can be automatically generated by SAM running the SolarPILOT™. The thermal
performance of the receiver is modeled using semi-empirical heat transfer and thermody-
namic relations [44]. The optimization algorithm of the solar field uses the SolarPILOT™
to produce the heliostat field layout as well as characterize the optical performance. The
following procedures are followed [16]:
• Gathering of data on the location of the plant, weather characteristics, parameters of
the heliostat, receiver parameters, and parameters for the tower.
• Generation of a set of potential positions for the heliostat by means of the “radial
stagger” layout approach. This methodology positions the heliostat in rows with a
constant radius. In this case, the center of the base of the tower becomes the center
point and along the lines of constant azimuth angle.
• Assessing the accessible heliostat positions by estimating the yearly performance for
every heliostat, throughout the year, a set of about 25 time-steps are simulated and for
each simulation, average weather profiles are used.
• Collection of results of the simulation for each heliostat and then ranking of every
heliostat relative to its annual output from the simulation.
• Determination of the energy sent from the solar field to the receiver by running a
reference point simulation at a reference condition.
• Removal of the worst performing heliostats from the layout.
The optimized heliostat fields for both power cycles are represented in Figure 3. The
technical parameters used for the simulation of both power cycles are presented in Table 1.
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Table 1. i l parameters used for the simulation [11,45].
Parameter Value
sCO2 Power Cycle Rankine Power Cycle
Design point parameters
Solar multiple 2.4 2.4
Receiver thermal power 647 MWt 647 MWt
HTF hot temperature 574 ◦C 574 ◦C
HTF cold temperature 406.04 ◦C 406.04 ◦C
Full load hours of storage 10 h 10 h
Solar field hours of storage 4.17 h 4.17 h
Design turbine gross output 111 MWe 111 MWe
Estimated net output at design (nameplate) 100 100
Heliostat field
Heliostat height 12.20 m 12.20 m
Ratio of reflective area to profile 0.97 0.97
Initial optimization step size 0.06 0.06
Max. heliostat distance to tower height ratio 9.50 9.50
Min. heliostat distance to tower height ratio 0.75 0.75
Tower height 192.03 m 186.14 m
Mirror reflectance and soiling 0.90 0.90
Base land area 1818 acres 1892.72 acres
Total land area 1864 acres 1938 acres
Tower and Receiver
Receiver height 19.75 m 19.48 m
Receiver diameter 17.49 m 17.30 m
Tube outer diameter 40 mm 40 mm
Tube wall thickness 1.25 mm 1.25 mm
Power cycle
Estimated cycle gross output 111 MWe 111 MWe
Estimated gross to net conversion factor 0.9 0.9
Cycle thermal power 269.42 MWt 269.42 MWt
Cycle configuration Recompression -
Boiler operating pressure - 100 Bar
Condenser type - Air-cooled
Cycle thermal efficiency 0.412 -
Recompression fraction 0.197 -
Low pressure 9.47 -
Thermal storage
Storage type Two-tank Two-tank
TES thermal capacity 2694.2 MWt-h 2694.2 MWt-h
Available HTF volume 21,536 m3 13,222 m3
Tank diameter 49.9 m 39.1 m
Storage tank volume 23,493 m3 14,424 m3
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3.3. Economic Assessment Strategy
The financial models in the SAM software calculate various financial metrics for
different power plants based on cash flows over a certain period for the power plant. The
system’s electrical output calculated by the performance model is used by the financial
model to evaluate the series of yearly cash flows. Power purchase agreement (PPA) projects
in relation to power production sell electricity power purchase agreement at a fixed price
with discretional time-of-delivery and annual escalation factors. SAM calculates the PPA
price (electricity sales price), levelized cost of energy (LCOE), net present value (NPV),
internal rate of return (IRR), and the debt fraction or debt service ratio. The model can
either assess the IRR based on the specified rate of return or the power price [44].
3.3.1. Levelized Cost of Energy
The key objective function during the simulation of such systems (i.e., CSP plants)
is the attempt to minimize as much as possible the LCOE over the lifetime of the project.
Optimizing the power plant means finding the optimum solar multiple (SM) and TES
capacity that result in the maximization of the economic benefits of the power plant,
which in this case is the minimization of the LCOE [16]. In this study, the economics of
the various power plants were analyzed using the LCOE; this can be calculated using
Equation (1) [11,46–49] assuming a project lifetime of 25 years. A real discount rate of









Total annual cost in the yth year
Total energy generation in the yth year
(2)
where UCEy represents the unit cost of electricity in year y and CRF is the capital recovery factor.
A total annual cost for a given year consists of the following expenditures: return on
equity, operation and maintenance cost, interest in the working capital, principal amount
of the loan, and the interest on the loan received.
CRF =
d(1 + d)tcsp
(1 + d)tcsp − 1
(3)
The discount rate is represented by d; this is the interest rate that was used in the
discounted cash flow analysis in order to find the present value of future cash flows [48].
The lifetime of the CSP is denoted by tcsp.
3.3.2. Payback Period
The payback year for a project is the year when the cumulative net cash flow for that
project turns from a negative value to positive. It is the period needed to attain a break-even
point. It can be calculated using Equation (4) [21].
Payback period =
T1 − 1 +
∣∣∣∑T1−1i=1 (CI − CO)i∣∣∣
(CI − CO)Ti
(4)
where the cash inflow and outflow are denoted by CI and CO, respectively. Ti denotes the
project year i and i = T0 + 1 . . . . . . . . . T.
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3.3.3. Net Present Value
In order to assess the bankability of the CSP project during the analysis period, the
NPV shows the absolute and dynamic index by indicating a value greater or equal to zero.










− capital cost o f the CSP plant (5)
where Bi = 8760 × purchase price of electricity delivered by the plant × capacity of the
plant × CF and Ci = capital investment of a CSP plant × Annual O&M cost. The financial
parameters used in the analysis are presented in Table 2.
CF =
Annual electricity production (MWh)
Plant capacity (MW)× hours in the year × 100% (6)
Table 2. Financial parameters used for the analysis [11,16].
Parameter Value
Site improvements 16 USD/m2
Tower cost fixed USD 3,000,000
Tower cost scaling exponent 0.0113
Receiver reference cost USD 103,000,000
Thermal energy storage cost 22.0 USD/kWht
Contingency cost 7% of sub-total
Nominal discount rate 12.42%
Insurance rate (annual) 0.5%
Tenor 18 years
4. Results and Discussion
The results from the simulation of the four different scenarios considered in this study
are presented in this section. It consists of both technical and economic analysis for the
supercritical CO2 recompression Brayton cycle and the Rankine cycle for the two HTF.
For the purposes of the construction of the graphs, Salt (60% NaNO3 40% KNO3) HTF is
represented by A, and Salt (46.5% LiF 11.5% NaF 42% KF) is denoted by B.
4.1. Technical Analysis
The technical performance of the various scenarios as simulated are presented in this
section of the work, including a detailed analysis and comparison of the various options.
4.1.1. Weather Characteristics
The weather characteristics of the study area are represented in Figure 4. As indicated
earlier, CSPs depend mainly on DNI for their energy generation. As indicated in the figure,
the study area records the highest annual average DNI of 760 W/m2 around 2:00 p.m.
while the lowest occurs in the night. The weather characteristics at the study area are very
high for the construction of CSP technologies. According to the results, the study area
records an annual average dry bulb temperature of around 11 ◦C, which is the highest
at about 3:00 p.m., whereas the lowest annual average wet bulb temperature has been
calculated to be around −2 ◦C and occurs at around 6:00 a.m.
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4.1.2. Effects of Solar Multiple and Full Load Hours of Storage
The effects of both full load storage hour and solar multiple on all scenarios are
presented in Figure 5. TES systems are considered a critical aspect of CSP plants, because
they not only provide dispatchable electricity but also provide stability in the electricity
network when there is intermittency as a result of weather conditions or a high fraction
of renewable production [51]. Optimization is key in the field of CSP plants, and this is
realized by considering the lowest value of the LCOE that has the highest annual power
production. In this study, we employed two key input parameters, i.e., full load hours of
the TES and the solar multiple for the optimization of the various scenarios.
Data from the analysis indicate that the optimum full load hours for the TES is 6 h
since under all scenarios for the different HTF and power cycles, the lowest LCOE was
recorded under that condition. The optimum solar multiple was also identified to be 1.5,
this is because as can be seen from the figures that all the various LCOEs for the different
TES hours converge at that value.
4.1.3. Electricity Generated, Capacity Factors and Water Consumption
A total of 359 GWh of energy was generated by the sCO2 system with HTF B, whereas
the sCO2 system with HTF A generated a total of 345 GWh in the first year. The Rankine
system with HTF A generated a total of 341 GWh while the system with B as its HTF
produced a total of 353 GWh of electricity in year one. Electricity to grid mainly occurs
between 10:00 a.m. to 8:00 p.m. throughout the year. However, it moves beyond those
hours during the summer periods with longer days. The systems with the sCO2 power
cycle recorded the highest average electricity to grid compared to the systems with the
Rankine power cycle; this is demonstrated in Figure 6.
From the simulations, CFs of 39% and 40.3% were recorded for HTF A and B, respec-
tively, under the Rankine power cycle conditions. The sCO2 power cycle also recorded
CFs of 41% and 39.4% for HTF A and B, respectively. The obtained CFs for all four sce-
narios are within the estimated CFs for various CSP plants around the world published
by IRENA [52]. They also fall within the range of CFs recorded in [11]. Similarly, water
consumption for the various scenarios are as follows: in the case of the Rankine system,
HTF A and B consumed 81,699 m3 and 81,996 m3, respectively. The sCO2 system with HTF
A and B also consumed 56,099 m3 and 55,551 m3, respectively. This means that the sCO2
system would save water compared to the Rankine system.
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4.1.4. Parametric Analysis of Some Technical Parameters
A sensitivity analysis on certain parameters was conducted to assess their effect on the
output of the various scenarios presented supra. A reduction in the design wind speed for
parking heliostats in the stow position minimizes the heliostat field’s cost at the expense of
a decrease in the harvested en rgy [53]. Simulations were ther fore conducted to as ess
the effect of wind speed on the output of the plant. The effect of wind speed on the output
performance of the power plants is presented in Figure 7. As can be seen from Figure 7a, the
effect of wind stow speed on the annual energy generated is significant. It can be deduced
from that figure that the optimum wind speed for all scenarios is approximately 12 m/s,
beyond which the annual energy performance remains constant. Under this circumstance,
the sCO2 power cycle system with HTF B generated the highest annual energy. This is
because, as the results in Figure 7b show, the sCO2 with HTF B worked under the highest
CF. It can also be seen from Figure 7a that a decrease in the wind stow speed from 10 m/s
to 5 m/s can reduce the annual energy production by almost 50%.
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Considering the importance of this parameter to the performance of the power plant, a
sensitivity assessment was conducted on the mirror reflectance, and the outco e of it is
reported in Figures 8 and 9. According to the results fro the study, the irror reflectance
has a significant effect on the perfor ance of the CSP power plant. irror reflectances of
0.1 and 0.2 makes the project completely unfeasible, as they record negative CF, LCOE,
and annual energy generation. The following LCOEs and CFs were obtained for the two
scenarios under the Rankine power cycle for a mirror reflectance of 1: HTF A recorded
0.1442 USD/kWh with a CF of 45.23% while HTF B recorded 0.1386 USD/kWh with a CF
of 47.05%. Similarly, in the case of the two scenarios under the sCO2 power cycle: HTF A
recorded 0.1435 USD/kWh with a CF of 45.45% while HTF B recorded 0.1368 USD/kWh at
a CF of 47.72%. Clearly, in terms of the optimum HTF, Salt (46.5% LiF 11.5% NaF 42% KF)
comes first under both power cycles. The sCO2 power cycle, however, proved to be the
best as it recorded the highest CF and annual energy generation.
4.2. Economic Analysis
The cost metrics for the various scenarios for the 100 MW CSP systems are presented
in Table 3. According to the results, the highest LCOE (real) of 0.1668 USD/kWh was
recorded under the Rankine cycle with HTF A. The lowest LCOE (real) of 0.1586 USD/kWh
was obtained under the sCO2 cycle with HTF B. The obtained LCOE (real) for the modeled
systems were slightly higher than the 0.116–0.125 USD/kWh obtained by [16] for a similar
plant modeled under Tanzanian weather conditions. Agyekum and Velkin [11] also ob-
tained 0.1367 USD/kWh and 0.1473 USD/kWh, slightly less than the results of this study.
Sultan et al. [19] modeled a similar project under Kuwaiti weather conditions and obtained
an LCOE of 0.150663 USD/kWh, which is slightly higher than the figures obtained in
the current study. The slight differences in the LCOEs for the various reviewed literature
and that recorded in this study could be attributed to a number of reasons, including the
DNI values, financial parameters, and the solar multiple (SM). The figures of the other
reviewed literatures were relatively smaller because they were optimized values for the
corresponding SM. Optimization for this study is realized in subsequent sections which
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may affect the various parameters obtained in this section. It is also important to state
that although the sCO2 cycle with Salt (46.5% LiF 11.5% NaF 42% KF) system recorded
the lowest LCOE, the differences in the values for the other scenarios are relatively small.
This therefore means that, economically, the two scenarios do not significantly change the
viability of the project.
Sensitivity Analysis on Economic Parameters
An assessment of the effect of certain key financial parameters is key in this kind of
analysis. It provides stakeholders the needed information during decision-making on the key
areas to pay attention to during financial arrangements for such projects. A sensitivity analysis
of some financial parameters such as, discount rate, heliostat field cost, and thermal energy
storage cost were analyzed to find their effect on the viability of the various scenarios; this
will also assist stakeholders to find the optimum inputs during planning. These parameters
were selected as a result of their impact on the viability of such projects.
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Table 3. Economic results for the various scenarios.
Metric Supercritical CO2 Cycle Rankine Cycle
Salt (60% NaNO3 40%
KNO3)
Salt (46.5% LiF 11.5%
NaF 42% KF)
Salt (46.5% LiF 11.5%
NaF 42% KF)
Salt (60% NaNO3 40%
KNO3)
PPA Price (year 1), cents/kWh 16.02 15.34 15.44 16.02
Levelized PPA price (nominal), cents/kWh 19.78 19.01 19.33 19.99
Levelized PPA price (real), cents/kWh 16.64 15.99 16.25 16.81
LCOE (nominal), cents/kWh 19.63 18.86 19.18 19.83
LCOE (real), cents/kWh 16.50 15.86 16.13 16.68
NPV, USD 4,090,734 4,086,686 4,086,854 4,090,836
Internal rate of return (IRR), % 11.00 11.00 11.00 11.00
Year IRR is achieved 20.00 20.00 20.00 20.00
IRR at end of project, % 12.78 12.78 12.78 12.78
Net capital cost, USD 761,803,456 761,173,248 761,161,408 761,796,288
Equity, USD 342,008,512 341,722,752 341,718,496 342,005,920
Size of debt, USD 419,794,944 419,450,464 419,442,912 419,790,368
As indicated in Figure 10, the LCOE increases with an increasing real discount rate
whereas the NPV decreases. This therefore suggests that, at a particular discount rate, the
NPV for all four scenarios would fall to zero, which means the project will be unviable
beyond that rate. The increasing rate of the LCOE with the discount rate also gives an
indication to interested stakeholders on where to peg the discount rate during the financial
arrangement of such projects in order to get the best consumer price in terms of cost of
electricity and also good returns for the investor. The system that recorded the lowest
LCOE is the sCO2 system with Salt (46.5% LiF 11.5% NaF 42% KF) as its HTF, whereas
the Rankine system with Salt (60% NaNO3 40% KNO3) as its HTF recorded the highest
LCOE. This means the sCO2 system with Salt (46.5% LiF 11.5% NaF 42% KF) would be
the best option for the study area. The effect of the heliostat field cost on the economic
viability of the project is represented in Figure 11. The results suggest that the heliostat
field cost has an insignificant effect on the NPV (annual cost) and IRR after tax among
all four scenarios but has an increasing effect on each scenario. However, in terms of the
LCOE, similar trends as in the case of the effect of discount rate were observed.
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Figure 10. Effect of real discount rate on NPV (in million dollars) and LCOE of the various scenarios.
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Figure 1. Effect of heliostat field cost on some metrics for the various scenarios, (a) NPV (b) LCOE and IRR.
The effect of TES cost on the viability of the various scenarios are represented in
Figure 12. According to the results, the effect of TES cost is insignificant on the weight
average cost of capital (WACC), as it remained virtually constant under varying TES costs.
However, both NPV and LCOE increase significantly with increasing TES cost.
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4.3. Comparative Studies 
The current study is compared with other studies to assess the validity of the results 
obtained. A number of studies have already been conducted across the global using a 
similar approach, but this study also comes with a number of analyses that are lacking in 
previous studies. The scope of this work is more detailed, as it compares two different 
power cycles and two different HTFs. Table 4 presents some studies and their results. 
From the results from other studies, it is clear that the results obtained from this study are 
consistent with them and therefore valid. For instance, the study by Zhu et al. [56], which 
assessed the viability of three different technologies of CSP in China, indicates that the 
LCOE of all three technologies falls between 0.19–0.43 USD/kWh, which confirms what 
has been obtained in this study. 
Table 4. Comparative analysis with previously published works. 
Study Location Type of Cycle Type of Technology LCOE 
Capacity of 
Plant 
Aly et al. [16] Tanzania Rankine Solar tower plant 
0.116 to 0.125 
USD/kWh 100 MW 
Trabelsi et al. [57] Tunisia Rankine Parabolic trough plants 0.1828 EUR/kW he 50 MW 
Tahir et al. [58] Pakistan  Parabolic trough plants 0.147–0.153 
USD/kWh 
100 MW 
Zayed et al. [59] China  Solar Dish/Stirling 0.2565 USD/kWh 25 kW 
de la Calle et al. [60] Australia sCO2  0.1142 AUD/kWh 100 MW 
Mihoub et al. [18] Algeria Rankine 
Central tower receiver Solar 
plant 0.2357 USD/kWh 50 MW 
Sultan et al. [19] Kuwait  Parabolic trough 0.150663 
USD/kWh 
50 MW 
Zhu et al. [56] China  Parabolic trough CSP, tower CSP, and dish CSP 
0.19–0.43 
USD/kWh  
5. Conclusions and Future Research Recommendations 
The development of CSP technologies is on the rise around the globe. CSP’s devel-
opment in China is in its early stages, although there are some operational technologies. 
The rise in electricity demand due to the country’s huge industrialization coupled with 
the need to cut down on emissions has heightened the need to find alternative sources of 
energy generation. Authorities in the country have proposed the development of CSP 
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4.3. Comparative Studies
The current study is compared with other studies to assess the validity of the results
obtained. A number of studies have already been conducted across the global using a
similar approach, but this study also comes with a number of analyses that are lacking in
previous studies. The scope of this work is more detailed, as it compares two different
power cycles and two different HTFs. Table 4 presents some studies and their results.
From the results from other studies, it is clear that the results obtained from this study are
consistent with them and therefore valid. For instance, the study by Zhu et al. [56], which
assessed the viability of three different technologies of CSP in China, indicates that the
LCOE of all three technologies falls between 0.19–0.43 USD/kWh, which confirms what
has been obtained in this study.
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Table 4. Comparative analysis with previously published works.
Study Location Type of Cycle Type of Technology LCOE Capacity of Plant
Aly et al. [16] Tanzania Rankine Solar tower plant 0.116 to 0.125USD/kWh 100 MW
Trabelsi et al. [57] Tunisia Rankine Parabolic trough plants 0.1828 EUR/kW he 50 MW
Tahir et al. [58] Pakistan Parabolic trough plants 0.147–0.153USD/kWh 100 MW
Zayed et al. [59] China Solar Dish/Stirling 0.2565 USD/kWh 25 kW
de la Calle et al. [60] Australia sCO2 0.1142 AUD/kWh 100 MW
Mihoub et al. [18] Algeria Rankine Central tower receiverSolar plant 0.2357 USD/kWh 50 MW
Sultan et al. [19] Kuwait Parabolic trough 0.150663 USD/kWh 50 MW
Zhu et al. [56] China Parabolic trough CSP,tower CSP, and dish CSP 0.19–0.43 USD/kWh
5. Conclusions and Future Research Recommendations
The development of CSP technologies is on the rise around the globe. CSP’s devel-
opment in China is in its early stages, although there are some operational technologies.
The rise in electricity demand due to the country’s huge industrialization coupled with
the need to cut down on emissions has heightened the need to find alternative sources
of energy generation. Authorities in the country have proposed the development of CSP
technology in China due to its huge potential in the country. This study was conducted to
assess the cost-benefits and technical performance of a 100 MW solar tower power plant in
Tibet, China. Although there are few studies that have assessed the techno-economics of
CSP technologies in China, none exist in the manner and approach under which this study
was conducted. The current study compares two different HTF systems in two different
power cycles, i.e., sCO2 and Rankine, with detailed technical and economic comparisons
providing interested stakeholders and researchers ample information during planning
stages. Results from the study suggest that the Rankine power cycle with HTF A and B
recorded CFs of 39% and 40.3%, respectively. The sCO2 power cycle recorded CFs of 41%
and 39.4% for HTF A and HTF B, respectively. A total of 359 GWh of energy was generated
by the sCO2 system with HTF B, whereas the sCO2 system with HTF A generated a total of
345 GWh in the first year. The Rankine system with HTF A generated a total of 341 GWh,
while the system with B as its HTF produced a total of 353 GWh of electricity. Electricity to
grid mainly occurs between 10:00 a.m. to 8:00 p.m. throughout the year. According to the
results, the highest LCOE (real) of 0.1668 USD/kWh was recorded under the Rankine cycle
with HTF A. The lowest LCOE (real) of 0.1586 USD/kWh was obtained under the sCO2
cycle with HTF B. In general, all scenarios were economically viable at the study area, but
the sCO2 proved to be more economically feasible according to the simulated results.
This study therefore recommends the following. Firstly, the obtained LCOE from
the various scenarios are still costly and implementing such projects under the conditions
used in this study will make the cost of power expensive for consumers. The Chinese
government can reduce the cost of power from such projects through the provision of
low-interest loans, incentives, and tax waivers to investors in the CSP sector. Secondly,
improvement in the efficiencies of the various components that form CSP power plants
will help in reducing the costs associated with the production of energy from such facilities.
It is therefore important for the government and all other interested stakeholders to invest
in research and development in the CSP sector.
Even though this work comes in a more detailed form relative to some other studies,
it has its limitations, which must be highlighted for future studies. This study did not
consider the cost of land during the analysis; thus, it is recommended to assess the effect
of cost of land on the bankability of the project in future studies. Moreover, it will be
important to assess the effect of meteorological parameters such as precipitation and cloud
cover on the technical and economic performance of power plants.
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Abbreviations
CF Capacity factor
CSP Concentrated solar plant
DNI Direct normal irradiation
GHG Greenhouse gases
HTF Heat transfer fluid
IRR Internal rate of return
NPV Net present value
PPA Power purchase agreement
PV Photovoltaic
STPP Solar thermal power plants
WACC Weight average cost of capital
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