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THE SALLY MODULES OF IDEALS: A SURVEY
WOLMER V VASCONCELOS
Abstract. The Sally module of a Rees algebra B relative to one of its Rees subalge-
brasA is a construct that can be used as a mediator for the trade-off of cohomological
(e.g. depth) information between B and the corresponding associated graded ring
for several types of filtrations. While originally devised to deal with filtrations of
finite colength, here we treat aspects of these developments for filtrations in higher
dimensions as well.
Key Words and Phrases: Castelnuovo regularity, extremal Rees algebra, Hilbert function,
Rees algebra, relation type, Sally module.
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2 WOLMER V VASCONCELOS
1. Introduction
The aim of this survey is to review some of the properties of Sally modules of ideals.
For a Noetherian local ring (R,m) and an m-primary ideal I, these structures were
introduced in [73] to give a quick access to some results of Judith Sally (see Section 3.6)
connecting the depth properties of associated graded rings grI(R) to extremal values
of their multiplicity e0(I). They have since been used to refine this connection taking
into account the roles of the higher Hilbert coefficients e1(I) and e2(I). Here we intend
to visit the literature to discuss a representative set of these results with emphasis on
some of the techniques. The more novel material are sought-after generalizations to a
more general theory that applies to non Cohen-Macaulay rings or to filtrations defined
by ideals of positive dimension. The latter are rather experimental in character.
Let (R,m) be Noetherian local ring of dimension d > 0. Sally modules are defined
in the context of Rees algebras and some of their finite extensions. One of its main
classes arises as follows. Let J be an ideal of R and let F = {Ij , j ≥ 0}, I0 = R,
be a multiplicative filtration of ideals. Consider the Rees algebras A = R[Jt] and
B =
∑
j≥0 Ijt
j = R ⊕ B+. Suppose that B is a finite extension of A. The Sally
module SB/A of B relative to A is defined by the exact sequence of finitely generated
A–modules
0→ I1A −→ B+[+1] =
⊕
j≥1
Ijt
j−1 −→ SB/A =
⊕
j≥1
Ij+1/I1J
j → 0.(1)
The assumption is that Ij+1 = JIj for j ≫ 1, so that in particular J is a reduction of
I1.
Some of the problems about these structures concern the following issues:
• [Reduction number] The reduction number of B relative to A is defined to be
r(B/A) = inf{n | B =
∑
j≤n
ABj}.
We observe that SB/A = 0 if and only if r(B/A) ≤ 1. This condition is often
referred as minimal multiplicity.
• [Dimension] What are the possible values of dimSB/A? Note that for each
x ∈ J , localizing at Rx gives that SA(B)x = 0, so that SA(B) is annihilated
by a power of J and therefore dimSA(B) ≤ dimR.
• [Multiplicity] What are the possible values of multiplicity of SB/A espressed in
Hilbert coefficients?
• [Cohen–Macaulayness] When is SB/A Cohen–Macaulay?
• [Regularity] There are known relationships ([71]) between the Castelnuovo reg-
ularity of the Rees algebra and that of the associated graded ring. We want to
relate/extend comparisons to the Castelnuovo regularity of SB/A (if R is not
Cohen-Macaulay).
• We would like to deal with these issues by relating them to some Hilbert func-
tions associated to gr(B). One additional difficulty lies with the character of
the ring R itself. This arises because the coefficients of these functions may be
positive or negative, often depending on whether R is Cohen–Macaulay or not.
• [Existence] Which modules are Sally modules?
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• [Independence] How independent of J are the properties of SJ(I)?
• [a-invariant] Review its role
• [Equations of the ideal] What are the relationships between SJ(I) and the
defining equations of R[IT]? What if SJ(I) = 0?
• [Non-primary ideals] Equimultiple, generically complete intersection, monomial
Acknowledgments: We are thankful to several authors whose work motivated the
writing of this survey. We apologize for unfinished discussions and invite readers to
comment and suggestions. We are particularly grateful to Alberto Corso, Laura Ghezzi,
Jooyoun Hong, Shiro Goto, Maria Evelina Rossi, Maria Vaz Pinto, Judy Sally, Aron
Simis and Giuseppe Valla.
2. General Properties of Sally Modules
2.1. Dimension, depth and reduction number. One of its most useful properties
as a conduit of cohomological information between a Rees algebra and the associated
graded ring is the following ([73]). Throughout this section, (R,m) is a Noetherian
local ring of dimension d and I is an m-primary ideal. Whenever required will assume
that R has an infinite residue field.
Cohen–Macaulay rings offer the most opportunities to exploit this notion. In the
following (R,m) is a Cohen–Macaulay local ring, I is an m-primary ideal, J or Q denote
minimal reductions of I, and A and B are Rees algebras as above.
Proposition 2.1. Suppose R is a Cohen–Macaulay local ring of dimension d ≥ 1. If
J is an ideal generated by a system of parameters then the following hold:
(1) If SB/A = 0, then gr(B) is Cohen–Macaulay.
(2) If SB/A 6= 0, then mR[JT ] is its only associated prime.
(3) If SB/A 6= 0 then dimSB/A = d.
(4) SB/A is Cohen–Macaulay if and only if depth gr(B) ≥ d− 1.
(5) If depth gr(B) < d then depth SB/A = depth gr(B) + 1.
(6) If SB/A 6= 0, then reg(SB/A) = reg(gr(B)) = reg(B).
(7) Furthermore if SB/A is Cohen-Macaulay, then reg(SB/A) = reg(B) = rA(B) +
1.
Proof. The assertions follow from computing the cohomology (see [43], [45], [71]) with
respect to the maximal homogeneous ideal of A in the following exact sequences of
finitely generated A–modules:
0→ I1A
∗ −→ A∗ −→ grJ(R)⊗R/I1 ≃ R/I1[T1, . . . ,Tr]
∗ → 0,
0→ B+ −→ B −→ R
∗ → 0,
0→ I1A
∗ −→ B+[+1] −→ SB/A → 0,
0→ B+[+1] −→ B −→ gr(B)→ 0,
where the modules tagged with ∗ are Cohen–Macaulay. Along with the shifts, they
allow for a measure of pivoting in all the depth calculations (and their grading in the
calculation of Castelnuovo regularity).
For the proof of (2) and (3), in the third sequence above,
0→ I1A −→ B+[+1] −→ SB/A → 0,
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I1A is a maximal Cohen–Macaulay A-module, while B+ is torsion-free over A, that
is, it has the condition S1 of Serre. It follows that if SA(B) 6= 0 then SA(B) has
the condition S1 of Serre. Therefore p = mA is its only associated, in particular
dimSA(B) = d.
Additionally, if d ≥ 2 and B has the condition S2 of Serre then so does B+, and
consequently SA(B) has the condition S2 as well. ✷
One of our goals is to examine which parts of this formalism survive in case J is an
ideal of positive dimension, and/or R is not Cohen–Macaulay.
Corollary 2.2. ([27, Proposition 2.2]) Let A, B and p be as above. Then
s0(SA(B)) = λ(SA(B)p).
Furthermore, if s0(SA(B)) = 1, then mSA(B) = 0.
Proof. The general assertion is clear since p is the unique associated associated prime
of SA(B) and A/p has multiplicity 1. On the other hand, if λ(SA(B)p) = 1, we must
have pSA(B)p = 0 and therefore pSA(B) = 0 since this module is either trivial or p
would be its only associated prime, in which case s0(SA(B)) ≥ 2. ✷
Corollary 2.3. Let (R,m) be a Noetherian local ring, let I be an m-primary ideal
and J one of its minimal reductions. If for some integer s ≥ 1, JIs = IJs, then
dimSJ(I) = 0. Moreover if R is Cohen–Macaulay then I
2 = JI.
Proof. The assertion means that the Sally module components In+1/JnI = 0 for n≫ 0.
Let n be an integer of the form n = a(s− 1) + 1 ≥ rJ(I). Then
In+1 = JIa(s−1)+1 = JIsI(a−1)(s−1) = Js−1JI(a−1)(s−1)+1 = · · · = Ja(s−1)+1I = IJn.
The last assertion follows from Proposition 2.1(3).
Alternatively, the assumption is that SJ(I) is annihilated by a power of (JT). Since
by construction SJ(I) is also annihilated by a power of J , the assertion follows. ✷
Example 2.4. Let us consider some examples.
• R = k[x, y]/x(x, y)2, J = (y), I = (x, y). Then I2 = (x2, xy, y2) 6= (xy, y2) =
JI mod x(x, y)2, but I2J = J2I.
• For positive integers d > r > 1, give an example of a ring with dimR = d with
a Sally module with dimSJ(I) = r.
• Adding variables to J and I, what happens to the Sally modules? Set S′ = R[x],
L = (J, x), Q = (I, x). Then SQ(L) = SJ(I)[x].
• Let B = k[x, y, z], I = (x, y, z)3 and the system of parameters (x3, y3, z3).
View I as the ideal of the subring B0 of B generated by the forms of degree
≥ 3. Now set Q0 = (x
3, y3, z3)B0 and Q = Q0B. We have the equality
SQ0(I) = SQ(I) 6= 0. It follows that although B0 is not Cohen-Macaulay, the
Sally module SQ0(I) is Cohen-Macaulay.
• Let (R,m) be a Cohen–Macaulay local ring and let p be an ideal of codimension
g such that Rp is not a regular local ring. If J = (a1, . . . , ag) ⊂ p is a regular
sequence, then for the link I = J : p, I2 = JI ([9, Theorem 2.3]). In particular
S(J ; I) = 0.
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2.2. Veronese subrings. Let I be an ideal with a reduction J = (a1, . . . , ad), I
r+1 =
JIr. For q > 0, Jq = (a
q
1, . . . , a
q
d) is a reduction of I
q, then ([3], [44, Corollary 2.6], [53,
Theorem 3.10])
r(Iq) ≤ max⌈1 +
r(I)− 1
q
, 2⌉,
where ⌈ ⌉ is the integral part function. In particular, for q ≫ 0, the Sally module
SB(q)/A(q) is a standard graded module.
Proposition 2.5. If R is Cohen-Macaulay then for q larger than the postulation num-
ber of grI(R), e0(A
(q);B(q)) = e2(I).
For a proof see Corollary 3.10(b). It would be interesting to compare two such Sally
modules with respect to their dimensions, multiplicities and depth.
2.3. The fiber of the Sally module. The Sally module SB/A is a module over
A = R[JT]. An important role here is that of the module
FA(B) = SB/A ⊗A (A/(JT)) =
r⊕
n≥1
In+1/JIn,
which we call the its special fiber or simply the Sally fiber of SB/A. Here are some
properties of FA(B):
(1) There is a natural action of B on FA(B): For x = bsT
s ∈ IsT
s,
x · (In+1/JIn) = xIn+1 + JIn+s/JIn+s ⊂ In+s+1/JIn+s.
(2) For the filtration In = I
n, Ir+1 ⊂ JIr, in particular r = rA(B) ≤ λ(FA(B))+1.
(3) In the case of equality In+1/JIn ≃ R/m for all 1 ≤ n ≤ r − 1.
(4) We conjecture that in this case all In are Ratliff-Rush closed! Check in [13].
(5) This can be further refined by considering the action of IsT
s on FA(B)⊗R/m =
F and benefit from Nakayama’s Lemma: rA(B) ≤ λ(F ) + 1.
(6) Let In be an I-adic filtration and I˜n its Ratliff-Rush closure. There is a natural
mapping of Sally modules
In/IJn−1 7→ I˜n/I˜Jn−1.
If I = I˜ this mapping is an embedding that is an isomorphism for n≫ 0.
(7) In this case the Hilbert polynomials agree so that in particular s0(SB/A) =
s0(SB˜/A).
3. Dimension, Multiplicity and Euler Characteristics
We begin to develop the basic metrics to examine Sally modules with a focus on the
determination of multiplicities.
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3.1. The Hilbert series and dimension. A basic calculation refines the relationship
between the multiplicity and the dimension of the Sally module.
Proposition 3.1. Let (R,m) be a Noetherian local ring of dimension d, I an m-
primary ideal and Q one of its minimal reductions. Then dimSQ(I) = d if and only if
sQ(I) 6= 0.
More generally we have observed that dimSQ(I) ≤ d. This means that its Hilbert
polynomial
λ(In+1/IQn) =
d−1∑
0
(−1)isi
(
n+ i− 1
d− i− 1
)
,
where we denote sQ(I) = s0. Finally observe
Proposition 3.2. If SQ(I) 6= 0 then
dimSQ(I) = d−min{i | si 6= 0}, or 0.
Proposition 3.3. Let (R,m) be a Noetherian local ring of dimension d, I an m-
primary ideal and Q one of its minimal reductions. Suppose that the corresponding
Sally module SQ(I) has dimension d. Then its multiplicity satisfies
sQ(I) ≤ e1(I)− e1(Q)− e0(I) + λ(R/I).
Proof. Let SQ(I) =
⊕
n≥1 I
n+1/IQn be the Sally module of I relative to Q. From the
exact sequences
0 → In+1/IQn −→ R/IQn −→ R/In+1 → 0
0 → Qn/IQn −→ R/IQn −→ R/Qn → 0
we obtain that
λ(In+1/IQn) = −λ(R/In+1) + λ(R/Qn) + λ(Qn/IQn).(2)
For n≫ 0, we have
λ(In+1/IQn) = sQ(I)
(
n+ d− 1
d− 1
)
+ lower degree terms
λ(R/In+1) = e0(I)
(
n+ d
d
)
− e1(I)
(
n+ d− 1
d− 1
)
+ lower degree terms.
Since e0(Q) = e0(I), for n≫ 0 we have
λ(R/Qn) = e0(Q)
(
n+ d− 1
d
)
− e1(Q)
(
n+ d− 2
d− 1
)
+ lower degree terms
= e0(Q)
((
n+ d
d
)
−
(
n+ d− 1
d− 1
))
− e1(Q)
((
n+ d− 1
d− 1
)
−
(
n+ d− 2
d− 2
))
+ · · ·
= e0(I)
(
n+ d
d
)
− e0(I)
(
n+ d− 1
d− 1
)
− e1(Q)
(
n+ d− 1
d− 1
)
+ lower degree terms
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Let G = grQ(R)⊗R/I. Then for n≫ 0 we have
λ(Qn/IQn) = e0(G)
(
n+ d− 1
d− 1
)
+ lower degree terms.
It follows that
sQ(I) = e1(I)− e0(I)− e1(Q) + e0(G).
But G is a homomorphic image of a polynomial ring R/I[T1, . . . ,Td], so that e0(G) ≤
λ(R/I), and we obtain the desired upper bound for sQ(I). ✷
In a minor refinement, write (2) as
λ(In+1/IQn) = −λ(R/In+1) + λ(R/Qn+1)− λ(Qn/Qn+1) + λ(Qn/IQn).(3)
We now match the Hilbert coefficients:
0 = e0(I)− e0(Q)
sQ(I) = s0 = e1(I)− e1(Q) + e0(Q) + e0(G)
...
si = ei+1(I)− ei+1(Q) + ei(Q) + ei(G), i ≥ 1.
To apply Proposition 3.2 is simpler when ei(G) = 0 for i ≥ 1–and we treat two cases
here. Another simplification is when the values of ei(Q), for i ≥ 1, are independent of
I (Buchsbaum rings, to check).
This highlights the fact that, unlike the Cohen–Macaulay case, several properties of
SQ(I) [dimension, multiplicity] may depend on Q. Meanwhile we have
Corollary 3.4. Let (R,m) be a Cohen-Macaulay local ring of dimension d ≥ 1, let I
be an m-primary ideal and let Q be one of its minimal reductions generated by a regular
sequence. Then
(1) The Hilbert function of SQ(I) is independent of Q.
(2) If d = 1, rQ(I) is independent of Q. More generally, the assertion holds if
depth grI(R) ≥ d − 1. More precisely, if
h(t)
(1−t)d
is the Hilbert series of SQ(I),
then rQ(I) = deg h(t).
Proof. (1) follows directly from the formula
λ(In+1/IQn) = −λ(R/In+1) + λ(R/Qn) + λ(Qn/IQn),
as the last two terms are respectively
λ(R/Qn) = e0(I)
(
d+ n− 1
d
)
,
λ(Qn/IQn) = λ(R/I)
(
d+ n− 1
d− 1
)
.
(2) Let us consider a general observation first. From the definition of SQ(I),
0→ IR[QT] −→ IR[IT] −→ SQ(I)→ 0,
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we see that SQ(I) is a module over R[QT] and as such has the condition S1 of Serre.
Considering the natural presentation of the polynomial ring A = R[t1, . . . , td] →
R[QT], we view SQ(I) as a finite A-module.
Of course the action of the variables depend on Q as does L the annihilator of SQ(I)
as an R-module. Nevertheless as an A/LA-module SQ(I) keeps the condition S1 and
therefore there is a form of degree 1 that induces an injective homomorphism on SQ(I).
Consequently its Hilbert function is monotonically increasing.
Let d = 1 now and suppose SQ(I) 6= 0 [otherwise there is no difficulty]: With
A = R[t] the action of
t : Sn−1 7→ Sn
is surjective if In+1 = QIn thus n ≥ rQ(I). Since this means that λ(I
n/IQn−1) =
λ(In+1/IQn), a condition that is independent of Q, This proves the assertion.
SimiIar observations can be made if depth grI(R) ≥ d−1 since this means that SQ(I)
is Cohen-Macaulay for each Q and therefore the reduction number rQ(I) is given by
the degree of the h-polynomial minus one.
✷
A general result that also addresses the case when SQ(I) is Cohen-Macaulay is [70,
Theorem 1.2].
Corollary 3.5. If R is Cohen-Macaulay then
sQ(I) = e1(I)− e0(I) + λ(R/I),
in particular the dimension, the depth and the multiplicity of SQ(I) are independent of
Q.
Proof. The assertions about the dimension and the depth follow from Proposition 2.1.
✷
Remark 3.6. Suppose F = {In} is a filtration so that the corresponding Rees algebra
B is finite over A = R[QT]. Let SQ(B) =
⊕
n≥1 In+1/I1Q
n be the associated Sally
module. The same calculation yield the formulas
sQ(F) ≤ e1(F)− e1(Q)− e0(Q) + λ(R/I1),
and if R is Cohen–Macaulay
sQ(F) = e1(F) − e0(Q) + λ(R/I1).
Let us consider a mild generalization of these formulas.
Corollary 3.7. Let (R,m) be a Noetherian local ring of dimension d, I an m-primary
ideal and Q one of its minimal reductions. Suppose that dimSQ(I) = d. Let ϕ is the
matrix of syzygies of Q. If Q is generated by a d-sequence and I1(ϕ) ⊂ I, then
sQ(I) = e1(I)− e1(Q)− e0(I) + λ(R/I).
Proof. Let G = grQ(R)⊗R/I. By the proof of Theorem 3.3, we have
sQ(I) = e1(I)− e0(I)− e1(Q) + e0(G).
Set S = R[T1, . . . ,Td]. Since Q is generated by a d-sequence, the approximation
complex
0→ Hd(Q)⊗ S[−d]→ · · · → H1(Q)⊗ S[−1]→ H0(Q)⊗ S→ grQ(R)→ 0
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is acyclic ([33, Theorem 5.6]). By tensoring this complex by R/I, we get the exact
sequence
H1(Q)⊗R/I ⊗ S[−1]
φ
−→ R/I ⊗ S −→ G→ 0.
Since I1(ϕ) ⊂ I, the mapping φ is trivial so that e0(G) = λ(R/I). ✷
Remark 3.8. One instance when I1(ϕ) ⊂ I occurs if R is unmixed and I is integrally
closed, according to [54, Proposition 3.1].
Corollary 3.9. Suppose (R,m) is an unmixed Buchsbaum local ring of dimension d.
Let I be an m-primary integrally closed ideal and Q is one of its minimal reductions.
If dimSQ(I) = d then the dimension and multiplicity of the Sally modules of I are
independent of the chosen minimal reduction.
Proof. By assumption SQ(I) 6= 0. Since e1(Q) is independent of Q for Buchsbaum rings
([30]), SQ(I) is unchanged across all minimal reductions of I. In particular dimSQ(I)
is also unchanged. ✷
The following classical inequalities for the Hilbert coefficients of primary ideals arises
from this formula (see [13] for a detailed discussion).
Corollary 3.10. Let (R,m) be a Cohen–Macaulay local ring of dimension d and let I
be a m-primary ideal. Then
(a) Northcott inequality [50] e1(I)− e0(I) + λ(R/I) ≥ 0.
(b) Narita inequality [49] e2(I) ≥ 0.
Proof. For (a), one invokes the fact that for R Cohen-Macaulay, e1(I)−e0(I)+λ(R/I)
is the multiplicity of SQ(I). For (b), we may assume that d = 2 and using a trick of J.
Lipman to evaluate this multiplicity on Iq for q larger than the postulation number of
the Hilbert function of grI(R).
We first consider the case for d = 2 and without great loss of generality take In = I
n.
Let
λ(R/In) = e0
(
n+ 1
2
)
− e1
(
n
1
)
+ e2, n≫ 0
be the Hilbert polynomial of I. Let q be an integer greater than the postulation number
for this function. We have
λ(R/Iqn) = λ(R/(Iq)n) = f0
(
n+ 1
2
)
− f1
(
n
1
)
+ f2
= e0
(
qn+ 1
2
)
− e1
(
qn
1
)
+ e2, n≫ 0.
Comparing these two polynomials in n, gives
f0 = q
2e0
f1 = qe1 +
1
2
q2e0 −
1
2
qe0
f2 = e2.
Since the multiplicity s0(I
q) of the Sally module of Iq is given by
s0(I
q) = f1 − f0 + λ(R/I
q),
10 WOLMER V VASCONCELOS
which by the equalities above yields e2(I) = s0(I
q), the multiplicity of the Sally module
of Iq. Thus e2(I) is nonnegative and vanishes if and only if the reduction number of I
q
is less than or equal to 1. In dimension d > 2, we reduce R and I modulo a superficial
element. ✷
3.1.1. Maximal ideals. The dimension of Sally modules over non-Cohen-Macaulay local
rings is hard to ascertain. We state a result of A. Corso ([7]) for maximal ideals.
Theorem 3.11. [7, Theorem 2.1] Let (R,m) be a local Noetherian ring of dimension
d > 0 with infinite residue field, and let Q be a minimal reduction of m.
(a) The Sally module SQ(m) has dimension d if and only if e1(m)−e0(m)−e1(Q)+1
is strictly positive. Otherwise, its dimension is d−inf{i | 1 ≤ i ≤ d−1, ei+1(m)−
ei(Q)− ei+1(Q) 6= 0} or 0.
(b) If R is a Buchsbaum ring, the Sally module SQ(m) has dimension d or 0.
Remark 3.12. For m-primary ideals I 6= m, a similar description is not known, even
for Buchsbaum rings.
3.2. Cohen–Macaulayness of the Sally module. As a motivation, it is worthwhile
to point out one useful aspect of these modules. Under the conditions of (2.1), if I1
is m–primary there is a numerical test for the Cohen-Macaulayness of SB/A ([42]; see
also [39]). It does not always require that R be Cohen-Macaulay.
Theorem 3.13 (Huckaba test). If R is Cohen-Macaulay, the Sally module SB/A is
Cohen–Macaulay if and only if
e1(gr(B)) =
∑
j≥1
λ(Ij/QIj−1).
Proof. Its brief proof, as in [39], goes as follows. First note that SB/A is an A–module
annihilated by a power of Q, from which it follows that the generators of QT is a
system of parameters. In the case of an m–primary ideal Q, the interpretation of this
formula is
e0(SB/A) = λ(SB/A ⊗R[QT]/(QT)).
In other words, χ1(QT;SB/A) = 0, and therefore SB/A is Cohen–Macaulay by Serre’s
Theorem ([4, Theorem 4.7.10]) on Euler’s characteristics. ✷
Here is an important case that does not use this test.
Theorem 3.14. [55, Corollary 3.8]. Let (R,m) be a Cohen–Macaulay local ring of
dimension d. and let I be an m-primary ideal. If
e0(I) = λ(I/I
2) + (1− d)λ(R/I) + 1
then depth (G) ≥ d− 1. In particular all the Sally modules of I are Cohen–Macaulay.
Remark 3.15. The equations of the ideal I ([72]) are the the ideal of relations of a
presentation
0→ L −→ C = R[T1, . . . ,Tn]
ϕ
−→ R[IT]→ 0.
L =
⊕
j≥1 Lj is a graded ideal whose properties are independent of the presentation.
For instance, the relation type of I, rel(I), is the maximum degree of a minimal set of
homogeneous generators of L. If R is a Cohen–Macaulay local ring and I in m-primary,
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then the Sally module SJ(I) impacts the relation type in a number of ways, for instance
if SJ(I) is Cohen–Macaulay then rel(I) ≤ rJ(I) + 1, according to [70, Theorem 1.2].
Several questions can be raised if I is not m-primary. We will attempt to do this
later.
3.2.1. Dimension one. Let (R,m) be a Cohen-Macaulay local ring of dimension one.
By Proposition 2.1(iv), for each m-primary ideal I the Sally module S = SQ(I) is
Cohen-Macaulay, and therefore by Theorem 3.13
e1(I) =
∑
j≥1
λ(Ij/QIj−1).
Proposition 3.16. Let (R,m) be a Cohen–Macaulay local ring of dimension 1 and let
I be an m-primary ideal. If Q = (a) is a minimal reduction of I then the corresponding
Sally module S = SQ(I) has the following properties. Setting L = ann(I/Q),
(i) S is Cohen-Macaulay.
(ii) If s = r(I) ≥ 2, then
e1(I) = λ(R/L) +
s−1∑
j=1
λ(Ij+1/aIj).
(iii) If ν(I) = 2, then
r(I) ≥
e1(I)
λ(R/L)
.
(iv) If ν(I) = r(I) = 2, then e1(I) ≤ 2 · λ(R/L).
Proof. (i), (ii): Since depth grI(R) ≥ d− 1, S is Cohen-Macaulay.
(iii): If I = (a, b), Ij+1/QIj is cyclic and annihilated by L, so
e1(I) ≤ r(I) · λ(R/L).
(iv): is a special case of (iii).
✷
3.3. Change of rings for Sally modules. Let (R,m) be a Noetherian local ring of
dimension d ≥ 1 and let f : R → S be a finite morphism. Suppose S is a Cohen–
Macaulay ring locally of dimension d. For each m-primary ideal I with a minimal
reduction Q, for each maximal ideal M of S the ideal ISM is MSM-primary and QSM
is a minimal reduction. We define the Sally module of IS relative to QS in the same
manner,
SQS(IS) =
⊕
n≥1
In+1S/IQnS.
SQS(IS) is a finitely generated graded grQ(R)-module. Its localization at M gives
SQSM(ISM).
Consider the natural mapping
ϕf : S⊗R SQ(I) =
⊕
n≥1
In+1/IQn ⊗R S 7→ SQS(IS) =
⊕
n≥1
In+1S/IQnS.
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ϕf is a graded surjection from S ⊗R SQ(I) onto SQS(IS), which combined with a
presentation Rb → S → 0, b = ν(S), gives rise to a homogeneous surjection of graded
modules
[SQ(I)]
b 7→ SQS(IS).
The following takes information from this construction into Proposition 2.1. It is a
factor in our estimation of several reduction number calculations, according to [23].
Theorem 3.17 (Change of Rings Theorem). Let R,S, I,Q be as above. If S is Cohen-
Macaulay then
(1) If dimSQ(I) < d, then SQS(IS) = 0.
(2) If s0(IS) 6= 0, then dimSQ(I) = d.
(3) If dimSQ(I) = d, then s0(IS) ≤ b · s0(I).
We note that s0(IS) is a multiplicity relative to R. It is a positive summation of
local multiplicities, so each of these is also bounded.
Proof. All the assertions follow from the surjection [SQ(I)]
b → SQS(IS) and the van-
ishing property of Sally modules over Cohen-Macaulay rings (Proposition 2.1.2). ✷
Corollary 3.18. s0(IS) ≤ b · s0(I).
Remark 3.19. It would be good to prove that the condition (3.17.2) is actually an
equivalence.
Question 3.20. Let S = k[x1, . . . , xd] and let G be a finite group of k-automorphisms
of S. Set R = SG.
[True or false?] For any ideal I of R of finite colength SQ(I) is [locally] either 0
or has dimension d.
If Q is a minimal reduction of I, QS is a minimal reduction of IS. Suppose I2S =
QIS.
Extra remarks on change of rings. Suppose (R, d,m, I,Q) is as above and ϕ : R → S
is an injective finite morphism.
• We would like to prove dimSQ(I) = dimSQS(IS). Set C = S[QST] and
consider the sequence of natural surjective homomophisms of B modules
S⊗R SQ(I) = S⊗R B⊗B SQ(I)→ C⊗B SQ(I)→ SQS(IS).
• Claim 1. dimC ⊗B SQ(I) = dimSQ(I): Let P be an associated prime ideal
of SQ(I), as a B-module, with dimB/P = dimSQ(I). Localize at P . Let
L ⊂ PBP be a system of parameters contained in the annihilator of SQ(I)P .
It follows easily that CP/LCP ⊗B SQ(I)P 6= 0, and therefore C⊗B SQ(I) has
dimension dimB/P , as desired.
• Claim 2. We will argue that dimSQ(I) = dimSQS(IS), as B-modules.
3.4. Special fiber and reduction number. Following [12] we study relationships
between r(I) and the multiplicity f0(I) of the special fiber F (I) = R[IT]⊗R/m of the
Rees algebra of I. Let (R,m) be a Cohen–Macaulay local ring of dimension d ≥ 1, and
let I be an m-primary ideal, let Q be a minimal reduction of I and let SQ(I) denote the
Sally module of I relative to Q. Suppose I is minimally generated by s elements. We
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can write I = (Q, b1, . . . , bs−d). Consider the exact sequence introduced in [12, Proof
of 2.1]
R[QT]⊕R[QT][−1]s−d
ϕ
−→ R[IT] −→ SQ(I)[−1]→ 0,(4)
where ϕ is the map defined by ϕ(f, a1, . . . , as−d) = f +
∑
j aibjT. Tensoring this
sequence with R/m yields the exact sequence
F (Q)⊕ F (Q)[−1]s−d
ϕ
−→ F (I) −→ SQ(I)[−1]⊗R/m→ 0.
We make some observations about the relationship between s0(I) and rQ(I) arising
from this complex in special cases:
• The exact sequence gives
f0(I) ≤ degSQ(I) + ν(I)− d+ 1 ≤ degSQ(I) + ν(I)− d+ 1.
• If mSQ(I) = 0, f0(I) ≤ s0(I) + ν(I)− d+ 1. If mSQ(I) 6= 0, dim(mSQ(I)) = d
since mR[QT] is the only associated prime of SQ(I). Therefore degSQ(I) <
degSQ(I) and thus f0(I) ≤ s0(I) + ν(I)− d.
• Suppose I is an almost complete intersection. If mSQ(I) = 0, we are in a case
similar to that treated in [23, Corollary 3.8]. Then F (I) is a hypersurface ring
and rQ(I) + 1 = f0(I) = s0(I) + 2.
To benefit from these bounds, we need information about F (I). For example, if I and
Q are given by forms of the same degree, F (I) is an integral domain. Such conditions
could be used in generalized versions of the classical Cayley-Hamilton theorem:
Theorem 3.21. Let (R,m) be a Noetherian local ring, I an ideal and Q one of its
minimal reductions. Then
(1) rQ(I) ≤ νF (Q)(F (I))− 1.
(2) If F (I) satisfies the condition S1 of Serre, rQ(I) ≤ f0(I)− 1.
Proof. (1) is the standard Cayley-Hamilton theorem. The condition in (2) means that
F (I) is a torsionfree graded module of rank f0(I) over the polynomial ring F (Q). One
then invokes [74, Proposition 9]. ✷
3.5. Multiplicity and reduction number. The following result of M. E. Rossi ([56])
is the main motivation of our discussion here.
Theorem 3.22. ([56, Corollary 1.5]) If (R,m) is a Cohen-Macaulay local ring of di-
mension at most 2, then for any m-primary ideal I with a minimal reduction Q,
rQ(I) ≤ e1(I)− e0(I) + λ(R/I) + 1.
Given that e1(I) − e0(I) + λ(R/I) is the multiplicity s0(Q; I) of the Sally module
SQ(I), we still consider:
(1) If R is Cohen-Macaulay, [56] raised the question on whether in all dimensions
rQ(I) ≤ s0(Q; I) + 1,
a fact observed in numerous cases.
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(2) If R is not Cohen-Macaulay the expression for the multiplicity of SQ(I) is
different [as seen in some cases above]. Nevertheless we do not have a failure
for this bound for rQ(I).
(3) If R is not Cohen-Macaulay this formula may require the addition, or multi-
plication, by a constant that expresses some defficiency d(R) of R being non-
Cohen-Macaulay, such as
• rQ(I) ≤ d(R) · s0(Q; I), or
• rQ(I) ≤ s0(Q; I) + d(R).
3.6. Sally questions. Let (R,m) be a Cohen–Macaulay local ring of dimension d.
Denote the embedding dimension of R by n = ν(m) and e = e0(m) its multiplicity.
Sally series of questions grew out of an elementary observation of S. Abhyankar ([1]):
n ≤ e + d− 1.
This is proved by first assuming, harmlessly, that the residue field of R is infinite
and modding out R by a minimal reduction Q of m. The inequality results from
λ(m/Q) ≥ ν(m/Q), the fact that Q is generated by a subset of a minimal generating
set of m and the interpretation of the multiplicity e as λ(R/Q).
The task undertaken by Sally in a series of papers ([63, 64, 65, 66, 67]) was to examine
the impact of extremal values of this inequality on the properties of the associated
graded ring G = grm(R). Thus in [63] it is proved that if n = e + d − 1, then G
is Cohen–Macaulay. In the next case, if n = e + d − 2 or n = e + d − 3, G is still
Cohen–Macaulay if R is Gorenstein.
If n = e + d− 2 numerous cases showed that G is not always Cohen–Macaulay but
nevertheless that still depth G ≥ d− 1. That depth G ≥ d− 1 for all Cohen–Macaulay
rings coalesced into a question that became known as the Sally Conjecture. It was
independently resolved in the affirmative by M. E. Rossi and G. Valla ([59]) and H.-J.
Wang ([79]).
It should be pointed out that these developments have been greatly enhanced for
more general filtrations in [62]. Another aspect muted here, for which this author
apologizes, is the lack of a discussion of the Hilbert of function of G, which was of great
interest to the authors mentioned above.
4. Equimultiple Ideals
Let F be a multiplicative filtration and let A = R[QT] be a reduction of B. If Q is
not m–primary, but still a complete intersemection, that is I1 is an equimultiple ideal,
we would need an extended notion of Hilbert polynomial. Of course this requires an
understanding of the relationship between the coefficients and the cohomology of SB/A.
Let us outline two ways that might work out. The first uses an extended degree function
([76]), the other a generalized multiplicity. They are both focused on determining the
multiplicity of SB/A.
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4.1. Extended Hilbert function. We are just going to replace lengths by multiplic-
ities. Let F = {In, I0 = R} be a filtration of ideals. Let deg(·) be a multiplicity
function, possibly a Hilbert–Samuel multiplicity [usually denoted by e0(I; ·)] Define
n 7→ deg(R/In),
and set
H(R; t) =
∑
n≥1
deg(R/In)t
n, H(gr(B); t) =
∑
n≥0
deg(In/In+1)t
n.
Proposition 4.1. Let Q be an ideal of codimension r. Then H(R; t) is a rational
function of degree r + 1.
Proof. Let p1, . . . ,ps be the minimal prime ideals of Q. Since Q is a reduction of
I1, they are also the minimal primes of height r of the ideals In. By the elementary
additivity formula for multiplicities,
deg(R/In) =
∑
1≤k≤s
deg(R/pk)λ((R/In)pk).(5)
The assertion follows because λ((R/In)pk) is the Hilbert function of the localization of
the filtration {In} in the local ring Rpk of dimension r. ✷
We note that when written out, the series∑
n≥0
λ((In/In+1)pk)t
n =
hk(t)
(1− t)r
, hk(1) > 0.
We collect the first Hilbert coefficients of these localizations as
E0(gr(B)) =
∑
1≤k≤s
deg(R/pk)e0(gr(Bpk))
E1(gr(B)) =
∑
1≤k≤s
deg(R/pk)e1(gr(Bpk))
which we make use of to write the corresponding Hilbert polynomial as
E0(gr(B))
(
n+ r − 1
r − 1
)
− E1(gr(B))
(
n+ r − 2
r − 2
)
+ lower terms.
The coefficients are integers and are called the extended Hilbert coefficients of gr(B).
Now we use this technique to determine some properties of the corresponding Sally
module SB/A in case Q is a complete intersection of codimension r and In = I
n
where I is an unmixed ideal. Note that if I is m-primary, E0(gr(B)) = e0(I) and
E1(gr(B)) = e1(I).
Proposition 4.2. Let R be a Cohen–Macaulay local ring of dimension d ≥ 1. If Q
is a complete intersection and I is unmixed then SB/A = 0 or dimSB/A = d. In the
latter case SB/A has the S1 property of Serre.
Proof. Start by noticing that R[Qt]⊗R/I = R[Qt]⊗R/Q⊗R/I is a polynomial ring
over R/I, and therefore has the condition S1 since I is unmixed. This means that
IR[Qt] is a divisorial ideal of the Cohen-Macaulay ring A = R[Qt]. If SB/A 6= 0 and
P ⊂ A is one of its associated primes of codimension at least 2, the exact sequence
0→ Hom(A/P, IA) = 0 −→ Hom(A/P, IB) = 0 −→ Hom(A/P, SB/A) −→ Ext
1
A(A/P, IA)
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leads to a contradiction since the last module vanishes as IA has the condition S2 of
Serre. ✷
4.2. Ideals of positive dimension. Let I be of dimension one and examine how
SB/A is Cohen-Macaulay. [Set J = Q] In the exact sequence
0→ IR[QT ] −→ IR[IT ] −→ SQ(I)→ 0,
SQ(I) 6= 0 is Cohen-Macaulay means that depth IR[IT ] ≥ d, which from the basic
sequences mean that depth R[IT ] ≥ d also [recall IR[QT ] is MCM R[QT ]-module. A
maximal sop for SQ(I) is (QT, a), a a sop for R/Q. Reduction mod QT gives rise to
the exact sequence
0→ IA⊗A A/(QT ) −→ IR[IT ]⊗A A/(QT ) −→ SQ(I)⊗A A/(QT )→ 0.
The last module is
FQ(I) =
r⊕
n=1
In+1/QIn, r = rQ(I)
must be Cohen-Macaulay over R/Q. In particular
Proposition 4.3. rQ(I) ≤ degFQ(I).
Corollary 4.4. If SQ(I) is Cohen-Macaulay then degSQ(I) = degFQ(I).
This gives a curious fact [probably trivial!]
Proposition 4.5. For all n, In/QIn−1 is a torsion free R/Q-module.
Let us examine the possible extension to the case of an ideal Cohen-Macaulay ideal
J of codimension two and deviation one, generically a complete intersection. This will
imply that A = R[Jt] is Cohen-Macaulay.
The extended Hilbert series of SB/A,
∑
n≥2 deg(I
n/IJn−1)tn, can be related to that
of gr(B) by comparison of the exact sequences
0→ In/IJn−1 −→ R/IJn−1 −→ R/In → 0,
and
0→ Jn−1/IJn−1 = Jn−1/Jn ⊗R/I −→ R/IJn−1 −→ R/Jn−1 → 0
of modules of dimension d− r.
These sequences give rise to the equalities
deg(In/IJn−1) = deg(R/IJn−1)− deg(R/In)
deg(R/IJn−1) = deg(Jn−1/IJn−1) + deg(R/Jn−1).
They give for n ≥ 2,
deg(In/IJn−1) = deg(Jn−1/IJn−1) + deg(R/Jn−1)− deg(R/In)
= deg(R/I)
(
n+ r − 2
r − 1
)
+ deg(R/J)
(
n+ r − 2
r
)
− [E0(gr(B))
(
n+ r − 1
r
)
− E1(gr(B))
(
n+ r − 1
r − 1
)
+ lower terms].
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In particular
E0(gr(B)) = deg(R/J)
E1(gr(B)) ≥ 0.
We can also define an extended Hilbert function for the Sally module SB/A and the
corresponding Hilbert polynomial
deg(In/IJn−1) = E0(SB/A)
(
n+ r − 1
r − 1
)
− E1(SB/A)
(
n+ r − 2
r − 2
)
+ lower terms.
The coefficient E0(SB/A) ≥ 0 but may vanish, that is this Hilbert polynomial could be
of degree < r.
Proposition 4.6. Let J be an unmixed ideal generated by a d-sequence with a Cohen-
Macaulay Rees algebra. Then
(1) E0(SB/A) = E1(gr(B)) − deg(I/J).
(2) E0(SB/A) = 0 if and only if dimSB/A < d.
(3) If dimSB/A = d, E0(SB/A) = degSB/A.
Proof. To treat the vanishing of E0(SB/A), from the expression for the Hilbert poly-
nomial of the filtration In,
E0(SB/A) = E1(gr(B)) − deg(I/J) =
∑
k
[e1(gr(Bpk))− λ(Ipk/Jpk)] deg(R/pk)
=
∑
k
degSBpk/Apk deg(R/pk).
Therefore E0(SB/A) = 0 if and only if the Sally modules at the localizations Rpk all
vanish according to Proposition 2.1. ✷
Let us interpret these coefficients.
Proposition 4.7. E0(SB/A) = degSB/A.
Proof. This follows from (5) and the general associativity formula for multiplicities
([48, Theorem 24.7]). ✷
4.3. Cohen-Macaulayness. This allows to state the Cohen–Macaulay test for SB/A
as follows:
Theorem 4.8 (CM test for Sally modules). Suppose J is a complete intersection. Let
a = {a1, . . . , ad−r} be a multiplicity set of parameters for R/J , that is degR/J =
λ(R/(J,a)). If I1 is a Cohen–Macaulay ideal and SB/A 6= 0 then
E1(gr(B)) ≤
∑
j≥1
λ(Ij/((a)Ij + JIj−1)),
with equality if and only if SB/A is Cohen–Macaulay.
It is important to keep in mind that Jt,a is a system of parameters for both gr(B)
and SB/A. To explain this formulation, just note that the right-hand side is the sum of
the multiplicity of the Cohen–Macaulay R/J–module I1/J (recall that I1 is a Cohen–
Macaulay ideal) plus λ(SB/A ⊗A/(a, Jt)). One then invokes Serre’s Theorem.
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To make it effective requires information about E1(gr(B)), which is not an easy task.
We will make observations about the following topics:
Proposition 4.9. With B as above, let C be its integral closure. Then
(1) B satisfies the condition R1 of Serre if and only if
E1(gr(B)) = E1(gr(C)).
(2) If J is m–primary, these conditions are equivalent to
degF (B) = degF (C).
4.4. Ideals of positive dimension: non Cohen-Macaulay rings. Let (R,m) be a
Noetherian local ring of dimension d > 0 that satisfies the condition Sr of Serre, r ≥ 1.
For the study of Sally modules of ideals I with dimR/I > 0 we need an understanding
of the Rees algebras of some of their reductions. Let us consider some special cases
of equimultiple ideals. We make use of the techniques of [34, Theorems 6.1, 9.1 and
10.1]).
(1) Q = (x1, . . . , xq) is a partial system of parameters and a d-sequence. Since Q is
generated by a d-sequence, the approximation complex (set S = R[T1, . . . ,Tq])
0→ Hq(Q)⊗ S[−d]→ · · · → H1(Q)⊗ S[−1]→ H0(Q)⊗ S→ grQ(R)→ 0
is acyclic ([33, Theorem 5.6]). As R has the condition Sr, Hj(Q) = 0 for
j > q − r, which gives the estimate
depth grQ(R) ≥ q − (q − r) = r.
(2) By tensoring this complex by R/I, we get the exact sequence
H1(Q)⊗R/I ⊗ S[−1]
φ
−→ R/I ⊗ S −→ G = grQ(R)⊗R/I → 0.
If I1(ϕ) ⊂ I, the mapping φ is trivial so that G = R/I ⊗ S, which gives
depth G ≥ q.
(3) Now we look at the approximation complex
0→ Zq(Q)⊗ S[−q]→ · · · → Z1(Q)⊗ S[−1]→ Z0(Q)⊗ S→ R[QT]→ 0,
which is also acyclic. Here the Zi are the modules of cycles of the Koszul
complex of Q. We have
Zq = 0
depth Zq−1 ≥ r
...
depth Zi ≥ r − i+ 1, i > q − r
depth Z0 ≥ r.
Depth chasing the exact sequence yields
depth R[QT] ≥ r + 1,
in all cases. This means that R[QT] satisfies Sr+1.
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(4) Suppose Q is a minimal reduction of I and consider the corresponding Sally
module
0→ IR[QT] −→ IR[IT] −→ SQ(I)→ 0.
To get information about depth IR[QT], the exact sequence
0→ IR[QT] −→ R[QT] −→ G→ 0,
and (1) and (2) gives SQ(I) has the condition S1 or is zero.
(5) If R[IT] has the condition S2 then so does SQ(I).
(6) We need a version of Proposition 4.6 for ideals such as Q [which may be mixed].
(7) To approach a calculation of s0(SQ(I)), consider the exact sequences
0→ In+1/IQn −→ R/IQn −→ R/In+1 → 0,
and
0→ Qn/IQn = Sn ⊗R/I −→ R/IQ
n −→ R/Qn → 0
of modules of dimension ≤ 1. Applying the functor Hm(·) to these sequences,
we get
0→ In+1/IQn −→ H0m(R/IQ
n) −→ H0m(R/I
n+1)→ 0,
and
0→ Sn ⊗H
0
m(R/I) −→ H
0
m(R/IQ
n) −→ H0m(R/Q
n) −→ Sn ⊗H
1
m(R/I).
4.5. j-multiplicities. Let (R,m) be a Noetherian local ring, A a standard graded R-
algebra and M a finitely generated graded A-module. We can attach to H = H0m(M)
a Hilbert function
n 7→ λ(Hn),
which we call the j–transform of M .
Hilbert coefficients of Achilles-Manaresi polynomials. The corresponding Hilbert series
and Hilbert polynomial will be still written as P (M ; t) and H(M ; t). We use a different
notation for the coefficients of these functions:
H(M ; t) =
r−1∑
i=0
(−1)iji(M)
(
t+ r − i− 1
r − i− 1
)
, r = ℓ(M).
If r = 1 this polynomial does not provide for j1(M), so we use instead the function
n 7→
∑
k≤n
λ(Hk).
The coefficients ji(M) are integers but unlike the usual case of an Artinian local R
it is very hard to calculate being less directly related to M . In addition, some general
relationships that are known to exist between the standard coefficients e0, e1, e2, for
instance, are not known.
We illustrate one of these issues with a series of questions. Let R be a Noetherian
local ring and let I = (x1, . . . , xr), r ≤ d = dimR, be an ideal generated by a partial
system of parameters. Let G be the associated graded ring of I, G = grI(R). The
module H = H0m(G) has dimension ≤ r.
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5. Ideals of Dimension One
Our data is now the following kind:
• R is Cohen–Macaulay of dimension d ≥ 1
• I1 is a Cohen-Macaulay equimultiple ideal of dimension 1, or
• J is an aci and I is an ideal such that IR(J) is CM–HOW TO FIND SUCH?
• Setting up the Hilbert function in case of low reduction number
• Role of the Sally fiber
Here is a specific problem: Suppose R = k[x, y, z] and J = (a, b) is a ho-
mogeneous complete intersection. We want to find I ⊂ J¯ such that IR[JT] is
Cohen-Macaulay. For example, what if I is the integral closure itself?
Of course, if R[IT] is Cohen-Macaulay [which is the case if J is monomial],
then all powers In are Cohen–Macaulay, by standard factors: grI(R) is Cohen–
Macaulay of dimension 3 which the ideal mgrI(R) has height 1 since the analytic
spread is 2 and thus m is not an associated prime of any component In/In+1,
then by induction get that m is not associated to any R/In.
If I is Cohen-Macaulay, get IR[JT] CM and the Sally module behaves as in
the dimension zero case [m primary ideal].
The more interesting case is that of an aci J with I CM. In this case R[JT]
is still CM, but not sure IR[JT] is CM. Need examples.
5.1. Generic complete intersections. Let R be a Cohen-Macaulay local ring of
dimension d > 1 and I a Cohen-Macaulay ideal with dimR/I ≥ 1. We assume that I
is not equimultiple. One special target is the set of prime ideals of dimension one of a
regular local ring.
Let I be an ideal that is a complete intersection on the punctured spectrum. If Q
is a minimal reduction the Sally module SQ(I) has finite support and therefore has an
ordinary Hilbert function. We do not know well how to express its Hilbert coefficients
and use them to determine the properties of SQ(I).
Let us assume dimR/I = 1, and let Q be a minimal reduction. We examine the
Sally module SQ(I) under he assumption that I is generically a complete intersection.
In this case Q is generated by a d-sequence and the approximation complex
0→ H1(Q)⊗ S[−1] −→ H0(Q)⊗ S −→ grQ(R)→ 0
is exact (see [34, Theorem 9.1, 10.1]). Furthermore, by [34, Theorem 6.1], both grQ(R)
and R[QT] are Cohen–Macaulay. Note that the Koszul homology module H1(Q) is a
Cohen-Macaulay module of dimension 1 and I · H1(Q) = 0 since Ip = Qp at any of its
minimal primes and Ip is generated by a regular sequence. It follows that if we reduce
this complex by R/I we get the complex
0→ H1(Q)⊗ S[−1] −→ R/I ⊗ S −→ grQ(R)⊗R/I → 0,(6)
that localization at the primes p shows it is acyclic.
Proposition 5.1. Under these conditions we have:
(1) grQ(R) and grQ(R)⊗R/I are Cohen-Macaulay.
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(2) If the Sally module is nonzero then dimSQ(I) = d and has the condition S1 of
Serre.
Proof. The first assertion follows from the sequence (6), as the other modules are
Cohen-Macaulay of dimension d+ 1.
Now consider the Sally module
0→ IR[QT] −→ IR[IT] −→ SQ(I)→ 0.
Since IR[QT] is a maximal Cohen-Macaulay module, SQ(I) = 0 or has the condition
S1 of Serre. ✷
Remark 5.2. With greater generality, suppose R is a Gorenstein local ring and I is
a Cohen-Macaulay ideal of codimension r and analytic deviation 1, that is a minimal
reduction Q is generated by r + 1 elements. If I is a complete intersection on the
punctured spectrum the same assertions about SQ(I) will hold.
These Sally modules have properties akin to those of m-primary ideals.
Corollary 5.3. Let R and I be as above. If dimSA(B) = d, then
(1) p = mA is the only associated prime of SA(B).
(2) The multiplicity of SA(B) satisfies
e0(SQ(I)) = λ(SQ(I)p) ≤
r−1∑
n=1
λ(In+1/QIn),
with equality if it is Cohen–Macaulay.
Proof. Since SQ(I)q = 0 for q 6= m, SQ(I) is annihilated by a power of m. As it has the
condition S1, p is indeed its unique associated prime. As a consequence (QT) gives a
system of parameters for SQ(I). In particular
e0(SQ(I)) ≤
r−1∑
n=1
λ(In+1/QIn),
by Serre’s formula on Euler characteristics. ✷
Unfortunately neither the multiplicity nor the reduction number have estimates.
Reduction number: Stuff below is not entirely well. Will return.
To approach a calculation of s0(SQ(I)), consider the exact sequences
0→ In+1/IQn −→ R/IQn −→ R/In+1 → 0,(7)
0→ Qn/IQn = Sn ⊗R/I −→ R/IQ
n −→ R/Qn → 0(8)
of modules of dimension ≤ 1. Applying the functor Hm(·) to these sequences, we get
0→ In+1/IQn = H0m(I
n+1/IQn) −→ H0m(R/IQ
n) −→ H0m(R/I
n+1)→ 0,(9)
0→ Sn ⊗H
0
m(R/I) = 0 −→ H
0
m(R/IQ
n) −→ H0m(R/Q
n) −→ Sn ⊗H
1
m(R/I).(10)
22 WOLMER V VASCONCELOS
We need to know about the growth of
s(n) = λ(In+1/IQn)
a(n) = λ(H0m(R/Q
n))
b(n) = λ(H0m(R/Q
n+1))
c(n) = λ(H0m(R/I
n+1))
d(n) = λ(H0m(R/IQ
n))
e(n) = λ(H0m(I
n+1/Qn+1))
f(n) = λ(H0m(Q
n/Qn+1))
g(n) = λ(H0m(Q
n/IQn))
by making use of the approximation complexes. These are for n ≫ 0 Hilbert polyno-
mials of degree < d and their coefficients denoted in the usual manner. Let us see what
numerical data can be extracted from them.
(1) By local duality we have Hom(H1m(R/I), E) = R/I, where E is the injective
envelope of R/m.
(2) The first two sequences yield
s0 = d0 − c0 < d0 except if
and
d0 ≤ a0,
and therefore
s0 ≤ a0.
(3) From the exact sequence
0→ H1(Q)⊗ S[−1] −→ H0(Q)⊗ S −→ grQ(R)→ 0,
we have
H0m(H1(Q))⊗S[−1] = 0→ H
0
m(H0(Q))⊗S = I/Q⊗S→ H
0
m(grQ(R))→ H
1
m(H1(Q))⊗S[−1].
From which we have
f0 ≥ λ(I/Q).
(4) Meanwhile from
0→ Qn/Qn+1 −→ R/Qn+1 −→ R/Qn → 0
we have
a0 + f0 ≥ b0.
(5) Let us exploit the coarse inequality s0 ≤ a0 in some special cases. Suppose R
is a two-dimensional Gorenstein local ring. In this case we have the Z-complex
0→ Z1 ⊗ Sn−1
ϕ
−→ Z0 ⊗ Sn −→ Q
n → 0,
which dualizing gives
0→ (Qn)∗ −→ Z∗0 ⊗ S
∗
n
ϕ∗
−→ Z∗1 ⊗ S
∗
n−1 −→ Ext
1(Qn,R) = Ext2(R/Qn,R)→ 0.
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Note how ϕ acts: If Q = (a, b) and (r, s) ∈ Z1, that is ra + sb = 0, then
ϕ(r, s) = rT1 + sT2, and thus
ϕ∗(T∗1)((r, s)h(T1,T2)) = T
∗
1(rT1 + sT2)h(T1,T2) = rh(T1,T2),
and similar actions. This shows that
coker ϕ = R/I1(ϕ)⊗ Sn−1.
(6) To sum up
s0 ≤ a0 = λ(R/I1(ϕ)).
(7) This is incomplete: Must use the sequence 0 → B1 −→ Z1 −→ H1 → 0,
dualize to get 0→ Z∗1 −→ B
∗
1 −→ R/I → 0
Special cases. Suppose ν(I) = d+ 1 and consider the sequence (see (4))
F (Q)⊕ F (Q)[−1]
ϕ
−→ F (I) −→ SQ(I)[−1]⊗R/m→ 0.
If mSQ(I) = 0, we examine the image of ϕ as in [23, Proposition 3.1]. We want to
argue that ϕ is injective. It suffices to show that its image C in F (I) has rank 2. We
begin by observing that F (Q) injects into F (I), so consider the exact sequence
0→ F (Q) −→ C −→ D → 0,
where
D =
⊕
n≥1
(IQn−1 +mIn)/(Qn +mIn).
We examine its Hilbert function, λ((IQn−1+mIn)/(Qn+mIn)) for n >> 0 to show
that dimD = d. First note that by assumption mSQ(I) = 0, that is mI
n ⊂ IQn−1 for
all n ≥ 2. Of course if I = (Q, a) it suffices to assume n = 2. We want to argue that
mIn = mIQn−1. This is embedded in the proof of the following ([23, Proposition 3.1]):
Proposition 5.4. Let (R,m) be a Noetherian local ring with infinite residue field,
I = (Q, a) is an ideal and Q is one of its minimal reductions. If for some integer n,
λ(In/QIn−1) = 1, then r(I) ≤ nν(m)− 1.
Proof. Since Q is a minimal reduction of I, it is generated by a subset of the minimal
set of generators of I so if ν(Q) = r the expected number of generators of In is
(r+n
n
)
.
A lesser value for ν(In) would imply by [17, Theorem 1] that In = JIn−1 for some
minimal reduction J of I, and therefore r(I) ≤ n− 1.
Suppose that ν(In) =
(
r+n
n
)
. Since λ(In/QIn−1) = 1, mIn ⊂ QIn−1. Moreover, we
have
mQIn−1 ⊂ mIn ⊂ QIn−1 ⊂ In.
Note that
λ(mIn/mQIn−1) = λ(In/mQIn−1)−λ(In/mIn) = λ(In/QIn−1)+ν(QIn−1)−ν(In) = 0.
It follows that mIn = mQIn−1. From the Cayley-Hamilton theorem we have
(In)s = (QIn−1)(In)s−1,
where s = ν(m). In particular Ins = QIns−1, as desired. ✷
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We return to the calculation of the dimension of D. Since mIn = mQn−1I, we have
λ((IQn−1 +mIn)/(Qn +mIn)) = λ(Qn−1/(Qn +mIn))− λ(Qn−1/(IQn−1 +mIn))
= λ((Qn−1/Qn)⊗R/(Q+mI))− λ((Qn−1/Qn)⊗R/I)
= λ(I/(Q+mI))
(
n+ d− 2
d− 1
)
,
which shows that D has dimension d and multiplicity λ(I/(Q + mI)) = 1. This con-
cludes the proof that
f0(I) = 2 + s0(SQ(I)).
We are now ready for the main application of these calculations.
Theorem 5.5. Let (R,m) be a Cohen-Macaulay local ring of dimension d and I a
Cohen-Macaulay ideal of dimension 1. Suppose ν(I) = d + 1 and I is generically a
complete intersection. Let Q be a minimal reduction of I and SQ(I) the associated
Sally module. If mSQ(I) = 0 then F (I) is Cohen-Macaulay and depth SQ(I) ≥ d− 1.
Proof. If the mapping ϕ is injective, in the exact sequence
0→ F (Q)⊕ F (Q)[−1] −→ F (I) −→ SQ(I)→ 0,
F (I) is torsionfree over F (Q) since SQ(I) is also torsionfree over F (Q). The Cohen-
Macaulayness of F (I) then follows as in Theorem 3.21(2). ✷
Remark 5.6. If ν(I) ≥ d+ 2,
• From mQI = mI2, we still have rQ(I) ≤ 2 · ν(m)− 1
• For ν(I) = d+ 2 say, we have the complex
F (Q)⊕ F (Q)[−1]2 −→ F (I) −→ SQ(I)→ 0,
but how to determine the kernel?
5.2. Dimensions two and three. We will begin by illustrating with elementary ex-
amples.
Example 5.7. Let R = k[x, y, z] and I = (x2y, y2z, z2x, xzy). I is Cohen-Macaulay
and generically a complete intersection. Q = (x2y − xyz, y2z, z2x− xyz) is a minimal
reduction of I and λ(I2/QI) = 1. Then rQ(I) ≤ 2 (actually rQ(I) = 2).
Example 5.8. Let R be a regular local ring of dimension 3 and I a prime ideal of
codimension two. Let Q be a minimal reduction of I.
What can be said?
• We may assume ν(Q) = 3, as otherwise I is a complete intersection.
6. This and That
We will report briefly on the structure of Sally modules of small rank.
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6.1. Multiplicity one. [13], [7], [27], [28], [29], [78]
Theorem 6.1. [28, Theorem 1.2] Let (R,m) be a Cohen-Macaulay local ring of dimen-
sion d. If I is a m–primary ideal with a minimal reduction Q then the following three
conditions are equivalent to each other.
(1) e1 = e0 − λ(R/I) + 1.
(2) mS = (0) and rankF(Q)(S) = 1.
(3) S ≃ (X1,X2, . . . ,Xc)F(Q) as graded R(Q)–modules for some 0 < c ≤ d, where
{Xi}1≤i≤c are linearly independent linear forms of the polynomial ring F(Q).
When this is the case, c = λ(I2/QI) and I3 = QI2, and the following assertions hold
true.
(i) depth G ≥ d− c and depth
R(Q)S = d− c+ 1.
(ii) depth G = d− c if c ≥ 2.
(iii) Suppose c < d. Then
λ(R/In+1) = e0
(
n+ d
d
)
− e1
(
n+ d− 1
d− 1
)
+
(
n+ d− c− 1
d− c− 1
)
for all n ≥ 0. Hence
ei =
{
0 if i 6= c+ 1
(−1)c+1 if i = c+ 1
for 2 ≤ i ≤ d.
(iv) Suppose c = d. Then
λ(R/In+1) = e0
(
n+ d
d
)
− e1
(
n+ d− 1
d− 1
)
for all n ≥ 1. Hence ei = 0 for 2 ≤ i ≤ d.
This result is very similar to the assumptions and the consequences of the Sally
conjecture.
Corollary 6.2. In addition, if I is an almost complete intersection then the Sally
module is Cohen-Macaulay.
6.2. Normal filtration. [10], [51], [52]
Theorem 6.3. [52, Lemma 2.3] Let (R,m) be an analytically unramified local ring
satisfying Serre condition S2 and let F = {In} be a filtration of ideals such that
codim I1 ≥ 2 and B =
⊕
n≥0 InT
n is Noetherian. Then the integral closure of B
in R[T] has the condition S2.
Theorem 6.4. [10, Theorem 2.5] Let (R,m) be an analytically umramified Cohen-
Macaulay local ring of dimension d and infinite residue field and let I be an m primary
ideal. If F = {In = In} is the corresponding normal filtration, denote by B its Rees
algebra and by S its Sally module. Then
(1) If S 6= 0 then dimS = d.
(2) If S 6= 0 then depth gr(B) ≥ depth S − 1.
(3) If s0(S) = 1 then S is Cohen-Macaulay.
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Theorem 6.5. [51, Theorem 1.2] Let (A,m) be a Cohen-Macaulay local ring and I an
m–primary ideal. Let Q be a minimal reduction of I and let
R = A[It], T = A[Qt], G = grI(R), C = (I
2R/I2T )(−1), B = T/mT.
Assume that I is integrally closed. Then the following conditions are equivalent:
(1) e1(I) = e0(I)− λA(A/I) + λA(I
2/QI) + 1,
(2) mC = (0) and rankB(C) = 1.
(3) C ≃ (X1,X2, . . . ,Xc)B(−1) as graded T–modules for some 1 ≤ c ≤ d, where
X1, . . . ,Xc are linearly independent linear forms of the polynomial ring B.
When this is the case, c = λA(I
3/QI2) and I4 = QI3, and the following assertions
hold true:
(i) depth G ≥ d− c and depth TC = d− c+ 1.
(ii) depth G = d− c if c ≥ 2.
(iii) Suppose c = 1 < d. Then HPI(n) = λA(A/I
n+1) for all n ≥ 0 and
ei(I) =


e1(I)− e0(I) + λA(A/I) + 1 if i = 2
1 if i = 3 and d ≥ 3
0 if 4 ≤ i ≤ d.
(iv) Suppose 2 ≤ c < d. Then HPI(n) = λA(A/I
n+1) for all n ≥ 0 and
ei(I) =


e1(I)− e0(I) + λA(A/I) if i = 2
0 if i 6= c+ 1, c+ 2, 3 ≤ i ≤ d
(−1)c+1 if i = c+ 1, c+ 2, 3 ≤ i ≤ d.
(v) Suppose c = d. Then HPI(n) = λA(A/I
n+1) for all n ≥ 2 and
ei(I) =
{
e1(I)− e0(I) + λA(A/I) if i = 2, and d ≥ 2
0 if 3 ≤ i ≤ d
(vi) The Hilbert series HSI(z) is given by
HSI(z) =
λA(A/I) + (e0(I)− λA(A/I) − λA(I
2/QI)− 1)z + (λA(I
2/QI) + 1)z2 + (1− z)c+1z
(1− z)d
.
6.3. Monomial ideals. Sally modules of monomial ideals are hard to construct in a
manner that inherit the monomial structure. More precisely if I is a monomial ideal of
R = k[x1, . . . , xd], its minimal reductions Q used in the definition of the Sally modules
of I are rarely monomial. One should keep in mind that the point of using Q was to
guarantee a good platform in R[QT] from which to examine R[IT]. Of course this
requirement may be satisfied in other cases, that is without having for Q a minimal
reduction.
Let us illustrate with a special class of ideals. Monomial ideals of finite colength
which are almost complete intersections have a very simple description. Let R =
k[x1, . . . , xd] be a polynomial ring over a (possibly infinite) field and let J and I be
R–ideals such that
J = (xa11 , . . . , x
ad
d ) ⊂ (J, x
b1
1 · · · x
bd
d ) = I.
This is the general form of almost complete intersections of R generated by monomials.
Perhaps the most interesting cases are those where
∑ bi
ai
< 1. This inequality ensures
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that J is not a reduction of I. Let
Q = (xa11 − x
ad
d , . . . , x
ad−1
d−1 − x
ad
d , x
bd
1 · · · x
bd
d ).
Note that Q is a reduction of I: It is enough to observe that
(xadd )
d = xadd (x
ad
d − x
a1
1 + x
a1
1 ) · · · (x
ad
d − x
ad−1
d−1 + x
ad−1
d−1 ) ∈ QI
d−1,
in particular rQ(I) ≤ d− 1.
Let now B be the Rees algebra of the integral closure filtration {I¯n}. If A0 = R[QT]
and A = R[IT], either of these defines a Sally module, SA0(B) and SA(B), the latter
carrying a monomial structure. While A0 is always Cohen–Macaulay, A is still often
very amenable.
Conjecture 6.6. Let I be a monomial ideal of k[x1, . . . , xn]. If I is an almost complete
intersection of finite colength its Rees algebra R[IT] is almost Cohen–Macaulay.
For d = 2 this comes from [57]. An important special case was settled in [6, Theorem
2.5]:
Theorem 6.7. If ai = a and bi = b for all i, then R[IT] is almost Cohen-Macaulay.
We will recall the artesanal method of [39] and examine in detail the case a = b = c =
n ≥ 3 and α = β = γ = 1. We want to argue thatR[IT] is almost Cohen–Macaulay. To
benefit from the monomial generators in using Macaulay2 we set I = (xyz, xn, yn, zn).
Setting B = R[u,T1,T2,T3], we claim that
L = (zn−1u−xyT3, y
n−1u−xzT2, x
n−1u−yzT1, z
nT2−y
nT3, z
nT1−x
nT3, y
nT1−x
nT2,
yn−2zn−2u2−x2T2T3, x
n−2zn−2u2−y2T1T3, x
n−2yn−2u2−z2T1T2, x
n−3yn−3zn−3u3−T1T2T3).
We also want to show that these ideals define an almost Cohen–Macaulay Rees algebra.
There is a natural specialization argument. Let X, Y and Z be new indeterminates
and let B0 = B[X,Y,Z]. In this ring define the ideal L0 obtained by replacing in the
list above of generators of L, xn−3 by X and accordingly xn−2 by xX, and so on; carry
out similar actions on the other variables:
L0 = (z
2Zu−xyT3, y
2Y u−xzT2, x
2Xu−yzT1, z
3ZT2−y
3YT3, z
3ZT1−x
3XT3, y
3YT1−x
3XT2,
yzY Zu2 − x2T2T3, xzXZu
2 − y2T1T3, xyXY u
2 − z2T1T2,XY Zu
3 −T1T2T3).
Invoking Macaulay2 gives a (non-minimal) projective resolution
0→ B40
φ4
−→ B170
φ3
−→ B220
φ2
−→ B100
φ1
−→ B0 −→ B0/L0 → 0.
We claim that the specialization X → xn−3, Y → yn−3, Z → zn−3 gives a projective
resolution of L.
(1) Call L′ the result of the specialization in B. We argue that L′ = L.
(2) Inspection of the Fitting ideal F of φ4 shows that it contains (x
3, y3, z3, u3,T1T2T3).
From standard theory, the radicals of the Fitting ideals of φ2 and φ2 contain
L0, and therefore the radicals of the Fitting ideals of these mappings after
specialization will contain the ideal (L1) of B, as L1 ⊂ L
′.
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(3) Because (L1) has codimension 3, by the acyclicity theorem ([4, 1.4.13]) the
complex gives a projective resolution of L′. Furthermore, as proj. dim B/L′ ≤
4, L′ has no associated primes of codimension ≥ 5. Meanwhile the Fitting ideal
of φ4 having codimension ≥ 5, forbids the existence of associated primes of
codimension 4. Thus L′ is unmixed.
(4) Finally, if (L1) ⊂ L
′, as L′ is unmixed its associated primes are minimal primes
of (L1), but by [39, Proposition 2.5(iii)], there are just two such, mB and L.
Since L′ 6⊂ mB, L is its unique associated prime. Localizing at L gives the
equality of L′ and L since L is a primary component of (L1).
Let us sum up this discussion:
Proposition 6.8. The Rees algebra of I(n, n, n, 1, 1, 1), n ≥ 3, is almost Cohen–
Macaulay.
Corollary 6.9. e1(I(n, n, n, 1, 1, 1)) = 3(n+ 1).
Proof. Follows easily since e0(I) = 3n
2, the colengths of the monomial ideals I and
I1(φ) directly calculated and rJ(I) = 2 so that
e1(I) = λ(I/J) + λ(I
2/JI) = λ(I/J) + [λ(I/J)− λ(R/I1(φ))] = (3n− 1) + 4.
In particular we have s0(I) = 4 for the multiplicity of the Sally module SQ(I). ✷
7. Current issues
We leave this as a reminder of unfinished business.
• Veronese relations
• Reduction mod superficial elements
• j-coefficients of Sally modules
• SQ(I) versus SQ(I)
8. List of definitions and notation
Throughout (R,m) is a Noetherian local ring of dimension d > 0.
• Multiplicative filtration of ideals: a sequence of ideals F = {Ij , j ≥ 0} such
that I0 = R, Ij ⊂ Ij−1 and IjIk ⊂ Ij+k
• Rees algebra of a multiplicatice filtration: B =
∑
j≥0 IjT
j = R⊕B+ ⊂ R[T]
• Associated graded ring of F : grF (R) =
⊕
j≥0 Ij/Ij+1
• Reductions of a Rees algebra: a Rees subalgebra A = R[QT] ⊂ B such that B
is finite over A
• Reduction number: The reduction number of B relative to a Rees subalgebra
A is
r(B/A) = inf{n | B =
∑
j≤n
ABj}
• Special fiber of a Rees algebra: F (B) = B⊗R R/m
• Sally module: The Sally module SB/A of B relative to the Rees subalgebraA =
R[QT] is the A-module is defined by the exact sequence of finitely generated
A–modules
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0→ I1A −→ B+[+1] =
⊕
j≥1
Ijt
j−1 −→ SB/A =
⊕
j≥1
Ij+1/I1Q
j → 0
• Special fiber of a Sally module: F (SA(B)) = SA(B)⊗AA/(QT) =
⊕r−1
j=1 Ij+1/I1Q
j,
r = r(B/A)
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