Abstract. This paper first presents a unified approach to design efficient algorithms for the weighted domination problem and its three variants, i.e., the weighted independent, connected, and total domination problems, on interval graphs. Given an interval model with endpoints sorted, these algorithms run in time O(n) or O(n log log n) where n is the number of vertices. The results are then extended to solve the same problems on circular-arc graphs in O(n + m) time where m is the number of edges of the input graph.
Booth and Lueker [10] gave an O(n+m)-time algorithm for recognizing an interval graph and constructing, in the affirmative case, an interval model using PQ-trees. Also, the endpoints of constructed intervals can be restricted to be distinct integers between 1 and 2n [31] . We refer to a set of intervals satisfying that the endpoints are distinct integers between 1 and 2n as a set of sorted intervals since they can be sorted easily in O(n) time. Korte and Möhring [26] simplified the operations on a PQ-tree. Ramalingan and Pandu Rangan gave a simple O(n 2 ) time algorithm which can be implemented in parallel easily [32] . Simon [35] , Hsu and Ma [24] gave new algorithms without using PQ-trees. Interval graphs have been used in many practical applications [19] . If we are given an interval model whose endpoints are not integers between 1 and 2n, we can sort the endpoints in nondecreasing order and use the indices of endpoints in the sorted list to construct a new interval model whose endpoints are distinct integers between 1 and 2n. Thus, we refer to a set of intervals satisfying that the endpoints are distinct integers between 1 and 2n as a set of sorted intervals.
Tucker [39] proposed an O(n 3 )-time algorithm for recognizing a circular-arc graph and constructing, in the affirmative case, a circular-arc model. Hsu gave an O(nm)-time algorithm [23] and Eschen and Spinrad presented an O(n 2 )-time algorithm [13] . Circular-arc graphs have a variety of applications involving traffic light sequencing, genetics, and others. Circular-arc graphs have been studied in [18] , [19] , [22] , [9] . Similarly, we refer to a set of arcs satisfying that the endpoints are distinct integers between 1 and 2n as a set of sorted arcs.
Investigating the algorithmic complexity of total domination on interval graphs was mentioned in [27] as a relevant open question. An O(n 2 )-time algorithm has been proposed for this problem in [3] . Later, Ramalingan and Pandu Rangan gave an O(n + m) algorithm [30] , and Bertossi and Gori [5] presented an O(n log n)-time algorithm for this problem. Ramalingam and Pandu Rangan [31] presented a unified approach to solve the weighted versions of various domination problems mentioned above on interval graphs in O(m + n) time. Bonuccelli [9] gave an O(nm)-time algorithm for finding a minimum-cardinality dominating set on circular-arc graphs. Bertossi and Moretti [6] presented O(n 3 ) algorithms for finding a minimum-weight dominating set and a minimum-weight total dominating set on circular-arc graphs. Recently, an O(n)-time algorithm for finding a minimum-cardinality dominating set of a circular-arc graph given a set of sorted arcs was given by Hsu and Tsai [25] and an O(n 2 log n) algorithm for the weighted version was given by Asano [2] . Interval graphs and circular-arc graphs have been studied by many researchers [20] . We only mention some results related to the domination problem studied in this paper. For computing the independence number of circular-arc graphs, see [21] , [29] . For the irredundance problem on circular-arc graphs, please refer to [11] . For parallel algorithms for various domination problems and some other problems in interval graphs and circular-arc graphs, we refer the reader to [4] , [6] , [33] , [36] , [40] .
In this paper, we assume that weights are real for the independent domination problem and assume that weights are nonnegative for the domination, connected, and total domination problems. Manacher and Mankus [28] showed that any algorithm for finding a minimum-weight dominating set, connected dominating set, and a total dominating set of a graph with nonnegative weights can be extended to incorporate negative-weight vertices without loss of efficiency. We will present a new unified approach to solve the weighted domination, independent, connected, and total domination problems on interval graphs. Given a set I of sorted intervals, the algorithms solve these problems on G(I) in O(n) or O(n log log n) time and O(n) space. These algorithms are straightforward and simple but efficient. Then we extend the results to solve the same four problems on circular-arc graphs given sorted arc models in O(m + n) time and O(n) space. The results of this paper are summarized in section 4.
Algorithms for various domination problems on interval graphs.
In this section, we study algorithms for various domination problems [8, 12, 20] on interval graphs. It is assumed that the input graph is given by an interval model I which is a set of n sorted intervals labeled by 1, 2, . . . , n in increasing order of their right endpoints. The left endpoint of interval i is denoted by a i and the right endpoint by b i . We say that interval i starts from endpoint a i and finishes at endpoint b i . By definition, 1 ≤ a i < b i ≤ 2n for 1 ≤ i ≤ n. For convenience, we need the following notation.
(i) For a set S of intervals, the largest (respectively, smallest) right endpoint of intervals in S is denoted by max b(S) (respectively, min b(S)); the interval in S with the largest (respectively, smallest) right endpoint is denoted by last(S) (respectively, first(S)); the largest left endpoint of intervals in S is denoted by max a(S). For technical reasons, we let max a(S) = 0 if S is empty.
(ii) For endpoint e, we use interval(e) to denote the interval whose left or right endpoint is equivalent to e, IF B(e) (intervals finishing before endpoint e) to denote the set of all intervals whose right endpoints are less than e, and ISB(e) (intervals starting before endpoint e) to denote the set of all intervals whose left endpoints are less than e. Thus, max a(IF B(e)) is the largest left endpoint of the intervals whose right endpoints are less than e. Clearly, interval(max a(S)) is the interval with the largest left endpoint in S.
(iii) A subset S of I is called a partial dominating (PD) set if S dominates all intervals starting before the right endpoint of last(S). A PD set S is called an independent partial dominating (IPD) set if S is an independent set. A PD set S is called a connected partial dominating (CPD) set if the subgraph G(S) induced by S is connected. A PD set S is a total partial dominating (TPD) set if the subgraph G(S) induced by S has no isolated vertices.
(iv) For a family X of sets of vertices, Min(X) denotes a minimum-weight vertex set in X if X is not the empty set; Min(X) denotes a set of infinite weight otherwise.
(v) Suppose L is a list of numbers. We use δ L and τ L to denote the head and tail of L, respectively. For number j, we refer to the smallest number in L which is larger than j, denoted by succ L (j), as the successor of j in L and the largest number in L which is less than j, denoted by pred L (j), as the predecessor of j in L, respectively. For simplicity, we use δ and τ , succ(j), and pred(j) when L is understood without ambiguity.
To readers familiar with notation, we give a set I of seven intervals shown in , it is a PD set of G(I). Clearly, it is also an IPD set. It is easy to see that {4, 5} is a connected and a TPD set. Suppose that w(1) = 11, w(2) = 5, w(3) = 1, w(4) = 2.5, w(5) = 7, w(6) = 6, and w(7) = 3.4. For X = {{1, 3, 7}, {2, 5}, {2, 4, 6}, {1, 3}}, which is a family of 
Proof. It is easy to see that ISB(
In the following subsections, we will give recursive formulas for various weighted domination problem in interval graphs. Although Ramalingan and Pandu Rangan also gave recursive formulas in [31] , our recursive formulas are different from theirs.
Independent domination.
Let I d be the set of intervals obtained by augmenting I with two intervals 0 and n + 1 with w(0) = w(n + 1) = 0. The left and right endpoints of interval 0 are −1 and 0, respectively, and the left and right endpoints of interval n + 1 are 2n + 1 and 2n + 2, respectively. That is, I d = I ∪ {0, n + 1}. Then a subset S of I is an independent dominating set of G(I) if and only if S ∪ {0, n + 1} is an independent dominating set of G(I d ). For technical reason, we solve the weighted independent domination problem on G(I) by finding a minimum-weight independent dominating set of G(I d ). In this subsection, the set of intervals considered is I d if not specified explicitly. 
Proof. It is easy to verify the correctness of statements (1) and (3) . In the following, we prove the correctness of statement (2) 
First, we prove statement (i). By definition, last(S) = k, and S dominates ISB(b k ). Since b k < a i and S is an independent set, S ∪{i} is also an independent set. By Lemma 2.2, interval i dominates ISB(
Next, we prove statement (ii). Since S is an independent set, interval i is not adjacent to interval k where
The recursive relation in Lemma 2.3 can be used to compute a minimum-weight independent domination set. The algorithm scans the endpoints of I d from left to right. It uses a list L to store some intervals in increasing order. For simplicity, let
Algorithm MIDS. Find a minimum-weight independent dominating set of G(I d ) given a set I d of sorted intervals. Input. A set I d of sorted intervals and the weights of all intervals. Output. A minimum-weight independent dominating set of
for e = 1 to 2n + 1 do 3.
If e is the left endpoint of some interval i, i.e., e = a i , then 4.
MIP D(i) = {i} ∪ MIP D(δ);
The union operation is implemented by setting a pointer from i to δ.
5.
W
else e is the right endpoint of some interval i, i.e., e
Delete all elements of L whose right endpoints are less than a i from the head of the list one by one; 8.
while
Delete τ from L where τ is the tail of L; end while 10.
Append i to the end of L; end if else end for 11.
Output MIP D(n + 1); By the for loop (lines 2 to 10), the algorithm visits the endpoints of I d − {0} in increasing order one by one and maintains an invariant (invariant 1): right before the left endpoint of interval i to be visited,
Thus by statement (2) of Lemma 2.3, the results of lines 4 and 5 are correct. In the following, we show how the invariant is maintained true. In fact, the algorithm maintains some other invariants: right before endpoint e is to be visited, invariant 2, L ⊆ {j : j ∈ I, max a(IF B(e)) < b j < e}; invariant 3, the intervals in L are in increasing order of their right endpoints; and invariant 4,
Apparently, all of these invariants are true initially. Invariant 2 holds because of the following two reasons: (i) the intervals whose right endpoints are less than the left endpoint of interval(e) are removed from L when right endpoint e is being visited (line 7), and (ii) an interval is appended to the tail of L when its right endpoint is being visited (line 10). The intervals in L are easily maintained in increasing order of their right endpoints because (i) endpoints are visited in increasing order, and (ii) an interval is appended to the tail of L when 
. Given a set I of sorted intervals, a minimum-weight independent dominating set of G(I) is found in O(n) time and O(n) space by Algorithm MIDS.

Domination.
In this subsection, we describe an algorithm that will be used to solve the weighted domination problem on interval and circular-arc graphs. Let 
P D(i) be the collection of all PD sets of G(I) whose first and last intervals are intervals 1 and i, respectively. That is, S ∈ P D(i) if and only if first(S) = 1, last(S) = i, and S dominates ISB(b i ). For simplicity, we use MP D(i) to denote Min(P D(i))
. Then, we have the following lemma.
Lemma 2.5. The following two statements are true: (1) is easily seen. We will prove statement (2) by showing
This proves statement (i). Next, we prove statement (ii). Since P D(i) = ∅, there exists a set S such that S ∈ P D(i) and w(S ) = w(MP D(i)).
Then we obtain S by removing all intervals contained in interval i except interval 1 from S ; i.e., let
is easy to see that S ∈ P D(i). Clearly w(S) ≤ w(S ) since all weights are nonnegative. Thus w(S) = w(MP D(i)). Let interval
In the following, we briefly describe the static disjoint set union and find the algorithm proposed by Gabow and Tarjan [15] that is used in solving our problems. The disjoint set union and find problem [1] , [15] is to carry out three kinds of operations on disjoint sets: makeset(x): Create a new singleton set {x} whose name is x for an element x which is in no existing set.
Return the name of the set containing element x. union(x, y):
Form a new set that is the union of the sets containing x and y, destroying the two old sets. The name of the new set is the name of the old set containing x. We refer to union(x, y) as the operation that unites the set containing y to the set containing x. The fastest known algorithm for this problem runs in O(pα(p+q, q)+q) time and O(q) space, where α is the inverse of Ackermann's function [37] , [38] , q is the number of elements, and p is the number of operations performed. A special case of the disjoint set union-find problem can be formalized as follows. We are given a tree T of q nodes that corresponds to the initial q singleton sets. Let the parent of the node v in T be denoted by parent (v) . The problem involves performing a sequence of union and find operations such that each union can be only of the form union(parent(v), v). T is called the static union tree and the problem is referred to as the static tree set union. For this special case, each union and find operation can be supported in O(1) amortized time on a random access machine, and the total space required is O(q) [15] . There is a special case of the static tree set union problem where the union tree is a path [15] also known as interval union-find problem [16] .
For simplicity, let We refer to a set S of left endpoints of I as a consecutive left endpoint set if there exist left endpoints e 1 and e 2 of S such that S = {e : e 1 ≤ e ≤ e 2 , e is a left endpoint of I}. Note that e 1 and e 2 may be identical. Algorithm MPD first scans endpoints to find left endpoint sets {a j : b i−1 < a j < b i } where b 0 = 0 for all i ∈ I. It forms a set for each left endpoint set found by using makeset and union operations. Note that all these left endpoint sets are either empty or consecutive left endpoint sets. Initially, each left endpoint set {a j : b i−1 < a j < b i } is associated with right endpoint b i . What we mean by saying that a set is associated with a right endpoint is that both of the operations of finding the set from the right endpoint and finding the right endpoint from the set can be done in constant time. This can be done easily by pointers. Besides the left endpoint sets, the algorithm also maintains a list L. The elements stored in L are right endpoints. Initially, Find max a(IF B(a i )) for all i ∈ I; 2.
Scan the endpoints of I to find left endpoint sets
Each right endpoint set b i is associated with the left endpoint set {a j :
for i = 2 to n do 6.
Find the set containing max a(IF B(a i )); 7.
Let b k be the right endpoint associated with this set; 8.
MP D(i) ← {i} ∪ MP D(k);
The union operation is implemented by setting a pointer from i to k. 9.
Unite the set associated with pred(b i ) to the set associated with b i by union operation; 12.
Delete pred(b i ) from L; 13.
end while 14.
end for The correctness of this algorithm can be proved by induction. Algorithm MPD visits intervals one by one (line 5). Let i be the currently visited interval and L = {e : e ∈ L, e < b i }. Algorithm MPD maintains the following three invariants: immediately before interval i is visited, invariant 1, for any two right endpoints f and h of L ,
, if the set containing left endpoint e 1 is associated with the right endpoint e 2 , then e 2 is the successor of e 1 in L; and invariant 3, for every right endpoint e that is removed from L, there exists a right endpoint e in L such that e < e and W (interval(e)) > W(interval(e )). Initially, all three invariants are true. Then they are maintained by the while loop of lines 10 to 13. By invariant 1 and 2, we have that
where k is the interval found by line 7. By invariant 3, we have that
By Lemma 2.5, it is easy to see the correctness of Algorithm MPD. Note that the union operation of line 8 is implemented by setting a pointer from i to k. Thus to output MP D(i) we simply follow the pointers to visit intervals starting from interval i until we reach interval 1. The set of intervals visited is an MP D(i). By invariant 2, every left endpoint set formed by line 11 of the algorithm is a consecutive left endpoint set. This is an interval union-find problem [16] . Hence line 11 can be implemented in constant amortized time.
In the following, we give a simple algorithm to find max a(IF B(a i )) for every interval i in O(n) time.
Algorithm P. Computing max a(IF B(e)) for all endpoints of a set I of sorted intervals. Input. A set I of sorted intervals.
Output. max a(IF B(e))'s of all endpoints of I.
Method.
1.
β ← 0; 2.
for e = 1 to 2n do 3.
max a(IF B(e)) ← β; 4.
if e is the right endpoint of some interval i, then 5.
β ← max{a i , β}; end if end for
We will not prove the correctness of Algorithm P to save space. From the above discussions, it is easy to see that Algorithm MPD can be implemented in O(n) time. Hence we have the following lemma. 
MCP D(i) ← {i} ∪ MCP D(k);
The union operation is implemented by setting a pointer from i to k;
Unite Let T P D(i) be the collection of all TPD sets which contain the first interval of I and whose last intervals are equivalent to interval i, respectively, let IT P D(i) be the collection of all ITPD sets whose last intervals are equivalent to interval i, and let 
XT P D(i) = T P D(i) ∪ IT P D(i). For simplicity, let MT P D(i) = Min(T P D(i)), MIT P D(i) = Min(IT P D(i)), MXT P D(i) = Min(XT P D(i)), W IT (i) = w(MIT P D(i)), W T (i) = w(MT P D(i)), and W X(i) = w(MXT P D(i)). Let X(i)
= ∪ ai<bj <bi XT P D(j), MX(i) = Min(X(i)), K(i) = {{j} : j ∈ I, a i < a j < b j < b i }),
and MK(i) = Min(K(i)). Note that if K(i) = ∅, then MK(i) is considered as a set of infinite weight. In words, X(i) is the union of all XT P D(j)'s where
, MT P D(i) = Min({MX(i) ∪ {i}, MIT P D(i) ∪ MK(i)}).
Proof. The correctness of statements (1) and (2) is easy to see. The correctness of statement (3) can be proved by arguments similar to those for proving statement (2) of Lemma 2.3. We prove statement (4) 
by showing that (i) if S ∈ X(i), then S ∪ {i} ∈ T P D(i); (ii) if S ∈ IT P D(i) and K(i) = ∅, then S ∪ {k} ∈ T P D(i) for any k ∈ K(i); and (iii) if T P D(i) = ∅, there exists a set S ∈ T P D(i) which has minimum weight and either S − {i} ∈ X(i) or there exists an interval k ∈ S such that {k} ∈ K(i) and S − {k} ∈ IT P D(i).
We first prove statement (i). For simplicity, let k = last(S). By definition, S ∈ T P D(k) or S ∈ IT P D(k). Clearly, S dominates ISB(b k
). Since a i < b k < b i , interval i dominates ISB(b i ) − ISB(b k ).
In other words, S ∪ {i} dominates ISB(b i ). It is straightforward to verify that G(S ∪ {i}) has no isolated vertices. Thus S ∪ {i} ∈ T P D(i). This proves statement (i). Next we prove statement (ii). Since i is the only isolated vertex in G(S), G(S ∪ {k}) has no isolated vertices. By definition, S dominates ISB(b i ). Thus S ∪ {k} dominates ISB(b i ) too. By definition, S ∪ {k} ∈ T P D(i). This proves statement (ii). Now we prove statement (iii). Let S be a TPD set of T P D(i) such that w(S) = W T (i) and |S| is minimum. By definition, S dominates ISB(b i ). Let C(i)
be the set of intervals that are contained in interval i but are not equivalent to interval 1. Consider the following two cases.
In Case 1, it is easy to see that S − C(i) is still a dominating set of ISB(b i ). Suppose G(S − C(i)) has no isolated vertices. Then S − C(i) ∈ T P D(i). Since interval weights are nonnegative, w(S − C(i)) ≤ w(S). Apparently, |S − C(i)| < |S|.
It contradicts the assumption that S ∈ T P D(i), w(S) = W T (i), and |S| is minimum. Thus, G(S − C(i)) has isolated vertices. It is easy to verify that interval i is the only isolated vertex in G(S − C(i)) and 1 / ∈ N (i). By definition, S − C(i) ∈ IT P D(i). Similarly, we can prove that |S ∩ C(i)| = 1. Since 1 / ∈ N (i), there exists an interval k ∈ S such that {k} ∈ K(i) and S − {k} ∈ IT P D(i) in this case.
In Case 2, again we consider the following two cases. Case 2.1. Interval 1 is adjacent to interval i. Case 2.2. Interval 1 is not adjacent to interval i. (e 3 )) .
In Case 2.1, it is easy to verify that S = {1, i}. Thus, S − {i} ∈ IT P D(1). Since a i < b 1 < b i , we have that S − {i} ∈ X(i).
Now we consider Case 2.2. Let k = last(S − {i}). Then a k < a i < b k < b k since G(S) has no isolated vertices and S does not contain any other interval contained in interval i. Thus, S − {i} dominates ISB(b k ). Suppose G(S − {i}) has no isolated vertices. Then, S − {i} ∈ T P D(k). On the other hand, suppose G(S − {i}) has isolated vertices. It is straightforward to verify that k is the only isolated vertex in G(S − {i}) and hence S − {i} ∈ IT P D(k). By definition, S − {i} ∈ X(i) since
a i < b k < b i .
This proves statement (iii). Based on Lemma 2.11, we design Algorithm MTPD to compute W T (i), W IT (i), MT P D(i), and MIT P D(i) for all i ∈ I. All MT P D(i)'s and MIT P D(i)'s are stored in an O(n) space data structure by using pointers. We can obtain an MT P D(i) (respectively, MIT P D(i)) from the data structure in O(|MT P D(i)|) (respectively, O(|MIT P D(i)|))
Algorithm MTPD. Compute W T (i), W IT (i), MT P D(i), and MIT P D(i) for all i ∈ I.
Input. A set I of sorted intervals and the weights of all intervals.
Output. W T (i), W IT (i), MT P D(i), and MIT P D(i) for all i ∈ I. All MT P D(i)'s and MIT P D(i)'s are stored in an O(n) space data structure. We can obtain an MT P D(i) (respectively, MIT P D(i)) from the data structure in O(|MT P D(i)|) (respectively, O(|MIT P D(i)|)) time.
Method.
1.
For each i ∈ {j :
Mark that MT P D(1) is a set of infinite weight;
For each interval i ∈ I − {1}, find MK(i); 5.
Scan the endpoints of I to find left endpoint sets {a j :
Each right endpoint b i is associated with the left endpoint set {a j :
if e is equivalent to the left endpoint of interval i, i.e., e = a i , then do 8.
MIT P D(i) = {i} ∪ MT P D(δ L1 );
This statement can be implemented by saving the value of δ L1 . 9.
else e is the right endpoint of interval i, i.e., e = b i , do 11.
Find the set containing a i ; 12.
Let b k be the right endpoint associated with the set containing a i ; 13.
if k = i then do 14.
Mark that MT P D(i) is a set of infinite weight; W T (i) ← ∞;
15.
else do 16.
MT P D(i) = Min({MXT P D(k) ∪ {i}, MIT P D(i) ∪ MK(i)}); W T (i) = min{w(i) + W X(j), w(MK(i)) + W IT (i)}; This statement can be implemented by marking that whether MT P D(i) = MXT P D(k) ∪ {i} or MT P D(i) = MIT P D(i) ∪ MK(i). If MT P D(i) = MXT P D(k)
∪ {i}, then we also save the value of k. end if else
17.
MXT P D(i) = Min({MT P D(i), MIT P D(i)}); This statement can be implemented by marking that whether MXT P D(i) = MT P D(i) or MXT P D(i) = MIT P D(i).
18.
Delete all elements of L 1 whose right endpoints are less than a i from the head of the list one by one; 20.
Delete τ L1 from L 1 ; end while 22. Append i to the end of L 1 ; 23.
Unite the set associated with pred L2 (b i ) to the set associated with b i by union operation; 25.
Delete (1) For e 1 , e 2 ∈ L, if e 1 < e 2 , then w(interval(e 1 )) ≤ w(interval(e 2 )).
to 25). For each MT P D(i), we mark whether MT P D(i) = MXT P D(k) ∪ {i} or MT P D(i) = MIT P D(i) ∪ MK(i) (line 16). If MT P D(i) = MXT P D(k) ∪ {i}, then we also save the value of k. For each MIT P D(i), we save the value of δ L1 (line 8). For each MXT P D(i), we mark whether MXT P D(i) = MT P D(i) or MXT P D(i) = MIT P D(i) (line 17). Thus, all MT P D(i)'s and MIT P D(i)
(2) Right before interval i to be visited, if
and w(k) < w(j).
When the algorithm visits interval i, if L = ∅ or a i is greater than the maximum element in L, then interval i does not contain any other interval of I; i.e., MK(i) is a set of infinite weight. Otherwise, MK(i) = {k} and w(MK(i)) = w(k) where k is the interval and that a k is the successor of a i in L. Details of the algorithm are as follows.
Algorithm K. Find MK(i) for every interval i of I. Input. A set I of sorted intervals and the weights of all intervals.
Output. MK(i)'s for all interval
Mark that MK(i) is a set of infinite weight; 5.
Insert a i into L; 10.
while a i = δ and w(interval(pred(a i ))) > w(i) do 11.
remove pred(a i ) from L; end while end if end for The two invariants are true initially. Then they are maintained by lines 8 to 11. The data structure L can be implemented by using the two-level priority queue proposed by van Emde Boas [7] , which supports the operations of finding the minimum, maximum, predecessor, and successor of an element, inserting and deleting an element in O(log log n) time. Hence the running time of Algorithm K is O(n log log n). This leads to the following lemma.
Lemma 2.12. Given a set I of sorted intervals with weights, Algorithm MTPD computes W T (i), W IT (i), MT P D(i), and MIT P D(i) for all i ∈ I in O(n log log n) time. All MT P D(i)'s and MIT P D(i)'s are stored in an O(n) space data structure. We can obtain an MT P D(i) (respectively, MIT P D(i)) from the data structure in O(|MT P D(i)|) (respectively, O(|MIT P D(i)|)) time. If MK(i)'s for all i ∈ I can be computed in O(n) time, then the running time of Algorithm MTPD is O(n).
Let I t be the set of intervals obtained by augmenting I four zero-weight intervals, −1, 0, n + 1, and n + 2, where a −1 < a 0 < b −1 < b 0 < 1, and 2n < a n+1 < a n+2 < b n+1 < b n+2 . We can see that a subset S of I is a total dominating set of G(I) if and only if S ∪ {−1, 0, n + 1, n + 2} is a total dominating set of G(I t ). Thus we can find a minimum-weight total dominating set of G(I) by using Algorithm MTPD to compute MT P D(n + 2) of G(I t ). Since MK(i)'s for all i ∈ I can be computed in O(n) time if w(i) = 1 for all i ∈ I, a minimum-cardinality total dominating set of G(I) can be found in O(n) time. Thus we have the following theorem. Theorem 2.13. Given a set I of sorted intervals, a minimum-weight total dominating set of G(I) can be found in O(n log log n) time and O(n) space; and a minimum-cardinality total dominating set of G(I) can be found in O(n) time.
Extensions to circular-arc graphs.
In this section, we shall extend the results of the previous sections to solve the weighted domination problems on G(A) given a set A of sorted arcs with real weights. An arc, starting from endpoint h along clockwise direction to endpoint t, is denoted by [h, t] . We refer to endpoints h and t as the head and tail of arc [h, t], respectively. We use "arc" to refer to a member of A and "segment [c, d] " to refer to a continuous part of the circle that begins with an endpoint c and ends with d in clockwise direction [34] . Arbitrarily choose an arc from A. Starting from the head of this arc, label endpoints along clockwise direction from 1 to 2n. Arcs are numbered from 1 to n in increasing order of their tail. Denote the head and tail of arc i by h i and t i , respectively. Note that h i can be larger than t i , in which case arc [h i , t i ] extends h i , h i + 1, . . . , 2n, 1, . . . , t i .
We first study the problem of finding a minimum-weight independent dominating set in a circular-arc graph G(A) given a set A of sorted arcs. One observes that, for any arc x of A, graph G (A − N (x) ) is an interval graph and arc x is an isolated vertex in G (A−N (x) ). Moreover, every dominating set of G(A) contains at least one member of N [x]. Thus we can find a minimum-weight independent dominating set of G(A) as follows: choosing a vertex x 0 of minimum degree and letting N (x 0 ) = {x 1 , x 2 , . . . , x d } where d is the degree of x 0 , we find a minimum-weight independent dominating set of G (A − N (x k ) ), which is an interval graph, for each arc x k ∈ N [x 0 ]. The one with minimum weight is a minimum-weight independent dominating set of G(A). Since A − N (x k ) can be determined in O(n) time, a minimum-weight independent dominating set on G (A − N (x k ) ) can be computed in O(n) time using the algorithm presented in section 2.1. We have the following theorem.
Theorem 3.
Given a set A of sorted arcs, a minimum-weight independent dominating set of G(A) can be found in O(m + n) time and O(n) space.
In the following three subsections, we consider the weighted domination, connected domination, and total domination problems on circular-arc graphs. We consider nonnegative weight only. The reasons are explained in section 1. We will give a unified approach to solve these problems in O(n + m) time given a set of sorted arcs with weights. We need the following notation.
For x ∈ A, define N (x) to be the set of arcs of A that either contains arc x or is contained in arc x, and define N R (x) and N L (x) to be the sets of arcs whose heads and tails are contained in arc x, respectively. Let
It is straightforward to verify that A R (x) and A L (x) are interval graphs. For instance, there are ten arcs shown in Figure  2 
Domination. In the following, we will give an O(n)-time algorithm to find an MD(x). By definition, if S ∈ D(x), then S is a dominating set of G(A P (x)). In computing MD(x)
, we first map A P (x) to a set of intervals. The endpoints of arcs of A P (x) are numbered in clockwise order from 1 to 2|A P (x)| starting from the head of arc x. Then for every arc z ∈ A R (x) we create an interval
The above mapping procedure can be done in O(n) time since A is a set of sorted arcs. For example, for the set of ten arcs shown in Figure 2 , the set I(A P (3)) of intervals obtained by the above procedure is shown in Figure 3 .
The following lemma can be verified easily by the above procedure. We observe that I(S) is a PD set of I(A P (x)) if S ∈ D(x). Note that PD set was defined in section 2. − N (x)) ). − N (x) By arguments similar to those for proving Lemma 3.4, we have the following lemma.
Lemma 3.4. Suppose S ⊆ A P (x). Then S ∈ D(x) if and only if I(S) ∈ P D(last(I(S))) of G(I(A P (x))) and max b(I(S)) > max a(I(A
Proof. Suppose I(S) ∈ P D(last(I(S))) of G(I(A P (x))) and max b(I(S)) > max a(I(A
Lemma 3.6. Suppose S ⊆ A P (x) and x ∈ S. Then S ∈ CD H (
x) if and only if I(S) ∈ CP D(last(I(S))) of G(I(A P (x))) and last(I(S)) ∈ I(N L (x)).
Lemma 3.6 prompts us to find
. By Lemma 2.9, it can be found in O(n) time and space. This leads to the following lemma. x) ). We will generalize its definition to an arc x of A as follows: K(x) = {{y} : y ∈ A, y = x, y is contained in x} and MK(x) = Min(K(x)). Since MK(z) for all arc z ∈ A can be found in O(n + m) time, in the following we assume that MK(z) for all arc z ∈ A are ready for use. To find MT D 1 (x), we need the following lemma. 
Concluding remarks.
In this paper we have presented efficient algorithms to solve the minimum-weight domination problem (WDP) and its three variations, i.e., the minimum-weight independent, connected, and total domination problems (abbreviated by WIDP, WCDP, and WTDP, respectively), on interval and circulararc graphs. The results of this paper are summarized in Table 1 .
It remains an open question whether we can compute a minimum weight total dominating set for a weighted interval graph G(I) of a set of sorted intervals I in O(n) time.
