Within the context of learning sequences of basic tasks to build a complex behavior, U method is proposed to coordinate a hierarchical set of tasks. Each one possesses a set of sub-tasks lower in the hierarchy, which must be coordinated to respect a binary perceptive constraint. For each task, the coordination i s achieved by a reinforcement learning inspired algorithm based on an heuristic which does not need internal parameters. A validation ofthe method is giuen, using a simulated Khepera robot. A goal-seeking behavior is divided into three tasks: go to the goal, follow a wall on the left and on the right. The last two ones utilize basic behaviors and two other sub-tasks: avoid obstacles on the left and on the right. All the tasks may use a set of 5 basic behaviors. The global goal-seeking behavior and the wall-follo?eing and the obstacle avoidance tasks are learned during a step by step learning process.
1 Introduction.
Development context.
Within the framework of mobile robotics, it is often difficult to establish a relationship between the data perceived by the robot and the behavior it must achieve according to its input data.
Indeed, the perceptive data may be very noisy or may not be interpreted easily, so that modeling the mapping between perception and behavior could be a very difficult task. Reinforcement learning methods [l] have been widely used in that context [2], [3] , mainly because they do not need a prior knowledge about the process model. Moreover, they theoretically achieve incremental learning and they can cope with a possible inertiaof the system. But finding suitable internal parameters for those algorithms is not intuitive and may be a difficult task [4] . Resides, it is not easy to Claude Barret CEMIF-CSG-University of Evry 40, r. Pelvoux, 91020 Evry Cedex cbarret@cemif.univ-evry.fr find a compromise between the stability and the robustness of the algorithm and its incremental characteristic. Finally, given that the reinforcement methods need to sufficiently explore the perception space before finding a quite good solution, learning to fit a complex behavior in a reasonable.lapse oftime turns to be impossible without finding out some characteristics of the process, leading to a problem with a significantly decreased perception space. A solution could be to divide the whole task into coordinated sub-tasks [5] , each one being easier to learn than the complex behavior. However, the problem is turned into another one: choosing to execute a precise sub-task is often tricky, especially if the choice depends on the perceptual data of the agent. In that case, applying a simple switching is not generally sufficient; the agent has to learn to decide which sub-task is to be executed according t o its input, data. Moreover, when a failure in the learning process occurs, one has to know if the cause of the mistake is due to a misleading choice of a sub-task or to an internal deficiency of the elected sub-task unit. In the last eventuality, it could be necessary to modify this unit to make it avoiding the same mistake. So, it must have the capacity to learn at anytime it is used: this is an important focus of incremental learning methods.
Characteristics of the algorithm.
The proposed algorithm has some hard links with the reinforcement learning concept: it is a trial/failure method, it does not need a prior knowledge of the prcess model, it copes with the temporal credit assignment problem and it is incremental. However, it is not based on an optimization method, but on the respect of binary perceptive constraints.
The framework of the algorithm is the collective learning of a hierarchical set of tasks. Each one can use a fixed number of tasks lower in the hierarchy. For each behavior which is to learn, the quality of the obtained sequences is given by a binary feedback 0-7803-5655-1/99/$10.00 6 1999 IEEE Each agent has to learn to decide according to its current perception. To do so, an internal representation of the influence of its choices (leading to the execution of a basic task) on its perception is built on-line by the meaning of an oriented graph which nodes are associated with a particular choice and a precise perceptive area. Each node has an internal binary value related to its quality according to the respect of the constraints of the agent. This value is obtained by a back-propagation of the values linked to the ending nodes of the graph (nodes associated with a failure) using a consistency law derivated from the minimax algorithm [SI. Here, an analogy is made with a two player game in which the agent must use some actions so that the response of the dynamic system (its opponent) never leads it to a losing state, that is to say a perceptive state in which the agent does not respect its constraints.
When a failure is given by the feedback signal of an agent whereas the other lower level agents have fulfilled theirs constraints, the first one attributes the mistake t o its decision.
Application.
The algorithm will be applied to a general goalseeking problem in which the obstacle avoidance is performed by a wall-following behavior. To do so, the mobile robot Khepera [7] simulator written par 0.Michel [SI, running on Unix-like operating systems, will be utilized, which allows to test the robustness of the algorithm in a very noisy perceptive data context. The incremental capability and the possibility to resolve on-line the conflicts between the coordinated tasks will bee shown.
2 Description of the algorithm.
Context and notations.
The set of learning agents SA = { A I , Az, . . . ,A,} Each 2 : is a continuous space generated par the whole set, of possible X q . It is divided into a set of boxes Boz.dE{l,-..,b) made up accordingly t o the following set of equations: Each box is associated with a binary quality 4 E {0, l}, which is the estimated quality of the decision made by the agent Ai to call Ct.
Having received the set of the 1 signals Xcl, Ai can know precisely which boxes Bo& are fired, therefore which quality d,, is associated t o each one ofthe possihie choices. So, the decision linked to the best quality can be taken ( fig. 3 ).
Modeling the perceptive graph.

I.!
The objective is to memorize Lhe sequences of boxes fired in the perceptual area of Ai while it is executing some sub-tasks. The set of boxes fired at each time, associated to the possibles choices, can be seen as a perceptive state: as long as the set of elected boxes does not change, the agent is considered to be in the same state PA,(XA,(~)) = (j~, . . . , jr) where each j , is an integer which is defined by the relationship X,, E BOZ::$. If a failure is detected by the way of T A , : the agent moves in the special state P,,,. A perceptive graph models the sequences of states. When the agent reaches a perceptive state it has not experienced before in its learning process, a node N p associated t o that state is created. This node is linked to other nodes N B , which represents the different possible choices that the agent can make among the elements of SA:. When a decision is taken by the agent, its state is turned into the transitory state associated to the choice it has made. Then: the reaction of the dynamics of the system when executing C : modifies the perception X A , , allowing the agent to move to an- 
Consistency law.
Each node of the perceptive graph is associated to a binary quality. The quality of a state expresses the ability of the agent to avoid moving to the ending state Per,. Indeed, the problem which consists on taking The consistency law applied for each node of the graph is given by the following two relationships. The first one is dealing about the perceptive nodes N p , whereas the second one is applied to the transitory nodes NB associated to a decision-making when the perceptive state of the agent is N p :
Where Child(Np) is the set of the children of N p in the graph and C h i l d ( N~) is the set of the children of NB .
Using the consistency law to learn.
As soon as an arc from a node NE to a node Nb is created while the dynamics makes the perceptual data of the agent evolve, C h i l d ( A r~) is modified, therefore the consistency relationship could be broken. In that case, the valne of the quality of N s is forced in order t o respect the equation 2. If qNB is modified, the value of the quality associated with the father N B could he consequently modified due t o the equation 1. A sequence of modifications may then happen, leading to a back-propagation of the prior modification. This ends as soon as the consistency law is fulfilled by the qualities of all the nodes.
Global learning algorithm.
Step 1-Retrieval of the node N p linked to the perceptive state of the agent: PA,(XA,(~)). If it does not exist, create it and create the nodes NB associated t o the choices Ci.
Step 2-Decision-making: choice of C,,, among the elements of SA<, which associated quality is maximal. If two or more elements of SA, have the same maximal quality, those which priority is maximal are chosen.
Step 3-Execution of C , , , (transitory node NB ) and retrieval of the feedback signal T A~, while the perceptive state remains unchanged and no failure due t o Ai is detected. If another agent is utilized, the same algorithm is recursively called for it.
Step 4-Retrieval of the current perceptive node The Khepera simulator reproduces the imperfections of the sensors, so that it has been noticed that the experimental results deduced from the real and the simulated Khepera are very close.
In the following experiments, the simulated robot is controlled by receiving the values of the linear speed Is1 and Isz of its two wheels. These values ranges from -10 to 10, corresponding to a maximal speed of about 40 mm/s. The objective is t o build a goal-seeking behavior, making the hypothesis that the absolute coordinates of both the goal and the robot are supposed to be precisely known at each time. The obstacle avoidance Their specification i5 given by table 1. The robot possesses three internal binary feedback signals and an external one: BUMP, FWL and F W R plus BLK. BUMP is equal to 1 if the robot has bumped into an obstacle, else it is equal t o U. FWL (resp. FWR) is equal to 0 if the (resp. drrght ) value has remained smaller 10 for more than 30 learning steps; else, it is equal to 1. BLK is equal to 1 when a sequence of conflicting behaviors is detected ("turn on the left" followed by "turn on the right" is an example). BLK is sent by the user.
Learning protocol.
The global learning process is divided into two stages: the wall-following behaviors learning and the context switching learning. During the first one, four agents are trained: A I , A z , A; and AB ( fig. 6 ). Each of these agents are supposed to be context-free: when a failure occurs after one has taken a decision, it is responsible of the mistake whatever its percep tion is. During the second stage, the switching between the three contexts is learnt by Ao; "go to the goal" has the highest priority. The agents A2 and Ah are trained independently before AI and A;. A training period is considered successful when 500000 consecntive learning steps art: done without a failure. At the beginning of the A2 and A; learning processes, the robot is initialized in the free space of the environment ( fig. 7) . At the beginning of the AI and A; learning processes, the robot is initialized near a wall. The perceptive areas associated to these four agents are three dimensional continuous spaces larly dividcd into 4 x 4 x 4 = 64 boxes. But, the agent A0 has a four dimensional space generated by (dr~tt,dforwordrdrightra), d i v i d e d i n t o 4 x 4~4~4 = 256 boxes.
Results.
generated by (&ft, dforwardr d r i g h t ) ; they are reguFirst learning stage 10 learning attempts have been done for Az. All the attempts were successful, ending after 32 np to 56 trials. Fig. 8 shows the evolution of the number of consecutive learning steps without failure. It is noticed that the duration of a trial is a function of the number of nodes ( fig. 9 ). It simply means that as soon as the agent has a wide perceptive experience, it is able to respect its constraints with making very few mistakes. According to the perceptive areas division process, the maximal number of nodes for all the agents is 64 + 3 x 64 + 1 = 257. This number is nearly reached at the end of the learning stage. As a consequence, we have noticed that the failures that come within the learning process of master agent A1 using A2 are not the result of a mistake made by Az: they all are due to misleading decisions taken by AI. The learning period of AI has successfully ended after 20 up to 25 trials.
Second learning stage
The main issue of this stage is that using the three tasks may generate sequences of conflicting subtasks, such as "move to the left" and "move to the right". But, it can be much more complicated than this example. However, this situation always leads to a cyclic sequence of perceptual states in An. So, when the robot is trapped in such a sequence of tasks, a BLK signal is sent by the user. Then, if it received while context 1 is running ("go to the goal"), the choice of context 1 is punished. If a conflict arises between the two wall-following behaviors, a BLK signal leads to punish the left wall-following if the right side of the robot is nearer of an obstacle than the left side. This strategy permits to learn to avoid conflicts, but the learning process is longer than in the first stage. Indeed, although the number of possible perceptive states is small for An, a lot of conflicts happen, so that it takes about 300 trials to make the robot reaching the goal without a failure ( fig. 7 ).
Discussion and future work.
The learning method and the algorithm allow to incrementally learn a hierarchical set of coordinated tasks. Each task is considered to be a sequence of sub-tasks lower in the hierarchy. During the learning process, a binary constraint is used to eliminate the sequences that do not fit the objective of the task. A binary constraint permits to eliminate the sequences of sub-tasks that do not fit the objective of the task. Each behavior is managed by an agent which uses an internal perceptive graph to memorize the dynamics of the system in order to predict the consequences of the execution of each sub-task. The nodes of the graph possess a binary quality which is obtained by a backpropagation of the terminal node quality, using a consistency law inspired by the AI minimax heuristic.
Utilising a simulated Khepera robot which aim is to learn a safe goal-reaching behavior, it has been shown that the hierarchical set of agents created for this b e Evolution of the niimber of consecut,ive havior are able t o learn at, any time they are utilized. Thus, although they principally learn during their own learning stage, they can evolve if they are used in a high level algorithm framework where they have to face new perceptive sit.uations. Moreover, the algorit.hin can cope with very noisy perceptive data produced by the infra-red sensors of Khepera. Besides, the system can learn t,o avoid t,he conflicts between t,he wall-following and goal-reaching tasks.
