This paper is a review of the basic principles and recent developments of laser ablation inductively coupled plasma mass spectrometry (LA-ICP-MS) as a method for the element-and isotope-selective trace analysis of solid materials. In the course of this review, the aerosol formation/transportation process, quantification issues, as well as technical aspects concerning the system configuration and ICP operating conditions are outlined. Furthermore, the performance of femtosecond (fs) LA-based analyses as one of the most important advancements made over the past years is discussed. The benefits offered by fs-LA in comparison to LA using nanosecond (ns) laser sources are demonstrated on the basis of oxide layer and silicate glass analyses with different applied calibration strategies.
INTRODUCTION
E ver since the first research efforts made during the 1980s, 1,2 laser ablation inductively coupled plasma mass spectrometry (LA-ICP-MS) has gained growing attention and is now considered an off-the-shelf method for the element-and isotope-specific analysis of solid materials. [3] [4] [5] The most striking features of LA-ICP-MS are ease of use, high sensitivity, and a dynamic range covering up to twelve orders of magnitude, allowing for the simultaneous acquisition of major, minor, and trace constituents. Furthermore, little or even no sample preparation is required, making LA-ICP-MS particularly attractive for the analysis of chemically resistant materials such as fluorites or zircons. 6, 7 Another important feature is its high spatial resolution (,1 lm) and therefore small material uptake (,0.1 lg/s), which accounts for the nondestructive sample appearance on the macroscopic scale (.1 mm).
The basic layout of a LA-ICP-MS system, as shown in Fig. 1 , consists of a pulsed laser source, beam delivery optics, an air-tight sampling cell, an aerosol transport line, and an ICP-MS detector. Depending on the LA protocol and sample material chosen, heterogeneous aerosols composed of nanoparticles and larger aggregates are released upon laser exposure, which can limit the accuracy of analyses as a result of varying evaporation and ionization patterns inside the ICP if non-matrixmatched calibration standards are used. To suppress the occurrence of molecular interferences formed by polyatomic ions and to achieve the optimum ion yield needed for trace element determinations, the inert gases argon and helium are supplied as aerosol carriers. Alternatively, a diffusion-based gas exchange (air ! helium/argon) can be accomplished prior to ICP-MS analysis, allowing one to perform LA even under environmental conditions, i.e., humid air without the need for hermetically sealed sampling cells. 8 The general figures of merit of LA-ICP-MS are specified in Table I. emerging from the LA process, indispensable pre-conditions for accurate analyses are (1) a representative aerosol composition, (2) high transport efficiencies, and (3) a complete decomposition of particles that reach the ICP. 9 For the purpose of representative sampling, Nd:YAG laser sources emitting nanosecond (ns) pulses (5 to 10 ns) in the mid-and far-ultraviolet (UV) spectral range down to 213 nm have been most commonly used. However, the formation of particles in the micrometer-size range produced this way has been reported to strongly affect precision and accuracy of Nd:YAG laser-based LA-ICP-MS analyses since they were found to insufficiently evaporate in the ICP, resulting in spikes and drifting signals. 10, 11 Inaccurate quantification of UV-transparent materials due to incomplete particle evaporation prevents an all-purpose use of UV-ns-LA-ICP-MS at 266 and 213 nm for the analysis of both opaque and highly transparent materials. In contrast, the utilization of laser systems emitting in the vacuum (V)-UV spectral range below 200 nm significantly suppresses the formation of micrometer-sized particles, enabling reliable analyses to be carried out for a broader range of samples including wide band-gap materials such as CaF 2 or quartz. 12 Recently, VUV-ns-LA by either ArF-type excimer or optical parametric oscillator (OPO)-type solid-state laser systems has been shown to produce well-conditioned aerosols in terms of both mean particle size and composition. 13 However, the application of ns laser sources turns out to result in the formation of a so-called heat-affect zone whenever metals and semiconductors are analyzed. In these cases, material redistribution due to thermal diffusion occurs even if the local temperature build-up is intense enough to evaporate the most refractory elements. As a consequence, preferential evaporation, i.e., the cumulative enrichment or depletion of certain constituents, arises in the initial stage of LA. Moreover, the pulse energy is partly absorbed by the plasma built up above the irradiated area, which may further alter the composition of aerosol particles formed during expansion. Both, zone heating and plasma shielding are obviously related to the laser pulse duration, which governs the dynamics of the LA process. To compensate for these effects the phase transition from solid over liquid to gaseous or superheated liquid must be completed before energy starts to diffuse out of the irradiated volume or to interact with ejected material, respectively. In other words, the pulse duration must fall below the material-specific thermal relaxation time defined by the strength of the electron-phonon coupling, which, according to the literature, is below one picosecond (ps) for (semi-) conducting matter. 14 Therefore, decreasing the laser pulse duration down to the femtosecond (fs) range has been suggested to improve the ablation characteristics and to realize the ideal concept of representative sampling. 15 The composition of aerosols produced by fs-LA has been extensively investigated: metallic and dielectric aerosol particles were classified by low-pressure impaction or filtering and subsequently analyzed using total reflection X-ray fluorescence (TXRF) or dissolved and quantified by solution nebulization (SN)-ICP-MS. It was shown that the application of fs-LA permits the production of aerosols predominately consisting of mesoscopic particles in an approximate size range between 10 nm and 100 nm that tend to form fractal aggregates and whose composition depends on the particle size. However, the overall composition of aerosols formed still matched the bulk material. 16, 17 Aerosol Formation and Transportation. Several mechanisms underlying the formation of aerosols during LA using different pulse durations have been discussed. These include condensation from supersaturated vapor, critical point phase separation (CPPS), phase explosion, or hydrodynamic instabilities. Nevertheless, condensational growth is assumed to be the dominant mechanism, resulting, however, only in the formation of particles , 100 nm 18 due to the rapid cooling rate of the expanding material, which is known to go beyond values of 10 10 K/s. However, scanning electron microscopy (SEM) images of deposits reveal the presence of particles considerably larger than 100 nm, particularly if LA is performed in argon or ambient atmosphere using energy densities well above the LA threshold (1 J/cm 2 ). 19 Coexisting processes that can form such particles are, e.g., coalescence or aggregation of already solidified particles. On the other hand, phase explosion could act as a single source of both smaller and larger particles because it frees a mixture of vapor and droplets. 20 In Fig. 2 , a SEM micrograph of particles produced by fs-LA of ZrO 2 (zirconia) under ambient air is shown, revealing the existence of both fractal nanometer aggregates and compact micrometer particles.
Due to the heterogeneous composition of particles produced by ns and fs laser ablation, the possibility of material loss during the transport period as a result of diffusion or electrostatic, inertial, and gravitational settling has been extensively explored as origins for compositional changes that may affect the accuracy of analysis. Early estimates of the transport efficiency of laserproduced aerosols gave inconsistent values from 10% up to 60% depending on the method chosen. 2, 21 Transport efficiencies were measured by optical particle counting (OPC) and chemical analyses of filtered particles taking into account the mass released. However, recent studies suggest the transport efficiency to be . 70-90%, which, furthermore, appears to be less dependent on cell geometry, volume, and flow conditions chosen, implying that virtually any transport system is appropriate for analysis. 22, 23 As previously mentioned, routinely used LA cells and transport systems show only minor differences in terms of their overall throughput and, thus, the sensitivity available. Therefore, criteria for the best choice focus rather on practical attributes such as quick and easy sample handling or the degree of aerosol dispersion over the cross-section of the transport tube attached to the cell, which defines precision and also to some extent the accuracy of analysis. A high degree of aerosol dispersion can be created by either turbulent in-cell carrier gas flows or a dispersive element (e.g., nozzle) inserted downstream of the transport line. In Fig. 3 , the influence of a turbulent in-cell flow on the aerosol dispersion is illustrated. However, for certain categories of application such as large-scale mapping, rapid depth profiling, or three-dimensional (3D) analyses, a dispersion of aerosol particles originating from consecutive LA events is undesirable because it increases their incell residence time and, thus, the speed of analysis.
Traditionally, the design of LA cells and transport lines is accomplished by trial and error, which is time consuming and, thus, less satisfactory. In order to perform a more systematic adaptation, in recent years modeling by computational fluid dynamics (CFD) has, therefore, emerged as an alternative method, 24 even allowing for automated design optimization if evolutionary algorithms are implemented. 25 
INDUCTIVELY COUPLED PLASMA MASS SPECTROMETRY SYSTEM CONFIGURATION
Mass Analyzers and Mass Spectrometry Detection Schemes. Because the detection of analyte ions formed inside the ICP can only be accomplished under vacuum conditions, a differentially pumped sampler-skimmer system is arranged in front of the mass analyzer that separates ions according to their mass-to-charge (m/z) ratio. Depending on mass resolution, sensitivity, and precision required, ICP-MS analyses of laser-produced aerosols are carried out by either quadrupole (Q), sector field (SF), or time-of-flight (TOF) instruments. 26 Due to their construction and/ or working principle, both Q and SF instruments chosen for routine analyses carry out sequential measurements, suggesting that data points acquired within one replicate do not exactly correlate, which, however, is a prerequisite for, e.g., homogeneity studies with high spatial and temporal resolution. In such cases, laser-produced aerosols may be analyzed by either TOF-MS, 27 multicollector (MC)-SF-MS, 28 or Mattauch-Herzog (MH)-SF-MS. 29 While TOF instruments separate ions according to their drift time, MC-and MH-SF-MS operate Faraday cups or compact detector arrays, respectively, for simultaneous acquisition, which in the case of MC-SF-MS restricts the m/z coverage to 620% around the central value set. In contrast, recent developments made for TOF-and MH-SF-MS permit one to acquire the entire m/z range up to the actinides.
Today, virtually all ICP-MS instruments, except for the TOF design, can be equipped with detectors covering a linear dynamic range of a maximum of twelve orders of magnitude, permitting the simultaneous acquisition of major and trace elements (see Table I ). Among these, secondary electron multipliers (SEM) and channel electron multipliers (CEM) are most widespread due to their ability to count single ions up to more than millions of ions per second (cps). Both SEMs and CEMs can also be operated in analogue mode, which increases their dynamic range by a factor of a thousand, resulting in count rates of more than one billion cps. Depending on the detector configuration, this range can even be extended to a trillion cps if ion currents of . 0.1 lA need to be measured.
Most commonly, ICP-Q-MS instruments are chosen for routine applications due to lower costs and fast acquisition cycles (, 10 ms). Furthermore, modern Q-filters offer a mass resolution sufficient for the analysis of nearly all elements accessible by ICP-MS except for those blocked by interferences originating from isobaric or polyatomic ions that cannot be overcome by selecting a different isotope. In such cases, ICP-Q-MS combined with collision/reaction cells or SF-MS must be used. In particular, SF-MS devices operated at high resolution (Dm/m . 10.000) allow the elimination of many of these interferences, which is important in determining first-row transition elements that often interfere with hydrides, carbides, nitrides, oxides, or argides (ArX þ ). However, currently available SF-MS instruments are not capable of resolving isobaric and certain polyatomic ion interferences, notably including argides in the intermediate m/z range. In addition, an increase in mass resolution always lowers the ion transmission and, therefore, the sensitivity by an approximate factor given by the reciprocal value of the relative resolution enhancement. In contrast, the operation of reaction or collision cells pressurized with H, He, or NH 3 permits the suppression of several polyatomic interferences at almost constant ion transmission.
Inductively Coupled Plasma Operating Conditions. Although the gas and ionization temperatures attainable by ICPs operated under standard conditions may exceed values of 7000 K, 30 the cutoff size of laser-produced particles that can be completely evaporated and ionized was found to be restricted to values , 0.2 lm. Assuming the aerosols to consist of particles with size-dependent compositions and whose enthalpies of formation differ from those produced by LA of the calibration standard, in addition, the axial position for complete evaporation and ionization strongly depends on the material considered. As a consequence, the ion distribution pattern in front of the MS interface may change, resulting in a non-representative ion extraction unless matrix-matched calibration is performed. In fact, no model has yet been developed that is adequate to predict the structure of such patterns due to the multitude of processes involved, including different penetration depths of particles as well as massdependent diffusion rates of ions out of axis. Therefore, system optimization is usually performed on the basis of general performance indicators such as sensitivity, precision, and oxide formation. For this purpose, system parameters such as the ICP power, axial ICP torch position, gas flow rates, and ion lens settings are varied. In Table II is listed the range of parameters typically set for LA-ICP-MS analyses.
DATA PROCESSING AND ANALYSIS
The quantification capabilities of LA-ICP-MS critically depend on the availability of adequate reference standards for calibration that, at best, exactly match the sample composition. In this way, a wide range of geological, mostly SiO 2 -based, materials have already been analyzed. Nevertheless, accurate quantification requires the definition of an internal standard to compensate for matrix-dependent LA rates, i.e., the amount of material released per shot. Thus, the concentration of at least one matrix constituent of sample and reference material must be known from complementary analytical techniques such as X-ray fluorescence or SEMenergy-dispersive X-ray spectroscopy (EDX).
Elemental Fractionation. Several strategies to circumvent the utilization of an internal standard have been conceived, including (1) normalizing on sum intensities, 31 (2) determining the ablated mass by optical particle counting (OPC) or pre-and post-LA sample weighing, 32, 33 or (3) admixing of isotope dopants with known composition. 33 Among these, sum intensity normalization is, probably, regarded as the most practicable approach to extend the quantification capabilities of LA-ICP-MS even though it requires information about the content of all major and minor elements to be analyzed, which, in addition, must be accessible by ICP-MS. However, quantification by internal standardization using matrixmatched calibration standards usually gives the most accurate data and should, therefore, be preferred. Nevertheless, the lack of adequate reference standards often makes the application of nonmatrix-matched calibration or even SNbased calibration strategies necessary.
In this context, a number of authors have reported on non-representative and temporally drifting elemental ratios commonly defined over two adjacent parts of the acquired ICP-MS signal. [34] [35] [36] Both phenomena-denoted elemental fractionation-are the main sources of inaccuracies to which most analyses based on non-matrix-matched calibration are prone. The examination and eventually suppression of these effects has been appointed a principal matter in consideration of their complexity involving laser-, transport-, and ICP-induced elemental fractionation.
Assuming the aerosol to be representative and material precipitation during the transport period to be negligible, the overall fractionation index given by the product of all contributing factors can be traced back to ICP-induced effects only. This situation arises if, for instance, fs-LA-ICP-MS of metals using helium as the aerosol carrier is carried out. 37 However, a generalization towards the analysis of non-conducting materials by fs-LA-ICP-MS cannot be made at the moment because studies dealing with the identification or exclusion of certain fractionation sources are still missing. In Fig. 4 , deficient ion sampling due to material-dependent diffusion losses as one of the main origins of ICP-induced fractionation is illustrated. Matrix-Matched Calibration: Nanosecond versus Femtosecond LA-ICP-Q-MS. Taking into account the advantages fs-LA offers for metal analyses, the question arises whether the same holds true when quantifying dielectrics, which represent the most frequently analyzed category of materials. Even though the current generation of fs laser systems already provides a high degree of stability in terms of pulse energy and duration, a controlled beam homogenization and delivery remains difficult because most of the concepts applicable so far are accompanied by either a substantial energy loss, beam profile distortion, or pulse dispersion, particularly with respect to frequencyconverted VIS or UV radiation. * For this reason, answering the question about the actual benefits becomes even more important to justify the purchase of fs laser systems for routine LA-ICP-MS analyses.
In Fig. 5 , the bandwidth of relative deviations for Na, Mg, Al, Si, K, Ca, Ti, Mn, and Fe concentrations measured by UV-ns-and UV/NIR-fs-LA-ICP-Q-MS of the USGS BHVO-2G glass standard applying different calibration strategies (internal standardization and sum inten- 38 Colored bars indicate the most accurate calibration strategy found. sity normalization) are shown. According to the specified error range, fs-LA generally resulted in concentration values approximately twice as precise as the ones achieved by ns-LA, whereas the accuracy turned out to be similar. Furthermore, it appeared that there was no distinct trend towards a best-suited calibration strategy for a given element even when comparing NIR-and UV-fs-LA. Nevertheless, quantification by matrix-matched calibration yielded the most accurate data in the majority of cases, as expected. These findings clearly demonstrate that fs-LA using either NIR or UV radiation also improves the quality of analysis for dielectrics in comparison with UV-ns-LA.
In-Depth and Layer Analysis by fs-LA-ICP-Q-MS. Another feature arguing for the utilization of fs-LA rests upon the reduction of the decomposition threshold, which, depending on the wavelength and material chosen, can be lower by more than one order of magnitude compared to values achievable by ns-LA (~1 J/cm 2 ). This reduction makes fs-LA-ICP-MS performed close to the decomposition threshold attractive for the in-depth analysis of nano-layer systems, which cannot otherwise be accomplished on the basis of ns laser sources. In the upper part of Fig.  6 , a Ca-, Mn-, Fe-, and La-specific depth profile of a thin oxide layer (substrate material: SrTiO 3 ) acquired using UV-fs-LA-ICP-MS is shown. Apparently, all analyte signals correlated within the acquisition period, suggesting the layer to be sufficiently homogeneous. This observation was additionally supported by the analyte-to-Mn signal ratios shown in the lower part of Fig. 6 . In fact, no significant drift could be observed, which proved the coating procedure in terms of layer homogeneity to be fit-for-purpose. To identify the layersubstrate transition, moreover, Sr and Ti (both substrate constituents) were chosen as tracers. In doing so, a layer thickness of , 50 nm could be specified taking into account a minimum but approximate close-to-threshold LA rate of 5 nm per shot. 39 Furthermore, on the basis of analyteto-Mn ratios calculated from signals acquired by scanning-mode UV-fs-LA-ICP-QMS, the stoichiometry was determined using a silicate glass reference material (NIST610) as external standard. As can be seen in Table III , an average precision of , 3.5% could be achieved, although the concentration difference of layer and standard material required an extrapolation of the respective calibration curves by nearly four orders of magnitude. In contrast, the accuracy of data ranged from , 1.0% for Fe to 2.8% and 3.3% for Ca and La, respectively, compared to stoichiometry values result- Due to the utilization of a Gaussian, i.e., non-homogenized beam (see schematic in the lower part), signal intensities of the layer constituents only slightly leveled off as the laser radiation started to penetrate through the layer-substrate interface (highlighted by the grey arrow). 
