Abstract. We prove a variant of Tartar's first commutation lemma involving multiplier operators with symbols not necessarily defined on a manifold of codimension one.
Introduction
At the beginning of 90's, L.Tartar [14] and P.Gerard [3] independently introduced the H-measures (microlocal defect measures). The H-measures appeared to be very powerful tool in many fields of mathematics and physics (see randomly chosen [1, 5, 6, 7, 9, 12, 13, 16] ). They are given by the following theorem: where A ψ is a multiplier operator with the symbol ψ ∈ C κ (S d−1 ).
The complex matrix Radon measure {µ ij } i,j=1,...r defined in the previous theorem we call the H-measure corresponding to the subsequence
we have extended the notion of the Hmeasures in [8] as follows.
where
The first commutation lemma was one of the key point in the proof of Theorem 1 as well as Theorem 2 (with a simple modification; see [8, Lemma 14] ). It is stated as follows:
. Let A be a multiplier operator with the symbol a, and B be an operator of multiplication given by the formulae:
where calF is the Fourier transform. Then
The proof of the lemma heavily relies on the fact that the function a is actually defined on the unit sphere. Recently, two new variants of the H-measures were introduced -the parabolic H-measures [2] and ultra-parabolic H-measures [12] . In both cases a variant of the first commutation lemma is needed, and in both cases its proof is based on the fact that a symbol a of appropriate multiplier A is defined on a smooth, bounded, simply connected manifold of codimension one.
In order to motivate our variant of the first commutation lemma, notice that from the proof of Theorem 1 (see [14] ), it follows that we need to "commute" A(ϕ 2 u n ) by ϕ 2 A(u n ), where (u n ) is the sequence bounded in L 2 (Ω), which was exactly done in Lemma 3. Similarly, in Theorem 2 (see [8] ), we need to "commute" A(ϕ 2 v n ) by ϕ 2 A(v n χ suppϕ2 ), where χ V is the characteristic function of the set V , and (v n ) is the sequence bounded in L ∞ (Ω). Therefore, it is enough to prove that the commutator C is compact operator from
Suppose that for some constant k > 0 and for any real number r > 0
Let A be a multiplier operator with the symbol a, and B be an operator of multiplication given by the formulae:
where F is the Fourier transform. Then
Remark 5. We hope that the lemma could serve for defining variants of the Hmeasures adapted to equations which change type (such as non-strictly parabolic equations).
Proof: On the first step notice that a satisfies conditions of the Hörmander-Mikhlin theorem (see [11, 4] ). Therefore, for every
Then, notice that we can assume
The corresponding sequence of commutators C n = AB n − B n A, where B n (u) = b n u, converges in norm toward C. So, if we prove that C n are compact for each n, the same will hold for C as well.
Then, fix a real non-negative function ω with a compact support and total mass one. Take the characteristic function χ B(0,2) of the ball B(0, 2) ⊂ IR d and denote:
for an ε > 0 small enough so that we have χ(x) = 1 for x ∈ B(0, 1), and (1 − χ) ≡ 1 out of the ball B(0, 3). Next, notice that A = A aχ + A a(1−χ) , where A aχ is a multiplier operator with the symbol aχ, and A a(1−χ) is a multiplier operator with the symbol a(1 − χ). Accordingly,
First, consider the commutator C aχ . Notice that since aχ B(0,2) has a compact support, the multiplier A aχ is actually the convolution operator with the kernel
, whereF is the inverse of the Fourier transform F :
Therefore, we can state that
Indeed, take an arbitrary bounded
and suppu n ⊂V ⊂⊂ IR d , for a relatively compact setV . In order to prove that C aχ is compact, it is enough to prove that C aχ u n strongly converges to zero in
Thus, it holds for every fixed
Next, since the sequence (u n ) has compact support, we also have:
for a constantĈ depending on the support of the sequence (u n ) as well as L 2 norm of the kernel ψ.
Combining (8) and (9) with the Lebesgue dominated convergence theorem, we see that for an arbitrary relatively compact V ⊂⊂ IR d and every p 0 > 0, it holds:
proving (7). In order to prove that C a(1−χ) is compact, we need more subtle arguments basically involving techniques from the proof of the Hormander-Mikhlin theorem from e.g. [11] .
So, let Θ be a non-negative infinitely differentiable function supported by {ξ ∈
θ is non-negative, it is supported by {ξ ∈ R n :
, it is infinitely differentiable, and is such that if ξ = 0, then
. From here, on applying hypothesis (3) with r = 2 j , it follows from the Minkowski inequality that
where C is a constant independent on k. Denote byā j =F (a j )(x), x ∈ IR d , the inverse Fourier transform of the function a j . From (11), the Cauchy-Schwartz inequality, Plancharel's theorem and the well known properties of the Fourier transform, for every s > 0 it holds (see also the proof of [11, Theorem 7.5.13]):
where C 1 depends only on the functions θ and χ.
Next, considerĀ n (x) = n j=0ā j (x), x ∈ IR d . For an arbitrary fixed s > 0, the
for a constant C 3 > 0, since
Furthermore, for an odd d, from (12) we have
while for an even d conclusion (15) follows from:
x <s
x · |Ā n (x)|dx ≤
Now, take the convolution operator:
and consider the commutator C n = A n B − BA n . It holds:
Given a fixed s > 0, rewrite C n (u) in the following way:
From here, combining b ∈ C 1 0 (IR d ) with (14) and (15), we conclude for an arbitrary relatively compact
Furthermore, arguing as for (7), we infer that the operator
for an arbitrary p 0 > 1. Next, notice that we have for any u ∈ L 2 :
and from here and the Fatou lemma: where o s (1) denotes a quantity tending to zero as s → 0, and appears here due to (15) . From here and (17), it follows that C a(1−χ) is a compact operator since it can be estimated by a sum of a compact operator, and an operator bounded by an arbitrary small constant. Thus, we see that C can be represented as the sum of two compact operators C aχ and C a(1−χ) , which means that C is a compact operator itself.
This concludes the proof. 2
