Various models featuring horizontal wells with multiple fractures have been proposed to characterize flow behavior over time in tight and shale gas systems. Currently, only very little is known about the effects of nonideal fracture patterns and coupled primary-secondary fracture interactions on reservoir performance in unconventional gas reservoirs.
Introduction
Various analytical and semi-analytical solutions have been proposed to model flow in shale-gas and tight-gas reservoirs. Gringarten (1971) and Gringarten et al., (1974) developed some of the early analytical models for flow through domains involving a single vertical fracture and a single horizontal fracture, while more accurate semi-analytical models for single vertical fractures were developed much later (Blasingame and Poe Jr., 1993) . Prior to the development of models for multiply-fractured horizontal wells (Medeiros et al., 2006) , it was common practice to represent these multiple fractures with an equivalent single fracture.
Several other analytical and semi-analytical models have been developed since Bello and Wattenbarger (2008) ; Mattar (2008) ; Anderson et al., (2010) . Although these models are much faster than numerical simulators, they generally cannot accurately handle the very highly nonlinear aspects of shale-gas and tight-gas reservoirs because these analytical solutions address the nonlinearity in gas viscosity, compressibility and compressibility factor with the use of pseudo-pressures (an integral function of pressure, viscosity and compressibility factor) rather than solving the real-gas flow equation. Other limitations include the difficulty in accurately capturing gas desorption from the matrix, multiphase flow, multidimensional heterogeneities, unconsolidation, and several non-ideal and complex fracture networks (Houze et al., 2010) .
The limitations of the analytical and semi-analytical models have led to the use of numerical reservoir simulators to study the reservoir performance of these unconventional gas reservoirs. Miller et al., (2010) and Jayakumar et al., (2011) applied a numerical simulator to history-match and forecast production from two different shale-gas fields, while Cipolla et al., (2009) , Freeman et al., (2009) , and Moridis et al., (2010) conducted numerical sensitivity studies to identify the most important mechanisms and factors that affect shale-gas reservoir performance. These numerical studies show that the characteristics and properties of the fractured system play a dominant role in the reservoir performance. Hence, significant effort needs to be invested in the characterization and representation of the fractured system.
Despite the large and expanding use of numerical simulation in the study of shale-gas and tight-gas reservoirs, large knowledge gaps remain. Very little is known about the interaction between primary and secondary fractures, as well as the effect of non-orthogonal and non-planar fracture orientations on the flow behavior of these unconventional gas plays. The main objective of this study is to expand the current understanding of flow behavior in fracture systems involving the nonideal fracture geometries that are typically encountered in field scenarios, and to develop information that can be used to:
• optimize fracture and completion design, • validate analytical models, and • allow a more accurate estimation of reserves.
The cases studied in this work include the evaluation of the interaction between secondary and hydraulic fractures, the investigation of the effects of non-planar and non-orthogonal fracture geometries, and the assessment of well performance when representing a multiply-fractured horizontal well system by a single fracture or a repetitive element.
Use of Voronoi Grids in Reservoir Simulation
The traditional approach of modeling fractured shale-gas reservoirs with regular Cartesian grids could be limited in that it cannot efficiently represent complex geologies, including non-planar and non-orthogonal fractures, and cannot adequately capture the curvilinear flow geometries expected around the fracture tips in such fractured reservoirs. It also suffers from the fact that the number of mesh cells can easily grow into millions because of the inability to change the orientation and shape of the grids away from the fracture tips, thus requiring extremely fine discretization in an attempt to describe all possible configurations. This problem is further aggravated if an attempt is made to represent the large number (up to 60) of hydraulic fractures in a clustered fracture system (Jayakumar et al., 2011) .
In this work, we developed TAMMESH, a 3D Voronoi mesh-maker that uses the voro++ library (Rycroft, 2007) to construct Voronoi or Perpendicular Bisector (PEBI) grids (Palagi and Aziz, 1994) . These grids are sufficiently flexible to honor any geological complexities, and can assume any shape, size or orientation. The mesh-maker is used to grid and pre-process all the ideal and non-ideal fracture geometries investigated in this study, while the actual simulations are performed using TAMSIM, an unconventional-gas reservoir simulator developed at Texas A&M University Olorode, 2011) based on the TOUGH+ simulator (Moridis et al., 2010) . Our approach is to provide very high-definition reference numerical solutions that illustrate virtually all of the trends we can expect in an unconventional gas reservoir. Houze et al., (2010) recognized the importance of explicitly gridding secondary fractures in order to quantify the interaction between primary and secondary networks as distinct systems, using either a regular orthogonal pattern or a more random and complex system. For a general classification of the fracture systems present in producing shale-gas and tight-gas reservoirs, the reader is refered to Moridis et al. (2010) . In this section, we show the two classes of fracture geometries/orientations studied in this work:
Illustration of Possible Fracture Geometries/Orientation
• Regular or ideal fractures: These are idealized fracture geometries, which are usually planar and orthogonal. A perfectly planar (or orthogonal fracture) is the idealized geometry used in numerical studies using Cartesian grids. Figure 1a gives an illustration of this fracture geometry.
• Irregular or non-ideal fractures: These are the kinds of fracture geometries we are likely to encounter in real-life.
They could be non-orthogonal, meaning that the fractures intersect either the well (for primary fractures) or primary fractures (for secondary fractures) at angles other than 90 o , and they could be complex, implying that the fractures are not restricted to a flat, non-undulating plane. Figures 1b and 1c give a diagrammatic illustration of two such scenarios.
Diagnostic Plots
Gas production is commonly analyzed using log-log plots of rate or dimensionless rate versus time or dimensionless time, plots of inverse of normalized rates versus square root-time (called square-root plots), flowing material-balance plots, dimensionless plots, rate derivative plots, rate-integral plots and rate-integral derivative plots, among others. Anderson et al. (2010) points out that the first three are particularly well suited for tight-gas and shale-gas production analyses.
In this study, we analyze the simulation results using log-log plots of rate (q) versus time (t), and of dimensionless rate (q D ) versus dimensionless time (t D ). The log-log plots are useful in identifying the different flow regimes exhibited by the reservoir during the course of production. 
Generation of Unstructured Grids
A detailed discussion on this subject is beyond the scope of this paper; the interested reader is directed to Olorode (2011) . In this section, we provide some useful perspectives of the actual grids that were generated for this study. All grids were visualized using "Gnuplot", a public-domain Unix visualization software package (http://www.gnuplot.info/).
In the next five subsections, we show a detailed visualization of the grids we have constructed for the following subjects of investigation:
• Single-fracture representation of multiply-fractured horizontal wells,
• Planar multiply-fractured horizontal wells,
• Non-planar multiply-fractured horizontal wells,
• Non-orthogonal multiply-fractured horizontal wells, and • Secondary fracture networks.
Single-fracture representation of multiply-fractured horizontal wells
This section shows the grids that have been constructed for the representation of a multiply-fractured horizontal well with an equivalent single fracture. The single fracture is assigned a fracture half-length that is equal to the sum of all individual fracture half-lengths, as illustrated in Figure 2 (Houze et al. 2010) . Figure 3 on the other hand, shows a 3D view of the mesh for a single-fracture representation that was constructed using TAMMESH. The flexibity of changing the gridblock size and orientation helps in reducing the number of gridblocks and capturing the curvilinear flow geometry around the fracture tips.
Use of stencils for representing multiply-fractured horizontal wells
In this section, we discuss the use of a "minimum repetitve element", referred to as a "stencil", to represent a multiplyfractured horizontal well system. The ability to simulate only a fraction of the full grid (the stencil) without a significant reduction in accuracy of the predictions can drastically reduce the number of grid-blocks and the order of the solution matrix, with a corresponding reduction in the execution time. When simulating the stencil, to obtain the rate and cumulative production for the full grid, we simply multiply the rate and cumulative production for the stencil by the number of occurrence of this minimum repetitive element in the simulation domain.
Freeman (2010) provides a schematic and a discussion of the assumptions on which the use of stencils is based, and he uses this stencil for all his simulation runs. Figure 4 gives the 2D plan view that shows the full multiple-fracture system (discussed in the next section) and illustrates the stencil in relation to the full system. Figure 5 shows a plan view of the grid describing both the stimulated and unstimulated reservoir volumes. We have included a "nonstimulated" region around the "stimulated reservoir volume" (SRV-identified by the high-resolution grid) to allow flow from this region into the stimulated region, and finally into the wells. The 3D sketch corresponding to this planar system is shown in Figure 1a .
Planar multiply-fractured horizontal wells

Non-planar multiply-fractured horizontal well systems
To construct the grid for a non-planar multiple-fracture system with an inclination angle of 60 o , the centers of the fracture cells are placed in a repeated pattern of equilateral triangles, as illustrated in Figure 6 . Since equilateral triangles have all 3 internal angles at 60 o , we obtain "regular" hexagonal grid-blocks (a "regular" hexagon is a hexagon with equal sides and equal angles, while an "irregular" hexagon is one with unequal sides and unequal angles), which accurately represent fractures with an inclination angle (defined as the angle between the fractures and the horizontal well) of 60 o , when the Voronoi tessellation routine of the voro++ library is called. As explained by Palagi and Aziz (1994) , the triangles which yield the Voronoi or PEBI grids after the Voronoi tessellation are referred to as the "Delaunay triangles". Figure 6 also shows a change in grid orientation, using hexagonal cells. This is the concept used to generate the mesh describing the nonplanar fractures shown in Figure 7 .
Non-orthogonal multiply-fractured horizontal wells
A descriptive sketch of a non-orthogonal fracture system is provided in Figure 1c . In this section, we model two different inclination angles (θ = 60 o and θ = 30 o , respectively), defined as the angle between the fractures and the horizontal well. When θ = 60 o , the cell centers are placed exactly as explained in the previous section, except that there is no need to change the orientation of the fractures because the fractures are planar in this case. 
Secondary fracture networks
Three different configurations of induced secondary fractures are studied in this reserarch. The first case, illustrated by the schematic in Figure 9 shows a secondary fracture that intersects the primary fractures in the plane of the horizontal well, which is along the middle of the reservoir, in the Z-direction. In the second case, shown in Figure 10 , the induced fracture intersects the primary fractures at h/4 from the top of the primary fracture, where h is the thickness of the reservoir. Finally, the last case illustrated in Figure 11 shows two induced fractures that intersect the primary fractures at h/4 and 3h/4, repectively, from the top of the reservoir. Figure 12 gives a 3D view of the first case with two primary fractures only. In all cases, the fractures and wells are represented discretely, using grid-blocks with dimensions that are representative of the fracture aperture and well radius, respectively. The logarithmic spacing accurately captures the transient flow from the matrix into the fractures and wells, while minimizing the number of grid-blocks used in the simulation study. Table 1 shows the reservoir and completion parameters used in this study. These parameters are representative of the Barnett shale, and were extracted from Shelley et al., (2010) , Houze et al., (2010), and Miller et al. (2010) . 
Overview of Barnett Shale Parameters Used
Results and Analyses
We now discuss the reservoir simulation results from this study and provide an interpretation of the findings; including identifiable trends and patterns.
Evaluation of Single-Fracture Representation of Multiply-Fractured Horizontal Wells
Although well beyond the lifespan of most wells, the simulation in this section covered a production period of 3,000 years in order to show the proximity of the solutions over long production periods, in addition to identifying the different flow regimes that are expected in a multiply-fractured horizontal well system and in its single-fracture representation. In Figure  13 , we observe that, with the exception of practically insignificant early times, both cases show very similar results, indicating a linear half-slope flow regime and a reservoir boundary-dominated flow. The very early-time fracture drainage observed before the onset of the linear half-slope line lasts a single day. This timeframe is both too short to have any practical impact, in addition to being insufficiently long enough to alleviate concerns about possible numerical artifacts and discretization errors.
The log-log plot of the gas production rates given in Figure 13 , shows that the single-fracture representation appears to be a good approximation because its rate forecast closely matches that of the multiply-fractured horizontal well system for any practical production timeframe. However, despite the fact that the "stimulated reservoir volume" (SRV) is the same in both cases, we observe that the multiple-fracture case begins to show fracture-interaction after about 20,000 days (55 years). The fracture-interference results in a reduction in slope, and the rate-profiles for the two cases cross after about 30 years. For obvious reasons, this fracture-interference is absent in the single-fracture case, which continues to exhibit linear flow until the true reservoir boundary is felt.
From the results, we can say that the single-fracture representation of multiple-fractures appears to provide a good approximation as long as the flow regime remains linear (which can last for up to 30 years). We also observe that the rate forecast for the multiple-fracture case is slightly larger than that for its single-fracture representation before the onset of fracture interference, and this difference may be as a result of additional flow towards more fracture tips (Houze et al., 2010) or just a numerical artifact. Figure 14 gives the cumulative production plots for both the multiple-fracture and the single-fracture systems. We observe that, given the significant uncertainties in the estimation of the flow parameters, the two production rate forecasts practically coincide. Significant deviations appear to occur at times that are orders of magnitude larger than any normal well operation period, and these deviations could be a consequence of the onset of the fracture-interference in the multiple-fracture system, a feature absent from the single-fracture case.
Figure 15 presents a high-resolution visualization of the pressure profiles for a multiply-fractured system, obtained using "Paraview", a public-domain scientific visualization software package (http://www.paraview.org/). Figure 15 We notice that the fracture interference, which was observed in the multiple-fracture case, is absent in the single-fracture representation for obvious reasons.
Evaluation of the Use of a Stencil to Reduce Problem Size
The objective of this study is to assess the accuracy of representing a multiply-fractured well system by a stencil. This concept was introduced by , and the description of the grid is provided in the introduction. The use of a repetitive element can significantly reduce the size of the grid, and consequently, the order of the solution matrix and the corresponding computational requirement. The memory and execution time savings are obvious in realistic fractured shalegas systems that can have as many as 60 hydraulic fractures (Jayakumar, Sahai and Boulis, 2011) .
When using the stencil to obtain the rate and cumulative production forecasts for the full system, we simply multiply the rates for the minimum repetitive element by the number of occurrences of the stencil in the reservoir. Figure 17 compares the rates for the multiply-fractured system to the equivalent rate forecast from the stencil-based simulation. The results of the two cases are practically identical until after about 30 years, after which deviations occur when the linear-flow regime ends and flow is affected by fracture interference in the multiple-fracture case.
The deviation of the stencil solution from the full-scale solution after 30 years can be attributed to the differences in the contributions from boundary-dominated flow. We observe that the full-scale solution, which has a larger unstimulated matrix volume, exhibits slightly higher rates than the stencil model during boundary-dominated flow because the non-stimulated volume near the beginning and end of the horizontal well in the full reservoir domain -clearly shown in Figure 15 (b) -is not captured using the stencil. In conclusion, we can say that the use of the stencils provides near-perfect approximation within the normal shale-gas reservoir economic life (usually, less than 30 years). Table 2 gives four different combinations of fracture permeability and aperture that yield the same fracture conductivity of 492 md-ft (1.5x10 -10 mm-m 2 ). The fourth case has a fracture aperture which is larger that we can expect in reality, but it has been included as a limiting (extreme) case in this study to highlight the trend of the production rates as the fracture aperture increases. 1,500 0.0099
Distinguishing Between the Effects of Fracture Permeability and Fracture Aperture
The last column in the table shows the values of the modified porosity, which is introduced in order to keep the mass of fluid in the fractures the same in all cases, despite the increase in fracture aperture. A review of the underlying material balance equation shows that although the flows from the fractures into the well are the same in all cases, the volume of the grid cells corresponding to the fractures increase as the fracture aperture increases. This results in a consequent increase in the mass of gas in these fracture cells, and explains why higher rates are observed at very early times (corresponding to a t D value less than 4x10 -5 or less than 1 day of production for the system under study) in Figure 18 . Figure 18 also shows that the representation of hydraulic fractures (which have fracture apertures in the range of a thousand or few hundreds of microns) with wider fracture apertures only impacts the very-early time behavior of the fractured system, and may not have any influence on the long-term estimates of reservoir performance.
To estimate  modified of Table 2 , we first define a porosity-modification factor, f  , as the ratio of the reference fracture aperture Where  is the original or actual porosity in the reference case (that is, Case #1 in Table 2 ). In simple terms, this approach requires that if the fracture aperture is doubled, then the fracture porosity needs to be halved to maintain the same fluid mass in the grid-blocks representing the fracture.
When the fluid mass in the fracture cells is kept constant by using the modified porosity values, the production signatures (i.e., the q D versus t D curves shown in Figure 19 ) coincide, implying that it is not possible to distinguish between the separate effects of fracture permeability and fracture aperture. Hence, fracture-conductivity, which is the product of these two quantities, should be treated as a single entity when history-matching.
Because the production rates in Figure 19 are identical despite the increasing fracture aperture (provided the fracture conductivity is kept constant), the interesting conclusion is that it is possible to represent a small fracture aperture with a bigger one, thus reducing the number of grid-blocks required for an accurate representation for simulation. The reduction in the problem size is because the range of values that the size of the grid-blocks straddles in the logarithmic spacing is much narrower, and this translates into the use of fewer grid cells. Although, the use of stencils can yield even fewer grid-blocks, it is important to note that for complicated fractured systems in which each fracture has a different orientation, geometry and dimension, the minimum representative element could be much bigger in size than as shown in Figure 4 .
Analysis of Production from Non-planar and Non-orthogonal Fractures
We model a non-planar fracture system (with each fracture at an angle of 60 o to the horizontal) and two non-orthogonal systems (with θ = 60 o and 30 o , respectively). In all three cases, the fracture half-length, x f is set equal to 104 m (341 ft), and this corresponds to the total fracture half-length, l t , introduced in Figure 20 . In addition to the non-planar and non-orthogonal fracture systems, we model for reference, three planar orthogonal fracture systems that have their fracture half-lengths set equal to l t , l a60 and l a30 respectively, as illustrated in Figure 20 . Figure 21 shows an almost identical rate profile for the non-planar and non-orthogonal fracture systems at an angle of 60 o to the horizontal. The fracture interference in these two cases becomes evident at the same time with the planar case that has a fracture half-length equal to the apparent length, l a . We also observe that the non-orthogonal fracture case with θ = 30 o exhibits fracture interference earlier than the other cases, and this can be attributed to the fact that the apparent fracture halflength, l a , as well as the apparent area of the SRV (illustrated in Figure 4 (a)) is smaller in comparison to the other non-ideal cases.
The cumulative production plot in Figure 22 shows that the non-ideal fractured systems have lower production than the planar cases with the same fracture half-length. This implies that to the extent possible, fractures should be designed such that their angle of inclination with the horizontal well should be as close to 90 o as possible. This can arguably be achieved by ensuring that the horizontal well is drilled in the direction of the minimum principal stress, since fractures usually propagate perpendicularly to the direction of the minimum principal stress. Figure 23 presents the same data in Figure 22 , but over a shorter production period, so that the relative behavior of the nonideal fracture cases be seen more clearly. We observe that the production profiles for all cases with a fracture half-length of 104 m (341 ft) are very similar, but the production of the cases involving non-orthogonal and non-planar fractures later drop below that of the planar equivalent case with the same fracture half-length. As expected, the non-orthogonal case at an angle of 30 o is the first to exhibit the reduced production, and this could be attributed to the reduced apparent SRV, as it has the smallest apparent length, l a . The three dotted lines in the cumulative production plots of Figure 23 correspond to the three planar cases illustrated in Figure 10 . We observe from Figure 22 that the planar cases with x f = l a have lower rates than the corresponding non-orthogonal cases because the surface areas of the fracture faces (x f * h) are smaller in the former. Figure 24 presents a plan view of the pressure profile for a non-planar fracture system at different times. Figure 24(a) shows linear flow in a direction that is orthogonal to the fracture face, which is non-planar. From figure 24(b), we observe that there is some pressure interaction at the sharp corners of the non-planar fracture, and this results in an apparent decrease in the fracture half-length of these fractures, hence, the reduced producton observed in Figure 23 after about 650 days. After 5 years of production history, we observe (see Figure 24(c) ) that there is some fracture interference, and the width of the SRV contributing to production corresponds to about 90 m. Figure 24(d) shows the slow progression of the pressure profile into the low-permeability matrix. Houze et al., (2010) pointed out that it is unlikely that a coupled primary-secondary fracture network behaves like a single "effective primary fracture system", and that such coupled fractured systems can only be evaluated using a mesh-maker with a gridding scheme for the secondary fracture networks. TAMMESH provides this functionality, and a detailed description of the three different configurations of the induced fractures modeled in this work is given in the section -Introduction‖. Additionally, we have modeled a case in which the coupled primary-secondary fracture system is represented with an effective primary fracture system. This was achieved by using more primary fractures, such that the total sum of the surface areas of all the fractures in the effective primary fracture system is equal to the sum of the surface areas of the secondary and primary fractures in the coupled primary-secondary fracture system.
Analysis of Production from Secondary Fractures
We also modeled a system with only primary fractures, which serves as the reference case/base for comparisons. Table 3 shows the values of the secondary fracture parameters, in addition to a list of the corresponding values of the equivalent or proxy model, which uses fewer and wider grid blocks after the porosity modification discussed earlier. The conductivity of the secondary fracture in both the actual and proxy model is 16.4042 md-ft (5x10 -12 mm-m 2 ). Figure 27 gives the log-log rate profile for all the five cases. From this figure we observe that:
• The production rates corresponding to the secondary fracture at h/4 from the reservoir top is practically identical to that for the centered secondary fracture because the SRV is the same in both cases. The slight difference in production rates observed during fracture drainage (within less than a day of production) is because the fractures drain directly into the wells in the centered secondary fracture case. • All cases with one or more secondary fractures give higher production than the reference primary case, which has no secondary fractures. This basically implies that the existence of secondary fractures significantly enhances production, and both Figures 27 and 28 further show that the production rate increases as the surface area of the induced fractures increases.
• The case with two secondary fractures (at h/4 and 3h/4 from the reservoir top) has the highest rate of production. This is expected because this case corresponds to the largest SRV.
• The primary-fracture representation of a coupled primary-secondary fracture system (delineated by the brown dotted line), closely matches the secondary fracture cases that have the same SRV, especially in the linear flow regime. Hence, the representation of such coupled primary-secondary fracture systems with an effective primary-fracture system may be a good approximation. 
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The ratios of the flow rates of the secondary fracture cases to the reference primary fracture case (shown in Figure 28 ) peaks at a value which is approximately equal to the ratio of the sum of the fracture surface areas of the secondary fracture systems to the sum of the fracture surface area of the reference primary fracture system. This ratio is called the SRV ratio and is mathematically defined as:
where, A SF is the SRV area of the coupled primary-secondary fracture system and A ref (m 2 or ft 2 ) is the area of the SRV for a reference case, which is a primary fracture system with no secondary fractures. In this work, the SRV area for a secondary fracture is taken as the total surface area of the fractured surface (both primary and secondary fracture surfaces). Since there is currently no technology available to accurately determine the total surface area or extent of all induced fractures, A SF can be used as a history-matching parameter, which can be guided by estimates from microseismic mappings where available. Figure 29 presents a 3D view of the pressure profile for a coupled primary-secondary fracture system with a laterallyextensive secondary fracture that intersects the primary fractures at 90 o and at a depth of h/4 from the top of the primary fracture (as illustrated in Figure 10 ). The pressure profiles show that the stimulated reservoir volume is significantly increased by the presence of the induced fractures, in addition to the primary fractures.
After the drainage of the region in between the primary fractures, the contribution of the induced fractures to production becomes less significant (as seen in Figure 29(d) ) and this explains the drop in the production rate to approximately the same value after 30 years of production (seen in Figure 27 ). The production at this time is predominantly from the slow drainage of the low-permeability matrix, and this provides some explanation for the very low production rates after 30 years of production. Additionally, the pressure profiles in Figure 29(a) and (b) show that the perforated horizontal well does not contribute significantly to production due to its small surface area. Figure 30 shows the effect of the variation in the conductivity of secondary fractures on flow performance, and Table 4 lists the fracture properties used in all the scenarios we studied. The following can be observed from the simulation results given in Figure 30: • For dimensionless secondary fracture conductivity values greater than 55.6 (i.e., infinite-conductivity secondary fractures), the production rate is unaffected by an increase in the secondary fracture conductivity. Hence, to optimize production from these coupled primary-secondary fracture systems, the propants and fracture fluids should be selected or designed such that they provide the highest possible (infinite, if feasible) conductivity at the lowest cost. In practical terms, this may imply attempting to effect the lowest infinite-acting conductivity values, say ~50 < C fD < ~60.
Study of the Effect of Secondary Fracture Conductivity on Production
Rearranging this gives us C f (i.e., k f w) as a function of C fD :
This equation suggests that the most economical approach to optimize production from a fracture system is to ensure that C fD is reduced to its lowest possible infinite-conductivity value. The idea here is to reduce cost, based on the assumption that the cost increases as the required fracture conductivity increases because the proppants with the highest tensile/anti-crush strength, hardness, etc are generally the most expensive.
• For dimensionless secondary fracture conductivity values less than 11.1 (i.e., finite-conductivity secondary fractures), the production rate decreases as the dimensionless fracture conductivity decreases. This decrease in production is evidenced by the drop in value of the half-slope (representing linear flow) to a value lower than 1/2.
• All nine curves exhibit a steeper decline after a t D of about 2x10 -3 , due to fracture interference. 
Conclusions
• This research shows that the use of a single-vertical fracture or a stencil to represent multiply-fractured horizontal well systems yields good results during linear flow. During fracture interference, which is completely absent in a -single‖ fracture system, the single-vertical fracture model over-estimates production because it continues to show linear flow until a reservoir boundary is eventually felt if present. • This work shows that the "stencil-representation" appears to be a fairly accurate and efficient approximation of the full scale simulation of a multiple fracture system, which can have as many as 60 hydraulic fracture clusters.
• The investigations on the possibility of distinguishing between the effects of fracture permeability and fracture aperture reveals that these two quantities are inseparable, and that fracture conductivity, which is the product of these two variables, should be treated as one variable when history-matching shale/tight-gas reservoirs.
• The study of non-ideal fracture geometries shows that these non-planar and non-orthogonal fractures give progressively lower production as the angle of inclination between the fractures and the horizontal wells drops below 90 o , for the same hydraulic fracture half-length. This implies that for optimum production, fractures should be designed to be as orthogonal to the horizontal well as possible.
• The study of coupled primary-secondary fracture systems shows that the fracture systems with the largest total fracture surface areas are shown to give the highest production during linear flow, which is the most dominant and longest flow regime observed within the normal economic life of most shale/tight-gas reservoirs.
• The study of the effect of secondary fracture conductivity on production rate suggests that production can be optimized at minimum cost by designing fracture systems to have the lowest possible infinite-conductivity values. 
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