Clustering of people in social network based on textual similarity  by Singh, Kuldeep et al.
PC
o
K
I
R
A
I
T
p
a
d
t
d
d
s
r
a
t
r
h
2
lerspectives in Science (2016) 8, 570—573
Available  online  at  www.sciencedirect.com
ScienceDirect
j our na l homepage: www.elsev ier .com/pisc
lustering  of  people  in  social  network  based
n  textual  similarity
uldeep  Singh ∗,  Harish  Kumar  Shakya,  Bhaskar  Biswas
ndian  Institute  of  Technology  (BHU),  Varanasi,  UP,  India
eceived  20  February  2016;  received  in  revised  form  13  June  2016;  accepted  14  June  2016
vailable online  4  July  2016
KEYWORDS
Social  network
analysis;
Data  mining;
Summary  With  the  growing  importance  for  analysis  of  the  textual  similarity  and  between
the user  contents,  we  have  highlighted  textual  similarity  between  various  people  in  a  social
network.  Words  used  in  social  sites  are  used  for  ﬁnding  textual  similarity.  On  the  basis  of
the common  words  used  in  social  networks,  we  have  formulated  a  metric.  The  data  has  beenk-means;
Spectral  clustering;
Twitter
extracted  from  social  networking  sites  and  then  it  is  processed  for  generating  the  metrics.  We
compare simple  k-means  and  spectral  k-means  algorithms  for  ﬁnding  textual  similarity.  We  have
used WordNet  to  groups  words  together  based  on  their  meanings.
© 2016  Published  by  Elsevier  GmbH.  This  is  an  open  access  article  under  the  CC  BY-NC-ND  license
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extual  similarity  is  a  process  to  ﬁnd  similar  words  used  by
eople  in  social  networks.  It  gives  information  of  words  that
re  frequently  used  in  a  group  of  people.  It  is  a  sub-ﬁeld  of
ata  mining.  Data  Mining  is  a  key  process  that  uses  various
ypes  of  techniques  to  discover  patterns  or  knowledge  from
ata  (Han  and  Kamber,  2012).  The  social  network  is  simply  a
escription  of  the  social  structure  between  people.  Social
tructure  of  people  is  described  based  on  their  common
elation  or  interest.  Social  network  analysis  (SNA)  is  simply
n  analysis  of  social  structures  to  understand  their  struc-
ure  and  behaviour  (Wasserman  and  Faust,  1994).  It  maps
 This article belongs to the special issue on Engineering and Mate-
ial Sciences.
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nd  measures  the  relationship  and  ﬂow  between  people  and
roups.  The  data  sources  of  social  network  are  Twitter,  Face-
ook,  Google+,  Instagram,  Flickr,  Bebo,  Ibibo,  LinkedIn,  etc.
Social  networks  mostly  do  written  communications
xchanged  among  the  community  members.  On  twitter  the
asic  mode  of  communication  between  the  users  is  Tweet
Sotiropoulos  et  al.,  2013).  So  we  have  extracted  the  tweets
f  the  users  and  performed  analysis  on  them.
re-processing
weets  extracted  from  twitter  are  in  very  rough  from,  so
re-processing  is  needed.  Pre-processing  is  being  done  in
ve  steps  as.ata  extraction
e  have  extracted  the  data  from  the  social  networking  site
witter.  Twitter  is  a  very  popular  and  widely  used  social
icle under the CC BY-NC-ND license (http://creativecommons.org/
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network.  It  produces  more  than  200  million  tweets  per  day.
A  Tweet  can  be  at  most  140  characters  in  length,  it  can  be
easily  processed.  Twitter  has  various  API’s  like  the  Public
Streaming  API  and  the  REST  API’s  which  makes  tweet  extrac-
tion  easier.  For  the  extraction,  tweepy  package  of  twitter
API  is  being  used.  Tweepy  package  is  for  the  Python  lan-
guage.  Tweepy  package  supports  accessing  Twitter  via  Basic
Authentication  and  the  newer  OAuth  method.  The  OAuth  is
now  the  only  way  to  use  the  Twitter  API  because  Twitter
has  stopped  accepting  Basic  Authentication.  To  begin  the
process,  we  need  to  register  our  client  application  with  Twit-
ter.  For  this  we  created  a  new  application  and  after  that
we  generated  the  consumer  token,  consumer  secret  key,
access  token  and  access  secret  key.  Twitter  currently  does
not  expire  the  tokens,  so  the  only  time  it  would  ever  go
invalid  is  if  the  user  revokes  application  access.
Stop  words  removal
Stop  words  are  words  which  do  not  contain  important  signiﬁ-
cance.  These  words  are  ﬁltered  out  because  they  return  the
huge  amount  of  unnecessary  information.  ‘‘The’’,  ‘‘and’’,
‘‘a’’,  ‘‘an’’,  ‘‘as’’,  ‘‘about’’,  ‘‘at’’,  etc.  are  few  example
of  stop  words.  We  have  removed  these  words  from  experi-
mental  dataset  using  Lucene.  Lucene  is  an  open-source  Java
full-text  search  library.
Stemming  of  the  text
Stemming  is  the  process  for  reducing  inﬂected  words.
Inﬂected  words  are  generally  written  form.  The  stem  need
not  be  identical  to  the  morphological  root  of  the  word.  It  is
usually  sufﬁcient  that  related  words  map  to  the  same  stem,
even  if  this  stem  is  not  in  itself  a  valid  root  A  stemming  algo-
rithm  reduces  the  words  ‘‘ﬁshing’’,  ‘‘ﬁshed’’,  and  ‘‘ﬁsher’’
to  the  root  word,  ‘‘ﬁsh’’.  We  have  implemented  stemming
also  using  Lucene.  The  PorterStemFilter  class  of  the  Lucene
has  been  used  for  streaming  of  the  words.
Lexical  analysis
Lexical  analysis  is  done  using  a  large  lexical  database  of
English.  Nouns,  verbs,  adjectives  and  adverbs  are  grouped
into  sets  of  cognitive  synonyms  (synsets).  Synsets  are
interlinked  by  means  of  conceptual-semantic  and  lexical
relations.  WordNet  is  used  for  lexical  analysis.  WordNet  is
also  freely  and  publicly  available  dictionary.  The  structure  of
WordNet  makes  it  a  useful  tool  for  computational  linguistics
and  natural  language  processing.
Calculation  of  strength  matrix
We  have  calculated  strength  of  each  node  with  every  other
node  on  the  basis  of  total  number  of  words  used  and  the  total
number  of  common  words  used  in  the  text.  Strength  matrix
is  a  symmetric  matrix.  Each  entry  m[i][j]  of  the  strength
matrix,  where  i!  =  j,  is  calculated.  For  node  i,  if  there  are
w  distinct  words  used  by  the  node  i,  then  for  each  word  k,
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e  take  the  summation  of  word  contribution  of  that  word
orresponding  to  the  nodes  i and  j.
trength  =
w∑
k=1
word  contribution  k(i,  j)
here  word  contribution  k(i,  j)  can  be  calculated  as  below
ord  contribution  k(i,  j)  =  ((common/total  freq)
∗ (1/(large  −  common)2))
here,  common  =  total  number  of  common  count  of  the  kth
ord  of  node  i  used  between  the  node  i  and  node  j.
otal  freq  =  total  number  of  times  the  word  has  been
used  by  all  the  nodes
seudo-code
)  Strength  between  two  users  must  be  directly  propor-
tional  to  the  number  of  common  word  between  them.
STRENGTH  ∝  COMMON  WORDS
)  Strength  should  be  inversely  proportional  to  the  total
number  of  words  used  by  both  the  users.  As  more  fre-
quently  they  tweet  then  the  chances  increases  of  there
being  textual  similarities  between  the  two  persons,  so  it
should  decrease  the  strength  between  them.
STRENGTH  ∝  (1/total  words  used)
)  Strength  should  also  decrease  with  the  difference
between  the  occurrences  of  a  word  as  a  person  uses  a
word  very  frequently  and  other  does  not  so  it  should
decrease  their  textual  similarity.  Also  if  difference  is  zero
then  two  persons  should  have  most  textual  similarity  or
(large  −  common)  must  be  least.
STRENGTH  ∝  (1/difference  of  word  used  by  two
persons);
)  Now  if  we  add  up  this  strength  due  to  each  word  used  by
a  user  and  another  user  it  gives  us  a  measure  of  strength
of  textual  similarity  between  those  two  persons  and  in
the  similar  way  we  can  calculate  it  for  each  pair  of  our
users.
pectral clustering
pectral  clustering  is  used  to  map  the  original  data  into
 vector  space  spanned  by  a  few  Eigen  vectors  and  apply
he  k-means  algorithm  in  that  space  (von  Luxburg,  2007;
errer  et  al.,  2009).  The  assumption  here  is  that  although
ur  data  samples  are  high  dimensional,  they  lie  in  a  low
imensional  subspace  of  the  original  space.  In  the  literature,
here  are  several  versions  of  spectral  clustering  based  on
572  K.  Singh  et  al.
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Figure  3  Graph  before  clustering  for  real  dataset.
Figure  4  Graph  after  spectral  k-means  clustering  for  real
digure  1  Graph  without  clustering  for  dummy  dataset.
ifferent  deﬁnitions  of  the  graph  Laplacian  operator  (Song
t  al.,  2008).  Here  we  use  the  spectral  clustering  based  on
he  un-normalized  graph  Laplacian.
xperimental results
e  evaluate  the  results  of  simple  k-means  and  spectral  algo-
ithm  with  dummy  and  real  datasets.  Result  shows  that  both
lgorithms  give  almost  similar  outputs.  Dummy  dataset  con-
ists  of  40  nodes  and  has  two  clusters.  First  cluster  has  1—20
odes  and  second  node  has  21—40  nodes.  Simple  k-means
ives  expected  result,  if  the  value  of  k  is  two.  In  spectral
lustering  the  results  are  very  close  to  the  expected  results.
nitial  graph  without  showing  clusters  looks  like  as  shown
n  Fig.  1,  after  applying  spectral  clustering,  graph  looks  as
hown  in  Fig.  2.  The  real  dataset  has  77  node  numbers  from
 to  77.  The  results  of  simple  k-means  and  spectral  k-means
re  almost  equal.  The  ﬁrst  graph  shows  initial  graph  and
econd  graph  shows  spectral  clustering  result  as  shown  in
igs.  3  and  4  respectively.
igure  2  Graph  after  spectral  k-means  clustering  for  dummy
ataset.
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onclusions
oth  simple  k-means  and  spectral  clustering  algorithm  give
lmost  equal  results  for  social  network  based  textual  sim-
larity  of  people.  Strength  matrix  plays  an  important  role
n  ﬁnd  similarity  between  people.  Simple  k-means  is  based
n  compactness,  so  it  always  gives  nearer  to  approximation
ccurate  results  for  general  numerical  datasets.  Spectral
-means  is  based  on  connectivity  approach  so  efﬁciently
pplied  to  social  network  for  ﬁnding  textual  similarity  and
idely  used  for  strength  matrix  formula.  Spectral  clustering
ives  relatively  quick  results  for  sparse  and  higher  element
atasets,  but  the  computation  cost  of  spectral  clustering  for
arge  dataset  is  very  high.onﬂict of interest
e  the  authors  of  the  paper  declared  that  we  do  not  have
ny  conﬂicting  interest  regarding  any  factor.
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