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Introduction
The demand for higher data communication capabilities continues to rise, spanning from long hauldown to board, and even the chip level [1] . Accelerating factors beyond developments in software applications are demands for higher data capabilities in hardware implementation. However, physical limitations such as power and thermal budget constraints appose these demands restricted by technology densification as seen in multicore technology and simple I/O capacity [2] . The latter imposes restrictions on the electronic chips, known as 'dark silicon' [3] . With the bosonic nature of photons lacking a photon-photon force, data parallelism is fundamental in optics and is routinely utilized in optical data communication such as wavelength division multiplexing (WDM) [4] . With the success of long-haul optical networks, optical interconnects at the board, and even at the chiplevel, have become of interest in order to mitigate the processing-to-communication gap [5] . However, the majority of optical network-on-chip (NoC) routers perform their role not exclusively in the photonic domain but often in capacitive-limiting electronics. The later also requires an overheadheavy optic-electric-optic (O-E-O) conversion. On the other hand, one can perform routing entirely in the electronics. Yet, the known performance bottlenecks of electronic devices, namely mainly delay and power dissipation, and clamping performance. Turning to optical routing, on the other hand, is in itself inefficient given the current photonics technology due to the low light-matter interaction (LMI), and weak electro-optic modulation in silicon [6] . While photonic routers based on microring resonators have been proposed [7] and demonstrated [8] , the high sensitivity (i.e., spectral and amplitude) require dynamic tunability which is both power hungry and relatively slow if high Q-factor rings are used. Hence taken together, optical routing is a) technologically cumbersome, b) latencyand energy-prone mainly due to O-E-O conversion, and c) suffers from high energy overhead due to signal error correction at the detectors TIA and laser stages, and from thermal tuning in rings-based routers [9] - [13] .
In contrast, in this work we show an optical router design using a hybrid plasmonic-photon approach and emerging unity-high index tuning materials simultaneously to improve photonic integrated routing performance in all three factors. The enabling technological insights are based on the strong index tunability of the underlying optical plasmonic hybrid mode enabling short 2 × 2 switches based on voltage-controlled directional-couplers. Cascading a network of these plasmonic 2 × 2 switches we can design a compact optical router since the switching length scales inversely with index-change per voltage. In addition, given that the 2 × 2 switches are non-resonant devices due to the lossy plasmonic mode, this optical router allows for spectrally broadband operation for WDM applicability. Furthermore, unlike microrings, thermal tuning is not required, thus saving energy consumption. This hybrid photonic-plasmonic router can be synergistically deployed in Silicon-based network topology improving system performance. In our work, we use the terminology 'all-optical router' to describe the lack-of O-E-O conversion inside the router, but note that signal routing still requires electrical decision-making from the control circuit.
The remainder of this paper is organized as follows: 1) design optimization of the photonicplasmonic hybrid 2 × 2 switch using indium tin oxide (ITO) as the active index modulation material. These switches are the building blocks of the router. 2) 5 × 5 optical router design and related operating strategies. 3) Router performance and benchmarking against existing designs.
Hybrid Photonic-Plasmonic Switch Design

Technology Hybridization
The fundamental building block of the optical router is a 2 × 2 optical switch, namely a voltagecontrolled directional coupler whose performance directly impacts the overall performance of the router. Recently, photonic 2 × 2 switches with microring resonators (MRRs) or Mach-Zehnder Interferometers (MZIs) have been applied to perform this routing function since their spectral resonance is controlled by a voltage that changes the modal index of the ring, for instance, using the plasma dispersion effect in silicon [14] , [15] . As such, the photonic MRR-based switch provides high spectral sensitivity (<5 nm free spectral range) and low insertion loss (<1 dB per ring). However, in order to increase the quality (Q) factor, which reduces the required ring-tuning (dynamic) power, a 10 μm or even larger ring radius may be needed, which limits packaging density, and demands reasonably high power consumption during thermal tuning [7] , [8] . The actual required real-estate on-chip is effectively even larger than the physical device since the electrical thermal heating pads require not only physical space but introduce thermal stray fields that need to be spread. In addition, the thermal ring response time is typically on the order of microseconds to nanoseconds, thus introducing long setup time for tuning the ring resonance [8] .
To overcome the aforementioned fundamental and practical drawbacks, routing switches utilizing emerging materials beyond silicon, such as ITO, has been studied and carrier-based Drude tail modulation demonstrated [16] - [21] . In addition, polaritonic ('matter-like') optical modes can increase the length-scale matching between the optical-dipole moments of the gate-controlled switching materials and the optical field of the waveguide mode such as found in plasmonics [22] - [24] ; that is, the effective group index is increased of these modes allowing for a stronger light-matter-interaction [25] - [27] . Incorporating those changes in the directional-coupler-based 2 × 2 switch enables powerand footprint-efficient switches in the following ways; the lack of a long photon-lifetime (lossy cavity and low-Q), and short carrier drift distances (∼5 nm) in the index-tuning accumulation-layer inside the index-modulating ITO layer enable allow for short time responses. While a physical demonstration of the actual index tuning speed-potential in ITO is still outstanding, we estimate the carrier drift time to be sub-ps given a mobility of 15 cm 2 /Vs for 10-20 nm thin ITO films [25] . We note that this estimation does not violate physical fundamentals, as the corresponding drift velocity is about a third of ITOs Fermi-velocity. However, based on our previous ITO experimental result in [25] , the observed index change was an averaged value for an ITO thickness of 10 nm; meaning the actual index change is higher at near the interface, and lower further away from it [19] . That is, we double the thickness of the ITO layer (20 nm) while biasing it simultaneously from both the top and the bottom with opposite-sign voltages to achieve two accumulation layers at each ITO-insulator surface, which is beneficial for reducing the physical switch length thus enhancing the coupling efficiency discussed below. The selection for ITO as the switching material is based on its unity-strong index tunability and possible CMOS compatibility [28] . We are aware of the actual index inside the ITO film being non-homogeneous, which we explored before in [19] . Here, we use the experimentally-proven averaged data from ref [25] which were based on 10 nm thick ITO films. Taken together, the anticipated advantages of our 2 × 2 plasmonic-photonic switch are therefore a) compact physical scale, b) fast response times and short carrier drift distances to form an accumulation mode in the capacitively-gated ITO-film, and c) being spectrally broadband. While we provide a detailed loss-analysis further below for the entire 2 × 2 switch-based optical router, we here note that the intrinsic Ohmic plasmonic losses are actually not a detrimental factor; this is because the router is comprised of a combination of silicon photonics, namely SOI (lowloss), and plasmonics segments (high-loss), whereas the plasmonic parts are just a few micrometers in length each, thus forming a hybrid-plasmon-photon integration scheme shown in [29] . In fact, we find that the effective loss through this hybrid router is comparable to that through a similarlength network of silicon-based MRRs, whilst this hybrid router shows improvements in voltage, delay, and footprint and has great potentials in optical networks and even electrical-optical hybrid networks [6] , [30] - [32] .
Switch Operating Principle
Hybridizing plasmonics with photonics reduces the propagation loss while keeping the advantages of the polaritonic optical mode [33] . Utilizing hybrid plasmon polaritons (HPPs), we added a tunable ITO layer within the metal-oxide-semiconductor (MOS) structure in order to form an electrical capacitor towards changing the optical mode's index via voltage control (Fig. 1 ). The switch structure includes two bus waveguides, one on each side as the input (port 1 and port 4) and the output (port 2 and port 3) ports of the switch. The center island is the actively index-tunable location of the switch. The active material is "sandwiched" between two oxide layers structure to achieve dual bias operation. The fundamental operation principle of this device is to use the index-tunable active layer (ITO layer) to switch between the CROSS state (light travels from one side of the first bus to the second bus on the other side when bias voltage V bi as is V o = 0V ) and the BAR state (light stays within the bus on the same side when bias voltage is V dd ) by changing the carrier concentration of the ITO layer, thus further affecting the effective index of the supermodes governing this device; three lowest-order TM modes are spread across the cross-section of this 3-waveguide structure and can be regarded as the supermodes TM 1 , TM 2 , and TM 3 of the device ( Fig. 1(a) ). Regarding signal switching quality, we define the extinction ratio (ER) as the power output ratio for the BAR and CROSS port separately as its desired state (when the light is expected to be transmitted out from this port) divided by its undesired state (when the light is expected to go to the other port), Eqn (1) and (2), where port 1 is the injection port while port 2 and 3 are the BAR and the CROSS ports (in Fig. 1 ). The insertion loss (IL) of the BAR and CROSS ports are defined as the power ratio between the desired port and the injection port (3), (4) .
The coupling length difference, which is a function of the applied control bias, between the two voltage states (CROSS and BAR), needs to be maximized in order to optimize ER and the power consumption as well as IL. This leaves two design choices for an optical signal patch at the zerovoltage case: either the device is in the CROSS or BAR output state. However, since the BAR state has a longer coupling length (L B ) than the CROSS state (L C ), the physical device length of this 3waveguide coupler is set to be the coupling length at the CROSS state. The coupling length formula for both cases is given by the difference between two symmetric TM mode indices and is related to the wavelength of the light source (5) . While [21] has shown 1.3 dB and 2.4 dB insertion losses for the CROSS and BAR switching states, respectively, two fixed values for the voltage-altered ITO effective indices. However, the Drude model for ITO allows us to select any arbitrary bias point, just limited by electrostatics such as oxide quality and contact resistance [19] . Therefore, to obtain an optimized device design, we apply the Drude model to predict the effective indices of ITO at different wavelengths [34] . Furthermore, the physical dimensions of the switch need to be optimized in order to obtain the lowest loss with the highest extinction ratios.
The insertion loss, footprint, and energy consumption of the ITO switch model in [21] are already reasonably low, however, to use it as the basic element in an optical router, any small improvement of the switch IL are amplified by the cascaded optical router design. For example, a 0.1 dB loss reduction of a single 2 × 2 switch results in an over 300% (∼5 dB) energy savings for an 8 × 8 mesh network with 64 routers in total and with 8 switches in each router (calculated for the longest routing path).
Switch Optimization
Although the goal of the optimization is to reduce IL for both CROSS and BAR states while maintaining good ER, they cannot be improved simultaneously due to different underlying operation principles and due to the relative scaling of each of the variables; at the CROSS state, the light needs to first couple to the switching island and then to the second bus. Thus, the theoretical power that is able to be transmitted from the injection port to the CROSS port (power transmission efficiency) is critical, which determines the insertion loss (I L C ) at the CROSS state, and can be improved by optimizing the ratio of the island width (W i sland ) to the gap between the buses and the island (Gap) ( Fig. 2(a) ). The theoretical maximum power transmission rate (i.e., critical coupling) of the 3-waveguide coupler model at the CROSS-state occurs when the mode indices meet the condition in (6) [35] .
The entire optimization process follows three big steps: 1) power transmission efficiency and average loss optimization by sweeping the Gap and the W i sland ; 2) insertion loss and extinction ratio optimization by sweeping the height of the switching island H i sland ; 3) further performance improvement by sweeping the carrier concentration of the ITO layer.
As a first optimization step, the diameter of the bus waveguides is set to be 400 nm × 340 nm (width × height) to keep a high spatial mode confinement within the 1.4-1.7 μm singlemode operation spectrum. And H i sland is chosen to be 340 nm as an initial empirical starting point for the first optimization step. However, changing the width of the switching island also changes the TM 1 , TM 2 , TM 3 indices. Thus, changing the two variables (Gap and W i sland ) in this step also requires the thickness of both SiO 2 layers (H SiO2 ) to be adjusted correspondingly in order to adhere to (6) . We note that there is no valid oxide thickness to satisfy (6) beyond certain W i sland based on Lumerical MODE simulation results. Therefore, H SiO2 is fixed to 50 nm for island widths larger than 425 nm.
Here Gap and W i sland are swept in the range of 50 ∼ 400 nm and 250 ∼ 500 nm respectively, and the results are evaluated by the average channel loss of a 5 × 5 router, which can be regarded as a weighted metric that includes the insertion loss for both states (7) , and the weightings depending on the router structure will be discussed in more details in the following sections. 
Our result shows that 2.1 dB is the lowest average channel loss at 300 nm W i sland with 250 nm Gap (Fig. 2(a) ). But with denser on-chip integration, energy efficiency and high-speed design in mind, we limited the maximum device length up to 10 μm (shaded region Fig. 2(a) is excluded from optimization routing). By analyzing the remainder region, a 2.5 dB average channel loss is found at 275 nm W i sland with 150 nm Gap as the minimum loss among this sweep. Note, although the insertion loss at each state is not shown, it is important to mention that the sweet spots of insertion loss (which has an inverse relation with power transmission efficiency) at the BAR and the CROSS states distribute in different regions of the heat map. Specifically, a lower loss could be found at the bottom-left corner at the CROSS state due to shorter coupling length, while the loss at the BAR state favors larger gaps at the top because of higher L B /L C ratio. Therefore, the average channel loss in Fig. 2(a) can be regarded as a loss (or power transmission efficiency) trade-off combination of two different states.
After this first step, which provides the highest power transmission efficiency in our conditions, there is still room to optimize the height of the switching island [21] . Sweeping the height of the silicon switching island H i sland below (or above) the height of the bus ('detuning') shifts the TM supermodes in (6) , and thus needs to be compensated by the thickness of oxide layers as well. Altering the H i sland from 200 nm to 400 nm, we observe a trade-off between the insertion losses of two states ( Fig. 2(b) ). This "detuning" reduces IL more than 10 dB at the BAR state, however, also causes an additional 2.7 dB loss at the CROSS state. After applying the average channel loss metric, the lowest loss is found at H i sland = 340 nm which happens to be the height we used in the first optimization step. We point out that this value is just for this specific 5 × 5 router only with weighted probabilities for two different states and a different application may result in other H i sland . For example, if we assume the two states of the switch have equal probability to occur, the average loss of the switch could be reduced by 0.4 dB per switch at 240 nm H i sland . In addition, the high BAR state extinction ratio is another reason to choose 340 nm H i sland without detuning.
Once the optimal island height is found, the carrier concentration of the ITO layer is the last variable that may affect the performance of the switch. We assume an experimentally proven carrier concentration change from 10 19 − 10 21 cm −3 as bounds for the two bias states [25] . With higher bias voltage, the carrier concentration of ITO increases due to an increased index change and eventually 'tunes' the switch to its BAR state. This can be proved by the rapid drop of IL at the BAR port after passing 10 20 cm −3 since there is efficient index change to make L B enough longer than L C so that the light output at the BAR state will remain in the same injection bus. It is also interesting to see that after the carrier concentration passes the epsilon-near-zero (ENZ) point (6.8 × 10 20 cm −3 ), the average channel loss, as well as the ERs, saturate with little improvements. Thus, the ENZ point at 4 V bias voltage is the most energy efficient BAR state, since the optical mode is here most 'spread out' given the vanishing index (i.e., strongest LMI). Our final optimized design and resulting performance parameters of the 2 × 2 hybrid plasmonic-photonic switch are summarized in Table I .
Hybrid Photonic-Plasmonic Router
Router Performance
The elemental 2 × 2 switches are interconnected with optical waveguides forming a switching fabric such as an N × N spatial routing switch or "matrix switch" where N is the number of input ports, as well as the number of output ports. For such an N × N switching network router, there are several practical architectures or layouts (Benes, Clos, etc). Here we have chosen to build the nonblocking router known as the permutation matrix, whereas the schematic design of this matrix was presented in prior works in [36, Fig. 2(b) ], and the specific design of the matrix using 3-waveguide directional-coupler switches was given in [37, Fig. 5 ], where this 3-waveguide design is employed here. Generally speaking, the permutation matrix has the advantage that no waveguide crossings (intersections) are used throughout in the matrix, but the matrix has the disadvantage that the overall insertion loss between an input-i and an output-j depends upon the length of the optical path traversed between the two inputs, a length that varies depending upon the specific selected i and j pair. In other words, the IL is path dependent. The total number of 2 × 2 switches needed for a non-blocking router scales with (N − 1) 2 /2, where N is an odd number of ports of that router [8] . Thus, as a router for an optical mesh network of a NoC requires 4 ports to connect to the north, south, east and west neighbors, and 1 additional port for connection to the local processing core. This results in, eight 2 × 2 hybrid switches needed to achieve 5 × 5 non-blocking routing functionality that assumes assigning a random input port to a random output port without disturbing other data streams (Fig. 3 ). We note that other input ports are still able to maintain connections with the remainders of the output ports without affecting the initially set switches. Moreover, self-communication (communication between same input and output port number, resulting in a U-turn) is forbidden because i) it can be achieved with higher energy-and latency-efficiency with other local (electrical) interconnect links, and ii) avoiding self-communication can simplify the router from N 2 number of switches required for all-to-all connection down to only (N − 1) 2 /2, which can also reduce the average loss of the router.
The operational spectrum results for each output port with respect to cross-coupling from other routing paths are key parameters for signal quality and to assess the WDM ability (Fig. 4) . For example, configuring the router to establish the following paths: 1 to 2, 2 to 3, 3 to 4, 4 to 5 and 5 to 1, and injecting a unity laser power (P laser = 100% a.u.) from port 1, results in the majority of Fig. 4 . Router performance simulation. The router is configured to route the signal from each port to the next one (i.e., port 1 to port 2, port 2 to port 3, etc.). a) Single-wavelength-single-input from port 1 for operation spectrum testing; b) five-wavelength-five-input with each input port assigned to a wavelength for WDM testing with 0.8 nm wavelength spacing. The shaded area in a) represents the 3 dB bandwidth which covers from 1.49 μm to 1.62 μm wavelength range. the signal to be routed to port 2, as designed while the leakage is delivered to the remaining four output ports. The 3 dB spectral (not temporal) bandwidth, i.e., routed signal dropping to −3 dB from maximum, is 106 nm wide on average for all 20 different routing paths (130 nm from 1.49 to 1.62 μm, Fig. 4(a) ). The broad bandwidth with an average signal-to-noise ratio (SNR) of 123 resulting in an average channel capacity of 10 × 5 Gbps (10 × 6 Gbps in Fig. 4 (a) due to above average bandwidth) per routing path based on CWDM standard across the S, C and L bands with 20 nm wavelength spacing ( Fig. 4(a) ) and 200 Gbps in total if all five ports are used. Here, the SNR is defined as the power ratio between the signal and the light leakage to the other ports. Furthermore, the data capacity can be improved by using DWDM in C band (1530 ∼ 1560 nm wavelength) with 0.8 nm wavelength spacing which supports 40 wavelengths and results in 400 Gbps data capacity per channel ( Fig. 4(b) ). Note, this data capacity is calculated based on the standard of the 10 Gigabit Ethernet with 10 Gbps data rate per wavelength [38] . However, the ideal Shannon data capacity based on the device 3 dB bandwidth and average SNR is about 92 Tbps based on (8) , which shows the maximum capacity of a single routing path with advanced coding strategies such as PAM, QAM, and PWM, etc [39] . We note that this router is WDM capability in that is it supports multiple wavelengths per light path. While individual wavelength routing is not possible, multiple premultiplexed wavelength channels could be routed jointly, and post-routing demultiplexed. Doing so increases the data capacity of this particular circuit-switched path by a factor equal to the number of wavelengths used (e.g., 100). This could be exploited in applications such as optical residue computing or optical reduction operations.
Shannon Cap aci ty
The port-to-port crosstalk is tested by injecting five light source in five different wavelengths and we find that the port-to-port crosstalk is at least −13 dB higher than the signal power received by other ports (Fig. 4(b) ). Interestingly, different from ring-based WDM optical routers that only support one wavelength at a given time window, the WDM ability of this router allows for multiple wavelengths to be supported simultaneously with no thermal resonance tuning needed. Moreover, the average performance for all 20 different paths is concluded in the next section.
Operation Strategy
A single 2 × 2 ITO switch does not consume any active (voltage-driven) energy in its CROSS state operation since the bias signal equals to zero. Here, the ITO layer has dielectric-like properties and exhibits low insertion loss in this 3-waveguide coupler structure just like passive silicon couplers. However, applying the bias voltage changes the ITO layer to its metallic state and the coupling length increases accordingly. Although light cannot be coupled to the bus on the other side due to insufficient coupling length, the high-loss plasmonic mode inflicts some amount of BAR state loss since the optical mode 'bounces' back from the metallic center island (non-zero interaction with the plasmonic mode). As a result, the BAR-states' insertion loss, I L B , is higher than that for the CROSS state. The loss difference of the BAR and CROSS states of the router allows reconfiguration to reduce the overall routing loss by choosing a path routing with an increases number of CROSS/BAR switching events, when able. For example, to route a signal from input port 3 to output port 4, all the possible routing paths with switch states are listed in Table II and the one with more CROSS state and less BAR state provides the lowest routing loss. Following this routing strategy, the average channel loss for all 20 different routing paths can be reduced to 2.5 dB for single routing path with 1.1 dB as the best case, and 3.2 dB as the worst case. Moreover, a comparison between this hybrid router and other photonic routers is summarized in Table III . Note, even though the response time of the router mainly depends on RC delay of the switch itself, we limited the switching speed up to 10 GHz which is commonly accepted in the optical communication community with the concern of heat dissipation and energy efficiency [1] , [40] .
Conclusion
In summary, we designed and analyzed a hybrid photonic-plasmonic non-blocking broadband on-chip router on a Silicon photonics platform. The router response time (0.1 ns) and high-energy efficiency (1.0 and 0.1 fJ per switching for CWDM and DWDM respectively) are enabled by hybridizing plasmonics with a photonic device. In comparison with microring-and Mach Zehnder-based photonic routers, this router operates over a broadband 3-dB signal discrimination bandwidth over 100 nm allowing up to 2 Tbps theoretical noisy Shannon channel capacity. The design is enabled by a hybrid photonics-plasmonic integration strategy featuring cascaded 3-waveguide-based 2 × 2 switches, utilizing ITO's strong voltage-controlled index tunability. Using these plasmonic switches allows compact router designs of 200 μm 2 footprint and 10 2 times area-utilization improvement. The high performance and scalability of this router are promising features for large-scale multi-core optical networks requiring all-optical routing applications.
