To study local structures in proteins, we previously developed an autoassociative artificial neural network (autoANN) and clustering tool to discover intrinsic features of macromolecular structures. The hidden unit activations computed by the trained autoANN are a convenient low-dimensional encoding of the local protein backbone structure. Clustering these activation vectors results in a unique classification of protein local structural features called Structural Building Blocks (SBBs). Here we describe application of this method to a larger database of proteins, verification of the applicability of this method to structure classification, and subsequent analysis of amino acid frequencies and several commonly occurring patterns of SBBs. The SBB classification method has several interesting properties: 1) it identifies the regular secondary structures, a helix and b strand; 2) it consistently identifies other local structure features (e.g., helix caps and strand caps); 3) strong amino acid preferences are revealed at some positions in some SBBs; and 4) distinct patterns of SBBs occur in the ''random coil'' regions of proteins. Analysis of these patterns identifies interesting structural motifs in the protein backbone structure, indicating that SBBs can be used as ''building blocks'' in the analysis of protein structure. This type of pattern analysis should increase our understanding of the relationship between protein sequence and local structure, especially in the prediction of protein structures. Proteins 27:249-271 r 1997 Wiley-Liss, Inc.
INTRODUCTION
In the analysis of protein structure, continuous regions of local structures along the polypeptide chain are defined as secondary structures. The classical examples are the a helices and b sheets originally predicted by Pauling and coworkers. 1, 2 Because of their regular hydrogen-bonding patterns and repeating backbone dihedral angles, these structures are called regular secondary structures. Later, the category of b turn or reverse turn was described, 3 and the definition of these structural elements has been refined by several researchers. [4] [5] [6] [7] The helices, sheets, and turns together only account for about 50-55% of all protein structure on average. 8 The remaining structure has been termed ''random coil,'' and attempts to categorize these nonregular structures have resulted in the classification of several types of loops 8, 9 (reviewed in reference 10). Specific turn and loop types between regular secondary structures, such as the ba and ab loops, have also been identified. [11] [12] [13] [14] Compared to a helix and b strand, the loop and turn secondary structural elements are more difficult to identify because they lack the regular hydrogen bonding and repeating backbone dihedral angle patterns of the regular secondary structures; however, even though they are difficult to classify, it is clear that recurring motifs do appear in the nonregular structures along the polypeptide backbone.
A rigorous and objective categorization of the secondary structural elements is an important step in understanding protein structure and function and in understanding those interactions that stabilize proteins. Several algorithms for quantitatively assigning helix, strand, and loop regions for proteins with known three-dimensional coordinates have been developed. [15] [16] [17] [18] Although these algorithms often agree on the location of the regular secondary structures, they usually differ on the exact endpoints of these structures. 19 Furthermore, the algorithms frequently disagree on the locations of the more irregular helices and strands and can disagree on up to one third of these classifications.
The discrepancies in secondary structure assignment and the lack of an objective classification scheme for the ''random coil'' regions make secondary structure prediction more difficult. To date, the extensive efforts to predict protein secondary structures from amino acid sequence information have been only somewhat successful. Predictions of a helix, b strand, and turns by a variety of methods [20] [21] [22] [23] [24] [25] [26] have only attained accuracies of approximately 65%. More recent work has shown that an accuracy of about 72% may be attainable by using information on the evolutionary relatedness of proteins and by combining the results of several different prediction algorithms. [27] [28] [29] [30] An improved representation of all local protein structures, especially one that classifies nonregular structures, may enable secondary structure prediction methods to exceed these levels.
Several groups have attempted to produce such representations by objectively reclassifying protein secondary structures based on clustering of residue three-dimensional coordinates or dihedral angle differences. [31] [32] [33] While these algorithms have been successful in identifying the classical helix and strand structures, and in some cases have identified new structural motifs, there are several problems with the algorithms that might limit their usefulness. Using the ''raw geometric data'' (distances and angles) directly in clustering algorithms is problematic because the standard clustering algorithms are illsuited for handling high-dimensional data. These algorithms are also very sensitive to the input information used in clustering and to its properties, such as magnitude, value range, and correlation. 34 In addition, it is unclear whether the similarity criteria adopted, such as the root mean square (rms) errors in the three-dimensional coordinates, are appropriate measures of the similarity of protein local structures. 32 To produce a more useful, objective representation of protein secondary structures, these limitations must be overcome. We have used an autoassociative neural network (autoANN) 35 to accomplish this. An autoANN is a machine learning algorithm for a network that learns to reproduce the activity of its input units at its output units, mediated by a smaller layer of hidden units 36 (Fig. 1) . We have previously encoded the geometry of seven-residue protein segments from a small database of proteins as input for such a network. 37 Since all information from the input layer passes through the smaller, hidden layer in order to produce the output layer activations, the intrinsic features of the input data (in this case, the geometry of local protein structures) are encoded in the activation values of the smaller hidden layer as the network trains. This hidden layer vector has lower dimensionality than the raw data presented as input, can be computed from the raw data, and can be used to reconstruct the raw data through the nonlinear transformations of the trained autoANN. Classifications of local protein structures were generated by clustering the hidden unit vectors for all of the segments in the database. As previously described, the resulting structure categories, called structural building blocks or SBBs, included the well-known regular secondary structures (helices and strands) as well as helix and strand capping structures. 37 The data generated from this small database suggested that recurring patterns could be found in the random coil regions of proteins and that there were amino acid preferences in these structures; however, the database was too small to determine the statistical significance of these results. We have now extended this work to a larger database of well-resolved, nonhomologous proteins. As the original version of the network was written in LISP for the CM5 massively parallel computer, the network algorithm has been rewritten in the C programming language for use on Unix workstations. This new network was trained on the larger database and the previous results were confirmed. The results of the training and clustering algorithms were also more extensively verified. Using the SBB categories, amino acid frequencies were analyzed and statistically significant patterns in the nonregular secondary structure regions were identified. By examining backbone geometries in commonly occurring SBB sequences, several potential structural motifs have been identified. The results suggest that SBBs are useful for Fig. 1 . Design of the autoassociative neural network used to compute the important structural features of the seven-residue protein segments. The a-carbon geometry of each seven-residue peptide is represented as a 43-unit vector; each unit of the vector is a real number between 0 and 1 and represents some aspect (atomic distances, d, virtual bond angles, t, or virtual dihedral angles, f) of the peptide backbone geometry. 37 During training, the network attempts to reproduce the input layer as the output layer; thus both the input and output layers of the network are 43-unit vectors. The hidden layer of the network is an eight-unit vector and is fully connected by weighted links to both input and output layers. 35 A standard backpropagation algorithm 36 is used to train the network by altering the weights' values and the network is fully trained when it can reproduce the input to an rms error of less than 0.08. After the network is trained, the weights are frozen and the geometry of each seven-residue peptide is again presented to the network. The activation values of the hidden layer calculated by the network for each segment are used to represent the geometry of that segment; thus the segment geometry is represented by an eight-unit vector rather than a 43-unit vector. These hidden unit activations are then clustered by a k-means clustering algorithm.
understanding structural regularities in proteins, especially in the capping regions and so-called loop regions. These recurring motifs could be used in ''spare parts'' 38 or segment-based 23 approaches to protein structure prediction and can help to further our understanding of the relationship between amino acid sequence and local protein structure.
METHODS

Description of the Databases
Two databases were used in the work described here: 1) the original database described in reference 37; and 2) a new, larger, better-resolved database. The original database was built from an older version of the Brookhaven Protein Database 39 and contains 75 protein chains, with 13,114 residues and 12,664 seven-residue segments. The proteins are well-resolved, with a crystallographic resolution of less than 2.5 «, and have limited sequence homology, as verified by the BLAST sequence homology program. 40 In the current work, this older database was used to verify the results obtained from the new autoANN, that was rewritten in C, as described below.
For more complete statistical analysis of SBB patterns in globular proteins, an extended database of proteins with limited sequence similarity was selected from the PDB SELECT database at EMBL. 41 These proteins have 25% or less sequence identity with one another. These globular proteins have been solved by x-ray crystallography to a resolution of less than 2.2 Å and a refinement value of less than 0.2. The resulting database contains 116 different protein chains, for a total of 23,355 residues and 22,659 sevenresidue segments. Most examples of tertiary structure architectures of globular proteins whose structures have been solved crystallographically are represented in this database. These proteins are listed in Table I .
From the old database 19 protein chains were found to be the same as or similar to protein chains in the new database, and these are marked by an asterisk in Table I . For some validation procedures, reduced versions of the two databases were used. The reduced databases were created by removing the 19 proteins identical or similar to the ones in the other database. The reduced version of the new database contained 97 protein chains and 19,438 segments. The reduced version of the old database was 56 protein chains with 9,471 segments. This allowed the validation tests described in the Results section to be done by using databases that had no protein chains identical or similar to those on which the networks were trained.
Encoding the Protein Segment Geometry as Input for the autoANN
The actual network and data encoding is similar to that previously described. 35, 37 The geometry of contiguous seven-residue protein segments was used as input for the neural network. All segments that spanned gaps or chain breaks, and were therefore noncontiguous, were eliminated from the input databases. The input data were generated by computing the distances (d), virtual bond angles (t), and virtual dihedral angles (f) of the a-carbons in each sevenresidue segment along the protein sequence, advancing one position in the sequence for each segment. Thus, most residues in the protein database appeared as the first residue in one SBB segment, the second residue in the next SBB segment, and so on; consequently, all residues except the three N-and C-terminal residues were classified in each of seven distinct, but overlapping, segments (Fig. 2) . Since the three N-terminal and three C-terminal residues of each protein chain were not the centers of sevenresidue segments, the number of SBB segments was less than the number of residues in the database.
The raw data for the seven-residue segments, representing distances, virtual bond angles, and virtual dihedral angles of the a-carbon conformations, were encoded as N 43-dimensional vectors for input to the autoANN, where N is the number of seven-residue segments in the database, as previously described. 35 Each of the 15 distances between nonneighboring a-carbons in a segment was encoded by two input units. Two units were used because the distribution of the data for each Ca(i)-Ca(j) distance was bimodal. The two-unit representation reflected these bimodal distributions. When a distance fell in the first mode of the distribution, the first unit was set to a value between [0,1] that was proportional to the relationship between the distance and the range of the first mode. The second unit was set to zero. When a distance was in the second mode of the distribution, the first unit was set to one and the second unit was set to a value between [0,1] that was proportional to the relationship between the distance and the range of the second mode.
Different representations were used to encode the virtual bond angles and the virtual dihedral angles. The five virtual bond angles (t) between a-carbons were each encoded by one input unit. The angles range from 0°to 180°and were normalized to the range [0,1]. Each of the four virtual dihedral angles (f) was encoded by two input units: one unit each for the sine and cosine of the angle, normalized to the range [0, 1] . This representation reflected the continuity of the dihedral angles, that is, that a dihedral angle of 180°is the same as an angle of 2180°.
Description of the Autoassociative Network
Originally the autoANN software was written in LISP and run on a Thinking Machines CM5 massively parallel computer. In this work, the autoassociative neural network (autoANN) software was rewritten in the C programming language to run on Unix workstations. The results obtained from training this network on the original database were compared to the results obtained from the previously published work. The autoANN is a feedforward net work 36 that has the same number of input units as 34 this reduced representation of the raw data would be more suitable for clustering than the raw data themselves. The autoANN was trained on the input data (protein segment geometry) using a standard backpropagation algorithm. 36 All of the segments from the database were presented to the network, and the accumulated differences of the outputs from the associated inputs were then used by backpropagation to modify the weights in the network; one complete cycle of data presentation and weights modification is called an epoch. This process was repeated until the rms difference between the actual output and the input was less than 0.08, which usually took about 1000-2000 epochs. Earlier work stated that the networks trained to an rms difference of 0.01. 37 The network implemented on Unix workstations could not be trained to this level. We investigated this difference and were unable to explain it. Additional training to as many as 8000 epochs did not significantly lower the rms difference between the input and the output, nor did it improve the ultimate biological relevance of the clusters. The same data trained on a public domain backpropagation network 42 produced rms values similar to our current results. Furthermore, we compared the hidden unit activation values from a network created in the original study to one of our networks trained on the same database. The correlation between the activation values was better than 0.99, thus we assumed that the new networks were returning data quite similar to those previously reported. The time to train a network using the new autoANN software is about 10 hours on a Silicon Graphics (SGI) Indigo2 R8000 workstation. The network results were validated as described in the Results section.
Clustering of the Hidden Unit Activations
After training was complete, the autoANN weights and biases were frozen and the activation values of the hidden unit vectors for each seven-residue segment were computed. These eight-unit vectors were clustered using a k-means clustering algorithm, 43 implemented within the Splus statistical software package (StatSci) on an SGI workstation. In a k-means clustering algorithm, the number of clusters, k, is chosen and k vectors are arbitrarily assigned as initial cluster centers or ''seeds.'' Each eight-unit vector is then assigned to one of the clusters by calculating the euclidean distance between the vector and each center and then assigning the vector to its ''closest'' center. After all eight-unit vectors are assigned to a cluster, cluster centers are recalculated. This process of assigning segments and recomputing the cluster centers is repeated until it converges, that is, the centers and the segment assignments do not change. To validate the clustering process, each clustering analysis was repeated a minimum of 70 times starting with different random choices of cluster centers.
K-means clustering does not provide a method for automatically determining the optimum number of clusters, so various numbers of clusters were tried, with k varying from 2 through 12. Six clusters gave the most consistent results (see Results), so the six clusters were designated as six structural building block (SBB) categories. The six SBBs were given the designations alpha (a), beta (b), zeta (z), eta (h), tau (t), and iota (i), based on their structures (see Results). A seven-residue protein segment is said to belong to a particular SBB category when the hidden unit vector calculated by the autoANN from that segment's geometry is assigned to the cluster corresponding to that SBB category.
Analysis of Amino Acid Frequencies in the SBBs
For each position in the seven-residue segment, 1-7, of each SBB category, the frequency of occurrence of each amino acid type was calculated. The normalized frequency of occurrence of amino acid type X at position i in each SBB category s was calculated as
where X s,i is the total number of type X residues at position i in SBB category s, X tot is the total number of type X residues in the database, N s,i is the total number of all residues at position i in SBB category s, and N tot is the total number of all seven-residue segments in the database. The statistical significance of the amino acid frequency data was determined by applying a chi square test for each amino acid type at each position of each SBB category. A log linear model was used to determine the expected distribution of data. Frequencies are reported as significant at a 0.95 confidence level.
Analysis of Patterns in the SBBs
In the database of protein chains classified into SBBs, some SBB pairs and triples occur more often than their individual, independent occurrences would warrant, leading us to analyze pairwise and triplet occurrences of the SBBs in the database. (Occurrence of some quadruples was significant, but quintuples were not done because there were not enough data to determine statistical significance.) Pattern analysis was done using a program, RelFreq, written in the C programming language. This program takes as its input the SBB assignment for each sevenresidue segment in the database. The program analyzes the occurrences of the SBBs, individually, in pairs, and in triples. These data prepare queries for the SPlus statistical software package (StatSci) proportions test. Based on the occurrence data for the individual SBB categories, SPlus determines if the occurrence of pairs or triples of SBB categories significantly differs from that expected of independently occurring pairs or triples at a 0.99 confidence level.
To evaluate whether the SBB pairs and triples represent structural motifs, the sequences of f and c Fig. 2 . The overlapping nature of SBB categories. Because SBBs are classifications of the local structure of a seven-residue protein segment, two successive SBBs in a protein overlap six of their seven residues. The SBB classification for a segment is associated with the residue in the middle of the segment, thus the SBB classification for residue R i is actually the local structure category of the seven-residue segment centered at residue R i . For the SBB pair SBB i and SBB i11 the central two residues are R i and R i11 , and the central four residues are R i-1 , R i , R i11 and R i12 . For the SBB triple SBB i-1 , SBB i and SBB i11 the central three residues are R i-1 , R i and R i11 , and the central five residues are R i-2 , R i-1 , R i , R i11 and R i12 .
angle values at each position of the instances of the pairs and triples were analyzed. To recognize similar backbone conformations despite variations in f and c values, the Ramachandran (f, c) map was divided into six regions using a simplified version of the regions proposed by Zimmerman and colleagues 44 (Fig.  3) . The sequences of the Ramachandran regions for the two and four central residues in pairs and the three and five central residues in the triple instances (Fig. 2) were examined to see which Ramachandran region sequences occurred most often. The frequency of occurrence of the most common sequences for each pair and triple were computed.
RESULTS Overview
The autoANN software used in this work was rewritten to run on Unix workstations. It was verified by correlating its results to those produced by the previously written software trained on the original protein database. The original database and new network software were then used to empirically optimize the network and clustering parameters. However, the small size of the original database prevented an analysis of the statistical significance of the pair and triple patterns in the SBBs. Thus, a new, larger database was developed. This new database was used to train the autoANN with the same network parameters that were optimized for the original database. The generality of the trained networks and of the clustering results was validated by comparison of the results from the network trained on the larger database to results from the network trained on the original database. The new database of SBBs was then analyzed for amino acid composition and patterns of SBBs.
AutoANN Training and Parameter Selection
The autoANN was trained with a momentum constant of 0.9 and an initial learning rate of 0.00001. 36, 45 The learning rate was incremented 0.000001 every 100 epochs until it reached a maximum value of 0.000043. These training parameters were experimentally determined to yield the smoothest reduction in rms error during training, until the rms error cutoff of less than 0.08 was reached. Momentum constants ranging from 0.0 to 0.75 and initial learning rates from 0.0000001 to 0.01 were tested, but resulted in either slower reduction in rms error or networks that became unstable. In the unstable networks, the rms error increased dramatically, varied erratically, and did not subsequently decrease significantly during the course of the run. A wide variety of learning rate change schedules were also tried, including relatively large changes to the learning rate over the course of training and large initial learning rates that were reduced over the course of the training. Of all values tried, the learning rate schedule described above produced the most consistent results for those networks that trained to a low rms; these empirically determined values were subsequently used to train all networks described here.
Validation of the AutoANN Training
The generality of the trained autoANNs was validated. Ideally, the performance of the trained network should reflect the general geometric regularities of the virtual bond angles, dihedral angles and distance data in globular proteins. But, an autoANN with large numbers of weights and biases can overfit to, or partially memorize, a particular database. 45 In this case, the results of the network are too closely based on the values found in the dataset on which it was trained and the network will perform poorly when tested on other proteins. To determine if the autoANNs were generalizing from the database or if they were overfitting to the database on which they were trained, a simple cross-validation technique was used. Networks trained on each of the two databases, the original database 37 and the new database, were evaluated using those proteins from the reduced version of the other database on which they were not trained. The network rms values produced by these training and test sets were compared to evaluate whether the nets were generalizing or overfitting. The network trained on the original database was trained to an rms value of 0.071. When this network was tested on the 97 nonhomologous Region A represents helical conformations, region E extended conformations, and region H is a rarely occupied, energetically unfavorable conformation. Regions A*, E*, and H* are the symmetric equivalents of A, E, and H created by rotating 180°around the origin. 44 Region A* represents left-handed helical conformations.
proteins from the new database that were not in the original database (Table I) , the resulting rms was 0.072. Another network trained on the new database was also trained to the cutoff rms value of 0.078. When this network was tested on the 56 disjoint proteins from the original database, the rms was 0.082. If the networks were memorizing or overfitting to the training data, significantly lower rms values for the training than for the testing databases would have been observed; however, each network had similar rms values for both its training and test sets (0.071 compared to 0.072, and 0.078 compared to 0.082), even though the two sets were disjoint. This result supports the contention that both networks are generalizing to the regularities of the a-carbon angles and distances in globular proteins, rather than overfitting to the particular values presented in their respective training databases.
Validation of the Clustering Analysis
According to our hypothesis, each eight-unit vector (the hidden unit activations of the autoANN) should contain all of the relevant structural information encoded in its associated 43-unit input vector and should, therefore, be a concise representation of the most important structural features of the protein segment. Thus, clustering on these vectors should produce relevant classes of local protein structure. Previously, different cluster sizes were tested and six categories (given the letter names A through F) were found to give the most consistent results by crossvalidation. 37 For the rewritten autoANN, the clustering validations were done more thoroughly. Three separate issues needed to be addressed. First, the meaningfulness of six clusters or categories (rather than three, five, seven or some other number) needed to be demonstrated. Second, to show that the clustering was meaningful, and not arbitrary, clustering the hidden units from a single network must be reproducible. Third, to demonstrate that the classifications produced from distinct networks were general, clustering hidden units from separate networks must produce comparable results.
The activation values of the eight-unit hidden vectors computed by the trained autoANN on the original database were clustered using a k-means clustering algorithm. K-means clustering algorithms require that the number of clusters or groups be specified, so separate tests were done on vectors from a single network with numbers of clusters ranging from two to twelve. For each test, clustering was performed seventy times. The number of distinct results obtained from the seventy attempts ranged from one (for two clusters) to seventy (for ten, eleven, and twelve clusters), with a distinct plateau for five, six, and seven clusters (data not shown). The increase in the variability of the clustering beyond seven suggests that clusters of five through seven gave the most consistent results among sizes large enough to represent a set of plausible local structural categories. Furthermore, of the 70 runs for each of five, six, and seven clusters, one result always predominated, demonstrating that clustering runs on data from a single network produced one clear winner, at least for five, six, and seven clusters.
To determine if multiple net runs produced similar groupings and to make a decision on the cluster set that produced the most general, reproducible categories, a second analysis was done using five networks trained from different starting weights and biases. For each network, the hidden unit activations were clustered by the k-means algorithm into five, six, or seven groups. For each cluster set, the five classifications from the different networks were correlated. These ten pairwise correlations of categories for each cluster set were examined. None of the classifications for a cluster set of seven were closely correlated. For a cluster set of five, four of the ten pairwise comparisons were highly correlated. For a cluster set of six, six of the ten comparisons resulted in highly correlated classifications. On the basis of this analysis, a cluster set of six was chosen as that giving the most general and reproducible classifications. Further, this experiment demonstrated that clustering results from different networks produce comparable (but not perfect) results.
To further confirm that the clusterings underlying the SBB categories reflect general geometric regularities in local protein structure and are not arbitrary, a ''negative control'' database of seven-residue segments was developed. The virtual dihedral angles of a seven-residue segment were rotated through 30°i ncrements and the a-carbon coordinates were saved at each increment. The segments were not tested for physically overlapping conformations. The resulting database of 20,736 segments differed from the SBB database in two respects. First, the segments in the database were a sampling of the continuum of the virtual dihedral angle combinations of the seven residues. This is in contrast to the SBB database, where the geometries in the segments are only those physically realizable geometries that actually occurred in the SBB database of proteins. Second, the control database only contained one example of each sampled conformation, whereas the SBB database contains many examples of similar segments (e.g., helical segments). If clustering on the control database produced categories comparable to those of the SBBs, the hypothesis that SBBs represent local structural regularities would be undermined.
The control database was then used to train an autoANN with the same training parameters as the other networks described here. This net trained to an rms difference between input and output values of 0.056. The hidden unit activation values obtained from the autoANN trained on the control database were then clustered into six groups 70 different times. These clusterings produced inconsistent results; 70 clustering runs produced 70 distinct clusterings. Similar results were obtained for other cluster set sizes. Although the inability to find consistent clusters in a uniform sampling of possible geometries was not surprising, it supported our hypothesis that the clusters from the SBB database reflect classes of local protein structure. Clusterings of hidden unit activation values computed by the network from actual protein geometries resulted in consistent, reproducible results, whereas data uniformly sampled from all virtual dihedral angle combinations did not, suggesting that the SBB classifications, that is, the clusters, are based on the allowed conformations in the local structure of globular proteins.
To measure cluster separation, the euclidean distances from each segment in a given cluster to the cluster center were computed. The average of these ''within-cluster'' distances was compared to the ''center-to-center'' distances between clusters (Table II) . In all but two cases, the center-to-center distance between any two clusters is greater than the mean distance of all vectors in the cluster from its center plus one standard deviation. In these two cases, z to i and h to t, the center-to-center distance is close to the mean distance plus one standard deviation. This result indicates that the individual clusters are fairly well separated from one another.
Description of the Structural Building Block Categories in the New Database
Following complete validation and optimization of the new autoANN on the original database, the network was trained on the new, extended database. Following training, the hidden unit vectors for each of the 22,659 segments were computed and clustered into six categories to produce the six SBB categories, a, b, z, h, t, and i, described here. We found 7062 (31.2%) SBB-a segments, 5431 (24%) SBB-b segments, 2908 (12.8%) SBB-z segments, 2534 (11.2%) SBB-h segments, 2424 (10.7%) SBB-t segments, and 2300 (10.2%) SBB-i segments. The percentage of each SBB type found in every protein are presented in Table I . For comparison, the DSSP program 15 applied to the 116 proteins our database found 7577 (32.4%) helix (H) residues, 4841 (20.7%) strand (E) residues, 2859 (12.2%) turn (T) residues, 2048 (8.8%) 5-residue bends (S), 329 (1.4%) b-bridge (B) residues, 992 (4.2%) 3-helix (G) residues, and 6 (0.03%) 5-helix (I) residues (Table I) . 4703 residues or 20.1% of this database were not assigned to any category by the DSSP algorithm.
Examination of globular protein structures supports the hypothesis that the hidden unit activations encode biologically relevant structural information. Sulfate binding protein from Salmonella typhimurium (1sbp) 46 and b-lactamase, chain A, from Bacillus licheniformis (4blm) 47 were chosen to display the results, although similar patterns are found in all proteins that were examined. Sulfate binding protein, which is composed of 309 residues and was solved to a resolution of 1.7 Å, is a two-domain protein consisting of two a/b domains and contains parallel b sheets. b-Lactamase chain A is 256 residues in length, has been solved to a resolution of 1.0 Å, and is also a two-domain protein. One domain is an a 1 b domain with an antiparallel b sheet; the other domain is largely a-helical, with one small antiparallel b sheet. Thus, a variety of common globular protein domain types are represented in these two proteins.
The structures of sulfate binding protein and b-lactamase, chain A, are displayed in Figure 4 , colored by their DSSP classification or by the SBB category of the central residue in each seven-residue segment. In Figure 5 , the SBB classification and DSSP assignment are compared for each residue in these proteins. As found with the original software and database, 37 two SBB categories closely correspond to the helix and sheet structures. Residues assigned to SBB-a and b correlate with DSSP categories H (a helix) and E (b sheet), respectively. The central residue of the SBB-a category is classified by the DSSP program as H 87.9%, as T 4.9%, as G 5.2%, and as unclassified (other) 1.2% of the time. The central residue of SBB-b is classified by the DSSP program as E 65.6%, S 6.1%, B 1.7%, and T 0.1% of the time; 26.4% of the central residues in SBB-b segments are not classified by DSSP. These correlations are found in all proteins in the database (Table  I and Fig. 6 ).
Our method did not distinguish between the conformations of b strands that participate in parallel and antiparallel b sheets; both are found as runs of SBB-b residues (see the parallel (1sbp) and antiparallel (4blm) b sheets in Figures 4 and 5 ). This result is expected because strands that participate in parallel and antiparallel b sheets have similar local *Indicates that the mean within category distance plus one standard deviation is greater than the center-to-center distance between the two categories. C and D) . A, C: Each residue is colored by the SBB category of that segment of which it is the central residue: SBB-a, red; SBB-b, blue; SBB-z, orange; SBB-h, magenta; SBB-t, yellow; SBB-i, cyan. The three N-terminal and three C-terminal residues are delineated as white because they are not the central residue of any SBB segment. SBB-a and b largely correspond to the regular secondary structures, helix and strand. SBB-z and h are often found at the N-and C-termini of helices (orange and magenta arrows, respectively), while t and i are found at the N-and C-termini of strands (yellow and cyan arrows, respectively). SBB-z, h, t, i, and, rarely, a and b, categories are also found in the nonregular secondary structure regions. Examples of short patterns in the coil regions are indicated by bicolored arrows: SBB-z followed by SBB-h (orangemagenta), a ''tight'' turn and SBB-i followed by SBB-z (cyanorange), an ''S-type'' turn. B, D: Residues are colored by their DSSP category assignment: helix (H), red; strand (E), blue; turn (T), yellow; 3-helix (G), green; bend (S), magenta; and b bridge (B), orange; residues unclassified by DSSP are white. (Pictures were printed from a Silicon Graphics R8000 Extreme graphics workstation using the InsightII modeling package from Biosym Technologies, Inc.) backbone conformations at the level of a-carbon geometry, but differ in their relationship to other b strands; as it is currently encoded the autoANN is only given local a-carbon geometries and would not be expected to recognize tertiary interactions. Runs of SBB-b residues are found in extended regions that are not part of b sheets (not shown), further demonstrating that the SBB categories represent local geometries that are not necessarily part of larger hydrogen-bonded structures and thus are not expected to fully correlate with the DSSP-assigned structures.
Further patterns can be found in the two proteins shown in Figures 4 and 5 . Stretches of SBB-a residues (helices) often begin with one or two SBB-z residues and end with one or two SBB-h residues. Similarly, runs of SBB-b residues (strands) frequently begin and end with SBB-t and SBB-i residues, respectively. Thus, SBBs classify separate structural categories for the N-and C-terminal caps of both helices and strands.
The patterns seen in sulfate binding protein and b-lactamase are consistent with those observed throughout the database. Figure 6 shows that SBB-a and -b contain the largest fraction of residues that are classified as helix and strand by the DSSP algorithm, respectively, while all positions of all SBBs contain residues classified as ''coil.'' Evidence for the capping structures is also apparent in this figure. SBB-h contains a substantial amount of DSSP-classified helix in the first four (N-terminal) residues of the seven-residue strand, while SBB-z contains a substantial amount of helix in the last four (C-terminal) residues. Furthermore, SBB-i and SBB-t contain a significant amount of strand at the first and last four residues of the seven-residue segment, respectively. However, other than the correlations between helix and SBB-a and strand and SBB-b, no strong correlations were found between any of the six SBB patterns and any of the DSSP categories (data not shown). Similar patterns were also observed in the smaller dataset. 37 These results demonstrate that both helix and strand capping structures can be objectively recognized by their local a-carbon geometry. Our classification system of an autoANN and clustering algorithm is a unique example of a method that objectively recognizes these structures. However, all SBB structures, a, b, h, t, z, and i, are also found in the nonregular structures or the ''random coil'' regions (Figs. 5 and 6 ), demonstrating that segments with these local geometries are not solely found in the regular secondary or capping structures. Analysis of the patterns in the random coil regions is presented below. Fig. 6 . Comparison of the six SBB categories to the classical secondary structures in the database of 116 proteins. Each sevenresidue segment was assigned the SBB category of its central residue, then each residue in the seven-residue segment was assigned to helix (black bars), strand (gray bars), or coil (striped bars) by the DSSP program. 15 The total percentage of each secondary structure type was calculated for each position and these data are illustrated as a histogram. The correlation of SBB-a with helix and SBB-b with strand is clear. The concentration of helix at the C-terminus of SBB-z segments and at the N-terminus of SBB-h segments suggests that these categories act as helix-capping structures. Likewise, the concentration of strand at the C-terminus of SBB-t segments and at the N-terminus of SBB-i segments suggests that these categories act as strand-capping structures. 
Structure of Each Class of SBBs
The distinct geometry of each SBB category is demonstrated by comparison of the virtual bond angles and virtual dihedral angles (Table III) , but is more easily represented by superposition of all segments classified in each SBB category in sulfate binding protein (Fig. 7) . Note that only a-carbon geometry was encoded as input into the autoANN, but the complete backbone, N, Ca, C, and O, are shown in this figure; despite this, the general structural cohesiveness of each SBB category is still quite evident. SBB-a is clearly helical, while SBB-b is extended. SBB-h can be described as a fiddlehead, while SBB-i resembles a shrimp and SBB-z resembles a nose. (Except for a and b, each has some similarity to the shape of the Greek letter chosen to represent that category.) These observations demonstrate that the neural network can meaningfully reduce the number of parameters needed to represent the geometry of each seven-residue protein segment and that these vectors can be clustered.
As expected, the structures do not superimpose perfectly (Fig. 7) and the standard deviations of the virtual bond angles and dihedral angles can be rather large (Table III) . There are two reasons for this. First, only a-carbons were used to describe segment geometry. More coherent categories might be achievable if all backbone atoms (including the carbonyl oxygen and the b-carbon of each residue) are encoded as input to the autoANN. Second, protein structure is not definable as six precise structural categories. As these are general classifications, there will always be a ''fuzziness'' to them.
Amino Acid Residue Frequencies in the SBBs
The normalized frequency of occurrence, f, of each amino acid at each position in the six SBBs was calculated (Fig. 8) . Clear amino acid preferences at specific positions exist. The preferences for the helical SBB-a and helix caps, SBB-z and SBB-h, are consistent with the known amino acid preferences. 20, 21, [48] [49] [50] [51] [52] [53] For instance, proline and glycine are known as helix breakers and have a very low frequency of occurrence in most positions in SBB-a. Serine and threonine are also found infrequently in SBB-a. Consistent with helix dipole preferences, lysine and arginine are favored at the C-termini of SBB-a, while glutamic acid (but not aspartic acid) is found in the N-terminus of these segments. The hydrophobic amino acids alanine, leucine, and methionine are preferred in SBB-a segments.
In SBB-z, the helix N-capping structure, proline is strongly preferred at positions 3 and 4 and disfavored at positions 5 and 6. Consistent with the previously characterized helix capping box, 54, 55 serine is preferred at positions 2, 3, and 4, while glutamic acid is preferred at positions 4 and 5 of SBB-z. Valine, leucine, and isoleucine are all disfavored at positions 3, 4, and 5 in this structure. In SBB-h, the helix C-capping structure, glycine is strongly favored in positions 4 and 5, consistent with previously proposed capping structures. 56, 57 Again, isoleucine, leucine, and valine are disfavored in positions 3 and 4 of this capping structure.
SBB-b, the extended or b strand structure, and SBB-t and SBB-i, often found at the N-termini and C-termini of these strands, respectively, also exhibit amino acid preferences (Fig. 8) . The b-branched residues isoleucine, threonine and valine are preferred at the central positions of SBB-b segments. The negatively charged residues, aspartic acid and glutamic acid, are not commonly found in the central positions of SBB-b. Proline and serine are found at the C-termini and glycine is found at the N-termini of SBB-b segments. In SBB-t, the strand N-cap structure, valine, leucine, and isoleucine are disfavored at positions 2 and 3. Proline is favored in positions 1, 2, 5, 6, and 7, but strongly disfavored in position 3. Glycine and asparagine are strongly favored in positions 2 and 3. Colloc'h and Cohen 58 found proline to be disfavored in their strand Ncapping structures. These researchers also found a strong preference for charged residues at the Ntermini of parallel b strands that is not observed in any position of SBB-t, except for aspartic acid at position 2; however, the data calculated by Colloc'h and Cohen were for b strand ends in a small set of parallel b sheet proteins, 58 while our data were collected on a large general database of proteins. In SBB-i, the strand C-cap structure, proline is strongly preferred at position 5 and somewhat less so at position 4. Interestingly, asparagine and aspartic acid are preferred at positions 4 and 6 and serine is preferred at positions 4, 5, and 6, suggesting the possibility of specific capping structures, similar to the helix capping box previously described. 54, 55 These data show that the SBBs exhibit both amino acid preferences consistent with previously published data, as well as novel amino acid preferences not previously recognized. The amino acid preferences are not as strong as those found for specific structures, but our database is not limited to a specific type of protein structure, nor have we imposed visual examination or researcher bias in the selection of structures. The distinct positional preferences of some residues suggest that interactions important for protein folding and structure can be found in these structures. Fig. 7 . The structures of each of the six SBBs. All segments belonging to each SBB from sulfate binding protein were superimposed. In sulfate binding protein, 116, 57, 41, 38, 24, and 27 segments belonging to SBB categories a, b, z, h, t, and i, respectively, were found. As described, only the a-carbons of each protein segment were used to describe the geometry to the neural network, however, the complete backbone (N, Ca, C, O) is shown in these superpositions.
Recurring Patterns in the ''Random Coil'' Regions
Closer examination of Figures 4 and 5 suggests that patterns of SBBs are also found in the coil regions of proteins. For example, two easily observable patterns are SBB-i followed by SBB-z, together forming an ''S-type'' turn, and SBB-z followed by SBB-h, comprising a ''tight'' turn. Although these structures are found frequently in sulfate binding protein and b-lactamase (Fig. 4) and in other proteins, the DSSP algorithm does not consistently classify them (data not shown).
This observation suggests that other significant patterns in the nonregular secondary structure re- -7) is plotted on the x-axis. The size of the square is proportional to the normalized frequency of occurrence for each amino acid at each position. Black squares are those frequencies that were determined to be statistically significant at the 0.95 confidence level, as described in the Methods section.
gions might be found and that these patterns might result from specific residue-residue interactions that could be classified. Thus, patterns of all possible consecutive SBB pairs, triples, and quadruples were analyzed for frequency and statistical significance in this database of 116 proteins. Table IV presents the percentage of occurrence of all consecutive SBB pairs. As indicated, all but one pair was found significantly either more often or less often than expected based on chance alone, at a confidence level of 0.99. As expected, the pairs aa and bb, corresponding to successive segments (Fig. 2) of helix or strand, are found most often, 6116 times (27.13%) and 3810 times (16.9%), respectively (Table IV) . The two patterns mentioned above that are commonly found in coil regions, iz (an ''S-type'' turn) and zh (a ''tight'' turn), occur more often than expected, with pattern iz occurring more often than the capping patterns tb and bi (Table IV) . Further, two of the capping pairs, tb, and bi occur more often than expected, at a confidence level of 0.99. The helix capping pattern ah is found in about the expected numbers. The final capping pattern, za, is found less often than expected (at a confidence level of 0.99), but just barely (Table IV) . In addition, the pairs ht, zz, hh, ti, and tt occur more frequently than expected. Strikingly, the patterns ab, ba, and ta never occur in the database. Given the number of occurrences of these SBB categories and the number of patterns in the database, 1684 occurrences each of ab and ba and 752 occurrences of ta are expected. The patterns bz, bh, and ai occur rarely.
SBB triples, three overlapping seven-residue segments (Fig. 2) , were also analyzed. Forty SBB triples occur more often than expected at a 0.99 confidence level (Table V) . Examples of their structures can be seen on close inspection of Figure 4 . Again, the most common triples are aaa and bbb, corresponding to runs of helix and strand, respectively. All eight helix and strand capping triples, zaa, zza, aah, ahh, tbb, ttb, bbi, and bii, are found more often than statistically expected. As with pairs of SBB categories, given the number of occurrences of the SBB categories and the number of patterns in the database some triples are expected to be present in the dataset, but are not. Seventy such triples are expected, but did not occur (data not shown), again showing that, as expected, successive SBB segments are highly correlated.
Some consecutive SBB quadruples are present in statistically significant quantities and a few of these will be discussed further below. Most consecutive SBB quadruples and quintuples could not be analyzed for statistical significance because of the size of the database.
These data demonstrate that consecutive SBB occurrences are highly correlated. This result is expected because consecutive residue conformations in proteins should be correlated and because consecutive SBB segments are seven residues long and overlap (Fig. 2) . However, coil regions have recurring motifs that are difficult to classify, and SBB patterns and SBBs themselves provide a convenient, objective method for classification of the random coil regions in proteins. These patterns could potentially provide a wealth of information about structurally important interactions within proteins, similar to the hydrogen bonds and hydrophobic interactions recently observed in helix capping structures. [54] [55] [56] 
Comparison of SBBs to Previously Observed Helix Caps and Other Local Protein Structures
To demonstrate the utility of using the SBB classifications for discovering new structure motifs in proteins, a comparison of the SBB helix capping structures to previously published capping structures is presented. The N-terminal helix capping box is a structure defined by two reciprocal hydrogen bonds, one from the backbone of the first helical residue, Ncap to the side chain of the third helical residue, N3, and one from the side chain of Ncap to the backbone of N3. In this structure, the most common amino acids at Ncap are serine and threonine, while the most common amino acid at N3 is glutamic acid. 54, 55 The SBB assignments (this work) and the DSSP secondary structure assignments 15 for the helix Ncapping box described by Rose and coworkers 54, 55 are reported in Table VI . In a remarkably consistent manner, the Ncap-N1-N2-N3 residues involved in the capping box are always classified as izza. While DSSP consistently determines the ends of these helices at the N1 position, the Ncap residue is inconsistently classified as B (bridge) or left unclassified by DSSP.
Two distinct structures at the C-termini of a helices that contain a glycine at the C8 residue have also been described. 14, 56, 57, 59, 60 The Schellman motif contains two backbone-backbone hydrogen bonds, one from C' to C3 and one from C8 to C2 . The a L structure consists of one backbone-backbone hydrogen bond from C8 to C3. In Table VII , SBB and DSSP assignments are compared to the Schellman and a L motifs previously described. 56 For the Schellman motif, the C1-Ccap-C8 residues are defined as ahh 10 times and aht three times. Of the 10 ahh patterns, seven are ahht, two are ahhi, and one is ahhh. Nine of the ten ahh patterns and all three of the aht patterns are classified by DSSP as HTT. For two of the Schellman motifs (2cts., 276-292 and 3grs., 383-391), the SBB classification of the helices differs from that of Aurora and colleagues. 56 For these two motif instances, the Aurora group's classification of the helices extends one residue further at its Cterminal end than the SBB helix classifications of the motifs (Table VII) . Thus, the SBB classification for these two helix C-capping motif instances is still ahh, but it is shifted by one residue compared to the classification scheme of Aurora and colleagues. These two Schellman motifs were identified by Aurora and colleagues as having high temperature factors, which may account for the offset.
The a L motif is defined as aht four times and ahh one time. Of the four aht patterns, three are ahtt and one is ahtb. These a L motifs are not consistently classified by DSSP. Thus, while our pattern recognition algorithm does not perfectly discriminate between these Schellman and a L motifs, it does recognize motifs at the C-termini of helices. Given that the auto-ANN was only presented with the a-carbon geometry of the protein segments, it is astonishing that SBBs can discriminate at this level of structure.
Can we discern the previously described amino acid preferences from the SBB patterns? Further analysis of the 116 protein chains in our training database shows that there are 576 instances of the pattern izza, which corresponds to the helix Ncapping box. Of these 576 occurrences, 480 (83%) are followed by at least two additional a (a-helical) residues. Analysis of these 480 instances of izza at the N-terminus of a helical segment shows that serine is found at the Ncap (corresponding to the central residue of SBB-i in the izza quadruple) position 81 times (16.9%) and threonine is found at this position 75 times (15.7%). Similarly, glutamic acid is found at the N3 (a) position 78 times (16.2%) . Interestingly, at the Ncap position, aspartic acid was found 74 times (15.4%), asparagine was found 49 times (9.6%), and proline was found 45 times (9.4%). Besides glutamic acid at the N3 position, aspartic acid was found 46 times (9.6%) and glutamine was found 44 times (9.2%). These are strong amino acid preferences, and they are consistent with the amino acid patterns previously seen in helix N-capping boxes. 54, 55 Analysis of the C-cap structures shows that the pattern ahh occurs 381 times in the 116 protein chains. Of these occurrences, 329 (86%) of them are preceded by at least two SBB-a segments. Glycine is found at the third position of the ahh pattern 130 out of 329 times (39.5%). This site corresponds to the C8 position of the helix and is consistent with the previous identification of glycine at this site. 56 Preferences for alanine and lysine are found at the second position of ahh (the Ccap residue). Lysine, alanine, and glutamic acid are found at the first position of ahh pattern 14.6, 14.3, and 11.9% of the time, respectively, which corresponds to the C1 helix position. Alanine, leucine, lysine, and arginine are preferred at position C2, the residue just before the ahh pattern, consistent with the data previously reported. 56 It appears that we can easily discern the helix capping structures from the SBB patterns, but that several types of capping structures are described by the patterns. This is expected because only a-carbon coordinates are used in the description of SBBs. In fact, it is amazing that a-carbon patterns alone can provide such useful structural information.
Use of SBB Patterns To Discern Unique Structures and Structural Motifs
To assess whether patterns of successive SBBs represent unique structural motifs, and whether they can be used as ''building blocks'' for representing protein structure, the backbone geometry of all SBB pairs and those SBB triples that occurred significantly more often than expected in the database was analyzed. The backbone f and c angle values of the pairs and triples' instances were used to identify structural regularities. The two most commonly occurring Ramachandran region sequences and their frequencies are given for each pair (Table  IV) and triple ( Table V) . The central two or four residues were used in analyzing the pairs, and the central three or five residues for the triples (Fig. 2) .
The analysis showed evidence of structural motifs in the central four residues of at least some SBB pairs. Of the 36 possible SBB pairs, 33 occur in the database. For a majority of the pairs (21 of 33) one or two Ramachandran region sequences comprise over half of the instances of the pair. There is a strong trend toward a single, dominant Ramachandran region sequence-in 22 of the 33 pairs, the most common Ramachandran region sequence occurs over 10% more often than the next most common one. As might be expected, the variability in the Ramachandran region sequences is predominantly in the residues at the ends of the overlapping SBBs making up the pairs. For all of the SBB pairs, the center two residues are the most common Ramachandran region sequence of length two (Table IV) . For the pairs the frequency of occurrence of the most common two-residue Ramachandran region sequence is an average of 0.17 higher than that of the highest frequency four-residue one, strongly indicating that a coherent structure underlies many of the pairs, especially among the central residues.
The regular secondary structures and their caps are easily recognized in the analysis of the pairs. All four positions in the most common Ramachandran region sequence for the pair aa occupy the Ramachandran helix region, A (Fig. 3) , as do those of the helix N-cap za. The helix C-cap ah occupies the helical region in all but the final (C-terminal) position. Analogous results are found for the strand conformation pair bb and its N-and C-caps, tb and bi. The structure for the iz ''S-type'' turn suggests a transition from helical to extended conformation, and that of zh, the ''tight'' turn, a turn connecting extendedconformations. The repeating pairs hh and ii both have a residue in a left-handed helical conformation (region A*). The conformations of the remaining pairs that occur at significantly higher than expected frequencies, zz, tt, ht and ti, suggest transitions from one allowed region of the plot to another.
Eight Ramachandran region sequences are shared by two pairs each (aa and za, bb and tb, bi and ti, zz and az, tt and bt, ah and ai, ib and bz, zb and bh) and one is shared by three pairs (hz, ia and tz). In six of the cases where a Ramachandran region sequence is shared by two pairs, the two pairs have a common SBB (e.g. SBB i in bi and ti).
The Ramachandran region sequence analysis indicates that many of the significantly over occurring SBB triples also represent unique structures (Table  V) . Pairs and triples share some common characteristics. The most common one or two Ramachandran region sequences comprise over half of the instances of that triple for 19 of 40 patterns. In 28 of the 40 triples, the most common Ramachandran region sequence occurs over 10% more often than the next most common one. The variability in the triples' Ramachandran region sequences is concentrated at the ends of the triples; for 39 of the 40 triples, the Ramachandran region sequence of the center three residues of the five-residue sequence is also the most common three-residue Ramachandran region sequence (Table V) . For these 39 triples the frequency of occurrence of the most common three-residue Ramachandran region sequence is an average of 0.17 higher than the highest frequency five-residue Ramachandran region sequence. Just as for the pairs, this is evidence that many of the triples represent structural motifs.
The analysis of Ramachandran region sequences suggests that in many cases the triples represent unique structures. As expected, the regular secondary structure triples aaa and bbb occupy the helix and strand regions, respectively, at very high frequencies. The Ramachandran region sequences for triples marking the ends of regular secondary structures (aah, zaa, bbi, and tbb) are in the conformations of the corresponding secondary structure at very high frequency in all positions. Two of the triples representing C-caps (aah, bbi) vary in the C-terminal position of the Ramachandran region sequence. Other patterns suggest interruptions in extended conformation regions (bbt, bib, ibb, and tbt). Of particular interest are those triples, especially ahh, hht, and zhh with their highly preferred Ramachandran region sequences, that contain regions of left handed helix. As described earlier, ahh is the SBB classification for most of the Schellman motif instances and some of the a L motif instances. It may be the case that the other two triples, hht and zhh, represent previously unrecognized motifs in coil regions. Overall, SBB triples appear to represent unique structural motifs, more so than the SBB pairs, but it must be kept in mind that all SBB pairs were analyzed, whereas only those SBB triples that occur significantly more often than expected were analyzed here.
Eight Ramachandran region sequences are shared by two triples each (aaa and zaa, bbb and tbb, bbi and tbi, tiz and biz, btb and ttb, bbt and tbt, tti and bti, izi and ibi). In each case the two triples that have the same most common Ramachandran region sequence also share two common SBBs. That different but related pairs and triples occupy the same Ramachandran region sequences is not surprising. The SBB categories are based solely on a-carbon geometries. The Ramachandran region sequence uses information about the full backbone. Also, the division of the Ramachandran plot used (Fig. 3) is a very coarse-grained classification of backbone conformations. Thus, it is not the occurrence of shared Ramachandran sequences that is surprising, but rather that the Ramachandran region sequence analysis distinguishes so many unique structures, despite the a-carbon-only representation used to create the SBBs and the coarse Ramachandran regions used.
Can the SBB patterns be used to find new motifs in protein structures? Once an SBB pattern is observed, can the amino acid pairwise correlations be used to discriminate among the various local structures that are described by this pattern? While such analysis is beyond the scope of this paper, the various results shown here suggest that unique structures and important residue-residue interactions might be uncovered by analyzing the local structures found in the statistically significant SBB patterns and demonstrate the biological relevance of the SBB local structure assignments.
Dissemination of Results
In order to promote the widest possible dissemination of this work, much of the data reported here has been made available on the World Wide Web. The URL http://barbara.bio.albany.edu/compbio links to a site containing the SBB classification data for all 116 protein chains in the database used for this paper. For each SBB in each protein, the SBB category and the sequence identification and amino acid for each of the seven residues in the SBB are given. In addition, the SBB cluster analysis data for all pairs and significantly over occurring triples is available from this site.
DISCUSSION
The combination of an autoANN and a clustering algorithm is a novel method to automatically, consistently, and objectively classify all residues in a protein into local structural categories without visual examination or researcher bias in parameter selection. By using an artificial neural network to reduce the dimensionality of the input geometry and to represent the geometry descriptions consistently, we can then use a simple clustering algorithm to automatically identify structural categories in the ''coil'' regions of the protein, as well as in the regular structures. Two of the SBB categories, a and b, correspond closely to the classical a helix and b strand secondary structures and exhibit amino acid preferences consistent with these structures. The remaining four categories, SBB-z, h, t, and i, are consistently found at N-and C-termini of helices and strands, respectively, and are also found in regions typically identified as ''loops'' or ''random coil.'' Within the ''coil'' regions, patterns of SBBs are found. This algorithm identifies the SBBs from atomic coordinates, so that SBBs can be identified for any globular protein whose structure has been solved.
The differences between the SBB local structure classifications described here and the classical helix, strand, and coil structures should be emphasized. One major difference is that helix, strand, and coil assignments are usually made on a residue-byresidue basis-each residue is given a single secondary structure classification. SBB classifications, on the other hand, are applied to seven-residue segments. Therefore, each residue in the protein (except for the first three and the last three) is a member of seven different SBB categories (Fig. 2) . Five-and six-residue segments with the same amino acid sequence can have different conformations in the context of the protein tertiary structure, 61, 62 and we hoped the conformation of the longer segments would be more uniquely determined by the amino acid sequence.
The second difference between SBBs and classical secondary structures is the structure assignment method. For classification into classical secondary structures, the definition of each category is provided (e.g., as hydrogen-bonding patterns or backbone dihedral angles) and each residue is checked to determine whether or not it fits into any category. Thus, some residues remain unclassified. In the SBB classification scheme, all seven-residue segments are necessarily assigned to a cluster, corresponding to an SBB category. No segments are unclassified. Six categories were chosen because the data clustered into six groups most consistently.
The third difference between classical secondary structures (especially those assigned by the DSSP algorithm 15 ) and SBBs is in the tertiary, hydrogenbonding information used in the assignments. The DSSP algorithm uses hydrogen bond information in secondary structure assignment, thus it does not find single stretches of extended strand. On the other hand, SBB assignments are done purely by local a-carbon geometry. Thus, local stretches of strand are classified as SBB-b, even though they are not necessarily part of a larger hydrogen-bonded sheet. Because of these differences between SBB and classical secondary structure classification systems, quantitative, one-to-one comparisons of the structures cannot be made. Qualitative comparisons (as presented in Figs. 5 and 6 and Tables VI and VII) can be done, but it should be kept in mind that SBB assignments apply to seven-residue segments, not to single residues.
General Applicability of the Method
Is this general strategy of autoANN and clustering algorithm useful for finding other structural motifs in proteins? The data presented on helix capping motifs and backbone angle sequences of SBB pairs and triples would indeed suggest that the six SBBs presented here will lead to the identification of some interesting structural patterns, and we are in the process of analyzing some of those patterns. However, this approach is not limited to seven-residue segments and patterns in longer segments could easily be selected in a similar fashion. The approach is likewise not limited to six clusters or classifications. The data can be analyzed so that the data itself suggests the proper number of clusters. Finally, the approach is not limited to a-carbon geometry. If complete backbone or side chain geometries are encoded as input into the neural network, this same general strategy could be used to search for patterns in these structures, as well.
Comparison of Our Algorithm to Other Local Structure Libraries
Other researchers have used smaller segments and tried clustering on the raw conformation data or on rms differences. 31, 32 Clustering algorithms do not work well on the high-dimensional data needed to describe protein segment geometry. Simplified descriptions of the protein backbone geometry have been used to overcome this limitation [31] [32] [33] ; however, these simplified descriptions are still high-dimensional. One result of clustering on high-dimensional data is a lack of generality, which can produce over 100 building block units. 32 It is advantageous to use an autoANN to compute a suitable representation before clustering. It not only reduces the dimensionality of the data, but also transforms the data (nonlinearly) to make the important information explicit. Furthermore, in our representation, the relative weighting of distance and angle information does not require manual optimization. Other attempts at secondary structure reclassification have required manual optimization of parameters 33 or subjective division of the Ramachandran plot. 31 
Comparison of SBB Structures to Previously Observed Local Structures
Because the hidden layer of the autoANN can be used to distinguish between helices and strands, our original hypotheses that the hidden layer contains a concise encoding of structural features and that clustering these hidden unit vectors yields biologically relevant information are strongly supported. Further, it is significant that the network's hidden layers can distinguish between the structures of the N-and C-terminal caps in helices and strands. The existence of helix capping structures has previously been proposed, 49, 50 and in some cases the importance of these structures for protein stabilization has been verified by experiment. [63] [64] [65] [66] [67] [68] [69] Structures that act as strand caps or b breakers have also been proposed for a very small set of parallel b sheets. 58, 70 Our algorithm is the first to use neural network techniques to automatically and consistently extract this local structural information in proteins. Further, all residues in a protein are assigned to a specific SBB category so that no residues are lumped into a ''random coil'' or leftover category.
Future Work
Clearly, patterns in SBB structures will be useful for identifying local structural motifs in proteins. For this work to be useful in protein structure prediction, SBB categories must be predictable from the primary amino acid sequence and local protein structure must be reconstructable from the categories. Because SBBs do not represent global interactions, the reconstruction will not be perfect; furthermore, the six SBBs represent an average segment conformation. The distinct amino acid preferences at specific positions of the SBBs, however, suggest that the SBBs might be predictable. Further, each amino acid in the protein (except the first and last three) is a member of seven unique SBBs and this additional positional information for each residue can be used in reconstruction.
The architecture of an autoANN itself suggests a method of reconstruction, in that the second half of the network, from the hidden layer to the output, can act as a ''decoder'' to regenerate the 43 parameters that specify the geometry of each seven-residue segment, thus we may not have to generalize segment structure into just six SBB categories, but could attempt to predict the hidden unit vector for each segment. Because all parts of the protein (not just the regular secondary structures) are categorized into SBBs, we should be able to reconstruct all parts of the protein, including the loop and nonregular structures. Even if reconstruction is too inexact to produce an entire protein, these structures can be used to produce probable loop structures during model building.
Other patterns in protein structure might be found using the combination of autoANN and clustering algorithm. This approach might be improved by including all backbone atoms and Cb, rather than just a-carbons, in the geometric representation of each seven-residue segment and using the network and clustering to recompute other structural categories. Significant patterns that are important for understanding protein structure might be found with this more detailed representation.
