We study solutions of the equation (△ − λ)ω is discussed in detail. Taking into account properly chosen boundary conditions, we find that "singleton modes" are not present among the solutions of the field equations in the bulk of CAdS d . We also obtain solutions of the Flato -Fronsdal singleton dipole equation and show that they do not contain "singleton modes" either. The singleton UIR can, however, be realized on a specially constructed Hilbert space as well as on the space of functions on the boundary of CAdS d .
Introduction
In a view of Maldacena's conjecture [1] , [3] , [2] one may be interested in obtaining explicit solutions of p-form field equations on d-dimensional Anti de Sitter space AdS d = SO 0 (d − 1, 2)/SO 0 (d − 1, 1) and establishing their connection to the unitary irreducible representations of the isometry group SO 0 (d − 1, 2). AdS d possesses two well-known properties -rather pathological ones from the physical point of view: it has closed timelike curves and lacks a global Cauchy surface [4] . The first pathology can be cured by considering covering space CAdS d ; the second one requires introduction of special boundary conditions for the solutions of field equations at spatial infinity [5] , [6] . We are interested therefore in studying CAdS d harmonics classified according to the representations of the covering group SO(d − 1, 2) of SO(d − 1, 2).
In the literature, one can find numerous examples of classification of UIRs of Lie algebra so(d − 1, 2) (and corresponding superalgebra), especially for d = 4, 5 [7] (review and references can be found in [8] ). UIRs of SO(d − 1, 2) can be decomposed into the direct sum of UIRs of its maximal compact subgroup, SO(d − 1) × SO (2) and are uniquely characterized by the eigenvalue E of the SO(2) generator and by weights of SO(d − 1). The eigenvalue E is always 2 of the form E = E 0 + k, where k is a nonnegative integer. The condition of unitarity imposes constraint on values of E 0 ,
where E min 0 depends on the dimension of CAdS d and the type of representation. UIRs of SO(d − 1, 2) exhibit certain unusual (by the standards of the UIRs of compact groups) properties. When the unitarity bound (1) is saturated, the number of components in the multiplet is dramatically reduced in comparison with the multiplet characterized by any E 0 > E min 0 . This peculiar UIR (first discussed in a group-theoretical approach by Ehrman [9] and Dirac [10] for d = 4) is called the singleton representation 3 . tThe ensor product of two singleton representations decomposes into an infinite set of massless UIRs [15] ; hence singletons may be regarded as true fundamental degrees of freedom in the appropriate field theory. Singleton short multiplets (or supermultiplets, if one considers supersymmetric extensions of so(d − 1, 2)) received much attention in the '80s in connection with the dimensional reduction of supergravity theories.
Field theory on four-dimensional Anti de-Sitter space was extensively investigated some time ago by various authors 4 [5] , [6] , [16] - [19] . Solutions of the wave equation on CAdS 4 can be put in one-to-one correspondence with the UIRs of SO(d − 1, 2) just like ordinary spherical
In particular, "singleton modes" on CAdS 4 were introduced and studied by C.Fronsdal, M.Flato and collaborators in the series of papers [16] - [20] . "Singleton modes" are formal solutions of the CAdS 4 wave equation corresponding to the eigenvalue E = E min 0 = 1/2 of so(3, 2). They fall off more slowly at spatial infinity than any other solution with E > E min 0 . In this sense "singleton modes" decouple from the rapidly decreasing "gauge modes" only at the boundary of CAdS 4 . In [17] Flato and Fronsdal proposed a fourth-order wave equation to describe a field theory of "singletons" (which was regarded as a gauge theory in the bulk of AdS 4 ) and formulated an appropriate Lagrangian formalism. Quantization of the theory including the BRST approach was also developed.
In this note, we criticize some aspects of the above mentioned theory. We obtain solutions of the equation (△ CAdS d − λ)ω (p) = 0 in the general case of d dimensions. Singular points of the equation are of the limit-circle type [13] for
Boundary conditions are chosen in such a way that Cauchy problem on CAdS d becomes welldefined [5, 6] . This ultimately gives frequency quantization and establishes connection with SO(d − 1, 2) UIRs. Outside the interval (2) singular points are of the limit-point type and the condition of square-integrability leaves only one set of modes for E 0 = (d − 3)/2 and E 0 ≥ (d + 1)/2. These modes do not carry quantum numbers of the singleton UIR. Our conclusion is that singleton modes are not present among the solutions of the field equations in the bulk of CAdS d . However, the singleton UIR can be realized on other orbit of SO(d−1, 2), the cone, which coincides with the CAdS d boundary at spatial infinity. In this sense singletons do indeed live on the boundary of CAdS d . Algebraic and field-theoretical aspects of the singleton dynamics on the boundary were discussed, for example, in [19] , [26] - [28] . One may try to deform field equations to incorporate the singleton representation. FlatoFronsdal dipole wave equation mentioned above is an example of such deformation. We obtain references can be found in [21] , [22] ) which differs from the physically interesting case of field theory on CAdS d . For example, UIRs of SO 0 (d−1, 2) (characterized by E and weights of SO(d−1)) form principal, complementary and discrete series. The range of E 0 is:
• complementary series
The UIR corresponding to
2 is not present in the Plancherel formula: this is an analogue of the singleton representation of SO(d − 1, 2). In this case therefore only the "right branch" of the curve λ c (E 0 ) on Fig.1 is present.
solutions of this equation in the last section of the paper. Boundary conditions specified there again rule out modes with quantum numbers of the singleton representation. [14] . The singleton representation of SO(d − 1, 2) is an example of such situation.
Orbits of SO(d − 1, 2) and scaling dimension
The natural action of SO(d−1, 2) on R d+1 splits it into orbits which are the origin, hyperboloids
, and a cone,
One can classify subspaces of AdS d harmonics by taking homogeneous harmonic polynomials of degree α in R d+1 and restricting them to H + d . Homogeneous solutions of 2u = 0, where
can be written as
where y are intrinsic coordinates on the orbit H
one has
We shall see in the next section that solutions f ( y) of the eigenvalue problem (7) typically behave as f ∼ ε δ near the boundary (spatial infinity) of AdS d with ε having a simple zero on the boundary. Since from the ambient space point of view spatial infinity corresponds to ρ → 0, we conclude that
We shall see that δ + = E 0 and δ − = d − 1 − E 0 , where E 0 is a scaling dimension which labels UIRs of so(d − 1, 2). The dimension of a conformal field on the boundary corresponding to f
For homogeneous harmonic p-forms (10) obviously generalizes to
CAdS d harmonics and boundary conditions
where a = const is the "inverse radius" of AdS d . It is a space of constant curvature R = d(d − 1)a 2 which is locally characterized by
The Ricci tensor is proportional to the metric,
AdS d can be viewed as a solution of Einstein's equations
with
5 Only set of AdS d modes with δ = δ + is admissible for all values of E 0 above the unitarity bound.
It is convenient to use the parametrization
The range of t is [−π, π) for AdS and (−∞, ∞) for its covering space, CAdS, the range of r is [0, π/2), where r = π/2 corresponds to spatial infinity. The metric can be written as
The metric on slices t = const is conformally equivalent to a half of the sphere S d−1 with scalar
This fact is helpful in discussion of the boundary conditions on AdS.
We consider an equation of the form
where △ = δd + dδ is a Hodge Laplacian, ω (p) -p-form, λ -"mass parameter". We will be interested only in the cases p = 0, 2, 4. Acting on functions, △ gives
On 2-forms, 4-forms and fermions, respectively,
In coordinates (16) - (18) the Laplacian on CAdS d is
where
A plane-wave solution of 2F = λF (27) can be written as
where Λ = −l(l + d − 3), l being the highest weight of irreducible representation of SO(d − 1). The equation for f (r) then reads
The singular points are r = 0 and r = π/2. The roots of the indicial equation at r = 0 and r = π/2 are correspondingly α
For a scalar field it is convenient 7 to introduce the parameter E 0 such that
It is also convenient to separate the conformal coupling term from λ
6 One can redefine function f (r) to absorb the measure in (37),
The square-integrability condition for φ is π/2 0 φ 2 dr < ∞ and equation (29) reduces to the Schrodinger-type one
with the potential
This dependence is sketched in Fig.1 . In terms of E 0 roots of the indicial equation are
We are looking for solutions of (27) on CAdS d square-integrable with respect to the metric
In coordinates (16) - (18) this becomes
One can see that for r = 0 the solution with index α (29) with the desired asymptotics. Writing f (r) as f (r) = sin l r cos E 0 rg(r), one reduces (29) to a hypergeometric equation in x = sin 2 r:
The solution with correct asymptotics at r = 0 is
Consider now the behavior of (39) at r → π/2. Using a transformation property of hypergeometric functions we can conveniently express f (r) as
In the range
(for d > 1) the singular point r = π/2 is of the limit-circle type (asymptotics with α π/2 1 and α π/2 2 are equally admissible) so we need to specify boundary conditions. As mentioned in the Introduction (and discussed in detail in [6] ), the Cauchy problem on CAdS d is ill-defined since time development of fields can be affected by the information crossing spatial infinity r = π/2 in finite time. To make evolution predictable, we have to impose the condition that the flux through the boundary r = π/2 vanishes. Calculation of the flux proceeds exactly as in the four-dimensional case [6] and one finds that the requirement of vanishing flux is equivalent to setting either C 1 or C 2 in (39) to zero. We have therefore two sets of modes on CAdS d corresponding to "Dirichlet" (C 1 = 0) or "Neumann" (C 2 = 0) boundary conditions.
• Dirichlet b.c. Condition C 1 = 0 leads to quantization of ω:
where k = 0, 1, . . .. The second coefficient becomes
The solution becomes
where (a) k = Γ(a + k)/Γ(a) is the Pochhammer's symbol. Thus, the first set of solutions 9 of equation (27) with λ given by (33) is
where f
• Neumann b.c. Condition C 2 = 0 give frequency quantization ω k = E 0 +l+2k, k = 0, 1, . . ..
The second set of solutions is therefore
k = 0, 1, 2, . . .. 9 Normalized with respect to the metric (37)
Singleton modes
When the difference between the roots (34) -(35) of the indicial equation becomes an integer number, i.e. when
we may expect logarithmic terms in the solution of equation (29) . For example, when
One can impose the same b.c. as in the non-degenerate case by continuity in E 0 . With the frequency given by (47) or (51), (53) reduces to
Therefore, at E 0 = (d − 1)/2 two sets of modes (45) -(49) merge into one, normalizable with respect to the metric (37). Consider now endpoints of the interval (42) . For E 0 = (d−3)/2 and E 0 = (d+1)/2, singular point r = π/2 of the differential equation (29) is of the limit-point type (b.c. becomes the condition of square-integrability on CAdS d ) and in addition to that we may expect logarithmic terms in the solution because (52) is satisfied.
The b.c. at r → π/2 (i.e. the condition of square-integrability) requires that the first term in (55) must vanish. This gives frequency quantization
We note of course that the solution just obtained is nothing else but the Dirichlet set (44) -
One is also tempted 10 to take a formal limit of the Neumann set (48) as
The limit is
The mode with k = 0 is not square-integrable with respect to (37). Defining a new scalar product by
we see that (F k , F k ′ ) = 0 for all k, k ′ > 0 and (F 0 , F 0 ) = 1 with
Thus the set (57) forms a Hilbert space with scalar product (58). The only states with nonzero norm are
We can formally call (59) "singleton modes" and the states with k > 0 (and zero norm) the "gauge modes". Shifting k in (57), 10 We emphasize that this is a formal operation. The modes obtained in this way do not satisfy b.c. on CAdS d and thus the Cauchy problem is ill-defined. Even the Neumann set itself is not defined since in the limit one has
2 + l) = 0 for the k = 0 mode and
so the frequency formally looks like the one for the Neumann set with
Singleton modes have a more singular behavior (f ∼ cos
2 r) as r → π/2 than the gauge modes (f ∼ cos d+1 2 r) and so at the boundary gauge modes "decouple". In this sense singletons "live on the boundary" of CAdS d .
This terminology is, however, somewhat artificial. For E 0 = (d − 3)/2 the only solution of (29) To conclude, the solution of the eigenvalue problem (27) on CAdS d consists of
They correspond to UIRs of SO 0 (d − 1, 2) labeled by E 0 and l. The singleton UIR with E 0 = (d − 3)/2 can be realized in the space of functions on the cone C (4) or in the "special" Hilbert space with the scalar product (58).
Flato -Fronsdal wave equation
A fourth-order wave equation for singleton modes,
was proposed by Flato and Fronsdal [17] and used in a number of publications. Here we obtain solutions of this equation and discuss their properties. We are looking for solutions of (61) of the form
+ 2Λ cos 2 r cot 2 r + 2 cos 2 r sin 2 r (65) 
Roots of the indicial equation at r = 0 are:
Roots of the indicial equation at r = π/2 are: 
The generic solution with nonsingular behavior at the origin can be written as f (r) = Aψ 1 (r) + Bψ 2 (r),
where ψ 1 is given by (39) and
Behavior at r → π/2 can be studied using (40). In the range of E 0 given by (42), one finds asymptotics of the form f (r) ∼ (A C 1 + B C 1 ) cos E 0 r + (AC 2 + B C 2 ) cos d−1−E 0 r + higher powers of cos r,
where C 1 , C 2 are given by (41) and C 1 , C 2 are expressions in (41) with l → l + 2. Dirichlet or Neumann b.c. then give frequency quantization
• Neumann ω k = E 0 + 2 + l + 2k.
The corresponding functions are associated with UIRs D(E 0 + 2, l) and D(d + 1 − E 0 , l).
At the "singleton" point E 
