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Introduction générale
Actuellement, les fabricants sont soumis à une pression économique importante
et à une concurrence internationale accrue due à la globalisation des marchés. Pour
rester compétitifs, ils sont contraints d'innover et d'améliorer le cycle d'élaboration
de leurs produits de façon permanente. Le déﬁ consiste non seulement de développer
des produits selon les besoins des clients mais aussi d'être en mesure de les mettre
sur le bon marché au bon moment. Pour une bonne réussite sur le marché, les fabri-
cants doivent être capables de répondre rapidement aux changements de la demande
en adaptant leurs systèmes de production. Cette adaptation aux changements peut
être réalisée à travers multiples reconﬁgurations du système de production.
Les travaux présentés dans ce mémoire portent sur l'élaboration des méthodes
de recherche opérationnelle permettant d'accompagner le décideur lors de la recon-
ﬁguration d'une ligne de transfert ou d'assemblage. Ce problème apparaît lorsqu'un
nouveau produit doit être fabriqué par une ligne existante ou lorsqu'il y a eu des
changements dans les caractéristiques du produit. Par conséquent, il devient néces-
saire de modiﬁer la conﬁguration du système de production tout en minimisant les
coûts induits. Ces coûts sont évalués diﬀéremment pour les systèmes automatisés
ou manuels. Dans le premier cas, qui correspond au cas des lignes de transfert, pour
limiter les investissements, il est souhaitable de réutiliser au maximum les équipe-
ments existants à condition que les contraintes techniques et technologiques soient
respectées. Dans le cas des lignes manuelles qui sont représentées dans notre étude
par les lignes d'assemblage, l'objectif est de minimiser les coûts liés à l'apprentissage
des opérateurs causés par la réaﬀectation de leurs tâches.
Le mémoire est organisé en six chapitres qui décrivent les résultats de nos tra-
vaux de recherche.
Nous commençons ce mémoire par présenter dans le chapitre 1 le contexte de
notre étude et les systèmes de production concernés. Les déﬁnitions, les concepts et
les notions de base nécessaires pour une bonne compréhension des diﬀérentes parties
de ce mémoire y sont également introduits. Nous décrivons également les diﬀérents
problèmes d'optimisation liés à la conﬁguration des lignes d'usinage et d'assemblage.
Le chapitre 2 présente un panorama des méthodes d'optimisation combinatoire
utilisées pour résoudre les problèmes de conception des systèmes de production que
nous classons en trois catégories : les méthodes exactes, les méthodes approchées
et les méthodes d'aide à la décision multi-objectif. Dans chaque catégorie, les ap-
proches les plus répandues sont détaillées.
2 Introduction générale
Le chapitre 3 décrit l'état de l'art dans le domaine de la reconﬁguration des
systèmes de production. Nous positionnons notamment le problème de la recon-
ﬁguration dans le cycle de vie d'un système de production et nous le comparons
avec les problèmes d'optimisation qui se posent lors de la conception initiale du
système. Les travaux existants dans la littérature sont analysés et le manque des
méthodes exactes d'optimisation combinatoire pour la minimisation des coûts de la
reconﬁguration des lignes de transfert et des lignes d'assemblage est mis en évidence.
Dans le chapitre 4, nous présentons deux modèles de programmation linéaire en
variables mixtes pour la minimisation des coûts de la reconﬁguration des lignes de
transfert. Nous illustrons les contraintes de chaque modèle sur un exemple indus-
triel. Les résultats d'une étude expérimentale sont également analysés pour compa-
rer leurs performances. Le chapitre se termine par une comparaison de l'approche
proposée avec la conception d'un nouveau système de production sans réutilisation
des équipements existants. Les bénéﬁces de la reconﬁguration sont ainsi mis en évi-
dence.
Le chapitre 5 propose une autre formulation du problème de la reconﬁguration
des lignes d'usinage s'appuyant sur la programmation par but (Goal Programming
ou GP). Cette méthode est évaluée sur les mêmes instances du problème que dans
le chapitre 4 et les résultats obtenus par les deux méthodes sont comparés.
Dans le chapitre 6, nous développons un modèle linéaire en variables mixtes
pour la reconﬁguration des lignes d'assemblage manuelles. Un exemple industriel
est utilisé pour illustrer l'ensemble des données et des contraintes. Les résultats
d'une étude expérimentale sont analysés pour évaluer l'approche proposée.
Finalement, nous terminons ce mémoire par la conclusion générale en présentant
un bilan ﬁnal de notre travail et en ouvrant quelques perspectives de recherche.
Chapitre 1
Systèmes d'usinage et d'assemblage
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1.1 Systèmes de production : notions de base
Un système de production manufacturier transforme les objets en d'autres plus
élaborés. Dans la première phase de la fabrication du produit, nous trouvons sou-
vent le processus d'usinage. Comme dans l'automobile, il peut constituer une part
importante du travail. Les systèmes d'usinage sont utilisés pour enlever progressi-
vement de la matière aﬁn d'obtenir la forme désirée avec une grande précision, à
l'aide d'une machine-outil. Le mouvement de l'outil coupant ou celui de la pièce
par rapport à l'outil, induit une déformation à un point précis et produit le copeau.
Comme la formation du copeau cause une distorsion dans le métal, des procédés de
ﬁnition (fraisage, alésage, perçage, etc.) sont nécessaires pour rendre la surface plus
lisse. Les systèmes d'usinage seront présentés plus en détail dans la sous-section
suivante.
Le processus d'assemblage quant à lui permet de passer d'un ensemble de pièces
indépendantes les unes des autres à un ou plusieurs produits ﬁnis par agrégation. Le
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processus d'assemblage est essentiellement composé d'opérations de manipulation
et de liaison des pièces entre elles.
Malgré leurs diﬀérences, les notions suivantes sont déﬁnies de façon similaire
pour les systèmes d'usinage ou d'assemblage.
Opération (ou tâche) : une opération est un processus de travail qui n'est pas
fractionnable. Dans notre étude, elle est caractérisée par sa durée appelée temps
opératoire. Ainsi le travail à réaliser pour fabriquer un produit est modélisé par
un ensemble d'opérations à eﬀectuer dans une ligne de production. La nature des
temps opératoires est un paramètre important de la modélisation. Trois types de
modèles peuvent être déﬁnis selon l'évolution du système en fonction du temps :
 Modèle déterministe : Les temps d'exécution des opérations déterministes
sont justiﬁés lorsqu'une faible variabilité est observée. C'est ce type de modèle
qui sera utilisé dans la suite de cette thèse.
 Modèle stochastique : Les temps probabilistes sont utilisés lorsque des va-
riations signiﬁcatives sont observées. Elles sont causées par des facteurs tels
que : des produits présentant des défauts de conception, la motivation, les
compétences ou la formation des opérateurs, etc.
 Modèle dynamique : les temps d'opération peuvent être réduits, notamment
une fois l'apprentissage sur une nouvelle ligne achevé ou grâce aux améliora-
tions successives du procédé de production.
Station de travail (poste de travail) : une station est un élément de la ligne de
production qui réalise un ensemble d'opérations. La totalité du travail à eﬀectuer
sur une station est appelée la charge de station. Le temps nécessaire pour réaliser
ce travail est appelé le temps de station.
Temps de cycle : pour les lignes de production cadencées, considérées dans
ce mémoire, il s'agit de la durée qui sépare deux sorties successives de produit.
Généralement, le temps de cycle est déterminé par le temps de station le plus long
(station goulet) de la ligne. A la ﬁn du travail sur cette station goulet, toutes les
pièces se trouvant sur la ligne sont déplacées vers la station suivante. Le temps de
cycle détermine la productivité de la ligne de production.
T = max{Tk}, k = 1, ...,m; (1.1)
où Tk est le temps de la station k, m est le nombre de stations installées sur la
ligne. Remarquons que le temps de cycle ne doit pas être confondu avec le temps de
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réponse ou temps du système, qui lui correspond au temps de présence d'un produit
dans la ligne et qui est égal à T.m.
Taux de production (cadence) : le taux de production est déﬁni comme le
nombre de produits fabriqués par unité de temps, ce taux est égal à la valeur inverse
du temps de cycle de la ligne :
tp = 1/T ; (1.2)
Temps mort : le temps mort d'une station équivaut à la diﬀérence entre son
temps de travail (le temps de station) et le temps de cycle de la ligne. Le temps
mort constitue un gaspillage que l'on cherche à minimiser pour réduire les coûts de
production.
Contraintes de précédence : les contraintes de précédence déﬁnissent un
ordre partiel entre les opérations, imposant qu'une opération ne peut pas être af-
fectée à une station antérieure à celles de ses prédécesseurs. Les contraintes de
précédence sont illustrées par un graphe appelé graphe de précédence, où chaque
opération est représentée par un n÷ud et est généralement numérotée topologique-
ment selon sa position dans le graphe. Ainsi le nombre associé à une opération est
toujours plus grand que celui de l'opération précédente. Un arc (i, j) indique la rela-
tion de précédence entre les opérations i et j. Si un arc (i, j) existe, l'opération i doit
être accomplie pour que la j puisse commencer. L'opération i (resp. opération j)
est alors un prédécesseur direct (resp. un successeur direct) de l'opération j (resp. i).
Contraintes d'inclusion : les contraintes d'inclusion reﬂètent la nécessité
d'exécuter un ensemble d'opérations sur la même station [Deckro 1989; Dolgui
et al. 2006c].
Contraintes d'exclusion : elles sont utilisées pour un ensemble d'opérations
dont la réalisation sur la même station de travail est impossible. [Dolgui et al. 2008].
1.1.1 Systèmes d'usinage
Comme le montre la Figure 1.1, les systèmes d'usinage peuvent être classiﬁés en
trois groupes selon leur productivité et leur ﬂexibilité.
1.1.1.1 Systèmes d'usinage ﬂexibles
Les systèmes d'usinage ﬂexibles (Flexible Manufacturing Systems ou FMS) sont
des systèmes de production fortement automatisés et adaptés à la fabrication en
petites et moyennes séries de produits ayant des gammes diﬀérentes [MacCarthy &
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Figure 1.1  Diﬀérents types de systèmes d'usinage
Liu 1993]. Malgré leur capacité à répondre à la fois aux changements internes et
externes, les FMS présentent un certain nombre d'inconvénients :
 coût initial très élevé des équipements employés,
 leurs capacités de production sont souvent ﬁxes et peuvent s'avérer très infé-
rieures aux objectifs.
La ﬁabilité des FMS est aussi plus faible par rapport aux autres systèmes à
cause de leur complexité.
1.1.1.2 Systèmes d'usinage reconﬁgurables
Le concept des systèmes d'usinage reconﬁgurables (RMS Reconﬁgurable Manu-
facturing Systems) a été déﬁni par Y. Koren [Koren et al. 1999] :  Le système de
production reconﬁgurable est un système qui est conçu au départ pour le change-
ment rapide de structure, aussi bien des composants que des logiciels. Il peut être
ajusté rapidement à la capacité et à la fonctionnalité de production, pour une fa-
mille de pièces, en réponse aux changements rapides du marché ou des conditions
de normalisation .
Le concept de la reconﬁgurabilité se base sur les six principes suivants [Koren
& Ulsoy 2002; Spicer et al. 2002] :
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 la  modularité , qui est la faculté de regroupement des fonctions assurées
par des composants du système (logiciels et matériels) de façon qu'ils soient
modulaires,
 l' intégrabilité , qui est la possibilité d'intégration rapide des modules consti-
tutifs du système par un ensemble d'interfaces,
 la  convertibilité , qui est la faculté de transformation de la fonctionnalité
du système, des machines et de la commande,
 l' extensibilité , qui est la faculté d'ajustement à la capacité de la produc-
tion requise,
 la  personnalisation , qui est la faculté d'adaptation à une ﬂexibilité per-
sonnalisée (juste nécessaire au bon moment) du système,
 la  diagnosticabilité , qui est la possibilité d'identiﬁer automatiquement
l'état courant du système et de la commande aﬁn de détecter ou diagnosti-
quer les sources de pannes.
La modularité, l'interchangeabilité, et la diagnosticabilité réduisent le temps de
la reconﬁguration, alors que la personnalisation et la convertibilité diminuent son
coût.
Dans le Tableau 1.1, nous résumons les questions posées dans la littérature
concernant la reconﬁguration des RMS. Puis, dans la Table 1.2, nous présentons
une synthèse des travaux de recherche abordant ces questions publiés depuis l'année
2000. Les sujets traités sont indiqués à l'aide du symboleXdans les colonnes portant
les noms des colonnes du Tableau 1.1.
Tableau 1.1  Questions analysées
Liste des questions relatives aux RMS
A Quelles perturbations imposent une reconﬁguration ?
B Indicateurs de performance pour la reconﬁguration
C Comment reconﬁgurer ?
D Pourquoi le RMS?
E Évolutivité des RMS
F Personnalisation des RMS
G Convertibilité des RMS
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Tableau 1.2  Analyse des travaux sur RMS
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1.1.1.3 Systèmes d'usinage dédiés
Les systèmes d'usinage dédiés (Dedicated Manufacturing Systems ou DMS) en-
core appelés lignes de transfert ont été développés dans le secteur de l'automobile
(production de masse) où la rationalisation de la fabrication répond à un objectif
de productivité [Dashchenko 2003; Dolgui & Proth 2006; Rigamonti & Tolio 2007].
Ces lignes sont dédiées, comme leur nom l'indique, à produire un seul produit.
Une ligne de transfert est constituée d'une chaîne de stations de travail reliées par
un dispositif de transfert de pièces. Chargée sur la première station, la pièce brute
traverse la ligne et subit au fur et à mesure des opérations d'usinage pour être
transformée en un produit ﬁni qui sera déchargé de la dernière station de la ligne.
À intervalles réguliers, égaux au temps de cycle, toutes les pièces se trouvant
sur la ligne sont simultanément déplacées vers la station de travail suivante. Au
même moment, un nouveau brut est chargé sur la première station de travail et une
pièce ﬁnie est déchargée sur la dernière. Aﬁn d'assurer le déplacement synchrone des
pièces et d'éviter le recours aux stocks tampons, le temps d'usinage sur chaque sta-
tion de travail doit être inférieur au temps de cycle objectif, désigné par T0 (T ≤ T0).
Chaque station de travail est équipée d'au moins une unité d'usinage (boîtier),
mais peut en disposer plusieurs comme le montre la Figure 1.2. L'activation des
boîtiers peut être réalisée de façon parallèle, séquentielle ou mixte.
Les boîtiers comportent un ou plusieurs outils. Les boîtiers multibroches (Figure
1.3) sont utilisés pour eﬀectuer simultanément un ensemble d'opérations.
Dans certains cas, les stations de travail peuvent être équipées avec des machines
dites spéciales, à savoir : machines à table mobile (Figure 1.8) et machines à table ro-
tative circulaire (Figure 1.9). Leur fonctionnement sera expliqué dans la section 1.5.
Les lignes de transfert ne sont pas conçues pour répondre rapidement aux chan-
gements des gammes d'usinage, par conséquent, le problème de leur reconﬁguration
devient complexe et très coûteux. Ainsi l'utilisation des outils d'aide à la décision
est nécessaire pour résoudre eﬃcacement ce type de problème.
1.1.2 Lignes d'assemblage
Henry Ford est le premier en 1913 à utiliser, dans une usine du Michigan, une
ligne d'assemblage, appelée aussi chaîne de montage pour la fabrication de véhicules
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Figure 1.2  Stations de travail (PCI-SCEMM)
Figure 1.3  Boîtier multibroche
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de modèle T. Celle-ci a permis de réduire largement les coûts de fabrication, et par
répercussion de multiplier la production et la rentabilité par dix. Depuis, les chaînes
de montage ont été largement employées dans l'industrie automobile ou pharmaceu-
tique, l'aéronautique, les télécommunications, etc. pour l'assemblage rapide d'une
grande variété de produits.
Une ligne d'assemblage consiste en un ensemble de stations de travail où un
ensemble d'opérations spéciﬁques sont exécutées pour assembler un produit. Ces
stations peuvent être agencées de diﬀérentes manières :
 Ligne droite comme le montre la Figure 1.4.
Figure 1.4  Ligne d'assemblage
 Ligne à machines parallèles : les machines sont installées en parallèle sur
certaines stations de la ligne pour fabriquer un ou plusieurs produits. Cet agen-
cement augmente la ﬂexibilité et diminue l'impact des pannes de machines.
Une telle ligne permet de mieux s'adapter à la demande, car le nombre de
machines utilisées peut varier en fonction de l'évolution de celle-ci [McMullen
& Tarasewich 2006; Gökçen et al. 2006].
 Ligne en forme de U : les deux extrémités de cette ligne forment un U (Fi-
gure 1.5). Les opérateurs peuvent se déplacer sur la ligne pour exécuter des
opérations sur des stations diﬀérentes. Par rapport à la ligne en série, une ligne
en forme de U permet d'augmenter le taux de production, parfois de diminuer
le nombre de stations ou de réaliser un meilleur équilibre du travail entre les
opérateurs [Ajenblit & Wainwright 1998; Urban 1998; Aase et al. 2004].
 Ligne à deux côtés : les opérateurs peuvent être positionnés sur les deux
côtés d'une ligne et plusieurs d'entre eux peuvent travailler simultanément sur
le même produit en exécutant des opérations diﬀérentes. Ce type de ligne est
notamment employé quand le produit à assembler est très grand et diﬃcile à
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Figure 1.5  Ligne en forme de U
déplacer.
Quel que soit leur agencement, les stations sont liées entre elles à l'aide d'un
système de transfert mécanisé (comme un convoyeur, un tapis roulant, etc.) qui est
utilisé pour déplacer les produits d'une station à une autre. Dans ce mémoire, nous
ne considérons que les lignes d'assemblage cadencées pour lesquelles le temps de
séjour de chaque produit à chaque station de travail est le même et il ne doit pas
dépasser le temps de cycle. A la ﬁn de chaque cycle, un produit assemblé sort à la
ﬁn de la ligne.
1.2 Conception préliminaire des lignes de produc-
tion
De façon générale et selon [Pahl & Beitz 1961], le processus de conception d'un
système de production suit une séquence de quatre étapes : l'analyse du besoin, la
recherche des concepts, la conception architecturale et la conception détaillée. La
conception préliminaire se limite aux trois premières étapes. Son enjeu principal est
de converger le plus tôt possible vers les meilleures solutions au regard des exigences
techniques, économiques et environnementales. La conception détaillée se base sur
les résultats préliminaires tout en approfondissant l'étude de la solution adoptée.
S'il devient nécessaire de revenir sur les décisions de la conception préliminaire pour
non-respect de certaines contraintes [Lee & Stecke 1996], la réalisation du projet à
temps peut être compromise.
La conception préliminaire est une phase primordiale dans le cycle de vie des
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lignes de production, puisqu'une erreur à cette étape peut entraîner des coûts sup-
plémentaires importants. Les processus décisionnels suivants y sont impliqués [Bat-
taïa et al. 2012a; Dolgui & Proth 2006] :
1. Analyse du besoin (Produit à fabriquer) : cette phase consiste à caracté-
riser le produit à fabriquer répondant au besoin du marché.
2. Planiﬁcation des processus (Choix de gammes) : cette étape couvre la
sélection des équipements ainsi que des séquences d'opérations nécessaires pour fa-
briquer le produit. A cette étape, les contraintes technologiques sont analysées, par
exemple, les contraintes de compatibilité entre les opérations.
3. Conﬁguration de la ligne (Équilibrage de la ligne) : l'objectif de cette étape
est de répartir les opérations qui sont nécessaires pour la fabrication du produit à
des stations de travail tout en respectant l'ensemble des contraintes exprimées.
4. Évaluation et simulation : une évaluation des mesures de performance
du système telles que qualité, coût, temps et ﬂexibilité doit être faite à ce stade
[Chryssolouris 2006]. La simulation est utilisée pour étudier le ﬂux dynamique des
produits en tenant compte des aléas.
1.3 Optimisation de la conﬁguration des lignes de
production
L'optimisation de la conﬁguration est une étape importante lors de la conception
d'une ligne de production. Pour les lignes de production cadencées, considérées dans
ce mémoire, ce problème est étroitement lié au problème d'équilibrage des charges
ou de la minimisation du temps mort. Ce problème d'optimisation combinatoire a
été formulé pour la première fois par Salveson [Salveson 1955] pour les lignes d'as-
semblage. Elle sera présentée dans la section 1.4. Cette formulation a été nommée
SALBP (Simple Assembly Line Balancing Problem) par Baybars [Baybars 1986].
Plusieurs généralisations de cette formulation basique ont été proposées dans la lit-
térature [Battaïa & Dolgui 2013], il est d'usage de les référencer comme GALBP
(Generalized Assembly Line Balancing Problem).
Au sein de la classe GALBP, le problème d'équilibrage des lignes d'usinage ou
de transfert (Transfert Line Balancing Problem, TLBP) est un cas particulier, car
il tient compte des particularités du processus d'usinage par rapport au contexte
d'assemblage considéré au départ pour le SALBP et le GALBP.
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Le problème TLBP a été initialement déﬁni pour les lignes de transfert dédiées
qui comportaient une séquence de stations de travail munies des boîtiers multi-
broches exécutant des blocs d'opérations de façon séquentielle [Dolgui et al. 1999].
Lors de la conception en avant-projet, toutes les opérations doivent être aﬀectées à
des boîtiers et des stations de travail avec l'objectif de minimiser le coût total de la
ligne composé des coûts liés aux stations et aux boîtiers utilisés. Plus récemment,
ce problème d'optimisation a été également étudié pour les lignes de transfert à
conﬁguration plus complexe [Battaïa et al. 2014b] et des lignes de transfert recon-
ﬁgurables [Mohamed 2010]. Ces problèmes d'optimisation seront discutées dans la
section 1.5.
Dans ce qui suit, nous présentons les hypothèses utilisées pour la modélisa-
tion des problèmes évoqués en commençant par le problème originel du SALBP.
Néanmoins, nous montrons dans la suite de ce mémoire que même si les deux pro-
blèmes d'optimisation ont un certain nombre d'éléments en commun, les méthodes
de résolution et les modèles mathématiques développés pour l'optimisation de la
conﬁguration de la ligne initiale ne peuvent pas être réutilisés directement dans le
cas d'une reconﬁguration.
1.4 Équilibrage des lignes d'assemblage
Le problème d'équilibrage des lignes d'assemblage dit simple ou SALBP concerne
les lignes mono-produit avec les temps opératoires déterministes pour lequel l'en-
semble des hypothèses suivantes est habituellement admis [Baybars 1986; Dolgui &
Proth 2010].
 les stations sont agencées en une ligne droite ;
 tous les paramètres relatifs à la ligne sont connus avec certitude ;
 une opération est indivisible et elle ne peut pas donc être partagée entre plu-
sieurs stations ;
 toutes les opérations doivent être exécutées ;
 n'importe quelle station peut exécuter n'importe quelle opération ;
 les temps opératoires sont ﬁxés et indépendants de la station ;
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 les opérations doivent être exécutées en fonction de leurs relations de précé-
dence qui sont représentées par un graphe acyclique orienté ;
 la charge d'une station est égale à la somme des temps opératoires des tâches
qui y sont aﬀectées.
Selon les variantes du SALBP, une des hypothèses suivantes peut être utilisée :
 le temps de cycle T0 est donné et ﬁxe ;
 le nombre de stations m est donné et ﬁxe.
Selon la fonction objectif employée, 3 variantes du SALBP sont généralement
distinguées :
 SALBP-1 minimise le nombre de postes de travail en considérant un temps
cycle ﬁxé,
 SALBP-2 minimise le temps cycle en considérant un nombre de postes de
travail ﬁxé,
 SALBP-E minimise la somme des temps morts (écart entre le temps cycle et
le temps de traitement sur le poste) sans ﬁxer ni le nombre de postes ni le
temps cycle en trouvant le meilleur compromis entre ces deux paramètres.
Les critères d'optimisation utilisés dans les généralisations du SALBP peuvent
être classés de la façon suivante :
 économiques ou d'eﬃcacité (minimisation des coûts de production, maxi-
misation de la charge de travail des opérateurs sous la contrainte d'un seuil),
 d'équité (équilibrer la charge du travail des opérateurs pour diﬀérents mo-
dèles du produit ou entre les diﬀérentes stations de travail),
 de stabilité (maximiser la probabilité de compléter le travail en respectant
le temps de cycle si les temps opératoires ont des durées stochastiques, mini-
miser les modiﬁcations dans la charge du travail lors d'un rééquilibrage).
Ces aspects sont pris en compte individuellement ou conjointement. Dans le der-
nier cas, on parle des problèmes d'optimisation multi-objectif).
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La Table 1.3 présente un aperçu des problèmes d'équilibrage multi-objectifs
étudiés dans la littérature. Les numéros donnent l'ordre de priorité des objectifs
considérés. Par exemple, Chutima et Chimklai [Chutima & Chimklai 2012] ont uti-
lisé quatre objectifs. Les deux premiers appartenaient à la catégorie Eﬃcacité, à
savoir : la longueur de la ligne (avec la plus haute priorité) et le nombre de sta-
tions (avec une priorité moindre que le premier objectif mais plus haute que les
deux derniers). Les deux autres objectifs appartenaient à la catégorie Équité, à
savoir l'indice d'équilibrage et l'indice de proximité technologique. Ces deux objec-
tifs avaient la même priorité qui était moindre que celle de l'objectif 2.
Si tous les objectifs considérés ont la même priorité, le caractère "+" est utilisé
pour le signaler dans le Tableau 1.3.
1.5 Équilibrage des lignes d'usinage
A la diﬀérence des lignes d'assemblage qui sont souvent manuelles, les lignes
d'usinage sont hautement automatisées. Pour cette raison, les coûts liés aux équipe-
ments sont prépondérants dans le coût total de la ligne. A l'étape de la conﬁguration
de la ligne ou de son équilibrage, l'objectif primordial est donc la minimisation de
ces coûts. Les diﬀérents problèmes d'équilibrage étudiés pour les lignes d'usinage
peuvent être classés dans les trois catégories suivantes selon l'information disponible
sur les équipements pouvant être utilisés dans la ligne :
 Équilibrage avec choix des équipements. Dans ce cas, les unités d'usi-
nage (boîtiers multibroches) pouvant être utilisées dans la ligne sont connues.
Chaque boîtier est décrit par l'ensemble des opérations qu'il peut exécuter
en parallèle. Plusieurs boîtiers pouvant réaliser la même opération, il est né-
cessaire d'en choisir ceux qui seront utilisés et de les aﬀecter aux stations de
travail aﬁn d'exécuter toutes les opérations en minimisant le coût total de la
ligne.
 Équilibrage avec choix des modèles de machines. Ce problème a été étu-
dié pour les lignes d'usinage constituées de machines à commande numérique
(CNC) ou centres d'usinage. Plusieurs types de machines sont disponibles
ayant des caractéristiques techniques et coûts diﬀérents. Dans ce cas, le pro-
blème d'optimisation concerne à la fois le choix du type de chaque machine
utilisée et leur nombre, mais aussi l'aﬀectation des opérations à chaque ma-
chine (ce qui ne faisait pas partie du problème précédent) tout en minimisant
le coût total de la ligne.
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Tableau 1.3  Fonctions objectifs considérées conjointement
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 Équilibrage avec conception des boîtiers multibroches. Les lignes d'usi-
nage concernées sont équipées de stations de travail du même type mais pou-
vant accueillir plusieurs boîtiers multibroches. Ces boîtiers sont à concevoir
en fonction de l'ensemble des opérations qui leur sont aﬀectées.
 Équilibrage avec conception des machines spéciales. Dans ce cas, les
lignes d'usinage peuvent contenir plusieurs machines spéciales (machines à
table circulaire pivotante, machines à table mobile, etc.). Ces machines peuvent
avoir plusieurs positions de travail équipées de boîtiers multibroches activés
en parallèle. La solution doit déterminer le type et la conﬁguration de chaque
machine utilisée notamment le nombre de positions de travail ainsi que la
conﬁguration de chaque boîtier multibroche à installer.
Dans ce qui suit, nous présentons les hypothèses utilisées pour chacun de ces
problèmes sans évoquer les méthodes d'optimisation associées qui feront l'objet
d'étude dans le chapitre 2. Il est à noter que le problème de reconﬁguration déﬁni
dans la suite du mémoire concerne à la fois la réutilisation des anciens équipements,
donc nécessite un choix parmi les équipements disponibles, et la conception des
nouveaux équipements. De ce fait, il appartient à la catégorie des problèmes non
couverts par les études antérieures.
1.5.1 Équilibrage avec choix des équipements
Chaque boîtier est déﬁni par l'ensemble d'opérations qu'il peut exécuter et son
coût. Dans le cas général, plusieurs boîtiers sont capables d'exécuter la même opéra-
tion, mais un seul sera retenu à l'étape de la conﬁguration. Le problème d'optimisa-
tion consiste à déterminer le nombre de stations et à sélectionner un sous-ensemble
de boîtiers à partir d'un ensemble donné au préalable pour les aﬀecter aux stations.
Les coûts des stations et de chaque boîtier sont connus. Le critère à optimiser est le
coût de la ligne. Les contraintes de compatibilité entre les boîtiers, les contraintes de
précédence entre les opérations et la contrainte du temps de cycle sont considérées.
Lorsque plusieurs boîtiers sont aﬀectés à la même station de travail, il est im-
portant de savoir dans quel ordre ils seront activés pour usiner la pièce. Les modes
suivants ont été étudiés : l'activation parallèle [Belmokhtar et al. 2006; Delorme
et al. 2012; Dolgui et al. 2012; Dolgui et al. 2006c], l'activation séquentielle [Dolgui
& Ihnatsenka 2009b] et mixte [Dolgui & Ihnatsenka 2009a]. Chaque mode implique
un calcul diﬀérent de la charge des stations de travail et, par conséquent, un mo-
dèle mathématique diﬀérent pour la contrainte de temps de cycle. Il est intéressant
de noter que pour le cas de l'activation parallèle, la contrainte de temps de cycle
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peut être vériﬁée avant la phase d'optimisation en éliminant tous les boîtiers dont
le temps d'exécution ne la respecte pas.
1.5.2 Équilibrage avec choix des modèles de machines
Ce problème a été formulé pour les lignes d'usinage à machines parallèles [Mo-
hamed 2010]. Comme précédemment, les stations de travail sont disposées en sé-
quence, mais chacune entre elles peut être munie de plusieurs machines identiques.
Les mêmes opérations sont dédoublées sur toutes les machines de la même station.
Ainsi plusieurs pièces sont traitées en même temps sur la même station de travail.
Les machines parallèles possèdent un temps de cycle local égal au nombre de ma-
chines multiplié par le temps de cycle objectif de la ligne. Ainsi à chaque temps de
cycle une seule pièce quitte la station et une seule pièce rejoint la station. Cette
conﬁguration permet de réaliser les opérations ayant un temps opératoire qui dé-
passe le temps de cycle de la ligne.
Les machines pouvant être installées en parallèle n'utilisent pas de boîtiers mul-
tibroches et leur conception n'est pas personnalisée. Au contraire, chaque machine
est caractérisée par son type (modèle) qui détermine ses capacités techniques (par
exemple, le nombre d'axes d'usinage). Un coût est associé à chaque modèle de ma-
chines en fonction des fonctionnalités fournies. Un exemple de ligne à machines
parallèles de deux types (rouges et vertes) est donné dans la Figure 1.6.
Figure 1.6  Ligne d'usinage à machines parallèles
Ces machines sont monobroches, c'est-à-dire un seul outil peut être actif à la
fois. Pour installer l'outil requis pour chaque opération, un temps de changement
d'outil est nécessaire. Ainsi le temps de réalisation de deux opérations n'est pas égal
à la somme des temps opératoires de ces opérations mais dépend de la séquence dans
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laquelle elles se font, car les temps de déplacement d'outil, de changement d'outil et
de rotation de la pièce ne sont pas négligeables. Le positionnement de la pièce sur
la table de travail sur chaque station est une autre variable de décision. Il déﬁnit
les surfaces accessibles pour l'usinage.
Alors, le problème d'optimisation consiste à repartir les opérations sur les sta-
tions de travail et déterminer le type et le nombre de machines parallèles installées
sur chaque station ainsi que le positionnement de la pièce sur chaque station tout
en respectant les contraintes données et en minimisant le coût total de la ligne.
1.5.3 Équilibrage avec conception des boîtiers multibroches
Une ligne de transfert cadencée à boîtiers multibroches où les boîtiers sont ac-
tivés en séquence est présentée dans la Figure 1.7. C'est pour ce type de système
d'usinage que nous formulerons le problème de reconﬁguration dans la suite de ce
mémoire.
Figure 1.7  Ligne de transfert
Dans cette section, nous décrivons le problème de la conﬁguration initiale consi-
dérée pour ces lignes dans la littérature [Dolgui et al. 2006b; Finel 2004]. Il vise à
déterminer le nombre de stations de la ligne, le nombre de boîtiers à chaque station
et la composition de chaque boîtier. A cette étape, le critère prépondérant est le coût
du système d'usinage qui doit être minimisé. Comme les valeurs exactes de certains
coûts ne peuvent pas être connues à cette étape de la conception, par conséquent,
l'optimisation s'appuie sur les coûts structurants déﬁnis par le nombre de stations
de travail et de boîtiers multibroches utilisés.
Les deux paramètres suivants introduisent les coûts d'équipement dans le mo-
dèle mathématique : C1 désigne le coût relatif d'une station de travail et C2 le coût
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relatif d'un boîtier. La valeur C2 comprend tous les coûts liés aux parties porteuses,
parties opératives, actionneurs, dispositifs d'injection de liquide, etc. Quant à la va-
leur de C1, elle tient compte des coûts qui ne dépendent pas du nombre de boîtiers
installés sur une station de travail, comme par exemple le coût des dispositifs de
transfert de pièce, d'activation des boîtiers, etc.
Dans ce qui suit, sont récapitulées les hypothèses utilisées pour la formulation du
problème de la conﬁguration. Toutes ces hypothèses sont également valables pour
le problème de reconﬁguration que nous considérons dans les chapitres 4 et 5.
1. Toutes les stations de travail sont identiques en termes de mode d'activation
des boîtiers et de nombre maximum autorisé de boîtiers.
2. Le nombre maximum de stations de travail est limité, il dépend de l'architec-
ture du système d'usinage.
3. Le coût de base d'une station de travail ne dépend pas du nombre de boîtiers
qui y sont installés, il est le même pour toutes les stations de travail de la
ligne.
4. Tous les boîtiers ont le même coût quelles qui soient leur aﬀectation ou com-
position.
5. Chaque opération doit être eﬀectuée une seule fois, soit par un et un seul
boîtier d'une et d'une seule station de travail.
6. La ligne est cadencée et la contrainte de temps de cycle objectif doit être
respectée.
7. Il y a des contraintes de précédence entre les opérations et des contraintes
d'inclusion et d'exclusion aussi bien au niveau des stations de travail qu'au
niveau des boîtiers.
1.5.4 Équilibrage avec conception de machines spéciales
Dans la catégorie des systèmes d'usinage dédiés se trouvent aussi les machines
spéciales telles que les machines à table mobile (Figure 1.8) et les machines à table
circulaire pivotante (Figure 1.9). Ces machines peuvent être utilisées séparément
ou groupées en une ligne d'usinage cadencée où le déplacement de la pièce est or-
ganisé d'une machine à l'autre d'une façon similaire aux lignes considérées dans la
section précédente [Battaïa et al. 2014b]. Lors de la conception de ce type de ligne,
le problème d'équilibrage concerne non seulement le nombre de machines et le type
de chaque machine spéciale utilisée, mais aussi sa conﬁguration détaillée en termes
de position de travail et de boîtiers multibroches. Dans ce qui suit, nous décrivons
le mode de fonctionnement des machines de ces deux types.
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Sur une machine à table mobile, chaque pièce est usinée en passant par m
positions de travail successifs. L'avancement de la pièce d'une position à la position
suivante se fait par le déplacement de la table mobile sur laquelle la pièce est ﬁxée.
Ainsi une seule pièce est présente sur la machine tout au long du temps de cycle.
Donc, seulement la position où se trouve la pièce traitée peut être active à la fois.
Les boîtiers multibroches de la position active s'exécutent simultanément. A la ﬁn
de cette exécution, la pièce est avancée soit vers la position suivante soit si elle
est ﬁnie vers la première position pour déchargement. Un nouveau cycle commence
pour une nouvelle pièce et ainsi de suite.
Pour ne pas gêner le déplacement de la table mobile, seulement deux unités
d'usinage peuvent être installées sur chaque position de travail : une à gauche par
rapport à la table et une autre sur sa droite. Une troisième unité d'usinage peut
être rajoutée devant la table uniquement sur la dernière position de travail. Ainsi,
sur chaque position de travail (sauf la dernière), il est possible d'installer soit deux
boîtiers horizontaux, soit un boîtier horizontal et un vertical, et sur le dernier poste
on peut avoir au plus soit deux boîtiers horizontaux et un vertical, soit trois boî-
tiers horizontaux. Quant au nombre de positions de travail, ce type de machine en
possède rarement plus de 3, pour que l'espace occupé par la machine et le temps
d'usinage soient acceptables.
Lors de la conception d'une machine à table mobile, l'objectif d'optimisation
peut être la minimisation soit du coût de la machine [Battaïa et al. 2012b; Guschins-
kaya 2010] soit du temps de cycle [Guschinskaya et al. 2009], car la conﬁguration
avec un seul poste de travail actif rend l'usinage de la pièce plus lent.
Une machine à table circulaire pivotante est également constituée de plu-
sieurs positions de travail, mais elle peut traiter plusieurs pièces à la fois : une par
position. Une position de travail correspond à une position de la table circulaire pivo-
tante. La position 0 est toujours utilisée pour les opérations de chargement\décharge-
ment des pièces et aucune opération d'usinage ne lui est attribuée. En revanche, à
toute autre position de travail, nous pouvons aﬀecter au plus deux unités d'usinage,
dont une horizontale et une verticale activées en même temps pour traiter deux
faces diﬀérentes de la pièce.
Tous les boîtiers de toutes les positions de travail sont déclenchés en même
temps : ils eﬀectuent les opérations d'usinage sur la pièce présente sur la position
de travail où ils sont installés. Même si les temps d'usinage peuvent varier d'une
position de travail à un autre, le déplacement de toutes les pièces se trouvant sur la
machine se fait en même temps par la rotation de la table d'un pas. Ainsi, chaque
pièce avance à la position de travail suivante.
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Figure 1.8  Machine à table mobile
Figure 1.9  Machine à table rotative circulaire
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Le problème d'optimisation de la conﬁguration des machines à table circulaire
pivotante consiste à minimiser le coût total de la machine en déterminant le nombre
de positions de travail et de boîtiers multibroches à installer sur chaque position de
travail pour eﬀectuer toutes les opérations d'usinage et en respectant les contraintes
technologiques et techniques données [Dolgui et al. 2008; Dolgui et al. 2009; Battaïa
et al. 2014a].
1.6 Conclusion
Dans ce chapitre, nous avons introduit les notions de base des systèmes de pro-
duction en mettant l'accent sur les systèmes qui seront étudiés dans la suite du
mémoire, à savoir : les lignes d'assemblage manuelles et les lignes d'usinage au-
tomatisées à boîtiers mutlibroches. Les problèmes d'optimisation qui se posent à
l'étape de leur conﬁguration ont été également présentés.
Comme les solutions retenues à cette étape ont des conséquences importantes
sur toute la durée de vie du système de production, le développement des outils
d'optimisation et d'aide à la décision eﬃcaces et adaptés a fait l'objet des nombreux
travaux dans le domaine de la recherche opérationnelle. Dans le chapitre suivant,
nous passons en revue les méthodes d'optimisation mono- et multi-objectif qui ont
été développées pour l'optimisation de la conﬁguration des lignes de production et
qui pourraient s'adapter aux problèmes de reconﬁguration que nous formulerons
dans la suite de ce mémoire.
Chapitre 2
Approches de l'optimisation
combinatoire pour la conﬁguration
des systèmes de production
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2.1 Optimisation : notions de base
L'optimisation mono-objectif se déﬁnit comme la recherche de la meilleure solu-
tion (appelé optimum) parmi un ensemble de solutions faisables (appelé espace de
recherche), en fonction d'un critère de comparaison. Si plusieurs objectifs doivent
être considérés, il s'agit de l'optimisation multi-objectif [Celano et al. 1999; Graves
& Redﬁeld 1988].
Le processus d'optimisation comprend deux phases (Figure 3.1). La première est
la modélisation qui déﬁnit les variables principales d'optimisation, les contraintes
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et la ou les fonction(s) objectif. La deuxième phase est la résolution qui cherche
les meilleures valeurs des variables de décision en faisant appel à un algorithme
d'optimisation [Bonte et al. 2006].
Figure 2.1  Concepts de l'optimisation : modélisation et résolution
Le problème de conﬁguration des systèmes de production est souvent associé
dans la littérature au problème d'équilibrage de type SALBP. Plusieurs méthodes
ont été développées pour résoudre de tels problèmes d'optimisation. Elles sont gé-
néralement réparties en deux grandes catégories :
 Les méthodes d'optimisation exactes, dont l'objectif est de déterminer l'opti-
mum exact d'une fonction objectif ;
 Les méthodes d'optimisation approchées, qui dans le cas général fournissent
une solution plus ou moins proche de l'optimum, mais grâce au temps de
résolution réduit, elles sont particulièrement adaptées à la résolution des pro-
blèmes fortement combinatoires et de grande taille [Gary & Johnson 1979].
Dans ce qui suit, nous présentons des méthodes de ces deux catégories d'abord
de manière générale et puis en donnant des exemples concernant la résolution des
problèmes de conﬁguration ou d'équilibrage des lignes de production.
2.2 Méthodes exactes mono-objectif
Ces méthodes sont basées sur une résolution algorithmique ou analytique. Elles
garantissent l'obtention de la solution optimale et se limitent à la résolution des
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problèmes de taille réduite : déﬁnis par un petit nombre de variables de décision
discrètes (Figure 3.2). Parmi ces méthodes, nous développons ici la programmation
linéaire en nombres entiers (PLNE), la méthode par séparation et évaluation ou
Branch and Bound (B&B) et la programmation dynamique (PD).
Figure 2.2  Optimisation mono-objectif : approches exactes
2.2.1 Programmation linéaire en nombres entiers (PLNE) ou
en variables mixtes (MIP)
La programmation linéaire permet de déterminer l'optimum d'une fonction li-
néaire tout en respectant des contraintes linéaires [Sakarovitch 1984]. L'algorithme
du simplexe a été développé en 1947 par G.B Dantzig pour résoudre ce type de pro-
blème. Par la suite, cet algorithme a été perfectionné et de nombreuses recherches
ont été menées et sont encore menées dans l'application de la programmation li-
néaire dans diﬀérents domaines.
PL traite des problèmes à variables réelles. Si les variables de décision sont en-
tières, il s'agit alors de la programmation linéaire en nombres entiers (PLNE). S'il
y a des variables entières et réelles, il s'agit d'un modèle mixte (Mixed Integer Pro-
gramming ou MIP).
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Un certain nombre de solveurs sont actuellement disponibles pour la résolution
des modèles PLNE. Certains ont été conçus sous licence libre de droit, d'autres sous
licence propriétaire. Les logiciels commerciaux présentent souvent des performances
supérieures en proposant des mises à jour régulières. Les deux principaux logiciels
existants sont CPLEX d'IBM ILOG et XPRESS-MP de Dash Optimization. Un
ensemble d'outils libres pour l'optimisation de programmes linéaires est disponible
sous le nom de GLPK (GNU linear programming kit). Il s'agit d'une librairie pou-
vant être utilisée par des programmes en langage C/C++. Les composants suivants
peuvent ainsi être utilisés :
 la méthode du Simplexe révisé,
 la méthode des points intérieurs primal-dual,
 la méthode par Séparation et Évaluation,
 un solveur de programmes linéaires et programmes mixtes en nombres entiers.
Il est nécessaire de citer l'outil Bob++ développé par des chercheurs de l'Uni-
versité de Versailles. Il inclut des bibliothèques facilitant la mise en ÷uvre des
approches comme Branch and Bound ou la programmation dynamique présentées
ci-dessous.
2.2.1.1 PLNE pour le problème d'équilibrage de lignes d'assemblage
Un modèle linéaire en nombres entiers pour le problème SALBP-1 a été pro-
posé par [Patterson & Albracht 1975]. Soit V représente l'ensemble des opérations
à aﬀecter, m le nombre maximal de stations, T0 le temps de cycle objectif et A
l'ensemble de relations de précédences.
Dans ce modèle, les variables binaires de décision sont :
yk =
{
1 si la station k est ouverte,∀k ∈ {1, 2, . . . ,m},
0 sinon.
xik =
{
1 si l'opération i est aﬀectée à la station k,∀i ∈ V, ∀k ∈ {1, 2, . . . ,m},
0 sinon.
La fonction objectif qui vise à minimiser le nombre de stations ouvertes est
déﬁnie de la façon suivante :
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Minimiser
m∑
k=1
yk (2.1)
La contrainte 2.2 impose que chaque opération n'est aﬀectée qu'une seule fois :
m∑
k=1
xik = 1; i ∈ V ; (2.2)
Les contraintes 2.3 imposent les contraintes de précédence :
m∑
k=1
kxik ≤
m∑
k=1
kxjk,∀(i, j) ∈ A; (2.3)
Les contraintes 2.4 représentent la contrainte du temps de cycle :∑
i∈V
tixik ≤ T0yk,∀k ∈ {1, 2, . . . ,m}; (2.4)
Dans ce qui suit, nous présentons d'autres modèles PLNE développés pour le
problème d'équilibrage de lignes de transfert.
2.2.1.2 PLNE pour le problème d'équilibrage de lignes de transfert avec
choix des équipements
Nous présentons ici le modèle PLNE pour le problème de conﬁguration d'une
ligne d'usinage dans le cas où les boîtiers multibroches sont connus et sont activés de
manière parallèle [Belmokhtar et al. 2006]. Il est facile de constater que ce problème
nécessite davantage des données techniques et que le modèle mathématique intègre
de plus nombreuses contraintes technologiques par rapport au problème SALBP
présenté dans la section précédente.
Tout d'abord, les notations suivantes doivent être introduites. Soit N est l'en-
semble des opérations qui doivent être exécutées sur la ligne pour fabriquer chaque
produit.
Les données relatives aux blocs :
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- B = {Br | r ∈ R} est l'ensemble des boîtiers multibroches (blocs) possibles
pour réaliser les opérations de N, où R est l'ensemble des indices de blocs ;
Cet ensemble ne contient que les blocs ayant un temps d'exécution inférieur
ou égal au temps de cycle.
- qr est le coût du bloc ;
- K(r) est l'intervalle des indices de stations auxquelles le bloc Br ∈ B peut
être aﬀecté ;
- F = {F1, ..., Fv} est une collection des ensembles Fs représentant les indices
des blocs en conﬂit pour l'opération s (il n'y aura qu'un seul bloc de Fs qui
sera retenu lors d'une prise de décision) ;
- F0 = R\
⋃
s∈V Fs est l'ensemble des blocs contenant des opérations pour les-
quelles il n'y a pas de conﬂits, autrement dit les blocs qui seront pris lors
d'une décision ;
- wrt nombre d'opérations concernées par la contrainte d'inclusion t et devant
être aﬀectées à la même station que le bloc r ;
- Wt est l'ensemble des blocs qui ont des opérations liées par la même contrainte
d'inclusion t ;
- Ut = {r ∈ R | it ∈ Br}, pour chaque it de chaque contrainte d'inclusion t.
Ainsi, à chaque opération it de Dt correspond un ensemble Ut contenant tous
les blocs exécutant it ;
- M(r) est l'ensemble des opérations précédant les opérations du bloc r ;
- H est l'ensemble contenant tous les blocs qui ont des prédécesseurs ;
- H(r) est l'ensemble contenant toutes les opérations prédécesseurs du bloc r ;
- htr représente le nombre d'opérations prédécesseurs du bloc r contenu dans le
bloc t ;
- R∗ est un sous-ensemble de blocs de R, ce sont les blocs qui peuvent être
aﬀectés à la dernière station de la ligne.
Les données relatives aux stations et à la ligne de transfert :
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- q0 est le coût d'une station ;
- m0 et n0 sont respectivement, les valeurs du nombre maximal autorisé de sta-
tions et du nombre maximal autorisé de blocs par station.
- m∗ est une borne inférieure pour le nombre de stations ;
Les variables de décision sont :
- les variables binaires xrk, où
xrk =
{
1 si le bloc Br ∈ B est aﬀecté à la station k, k = 1, . . . ,m0;
0 sinon.
- La variable y représente le nombre de stations, notons que y prend des valeurs
entières.
La fonction objectif minimise le coût de la ligne composé des coûts des stations
de travail et des boîtiers multibroches utilisés :
q0y +
|R|∑
r=1
m0∑
k=1
(qr + εrk)xrk → min, (2.5)
où εr est une valeur non négative pour chacun des blocs Br.
Les contraintes suivantes assurent l'exécution de chacune des opérations de N
une et une seule fois. La première contrainte concerne l'exécution des opérations
dans les blocs qui n'ont pas d'intersection avec les autres blocs (pas d'opération
en commun). La seconde, quant a elle, concerne les opérations qui peuvent être
exécutées dans plusieurs blocs, ainsi la contrainte assure qu'il n'y aura qu'un seul
bloc choisi parmi les blocs en conﬂit :∑
k∈K(r)
xrk ≤ 1, r ∈ F0, (2.6)
∑
r∈Fs
∑
k∈K(r)
xrk ≤ 1, s ∈ V, (2.7)
L'exécution de toutes les opérations de l'ensemble N est forcée par :∑
r∈R
∑
k∈K(r)
|Br|xrk = |N|, (2.8)
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Les contraintes de précédence :
∑
t∈H(r)
∑
s∈K(t),s<k
htrxts ≥ |M(r)|xrk, r ∈ H, k ∈ K(r), (2.9)
Les contraintes d'inclusion imposent l'aﬀectation à la même station de toutes
les opérations de chaque ensemble e appartenant à la collection IS :∑
r∈Wt
wrtxrk = |Dt|
∑
s∈Ut
xsk, it ∈ e, ∀e ∈ IS, k ∈
⋃
s∈Ut
K(s), (2.10)
Les contraintes d'exclusion interdissent l'allocation de certains blocs à la même
station. La collection ES de sous-ensembles e tels que les blocs d'un e ne peuvent
pas être tous aﬀectés à la même station.∑
r∈e
xrk ≤ |e| − 1, e ∈ ES, k ∈
⋂
s∈Dt
K(s), (2.11)
Chacune des stations est contrainte d'exécuter au plus n0 blocs, ceci est exprimé
par : ∑
r∈{t∈R|k∈K(t)}
xrk ≤ n0, k = 1, . . . ,m0, (2.12)
Les contraintes sur le nombre de stations sont données par :
y ≥ kxrk, r ∈ R∗, k ∈ K(r), k ≥ m∗. (2.13)
Le modèle présenté illustre de façon immédiate la complexité des contraintes
technologiques à prendre en compte lors de la conﬁguration des systèmes d'usinage.
2.2.2 Procédures par Séparation et Évaluation (PSE)
L'approche par Séparation et Évaluation (Branch and Bound ou B&B) [Land
& Doig 1960] est l'une des méthodes les plus utilisées pour la résolution exacte
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des nombreux problèmes d'optimisation combinatoire. Elle met en place une énu-
mération intelligente de l'espace de solutions, soit en découpant l'espace initial de
recherche en domaines de plus en plus restreints aﬁn d'isoler l'optimum global (prin-
cipe de séparation). Elle peut être eﬃcace pour des problèmes de taille moyenne,
mais pour des problèmes de grande taille, le temps de résolution peut devenir pro-
hibitif. Son eﬃcacité dépend essentiellement du choix des critères de séparation et
d'évaluation et des bornes. Un bon choix permettra à l'algorithme de réduire l'arbre
de recherche en évitant la construction de certaines branches. Dans le pire des cas,
un mauvais choix peut conduire à l'exploration de tout l'espace de recherche.
Parmi les procédures de ce type proposées pour résoudre le problème d'équili-
brage de lignes de production, les plus connues sont : EUREKA, FABLE, SALOME
et OptPack. Elles sont brièvement présentées ci-dessous.
La méthode EUREKA [Hoﬀmann 1992; Dolgui & Pashkevich 2001] calcule une
borne inférieure du nombre de stations. A chaque branchement, elle choisit un en-
semble d'opérations qui formera une nouvelle station. Le temps mort pour la station
courante est calculé. Pour savoir s'il faut ou non continuer le branchement, le temps
mort cumulé (la somme des temps morts de toutes les stations déjà créées) est
comparé avec le temps mort théorique. Ce dernier est obtenu en utilisant la borne
inférieure du nombre de stations. L'algorithme essaie de trouver une solution avec
un nombre de stations égal à la borne inférieure, si cela n'est plus possible, alors la
borne est incrémentée. Cet algorithme est orienté  station  car à chaque branche-
ment une station est créée.
La procédure FABLE (Fast Algorithm for Balancing Lines Eﬀectively) a été
proposée par [Johnson 1988]. C'est une procédure par séparation et évaluation où
les branchements se font par l'ajout d'une nouvelle opération parmi les candidats
à la station courante. S'il n'existe pas de telle opération, alors la charge de la sta-
tion courante ne peut être augmentée et une nouvelle station est créée qui devient
la station courante. Une fois toutes les opérations aﬀectées, une solution faisable
est obtenue. Contrairement à Eureka, l'algorithme Fable est orienté " opération ",
puisqu'à chaque branchement dans l'arbre de décision une opération est choisie.
SALOME (Simple Assembly Line Balancing Optimization Method) est un al-
gorithme proposé par Scholl et Klein (1997), on le retrouve également dans Scholl
(1999), il combine les approches utilisées dans FABLE et EUREKA. À chaque n÷ud
i de l'arbre de décision, une borne inférieure locale du nombre de stations est cal-
culée et on obtient le temps mort à ne pas dépasser pour les n÷uds suivants. Ce
temps indique si le nombre de stations est suﬃsant ou non. Car s'il est négatif,
on ajoute une station (comme dans FABLE). SALOME utilise également d'autres
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règles comme les préﬁxes dynamiques (Dynamic Preﬁxing), voir (Scholl, 1999). Le
préﬁxe dynamique est une règle de dominance et de réduction basée sur le calcul des
stations au plus tôt et au plus tard auxquelles on peut aﬀecter une opération. Grâce
à cette règle, les opérations qui ne peuvent pas être assignées à la station suivante
sont automatiquement aﬀectées à la station courante avant la mise en place de la
procédure d'énumération.
OptPack (Nourie et Venta, 1991) est une autre PSE qui est plus rapide que
les autres pour des instances simples. Notons que selon Scholl et Klein (1999), les
instances simples sont celles résolues par la majorité des PSE avec un temps de
calcul de quelques secondes. Comme FABLE, OptPack assigne une opération à la
fois (branchement est orienté opération). FABLE n'utilise pas d'heuristiques pour
améliorer la recherche dans l'arbre d'énumération, alors qu'OptPack utilise l'heu-
ristique de Hoﬀmann (1992).
D'autres méthodes PSE avancées ont été récemment proposées, notamment AB-
SALOM [Scholl et al. 2010] et A Branch, Bound, and Remember Algorithm [Sewell
& Jacobson 2012].
2.2.3 Programmation Dynamique (PD)
C'est une méthode classique de résolution exacte qui peut-être utilisée pour un
grand nombre de problèmes d'optimisation. Inventée à la ﬁn des années 1940 par le
professeur Richard Bellman, elle s'applique à des problèmes d'optimisation dont la
fonction objectif est additive. Un exemple de ce type de problème est le plus court
chemin entre deux sommets d'un graphe.
L'idée de base est d'éviter de calculer deux fois la même chose, généralement en
utilisant une table de résultats déjà calculés, remplie au fur et à mesure qu'on ré-
sout les sous-problèmes. On commence par résoudre les petits sous-problèmes et en
combinant leurs solutions, on obtient les solutions des sous-problèmes les englobant.
Plusieurs travaux ont été publiés concernant les problèmes d'équilibrage des
lignes de production utilisant la programmation dynamique, souvent basée sur la
recherche du plus court chemin sous contraintes, par exemple, [Jackson 1956; Held
et al. 1963; Bard 1989; Gutjahr & Nemhauser 1964; Easton et al. 1989; Erel &
Gokcen 1999; Dolgui et al. 2006a; Dolgui et al. 2008].
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2.3 Méthodes d'optimisation approchées
Une méthode approchée est un algorithme d'optimisation qui a pour but de
trouver une solution réalisable de la fonction objectif, mais sans garantie d'opti-
malité. Le principal avantage de ces méthodes est qu'elles peuvent s'appliquer à
n'importe quelle classe de problèmes.
La Figure 3.3 présente les diﬀérentes approches employées pour la résolution
mono-objectif des problèmes de conﬁguration ou d'équilibrage des lignes de pro-
duction. La liste des méthodes évoquées n'est pas exhaustive mais elle regroupe les
méthodes les plus répandues.
Figure 2.3  Optimisation mono-objectif : méthodes approchées
2.3.1 Heuristiques
Une heuristique est un algorithme intuitif qui permet de déterminer une bonne
solution à un problème diﬃcile assez rapidement mais sans pouvoir garantir son opti-
malité. Quand cet algorithme est applicable sur une famille de problèmes diﬀérents,
mais pouvant être formalisés de manière semblable, il est appelé méta-heuristique.
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Les méthodes heuristiques les plus connues dans le domaine d'équilibrage des lignes
de production sont RPW (Ranked Positional Weight) [Helgeson & Birnie 1961] et
COMSOAL (COmputer Method for Sequencing Operations for Assembly Lines)
[Arcus 1965].
L'idée de l'heuristique RPW est d'aﬀecter les opérations en fonction de leur
poids. Le poids d'une opération est calculé comme la somme des temps de traite-
ment de cette opération et de celles qui la succèdent. Les opérations sont classées
dans un ordre décroissant de ces pondérations et sont considérées dans cet ordre
pour l'aﬀectation aux stations. Donc les opérations qui ont le plus de poids sont
prioritaires et sont aﬀectés aux premières stations de la ligne.
La méthode COMSOAL (COmputer Method for Sequencing Operations for As-
sembly Lines) a été proposée par [Arcus 1965]. Cette heuristique intègre des choix
aléatoires des opérations pour leur aﬀectation aux stations. A chaque étape de
l'algorithme COMSOAL, on détermine l'ensemble des opérations qui peuvent être
aﬀectées. Tous les prédécesseurs de telles opérations doivent être déjà aﬀectés et le
temps d'exécution de chacune de ces opérations doit être inférieur au temps restant
de la station courante. Une opération de cet ensemble est sélectionnée au hasard et
aﬀectée à la station courante. Si l'ensemble des opérations candidates est vide, on
crée une nouvelle station qui devient la station courante. Une itération est terminée
s'il n'y a plus d'opérations à aﬀecter. Si la solution obtenue à la ﬁn de l'itération est
meilleure que la meilleure solution connue jusque là, alors elle devient la meilleure
solution et on passe à l'itération suivante en recommençant dès le début l'aﬀecta-
tion des opérations. Cet algorithme est répété jusqu'à une condition d'arrêt et la
meilleure solution trouvée est retenue.
Des études comparatives des performances des diﬀérentes heuristiques pour
l'équilibrage des lignes d'assemblage ont été eﬀectuées dans [Capacho et al. 2009;
Talbot et al. 1986]. Pour les lignes d'usinage, des heuristiques de type COMSOAL
ont été proposées dans [Dolgui et al. 2005a].
2.3.2 Méta-heuristiques
Les méta-heuristiques forment une famille d'algorithmes d'optimisation visant
à résoudre des problèmes d'optimisation complexes qui ne peuvent pas être abor-
dés eﬃcacement par une autre méthode. Dans le domaine de l'équilibrage des lignes
d'assemblage, plusieurs méta-heuristiques ont montré leurs avantages en termes d'ef-
ﬁcacité et de la qualité des solutions fournies, les plus connues sont les algorithmes
évolutionnaires, la colonie de fourmis, le recuit simulé et la méthode Tabou.
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Les Algorithmes Evolutionnaires (AE) sont des algorithmes d'optimisation ins-
pirés du paradigme darwinien de l'évolution naturelle. Selon ce paradigme, les in-
dividus les plus aptes survivent à la sélection naturelle et se reproduisent d'une
génération à l'autre. En termes d'optimisation, l'évolution se traduit par un proces-
sus itératif de recherche de l'optimum dans l'espace de recherche. Il existe plusieurs
familles historiques d'algorithmes évolutionnaires qui se sont développées de façon
indépendante : La Programmation Evolutionnaire (EP) introduite par L.J. Fogel
[Fogel et al. 1966] dans les années 60, les algorithmes génétiques (GA) proposés
par J.Holland [Holland 1975] aux USA, et popularisés un peu plus de dix ans plus
tard par son élève D.E. Goldberg [Goldberg & Holland 1988], les stratégies d'évo-
lution (ES) inventées par I.Rechenberg [Rechenberg 1973] dans les années 70 à
Berlin, et enﬁn la programmation génétique (GP pour Genetic Programming) pro-
posée par J.Koza [Koza 1992; Koza 1994]. Dans le cadre de l'équilibrage de lignes
de d'assemblage, les méthodes évolutionnistes comme les méthodes évolutionnaires
[Nearchou 2007; Nearchou 2008] ou les algorithmes génétiques sont très souvent
employés ([Anderson & Ferris 1994; Leu et al. 1994; Rubinovitz & Levitin 1995;
Kim & Kim 1996; Kim et al. 1998; Kim et al. 2000; Ponnambalam et al. 2000;
Simaria & Vilarinho 2004; Sabuncuoglu et al. 2000; Baykaso§lu & Özbakr 2007;
Levitin et al. 2006; Haq et al. 2006; Kulak et al. 2008; Gen et al. 2009; Hwang
& Katayama 2009; Kim et al. 2009]. Une comparaison des algorithmes génétiques
proposés pour les diﬀérentes formulations du problème d'équilibrage des lignes d'as-
semblage a été présentée dans [Tasan & Tunali 2008].
Les algorithmes de colonies de fourmis font partie des métaheuristiques de type
distribué. Leur principe repose sur le phénomène d'auto-organisation d'un système
par la coopération, directe ou indirecte, des composants élémentaires du système. De
ce fait, ils peuvent être considérés comme un système multi-agents à part entière, où
chaque fourmi constitue un agent autonome communicant. Ce genre de système est
inspiré de l'étude du comportement des fourmis et constitue une nouvelle approche
multi-agents eﬃcace pour la résolution de problème d'optimisation combinatoire
[Dorigo 1992]. Les travaux suivants ont employé l'algorithme de colonies de fourmis
pour résoudre les problèmes d'équilibrage des lignes d'assemblage : [McMullen &
Tarasewich 2003; McMullen & Tarasewich 2006; Bautista & Pereira 2007; Bayka-
soglu & Dereli 2008; Sabuncuoglu et al. 2009; Simaria & Vilarinho 2009].
Le recuit simulé s'appuie sur l'algorithme de Metropolis [Metropolis et al. 1953],
qui permet de décrire l'évolution d'un système thermodynamique. Par analogie avec
le processus physique, la fonction à minimiser deviendra l'énergie du système et la
température sera un paramètre important de l'algorithme. Le principe général du
recuit simulé est de parcourir de manière itérative l'espace des solutions. Une solu-
tion décrivant l'état initial sera modiﬁée aﬁn d'en obtenir une seconde qui sera soit
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acceptée et servira de base pour calculer la prochaine itération, soit refusée avec
une probabilité. Si cette nouvelle solution améliore la fonction objectif, elle aura
permis de diminuer l'énergie du système ; si celle-ci la dégrade, l'énergie du système
augmentera (recuit). La probabilité d'accepter une solution moins bonne dépend de
la température : plus la température est basse plus la probabilité d'accepter une
solution moins bonne est petite. Le même procédé est répété itérativement jusqu'à
ce qu'une condition d'arrêt soit vériﬁée. L'algorithme du recuit simulé a été abordé
dans plusieurs travaux traitant les problèmes d'équilibrage des lignes d'assemblage
comme par exemple, ([McMullen & Frazier 1998; Vilarinho & Simaria 2002; Erel
et al. 2001; Mendes et al. 2005; Baykasoglu 2006; Kara et al. 2007].
La méthode de Recherche Tabou a été la première à avoir porté le nom de
"métaheuristique". Elle a été développée par Fred Glover en 1986 [Glover 1986;
Glover 1989; Glover 1990]. C'est une méthode de recherche locale à mémoire adap-
tative. Sa caractéristique principale est de mémoriser des solutions, ou des carac-
téristiques de solutions, visitées durant la recherche, aﬁn d'éviter de rester piégé
dans des optimums locaux. Si aucune solution voisine n'améliore la solution cou-
rante, alors on peut choisir une solution détériorant la fonction objectif pour sortir
de l'optimum local. La mémoire, appelée liste tabou, contient la liste des solutions
récemment visitées, et permet d'éviter de retomber en permanence dans l'optimum
local duquel on vient de sortir. Ce procédé simple permet de se diriger vers d'autres
régions de l'espace des solutions, car à chaque itération, on choisit le meilleur voi-
sin non tabou, même si celui-ci dégrade la fonction objectif. Plusieurs auteurs se
sont intéressés à cette méthode pour résoudre le problème d'équilibrage des lignes
d'assemblage [Chiang 1998; Lapierre et al. 2006; Özcan & Toklu 2009c].
2.4 Optimisation multi-objectif
L'optimisation multi-objectif trouve ses origines au cours du XIXème siècle dans
les travaux en économie d'Edgeworth [Edgeworth 1889] et puis en XX siècle dans
ceux de Pareto [Pareto 1964]). On peut formaliser un problème d'optimisation multi-
objectif par la recherche d'une solution x = (x1, ...., xn) optimisant m fonctions
objectifs :
f(x) = (f1(x), f2(x), . . . , fm(x));
On dit alors que f(x) est le vecteur de fonctions objectif et fi les objectifs à
optimiser avec m ≥ 2, le nombre d'objectifs. Ces objectifs sont concurrents, c'est-
à-dire l'amélioration de l'un entraîne la détérioration de l'autre et vice-versa. Pour
les problèmes multi-objectifs, on ne parle pas de solutions optimales, mais de so-
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lutions non dominées ou Pareto optimales. Une solution domine une autre si elle
est meilleure sur au moins un critère et au moins aussi bonne sur les autres. Les
solutions qui ne sont dominées par aucune autre, forment l'ensemble des solutions
non dominées (front Pareto).
Les méthodes utilisées dans la littérature pour répondre à un problème d'opti-
misation multi-objectif peuvent être classées dans les trois catégories suivantes :
 méthodes a priori : l'utilisateur intervient en amont de la méthode d'optimi-
sation en aﬀectant des poids ou des priorités à chaque objectif, dans le but
de transformer un problème multi-objectif en un problème à un seul objectif
(mono-objectif).
 méthodes a posteriori : l'utilisateur intervient en aval de l'optimisation, il dis-
pose d'un ensemble des solutions non dominées et peut choisir celle qui lui
semble la plus intéressante,
 méthodes progressives : l'utilisateur aﬃne son choix au fur et à mesure du
déroulement de l'optimisation en utilisant des méthodes interactives.
La Figure 2.4 montre des exemples de méthodes de chaque catégorie utilisées
dans le contexte de la conﬁguration des lignes de production. Les notations suivantes
sont utilisées : SP pour Somme Pondérée, GP pour Goal Programming, NSGA pour
Non-Dominated Sorting Genetic Algorithm.
Figure 2.4  Optimisation multi-objectif
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2.4.1 Approches a priori
Ces approches sont souvent utilisées pour leur simplicité de mise en ÷uvre.
Elles sont qualiﬁées d'approches naïves de l'optimisation multi-objectif, car elles
transforment un problème multi-objectif en un problème mono-objectif [Collette &
Siarry 2002]. Dans ce cas, le décideur détermine a priori l'importance de chaque
critère aﬁn de construire une fonction unique. Le processus d'optimisation mono-
objectif est ensuite lancé aﬁn d'obtenir la solution optimale. Il est possible aussi
d'obtenir des solutions de l'ensemble Pareto si cette approche est appliquée avec
diﬀérentes valeurs des poids mais il ne faut pas oublier le problème des solutions
non supportées du front Pareto qui ne peuvent pas être retrouvées avec cette ap-
proche. Par ailleurs, la formulation des préférences utilisateur est délicate et néces-
site une connaissance approfondie du problème de départ. Nous donnons ci-dessous
des méthodes a priori ou méthodes scalaires les plus connues, d'autres méthodes
sont exposées dans [Miettinen 1999].
2.4.1.1 Méthode des sommes pondérées
La méthode des sommes pondérées combine les diﬀérentes fonctions objectif dans
une fonction linéaire. Ainsi le problème initialement multi-objectif peut être résolu
à l'aide des méthodes d'optimisation mono-objectif. Pour combiner les objectifs, il
s'agit d'associer à chaque fonction objectif un coeﬃcient de pondération et de cal-
culer ensuite la somme des fonctions objectifs pondérées pour obtenir une nouvelle
et unique fonction objectif. La transformation que l'on eﬀectue est la suivante :
Minimiser ~f(~x) minimiser
k∑
i=1
wi fi(~x) (2.14)
→
Avec ~x ∈ Sr avec ~x ∈ Sr, wi ≥ 0 et
k∑
i=1
wi = 1 (2.15)
Les résultats obtenus avec une telle méthode dépendent des poids choisis.
Plusieurs travaux de recherche ont été eﬀectués pour la résolution du problème
d'équilibrage des lignes d'assemblage en utilisant cette approche [McMullen & Ta-
rasewich 2003; McMullen & Tarasewich 2006; Gamberini et al. 2009; Hwang &
Katayama 2009; Simaria & Vilarinho 2009; Özcan & Toklu 2009c].
Une autre façon de ramener la résolution du problème multi-objectif à celle
d'un problème mono-objectif est la méthode ε- contrainte qui consiste à optimiser
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un seul objectif prioritaire et jugé important par le décideur et à transformer les
autres objectifs en contraintes d'inégalités par rapport à un vecteur seuil. Le pro-
blème reformulé s'écrit alors de la façon suivante :
minimiser fi(x) tel que ∀i 6= j, fi(x) ≤ εi (2.16)
Cependant, les contraintes rajoutées compliquent la résolution du problème.
2.4.1.2 Goal Programming
Une autre méthode très souvent employée est la Méthode de programmation
par but (Goal Programming). Initialement conçue par [Charnes & Cooper 1961],
elle impose au décideur de déﬁnir les buts ou références qu'il désire à atteindre
pour chaque objectif. Généralement, le point qui satisfait tous les buts n'est pas
réalisable, la solution préférée serait donc celle qui se rapproche le plus possible de
ces buts. La méthodologie mise en ÷uvre repose sur les points suivants :
 ﬁxer les valeurs des cibles que l'on désire atteindre sur chaque critère ;
 déﬁnir des déviations positives et négatives relativement à ces buts ;
 minimiser la somme pondérée de ces déviations relativement à une norme dé-
ﬁnie ; les déviations sont respectivement appelés les sur-réalisations (d+) et les
sous-réalisations (d−) des critères.
La méthode de Goal Programming (GP) résout donc un problème de minimisa-
tion d'une seule fonction. Dans le modèle GP, on distingue les contraintes du système
introduites de la même façon que dans les modèles de PLNE et les contraintes dites
goal qui portent sur les valeurs cibles. La méthode est facile à implémenter mais la
déﬁnition des buts à atteindre est souvent diﬃcile. L'objectif de la méthode est que
la solution qui en résulte satisfasse le décideur au mieux. C'est réalisable lorsque les
buts et les priorités de chaque but à atteindre sont bien déﬁnis. Sinon, la théorie
des nombres ﬂous est utilisée pour les modèles GP dits ﬂous. Pour plus de détails,
voir [Miettinen 1999; Coello 1998].
Dans la littérature, l'approche Goal Programming a montré son eﬃcacité pour
certains problèmes de conﬁguration des lignes de production que nous citons ci-
dessous.
Le premier modèle de GP pour le problème d'équilibrage des lignes d'assem-
blage a été proposé dans [Deckro & Rangachari 1990]. Les buts considérés étaient
de limiter le nombre d'opérations aﬀectées à une station, respecter au maximum
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les contraintes et respecter le temps de cycle (ou le minimiser). Diﬀérents ordres
de priorité ont été testés pour ces buts. Gökçen et Erel [Gökçen & Erel 1997] ont
étendu le modèle proposé au cas où plusieurs modèles de produit sont assemblés
sur la même ligne.
Le modèle GP pour l'équilibrage des lignes d'assemblage en forme de U a été
proposé dans [Gökçen & Agpak 2006]. Les objectifs considérés étaient le nombre de
stations, la charge de chaque station et le nombre d'opérations aﬀectées à chaque
station. Un modèle de GP ﬂou pour les mêmes critères a été développé par Toklu
and Özcan [Toklu & Özcan 2008]. Le problème de l'équilibrage des lignes d'assem-
blage en forme de U a été également étudié par Kara et al. [Kara et al. 2009] qui
ont proposé un modèle GP avec deux critères diﬀérents, à savoir : le nombre de
stations et le temps de cycle.
A§pak et Gökçen [A§pak & Gökçen 2007] ont utilisé la méthode GP pour ré-
soudre le problème d'équilibrage des lignes d'assemblage (en ligne droite et en forme
de U) avec les temps stochastiques. L'objectif était d'équilibrer la charge des sta-
tions en fonction des leurs valeurs moyennes et leurs variances.
Özcan et al.[Özcan & Toklu 2009b] ont proposé des modèles GP pour le pro-
blème d'équilibrage des lignes à deux côtés. Comme critères d'optimisation, ils ont
considéré le nombre de stations, le nombre de postes de travail (à droite et à gauche
de chaque station), le temps de cycle et le nombre d'opérations aﬀectées à chaque
station.
Choi [Choi 2009] a développé un modèle GP pour l'équilibrer la charge des opé-
rateurs en termes de temps de travail, mais aussi en considérant les paramètres
ergonomiques comme la pénibilité du travail, l'eﬀort physique, etc.
Kara et al. [Kara et al. 2010] ont proposé des modèles GP et GP ﬂou pour
l'équilibrage des lignes d'assemblage parallèles. Les trois critères d'optimisation ont
été considérés : le nombre de stations, le temps de cycle et le nombre d'opérations
aﬀectées à chaque station.
Kara et al. [Kara et al. 2011] ont développé des modèles GP et GP ﬂou pour
l'équilibrage des lignes d'assemblage fabriquant diﬀérents modèles de produit. En
considérant les conﬂits de précédence entre les diﬀérents modèles et les coûts liés à
la duplication des opérations communes, les critères suivants ont été déﬁnis comme
buts : le nombre de stations, le temps de cycle et le coût total induit par la dupli-
cation des opérations.
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2.4.2 Approches a posteriori
Dans les méthodes a posteriori, les décisions sont prises d'après un ensemble de
solutions connues. Dans ces approches, l'expression des préférences et la pondéra-
tion des objectifs se font a posteriori, ce qui signiﬁe que le problème d'optimisation
détermine un ensemble de solutions candidates et la sélection de la meilleure ne se
fait qu'à la ﬁn.
Une des méthodes de cette classe NSGA-II a été appliquée avec succès pour
l'équilibrage des lignes de transfert avec choix d'équipements dans [Makdessian
et al. 2008].
L'algorithme NSGA-II est constitué de plusieurs étapes dont quelques-unes sont
communes à celles de l'algorithme génétique classique comme par exemple, l'initia-
lisation de la population et les opérateurs de la production génétique (croisement
et mutation). La structure générale de NSGA-II consiste à : initialiser une nouvelle
population ; trier les solutions de cette population et les placer dans des fronts.
Pour un problème d'optimisation bi-critère, où f1 et f2 sont les critères à opti-
miser, si i ∈ front(k), ceci veut dire que la solution pop(i) est assignée au front de
niveau k. Le rang est un vecteur où rang(i) représente l'indice du front dans lequel
la solution pop(i) est classée [Lacomme et al. 2006].
Le tri se fait de telle sorte que les meilleures solutions occupent toujours le pre-
mier front et ainsi de suite pour les autres solutions. Donc, le rang numéro 1 est
attribué aux meilleures solutions. On commence à remplir le premier front. Les so-
lutions sont comparées deux à deux pour vériﬁer la dominance. Soit x la solution
considérée. Si x domine y, on ajoute y à l'ensemble des solutions qui sont pires que
x. Sinon, si y domine x alors le nombre des solutions meilleures que x augmente de
1. Cette procédure se répète jusqu'à épuiser toute la population. Si aucune solution
n'est meilleure que x, alors x appartient au premier front. La procédure continue
pour les autres solutions et fournit une répartition de toutes les solutions dans des
fronts en attribuant un rang à chaque solution. Ensuite, pour toutes les solutions
appartenant au même front, la distance d'encombrement est calculée pour chaque
paire des solutions (Crowding Distance Assignment en anglais).
De nouvelles solutions sont générées par une sélection des parents et l'applica-
tion des opérateurs génétiques (croisement, mutation, etc.). Les parents sont choisis
par la méthode de tournoi binaire. Dans l'algorithme multicritère, le ﬁtness indique
le rang. Entre deux individus, celui qui appartient au rang le plus petit (ou si les
deux sont du même rang, celui qui a la distance d'encombrement la plus grande)
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est choisi. On préfère donc les points les plus isolés dans chaque front, pour mieux
couvrir l'ensemble Pareto optimal.
Il y a aussi les méthodes de surclassement : ces méthodes sont utilisées pour
comparer un ensemble de solutions admissibles, souvent obtenues par une méthode
de résolution approchée. Par exemple, dans ([Rekiek et al. 2001; Rekiek & Del-
chambre 2006]) la méthode PROMETHEE II [Brans & Mareschal 1994] a été ap-
pliquée pour comparer les individus d'une génération créée par un algorithme gé-
nétique. Cette méthode établit un processus de comparaison numérique de chaque
solution par rapport à toutes les autres solutions. Ainsi il est possible de calculer
le plus (mérite) ou le moins (démérite) de chaque solution par rapport à toutes
les autres. Le résultat de cette comparaison permet un classement ordonné des
solutions. Un autre exemple est la méthode TOPSIS (Total Order Preference by
Similarity to the Ideal Solution) [Gamberini et al. 2006], où toutes les solutions
sont comparées à la solution idéale.
2.4.3 Approches progressives
Dans les méthodes progressives, les processus de décision et d'optimisation sont
alternés, permettant à l'utilisateur d'orienter la recherche de façon interactive en
fonction de ses préférences et des solutions déjà obtenues. Ainsi l'espace des solu-
tions peut être réduit successivement en recentrant les intervalles d'acceptation ainsi
que les poids des objectifs. Ce type de démarche exige une expertise approfondie
du problème traité ainsi que des méthodes employées.
Les méthodes les plus connues de cette classe sont les méthode STEM et celle
de Steuer ([Coelho & Breitkopf 2009; Jones et al. 2002]). La première met en ÷uvre
une suite successive de formulations Min-Max en minimisant la distance entre une
solution candidate et une solution idéale S∗. A chaque itération, si le décideur n'est
pas satisfait par la solution obtenue, il peut relaxer certaines contraintes du pro-
blème, modiﬁer les poids ou les objectifs eux-mêmes, voire rajouter des contraintes
supplémentaires au problème.
Dans la méthode de Steuer, à chaque itération, un ensemble de solutions est
proposé au décideur qui en choisit une ou bien établit un classement par ordre
de préférence. Ceci permet de recalculer automatiquement les poids des objectifs.
Cette méthode représente une alternative intéressante mais elle s'avère coûteuse en
temps de calcul et se repose sur des outils très spéciﬁques.
Notre revue de la littérature scientiﬁque ne nous permet pas de citer d'exemple
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d'utilisation des méthodes de cette classe pour les problèmes d'équilibrage de lignes
de production.
2.5 Conclusion
Dans ce chapitre, nous avons présenté les méthodes classiques d'optimisation
mono- et multi-objectif. Des exemples de leur utilisation pour la résolution des pro-
blèmes de conﬁguration et d'équilibrage des lignes de production ont également été
donnés.
Dans le chapitre suivant, nous formulerons le problème de reconﬁguration des
lignes de production et nous le comparerons au problème de la conﬁguration initiale
aﬁn de conclure si les méthodes de résolution développées pour le dernier problème
pourraient être réutilisées pour la résolution eﬃcace du premier.
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3.1 Reconﬁguration dans le cycle de vie des lignes
de production
Aﬁn de réussir sur le marché mondial, les fabricants doivent être capables de
répondre rapidement aux changements de la demande en adaptant leurs systèmes
de production [Carlsson et al. 2010]. Ainsi la compétition n'exige pas seulement la
haute productivité des systèmes de production mais aussi une réactivité aisée aux
changements imposés dans les caractéristiques, volumes ou variantes du produit
[Schuh et al. 2005]. Tout au long du cycle de vie d'un système de production, une
nouvelle conception complète ou partielle des ses composantes et/ou de sa structure
pourrait être nécessaire aﬁn de répondre aux changements dans son environnement
interne et/ou externe. Par exemple, après l'implémentation d'une ligne de produc-
tion, sa reconﬁguration peut devenir nécessaire si le produit ou les contraintes de
production changent (Figure 3.1).
La reconﬁguration comprend les actions d'ajout, de suppression et/ou de réorga-
nisation de façon rentable des composants et des fonctions d'un système [Farid 2008].
Selon Deif et ElMaraghy [Deif & ElMaraghy 2007], la reconﬁguration peut être phy-
sique, logique ou humaine.
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Figure 3.1  Processus de conﬁguration/reconﬁguration des lignes de production
La reconﬁguration physique comprend à la fois les systèmes techniques et
de manutention.
La reconﬁguration logique concerne les systèmes d'information (la repro-
grammation des machines, re-planiﬁcation, etc).
Une reconﬁguration humaine implique la réallocation des ressources hu-
maines (administrateurs, opérateurs, contrôleurs) ou la réaﬀectation des tâches de
travail.
Les trois types de reconﬁguration sont interconnectés entre eux comme le montre
la Figure 3.2 [Rösiö 2012].
3.2 Évaluation de la reconﬁguration des systèmes
de production
Plusieurs métriques ont été identiﬁées pendant les dernières décennies dans la
littérature pour évaluer l'eﬃcacité de la reconﬁguration d'un système de produc-
tion. Dans ce qui suit, nous présentons les modèles principaux.
Ku et al. [Ku 2001] ont présenté un modèle pour la gestion des changements et
ont pris pour critère d'eﬃcacité le temps de la reconﬁguration.
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Figure 3.2  Reconﬁguration physique, logique et humaine
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Youssef et ElMaraghy [Youssef & ElMaraghy 2006] ont proposé une métrique
relative des coûts, du temps et des eﬀorts nécessaires pour passer d'une conﬁgu-
ration à une autre. Cette métrique se compose de trois éléments représentants les
diﬀérents niveaux de la reconﬁguration, à savoir : la reconﬁguration au niveau du
marché, au niveau du système et au niveau des machines.
Youssef et ElMaraghy [Youssef & ElMaraghy 2008] ont suggéré un modèle pour
évaluer la disponibilité et les taux de production attendus pour les systèmes de
production qui sont composés d'unités de production modulaires. Ils ont traité ces
unités comme des modules indépendants, où l'arrêt d'une unité ne nécessite pas
l'arrêt de l'ensemble de machines ni de sa production.
Hon et Xu [Hon & Xu 2007] ont étudié à travers la reconﬁguration la relation
entre le cycle de vie des produits d'une famille et les performances du système de
production. Ils ont présenté la stratégie d'optimisation qui comprend les trois étapes
suivantes : la simulation de la conﬁguration originale, l'optimisation du système re-
conﬁguré et l'optimisation du portefeuille des produits.
Abbasi et Houshm [Abbasi & Houshmand 2009] ont proposé une méthodologie
pour ajuster rapidement et eﬃcacement les capacités de production et la fonction-
nalité du système à la demande du marché. Un modèle de programmation linéaire en
variables mixtes a été développé pour déterminer la séquence optimale des tâches de
production, les conﬁgurations correspondantes et les tailles des lots. Une procédure
basée sur la recherche tabou a été utilisée pour résoudre ce problème d'optimisation.
Les particularités de chaque système de production exigent une modiﬁcation de
ces métriques aﬁn de mieux reﬂéter l'état du système et donc permettre une prise
de décision plus eﬃcace. Dans ce qui suit, nous considérons de façon plus détaillée
les problèmes décisionnels liés à la reconﬁguration des lignes de transfert (Section
3.3) et des lignes d'assemblage (Section 3.4).
3.3 Reconﬁguration des lignes de transfert
Une ligne de transfert doit être reconﬁgurée si un nouveau produit doit être
fabriqué par une ligne existante ou il y a eu des changements dans les caractéris-
tiques du produit. Dans de tels cas, les nouvelles opérations doivent être intégrées
aux équipements existants tandis que certaines opérations précédemment exécutées
sont supprimées. Ce type de problème de reconﬁguration est un problème diﬃcile
à cause des nombreuses contraintes de compatibilité entre les anciennes et les nou-
velles opérations à prendre en considération. Or, l'analyse de la littérature a montré
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que le problème de la reconﬁguration des lignes de transfert n'a pas été abordé dans
la littérature pour le moment.
La prise en compte des équipements existants en même temps que la concep-
tion de nouveaux équipements rend ce problème original par rapport au problème
d'équilibrage des lignes de transfert (Transfert Line Balancing Problem, TLBP)
[Dolgui et al. 1999] où tous les équipements sont à concevoir.
L'objectif considéré dans ce mémoire pour la reconﬁguration des lignes de trans-
fert est de minimiser les coûts nécessaires pour modiﬁer la ligne initiale aﬁn de suivre
le nouveau processus de production. Ces coûts sont dus à la modiﬁcation de certains
boîtiers et à l'installation de nouvelles machines et boîtiers. Par conséquent, il est
souhaitable de réutiliser le plus possible les équipements existants pour minimiser
ces coûts. Toutefois, les conditions de réutilisation des boîtiers multibroches et des
machines doivent être prises en compte.
En étudiant le processus de reconﬁguration chez nos partenaires industriels, nous
avons pu voir que diﬀérentes hypothèses sur la réutilisabité des équipements exis-
tants peuvent être valides techniquement dans la pratique. Le choix des hypothèses
à utiliser se fait au cas par cas.
3.3.1 Réutilisabilité des boîtiers multibroches
Ici nous présentons les hypothèses recensées de la plus restrictive à la plus per-
missive :
Hypothèse B1. Si au moins une opération est supprimée d'un boîtier multi-
broche alors il devient obsolète et ne peut plus être réutilisé.
Hypothèse B2. Des opérations peuvent être supprimées d'un boîtier multi-
broche mais aucune opération ne peut être ajoutée à un boîtier multibroche existant.
Hypothèse B3. Des opérations peuvent être supprimées et de nouvelles opéra-
tions peuvent être ajoutées à un boîtier multibroche existant si toutes les contraintes
d'exclusion sont respectées.
Hypothèse B4. Des opérations peuvent être supprimées et de nouvelles opé-
rations peuvent être ajoutées à un boîtier multibroche existant mais l'utilisation de
chaque nouvel outil exige un coût supplémentaire.
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3.3.2 Réutilisabilité des machines
Ici également, nous commençons par le cas le plus restreint, puis augmentons la
ﬂexibilité de la réutilisabilité :
Hypothèse M1. Aucun boîtier multibroche ne peut être ajouté à des machines
existantes mais d'anciens boîtiers multibroches peuvent être supprimés.
Hypothèse M2. De nouveaux boîtiers multibroches peuvent être installés sur
des machines existantes mais ils ne peuvent être activés qu'après les anciens boîtiers
multibroches.
Hypothèse M3. Des boîtiers multibroches existants peuvent être supprimés de
leur machine initiale et peuvent être installés sur une autre ancienne machine. Seuls
de nouveaux boîtiers multibroches peuvent être installés sur une nouvelle machine.
Hypothèse M4. Des boîtiers multibroches existants peuvent être supprimés
de leur machine initiale et peuvent être installés sur n'importe quelle machine de la
ligne. Un nouveau boîtier multibroche peut être intercalé entre deux anciens.
Dans les chapitres 4 et 5, nous étudierons et comparerons les hypothèses B2 et
B3 conjointement avec l'hypothèse M4.
3.4 Reconﬁguration des lignes d'assemblage
Falkenauer [Falkenauer 2005] était parmi les premiers à souligner l'importance
du problème de la reconﬁguration des lignes d'assemblage. En eﬀet, comme dans la
pratique la production de la plupart de nouveaux produits se base sur des lignes
d'assemblage existantes, le problème de reconﬁguration se pose même plus souvent
que le problème de conception d'une nouvelle ligne. Comme ces lignes sont souvent
manuelles, les coûts liés à la réaﬀectation du personnel et leur apprentissage doivent
être étudiés avec attention, puisqu'ils peuvent constituer une part importante dans
le coût d'un système d'assemblage comme le montre la Figure 3.3.
Parmi les premières formulations du problème du rééquilibrage des lignes d'as-
semblage, on trouve la contribution de Gamberini et al. [Gamberini et al. 2006]
qui ont étudié la reconﬁguration d'une ligne manuelle avec des temps opératoires
stochastiques. Un facteur de similitude a été déﬁni pour mesurer la similitude entre
la ligne existante et la ligne rééquilibrée. Les objectifs étaient de minimiser les coûts
de la main-d'oeuvre et les coûts liés au dépassement du temps de cycle ainsi que de
maximiser ce facteur de similitude de la nouvelle solution avec la solution existante.
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Figure 3.3  Coûts de production vs coûts de reconﬁguration
Pour résoudre ce problème multi-objectif, une heuristique de Kottas et Lau [Kottas
& Lau 1973] a été couplée avec la méthode Technique for Order Preference by Si-
milarity to Ideal Solution (TOPSIS) pour classer les solutions obtenues en variant
les poids donnés aux objectifs. Pour le même problème, un algorithme génétique
multi-objectif et une heuristique à passages multiples ont été présentés et comparés
[Gamberini et al. 2009].
Ko et al. [Ko et al. 2005] ont présenté une étude détaillée de la réutilisabilité
des ressources d'une ligne d'assemblage en utilisant un exemple d'une ligne pour
l'assemblage d'un châssis de côté droit d'un véhicule. Dans ce travail, une expres-
sion du critère de réutilisabilité est calculée comme le rapport entre les ressources
utilisées dans la ligne et les ressources disponibles.
Altemier et al. [Altemeier et al. 2010] ont considéré le problème de reconﬁgu-
ration des lignes d'assemblage dans le contexte de production à la demande d'une
grande variété de produits. Partant d'une solution de l'équilibrage de la ligne exis-
tante, le but était de minimiser les coûts de la reconﬁguration pour adapter la ligne
à la production d'un autre type de produit ainsi que les coûts liés au dépassement
du temps de cycle. Une approche de la reconﬁguration semi-automatique a été dé-
veloppée.
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Le problème du rééquilibrage d'une ligne d'assemblage dans le contexte d'emploi
des opérateurs saisonniers a été traité dans [Corominas et al. 2008]. Les opérateurs
temporaires non seulement nécessitaient plus de temps pour exécuter les tâches que
les travailleurs permanents, mais ils devaient être accompagnés par des opérateurs
permanents pour encadrer leur travail. Le problème du rééquilibrage concernait la
réaﬀectation des tâches entre les opérateurs de deux catégories avec l'objectif de
minimiser le nombre d'opérateurs temporaires.
[Grangeon et al. 2011] ont considéré un problème du rééquilibrage des lignes de
montage dans l'industrie automobile. Trois heuristiques ont été proposées aﬁn de
minimiser le nombre de stations, puis améliorer la répartition des charges entre les
stations de travail, et ensuite de minimiser le nombre d'opérations transférées. Ces
objectifs ont été considérés de façon indépendante aﬁn de fournir au décideur un
ensemble de solutions non-dominées.
Une heuristique de type COMSOAL (A Computer Method of Sequencing Opera-
tions for Assembly Lines) a été proposée par Agpak [Agpak 2010] pour le problème
du rééquilibrage des lignes d'assemblage avec l'objectif de déterminer une aﬀecta-
tion des opérations qui peut rester invariable pour diﬀérentes valeurs du temps de
cycle.
Le problème du rééquilibrage des lignes d'assemblage mixtes avec des demandes
saisonnières a été étudié par Yang et al. [Yang et al. 2012]. Pour chaque nouveau
produit, les opérations devaient être réaﬀectées en minimisant le nombre de stations
utilisées, mais aussi la diﬀérence dans la charge d'une station d'un cycle à l'autre
et le coût du rééquilibrage dépendant des durées des opérations qui ont été réaﬀec-
tées. Un algorithme génétique multi-objectif (moGA) a été proposé pour résoudre
ce problème.
L'analyse des travaux existants dans la littérature fait apparaître le manque de
modèles exacts pour la minimisation des coûts de la reconﬁguration des lignes d'as-
semblage, car le problème du rééquilibrage est souvent résolu à l'aide de méthodes
approchées. Pour ces raisons, nous présenterons un tel modèle dans le Chapitre 6.
3.5 Conclusion
Ce chapitre a été consacré à l'état de l'art concernant la problématique de recon-
ﬁguration des systèmes de production. Nous avons constaté que dans le contexte
actuel de l'instabilité des marchés, les systèmes de production peuvent subir des
ajustements et des reconﬁgurations fréquents. Cependant dans la littérature la re-
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conﬁgurabilité est principalement traitée dans les travaux sur les systèmes de pro-
duction reconﬁgurables (RMS). En eﬀet, RMS constituent une nouvelle classe de
systèmes caractérisés par une structure ajustable. Ils sont conçus pour permettre
des changements simples dans leur structure physique aﬁn de répondre à la ﬂuctua-
tion dans la demande en termes de volume et de type de produit.
Cependant, les RMS ne sont pas encore bien répandus dans l'industrie. La ques-
tion se pose néanmoins dans la pratique, comment adapter les systèmes non conçus
pour être reconﬁgurables à une nouvelle réalité du marché ? Le remplacement com-
plet demande des investissements trop importants et bien souvent une reconﬁgu-
ration du système existant est préférable. Le problème de minimisation des coûts
liées à la reconﬁguration d'un système de production est donc fréquent dans l'in-
dustrie. Or, ce problème, diﬀérent de celui de la conﬁguration initiale du fait de
l'organisation existante, n'a été que très peu aborde dans la littérature. Pour les
lignes d'assemblage, il n'existe que des méthodes approchées et pour les lignes de
transfert, aucune étude n'a pas été faite. En partant de ce constat, nous dédions la
suite de ce mémoire à l'étude de ces deux problèmes d'optimisation.
Les problèmes décisionnels liés à une reconﬁguration des lignes de production
dédiées n'ont été que très peu abordés dans la littérature. En partant de ce constant,
nous consacrons ce mémoire à l'étude de ces problèmes et au développement des
méthodes de résolution adaptées. Dans le chapitre suivant, ce problème est étudié
pour les lignes d'usinage à boîtiers multibroches.
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Dans ce chapitre, nous considérons le problème de reconﬁguration pour les lignes
de transfert à boîtiers multibroches présentées dans la section 1.5.3 du chapitre 1
et illustrées par la Figure 1.7.
Le problème de conﬁguration optimale de ces lignes a déjà été étudié dans la
littérature. Trois méthodes exactes ont été développées pour sa résolution. La pre-
mière consiste à transformer le problème initial en un problème de recherche du
plus court chemin sous contraintes dans un graphe spécialement construit [Dolgui
et al. 1999]. La deuxième approche utilise la modélisation du problème sous forme
d'un programme linéaire en variables mixtes (Mixed Integer Programming) [Dol-
gui et al. 2006b]. Enﬁn, une procédure par séparation et évaluation a été proposée
[Dolgui & Ihnatsenka 2009b]. Pour faciliter la résolution exacte, des procédures de
pré-traitement et de calcul des bornes inférieures eﬃcaces ont été développées [Bat-
taïa & Dolgui 2012; Battaïa et al. 2013].
Comme ce problème TLBP est NP-diﬃcile, des méthodes approchées ont égale-
ment été proposées pour la résolution des instances de grande taille. Deux méthodes
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heuristiques RAP (Recursive Assignment of Predecessors) et FSIC (First Satisfying
Inclusion Constraints) ont été développées pour la résolution de telles instances
[Dolgui et al. 2005b]. Elles se basent sur des règles de priorité. Ces deux heuris-
tiques construisent à chaque itération une seule branche de l'arbre d'énumération
qui représente tous les choix possibles. Une fois l'itération terminée, les deux al-
gorithmes reviennent à la racine. Ces méthodes se diﬀérencient principalement par
la manière de sélectionner une opération dans la liste des opérations candidates
quand il y a un choix à faire. L'algorithme FSIC a été amélioré et testé sur un
large échantillon de problèmes réels [Guschinskaya & Dolgui 2007; Guschinskaya &
Dolgui 2008]. L'approche de type GRASP et l'algorithme génétique ont également
été conçus et testés sur des problèmes réels dans [Battaïa et al. 2012].
La stabilité des solutions trouvées pour le TLBP a été étudiée dans [Gurevsky
et al. 2013]. Les auteurs ont proposé des mesures pour évaluer l'aptitude d'une so-
lution à supporter les changements dans les temps opératoires. Une approche heu-
ristique a été développée pour construire une approximation de l'ensemble Pareto
des solutions les plus robustes qui minimisent en même temps le coût de l'investis-
sement initial.
Cependant, comme nous l'avons déjà souligné, le problème de la reconﬁguration
des lignes de transfert n'a pas été abordé dans la littérature et fera donc l'objet de
notre étude présentée dans ce chapitre.
4.1 Formulation du problème
Nous supposons que le produit fabriqué par une ligne de transfert existante
change pour répondre aux nouvelles exigences normatives ou du marché. Les déci-
deurs disposent donc des données concernant le nouveau produit et les équipements
tels que machines et boîtiers multibroches utilisés dans la ligne initiale. Leur objectif
est de réaliser une reconﬁguration de la ligne existante pour répondre aux nouveaux
besoins de production en minimisant les investissements requis par ce changement.
Comme nous l'avons évoqué dans le chapitre 3, plusieurs hypothèses sur la réuti-
lisabilité des boîtiers multibroches peuvent être formulées. Dans ce chapitre, nous
utilisons les hypothèses B2 et B3 pour créer et évaluer deux modèles MIP diﬀérents :
B2. D'anciennes opérations peuvent être supprimées d'un boîtier multibroche
existant, mais aucune nouvelle opération ne peut être ajoutée à un boîtier multi-
broche existant.
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B3. D'anciennes opérations peuvent être supprimées d'un boîtier multibroche
existant et de nouvelles opérations peuvent être ajoutées si toutes les contraintes
d'exclusion sont respectées. On suppose que le coût d'ajout d'un outil à un boîtier
multibroche existant est négligeable par rapport au coût du boîtier.
Les hypothèses B2 et B3 sont contradictoires et elles ne peuvent pas être consi-
dérées simultanément. Nous les testons l'une et l'autre séparément.
En ce qui concerne la réutilisabilité des machines, l'hypothèse M4 est appliquée,
c'est-à-dire, il est considéré que tous les boîtiers multibroches sont modulaires et
peuvent être facilement installés sur n'importe quelle, ancienne ou nouvelle, ma-
chine de la ligne.
Les notations utilisées pour la formulation du problème sont résumées comme
suit :
 Station de travail : Ensemble des opérations aﬀectées à une machine
Bloc : Ensemble des opérations aﬀectées à un boîtier multibroche
n0 : Nombre maximal de blocs par station de travail
m0 : Nombre maximal autorisé de stations dans la ligne
m∗ : Nombre de stations dans la ligne initiale,
 Indices :
k : Indice d'une station de travail, k = 1, . . . ,m
q : Indice d'un bloc, q = 1, . . . , q0 = m0n0
l : Indice de blocs dans la ligne initiale, l = 1, . . . , l0
 Ensembles :
N : Ensemble des opérations qui sont nécessaires pour l'usinage de la nouvelle
pièce
N ′ ∈ N : Ensemble des opérations nécessaires pour l'usinage de la nouvelle
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pièce qui existaient déjà pour la pièce initiale
PredD(j) : Ensemble de prédécesseurs directs de j ∈ N
B(k) : Ensemble d'indices de blocs pour la station k,B(k) = {(k − 1)n0 +
1, . . . , kn0}
Q(j) : Ensemble d'indices de blocs q où l'opération j peut être aﬀectée
K(j) : Ensemble d'indices des stations k où l'opération j peut être aﬀectée
e : Ensemble des opérations pour représenter un élément des contraintes IS,
ES ou EB
Nq ∈ N ′ : Ensemble des opérations aﬀectées au bloc q dans la ligne existante
 Temps :
tj : Temps d'exécution de l'opération j ∈ N
T0 : Temps de cycle objectif de la ligne (déﬁnit la productivité de la ligne)
τ b : Temps auxiliaire nécessaire pour l'activation d'un boîtier multibroche
τ s : Temps auxiliaire nécessaire pour le chargement/dé chargement de la pièce
sur une machine
 Coûts :
C1 : Coût d'une nouvelle machine
C2 : Coût d'un nouveau boîtier multibroche
C3 : Bénéﬁce de la réutilisation d'un ancien boîtier multibroche dans la ligne
reconﬁgurée
 Variables de décision :
Xjq =
{
1 si l'opération i est aﬀectée au bloc q dans la nouvelle ligne,
0 sinon.
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Blq =
{
1 si le bloc l est réutilisé comme bloc q dans la nouvelle ligne,
0 sinon.
Yq : Variable auxiliaire qui indique si le bloc q existe dans la nouvelle conﬁgu-
ration de la ligne.
Zk : Variable auxiliaire qui indique si la station de travail k existe dans la
nouvelle conﬁguration de la ligne.
Il est à noter que les ensembles Nl contiennent seulement les opérations qui
doivent être assignées lors de la reconﬁguration : si une opération n'est plus néces-
saire pour l'usinage d'un nouveau produit, elle est supprimée de l'ensemble corres-
pondant.
4.1.1 Contraintes d'aﬀectation des opérations
L'aﬀectation des opérations doit respecter les contraintes technologiques liées au
processus de production de la nouvelle pièce :
 Les contraintes de précédence entre les opérations. Elles peuvent être expri-
mées par un graphe orienté G = (N ,D). L'arc (i,j) ∈ N × N appartient à
l'ensemble D si et seulement si l'opération j ne peut pas précéder l'opération
i et donc l'opération j doit être attribuée soit au même bloc que l'opération
i ou à un bloc qui succède le bloc où l'opération i est assignée.
 Les contraintes d'inclusion qui forcent l'aﬀectation de certaines opérations à
la même station. Ces contraintes sont représentées par la famille IS de sous-
ensembles de N tels que toutes les opérations du même sous-ensemble e ∈ IS
doivent être aﬀectées à la même station.
 Les contraintes d'exclusion au niveau des stations déﬁnissent les groupes
d'opérations ne pouvant pas être assignées à la même station. Ces contraintes
sont représentées par la famille ES de sous-ensembles de N tels que chaque
sous-ensemble e ∈ ES ne peut pas être assigné à la même station.
 Les contraintes d'exclusion au niveau des blocs déﬁnissent les groupes d'opé-
rations qui ne peuvent pas être assignées au même bloc. Ces contraintes sont
représentées par une famille EB de sous-ensembles de N tels que chaque sous-
ensemble e ∈ EB ne peut pas appartenir au même bloc.
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4.1.2 Contraintes de productivité
La contrainte de productivité est nécessaire pour assurer le volume de production
voulu. Ainsi il est nécessaire que le temps de chaque station soit inférieur à la valeur
du temps de cycle objectif. Pour les lignes considérées, les blocs de la même station
sont activés séquentiellement et les opérations du même bloc sont exécutées en pa-
rallèle. Donc, le temps de la station ts(Nk) est égal à la somme des temps d'exécution
de ses blocs + τ s, une constante modélisant le temps de chargement/déchargement
de la pièce. Le temps d'exécution du bloc q est modélisé par la variable Fq et déter-
miné comme le temps de l'opération la plus longue incluse dans le bloc + τ b, une
constante modélisant le temps nécessaire pour l'activation d'un boîtier multibroche.
4.1.3 Fonction objectif
L'objectif de la reconﬁguration est de minimiser le coût de la ligne ﬁnale, soit
minimiser le coût des nouvelles pièces d'équipements à installer sur la ligne aﬁn
de répondre au nouveau processus de production. Ceci peut être exprimé par la
fonction objectif suivante :
Minimize C(p) = C1
m0∑
k=1
Zk + C2
q0∑
q=1
Yq − C3
l0∑
l=1
q0∑
q=1
Blq (4.1)
Les variables Zk and Yq sont utilisées pour calculer le nombre de stations de
travail et de blocs respectivement dans la ligne et la variable Blq est utilisée pour
calculer le nombre de blocs réutilisés. Pour rappel, C1 est le coût d'une nouvelle
station, C2 représente le coût d'un nouveau bloc et C3 est le bénéﬁce de la réutili-
sation d'un ancien bloc dans la ligne modiﬁée. Généralement, C3 < C2 ≤ C1.
Il est à noter que comme les blocs sont modulaires et peuvent être installés sur
les nouvelles comme sur les anciennes machines, nous ne faisons pas de distinction
entre les nouvelles et anciennes machines. Ainsi nous pouvons considérer que m∗
machines existantes dans la ligne initiale sont réutilisées dans la nouvelle ligne si∑m0
k=1 Zk > m
∗, sinon seulement
∑m0
k=1 Zk machines sont réutilisées. Comme m
∗ est
une constante, sa présence dans la fonction objectif n'inﬂuence pas le processus
d'optimisation. Par conséquent, elle peut être omise. Pour obtenir le coût de recon-
ﬁguration, il suﬃt de soustraire le coût des machines réutilisées de la valeur C(p).
La section suivante présente le modèle mathématique pour ce problème.
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4.1.4 Modèle mathématique
Le but du problème d'optimisation est de minimiser la fonction objectif (4.1)
sous les contraintes (4.2) - (4.15) ou (4.2) - (4.15').
Chaque opération de l'ensemble N doit être aﬀectée à un seul bloc exactement,
l'indice du bloc doit appartenir à l'ensemble Q(j) :∑
q∈Q(j)
Xjq = 1; j ∈ N ; (4.2)
Les contraintes de précédence doivent être respectées :∑
q′∈Q(i)
q′Xiq′ ≥
∑
q∈Q(i)
qXiq; i ∈ PredD(j); j ∈ N ; (4.3)
Les contraintes d'inclusion sont satisfaites si :∑
q∈Q(i)∩B(k)
Xiq =
∑
q∈Q(j)∩B(k)
Xjq; i, j ∈ e; e ∈ IS; k ∈ K(i); (4.4)
Les contraintes d'exclusion pour les blocs sont respectées si :∑
j∈e
Xjq ≤| e | −1; e ∈ EB; q ∈
⋂
j∈e
Q(j); (4.5)
Les contraintes d'exclusion pour les stations :∑
j∈e
∑
B(k)
⋂
Q(j)
Xjq ≤ | e | − 1; e ∈ ES; k ∈
⋂
j∈e
K(j); (4.6)
Pour calculer les temps d'exécution des blocs, des variables auxiliaires Fq ∈ [0, T0 -
τ s], q = 1, 2, . . . , q0 sont utilisées. Pour un bloc q, la valeur de Fq ne peut pas être
inférieure au temps d'exécution de l'opération la plus longue plus la constante τ b :
Fq ≥ (tj + τ b)Xjq; j ∈ N ; q ∈ Q(i); (4.7)
La somme des temps d'exécution des blocs assignés à la même station ne peut pas
excéder une valeur donnée T0 - τ s où T0 est le temps de cycle objectif. C'est ce
qu'on appelle la contrainte du temps de cycle :∑
q∈B(k)
Fq ≥ T0 − τ s; k = 1, 2, . . . ,m0; (4.8)
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Un bloc q est considéré comme créé, s'il y a au moins une opération aﬀectée à ce
bloc, c'est-à-dire si et seulement si Xjq = 1 au moins pour une opération j :
Yq ≥ Xjq; j ∈ N ; q ∈ Q(j); (4.9)
Une station k est considérée comme créée, s'il y a au moins un bloc assigné à cette
station, c'est-à-dire si et seulement si Yq = 1 au moins pour un q ∈ S(k) :
Zk ≥ Yq; k = 1, 2, . . . ,m0; q = (k − 1)n0 + 1; (4.10)
Les blocs sont créés séquentiellement dans une station de travail, c'est-à-dire le bloc
q est créé dans une station k si et seulement si le bloc q - 1 existe pour cette station :
Yq−1 − Yq ≥ 0; q ∈ B(k)\{(k − 1)n0 + 1}; k = 1, 2, . . . ,m0; (4.11)
Une station k peut être créée si la station (k -1) existe déjà :
Zk−1 − Zk ≥ 0; k = 2, 3, . . . ,m0; (4.12)
où j ∈ N ; i ∈ PredD(i) ; q= 1,2,. . ., m0n0 ; k=1,. . ., m0 ;
4.1.5 Contraintes de reconﬁguration
Comme les blocs sont modulaires et peuvent être installés sur les nouvelles
comme sur les anciennes machines, nous ne faisons pas de distinction entre les
nouvelles et anciennes machines. Il suﬃt juste de s'assurer qu'un bloc existant est
réutilisé au maximum une fois :
q0∑
q=1
Blq ≤ 1; l = 1, ..., l0; (4.13)
Un nouveau bloc peut recevoir un et seulement un ancien bloc :
l0∑
l=1
Blq ≤ 1; q = 1, ..., q0; (4.14)
Comme nous l'avons déjà annoncé, nous utilisons les hypothèses B2 (Modèle 1)
et B3 (Modèle 2) sur la réutilisabilité des boîtiers multibroches ou blocs. Nous les
modélisons comme suit.
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4.1.5.1 Modèle 1
Des opérations peuvent être supprimées d'un bloc mais aucune nouvelle opéra-
tion ne peut être ajoutée à un bloc existant (hypothèse B2) :
Xiq +Blq ≤ 1;∀i /∈ Nkl, l = 1, ..., l0; q = 1, ..., q0; (4.15)
4.1.5.2 Modèle 2
Il y a au moins une ancienne opération du bloc l assignée au bloc q qui justiﬁe
la réutilisation du bloc l (hypothèse B3) :∑
i∈Nl
Xiq ≥ Blq, l = 1, . . . , l0, q = 1, ..., q0; (4.15′)
Il est à noter que les contraintes (15) et (15') sont contradictoires et ne peuvent
pas être utilisées simultanément.
Les deux modèles présentés peuvent être implémentés comme des programmes
linéaires en variables mixtes et résolus par un solveur.
4.2 Exemple illustratif
Le problème de reconﬁguration d'une ligne de transfert à boîtiers multibroches
peut être illustré par l'exemple industriel suivant.
La pièce initiale avec 24 opérations est présentée dans la Figure 4.1. Les opé-
rations et paramètres d'usinage sont décrits dans le Tableau 4.1. Le graphe de
précédence est donné dans la Figure 4.2. Le temps de cycle de la ligne désirée T0 =
100 secondes, τ s = 0, τ b = 0, le nombre maximal de stations dans la ligne, m0 =
15 et le nombre maximal de blocs par station, n0 =4.
La ligne initiale présentée dans la Figure 4.2 comportait quatre stations de tra-
vail : la première et la deuxième avaient deux blocs chacune, la troisième trois blocs
et la quatrième quatre blocs. Le contenu en opérations de chaque bloc est également
aﬃché dans la Figure 4.2.
La nouvelle pièce à fabriquer est présentée dans la Figure 4.3. On peut constater
que les éléments 3-4 ont été supprimés et les nouveaux éléments 7-10 ont été ajoutés.
Leurs opérations et les paramètres d'usinage sont donnés dans le Tableau 4.2.
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Figure 4.1  Pièce initiale à usiner
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Tableau 4.1  Opérations et leurs paramètres
Élément usiné Type d'opération Opération Temps
tj (min)
Plan F Fraisage ébauche 1 0,93
Fraisage ﬁnition 2 1,06
Élément H1 Perçage ∅12,5 3 0,68
Laminage ∅20 4 0,16
Élément H2 Perçage ∅12,5 5 0,68
Laminage ∅20 6 0,16
Élément H3 Perçage ∅12,5 7 0,68
Laminage ∅20 8 0,16
Élément H4 Perçage ∅12,5 9 0,68
Laminage ∅20 10 0,16
Élément H5 Perçage ∅10 11 1
Élargissement ∅18 12 0,78
Perçage ∅17 13 0,64
Perçage ∅22 14 0,09
Taraudage 15 0,17
Alésage ébauche ∅29,5 16 0,09
Alésage ﬁnition ∅30 17 0,12
Élément H6 Perçage ∅10 18 1
Élargissement ∅18 19 0,78
Perçage ∅17 20 0,64
Perçage ∅22 21 0,09
Taraudage 22 0,17
Alésage ébauche ∅29,5 23 0,09
Alésage ﬁnition ∅30 24 0,12
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Figure 4.2  Graphe initial de précédence et conﬁguration initiale de la ligne
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Figure 4.3  Pièce après modiﬁcation
Tableau 4.2  Ensemble d'opérations N et leurs paramètres après modiﬁcation
Élément usiné Type d'opération Opération Temps
tj (min)
Élément H7 Perçage ∅9,2 25 0,86
Laminage ∅25 26 0,02
Fraisage ∅10 27 0,44
Élément H8 Perçage ∅9,2 28 0,86
Laminage ∅25 29 0,02
Fraisage ∅10 30 0,44
Élément H9 Perçage ∅9,8 31 0,52
Perçage ∅12 32 0,12
Fraisage ∅10 33 0,17
Élément H10 Perçage ∅9,8 34 0,52
Perçage ∅12 35 0,12
Fraisage ∅10 36 0,17
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Figure 4.4  Graphe de précédence après modiﬁcation
On peut constater que les opérations {7, 8, 9, 10} ont été supprimées de N et
les opérations {25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36} ont été introduites dans
N .
Les contraintes de précédence pour la nouvelle pièce sont données dans la Figure
4.4.
Les nouvelles contraintes d'exclusion pour les blocs sont données par : EB =
{{2, 1}, {3, 2}, {4, 3}, {5, 2}, {6, 5}, {25, 2}, {25, 26}, {28, 2}, {28,29}, {11, 2},
{12, 20}, {13, 11}, {14, 16}, {15, 4}, {15, 6}, {15, 27}, {15,30}, {15, 17}, {15, 24},
{16, 13}, {17, 12}, {18, 2}, {19, 21}, {20, 18}, {21, 23}, {22, 4}, {22, 6}, {22, 27},
{22, 17}, {22, 24}, {23, 20}, {24, 19}, {11, 4}, {11, 6}, {12, 4}, {12, 6}, {13, 4},
{13, 6}, {13, 11}, {13, 12}, {14, 3}, {14, 4}, {14, 5}, {14, 6}, {14, 11}, {14, 12},
{15, 3}, {15, 4}, {15, 5}, {15, 6}, {15, 11}, {15, 12}, {16, 3}, {16, 4}, {16, 5}, {16,
6}, {16, 25}, {16, 26}, {16, 28}, {16, 29}, {16, 30}, {16, 11}, {16, 12}, {16, 13},
{16, 14}, {16, 15}, {17, 3}, {17, 4}, {17, 5}, {17, 6}, {17, 11}, {17, 12}, {17, 13},
{17, 14}, {17, 15}, {18, 26}, {18, 29}, {18, 16}, {19, 26}, {19, 29}, {19, 16}, {20,
26}, {20, 29}, {20, 16}, {20, 18}, {20, 19}, {21, 25}, {21, 26}, {21, 28}, {21, 29},
{21, 16}, {21, 18}, {21, 19}, {22, 25}, {22, 26}, {22, 28}, {22, 29}, {22, 16}, {22,
18}, {22, 19}, {23, 3}, {23, 4}, {23, 5}, {23, 6}, {23, 25}, {23, 26}, {23, 28}, {23,
29}, {23, 11}, {23, 12}, {23, 13}, {23, 14}, {23, 15}, {23, 16}, {23, 17}, {23, 18},
{23, 19}, {23, 20}, {23, 21}, {23, 22}, {24, 25}, {24, 26}, {24, 28}, {24, 29}, {24,
16}, {24, 18}, {24, 19}, {24, 20}, {24, 21}, {24, 22}, {25, 26}, {28, 29}, {31, 32},
{34, 35}, {33, 15}, {36, 22}}.
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Les nouvelles contraintes de compatibilité pour les stations sont : IS = {{12,
19, 17, 24}, {33, 36}}, ES = {{2,3}, {2,5}, {2,25}, {2,28}, {2,31}, {2,34}, {2,11},
{2,18}}.
Les paramètres du problème de reconﬁguration sont comme suit : le coût d'une
station C1=10, le coût d'un bloc C2=2, le bénéﬁce de réutilisation d'un ancien bloc :
C3=1, T0 = 2,8 min ; τ b = 0,2 ; τ s = 0,4 min, m0 = 5, n0 = 4.
Ce problème a été résolu en utilisant le modèle (1) - (15) et le modèle (1) - (15')
à l'aide du solveur ILOG CPLEX 12.4 sur PC Intel(R), 2,20 GHz, avec 8 Go de
RAM. Les temps de résolution sont respectivement 29,42 et 84,42 secondes.
4.2.1 Solution pour le modèle MIP1
La solution obtenue pour le problème étudié avec le modèle (1) - (15) est don-
née dans la Figure 4.5. Neuf 9 blocs ont été réutilisés et deux nouveaux blocs ont
été introduits aﬁn d'adapter la ligne initiale à la nouvelle pièce. La correspondance
entre les nouveaux et les anciens blocs est comme suit : {(q1, l1 ), (q2 , l2), (q6, l9 ),
(q9, l10 ), (q7, l11 ), (q10, l13 ), (q11, l14 ), (q12, l15 ), (q14, l16 )}.
La valeur de la fonction objectif donnant le coût total de la ligne est égal à
53. Comme nous ne faisons pas de distinction entre les anciennes et les nouvelles
machines et nous considérons que la réutilisation d'une ancienne machine n'induit
aucun coût supplémentaire, nous pouvons soustraire de 53 le coût correspondant
aux quatre machines réutilisées soit 4 ∗C1=4 ∗ 10=40. Ainsi que le coût de reconﬁ-
guration est égal à 53− 30=23.
4.2.2 Solution pour le modèle MIP2
L'hypothèse B3 utilisée par le modèle MIP2 facilite la réutilisation des blocs
existants. Ainsi dans la solution obtenue avec ce modèle tous les anciens blocs ont
été réutilisés comme suit : {(q1, l1 ), (q2 , l2), (q5, l5 ), (q3, l6 ), (q6, l9 ), (q9, l10 ),
(q7, l11 ), (q10, l13 ), (q11, l14 ), (q12, l15 ), (q14, l16 )}.
Cette solution contient également le même nombre de stations que la ligne ini-
tiale, alors nous pouvons considérer que toutes les machines ont été aussi réutilisées.
La valeur de la fonction objectif donnant le coût total de la ligne est égal à 51. Si
nous en soustrayons le coût correspondant aux machines réutilisées, alors le coût de
reconﬁguration devient 51− 40=11.
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Figure 4.5  Solutions optimales de reconﬁguration (modèle 1 & 2)
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4.3 Expérimentations numériques
L'objectif de notre étude expérimentale est d'analyser l'eﬃcacité des modèles
proposés pour la résolution des instances proches des cas industriels. Pour le pro-
blème de la conﬁguration optimale des lignes de transfert à boîtiers multibroches,
un tel échantillon d'instances a été présenté dans [Battaïa et al. 2012]. Nous re-
prenons 41 instances disponibles dans la littérature et les modiﬁons aﬁn de simuler
le cas de la reconﬁguration. Les instances testées sont caractérisées par le nombre
d'opérations |N |, les valeurs m0 et n0, les contraintes de précédence, d'exclusion et
d'inclusion IS, ES et EB ainsi que par l'ensemble des blocs existants. Ces données
pour les 41 instances utilisées sont répertoriées dans l'Annexe de ce mémoire.
Les tests ont été réalisés sur un PC Intel(R), 2,20 GHz, avec 8 Go de RAM. Les
modèles ont été codés en C++ et résolus avec le solveur ILOG CPLEX 12.4.
Pour étudier l'apport de la réutilisation des équipements, nous avons également
utilisé le modèle de [Dolgui et al. 2006b] pour obtenir les conﬁgurations optimales
pour le produit initial (les résultats sont donnés dans le Tableau 4.3) et le produit
modiﬁé sans réutiliser les équipements existants (Tableau 4.4). Ces solutions seront
comparées avec les solutions fournies par nos modèles et présentées dans les Ta-
bleaux 4.5 et 4.8 pour les modèles MIP1 et MIP2, respectivement. Ces tableaux
reportent le nombre de stations (colonne "#Sts") et de blocs (colonne "#Blocs"),
le coût et le temps d'exécution pour chaque instance (colonne "N"). Le coût de la
reconﬁguration a été obtenu par soustraction du coût des machines réutilisées de la
valeur de la fonction objectif fournie par modèles MIP1 et MIP2.
Pour mettre en évidence les bénéﬁces de la reconﬁguration, les coûts suivants
sont reportés dans les Tableaux 4.6 et 4.9 ainsi que le nombre de blocs réutilisés
dans les colonnes correspondantes :
 Cnew le coût des investissements nécessaires si la ligne pour le produit modiﬁé
est conçue sans tenir compte des équipements existants (le coût de la ligne
dans le Tableau 4.4)
 Crec le coût de la reconﬁguration pour le modèle MIP1 (Tableau 4.5) ou pour
le modèle MIP2 (Tableau 4.8),
 Le pourcentage du gain obtenu par la réutilisation des équipements existants
a été calculé comme suit :
Gain =
(
Cnew − Crec
Cnew
)
∗ 100%
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Tableau 4.3  Conﬁguration de la ligne initiale
N #Sts #Blocs Coût Temps N  #Sts #Blocs Coût Temps
1 2 4 28 2,46 22 2 4 28 9,13
2 3 3 36 9,55 23 2 4 28 8,22
3 4 4 48 10,09 24 4 4 48 29,53
4 3 3 36 5,44 25 3 3 36 12,23
5 3 4 38 3,39 26 3 3 36 12,50
6 3 3 36 9,25 27 3 3 36 6,02
7 3 4 38 15,49 28 4 4 48 12,76
8 3 4 38 11,20 29 3 5 40 15,51
9 3 5 40 12,53 30 3 3 36 11,72
10 3 4 38 6,91 31 3 4 38 18,92
11 2 5 30 12,36 32 2 4 28 7,38
12 3 4 38 3,34 33 3 3 36 9,11
13 3 4 38 6,69 34 3 4 38 15,44
14 2 4 28 5,49 35 2 4 28 8,83
15 4 4 48 21,70 36 3 3 36 11,82
16 3 4 38 17,77 37 3 4 38 6,16
17 3 3 36 8,70 38 3 4 38 9,66
18 3 4 38 14,68 39 3 4 38 9,66
19 3 4 38 11,26 40 3 4 38 4,84
20 4 4 48 39,86 41 3 3 38 13,72
21 2 4 28 9,33 - - - - -
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Tableau 4.4  Conﬁguration optimale pour le nouveau produit
N #Sts #Blocs Coût Cnew Temps N #Sts #Blocs Coût Cnew Temps
1 2 5 30 7,33 22 2 4 28 14,07
2 3 4 38 5,52 23 3 4 38 23,3
3 4 5 50 6,75 24 4 4 48 36,55
4 2 4 38 11,63 25 3 3 36 14,33
5 4 4 48 13,47 26 3 4 38 2,83
6 3 3 36 7,12 27 3 3 36 11,12
7 4 5 50 23,24 28 4 4 48 20,91
8 3 5 40 26,62 29 4 5 50 20,23
9 3 6 42 45,06 30 3 4 38 21,43
10 3 4 38 14,57 31 3 4 38 21,85
11 3 4 38 30,43 32 3 3 36 16,67
12 4 4 48 20,21 33 3 5 40 22,3
13 3 4 48 20,04 34 3 5 40 57,81
14 3 4 38 5,95 35 3 3 36 13,43
15 4 5 50 48,53 36 2 4 28 4,60
16 3 4 38 14,38 37 3 4 38 4,75
17 2 4 28 7,65 38 3 4 38 23,11
18 3 4 38 9,99 39 3 4 38 25,52
19 3 4 38 21,43 40 3 5 40 8,93
20 4 4 48 20,81 41 3 4 38 13,72
21 3 5 40 23,8 - - - - -
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Tableau 4.5  Résultats pour la reconﬁguration (modèle MIP1)
N #Sts #Blocs Coût Crec Temps N #Sts #Blocs Coût Crec Temps
1 2 5 7 20 22 2 4 6 34,7
2 3 4 5 23 23 3 5 17 45,5
3 4 5 8 46,4 24 4 4 6 134,3
4 2 4 7 19,2 25 3 3 6 49,1
5 4 4 15 48,2 26 3 4 6 37,2
6 3 4 6 78,1 27 3 3 5 35,4
7 4 5 17 117,6 28 4 5 6 51,4
8 3 5 8 61,5 29 4 5 18 155,5
9 3 6 8 94,7 30 3 4 7 108
10 3 4 7 47,4 31 3 4 6 145
11 3 5 18 75,9 32 3 3 16 35,8
12 4 4 15 69,9 33 3 5 9 66,2
13 3 5 7 60,2 34 3 5 8 152,9
14 3 4 17 388,7 35 3 4 15 77,7
15 4 6 9 152,2 36 2 4 5 8,1
16 3 4 5 256,7 37 3 4 6 30,9
17 2 4 6 29,7 38 3 4 6 88,5
18 3 4 7 80,6 39 3 4 6 83,9
19 3 4 6 72 40 3 6 8 26,1
20 4 4 6 232,1 41 3 4 7 26,7
21 3 5 18 148,8 - - - - -
Nous pouvons constater que le temps de résolution du problème de résolution
est généralement supérieur à celui nécessaire pour l'optimisation de la conﬁguration
de la ligne sans tenir compte des équipements existants. Au total, la résolution de
41 instances a duré 3515,8 seconds pour le modèle MIP1 (la moyenne est de 33,97
seconds par instance), les instances du problème de la conﬁguration initiale pour
le même produit ont été résolues en 761,99 seconds (la moyenne est de 18,59 par
instance).
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Tableau 4.6  Bénéﬁces de la reconﬁguration (modèle MIP1)
N Cnew Crec Gain Blocs N Cnew Crec Gain Blocs
% réutilisés % réutilisés
1 30 7 76,67 3 22 28 6 78,57 2
2 38 5 86,84 3 23 38 17 55,26 3
3 50 8 84,00 2 24 48 6 87,50 2
4 38 7 81,58 1 25 36 36 83,33 0
5 48 15 68,75 3 26 38 6 84,21 2
6 36 6 83,33 2 27 36 5 86,11 1
7 50 17 66,00 3 28 48 6 87,50 4
8 40 8 80,00 2 29 50 18 64,00 2
9 42 8 80,95 4 30 38 7 81,58 1
10 38 7 81,58 1 31 38 6 84,21 2
11 38 18 52,63 2 32 36 16 55,56 0
12 48 15 68,75 3 33 40 9 77,50 1
13 48 7 85,42 3 34 40 8 80,00 2
14 38 17 55,26 1 35 36 15 58,33 3
15 50 9 82,00 3 36 28 5 82,14 3
16 38 5 86,84 3 37 38 6 84,21 2
17 28 6 78,57 2 38 38 6 84,21 2
18 38 7 81,58 1 39 38 6 84,21 2
19 38 6 84,21 2 40 40 8 80,00 4
20 48 6 87,50 2 41 38 7 81,58 1
21 40 18 55,00 2 - - - - -
Les gains réalisés montrent l'importance de l'optimisation du processus de la
reconﬁguration : avec 87 blocs réutilisés au total, entre 52,63% et 87,5% des inves-
tissements ont pu être économisés (avec 77,25% en moyenne).
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Tableau 4.7  Bénéﬁces de la reconﬁguration (modèle MIP1) en tenant compte du
coût de la ligne initiale
N Cnew Crec Gain Blocs N Cnew Crec Gain Blocs
% réutilisés % réutilisés
1 58 35 39,66 3 22 56 34 39,29 2
2 74 41 44,59 3 23 66 45 31,82 3
3 98 56 42,86 2 24 96 54 43,75 2
4 74 43 41,89 1 25 72 42 41,67 0
5 86 53 38,37 3 26 74 42 43,24 2
6 72 42 41,67 2 27 72 41 43,06 1
7 88 55 37,50 3 28 96 54 43,75 4
8 78 46 41,03 2 29 90 58 35,56 2
9 82 48 41,46 4 30 74 43 41,89 1
10 76 45 40,79 1 31 76 44 42,11 2
11 68 48 29,41 2 32 64 44 31,25 0
12 86 53 38,37 3 33 76 45 40,79 1
13 86 45 47,67 3 34 78 46 41,03 2
14 66 45 31,82 1 35 64 43 32,81 3
15 98 57 41,84 3 36 64 41 35,94 3
16 76 43 43,42 3 37 76 44 42,11 2
17 64 42 34,38 2 38 76 44 42,11 2
18 76 45 40,79 1 39 76 44 42,11 2
19 76 44 42,11 2 40 78 46 41,03 4
20 96 54 43,75 2 41 76 45 40,79 1
21 68 46 32,35 2 - - - - -
Comme la reconﬁguration n'est pas possible sans la réutilisation des équipe-
ments de la ligne initiale, dans le Tableau 4.7 nous calculons les gains réalisés grâce
à la reconﬁguration en tenant compte du coût de la ligne initiale. Avec ce calcul,
entre 29,41% et 47,67% des investissements ont pu être économisés (avec 39,8% en
moyenne).
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Tableau 4.8  Résultats pour la reconﬁguration (modèle MIP2)
N #Sts #Blocs Coût Crec Temps N #Sts #Blocs Coût Crec Temps
1 2 5 6 8,45 22 2 4 5 13,27
2 3 4 5 9,89 23 3 4 14 22,21
3 4 5 6 18,45 24 4 4 4 43,14
4 2 4 5 4,86 25 3 3 3 6,24
5 4 4 14 26,3 26 3 4 5 26,91
6 3 3 3 6,16 27 3 3 3 23,55
7 4 5 16 38,06 28 4 4 4 16,48
8 3 5 6 29,35 29 4 5 15 17,17
9 3 6 7 58,98 30 3 4 5 35,72
10 3 4 4 24,94 31 3 4 4 19,7
11 3 4 14 38,84 32 3 3 13 28,5
12 4 4 14 48,36 33 3 5 7 25,67
13 3 4 4 23,91 34 3 5 6 69,6
14 3 4 14 7,73 35 3 3 13 20,2
15 4 5 6 177,38 36 2 3 4 7,69
16 3 4 4 20,24 37 3 4 5 7,37
17 2 4 5 10,1 38 3 4 4 30,81
18 3 4 4 30 39 3 4 4 26,56
19 3 4 4 19,35 40 3 5 6 22,51
20 4 4 4 81,22 41 3 4 5 27,26
21 3 5 16 46,33 - - - - -
Avec le temps de résolution total égal à 1219,46 seconds pour le modèle MIP2
(la moyenne est de 29,74 seconds par instance), le problème correspondant au mo-
dèle MIP2 semble être plus facile à résoudre que le modèle MIP1, mais il reste plus
diﬃcile à résoudre que le problème de la conﬁguration initiale pour le même produit.
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Tableau 4.9  Bénéﬁces de la reconﬁguration (modèle MIP2)
N Cnew Crec Gain Blocs N Cnew Crec Gain Blocs
% réutilisés % réutilisés
1 30 6 80,00 4 22 28 5 82,14 3
2 38 5 86,84 3 23 38 14 63,16 4
3 50 6 88,00 4 24 48 4 91,67 4
4 38 5 86,84 3 25 36 3 91,67 3
5 48 14 70,83 4 26 38 5 86,84 3
6 36 3 91,67 3 27 36 3 91,67 3
7 50 16 68,00 4 28 48 4 91,67 4
8 40 6 85,00 4 29 50 15 70,00 5
9 42 7 83,33 5 30 38 5 86,84 3
10 38 4 89,47 4 31 38 4 89,47 4
11 38 14 60,15 4 32 36 13 63,88 3
12 48 14 70,83 4 33 40 7 82,50 3
13 48 4 91,67 4 34 40 6 85,00 4
14 38 14 63,16 4 35 36 13 63,88 3
15 50 6 88,00 4 36 28 4 85,71 2
16 38 4 89,47 4 37 38 5 86,84 3
17 28 5 82,14 3 38 38 4 89,47 4
18 38 4 89,47 4 39 38 4 89,47 4
19 38 4 89,47 4 40 40 6 85,00 4
20 48 4 91,67 4 41 38 5 86,84 3
21 40 16 60,00 4 - - - - -
Comme l'hypothèse B3 utilisée par le modèle MIP2 facilite la réutilisation des
blocs existants, les gains réalisés en utilisant le modèle MIP2 sont plus importants
que pour le modèle MIP1 : avec 150 blocs réutilisés au total, entre 60% et 91,67%
des investissements ont pu être économisés (avec 82,26% en moyenne). .
4.3. Expérimentations numériques 81
Tableau 4.10  Bénéﬁces de la reconﬁguration (modèle MIP2) en tenant compte du
coût de la ligne initiale
N Cnew+Cin Crec+Cin Gain Blocs N Cnew Crec Gain Blocs
% réutilisés % réutilisés
1 58 34 41,38 4 22 56 33 41,07 3
2 74 41 44,59 3 23 66 42 36,36 4
3 98 54 44,90 4 24 96 52 45,83 4
4 74 41 44,59 3 25 72 39 45,83 3
5 86 52 39,53 4 26 74 41 44,59 3
6 72 39 45,83 3 27 72 39 45,83 3
7 88 54 38,64 4 28 96 52 45,83 4
8 78 44 43,59 4 29 90 55 38,89 5
9 82 47 42,68 5 30 74 41 44,59 3
10 76 42 44,74 4 31 76 42 44,74 4
11 68 44 35,29 4 32 64 41 35,94 3
12 86 52 39,53 4 33 76 43 43,42 3
13 86 42 51,16 4 34 78 44 43,59 4
14 66 42 36,36 4 35 64 41 35,94 3
15 98 54 44,90 4 36 64 40 37,50 2
16 76 42 44,74 4 37 76 43 43,42 3
17 64 41 35,94 3 38 76 42 44,74 4
18 76 42 44,74 4 39 76 42 44,74 4
19 76 42 44,74 4 40 78 44 43,59 4
20 96 52 45,83 4 41 76 43 43,42 3
21 68 44 35,29 4
Comme la reconﬁguration n'est pas possible sans la réutilisation des équipements
de la ligne initiale, dans le Tableau 4.10 nous calculons les gains réalisés grâce à
la reconﬁguration en tenant compte du coût de la ligne initiale. Avec ce calcul,
entre 35,29% et 51,16% des investissements ont pu être économisés (avec 42,41% en
moyenne).
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4.4 Conclusion
Le problème de la reconﬁguration des lignes de transfert a été considéré. Ce
problème se pose lorsqu'une ligne existante doit être mise à jour aﬁn de répondre
aux nouvelles exigences de la production imposées par les nouvelles caractéristiques
du produit à fabriquer. L'objectif était de réduire les nouveaux investissements en
réutilisant les stations et les blocs existants autant que possible.
Deux modèles mathématiques avec les hypothèses de réutilisation diﬀérentes ont
été proposés : (1) des opérations peuvent être supprimées d'un boîtier multibroche
mais aucune opération ne peut être ajoutée à un boîtier multibroche existant, (2)
des opérations peuvent être supprimées et des nouvelles opérations peuvent être
ajoutées à un boîtier multibroche existant si toutes les contraintes d'exclusion des
blocs sont respectées.
Pour ces nouveaux problèmes d'optimisation, des méthodes exactes ont été dé-
veloppées et évaluées sur un cas industriel et sur un échantillon des instances dis-
ponibles dans la littérature. Les résultats obtenus montrent que la reconﬁguration
d'une ligne existante permet des économies d'investissement jusqu'à 91% par rap-
port à l'installation d'une nouvelle ligne.
Néanmoins, les modèles proposés se basent sur l'hypothèse qu'il est possible d'es-
timer le bénéﬁce ﬁnancier obtenu par la réutilisation d'un boîtier multibroche. Mal-
heureusement, en pratique, la valeur exacte de ce bénéﬁce est parfois non-mesurable.
Pour pallier à cette situation, nous proposerons, dans le chapitre suivant, l'approche
goal programming pour la reconﬁguration de lignes de transfert qui ne requiert pas
cette information du décideur. A la ﬁn du chapitre suivant, nous comparerons cette
nouvelle méthode à l'utilisation du modèle MIP que nous venons de présenter.
Les résultats de nos travaux sur le développement de modèles MIP pour la recon-
ﬁguration des lignes de transfert ont été présentés à la ROADEF'2013 [Makssoud
et al. 2013e] et ont donné lieu à 2 articles publiés dans les actes des conférences
internationales : INCOM'2012 [Makssoud et al. 2012b] et IESM'2013 [Makssoud
et al. 2013c] à un chapitre de livre [Makssoud et al. 2013f] ainsi qu'à 2 publications
dans les revues internationales : International Journal of Advanced Manufacturing
Technology [Makssoud et al. 2014] et Journal of Mathematical Modelling and Al-
gorithms in Operations Research [Battaïa et al. 2013].
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5.1 Méthode de goal programming : notions de base
Dans ce chapitre, nous développons une approche de programmation par objectif
(Goal Programming) pour optimiser la reconﬁguration de lignes de transfert. C'est
une technique souvent utilisée dans la littérature pour la résolution de problèmes
multi-objectifs. Cette technique vise à optimiser plusieurs fonctions objectif selon
des poids donnés à chaque objectif.
Le principe de cette technique consiste à introduire des variables auxiliaires nom-
mées déviations par rapport aux objectifs et de minimiser la somme pondérée des
déviations. Ces dernières repr±entent la distance entre les niveaux d'aspiration des
objectifs et les résultats réalisés. Deux genres de déviations sont pris en compte, la
sur-réalisation de l'objectif qui est représentée par une déviation positive d+ et la
sous-réalisation de l'objectif qui est représentée par une déviation négative d−.
Le modèle Goal Programming (GP) comporte deux ensembles de contraintes,
les contraintes système et les contraintes but. Les contraintes système sont formu-
lées comme dans la programmation linéaire, tandis que les contraintes but sont
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des contraintes auxiliaires qui déterminent la meilleure solution possible respectant
l'ensemble d'objectifs désirés.
Dans ce chapitre, cette approche sera appliquée pour la reconﬁguration des lignes
de transfert. Nous commençons la présentation par le modèle mathématique déve-
loppé. Ce modèle sera illustré sur un exemple, puis évalué sur le même échantillon
de problèmes que dans le chapitre 4.
5.2 Modélisation du problème de reconﬁguration
de lignes de transfert à boîtiers multibroches
Nous reprenons les hypothèses suivantes déjà utilisées dans le chapitre 4 pour le
modèle MIP2 :
 Des opérations peuvent être supprimées d'un boîtier multibroche mais aucune
opération ne peut être ajoutée à un boîtier existant (hypothèse B2).
 Tous les boîtiers multibroches sont conçus suivant les principes de modula-
rité : des boîtiers multibroches peuvent etre supprimés de leur station initiale
et installées à n'importe quelle autre station de la ligne. Un nouveau boîtier
peut etre intercalé entre deux anciennes (hypothèse M4).
Par rapport au modèle (4.2 - 4.15') du chapitre 4, nous introduisons les notions
supplémentaires suivantes :
 (d−1 , d
+
1 ) et (d
−
2 , d
+
2 ) sont respectivement appelées la sous - réalisation et la
sur - réalisation des objectifs 1 et 2 du modèle,
 w1, w2 sont les poids des objectifs où w1 + w2 = 1.
5.2.1 Contraintes des buts à atteindre et fonction objectif
L'objectif de ce modèle est de maximiser la réutilisation des équipements de la
ligne existante pour minimiser les coûts complémentaires de reconﬁguration. Nous
avons donc deux buts à atteindre, le premier "But 1" est de réutiliser toutes les
machines de la ligne initiale :
m0∑
k=1
Zk −m∗ − d+1 + d−1 = 0; (5.1)
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Le second "But 2" est de réutiliser tous les blocs de la ligne initiale :
q0∑
q=1
Yq −
l0∑
l=1
q0∑
q=1
Blq − d+2 + d−2 = 0; (5.2)
La fonction objectif vise la réutilisation de tous les équipements existants dans
la ligne initiale :
Minimize (w1(d
−
1 , d
+
1 ) + w2(d
−
2 , d
+
2 )); (5.3)
En résumé, le modèle "GP" comprend les contraintes (4.2 - 4.14, 4.15') reprises
du modèle 2 du chapitre 4, contraintes (5.1 - 5.2) mentionnées ci-dessus et la fonction
objectif 5.3.
5.3 Exemple illustratif
La pièce initiale à usiner présentée dans la Figure 5.2 requiert 16 opérations. Les
opérations et leurs paramètres sont donnés dans le Tableau 5.1.
Les contraintes de compatibilité concernant les opérations deux à deux sont :
 ES= {{2,5},{2,9},{2,13},{3,4},{3,5},{3,9},{3,13}} ;
 EB = {{1,2}, {2,3}, {6,7},{7,8}, {10,11},{11,12}, {13,14}, {14,l5}, {8, 16}} ;
 IS = {{7, 11}}.
Les contraintes de précédence sont représentées par un graphe orienté dans la
Figure 5.1.
Figure 5.1  Graphe représentant les contraintes de précédence
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Figure 5.2  Pièce initiale à usiner
Tableau 5.1  Paramètres d'opérations.
Elément usiné Opération Numéro d'opération Temps d'exécution tj
Plan F Laminage 1 0,54
Laminage ﬁnition 2 0,62
Rainure Laminage 3 0,50
Laminage ﬁnition 4 0,58
Perçage 5 0,95
Élément H1 Fraisage en bout 6 0,21
Fraisage 7 0,29
Taraudage 8 0,09
Perçage 9 0,95
Élément H2 Fraisage en bout 10 0,21
Fraisage 11 0,29
Taraudage 12 0,09
Perçage 13 1,18
Élément H3 Lamage 14 0,29
Fraisage 15 0,43
Alésage 16 0,80
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Les autres paramètres du problème sont : le coût d'une station C1=10, le coût
d'un bloc C2=2, T0=2,75 ; τ b=0,3 ; τ s=0,2 ; n0=4 ; m0=4 ;
Une solution optimale pour la conﬁguration de cette ligne de transfert a été ob-
tenue par un programme linéaire en nombres mixtes présenté dans [Guschinskaya
& Dolgui 2009]. Elle est donnée dans la Figure 5.3. Cette solution comprend trois
stations : la première a deux blocs et trois opérations aﬀectées, la seconde station
contient un bloc et neuf opérations aﬀectées et la troisième est composée de deux
blocs et quatre opérations. Le coût de la ligne totale est égal à 42.
Figure 5.3  Solution optimale pour la ligne initiale
Supposons maintenant que le produit a été changé par le client et une nouvelle
pièce (présentée dans la Figure 5.4) devrait être produite. La nouvelle pièce est
obtenue en supprimant l'élément H2 et en ajoutant l'élément H4 (les détails concer-
nant cet élément sont donnés dans le Tableau 5.2). Par conséquent, les opérations
{9, 10, 11, 12} ont été supprimées de N et les opérations {17, 18, 19, 20} ont été
ajoutées.
Figure 5.4  Nouvelle pièce à usiner
Les nouvelles contraintes de compatibilité sont :
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Tableau 5.2  Les opérations et leurs paramètres
Elément usiné Opération Numéro d'opération Temps d'exécution tj
Perccage 17 1,18
Trou H4 Lamage 18 0,29
Fraisage 19 0,43
Alésage 20 0,80
 Ensemble des contraintes d'exclusion au niveau des stations : ES = {{2,5}, {
2,17},{ 3,4},{ 3,5}, { 3,13}, { 3,17}} ;
 Ensemble des contraintes d'exclusion au niveau des blocs EB = {{1, 2}, {2,
3}, {6, 7}, {7, 8}, {13, 14}, {13, 18}, {13, 19}, {14, l5}, {14, 17}, {14, 18},
{14, 19}, {15, 16}, {15, 17}, {15, 18}, {15, 19}, {17, 18}, {18, 19}, {19, 20}} ;
 Il n'existe pas des contraintes d'inclusion au niveau des stations.
Les contraintes de précédence pour la nouvelle pièce sont données dans la Figure
5.5.
Figure 5.5  Nouveau graphe de précédence
La valeur de la fonction objectif pour la solution est égale  à 1,5 ; d+1 = 0 ; d
−
1 =
0 ; d+2 = 2 ; d
−
2 = 0 ; w1 = w2 = 0,5.
Toutes les stations et tous les blocs ont été réutilisés, deux nouveaux blocs et une
station ont été nécessaires pour adapter la ligne initiale pour produire la nouvelle
pièce.
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Figure 5.6  Solution optimale pour le nouveau problème
5.4 Expérimentations numériques
Pour analyser la performance du modèle proposé, nous utilisons les mêmes ins-
tances que dans le chapitre 4, puis nous comparons les solutions fournies par le
modèle GP avec les solutions trouvées dans le chapitre 4.
Dans les Tableaux 5.3-5.11 de même structure, nous présentons les résultats ob-
tenus en tenant compte des deux objectifs de réutilisation des équipements et en
attribuant à chaque fois un poids diﬀérent à chacun des deux objectifs. Dans ces
tableaux, la deuxième colonne donne le nombre de stations, les troisième et qua-
trième colonnes présentent le nombre de blocs et le nombre de blocs réutilisés, la
cinquième collone reporte le coût de la reconﬁguration de la ligne et la sixième le
temps de résolution de chaque instance.
L'avantage de la méthode GP réside dans le fait qu'elle ne requiert pas du dé-
cideur des informations sur les bénéﬁces de la réutilisation de chaque équipement.
Le décideur peut indiquer tout simplement qu'il souhaite que tous les équipements
soient réutilisés. Néanmoins, il devra préciser les poids qu'il donne aux deux objec-
tifs utilisés : la proportion entre ces poids peut correspondre à la proportion des
coûts d'une nouvelle machine et un nouveau bloc, par exemple.
Du fait que le modèle GP n'utilise pas les coûts C1, C2, C3, la comparaison
entre ses résultats et ceux obtenus en utilisant le modèle MIP2 n'est pas vraiment
justiﬁée. Néanmoins, nous avons calculé les coûts de la reconﬁguration en utilisant
les mêmes valeurs des coûts que dans le chapitre 4, à savoir : C1=10, C2=2, C3=1.
Ensuite, dans les Tableaux 5.8 et 5.9, nous indiquons pour chaque instance, le coût
de la reconﬁguration obtenu avec le modèle MIP2 et celui du modèle GP.
Dans les Figures 5.7, 5.8 et 5.9, nous comparons les taux de réutilisation des
équipements obtenus avec les modèles MIP2 et GP pour w1 = 0, 8 et w2 = 0, 2.
Le temps de résolution pour GP est légèrement supérieur à celui de la méthode
MIP2 tout en restant du même ordre de grandeur : 1632,85 secondes au total pour
GP (39,83 secondes en moyenne) et 1219,46 secondes au total pour MIP2 (29,74
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secondes en moyenne).
Tableau 5.3  Résultats pour GP (w1 = 0,1 et w2 = 0,9)
N
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B
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3
4
4
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22
3
3
3
13
19
,4
8
2
3
4
3
5
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23
3
4
4
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,5
3
4
5
4
6
51
24
4
4
4
4
6
4
3
4
3
5
35
25
3
3
3
3
24
,6
5
4
4
4
14
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,9
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3
4
3
5
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,4
6
3
3
3
3
3,
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3
3
3
3
8,
9
7
4
5
4
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,6
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4
4
4
4
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,6
8
4
4
4
14
23
8,
4
29
4
5
4
16
38
9
4
5
5
15
25
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1
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3
4
3
5
16
2,
8
10
3
4
4
4
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,1
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3
4
4
4
4,
8
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3
5
5
15
24
,8
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3
4
4
14
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,9
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4
4
4
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14
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6
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3
5
3
7
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4
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3
4
4
4
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6
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4
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5
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3
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3
3
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-
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Tableau 5.4  Résultats pour GP (w1 = 0,2 et w2 = 0,8)
N
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4
3
4
5
4
6
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0
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4
4
4
4
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4
3
4
3
5
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4,
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3
3
3
3
10
1,
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5
4
5
3
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,3
2
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3
4
3
5
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3
6
3
3
3
3
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3
3
3
3
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7
4
5
4
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28
4
4
4
4
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,4
2
8
4
4
4
14
20
4,
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29
4
5
5
15
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,1
9
4
5
5
15
22
1,
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3
4
3
5
15
9,
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3
4
4
4
57
,2
6
31
3
4
4
4
5,
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3
5
5
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17
3,
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3
4
4
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,6
2
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4
4
4
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4,
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3
5
3
7
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4,
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3
4
4
4
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,7
9
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4
4
4
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3
4
4
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3
4
4
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5
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4
5
2
8
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3
4
3
5
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3
4
4
4
4,
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3
5
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7
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4
3
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3
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3
4
4
4
12
,6
9
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8
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4
4
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4
4
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6
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4
4
4
4
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3
4
3
5
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3
5
4
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-
-
-
-
-
-
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Tableau 5.5  Résultats pour GP (w1 = 0,3 et w2 = 0,7)
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14
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3
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3
4
3
5
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,6
1
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3
4
4
4
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1
18
3
4
4
4
34
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6
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3
4
4
4
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4
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4
3
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4
4
4
4,
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3
4
3
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3
21
3
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3
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Tableau 5.6  Résultats pour GP (w1 = 0,4 et w2 = 0,6)
N
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4
4
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5
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,7
3
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4
4
4
14
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3
3
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4
5
4
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2
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4
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4
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4
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4
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9,
3
20
4
4
4
4
5,
39
41
3
4
3
5
23
,5
5
21
3
5
4
16
47
6,
77
-
-
-
-
-
-
94
Chapitre 5. Utilisation de Goal Programming pour la reconﬁguration
des lignes de transfert
Tableau 5.7  Résultats pour GP (w1 = 0,5 et w2 = 0,5)
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1
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16
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11
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4
28
4
4
4
4
19
,8
2
8
3
5
4
6
26
,1
1
29
4
5
5
15
36
,0
6
9
4
5
4
16
36
0,
67
30
3
4
3
5
55
,1
6
10
3
4
4
4
78
,1
4
31
3
4
4
4
5,
14
11
3
5
5
15
34
,1
4
32
3
4
4
14
12
,0
9
12
4
4
4
14
13
,9
4
33
3
5
3
7
12
0,
35
13
3
4
4
4
17
,7
34
4
4
4
6
85
,4
4
14
4
4
3
14
33
,2
5
35
3
4
4
14
17
,6
1
15
4
5
4
6
51
0,
65
36
3
4
3
5
31
,0
7
16
3
4
4
3
4,
85
37
3
4
3
5
5,
41
17
3
4
3
5
22
,5
5
38
3
4
4
4
5
18
3
4
4
4
15
,0
6
39
3
4
4
4
6,
69
19
3
4
4
4
2,
91
40
4
4
4
14
13
6,
17
20
4
4
4
4
5,
66
41
3
4
3
5
47
,2
6
21
3
5
4
16
30
6,
15
-
-
-
-
-
-
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Tableau 5.8  Résultats pour GP (w1 = 0,6 et w2 = 0,4)
N

#
St
s
#
B
lo
cs
#
B
lo
cs
C
oû
t
T
em
ps
N

#
St
s
#
B
lo
cs
#
B
lo
cs
C
oû
t
T
em
ps
ré
ut
ili
sé
s
ré
ut
ili
sé
s
1
2
5
4
6
5,
39
22
2
4
3
5
16
,2
7
2
3
4
3
5
18
,8
6
23
3
4
4
14
18
,9
2
3
4
5
4
6
36
,5
6
24
4
4
4
4
5,
35
4
3
4
3
5
11
,1
6
25
3
3
3
3
58
,9
5
5
4
4
4
14
31
,6
5
26
3
4
3
5
67
,9
6
3
3
3
3
3,
29
27
3
3
3
3
8,
65
7
4
5
4
16
18
,1
8
28
4
4
4
4
22
,6
3
8
3
5
4
6
21
,0
7
29
4
5
5
15
17
,6
1
9
3
6
5
7
31
5,
82
30
3
4
3
5
48
,8
5
10
3
4
4
4
22
,9
7
31
3
4
4
4
5,
05
11
3
5
5
15
20
,2
9
32
3
4
4
14
18
,8
4
12
4
4
4
14
6,
45
33
3
5
3
7
44
,9
4
13
3
4
4
4
70
,1
3
34
3
5
4
6
87
,3
1
14
3
4
4
14
40
,4
8
35
3
4
4
14
18
,0
1
15
4
5
4
6
59
,6
36
3
4
3
5
21
,6
16
3
4
4
4
4,
83
37
3
4
3
5
3,
29
17
3
4
3
5
23
,7
1
38
3
4
4
4
17
,4
5
18
3
4
4
4
42
,0
4
39
3
4
4
4
7,
47
19
3
4
4
4
2,
66
40
3
5
4
6
55
,5
2
20
4
4
4
4
5,
35
41
3
4
3
5
46
,7
21
3
5
4
16
14
7,
85
-
-
-
-
-
-
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Tableau 5.9  Résultats pour GP (w1 = 0,7 et w2 = 0,3)
N

#
St
s
#
B
lo
cs
#
B
lo
cs
C
oû
t
T
em
ps
N

#
St
s
#
B
lo
cs
#
B
lo
cs
C
oû
t
T
em
ps
ré
ut
ili
sé
s
ré
ut
ili
sé
s
1
2
5
4
6
7,
42
22
2
4
3
5
13
,0
5
2
3
4
3
5
25
,2
2
23
3
4
4
14
24
,9
1
3
4
5
4
6
21
,6
3
24
4
4
4
4
5,
25
4
3
4
3
5
15
,6
9
25
3
3
3
3
50
,8
4
5
4
4
4
14
26
,9
1
26
3
4
3
5
27
,7
9
6
3
3
3
3
3,
32
27
3
3
3
3
8,
68
7
4
5
4
16
37
,4
5
28
4
4
4
4
32
,6
6
8
3
5
4
6
4,
89
29
3
3
3
3
29
,4
3
9
3
6
5
7
18
3,
8
30
3
4
3
5
23
,0
8
10
3
4
4
4
19
,1
5
31
3
4
4
4
5,
19
11
3
5
5
15
36
1,
76
32
3
4
4
14
23
,0
1
12
4
4
4
14
4,
63
33
3
5
3
7
58
,5
13
3
4
4
4
74
,2
2
34
3
5
4
6
68
,2
1
14
3
4
4
14
6,
58
35
3
4
4
14
15
,4
5
15
4
5
4
6
46
0,
28
36
3
4
3
5
25
,8
6
16
3
4
4
4
4,
38
37
3
4
3
5
3,
22
17
3
4
3
5
38
,5
9
38
3
4
4
4
5,
41
18
3
4
4
4
26
,3
7
39
3
4
4
4
7,
65
19
3
4
4
4
2,
35
40
3
5
4
6
46
,2
2
20
4
4
4
4
4,
46
41
3
4
3
5
35
,7
8
21
3
5
4
16
12
0,
41
-
-
-
-
-
-
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Tableau 5.10  Résultats pour GP (w1 = 0,8 et w2 = 0,2)
N

#
St
s
#
B
lo
cs
#
B
lo
cs
C
oû
t
T
em
ps
N

#
St
s
#
B
lo
cs
#
B
lo
cs
C
oû
t
T
em
ps
ré
ut
ili
sé
s
ré
ut
ili
sé
s
1
2
5
4
6
6,
19
22
2
4
3
5
9,
85
2
3
4
3
5
64
,5
8
23
3
4
4
14
13
,4
3
3
4
5
4
6
51
,5
2
24
4
4
4
4
5,
42
4
3
4
3
5
18
,9
5
25
3
3
3
3
45
,5
6
5
4
4
4
14
69
,0
1
26
3
4
3
5
27
,7
3
6
3
3
3
3
3,
29
27
3
3
3
3
5,
52
7
4
5
4
16
25
,4
4
28
4
4
4
4
35
,2
8
8
3
5
4
6
5,
55
29
4
5
5
15
43
,4
9
9
3
6
5
7
20
3,
55
30
3
4
3
5
46
,9
5
10
3
4
4
4
17
,2
5
31
3
4
4
4
4,
97
11
3
4
4
14
19
9,
16
32
3
3
3
13
16
,3
6
12
4
4
4
14
4,
57
33
3
5
3
7
67
,6
8
13
3
4
4
4
13
,6
1
34
3
5
4
6
47
,3
1
14
3
4
4
14
20
,5
4
35
3
4
4
14
21
,6
5
15
4
5
4
6
17
8,
59
36
3
4
3
5
20
,3
2
16
3
4
4
4
4,
85
37
3
4
3
5
4,
19
17
3
4
3
5
11
,3
5
38
3
4
4
4
5,
91
18
3
4
4
4
31
,4
39
3
4
4
4
8,
17
19
3
4
4
4
2,
43
40
3
5
4
6
15
6,
93
20
4
4
4
4
4,
6
41
3
4
3
5
31
,6
21
3
5
4
16
78
,1
-
-
-
-
-
-
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Tableau 5.11  Résultats pour GP (w1 = 0,9 et w2 = 0,1)
N

#
St
s
#
B
lo
cs
#
B
lo
cs
C
oû
t
T
em
ps
N

#
St
s
#
B
lo
cs
#
B
lo
cs
C
oû
t
T
em
ps
ré
ut
ili
sé
s
ré
ut
ili
sé
s
1
2
4
3
5
4,
97
22
2
4
3
5
8,
2
2
3
4
3
5
28
,1
4
23
3
4
4
14
14
,5
3
3
4
5
4
6
54
,9
1
24
4
4
4
4
5,
86
4
3
4
3
5
39
,2
9
25
3
3
3
3
56
,1
6
5
4
4
4
14
63
,3
2
26
3
4
3
5
35
,7
3
6
3
3
3
3
3,
44
27
3
3
3
3
5,
94
7
4
5
4
16
46
,9
5
28
4
4
4
4
91
,2
9
8
3
5
4
6
5,
31
29
4
4
4
14
28
,9
2
9
3
6
5
7
95
,0
2
30
3
4
3
5
58
,3
7
10
3
4
4
4
21
,4
8
31
3
4
4
4
5,
08
11
3
5
5
15
20
,0
3
32
3
4
4
14
17
,2
12
4
4
4
14
4,
29
33
3
5
3
7
43
,3
13
3
4
4
4
12
,1
34
3
5
4
6
38
,2
14
3
4
4
14
12
,8
3
35
3
4
3
14
21
,7
9
15
4
5
4
6
13
5,
05
36
3
4
3
5
21
,5
5
16
3
4
4
4
4,
47
37
3
4
3
5
4,
29
17
3
4
3
5
9,
06
38
3
4
4
4
5,
24
18
3
4
4
4
17
,5
1
39
3
4
4
4
8,
19
19
3
4
4
4
2,
43
40
3
5
4
6
33
,3
20
4
4
4
4
4,
58
41
3
4
3
5
16
,5
8
21
3
5
4
16
50
,4
8
-
-
-
-
-
-
5.4. Expérimentations numériques 99
Tableau 5.12  Comparaison entre MIP et GP
N

M
IP
w
1
=
0,
1
w
1
=
0,
2
w
1
=
0,
3
w
1
=
0,
4
w
1
=
0,
5
w
1
=
0,
6
w
1
=
0,
7
w
1
=
0,
8
w
1
=
0,
9
w
2
=
0,
9
w
2
=
0,
8
w
2
=
0,
7
w
2
=
0,
6
w
2
=
0,
5
w
2
=
0,
4
w
2
=
0,
3
w
2
=
0,
2
w
2
=
0,
1
1
6
14
14
14
14
6
6
6
6
6
2
5
5
5
5
5
5
5
5
5
5
3
6
6
6
6
6
6
6
6
6
6
4
5
5
5
5
5
5
5
5
5
5
5
14
14
17
14
14
14
14
14
14
14
6
3
3
3
3
3
3
3
3
3
3
7
16
16
16
16
16
16
16
16
16
16
8
6
14
14
14
14
6
6
6
6
6
9
7
15
15
15
15
16
7
7
7
7
10
4
4
4
4
4
4
4
4
4
4
11
14
15
15
15
15
15
15
15
14
15
12
14
14
14
14
14
14
14
14
14
14
13
4
4
4
4
4
4
4
4
4
4
14
14
14
14
14
14
14
14
14
14
14
15
6
6
8
6
6
6
6
6
6
6
16
4
4
4
4
4
4
4
4
4
4
17
5
5
5
5
5
5
5
5
5
5
18
4
4
4
4
4
4
4
4
4
4
19
4
4
4
4
4
4
4
4
4
4
20
4
4
4
4
4
4
4
4
4
4
21
16
16
16
17
16
16
16
16
16
16
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Tableau 5.13  Comparaison entre MIP et GP
N

M
IP
w
1
=
0,
1
w
1
=
0,
2
w
1
=
0,
3
w
1
=
0,
4
w
1
=
0,
5
w
1
=
0,
6
w
1
=
0,
7
w
1
=
0,
8
w
1
=
0,
9
w
2
=
0,
9
w
2
=
0,
8
w
2
=
0,
7
w
2
=
0,
6
w
2
=
0,
5
w
2
=
0,
4
w
2
=
0,
3
w
2
=
0,
2
w
2
=
0,
1
22
5
13
13
13
13
5
5
5
5
5
23
14
14
14
14
14
14
14
14
14
14
24
4
4
4
4
4
4
4
4
4
4
25
3
3
3
3
3
3
3
3
3
3
26
5
5
5
5
5
5
5
5
5
5
27
3
3
3
3
3
3
3
3
3
3
28
4
4
4
4
4
4
4
4
4
4
29
15
16
15
15
15
15
15
16
15
16
30
5
5
5
5
5
5
5
5
5
5
31
4
4
4
4
4
4
4
4
4
4
32
13
14
14
14
13
14
14
14
13
14
33
7
7
7
7
7
7
7
7
7
7
34
6
14
14
14
14
6
6
6
6
6
35
13
14
14
13
14
14
14
14
14
14
36
4
5
5
5
4
5
5
5
5
5
37
5
5
5
5
5
5
5
5
5
5
38
4
4
4
4
4
4
4
4
4
4
39
4
4
4
4
4
4
4
4
4
4
40
6
14
14
14
14
14
6
6
6
6
41
5
5
5
5
5
5
5
5
5
5
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Figure 5.7  Comparaison au regard du critère du nombre de stations
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Figure 5.8  Comparaison au regard du critère du nombre de blocs
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Figure 5.9  Comparaison au regard du critère du nombre de blocs réutilisés
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Dans un premier temps, nous comparons la réutilisation des stations réalisée
par les deux méthodes. La Figure 5.5 montre que les résultats obtenus sont très
proches. Néanmoins, pour 3 instances, le modèle GP fournit des solutions qui réuti-
lisent toutes les stations de la ligne initiale, alors que le modèle MIP2 élimine une
station à chaque fois.
Nous pouvons aussi constater que les blocs sont mieux réutilisés grâce à la mé-
thode GP pour les instances 35 et 36. Ainsi nous pouvons conclure que la méthode
GP atteint mieux l'objectif de maximisation des équipements réutilisés. Néanmoins,
pour certaines valeurs des poids attribués aux objectifs, les coût de la reconﬁgura-
tion sont plus élevés que ceux pour les solutions trouvées en utilisant le modèle
MIP2.
Comme nous avons déjà énoncé, la comparaison des coûts de reconﬁguration
entre les deux méthodes n'est pas vraiment possible, car la méthode GP devrait
être utilisée si la valeur C3 représentant le bénéﬁce de la réutilisation d'un bloc ne
peut pas être estimée. Cependant, si nous utilisons les mêmes valeurs des coûts que
dans le chapitre 4, à savoir : C1=10, C2=2, C3=1, les coûts de reconﬁguration four-
nis par la méthode GP avec w1 = 0, 8 w2 = 0, 2 sont identiques à ceux obtenus avec
le modèle MIP2 sauf pour les instances 35 et 36. Ainsi la réutilisation de tous les
blocs de la ligne initiale résulte en une augmentation des coûts de reconﬁguration
par rapport au résultat obtenu par la méthode MIP2. Il est à noter que cette obser-
vation ne serait plus valable, si les valeurs suivantes avaient été utilisées : C1=10,
C2=2, C3=2. Bien évidemment, la qualité des solutions fournies par la méthode GP
en termes de nombre de stations et de blocs réutilisés dépend fortement des poids
w1 et w2 attribués aux objectifs du programme GP.
5.5 Conclusion
Dans ce chapitre, nous avons développé la méthode goal programming pour ré-
soudre le problème de la reconﬁguration des lignes de transfert. Les deux objectifs
suivants étaient visés : réutiliser toutes les machines et tous les blocs existants dans
la ligne initiale. Cette méthode a été appliquée sur le même échantillon de problèmes
que dans le chapitre 4.
La comparaison des deux méthodes nous permet de conclure que si le bénéﬁce de
la réutilisation des anciens équipements peut être estimé avec précision acceptable,
les modèles MIP sont plus eﬃcaces pour résoudre le problème de reconﬁguration
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des lignes de transfert. Cependant, si ce bénéﬁce n'est pas mesurable, la méthode
GP est assez eﬃcace pour maximiser le nombre d'équipements réutilisés.
Nos travaux sur le développement de la méthode Goal Programming pour la
reconﬁguration des lignes de transfert ont abouti à un article publié dans les actes
de la conférence internationale ICINCO'2012 [Makssoud et al. 2012a]. Un article a
également été soumis à la revue internationale RAIRO - Operations Research.
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problème de rééquilibrage des lignes
d'assemblage
Sommaire
6.1 Déﬁnition du problème . . . . . . . . . . . . . . . . . . . . . 108
6.2 Modèle mathématique . . . . . . . . . . . . . . . . . . . . . 109
6.3 Linéarisation du modèle . . . . . . . . . . . . . . . . . . . . 110
6.4 Exemple illustratif . . . . . . . . . . . . . . . . . . . . . . . . 112
6.5 Expérimentations numériques . . . . . . . . . . . . . . . . . 114
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
La formulation la plus connue du problème d'équilibrage des lignes d'assemblage
vise à trouver un nombre minimal de stations de travail nécessaires pour aﬀecter
un ensemble donné d'opérations V en tenant compte des contraintes de précédence
et du temps de cycle. Les contraintes de précédence sont données par un graphe
orienté acyclique G = (V,E) sur cet ensemble d'opérations, où chaque arc (i, j) ∈ E
indique que l'opération i est un prédécesseur de l'opération j et donc elle doit être
aﬀectée à une station précédente ou à la même station que l'opération j.
Chaque opération j ∈ V est aussi caractérisée par son temps d'ex¢ution tj. La
somme des temps d'opérations aﬀectées à la même station de travail ne doit pas
dépasser un temps de cycle donné noté par T0. Ce problème est connu NP-diﬃcile.
Même s'il a été introduit dans la littérature en 1955 [Salveson 1955], de nombreuses
études récentes abordent ce probléme [Battaïa & Dolgui 2013; Bautista & Per-
eira 2009; Kilincci 2011; Pastor & Ferrer 2009; Sewell & Jacobson 2012].
Cependant, en raison des changements fréquents dans les caractéristiques du
produit et de la demande, le problème qui se pose souvent est de savoir comment
réaﬀecter l'ensemble des opérations aﬁn de répondre aux nouvelles exigences de pro-
duction en minimisant le nombre de modiﬁcations à faire dans la ligne existante.
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Nous appelons ce problème : Simple Assembly Line Rebalancing Problem (SAL-
ReBP), nous proposons une méthode exacte pour le résoudre.
6.1 Déﬁnition du problème
Dans cette section, nous présentons une déﬁnition formelle du SALPeBP. Comme
mentionné précédemment, nous désignons par T0 le temps de de cycle et par m le
nombre de stations de travail.
Les notations suivantes sont utilisées dans notre modèle mathématique :
 Indices :
 i, j pour les opérations,
 k pour les stations de travail.
 Paramètres :
 V ∗ l'ensemble initial d'opérations , i ∈ V ∗,
 V le nouvel ensemble d'opérations, j ∈ V,
 tj le temps d'exécution d'une opération j, j ∈ V ,
 M = {1, 2, ...,m} est l'ensemble de stations dans la ligne existante,
 L = {1, 2, ..., l} est l'ensemble de stations dans la nouvelle ligne, où l est
une borne supérieure sur le nombre de stations pour la nouvelle ligne,
 Q(j) est l'intervalle de stations dans la nouvelle ligne, où l'opération j ∈ V
peut être aﬀectée. Cet intervalle est calculé en utilisant les contraintes de
précédence,
 G = (V,A) est un graphe orienté acyclique direct qui représente les contraintes
de précédence,
 ES est un ensemble de pairs d'opérations qui ne doivent pas être aﬀectées
ensemble à la même station.
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 Variables de décision :
x∗jk =

1, si l'opération j ∈ V ∗ ⊂ V est aﬀectée à la station
de travail k dans la conﬁguration initiale,
0, sinon
yjk =

1, si l'opération j ∈ V est aﬀectée à la station
de travail k dans la nouvelle solution,
0, sinon
6.2 Modèle mathématique
Nous proposons le modèle suivant pour le problème de rééquilibrage des lignes
d'assemblage.
La fonction objectif 6.1 consiste à minimiser les changements dans l'aﬀectation
d'opérations existantes.
Minimize
∑
j∈V ∗
∑
k∈L
| x∗jk − yjk | (6.1)
La contrainte 6.2 garantie que chaque opération j est assignée à une et une seule
station de travail. ∑
k∈Q(j)
yjk = 1, ∀j ∈ V (6.2)
La contrainte 6.3 impose les contraintes de précédence.∑
k∈L
kyik ≤
∑
k∈L
kyjk, ∀(i, j) ∈ A (6.3)
La contrainte 6.4 assure que la durée totale des opérations aﬀectées à la station
de travail k ne dépasse pas le temps de cycle.∑
j∈V
tjyjk ≤ T0,∀k ∈ L (6.4)
La contrainte 6.5 porte sur l'impossibilité d'exécution de certaines opérations à
la même station.
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yik + yjk ≤ 1, ∀{i, j} ∈ E,∀k ∈ L (6.5)
La contrainte 6.6 assure que les variables yjk hors les intervalles Q(j) sont mises
à 0.
yjk = 0,∀j ∈ V, ∀k /∈ Q(j) (6.6)
La contrainte 6.7 montre que les variables x∗jk ne sont déﬁnies que pour m sta-
tions existant dans la ligne initiale.
x∗jk = 0,∀j ∈ V, ∀k > m (6.7)
6.3 Linéarisation du modèle
Dans la suite, nous proposons une linéarisation du modèle (6.1 - 6.7).
Lemme 1 Soient x, y, z ∈ {0, 1}. Alors l'expression logique suivante
si x = 1 et y =1, alors z =1
peut être modélisée comme suit :
x+ y ≤ z + 1.
Lemme 2 Soient x, y ∈ {0, 1}. Alors l'expression non-linéaire suivante
z :=| x− y |
peut être linéarisée en utilisant les inégalités suivantes
x+ y ≤ (1− z) + 1,
x+ (1− y) ≤ z + 1,
(1− x) + y ≤ z + 1,
(1− x) + (1− y) ≤ (1− z) + 1,
Il est évident que z ∈ {0, 1}. Par ailleurs, seulement les quatre cas suivants sont
possibles :
si x = 1 et y = 1; alors z = 0,
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si x = 1 et y = 0; alors z = 1,
si x = 0 et y = 1; alors z = 1,
si x = 0 et y = 0; alors z = 0.
En appliquant le Lemme 1 à ces quatre cas, nous obtenons les inégalités néces-
saires.
Pour linéariser le problème (6.1 - 6.7), nous introduisons donc une nouvelle va-
riable zjk :=| x∗jk − yjk |.
En utilisant le Lemme 2, nous obtenons :
Minimize
∑
j∈V ∗
∑
k∈L
zjk (6.8)
∑
k∈Q(j)
yjk = 1,∀j ∈ V (6.9)
∑
k∈L
kyik ≤
∑
k∈L
kyjk,∀(i, j) ∈ A (6.10)
∑
j∈V
tjyjk ≤ T0,∀k ∈ L (6.11)
yik + yjk ≤ 1,∀{i, j} ∈ E,∀k ∈ L (6.12)
yjk = 0,∀j ∈ V, ∀k /∈ Q(j) (6.13)
x∗jk = 0,∀j ∈ V, ∀k > m (6.14)
x∗jk + yjk ≤ (1− zjk) + 1,∀j ∈ V, ∀k ∈ L (6.15)
x∗jk + (1− yjk) ≤ zjk + 1,∀j ∈ V, ∀k ∈ L (6.16)
(1− x∗jk) + yjk ≤ zjk + 1,∀j ∈ V, ∀k ∈ L (6.17)
(1− x∗jk) + (1− yjk) ≤ (1− zjk) + 1,∀j ∈ V, ∀k ∈ L (6.18)
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6.4 Exemple illustratif
Dans cette section, un exemple est présenté aﬁn d'illustrer le problème étudié.
La Figure 6.1 montre le graphe de précédence. Les temps d'exécution des opérations
sont reportés dans le Tableau 6.1 et le temps de cycle T0 = 100.
La conﬁguration optimale de la ligne d'assemblage initiale est donnée dans la
Figure 6.2 qui comporte quatre stations de travail. Sur la première station, les
opérations {1,2,3,4,5,6,7,8,9,11,15,19,26} sont exécutées. La deuxième station ef-
fectue les opérations {10,12,13,14}. La troisième réalise l'ensemble d'opérations
{17,18,20,21,11}. Enﬁn à la quatrième, l'ensemble d'opérations suivant est aﬀecté :
{23,24,25,26,28,29,30}.
Figure 6.1  Graphe de précédence
Figure 6.2  Ligne initiale
La ligne initiale doit être rééquilibrée pour un produit modiﬁé où les opérations
{14, 19, 23, 28, 29} ont été supprimées et les opérations {31, 32, 33, 34, 35} ont été
introduites. Le nouveau diagramme de précédence est présenté dans la Figure 6.3.
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Tableau 6.1  Ensemble d'opérations initial et les temps d'exécution
Opération Temps (s) Opération Temps (s) Opération Temps (s)
1 0,93 11 1 21 0,09
2 1,06 12 0,78 22 0,17
3 0,68 13 0,64 23 0,09
4 0,16 14 0,09 24 0,12
5 0,68 15 0,17 25 0,91
6 0,16 16 0,09 26 0,72
7 0,68 17 0,12 27 0,15
8 0,16 18 1 28 0,19
9 0,68 19 0,78 29 0,33
10 0,16 20 0,6 30 0,97
Les nouvelles contraintes d'exclusion pour cet exemple au niveau des stations
de travail sont : {{1, 4}, {1, 17}, {1, 20}, {2, 11}, {3, 24}, {3, 7}, {4, 15}, {5, 22},
{6, 24}, {8, 21}, {9, 22}, {10, 15}, {11, 31}, {12, 13}, {12, 20}, {13, 28}, {15, 17},
{16, 17}, {22, 26}, {30, 33}, {31, 32}, {33, 35}}.
Figure 6.3  Diagramme de précédence après modiﬁcation
Pour résoudre la problème (6.8 - 6.18) pour cet exemple, le solveur ILOG CPLEX
a été utilisé sur un PC Intel(R), 2,20 GHz, avec 8 Go de RAM. La solution optimale
a été obtenue en 0.36 seconde. Elle comporte cinq stations où les opérations sui-
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Tableau 6.2  Ensemble d'opérations V et les temps d'exécution
Opération Temps (s) Opération Temps (s) Opération Temps (s)
1 0,93 11 1 24 0,09
2 1,06 12 0,78 25 0,17
3 0,68 13 0,64 26 0,09
4 0,16 15 0,09 27 0,12
5 0,68 16 0,17 30 0,91
6 0,16 17 0,09 31 0,72
7 0,68 18 0,12 32 0,15
8 0,16 20 1 33 0,19
9 0,68 21 0,78 34 0,33
10 0,16 22 0,6 35 0,97
Figure 6.4  Ligne Rééquilibrée
vantes : {2, 4, 10, 12, 21, 31, 32, 33, 34, 35} ont été réaﬀectées, elles sont montrées
en gras dans la Figure 6.4 qui illustre la ligne rééquilibrée.
Ainsi par exemple pour l'opération 2, x∗21 =1 et y23 = 1, c'est-à-dire l'opération
2 était exécutée à la station 1 dans la ligne initiale, mais elle a été aﬀectée à la
station 3 lors de la reconﬁgration. Il est à noter qu'une nouvelle station de travail
a été introduite dans la ligne modiﬁée.
6.5 Expérimentations numériques
La méthode proposée a été évaluée sur un ensemble de données qui se com-
pose de 42 problèmes de 25 opérations chacun. Pour chaque problème initial, 3
versions du produit modiﬁé ont été générées :
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 en chageant 25% des opérations (cinq opérations supprimées et cinq ajoutées) ;
 en changeant 50% des opérations (cinq opérations supprimées et huit ajou-
tées) ;
 en changeant 75% des opérations (cinq opérations supprimées et 14 ajoutées).
Les résultats de calcul sont respectivement présentés dans les Tables 6.3, 6.4 et
6.5 où les valeurs de la fonction objectif indiquant le nombre d'opérations qui ont
été réaﬀectées et le temps de la solution sont donnés. Les expérimentations ont été
eﬀectuées sur un ordinateur ayant un PC Intel(R), 2,20 GHz, avec 8 Go de RAM.
Le modèle a été codé en utilisant le langage C++ avec le solveur ILOG CPLEX 12.4.
Tableau 6.3  Résultats pour le rééquilibrage : 25% des opérations modiﬁées
Num Ops Temps Num Ops Temps Num Ops Temps
ex réaﬀectées (s) ex réaﬀectées (s) ex réaﬀectées (s)
1 22 0,45 15 4 0,07 29 17 1,6
2 22 0,42 16 14 0,92 30 13 1,62
3 8 0,12 17 6 0,51 31 10 0,98
4 12 0,04 18 11 0,1 32 21 0,12
5 13 0,96 19 12 0,2 33 13 0,31
6 10 0,15 20 5 0,74 34 13 0,07
7 10 0,09 21 23 0,09 35 24 0,99
8 14 1,49 22 21 0,12 36 11 0,32
9 16 0,93 23 19 0,12 37 14 0,10
10 9 0,09 24 4 0,68 38 12 1,23
11 24 0,07 25 13 0,43 39 17 0,18
12 13 0,12 26 10 0,14 40 10 0,17
13 11 0,6 27 12 0,1 41 12 0,17
14 22 0,04 28 4 0,06 42 15 0,87
116
Chapitre 6. Une méthode exacte pour le problème de rééquilibrage des
lignes d'assemblage
Tableau 6.4  Résultats pour le rééquilibrage : 50% des opérations modiﬁées
Num Ops Temps Num Ops Temps Num Ops Temps
ex réaﬀectées (s) ex réaﬀectées (s) ex réaﬀectées (s)
1 23 0,2 15 6 0,45 29 21 0,51
2 27 0,54 16 14 0,18 30 13 0,18
3 14 1,04 17 5 0,29 31 10 1,07
4 13 0,4 18 15 0,2 32 20 0,24
5 21 0,29 19 12 0,07 33 15 0,14
6 12 0,51 20 5 0,18 34 16 0,12
7 11 0,12 21 23 1,31 35 24 0,29
8 14 0,37 22 20 0,14 36 15 0,14
9 18 0,67 23 20 0,23 37 15 0,18
10 12 0,92 24 4 0,21 38 15 0,31
11 24 0,1 25 12 0,1 39 18 0,2
12 14 0,2 26 11 0,09 40 10 0,17
13 14 0,59 27 13 0,17 41 13 0,6
14 22 0,18 28 10 0,98 42 17 0,53
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Tableau 6.5  Résultats pour le rééquilibrage : 75% des opérations modiﬁées
Num Ops Temps Num Ops Temps Num Ops Temps
ex réaﬀectées (s) ex réaﬀectées (s) ex réaﬀectées (s)
1 23 1,07 15 12 0,29 29 27 0,45
2 23 0,85 16 20 0,23 30 18 0,14
3 16 0,96 17 5 0,39 31 16 0,23
4 19 1,09 18 20 0,21 32 26 0,18
5 27 1,35 19 18 0,14 33 21 0,93
6 18 0,63 20 11 0,2 34 22 0,26
7 15 0,18 21 29 0,24 35 29 0,45
8 20 0,45 22 26 0,12 36 21 0,43
9 24 0,59 23 26 0,18 37 21 0,35
10 17 0,15 24 9 1,06 38 21 0,74
11 30 0,1 25 18 0,1 39 23 0,28
12 20 0,32 26 17 0,15 40 16 0,17
13 19 0,99 27 18 0,34 41 19 0,23
14 27 0,12 28 16 1,13 42 22 1,02
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6.6 Conclusion
Le problème de rééquilibrage des lignes d'assemblages a été abordé. Nous avons
présenté un modèle d'optimisation mathématique qui vise à minimiser le nombre
de changements dans la ligne initiale. Sur la base d'une étude de cas, nous avons
illustré l'application du modèle. Nous avons également testé notre approche sur 42
autres exemples, les tests ont révélé que le modèle est capable de résoudre des pro-
blèmes ayant au maximum 34 opérations dans le diagramme de précédence dans un
temps raisonnable (1,07 seconde au plus).
Nous avons présenté les résultats de nos travaux sur le développement de modèles
MIP pour la reconﬁguration des lignes d'assemblage dans deux articles publiés dans
les actes des conférences internationales : ECCO'2013 [Makssoud et al. 2013a] et
APMS'2013 [Makssoud et al. 2013b] ainsi que dans un chapitre de livre [Makssoud
et al. 2013d]. Un article pour revue internationale est actuellement en préparation.
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Conclusion générale
Ce mémoire est une des premières études sur la reconﬁguration des lignes de
production, notamment des lignes d'usinage à boîtiers multibroches. Pour les sys-
tèmes qui ne n'ont pas été conçus pour être ﬂexibles ou reconﬁgurables, le décideur
doit s'appuyer sur des méthodes d'optimisation eﬃcaces pour minimiser les coûts
nécessaires pour leur adaptation à un nouveau contexte de production. Le dévelop-
pement de telles méthodes était le but principal de nos travaux.
Nous avons entamé cette thèse par l'étude présentée dans le chapitre 1 des par-
ticularités des systèmes de production tels que les lignes de transfert et les lignes
d'assemblage manuelles ainsi que de la problématique de leur conception. Un intérêt
particulier a été porté sur le problème d'équilibrage de ces systèmes connu dans la
littérature sous le nom générique  Line Balancing Problem . Une étude bibliogra-
phique des méthodes d'optimisation combinatoire exactes et approchées utilisées
pour la résolution de ce problème a été présentée dans le chapitre 2.
Dans le chapitre 3, nous nous sommes intéressés à l'étude des concepts de re-
conﬁgurabilité des systèmes de production. Nous avons notamment étudié le rôle
de la reconﬁguration dans le cycle de vie d'un système de production. Une revue
des approches existantes dans la littérature a été faite pour les lignes de transfert
et les lignes d'assemblage manuelles. Ensuite, nous avons présenté une analyse des
études concernant la reconﬁguration et reconﬁgurabilité des systèmes existants dans
la littérature. Cette analyse nous a permis de conclure que la plupart des travaux
ont été dédiés à des systèmes reconﬁgurables par déﬁnition et peu de méthodes
permettaient aux décideurs de piloter la reconﬁguration d'une ligne de transfert ou
d'une ligne d'assemblage. Par conséquent, nous avons décidé d'axer nos travaux de
recherche sur le développement de telles méthodes. Des méthodes d'optimisation
multi-objectif ont également été présentées.
Dans le chapitre 4, nous avons formulé le problème d'optimisation de la reconﬁ-
guration des lignes de transfert et nous avons proposé deux programmes linéaires en
variables mixtes (MIP). Les lignes étudiées appartiennent à la classe des systèmes
d'usinage à boîtiers multibroches ayant un mode d'activation séquentiel des boîtiers.
L'objectif de la reconﬁguration de tels systèmes est de minimiser les nouveaux in-
vestissement en réutilisant au maximum les équipements existants. Néanmoins, les
contraintes techniques et technologiques entre les anciens boîtiers d'usinage et les
nouvelles opérations à eﬀectuer sur le produit doivent être respectées. L'évaluation
de ces deux modèles a été réalisée à l'aide du solveur ILOG Cplex, sur un échantillon
des cas d'étude. Les résultats obtenus sont encourageants. Nous avons notamment
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montré que la reconﬁguration d'une ligne existante permet des économies d'inves-
tissement jusqu'à 91% par rapport à l'installation d'une nouvelle ligne. Comme il
s'agit ici d'une première formulation pour un problème de grande importance dans
l'industrie, nombreuses sont les pistes possibles pour les recherches futures. D'abord,
il convient de formaliser et étudier d'autres hypothèses de reutilisabilité des équi-
pements, notamment celles évoquées dans le chapitre 3, mais qui n'ont pas été
considérées dans ce mémoire. Ensuite, une approche méta-heuristique serait néces-
saire pour traiter des problèmes de plus grande taille. Une autre piste intéressante
concerne l'étude de stabilité des solutions proposées et notamment l'intégration de
ce critère lors de la reconﬁguration aﬁn de mettre en place des solutions de recon-
ﬁguration qui non seulement minimisent les investissement nécessaires, mais aussi
seront plus robustes aux futurs changements dans le contexte de production. Puis,
le moment de la reconﬁguration peut s'avérer opportun pour évaluer et améliorer
les performances environmentales d'un système de production. Ainsi on pourrait
envisager de considérer à la fois la performance économique (le coût de la mise en
place et de fonctionnement), mais aussi la performance environnementale (consom-
mation énergétique, recyclage des équipements obsolètes) des solutions proposées
aux décideurs.
En se basant sur les résultats obtenus dans le chapitre 4, nous avons développé
dans le chapitre 5, une méthode de programmation par but (Goal Programming)
pour traiter le problème de reconﬁguration de mêmes lignes d'usinage mais en for-
mulant diﬀéremment l'objectif d'optimisation. En eﬀet, le premier but était d'utili-
ser le même nombre de machines comme dans la conﬁguration initiale et le deuxième
objectif était de réutiliser tous les boîtiers d'usinage employés dans ligne initiale.
Ici aussi les pistes d'amélioration sont multiples. L'approche de goal programming
étant assez ﬂexible pour l'introduction de nouveaux critères d'optimisation, il pour-
rait être intéressant d'étudier les solutions obtenues en considérant d'autres objectifs
de reconﬁguration comme ceux déjà évoqués ci-dessus, à savoir : la robustesse, les
performances environnementales, etc.
Dans le chapitre 6, nous avons considéré le problème de rééquilibrage des lignes
d'assemblage manuelles. Une déﬁnition formelle du SALReBP (Simple Assembly
Line Rebalancing Problem) est présentée qui a comme objectif de minimiser le
nombre de changements dans l'aﬀectation des opérations existantes. En eﬀet, les
changements des opérations imposent un coût d'apprentissage pour les opérateurs.
Aﬁn de minimiser ce coût, il convient donc de minimiser le nombre de changements.
Le modèle initial étant non linéaire, sa linéarisation a été proposée en utilisant des
variables de décision complémentaires. Le modèle PLNE ainsi obtenu a été résolu à
l'aide du solveur ILOG Cplex. Des études de ses performances ont été réalisées sur un
échantillon de problèmes de référence dans la littérature. Les résultats obtenus sont
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satisfaisants, car toutes les instances ont été résolues en un temps raisonnable. Cette
première étude étant un succès, elle ouvre la voie pour des nombreuses recherches
futures. En eﬀet, seule la ligne dite simple a été concernée par la modélisation
réalisée. Ainsi les mêmes idées pourront être reprises aﬁn de modéliser et étudier
le problème de reconﬁguration des lignes d'assemblage ayant des architectures dif-
férentes, comme par exemple, les lignes en forme de U, les lignes à deux côtés, les
lignes à machines parallèles, voire les lignes parallèles. Le même problème pourrait
être considéré en tenant compte de la nature stochastique des temps d'exécution des
opérations manuelles. Le modèle pourrait également être enrichi par l'introduction
des critères d'optimisation complémentaires tels que : l'équilibre de la charge entre
les opérateurs, la considération des paramètres ergonomiques, etc.
Nous devons aussi souligner que l'état de l'art présenté dans les chapitres 2 et 3
montre que des méthodes d'optimisation mutli-objectif dites a posteriori et progres-
sives n'ont pas été mises en ÷uvre pour la résolution des problèmes de reconﬁgura-
tion des systèmes d'usinage ou des systèmes d'assemblage. Ainsi le développement
de telles méthodes présente une piste intéressante dans le domaine de la recherche
opérationnelle.
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Annexe
Paramètres d'entrée des instances :
N Nombre opérations,
m0 Nombre de stations maximal autorisé sur la ligne,
n0 Nombre de blocs maximal sur chaque station de travail,
C1 Coût d'une station,
C2 Coût d'un bloc,
C3 Bénéﬁce de réutilisation d'une ancienne tête
de broches dans la ligne reconﬁgurée,
τ b Temps nécessaire pour activer un bloc,
τ s Temps nécessaire pour activer une station,
T0 Temps de cycle,
Tj Temps d'exécution d'une opération,
Pred(i) Ensembles de précdécesseurs de l'opération i,
IS Contraintes d'inclusion au niveau des stations ,
ES Contraintes d'exclusion au niveau des stations,
EB Contraintes d'exclusions au niveau des blocs.
Instance 1 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,15.6,11.9,18,15.8,14.7,0,0,0,0,11.7,18.5,17.1,15.1,13,10.1,0,13.6,1
1.4,11.6,19.8,14.4,11.1,10,10,11.5,11.2,10.6,14.2,17] 
 
[[],[0],[],[0,2],[],[4],[],[],[],[],[],[10],[],[11,12],[2],[14],[],[3,1
6],[],[13,18],[11,15],[20],[],[12,22],[23],[19],[25],[17],[28],[29]] 
[[13,14],[0,2]] 
 
[[0,3],[10,27],[5,13],[4,13],[11,21],[5,12],[3,4],[3,5],[1,20],[1,27],[
3,10],[8,15],[2,19],[1,15],[26,29]] 
 
[[0,22],[5,21],[10,24],[23,24],[4,5],[17,18],[12,21],[19,24],[1,12],[22
,23],[4,11],[2,5],[5,11],[17,27]] 
 
[[2,8,10,11,22],[0,1,4,5,6,7,9,18],[],[],[3,12,13,14,15,16,17,19,23],[2
0,21,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 2 : 
 
30 
15 
4 
10 
2 
1 
0 
0 
100 
 
[10,12.1,12.8,12.7,12.1,17.1,15.4,17.1,18.3,13.7,11.6,0,0,0,0,0,17.2,14
.8,12.5,16,16.8,13.9,10.3,14.3,19,10.2,16.5,14.5,17.5,12.2] 
 
[[],[0],[],[0,2],[],[4],[],[6],[],[8],[],[],[],[],[],[],[3],[16],[9,10]
,[4,18],[],[20],[19],[22],[23],[5,17],[25],[21],[27],[28]] 
 
[[18,19],[10,20]] 
 
[[0,16],[1,23],[9,19],[1,7],[0,7],[1,5],[4,19],[7,18],[9,18],[4,7],[10,
23],[1,19],[2,3],[24,29]] 
 
[[0,10],[10,18],[20,24],[7,19],[5,9],[16,23],[10,8],[5,21],[6,23],[7,8]
,[5,8],[9,10],[24,26]] 
 
[[2,6,7,10,12,13,20],[],[],[],[0,1,3,4,8,9,11,16,21],[],[],[],[5,14,15,
17,18,19,22,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[]] 
 
Instance 3 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,15.4,18.2,0,15.2,18.3,16.3,16.2,13.3,0,11.6,18.6,17.3,10.2,13.3,16,
15.4,10.5,0,0,10.3,18.6,0,16.4,13.4,16.1,10.6,9,15.2,17.6] 
 
[[],[0],[],[],[0],[4],[],[6],[],[],[],[10],[],[6,12],[4,6],[14],[6,10],
[2,16],[],[],[],[5,11,20],[],[14],[8,23],[21],[25],[17],[24],[28]] 
 
[[0,2],[7,17]] 
 
[[0,16],[6,10],[9,16],[2,15],[1,10],[12,24],[1,4],[15,23],[0,4],[4,14],
[0,10],[14,23],[5,7],[26,27]] 
 
[[0,13],[1,23],[1,7],[0,7],[1,5],[4,5],[7,11],[13,23],[4,7],[12,23],[1,
12],[9,24],[2,17],[28,29]] 
 
[[0,1,2,12],[],[],[],[4,8,10,11,22],[],[],[],[3,6,7,9,13,14,15,18,20],[
],[],[],[5,16,17,19,21,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 4 : 
 
30 
15 
4 
10 
2 
1 
0 
0 
100 
 
[10,18.1,0,0,16.2,13.9,18.7,0,18.8,17.4,11,0,15.2,15.9,11.4,14.8,11.8,1
3.6,10.4,16.5,15.6,10,14.5,14.2,0,17.3,15.1,10.5,15.4,12.8] 
 
[[],[0],[],[],[],[0,4],[0],[],[],[4,8],[],[],[],[10,12],[],[14],[8],[16
],[],[18],[13],[20],[1,5,15],[19,22],[],[9],[21],[19],[23],[28]] 
 
[[0,4],[8,17],[21,26]] 
 
[[0,17],[13,23],[10,23],[12,17],[0,6],[0,9],[5,8],[10,18],[5,15],[1,13]
,[0,22]] 
 
[[10,13],[13,21],[10,13],[0,20],[13,14],[19,22],[4,10],[8,12],[4,15],[5
,6],[19,20],[14,18],[9,25]] 
 
[[0,10,11,12,14,15,18,19],[],[],[],[1,2,3,4],[],[],[],[5,6,7,8,9,13,16,
17,20,21,22,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[]] 
 
Instance 5 : 
 
30 
15 
4 
10 
2 
1 
0 
0 
100 
 
[10,11.3,14.6,12.9,19.3,15.1,0,0,13.8,15.5,10.9,18.8,11.9,10.9,18.1,10,
10,19.2,10.9,13.7,19.1,14.7,0,0,0,10.2,13.1,15.7,10.7,15.1] 
 
[[],[0],[],[2],[],[4],[],[],[1],[8],[],[5,10],[9],[12],[],[14],[],[11,1
6],[11],[18],[],[3,20],[],[],[],[15],[17,25],[19],[27],[28]] 
 
[[0,3],[5,8]] 
 
[[2,3],[3,8],[0,8],[13,24],[8,23],[5,20],[0,18],[1,17],[2,8],[11,14],[8
,27],[3,4],[1,21]] 
 
[[0,17],[4,27],[3,28],[12,28],[12,17],[2,14],[0,15],[0,2],[2,10],[5,15]
,[0,28],[2,13],[0,27]] 
 
[[2,4,14,15,20,22,23],[],[],[],[0,1,3,10,16,24],[],[],[],[5,6,7,8,9,11,
12,13,18,19,21],[17],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 Instance 6 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[0,0,0,0,14.1,0,12,10.9,13.5,10.5,11.3,18.7,17.9,10.5,13.9,17.7,14.5,14
.2,16.5,16.2,11.2,16.9,12.4,19.3,10.1,12.2,10,11.2,9.8,14] 
 
[[],[],[],[],[],[],[],[6],[4],[8],[],[10],[],[12],[],[11,14],[13],[16],
[17],[18],[7],[17,20],[14],[6,9,22],[23],[21],[19,25],[24],[27],[28]] 
 
[[17,20],[4,9]] 
 
[[6,16],[7,18],[8,9],[4,21],[7,13],[10,15],[10,23],[11,16],[9,17],[28,2
9]] 
 
[[12,13],[11,14],[6,18],[4,7],[8,20],[19,26]] 
 
[[0,2,6,7,10,12],[],[],[],[3,13,14,16,18,19,20,22],[1,4,8],[],[],[5,9,1
1,15,21,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[]] 
 
Instance 7 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,18.4,0,0,17.3,16.7,13,10,18.6,18.7,11.2,18.7,0,15.6,10.7,13,12.7,19
.8,0,0,14.7,11.7,17,11.4,14.6,14.2,12.2,9.7,16.3,16.6] 
 
[[],[0],[],[],[],[4],[],[6],[6],[8],[6],[4,10],[],[12],[],[14],[],[16],
[],[],[],[20],[13],[22],[0,17,23],[1],[25],[21],[24,27],[28]] 
 
[[13,15],[4,8]] 
 
[[0,5],[5,19],[17,22],[5,11],[4,11],[9,12],[4,10],[11,16],[6,20],[4,14]
,[1,4],[10,23],[1,25]] 
 
[[6,16],[1,7],[4,6],[5,18],[8,9],[4,21],[7,13],[10,15],[6,11],[9,17],[2
0,27]] 
 
[[0,6,12,13,14,15,20,21,22],[],[],[],[1,4,5,8,16,17,23,24],[],[],[],[2,
3,7,9,10,18,19],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[]] 
 
Instance 8 : 
 
30 
15 
4 
10 
2 
1.5 
0 
0 
100 
 
[10,11.7,11.9,18.8,10.4,17.9,13.9,19.1,13.6,16.8,0,0,11.4,10.6,17.5,0,0
,0,17.6,10.6,18.2,16.4,11.5,13.5,19.1,9,9.6,11.2,15.6,13.1] 
 
[[],[0],[],[2],[],[4],[],[2,6],[],[8],[],[],[9],[4,12],[],[],[],[],[],[
18],[12],[1,14,18,20],[],[3,7,22],[23],[13],[25],[24],[21],[28]] 
 
[[4,7,8]] 
 
[[0,23],[2,14],[5,12],[0,22],[20,22],[6,8],[4,17],[9,14],[3,24],[2,5],[
9,23],[12,18],[3,5],[4,12],[13,25]] 
 
[[0,5],[5,19],[17,22],[4,8],[9,12],[2,24],[2,8],[4,6],[2,20],[2,4],[1,2
],[7,23],[13,25]] 
 
[[0,2,3,6,14,15],[],[],[],[4,5,7,8,9,16,18,22],[],[],[],[1,10,11,12,13,
17,19,20,21],[23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 9 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,14.9,17.3,16.2,0,0,14.9,18.2,18.6,0,11.1,18.7,0,0,14.3,13.6,19.1,11
.1,18.1,17.8,11.6,11.1,16.1,15.7,13.5,10.6,13.7,11.3,16,12] 
 
[[],[0],[],[2],[],[],[],[6],[],[],[],[1,3,10],[],[],[2],[14],[],[7,16],
[8,10],[18],[],[17,20],[],[22],[15,23],[11],[25],[24,26],[21],[28]] 
 
[[10,14],[19,22]] 
 
[[10,11],[0,24],[1,7],[6,17],[2,16],[16,19],[11,17],[3,16],[0,10],[1,14
],[11,24],[1,7],[7,22],[26,28]] 
 
[[0,23],[2,10],[0,22],[20,22],[6,8],[11,14],[3,24],[2,22],[8,23],[10,18
],[3,14],[11,25]] 
 
[[0,1,2,4,6,7,14,16,20],[8,10],[],[],[3,9,12,13,17,18,19,22],[],[],[],[
5,11,15,21,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 10 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,18.2,12.8,13.5,16.7,10.3,15.8,17.3,13.7,13,11.1,18.7,14.9,10.7,11,1
8.9,17.3,16.7,18.7,14.9,0,0,0,0,0,14.1,13.7,11.2,14.8,10.7] 
 
[[],[0],[],[2],[],[4],[5],[6],[],[8],[7],[10],[3],[0,11,12],[],[12,14],
[],[6,16],[8],[18],[],[],[],[],[],[17],[25],[19],[27],[26,28]] 
 
[[2,5],[0,4]] 
 
[[0,18],[17,19],[13,17],[3,4],[10,17],[3,13],[2,16],[12,14],[2,15],[10,
15],[0,14],[1,16],[7,17],[10,14],[26,28]] 
 
[[9,11],[0,29],[4,9],[5,7],[4,17],[2,9],[16,19],[11,17],[3,16],[9,10],[
5,14],[13,29],[1,12],[7,19]] 
 
[[0,1,2,4,5,6],[7,8,10],[],[],[3,9,14,18,20,21,22],[16,17,23,24],[],[],
[11,12,13,15,19],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[]] 
 
Instance 11 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,11.5,18.2,0,19.9,11.5,16.8,16.4,18.7,0,0,0,11.6,15.8,17.8,14.2,15.4
,12.3,0,12.1,18.6,10.5,15.3,10,12.4,11.2,17.1,10,15.7,9.8] 
 
[[],[0],[1],[],[],[4],[],[2,6],[],[],[],[],[4],[12],[],[14],[8],[5,13,1
6],[],[15,18],[4],[16,20],[],[22],[4,16,23],[7],[25],[21],[17],[28]] 
 
[[0,2],[13,15]] 
 
[[0,15],[1,5],[4,12],[2,7],[2,20],[2,13],[16,20],[8,22],[14,22],[0,22],
[20,21],[8,16],[2,11],[26,27]] 
 
[[0,14],[17,19],[13,17],[2,4],[15,17],[7,13],[2,16],[12,14],[2,15],[14,
15],[0,14],[1,16],[7,23],[14,28]] 
 
[[0,1,2,4,8,22],[],[],[],[5,6,10,12,13,16,18,23,24],[14,15,19,20],[],[]
,[3,7,9,11,17,21],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
 
Instance 12 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,14.8,13.7,18.2,13,0,17.7,15.5,0,0,11,18.7,18.4,10.8,14.6,19.5,13.6,
17.9,0,19.3,0,15.3,19.9,12.1,16.9,10.5,17.2,13.2,14.2,14.4] 
 
[[],[0],[],[2],[],[],[3],[6],[],[],[1],[10],[],[12],[],[14],[],[4,16],[
],[7,18],[],[17,19,20],[],[22],[23],[11],[21,25],[26],[15,24],[28]] 
 
[[4,6,7],[22,23,24]] 
 
[[0,2],[11,13],[3,21],[10,13],[0,20],[13,14],[19,22],[4,10],[12,15],[4,
15],[2,10],[11,22],[3,16],[3,12],[24,28]] 
 
[[0,15],[1,3],[4,12],[2,3],[10,15],[2,21],[2,13],[13,22],[17,22],[0,10]
,[19,21],[6,11],[26,27]] 
 
[[2,12,16],[3,4,6,7,13,20,22],[],[],[5,8,18,23],[0,1,9,14,17,19,21],[10
,11,15,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[]] 
 
Instance 13 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,18.1,19.1,15.5,16.2,13.9,18.7,14.6,18.8,17.4,11,18.8,15.2,15.9,0,0,
0,0,0,16.5,15.6,10,14.5,14.2,11.3,9,15.3,10.6,11.1,18.2] 
 
[[],[0],[],[2],[],[0,4],[0],[6],[],[4,8],[],[10],[],[10,12],[],[],[],[]
,[],[],[13],[20],[1,5],[19,22],[23],[21],[25],[19],[24,27],[28]] 
 
[[2,4],[7,8]] 
 
[[0,9],[4,24],[3,23],[12,23],[12,19],[2,6],[0,6],[0,2],[3,8],[2,10],[5,
7],[2,13],[0,22],[10,22]] 
 
[[11,13],[3,21],[10,13],[0,20],[13,19],[19,22],[4,10],[8,12],[4,11],[2,
5],[11,20],[3,6],[23,27]] 
 
[[0,10,11,12,14,15,18,19],[],[],[],[1,2,3,4],[],[],[],[5,6,7,8,9,13,16,
17,20,21,22,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[]] 
 
Instance 14 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,0,14.6,12.9,19.3,15.1,19.6,13.7,0,0,10.9,18.8,0,0,18.1,10,10,19.2,1
0.9,13.7,19.1,14.7,19,16.4,15.8,12.2,13.3,11.1,14.4,18] 
 
[[],[],[],[2],[],[4],[],[6],[],[],[],[5,10],[],[],[],[14],[],[11,16],[1
1],[18],[],[3,20],[],[22],[23],[0],[25],[21,26],[27],[28]] 
 
[[0,3],[5,6]] 
 
[[2,3],[3,5],[0,26],[19,24],[6,23],[5,20],[0,18],[3,17],[2,11],[11,14],
[8,22],[3,4],[11,21],[19,29]] 
 
[[0,17],[4,24],[3,23],[11,23],[17,18],[2,6],[0,6],[0,2],[2,10],[5,15],[
0,23],[2,29],[0,22]] 
 
[[2,4,14,15,20,22,23],[],[],[],[0,1,3,10,16,24],[],[],[],[5,6,7,8,9,11,
12,13,18,19,21],[17],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
 
Instance 15 : 
 
30 
15 
4 
10 
2 
1 
0 
0 
100 
 
[10,17.9,15.5,17.6,15.6,17.5,0,0,13.9,11.8,10.8,18.8,15.4,11,11.7,0,16.
4,10.4,0,0,16,14.2,18.2,10.7,14.7,17.9,13.9,10.8,11,11.7] 
 
[[],[0],[],[2],[],[4],[],[],[],[8],[4],[10],[5,8],[12],[],[],[],[3,12,1
4,16],[],[],[17],[13,20],[3,16],[4,22],[23],[9],[11],[21],[24,27],[28]] 
 
[[17,21],[12,14]] 
 
[[16,20],[14,20],[11,12],[1,9],[8,13],[10,23],[2,14],[8,21],[11,25],[5,
22],[26,28]] 
 
[[2,11],[2,14],[9,10],[21,24],[17,21],[9,14],[17,24],[2,21],[5,17],[3,1
1],[0,8],[4,22],[16,27]] 
 
[[0,1,4,5,6,10,11,14,15,16],[8,12],[],[],[2,3,9,13,18,22,23,24],[],[],[
],[7,17,19,20,21],[],[],[],[],[],[],[],[],[],[],[] 
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]] 
 
Instance 16 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,11.2,0,0,18.8,18.7,12.4,11,0,0,10.8,18.8,0,16.1,18.4,15.9,14.5,16.1
,12.6,15.2,19.5,18.9,12.8,12.8,19.2,12.7,16.3,15.2,10,11] 
 
[[],[0],[],[],[],[4],[],[6],[],[],[],[10],[],[],[],[14],[4],[13,16],[0]
,[11,18],[],[15,20],[7],[20,22],[23],[19],[25],[17,26],[27],[28]] 
 
[[13,17],[23,24]] 
 
[[0,20],[1,6],[14,18],[1,4],[7,17],[5,14],[7,14],[6,16],[1,14],[13,24],
[11,23],[1,5],[21,23],[24,27]] 
 
[[16,20],[6,20],[11,18],[1,13],[7,13],[10,23],[4,6],[14,21],[6,21],[11,
19],[18,19],[5,18],[15,21],[17,27]] 
 
[[2,3,4,10,12,13,14,15,20,21],[6,7,8,11],[],[],[0,9,16,17,18,22,23,24],
[1,5,19],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 17 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[0,14.5,16.4,12.3,11.9,19.9,0,0,14,18,10.7,18.8,18.9,11.1,15.2,11.2,0,0
,13.2,12.4,13,13.6,17.4,15,13.6,13.4,14,11.2,15.2,11.1] 
 
[[],[],[],[2],[],[4],[],[],[],[3,8],[],[10],[2],[12],[],[8,14],[],[],[9
],[18],[],[20],[19],[10,13,22],[1,5,23],[15],[25],[11],[26,27],[28]] 
 
[[1,2],[4,8]] 
 
[[8,11],[1,8],[1,10],[13,19],[5,18],[2,4],[1,9],[1,5],[8,14],[2,13],[5,
10],[2,5],[4,15],[1,3],[22,24],[26,27]] 
 
[[1,20],[8,9],[1,4],[14,18],[1,4],[5,14],[9,14],[4,13],[1,14],[13,24],[
3,23],[1,3],[21,23],[18,22],[21,27]] 
 
[[0,4,6,14,16],[],[],[],[1,2,7,8,10,12],[],[],[],[3,5,9,11,13,15,17,20,
21],[],[],[],[18,19,22,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 18 : 
 
30 
15 
4 
10 
2 
1 
0 
0 
100 
 
[10,17.7,11.8,19.6,15.1,11.1,14.3,19.3,19,16.1,10.7,18.8,15.7,16.2,12,0
,0,0,13.7,19.6,0,0,11.9,17.1,18.1,11.4,15.3,13.2,17,16.3] 
 
[[],[0],[],[2],[],[4],[],[6],[],[8],[0,2],[10],[],[12],[3],[],[],[],[],
[7,18],[],[],[],[22],[19,23],[5],[25],[14,26],[24],[28]] 
 
[[6,10]] 
 
[[12,25],[11,18],[18,26],[1,3],[4,27],[3,8],[0,28],[7,15],[1,5],[0,23],
[0,5],[2,7],[8,13],[19,24]] 
 
[[8,11],[0,8],[0,10],[13,19],[5,18],[2,4],[1,9],[6,8],[0,13],[5,7],[2,5
],[0,3]] 
 
[[0,1,2,12,16,22],[4,6,10,13,18],[],[],[7,8,17,19,20,21,23],[],[],[],[3
,5,9,11,14,15,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
 
Instance 19 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,11,17.3,16.9,18.2,12.3,15.3,18.4,14.1,14.3,0,18.8,12.4,11.2,18.8,11
.8,0,0,0,0,10,13.1,16.5,19.2,12.5,9,11.1,15.8,12.1,16.3] 
 
[[],[0],[],[2],[],[4],[],[6],[3],[8],[],[],[9],[7,12],[],[1,14],[],[],[
],[],[6],[20],[11],[22],[23],[15],[13],[21],[27],[26,28]] 
 
[[20,21],[2,3]] 
 
[[0,20],[6,24],[22,24],[1,20],[4,11],[1,20],[15,22],[8,21],[5,11],[5,22
],[13,14],[9,22],[26,27]] 
 
[[12,20],[6,11],[20,22],[1,3],[4,20],[3,8],[7,15],[1,5],[0,23],[0,5],[2
,7],[8,13],[9,24],[9,15]] 
 
[[2,3,6,10,11,14,16,20,21,22,23],[],[],[],[0,1,4,8,9,15,24],[],[],[],[5
,7,12,13,17,18,19],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[]] 
 
Instance 20 : 
 
30 
15 
4 
10 
2 
0 
0 
100 
 
[10,14.3,12.7,14.3,11.3,13.5,16.2,17.5,19.1,12.4,10.6,18.9,19.2,16.3,15
.5,17.1,17.3,18.5,14.8,13.9,13.4,17.8,11.1,11.4,17] 
 
[[],[0],[],[2],[],[1,4],[],[6],[],[8],[],[10],[],[12],[2],[14],[2],[16]
,[],[16,18],[],[2,20],[],[21,22],[23]] 
 
[[6,9],[14,15]] 
 
[[0,24],[12,20],[3,13],[1,24],[1,21],[2,17],[10,16],[0,1],[3,14],[4,13]
,[0,2],[7,9],[4,11],[11,18]] 
 
[[0,20],[18,24],[22,24],[1,20],[4,10],[1,18],[15,19],[8,21],[5,11],[5,2
2],[13,14],[9,22],[18,22]] 
 
[[12,13],[],[],[],[11,22],[],[],[],[3,4,5,7,17,19],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]] 
 
Instance 21 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,17.6,18.2,11.6,0,0,17.2,16.6,14.2,10.5,10.6,18.9,16,11.3,12.3,12.4,
15.5,14.2,15.4,11.1,16.9,12.5,0,0,0,10.2,15.3,13.2,12.6,14.1] 
 
[[],[0],[],[2],[],[],[],[6],[4],[6,8],[],[10],[10],[12],[],[2,6,14],[],
[16],[],[13,18],[9],[20],[],[],[],[19],[25],[21],[7],[15]] 
 
[[0,2],[13,21]] 
 
[[0,6],[3,20],[2,10],[15,17],[6,12],[2,11],[2,16],[9,21],[5,6],[17,18],
[10,12],[11,17],[6,7],[0,20],[27,28]] 
 
[[0,29],[12,20],[3,13],[1,7],[1,21],[2,17],[10,16],[0,1],[3,14],[8,13],
[0,2],[7,9],[4,11],[11,18],[21,27]] 
 
[[0,4,5,14,18],[2,3],[],[],[1,6,9,10,11,15,20],[],[],[],[7,12,13,16,17,
19,21,22,23,24] 
 
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[]] 
 
Instance 22 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,10.9,13.6,0,0,0,0,0,19.2,18.6,10.5,18.9,12.7,16.4,19.1,17.7,13.7,19
.8,15.9,18.3,10.4,17.2,10.3,15.7,15.9,16.1,17.1,10.2,19.2,17.7] 
 
[[],[0],[],[],[],[],[],[],[],[8],[],[10],[1],[12],[],[14],[13],[16],[13
],[18],[],[1,20],[],[2,13,22],[23],[9],[11],[27],[25,26,27],[28]] 
 
[[16,19],[19,24]] 
 
[[0,2],[1,15],[0,21],[18,19],[8,21],[8,10],[9,24],[1,9],[9,12],[12,23],
[8,18],[16,22],[10,13],[15,19],[12,21]] 
 
[[0,2],[1,20],[2,10],[15,17],[8,12],[2,11],[2,16],[9,21],[17,18],[10,12
],[11,17],[0,23],[25,26],[26,27]] 
 
[[0,1,4,12,13,14,18,20,22],[],[],[],[5,8,9,16,17,19],[2,6],[],[],[3,7,1
0,11,15,21,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 23 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,14.1,19.1,16.3,10.8,17.1,19.1,0,14.2,16.8,0,0,0,0,15.8,13,11.8,15.4
,16.5,15.4,14.9,11,13.9,17.8,11.4,14.9,11,13.9,17.8,11.4] 
 
[[],[0],[],[2],[],[4],[1,2],[],[],[8],[],[],[],[],[],[14],[],[16],[],[0
,14,18],[14],[20],[],[4,18,22],[23],[3],[25],[26],[19],[28]] 
 
[[1,2],[27,14]] 
 
[[0,4],[3,15],[5,8],[0,1],[4,23],[3,20],[9,29],[0,18],[8,14],[26,18],[0
,21],[1,14],[15,23]] 
 
[[0,2],[1,25],[1,15],[18,19],[8,21],[6,26],[9,24],[5,28],[5,23],[8,18],
[16,22],[26,29],[15,19]] 
 
[[0,8,9],[],[],[],[1,2,3,4,6,7,16,17,18],[],[],[],[5,10,11,14,15,20,21]
,[],[],[],[12,13,19,22,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 24 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,17.4,14.5,13.7,13.9,18.3,10,0,19.3,14.9,10.4,18.9,16.2,16.5,12.6,18
.3,10,11,0,0,0,0,19.4,19.9,14.8,10,17.1,18.1,10.2,13.3] 
 
[[],[0],[],[2],[],[4],[],[],[5],[8],[],[10],[],[12],[6],[14],[],[15,16]
,[],[],[],[],[11],[22],[15,23],[1],[3],[9],[17],[24]] 
 
[[0,2,3]] 
 
[[0,10],[4,12],[22,24],[13,27],[0,12],[2,23],[5,26],[4,15],[12,14],[2,1
6],[17,22],[12,17],[11,14],[8,9],[28,29]] 
 
[[0,4],[3,15],[5,8],[0,1],[4,23],[3,22],[9,13],[0,18],[8,14],[10,17],[0
,13],[1,14],[15,23],[25,29]] 
 
[[4,5,6,10,11,12,13],[7,8,18,22,23],[],[],[0,2,9,14,15,16,17,19,20],[1,
3,21,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 25 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,10.7,10,11,17.1,19.5,0,0,14.3,13,0,0,13,0,19.4,13.5,18.2,16.7,17.6,
19.8,10.9,11.4,14,12.1,19.3,10,10.8,19.1,11.2,13.3] 
 
[[],[0],[],[2],[],[4],[],[],[],[8],[],[],[9],[],[8],[9,14],[5],[16],[],
[18],[],[0,19,20],[8],[22],[23],[21],[17],[15],[27],[24,28]] 
 [[1,3],[25,26]] 
 
[[0,5],[14,22],[4,20],[8,20],[8,12],[1,8],[2,9],[4,23],[5,22],[4,19],[9
,21],[14,23],[5,23],[2,18],[9,19]] 
 
[[0,9],[4,20],[22,24],[13,21],[0,12],[2,23],[5,19],[4,15],[12,14],[14,1
6],[17,22],[12,17],[14,23],[8,9]] 
 
[[2,4,5,6,8,10,14,16],[7],[],[],[9,12,13,18,22],[0,1,3,11,15,17,19,20,2
1,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 26 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,0,0,0,10.2,10.7,11.9,0,19.3,11.1,10.3,18.9,19.7,16.6,16.2,18.8,16.4
,0,18.2,17,14.3,16.1,18.6,14.2,13.7,10.2,11.2,12.2,13.2,14.2] 
 
[[],[],[],[],[],[4],[],[],[],[8],[6],[8,10],[],[5,12],[],[14],[12],[],[
],[8,18],[0,4],[20],[8],[22],[23],[21],[16],[19],[24],[28]] 
 
[[6,11],[23,24]] 
 
[[0,6],[12,15],[12,21],[5,23],[4,9],[6,9],[6,23],[22,24],[19,21],[0,15]
,[11,19],[6,8],[5,15],[13,26]] 
 
[[0,5],[14,22],[6,20],[8,20],[8,12],[5,10],[0,9],[4,23],[5,22],[4,19],[
14,23],[10,18]] 
 
[[0,1,4,5,6,8,14,18],[7,12,13,19,22],[],[],[2,3,10,11,15,16,17,20,21,23
,24],[9],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 27 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,17.3,0,15.7,13.4,11.9,0,0,14.4,19.3,10.3,19,16.5,11.6,12.9,14.1,14.
6,17.9,0,0,17.8,10.9,13.2,16.4,18.2,10,11.2,12.9,13.4,14.3] 
 
[[],[0],[],[],[],[4],[],[],[],[8],[],[9,10],[],[12],[9],[3,14],[15],[16
],[],[],[],[20],[8,21],[13,17,22],[23],[11],[25],[24],[17],[28]] 
 
[[5,8],[13,16]] 
 
[[0,10],[0,9],[0,4],[14,17],[8,22],[8,12],[11,22],[17,22],[10,15],[0,3]
,[9,21],[13,14],[4,8],[26,29]] 
 
[[12,15],[5,23],[4,9],[1,9],[4,23],[22,24],[13,21],[0,15],[3,20],[0,8],
[3,13],[5,15],[9,16],[20,27]] 
 
[[0,1,4,6,12,13,18,20,21],[],[],[],[5,8,10],[],[],[],[2,3,7,9,14,15,22]
,[],[],[],[11,16,17,19,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 28 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,10.6,16.3,13,16.5,13.1,13.8,10.3,19.4,0,0,0,0,0,19.7,19.4,12.8,13.5
,19.3,11.3,11.3,15.6,17.8,18.5,12.6,10,13.2,11.2,15.2,12.4] 
 
[[],[0],[0],[2],[],[4],[],[6],[],[],[],[],[],[],[],[14],[],[16],[6],[18
],[],[20],[8],[3,22],[23],[15],[19],[17],[24],[28]] 
 
[[0,2]] 
 
[[0,1],[6,22],[20,21],[12,13],[0,14],[8,15],[18,24],[0,20],[18,23],[4,2
2],[0,6],[2,23],[1,24],[8,23]] 
 
[[0,6],[0,16],[2,4],[14,17],[8,20],[1,22],[17,22],[6,15],[0,3],[7,21],[
14,20],[4,8],[6,26]] 
 
[[0,2,12,16,17],[],[],[],[1,3,6,7,8,9,10,11,14,18,20],[],[],[],[4,5,13,
15,19,21,22,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[]] 
 
Instance 29 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,13.8,0,0,0,0,0,19.4,14.5,15.5,10.2,19,10,11.7,16.5,14.7,10.9,19.2,1
9.9,18.5,14.8,10.3,12.4,10.6,17.1,15.5,13.2,10,14.4,12] 
 
[[],[0],[],[],[],[],[],[1,6],[],[8],[],[10],[],[12],[],[14],[],[16],[1]
,[18],[],[20],[8,11],[22],[21,23],[7],[19],[13],[27],[28]] 
 
[[7,8],[0,10]] 
 
[[9,13],[1,20],[16,22],[11,14],[8,9],[8,10],[10,13],[0,7],[15,23],[12,2
2],[9,25],[15,26],[9,12]] 
 
[[0,1],[20,21],[12,13],[0,14],[8,15],[18,24],[0,20],[9,23],[10,22],[0,8
],[21,23],[1,24]] 
 
[[2,3,4,6,10,12,14,15,20],[],[],[],[0,8,11,13,21,22,23,24],[],[],[],[1,
5,7,9,16,17,18,19],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[]] 
 
Instance 30 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,17.1,17.2,17.7,12.8,15.5,15.7,18.5,19.5,13.6,10.2,19,16.8,16.8,13.3
,10,19.1,0,0,0,0,0,12.8,11.6,10.1,11.1,12.1,13.1,14.1,15] 
 
[[],[0],[],[2],[0],[4],[],[6],[],[8],[],[10],[],[12],[],[14],[11],[],[]
,[],[],[],[5,15],[22],[23],[15,16],[25],[7],[9,27],[28]] 
 
[[13,15],[5,8]] 
 
[[0,10],[0,2],[7,14],[7,9],[1,9],[1,24],[10,23],[4,6],[5,22],[4,9],[1,2
4],[7,8],[3,13],[1,26]] 
 
[[3,13],[1,6],[16,22],[11,14],[8,9],[8,10],[6,13],[0,7],[3,23],[6,22],[
3,9],[9,12],[26,29]] 
 
[[0,1,4,5,8,12,13,14,15,18],[],[],[],[2,3,6,7,10,11,16,19],[],[],[],[9,
17,20,21,22,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[]] 
 
Instance 31 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,10.4,12.7,15.1,16,16.7,0,17.6,14.5,11.7,0,0,13.5,11.8,0,0,17.3,10.4
,11,12.9,11.8,19.8,11.5,14.9,16,11.2,13.4,15.4,12.2,15.1] 
 
[[],[0],[],[2],[],[4],[],[6],[],[0,8],[],[],[9],[12],[],[],[1],[7,16],[
17],[18],[18],[20],[],[4,19,22],[23],[13],[25],[5],[21],[24]] 
 
[[19,22]] 
 
[[0,1],[9,13],[4,19],[2,13],[1,4],[1,18],[19,24],[4,14],[3,8],[9,24],[1
3,24],[3,9],[1,4],[0,28]] 
 
[[0,22],[0,2],[7,20],[7,9],[1,9],[1,17],[20,23],[4,19],[5,22],[4,9],[7,
8],[9,19],[12,26]] 
 
[[0,6,8,9,12],[],[],[],[1,2,7,14,16],[],[],[],[3,10,13,17,18,19,22],[],
[],[],[4,5,11,15,20,21,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 32 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[0,0,18.1,12.4,19.1,17.9,17.6,16.7,19.6,19.9,10.1,19,10.3,16.9,16.8,10.
6,0,0,11.5,0,15.2,14.5,16.1,17.1,10.5,12.1,18.3,17.2,11,15.5] 
 
[[],[],[],[2],[],[4],[],[5,6],[],[8],[3],[10],[2,7],[12],[2,7],[14],[],
[],[11],[],[],[7,20],[],[13,22],[23],[18],[22],[15],[26,27],[28]] 
 
[[2,4],[4,7],[6,8]] 
 
[[2,9],[3,10],[7,9],[5,11],[9,14],[3,20],[14,23],[9,18],[6,7],[3,4],[26
,27],[15,21]] 
 
[[9,13],[4,25],[2,13],[4,10],[12,18],[24,25],[4,14],[3,8],[9,24],[6,15]
,[13,24],[9,11],[6,20],[24,29]] 
 
[[0,2,3,6],[1,8],[],[],[4,5,7,10,11,12,13,16,22,23] 
,[14,17,18,20,21,24],[],[],[9,15,19],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]] 
 
Instance 33 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,17,13.6,19.7,12.3,19.1,0,0,14.6,18,10,19,17,11.9,13.6,15.9,13.7,11.
6,12.1,17.2,18.7,19.2,0,0,0,10.7,19.2,14.9,11.2,13.3] 
 
[[],[0],[],[2],[],[3,4],[],[],[],[8],[],[10],[8],[12],[],[5,11,14],[],[
5,16],[],[18],[],[20],[],[],[],[1],[25],[17,26],[15],[27,28]] 
 
[[3,8],[14,19],[13,17]] 
 
[[0,2],[20,21],[16,21],[17,18],[4,13],[2,12],[4,8],[3,19],[10,21],[0,13
],[2,16],[2,4],[12,17],[21,26]] 
 
[[0,16],[10,13],[2,9],[0,19],[3,10],[5,9],[1,11],[9,14],[3,20],[1,19],[
14,19],[9,18],[3,4],[4,15]] 
 
[[2,3,6,14,18],[],[],[],[8,9,10,11,12,13,16,19,20,22],[],[],[],[0,1,4,5
,7,15,17,21,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[]] 
 
Instance 34 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,10.2,19,17.1,15.4,10.3,19.5,15,19.7,0,0,0,0,0,10.3,11.2,11.9,17.3,1
2.7,14.4,12.2,13.9,15.3,11.3,19.4,11.11,10.6,12.5,14.4,15] 
 
[[],[0],[],[2],[],[2,4],[0],[6],[],[],[],[],[],[],[],[8,14],[4],[16],[]
,[18],[],[20],[],[22],[23],[3],[5],[17],[27],[26,28]] 
 
[[16,19],[21,23]] 
 
[[0,1],[4,19],[3,18],[5,23],[2,17],[5,19],[19,22],[0,3],[6,16],[12,15],
[8,14],[2,13],[4,14],[8,12],[15,25]] 
 
[[0,2],[20,21],[16,23],[17,18],[4,13],[6,12],[4,8],[3,19],[7,21],[0,24]
,[2,16],[2,4],[12,17],[21,22],[25,26]] 
 
[[2,22],[0,4,5,12,18,20],[],[],[1,3,6,7,8,9,13,21,23],[],[],[],[10,11,1
4,15,16,17,19,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 35 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,13.5,14.5,14.4,18.6,11.5,0,0,0,0,0,19.1,10.5,12,17.1,16.5,10,12.9,1
3.2,11.6,15.7,18.7,19.8,13.5,13.8,9.9,10.6,11.7,12.5,13.8] 
 
[[],[0],[],[2],[],[4],[],[],[],[],[],[4,10],[],[12],[],[14],[14],[16],[
],[2,18],[],[20],[12],[22],[5,19,23],[24],[15],[17],[21],[25]] 
 
[[21,24],[3,5]] 
 
[[4,13],[3,18],[2,17],[1,5],[0,24],[16,22],[13,15],[11,15],[5,16],[19,2
4],[1,17],[1,12],[16,20],[2,22],[12,29]] 
 
[[0,1],[4,19],[5,23],[5,19],[19,22],[0,3],[12,15],[12,14],[2,13],[4,14]
,[2,12],[11,19]] 
 
[[0,2,4,12,18],[1,14,15,16,19],[],[],[6,7,8,9,10,11,13,20,21,22,23],[3,
5,17,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 36 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[0,0,0,11.8,11.7,12.7,11.4,13.2,19.7,12.4,19.9,19.1,17.3,17.1,13.9,11.7
,0,0,13.8,18.8,19.2,13.4,14.4,15.6,18.3,17.2,17.5,16.6,10.2,14.4] 
 
[[],[],[],[2],[3],[4],[],[6],[],[7,8],[],[10],[4,6],[12],[],[3,14],[],[
],[9,12],[18],[11,15],[4,20],[],[22],[10,23],[5],[13],[19],[21,25],[28]
] 
 
[[3,18,20]] 
 
[[6,19],[8,22],[7,13],[19,24],[3,13],[14,21],[6,21],[3,21],[22,23],[8,1
4],[5,10],[5,8],[3,11],[6,26]] 
 
[[4,13],[3,18],[3,9],[7,24],[6,8],[13,15],[11,15],[5,13],[3,10],[12,20]
,[14,22],[8,28]] 
 
[[0,1,2,3,4,14,15,16],[],[],[],[6,7,8,9,10,11,12,17,18,19,20,22],[],[],
[],[5,13,21,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[]] 
 
Instance 37 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[0,0,15.4,19.1,14.9,13.9,12.4,12.3,14.8,10.5,19.8,19.1,14.1,12.1,10.7,1
7,16.4,14.1,14.3,16,0,0,0,17.8,12.8,14.2,13.5,10,15.4,16.6] 
 
[[],[],[],[2],[],[4],[5],[6],[],[2,6,8],[],[10],[9],[12],[],[14],[],[16
],[3],[18],[],[],[],[13,15,22],[23],[19],[25],[11],[7],[27,28]] 
 
[[11,12,14]] 
 
[[2,5],[2,4],[16,18],[4,17],[9,17],[3,9],[5,7],[3,4],[3,8],[4,10],[19,2
7],[14,16],[7,24],[12,25],[14,23]] 
 
[[2,19],[10,16],[7,13],[16,17],[19,24],[3,13],[4,16],[6,26],[10,23],[8,
14],[6,10],[5,8],[3,11]] 
 
[[0,2,3,20,21,22],[8,10,16],[],[],[4,5,6,9,11,12,13,14,15,18,23,24],[],
[],[],[1,7,17,19],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 38 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,13.4,10.9,16.5,18,15.1,13.3,11.4,19.8,18.6,19.8,19.1,10.8,17.2,17.4
,12.3,0,0,14.9,13.1,16.2,12.8,0,0,0,10.8,11.7,12.9,14.6,16.3] 
 
[[],[0],[],[2],[],[4],[],[6],[],[1,2,8],[],[10],[],[12],[11],[7,14],[],
[],[3,14],[18],[],[11,13,20],[],[],[],[9],[19],[15],[21],[28]] 
 
[[1,4,8]] 
 
[[14,18],[8,12],[3,6],[5,14],[1,21],[1,7],[2,5],[18,27],[0,12],[6,29],[
0,13],[2,6],[9,10],[0,29]] 
 
[[2,5],[4,20],[15,18],[4,27],[9,13],[3,9],[5,7],[3,4],[1,3],[1,5],[19,2
1],[14,20],[7,28],[8,12]] 
 
[[0,1,2,4,8,10,11,12],[3,14,22,23,24],[],[],[6,7,9,13,18,19,20],[5,15,1
6,17,21],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 39 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,16.6,0,13.8,0,0,0,0,14.9,16.7,19.8,19.1,17.6,12.2,14.2,17.6,12.8,15
.4,15.4,10.3,19.6,17.6,18.2,12,11.7,10,19.2,16.5,11.8,12.2] 
 
[[],[0],[],[2],[],[],[],[],[],[8],[],[10],[],[8,12],[],[14],[],[10,16],
[0,3],[18],[],[20],[1],[22],[23],[13,17],[25],[19],[24],[27,28]] 
 
[[11,13,15]] 
 
[[0,8],[6,22],[12,23],[0,15],[8,10],[0,3],[8,23],[9,16],[1,9],[9,11],[3
,10],[12,23],[8,15],[20,26]] 
 
[[14,18],[8,16],[3,27],[1,14],[1,21],[2,17],[18,24],[12,17],[18,24],[0,
13],[9,10],[0,29]] 
 
[[0,1,6,10,12,16],[],[],[],[2,8,14,22],[],[],[],[3,4,5,7,9,11,13,15,17,
18,19,20,21,23],[24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 40 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,19.9,11.8,11.2,0,0,15.2,19.6,0,14.9,19.7,19.1,14.3,17.3,11,12.9,11,
11,16,17.5,0,0,12.8,14.2,16.1,11.8,12.2,17.1,10.9,15.5] 
 
[[],[0],[],[2],[],[],[],[6],[],[3,8],[1],[10],[],[12],[13],[14],[10],[1
6],[3],[18],[],[],[9],[14,22],[6,23],[11],[19],[15],[17,26],[28]] 
 
[[16,17],[12,13]] 
 
[[2,16],[12,15],[0,15],[0,10],[3,24],[11,19],[3,7],[6,24],[19,24],[0,27
],[1,12],[0,22],[0,24]] 
 
[[0,2],[6,22],[2,10],[2,3],[10,23],[9,16],[1,7],[3,10],[12,23],[6,15],[
7,27]] 
 
[[2,4,5,6,8,12,13,14,20],[],[],[],[0,1,3,9,18,19,21],[],[],[],[7,10,11,
15,16,17,22,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[],[],[]] 
 
Instance 41 : 
 
30 
15 
4 
10 
2 
1 
0 
0 
100 
 
[10,13.2,17.2,0,17.4,18.7,16.2,18.7,14.9,13,19.7,19.1,0,0,0,0,19.2,16.6
,16.6,14.7,16.6,17,17.3,16.3,10.6,10.1,13.3,17.2,16.1,15] 
 
[[],[0],[],[],[1],[4],[4],[6],[2],[5,8],[0,2],[10],[],[],[],[],[6],[16]
,[],[10,18],[1],[12,20],[0],[6,22],[23],[9],[25],[24],[17],[27,28]] 
 
[[0,2],[8,9]] 
 
[[0,8],[7,11],[0,10],[11,20],[2,6],[19,21],[4,21],[9,16],[6,8],[2,22],[
5,20],[5,9],[2,8],[2,26]] 
 
[[5,16],[0,24],[1,24],[11,19],[0,7],[6,24],[19,24],[0,5],[1,20],[0,22],
[18,28]] 
 
[[0,1,2,4,6,12,14],[],[],[],[3,5,10,15,18,22,23],[11,13,16,24],[],[],[7
,8,9,17,19,20,21],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 42 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,16.5,12.7,15.8,10.6,19.9,17.1,17.8,10,0,19.6,19.2,0,17.4,14.5,0,17.
3,12.2,17.1,11.9,10.1,0,0,18.5,15,12.2,15.3,17.5,13.4,16.7] 
 
[[],[0],[],[2],[],[4],[],[5,6],[1],[],[],[5,10],[],[12],[10],[],[5],[16
],[],[13,18],[4,18],[],[],[10,13,22],[6,18,23],[3,8],[19],[17],[7],[27,
28]] 
 
[[7,11,25]] 
 
[[0,4],[2,14],[5,8],[0,18],[14,18],[6,14],[0,8],[13,14],[11,18],[11,16]
,[8,24],[24,29]] 
 
[[7,14],[0,10],[11,20],[3,6],[3,6],[13,16],[6,13],[2,11],[5,20],[5,9],[
2,8],[0,2],[5,25]] 
 
[[4,6,10,12,18,20,22],[],[],[],[0,1,2,3,5,13,16,17,19,23,24],[],[],[],[
14],[7,8,9,11,15,21],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 43 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,0,18.1,13.2,13.7,11.1,18.1,16.9,0,0,19.6,19.2,0,0,11.3,18.8,15.5,17
.9,17.7,19,13.6,16.5,16.5,10.6,19.5,10.9,11.3,12.7,13.8,14.7] 
 
[[],[],[],[2],[],[4],[2],[6],[],[],[],[10],[],[],[],[14],[7],[1,8,16],[
5],[14,18],[10],[20],[16],[0,22],[12,23],[3],[21],[25,26],[15],[19,28]] 
 
[[21,22],[0,11]] 
 
[[0,2],[0,6],[3,15],[16,18],[6,14],[7,20],[21,24],[3,4],[4,19],[2,10],[
10,16],[0,22],[24,27]] 
 
[[0,4],[15,22],[2,14],[5,15],[0,18],[14,18],[6,14],[0,3],[4,14],[6,18],
[11,16],[24,29]] 
 
[[0,10,14,15],[],[],[],[1,2,3,4,5,6,7,16,20,21,22,23],[],[],[],[8,17,18
],[9,11,12,13,19,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 44 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,13,13.6,10.5,16.9,12.3,19,16,10,17.4,19.5,19.2,11.4,17.5,18.1,0,0,0
,0,0,17.1,11.2,11.1,12.7,14,11.11,12.4,17.5,16.8,15] 
 
[[],[0],[],[2],[],[3,4],[],[6],[],[8],[],[10],[5],[12],[2,4,9],[],[],[]
,[],[],[7,8],[20],[],[9,22],[23],[14],[25],[13],[26,27],[24,28]] 
 
[[3,5]] 
 
[[0,11],[14,21],[1,8],[3,14],[11,24],[0,4],[2,9],[1,2],[11,13],[2,3],[9
,23],[13,21],[3,10],[12,25]] 
 
[[0,8],[0,6],[3,22],[9,14],[7,8],[21,24],[3,12],[4,6],[2,10],[1,9],[6,1
0],[0,1],[21,29]] 
 
[[4,6,8,10],[0,2,22],[],[],[3,5,7,9,11,18,19,20,21],[],[],[],[1,12,13,1
4,15,16,17,23,24],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[]
,[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[]] 
 
Instance 45 : 
 
30 
15 
4 
10 
2 
2 
0 
0 
100 
 
[10,16.3,19,17.9,0,0,10,15.1,15.1,15.5,19.5,19.2,18.1,12.5,14.8,19.4,11
.9,19.1,18.8,13.4,10.5,15.9,0,0,0,15.1,14.2,18.4,10.9,11.5] 
 
[[],[0],[],[2],[],[],[0],[6],[],[8],[],[10],[0],[7,12],[],[14],[],[16],
[],[15,18],[],[20],[],[],[],[13],[9],[19],[17],[27,28]] 
 
[[2,19],[2,6],[12,28]] 
 
[[10,19],[3,16],[11,13],[8,15],[0,8],[17,18],[2,8],[10,11],[7,8],[0,11]
,[15,18],[9,18],[13,27]] 
 
[[0,17],[14,21],[1,8],[14,18],[11,17],[0,18],[2,18],[16,19],[1,2],[2,3]
,[9,14],[13,18],[3,10],[25,26]] 
 
[[0,2,4,5,6,7,10,12,13,14,15,20],[],[],[],[1,3,11,19,21,22,23,24],[],[]
,[],[8,9,16],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[
],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],[],
[],[],[],[],[],[],[],[]] 
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Résumé :
Actuellement, les fabricants sont soumis à une pression économique importante
et à une concurrence internationale accrue due à la globalisation des marchés. Pour
réussir, les fabricants doivent être capables de répondre rapidement aux change-
ments de la demande en adaptant leurs systèmes de production. Cette adaptation
aux changements peut être réalisée à travers multiples reconﬁgurations du système
de production.
Les travaux présentés dans ce mémoire portent sur l'élaboration des méthodes
de recherche opérationnelle permettant d'accompagner le décideur lors de la recon-
ﬁguration d'une ligne de transfert ou d'assemblage. Ce problème apparaît lorsqu'un
nouveau produit doit être fabriqué par une ligne existante ou lorsqu'il y a eu des
changements dans les caractéristiques du produit. Par conséquent, il devient néces-
saire de modiﬁer la conﬁguration du système de production tout en minimisant les
coûts induits. Ces coûts sont évalués diﬀéremment pour les systèmes automatisés
ou manuels. Dans le premier cas, qui correspond au cas des lignes de transfert, pour
limiter les investissements, il est souhaitable de réutiliser au maximum les équipe-
ments existants à condition que les contraintes techniques et technologiques soient
respectées. Dans le cas des lignes manuelles qui sont représentées dans notre étude
par les lignes d'assemblage, l'objectif est de minimiser les coûts liés à l'apprentissage
des opérateurs causés par la réaﬀectation de leurs tâches.
Les méthodes de résolution exactes basées sur la modélisation mathématique
et la programmation linéaire en nombre mixtes ainsi qu'une méthode de type goal
programming sont développées dans ce travail pour argumenter la prise de décisions
lors de la reconﬁguration des lignes de production. Les méthodes proposées ont été
testées avec succès sur des échantillons de problèmes proches des cas industriels et
ont montré leur eﬃcacité.
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Abstract :
Global competition causes ﬂuctuations in product demand and requires more
frequent modiﬁcations of product characteristics. As a consequence, the production
systems have to be frequently adapted to new production requirements.
This work develops new combinatorial optimization methods for supporting de-
cision makers at the reconﬁguration stage considered for transfer and assembly
lines. If new products have to be manufactured at the line or existing products
are modiﬁed, then the line has to be reconﬁgured in order to meet new production
requirements. In highly automated lines, as the transfer lines, the reconﬁguration
problem is focused on the readjustment of the equipment. To reduce the investment
costs, the decision makers aim to reuse the available equipment as much as possible.
The existence of compatibility constraints between new operations to be performed
and existing facilities makes the reconﬁguration problem hard and combinatorial.
In manual assembly lines also studied in this thesis, the reconﬁguration problem
mostly concerns the reassignment of tasks to workers ant the minimization of the
cost of retraining operators.
The developed methods are based on the mathematical modelling and mixed
integer programming, a goal programming approach is designed as well. These me-
thods were successfully tested on a dataset of problem instances close to real indus-
trial problems. The obtained results show the eﬀectiveness and the eﬃciency of the
solution methods proposed.
