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TWO INEQUALITIES BETWEEN CARDINAL INVARIANTS
DILIP RAGHAVAN AND SAHARON SHELAH
Abstract. We prove two ZFC inequalities between cardinal invariants. The
first inequality involves cardinal invariants associated with an analytic P-ideal,
in particular the ideal of subsets of ω of asymptotic density 0. We obtain
an upper bound on the ∗-covering number, sometimes also called the weak
covering number, of this ideal by proving in Section 2 that cov∗(Z0) ≤ d. In
Section 3 we investigate the relationship between the bounding and splitting
numbers at regular uncountable cardinals. We prove in sharp contrast to the
case when κ = ω, that if κ is any regular uncountable cardinal, then sκ ≤ bκ.
1. Introduction
Cardinal invariants associated with analytic P-ideals and their quotients are
becoming increasingly well studied. Several cardinal invariants have been defined
and investigated for quotients of the form P(ω)/I, where I is some definable ideal,
guided by analogy with the familiar case of the quotient P(ω)/FIN. The most
interesting among these have been the cases where I is either Fσ or an analytic
P-ideal. Recall that an ideal I on ω is called a P-ideal if for every collection
{an : n ∈ ω} ⊂ I, there exists a ∈ I such that ∀n ∈ ω [an ⊂∗ a]. Here a ⊂∗ b means
that a \ b is finite. When I is a tall ideal, it is possible to associate some cardinals
with I that it wouldn’t necessarily make sense to do with FIN. Recall that an
ideal I on ω is tall if it is proper, meaning ω /∈ I, it is non-principal, meaning that
[ω]
<ω ⊂ I, and it has the property that ∀a ∈ [ω]ω∃b ∈ [a]ω [b ∈ I].
Definition 1. Let I be a tall P-ideal on ω. Define
add∗(I) = min{|F| : F ⊂ I ∧ ∀b ∈ I∃a ∈ F [a 6⊂∗ b]},
cov∗(I) = min{|F| : F ⊂ I ∧ ∀a ∈ [ω]ω∃b ∈ F [|a ∩ b| = ω]},
cof∗(I) = min{|F| : F ⊂ I ∧ ∀b ∈ I∃a ∈ F [b ⊂∗ a]},
non∗(I) = min{|F| : F ⊂ [ω]ω ∧ ∀b ∈ I∃a ∈ F [|a ∩ b| < ω]}.
Cardinals of this kind were first considered by Brendle and Shelah [4] and by
Bartoszyn´ski [1]. Brendle and Shelah [4] referred to add∗(I) as p(I∗) and cov∗(I)
as πp(I∗), where I∗ = {ω \ a : a ∈ I} is the dual filter to I. The present
terminology was popularized by Herna´ndez-Herna´ndez and Hrusˇa´k [9] who carried
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out a detailed investigation of these invariants for tall analytic P-ideals. Their choice
of terminology was motivated by analogy with the following definitions which make
sense for any ideal whatsoever.
Definition 2. Let I be any ideal on a set X . Define
add(I) = min
{
|F| : F ⊂ I ∧
⋃
F /∈ I
}
,
cov(I) = min
{
|F| : F ⊂ I ∧
⋃
F = X
}
,
cof(I) = min {|F| : F ⊂ I ∧ ∀B ∈ I∃A ∈ F [B ⊂ A]} ,
non(I) = {|Y | : Y ⊂ X ∧ Y /∈ I} .
It is possible to associate with each tall ideal I on ω an ideal Iˆ on P(ω) which
is generated by Borel subsets of P(ω) in a natural way. For each a ∈ P(ω), let
aˆ = {b ⊂ ω : |a ∩ b| = ω}. This is a Gδ subset of P(ω). If I is a tall ideal on
ω, then Iˆ = {X ⊂ P(ω) : ∃a ∈ I [X ⊂ aˆ]} is an ideal on P(ω) generated by Borel
sets. Moreover I is a P-ideal iff Iˆ is a σ-ideal. Now the invariants from Definition
2 associated with Iˆ correspond exactly with the ∗-invariants from Definition 1
associated with I. It can be shown (see Proposition 1.2 of [9]) that add(Iˆ) =
add∗(I), cov(Iˆ) = cov∗(I), cof(Iˆ) = cof∗(I), non(Iˆ) = non∗(I).
One of the main tools used in [9] for analyzing the ∗-invariants of tall analytic
P-ideals is the Kateˇtov order. Let I and J be ideals on ω. Recall that I is Kateˇtov
below J or I ≤K J if there is a function f : ω → ω such that ∀a ∈ I
[
f−1(a) ∈ J
]
.
The significance of this ordering lies in the fact that I ≤K J implies both that
cov∗(I) ≥ cov∗(J ) and that non∗(I) ≤ non∗(J ) (see Proposition 3.1 of [9]). The
Tukey ordering is also relevant here. We say that 〈I,⊂∗〉 is Tukey below 〈J ,⊂∗〉 and
we write I ≤∗T J if there is a map ϕ : I → J such that if X ⊂ I any set that does
not have an upper bound in the partial order 〈I,⊂∗〉, then ϕ′′X does not have an
upper bound in the partial order 〈J ,⊂∗〉. If I ≤∗T J , then add
∗(I) ≥ add∗(J ) and
cof∗(I) ≤ cof∗(J ) (see Proposition 2.1 of [9]). The ideal Z0 of sets of asymptotic
density 0 is a critical object of study in [9].
Definition 3. A set A ⊂ ω is said to have asymptotic density 0 if lim
n→∞
|A ∩ n|
n
= 0.
Z0 = {A ⊂ ω : limn→∞
|A∩n|
n
= 0}.
Z0 is easily seen to be a tall Fσδ P-ideal. It is pointed out in [9] that add
∗(Z0) =
add(N ) and cof∗(Z0) = cof(N ), where N is the ideal of subsets of R that have
Lebesgue measure 0. This follows from earlier work of Todorcevic [15] and Frem-
lin [7] on the Tukey order ≤∗T . Herna´ndez-Herna´ndez and Hrusˇa´k [9] prove that
EDfin ≤K I 1
n
≤K tr(N ) ≤K Z0 (see [9] for the definitions of the ideals EDfin,
I 1
n
, and tr(N )). The upshot of this is that add(N ) ≤ cov∗(Z0) ≤ non(M) and
cov(M) ≤ non∗(Z0) ≤ cof(N ), where M is the ideal of meager subsets of R.
They then improve these bounds by proving that min{cov(N ), b} ≤ cov∗(Z0) ≤
max{b, non(N )} and that min{d, cov(N )} ≤ non∗(Z0) ≤ max{d, non(N )}. Here
b is the least size of an unbounded family in ωω with respect to the ordering of
eventual domination and d is the least size of a cofinal family. It is also proved in
[9] that Z0 is Kateˇtov minimal among all density ideals. Given these results the
following question naturally suggests itself.
Question 4 (Question 3.23(a) of [9]). Is cov∗(Z0) ≤ d?
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Apart from the intrinsic interest in locating cov∗(Z0) in relation to the cardinals
in Cichon´’s diagram, Question 4 also has a motivation coming from forcing theory.
Recall the following definition.
Definition 5. Let V be any ground model and P ∈ V be a notion of forcing. Let
I ∈ V be an ideal on ω. We say that P diagonalizes V ∩ I if there exists A˚ ∈ VP
such that PA˚ ∈ [ω]
ω and for each X ∈ V ∩ I, P
∣∣∣X ∩ A˚
∣∣∣ < ω.
If I is a definable tall ideal and if P ∈ V diagonalizes V ∩ I, then P tends to
push cov∗(I) up. A classical theorem of Laflamme [11] says that any Fσ ideal can
be diagonalized by a proper ωω-bounding forcing. When combined with standard
preservation theorems and bookkeeping arguments, Laflamme’s result enables the
construction of a model where cov∗(I) > d for every tall Fσ ideal I. Laflamme’s
result has led to speculation about whether all tall Fσδ P-ideals, which arguably
constitute the second nicest class of definable ideals after the Fσ ideals, could also
be diagonalized by a proper ωω-bounding forcing.
Question 6. Suppose I ∈ V is an Fσδ P-ideal. Does there exist a proper ωω-
bounding P ∈ V which diagonalizes V ∩ I? Is it consistent that cov∗(I) > d holds
for all tall Fσδ P-ideals I?
It has long been known that one cannot hope for anything like this if one moves
up one level to consider Fσδσ ideals. The ideal FIN × FIN, which is defined to be
{a ⊂ ω × ω : {n ∈ ω : {m ∈ ω : 〈n,m〉 ∈ a} is infinite} is finite}, is an Fσδσ ideal
and any P that diagonalizes it must add a dominating real. In Section 2 we give a
negative answer to both Questions 4 and 6 by proving the following theorem.
Theorem 7. cov∗(Z0) ≤ d.
Section 3 deals with cardinal invariants on uncountable cardinals.
Definition 8. Let κ > ω be a regular cardinal. For f, g ∈ κκ, f <∗ g means that
|{α < κ : g(α) ≤ f(α)}| < κ. A set F ⊂ κκ is said to be unbounded if there does
not exist g ∈ κκ such that ∀f ∈ F [f <∗ g]. A set F ⊂ κκ is said to be dominating
if ∀f ∈ κκ∃g ∈ F [f <∗ g].
For a, b ∈ P(κ), we write a ⊂∗ b to mean that |a \ b| < κ. Since κ is regular,
this is equivalent to saying that ∃δ < κ [(a \ δ) ⊂ b]. For a, b ∈ P(κ) we say that a
splits b if both b∩ a and b∩ (κ \ a) have cardinality κ. A family F ⊂ P(κ) is called
a splitting family if ∀b ∈ [κ]κ∃a ∈ F [a splits b].
We define the cardinal invariants bκ, dκ, and sκ as follows:
bκ = min{|F | : F ⊂ κ
κ ∧ F is unbounded};
dκ = min{|F | : F ⊂ κ
κ ∧ F is dominating};
sκ = min{|F | : F ⊂ P(κ) ∧ F is a splitting family}.
These are of course direct analogues of the cardinals b, d, and s that play an
important role in the theory of cardinal characteristics on ω. Historically, one of
the first works to investigate some these higher analogues in depth was the paper
[5] by Cummings and Shelah. They show in that paper that for a regular κ > ω,
κ+ ≤ cf(bκ) = bκ ≤ cf(dκ) ≤ 2κ. They also proved in [5] that these are essentially
the only restrictions on bκ and dκ that are provable in ZFC. In this sense, bκ and
dκ behave in exactly the same way as b and d.
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While the results of Cummings and Shelah [5] do not involve any large cardinals,
it has slowly become clear that obtaining consistency results on cardinal invariants
at large cardinals is easier than obtaining the same consistency results at accessible
cardinals. For example a recent work of Garti and Shelah [8] proves the consistency
of uκ < 2
κ at a supercompact cardinal κ, based on earlier methods introduced by
Dzˇamonja and Shelah [6]. Here uκ is the smallest number of sets needed to generate
a uniform ultrafilter on κ. On the other hand, it is completely open whether this
situation is consistent at κ = ω1.
It is a classical result of Shelah [12] that b < s is consistent. This result had a
lot of impact on the study of cardinal invariants on ω. It was the first published
application of creature forcing, a method that has subsequently become indispens-
able to many consistency results on cardinal invariants on ω. The importance of
this result is one of the motivations for posing the following question.
Question 9. Is it consistent to have a regular uncountable cardinal κ such that
bκ < sκ?
The cardinal sκ has been investigated by Kamo [10], Suzuki [14], and Zaple-
tal [16]. Suzuki [14] proved that sκ is small for most regular uncountable cardinals.
He showed that for a regular κ > ω, sκ ≥ κ iff κ is strongly inaccessible and sκ ≥ κ+
iff κ is weakly compact. The main result of Zapletal [16] is that if it is consistent to
have a regular uncountable cardinal κ such that sκ ≥ κ++, then it is also consistent
that there is a κ with o(κ) ≥ κ++. In particular, any positive answer to Question 9
would have had to start with a substantial large cardinal hypothesis. On the other
hand, Kamo [10] proved that it is consistent relative to a supercompact cardinal
that sκ ≥ κ
++ holds at a supercompact κ. It was perhaps hoped that a positive
answer to Question 9 would lead to new techniques for forcing at uncountable car-
dinals κ, at least when κ is supercompact, and help generate further results like
the consistency of bκ < aκ. However we will prove that Question 9 has a negative
solution.
Theorem 10. For any regular uncountable cardinal κ, sκ ≤ bκ.
It should be noted that this is not the first time that a significant difference
has been observed in the behavior of cardinal characteristics between ω and bigger
regular cardinals. Blass, Hyttinen, and Zhang proved in [3] that dκ = κ
+ implies
aκ = κ
+ for all regular uncountable cardinals κ, while the question of whether
d = ω1 implies a = ω1 is a long-standing unresolved problem.
2. A bound for cov∗(Z0)
Theorem 7 is proved in this section.
Definition 11. An interval partition is a sequence I = 〈in : n ∈ ω〉 ∈ ω
ω such
that i0 = 0 and ∀n ∈ ω [in < in+1]. If I is an interval partition and n ∈ ω, then In
is the nth interval of the partition. In other words, In = [in, in+1) = {k ∈ ω : in ≤
k < in+1}.
Lemma 12. Let I be an interval partition. Let A ⊂ ω be such that for each l ≥ 0,
there exists N ∈ ω such that for each n ≥ N :
(1) |A∩In||In| ≤ 2
−l;
(2) ∀i, j ∈ A ∩ In
[
i 6= j =⇒ |i− j| > 2l−1
]
.
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Then A has density 0.
Proof. Fix l ≥ 0. Using the given hypotheses, fix N ∈ ω such that:
(3) N > 0 and iN ≥ 2l+1;
(4) for each n ≥ N :
(a) |A∩In||In| ≤ 2
−l−2;
(b) ∀i, j ∈ A ∩ In
[
i 6= j =⇒ |i− j| > 2l+1
]
.
Find L ∈ ω withM = iL ≥ 2l+2iN . We will show that for each k ≥M ,
|A∩k|
k
≤ 2−l.
This will suffice to prove that A ∈ Z0. To this end, we first show that for each
m ∈ ω, if im ≥M , then
|A∩im|
im
≤ 2−l−1. Fix any suchm. Note thatm > 0, iN > 0,
and that im ≥ 2
l+2iN > iN . Put Z = [iN , im) =
⋃
N≤k≤m−1Ik. For each N ≤ k ≤
m−1, |A∩Ik||Ik| ≤ 2
−l−2, and so |A∩Z||Z| ≤ 2
−l−2. Therefore, |A∩im|
im
= |A∩iN |
im
+ |A∩Z|
im
≤
iN
im
+ |A∩Z||Z| . Since
iN
im
≤ 2−l−2, we get |A∩im|
im
≤ 2−l−2 + 2−l−2 = 2−l−1, as needed.
Next, if k ≥ M , then there exists m ∈ ω such that im ≥ M and k ∈ Im. Thus
it suffices to prove that for all m ∈ ω, if im ≥M , then for all k ∈ Im,
|A∩k|
k
≤ 2−l.
Fix any such m. If Im ∩ A = 0, then for any k ∈ Im, A ∩ k = A ∩ im, and so
|A∩k|
k
≤ |A∩k|
im
= |A∩im|
im
≤ 2−l−1 ≤ 2−l. Thus we may assume that Im ∩ A 6= 0.
Let {a1, . . . , ap} enumerate Im ∩ A in increasing order. Fix any k ∈ Im. If k ≤ a1,
then A ∩ im = A ∩ k and so, once again
|A∩k|
k
≤ |A∩k|
im
= |A∩im|
im
≤ 2−l−1 ≤ 2−l.
We may assume that a1 < k. Put q = max{1 ≤ q ≤ p : aq < k} and note that
A ∩ k ⊂ (A ∩ a1) ∪ {a1, . . . , aq}. By the remarks above,
|A∩a1|
a1
≤ 2−l−1, and so
|A∩a1|
k
≤ |A∩a1|
a1
≤ 2−l−1. Clause (4)(b) implies that aq − a1 ≥ (q − 1)2l+1 and
clause (3) implies that 2l+1 < a1. It follows from this that
q
k
≤ 2−l−1. Therefore
|A∩k|
k
≤ |A∩a1|
k
+ q
k
≤ 2−l−1 + 2−l−1 = 2−l. ⊣
Lemma 13. Let l be a member of ω greater than 0 and let X ⊂ ω with |X | = 2l.
Then there exists a sequence {Aσ : σ ∈ 2≤l} such that:
(1) ∀m ≤ l
[⋃
σ∈2mAσ = X ∧ ∀σ, τ ∈ 2
m [σ 6= τ =⇒ Aσ ∩Aτ = 0]
]
;
(2) ∀σ ∈ 2≤l
[
|Aσ| = 2l−|σ|
]
and ∀σ, τ ∈ 2≤l [σ ⊂ τ =⇒ Aτ ⊂ Aσ];
(3) for each σ ∈ 2≤l, ∀i, j ∈ Aσ
[
i 6= j =⇒ |i− j| > 2|σ|−1
]
.
Proof. Build the Aσ by induction on m ≤ l. When m = 0 put A∅ = X . Clause (3)
is satisfied because ∀i, j ∈ X
[
i 6= j =⇒ |i− j| ≥ 1 > 12
]
. Now suppose m < l and
that Aσ is given for every σ ∈ 2m. Fix any σ ∈ 2m. Then |Aσ| = 2l−m. Note that
2l−m ≥ 2. Let φ : 2l−m → Aσ be the order isomorphism. Put E = {x < 2l−m :
x is even} and O = {x < 2l−m : x is odd}. As 2l−m ≥ 2, |E| = |O| = 2l−m−1 and
E ∪O = 2l−m. Define Aσ⌢〈0〉 = φ
′′E ⊂ Aσ and Aσ⌢〈1〉 = φ
′′O ⊂ Aσ. It is easy to
verify that the Aσ⌢〈i〉 satisfy (1)-(3), for σ ∈ 2
m and i ∈ 2. ⊣
The next lemma is a variation on a well-known characterization of the cardinal d,
which may be found, for example, in [2]. We include a proof here for completeness.
Lemma 14. There is a family D of interval partitions such that:
(1) |D| ≤ d;
(2) for each I ∈ D and for each n ∈ ω, there exists ln ∈ ω such that ln > 0,
ln ≥ n, and |In| = 2
ln;
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(3) for any interval partition J there exists I ∈ D such that ∀∞n ∈ ω∃k >
n [Jk ⊂ In].
Proof. Let F ⊂ ωω be a dominating family with |F | = d. Define an interval
partition If as follows. if,0 = 0. Given if,n ∈ ω, let
M = max ({f(x) : x ≤ if,n + 1} ∪ {if,n + 1}) .
Find ln ∈ ω such that ln > 0, ln ≥ n, and 2
ln+if,n > M . Define if,n+1 = 2
ln+if,n.
This completes the definition of the interval partition If . Define D = {If : f ∈ F}.
It is clear that |D| ≤ |F | = d. And the definition of If ensures that for each n ∈ ω,
|If,n| = 2ln , for some ln ∈ ω with ln > 0 and ln ≥ n. Now suppose that J is
any interval partition. Define g ∈ ωω as follows. g(0) = 0. For any n ∈ ω, given
g(n) ∈ ω, define g(n + 1) as follows. Put x = g(n) + 1 and let mx be the unique
m ∈ ω such that x ∈ Jm. Let m = max{mx, n} and define g(n + 1) = jm+2.
Note that g(n) < g(n) + 1 = x < j(mx+2) ≤ j(m+2) = g(n + 1). Thus g is strictly
increasing. Now using the fact that F is dominating, find f ∈ F and N ∈ ω such
that ∀n ≥ N [f(n) ≥ g(n)]. Fix any n ≥ N . Note that if,n + 1 > if,n ≥ n ≥ N .
So g(if,n + 1) ≤ f(if,n + 1). Also since g is strictly increasing, if,n ≤ g(if,n). By
the definition of g(if,n + 1), there exists m ∈ ω such that n ≤ if,n ≤ m such that
if,n ≤ g(if,n) < g(if,n) + 1 < jm+1 < jm+2 = g(if,n + 1) ≤ f(if,n + 1) < if,n+1.
Thus Jm+1 ⊂ If,n. Since m+1 > n, we have shown that ∀n ≥ N∃k > n [Jk ⊂ If,n],
as needed. ⊣
Definition 15. Let J be an interval partition such that for each n ∈ ω there exists
ln ∈ ω such that ln > 0, ln ≥ n, and |Jn| = 2ln . Applying Lemma 13, fix a
sequence A¯ = 〈An,σ : n ∈ ω ∧ σ ∈ 2≤ln〉 such that for each n ∈ ω, the sequence
{An,σ : σ ∈ 2
≤ln} satisfies (1)–(3) of Lemma 13 with l as ln and X as Jn. Define
FJ,A¯ to be the collection of all functions f ∈ ω
ω such that for each n ∈ ω and l < ln,
there exists σ ∈ 2l+1 such that f−1({l})∩ Jn = An,σ, and there exists τ ∈ 2ln such
that f−1({ln}) ∩ Jn = An,τ .
Observe that if f ∈ FJ,A¯, then for each n ∈ ω and k ∈ Jn, f(k) ≤ ln. Also for
any n, l ∈ ω,
|{k ∈ Jn : f(k) ≥ l}|
|Jn|
≤ 2−l,
and for any i, j ∈ {k ∈ Jn : f(k) ≥ l}, if i 6= j, then |i− j| > 2l−1. Moreover for
any f ∈ FJ,A¯, n ∈ ω, and l ≤ ln, there is σf,n,l ∈ 2
l such that An,σf,n,l = {k ∈ Jn :
f(k) ≥ l}.
Lemma 16. Let J and A¯ be as in Definition 15. There exists a sequence of
functions 〈fJ,A¯,α : α < ω1〉 such that:
(1) for all α < ω1, fJ,A¯,α ∈ FJ,A¯;
(2) for each triple 〈i,m, F 〉 such that i,m ∈ ω, m ≤ 2i, and F ∈ [ω1]
m
, there
exists Bi,m,F ∈ [(ω \ i)]
ω such that
∀α, β ∈ F∀n ∈ Bi,m,F
[
α 6= β =⇒ σfJ,A¯,α,n,i 6= σfJ,A¯,β ,n,i
]
.
Proof. We write σα,n,i instead of σfJ,A¯,α,n,i and fα instead of fJ,A¯,α to simplify the
notation. We first define Bi,0,∅ = ω\i, for all i ∈ ω. Fix α < ω1. Suppose that fξ has
been defined for all ξ < α. Suppose also that Bi,m,F has been defined for all triples
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〈i,m, F 〉 such that i,m ∈ ω, m ≤ 2i, and F ∈ [α]m. Let {〈in,mn, Fn〉 : n ∈ ω} be
a 1-1 enumeration of all triples 〈i,m, F 〉 such that i,m ∈ ω, m < 2i, and F ∈ [α]m.
Let Bn denote Bin,mn,Fn . Find a sequence 〈Cn : n ∈ ω〉 such that Cn ∈ [Bn]
ω
and ∀n < m < ω [Cn ∩ Cm = 0]. For each 〈i,m, F 〉 with i,m ∈ ω, m < 2i, and
F ∈ [α]m, define Bi,m+1,F∪{α} = Cn, where n is the unique n ∈ ω such that
〈in,mn, Fn〉 = 〈i,m, F 〉. Note that Bi,m+1,F∪{α} ∈ [(ω \ i)]
ω
. We now define fα ∈
FJ,A¯. Fix k ∈ ω. Suppose first that k ∈
⋃
n∈ωCn. Let n be the unique n ∈ ω such
that k ∈ Cn. Since in ≤ k ≤ lk, σξ,k,in is defined and belongs to 2
in , for each ξ ∈ Fn.
So {σξ,k,in : ξ ∈ Fn} is a subset of 2
in with cardinality less than 2in . So choose
η ∈ 2lk such that η ↾ in /∈ {σξ,k,in : ξ ∈ Fn}. If k /∈
⋃
n∈ωCn, then choose η ∈ 2
lk
to be arbitrary. In either case, for each l < lk, define τl = (η ↾ l)
⌢〈1− η(l)〉 ∈ 2l+1
and define τlk = η. It is clear that for all l < l
′ ≤ lk, Ak,τl ∩ Ak,τl′ = 0 and
that
⋃
l≤lk
Ak,τl = Jk. Define f
′′
αAk,τl = {l}, for each l ≤ lk. This completes the
definition of fα. In the case when k ∈ Cn for some n ∈ ω, σα,k,in = η ↾ in. One
sees that fα ∈ FJ,A¯ and that for each n ∈ ω, ξ ∈ Fn, and k ∈ Cn, σα,k,in 6= σξ,k,in .
Now to verify clause (2) after stage α of the construction, suppose that 〈i,m, F 〉 is
a triple such that i,m ∈ ω, m ≤ 2i, and F ∈ [α+ 1]m. If F ∈ [α]m, then clause
(2) holds by the induction hypothesis. So assume that α ∈ F and let G = F \ {α}.
Let n be the unique element of ω such that 〈in,mn, Fn〉 = 〈i,m − 1, G〉. Then
Bi,m,F = Cn ⊂ Bn = Bi,m−1,G. Take ξ, ζ ∈ F and k ∈ Bi,m,F . Suppose ξ < ζ. If
ξ, ζ ∈ G, then since k ∈ Bi,m−1,G, σξ,k,i 6= σζ,k,i holds by the induction hypothesis.
If ζ = α, then σζ,k,i = σα,k,i = σα,k,in 6= σξ,k,in = σξ,k,i. This finishes the
construction. ⊣
Note that if m = 2i and F ∈ [ω1]
m
, then for any k ∈ Bi,m,F , {σα,k,i : α ∈ F}
is a subset of 2i of size 2i. Therefore
⋃
α∈FAk,σα,k,i =
⋃
σ∈2iAk,σ = Jk. This
consequence of Lemma 16 will be used below.
Definition 17. Let D be a family of interval partitions as in Lemma 14. For
each J ∈ D fix a sequence A¯J = 〈AJ,k,σ : k ∈ ω ∧ σ ∈ 2≤lJ,k〉 as in Definition
15. Use Lemma 16 to fix a sequence of functions 〈fJ,A¯J ,α : α < ω1〉 satisfying
(1) and (2) of Lemma 16. We will write fJ,α instead of fJ,A¯J ,α. For any tuple
〈I, J, α, l〉 ∈ D × D × ω1 × ω, let ZI,J,α,l =
⋃
k∈Il
{x ∈ Jk : fJ,α(x) ≥ l}. For each
triple 〈I, J, α〉 ∈ D×D×ω1 define ZI,J,α =
⋃
l∈ωZI,J,α,l ⊂ ω. Note that the family
{ZI,J,α : 〈I, J, α〉 ∈ D ×D × ω1} has size at most d.
Lemma 18. ZI,J,α ∈ Z0 for every triple 〈I, J, α〉 ∈ D ×D × ω1.
Proof. We apply Lemma 12 with J as I and ZI,J,α as A. Fix l ≥ 0. Let N = il and
let k ≥ N be given. Let l∗ be the unique member of ω such that k ∈ Il∗ . Note that
l ≤ l∗. Now ZI,J,α ∩ Jk = {x ∈ Jk : fJ,α(x) ≥ l∗}. Since fJ,α ∈ FJ,A¯J ,
|ZI,J,α∩Jk|
|Jk|
≤
2−l
∗
≤ 2−l and for any i, j ∈ ZI,J,α ∩ Jk, if i 6= j, then |i− j| > 2l
∗−1 ≥ 2l−1,
exactly as needed. ⊣
Lemma 19. Fix J ∈ D and α ∈ ω1. Suppose A ⊂ ω and suppose that for every
I ∈ D, A ∩ ZI,J,α is finite. Then there exists i ∈ ω such that f ′′J,αA ⊂ i.
Proof. Suppose not. Then for every i ∈ ω, there exists x ∈ A such that fJ,α(x) ≥ i.
Define an interval partitionK as follows. k0 = 0. Given kn, let U = f
′′
J,α
(⋃
k<kn
Jk
)
.
Let i = max(U ∪ {n}) + 1. Find x ∈ A such that fJ,α(x) ≥ i. Let k∗ ∈ ω be such
that x ∈ Jk∗ . Note that kn ≤ k
∗. Set kn+1 = k
∗+1. This finishes the construction
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of K. By construction we have that ∀n ∈ ω∃k ∈ Kn∃x ∈ Jk ∩ A [fJ,α(x) > n].
Find I ∈ D and N ∈ ω such that ∀l ≥ N∃n > l [Kn ⊂ Il]. It follows that
∀l ≥ N [ZI,J,α,l ∩ A 6= 0]. This contradicts the hypothesis that ZI,J,α ∩ A is fi-
nite. ⊣
Proof of Theorem 7. The family {ZI,J,α : 〈I, J, α〉 ∈ D×D×ω1} is a subset of Z0 of
cardinality at most d. Suppose for a contradiction that A ∈ [ω]ω and that A∩ZI,J,α
is finite for every 〈I, J, α〉 ∈ D×D×ω1. Fix J ∈ D such that ∀∞k ∈ ω [A ∩ Jk 6= 0].
By Lemma 19, ∀α < ω1∃iα ∈ ω
[
f ′′J,αA ⊂ iα
]
. There exist i ∈ ω and S ∈ [ω1]
ω1
such that ∀α ∈ S [i = iα]. Let m = 2i and F ∈ [S]
m
. By the remark following
Lemma 16, there exists BJ,A¯J ,i,m,F ∈ [ω]
ω
such that for every k ∈ BJ,A¯J ,i,m,F ,⋃
α∈FAJ,k,σJ,A¯J ,α,k,i = Jk, where {x ∈ Jk : fJ,α(x) ≥ i} = AJ,k,σJ,A¯J ,α,k,i . It follows
that for each k ∈ BJ,A¯J ,i,m,F , A ∩ Jk = 0. However this contradicts the choice of
J . ⊣
Corollary 20. Let V be any ground model and let E ∈ V be a dominating family
of minimal size. If P ∈ V diagonalizes Z0 ∩V, then E is no longer a dominating
family in VP.
The proof of Theorem 7 can be adapted to cover several density ideals (see
Definition 1.6 of [9] for the exact definition of a density ideal). By the results in
[9], cov∗(Z0) ≤ cov∗(I) for every density ideal I. Solecki and Todorcevic [13] have
introduced the more general notion of a density-like ideal.
Definition 21. Let ϕ : 2ω → [0,∞] be a lower semi-continuous sub-measure. Let
I = Exh(ϕ) = {X ⊂ ω : limn→∞ϕ(X \ n) = 0}. I is said to be density-like if for
every ǫ > 0 there exists δ > 0 such that for every sequence 〈Fn : n ∈ ω〉 of finite
sets, if ∀n ∈ ω [ϕ(Fn) < δ], then there exists a ∈ [ω]
ω
such that ϕ(
⋃
n∈aFn) < ǫ.
It would be of interest to see whether a similar bound on cov∗(I) can be proved
for all density-like ideals I.
3. The bounding and splitting numbers at uncountable cardinals
Theorem 10 is proved in this section. We begin with an observation due to
Suzuki [14], which shows that κ must be a large cardinal if sκ is to be big and κ
is to be regular and uncountable. Though we will not need this observation, we
include a proof below for completeness. Its converse is also true and was noted by
Suzuki.
Lemma 22 (Suzuki). Let κ > ω be a regular cardinal. If sκ > κ, then κ is weakly
compact.
Proof. We show that κ→ (κ)22. Let c : [κ]
2 → 2 be a coloring. For each α < κ and
i ∈ 2, let Kα,i = {β > α : c({α, β}) = i}. Since {Kα,0 : α < κ} is not a splitting
family, there exists x ∈ [κ]κ such that ∀α < κ∃iα ∈ 2 [x ⊂∗ Kα,iα ]. Find y ∈ [x]
κ
and i ∈ 2 such that ∀γ ∈ y [iγ = i]. Define a sequence 〈γα : α < κ〉 ⊂ y by induction
on α < κ as follows. Fix α < κ and suppose that 〈γξ : ξ < α〉 ⊂ y is given. For each
ξ < α, there exists δξ < κ such that x \ δξ ⊂ Kγξ,i. Put δ = sup{δξ : ξ < α} < κ
and γα = min(y \ δ). It is clear that for each ξ < α, γξ < γα and c ({γξ, γα}) = i.
Therefore {γα : α < κ} is a homogeneous set of cardinality κ for the color i. ⊣
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Definition 23. Let κ > ω be regular and suppose that there exists a cardinal λ
such that κ < λ < sκ. Fix a sufficiently large regular cardinal θ (θ =
(
22
sκ
)+
will suffice). Let M ≺ H(θ) be such that λ ⊂ M and |M | = λ. M ∩ P(κ) is
not a splitting family. So there exists A∗ ∈ [κ]
κ such that for all x ∈ M ∩ P(κ)
either A∗ ⊂∗ (κ \ x) or A∗ ⊂∗ x. Define D to be {x ∈ P(κ) : A∗ ⊂∗ x}. For
any f, g ∈ M ∩ κκ, define f ∼D g iff {α < κ : f(α) = g(α)} ∈ D. This is an
equivalence relation on M ∩κκ. For f ∈M ∩κκ, let [f ]D = {g ∈M ∩κ
κ : f ∼D g}.
For f, g ∈ M ∩ κκ, define [f ]D <D [g]D iff {α < κ : f(α) < g(α)} ∈ D. Let
L = {[f ]D : f ∈M ∩ κ
κ}.
Let i : κ → κ be the identity function on κ. For each α ∈ κ, let cα : κ → κ be
the function such that cα(β) = α, for all β ∈ κ. Note that i, cα ∈ M ∩ κκ, for all
α ∈ κ.
We observe that D is a κ-complete filter on κ. Also if X ∈ D, then |X | = κ. Next
we note that for any δ < κ, (κ \ δ) ∈ D. Finally if 0 < δ < κ and 〈Xα : α < δ〉 ∈M
is a partition of κ, then there is a unique α < δ such that Xα ∈ D. To see this note
that δ ⊂ κ ⊂ λ ⊂M , and so {Xα : α < δ} ⊂M . For each α < δ there exists iα ∈ 2
such that A∗ ⊂∗ X iαα , where X
0
α = Xα and X
1
α = κ\Xα. Thus {X
iα
α : α < δ} ⊂ D,
and by the κ-completeness of D, X =
⋂
{X iαα : α < δ} ∈ D. So |X | = κ. By
hypothesis, if α < β < δ, then Xα ∩ Xβ = 0, and also
⋂
{X1α : α < δ} = 0. It
follows that iα = 0 for some unique α < δ.
Lemma 24. The structure 〈L,<D〉 is a linear order. Moreover {[cα]D : α < κ}
has a least upper bound in L.
Proof. The relation <D is transitive because D is a filter. Given f, g ∈M ∩κκ, the
sets {α < κ : f(α) = g(α)}, {α < κ : f(α) < g(α)}, and {α < κ : g(α) < f(α)} all
belong to M and they partition κ. So by the remarks above, exactly one of them
belongs to D, whence exactly one of [f ]D = [g]D, [f ]D <D [g]D, or [g]D <D [f ]D
holds. For the second statement note that [i]D ∈ L and is an upper bound of
{[cα]D : α < κ}. If there is no least upper bound, then we can get a sequence
〈fn : n ∈ ω〉 ⊂ M ∩ κκ such that for each n ∈ ω, [fn]D ∈ L is an upper bound
of {[cα]D : α < κ} and [fn+1]D <D [fn]D. Thus for each n ∈ ω, Xn = {β <
κ : fn+1(β) < fn(β)} ∈ D. By κ-completeness of D, X =
⋂
n∈ωXn ∈ D, and
so X 6= 0. Choosing β ∈ X , we get an infinite descending sequence of ordinals
f0(β) > f1(β) > · · · , which is a contradiction. ⊣
Of course the argument of Lemma 24 shows that 〈L,<D〉 is a well-order. But
we will not need this in what follows. One can also take the reduced power of the
structure 〈M,∈〉 with respect to the filter D. The above argument shows that this
structure will be well-founded. It also possible to argue for Theorem 10 in terms
of the resulting embedding, which may not be elementary. Similar ideas were used
by Zapletal in [16] to prove his result there that the statement sκ > κ
+ has large
consistency strength. The proof we give below avoids dealing with the reduced
power of 〈M,∈〉.
Definition 25. Fix a function f∗ ∈ M ∩ κκ such that [f∗]D ∈ L is a least upper
bound of {[cα]D : α < κ}.
Lemma 26. If C ∈M is a club in κ, then f−1∗ (C) ∈ D.
Proof. Suppose for a contradiction that f−1∗ (C) /∈ D. Since f∗, C, κ ∈ M , both
f−1∗ (C) and κ \ f
−1
∗ (C) = f
−1
∗ (κ \ C) belong to M and partition κ. Therefore,
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X0 = f
−1
∗ (κ \ C) ∈ D. Next since [c0]D <D [f∗]D, X1 = {β < κ : 0 < f∗(β)} ∈ D.
Thus X = X0 ∩ X1 ∈ M ∩ D. Define a function f : κ → κ as follows. For any
α ∈ κ, if α ∈ X , then let f(α) = sup(C ∩ f∗(α)), and let f(α) = 0 otherwise. If
α ∈ X , then since f∗(α) /∈ C, f(α) = sup(C ∩ f∗(α)) < f∗(α). It is clear that
f ∈M . Thus [f ]D ∈ L and [f ]D <D [f∗]D. On the other hand consider any α < κ.
Fix δ ∈ C with δ > α. Since [cδ]D <D [f∗]D, Y = {β < κ : δ < f∗(β)} ∈ D. So
Z = X ∩ Y ∈ D and ∀β ∈ Z [cα(β) = α < f(β)], whence [cα]D <D [f ]D. However
this contradicts the choice of f∗. ⊣
Lemma 27. M ∩ κκ is bounded.
Proof. First note that f ′′∗A∗ is an unbounded subset of κ. This is because for any
α < κ, {β < κ : α < f∗(β)} ∈ D, whence A∗ ⊂∗ {β < κ : α < f∗(β)}. So we
can find β ∈ A∗ with α < f∗(β) because |A∗| = κ. Next if C ∈ M is any club in
κ, then by Lemma 26, A∗ ⊂∗ f−1∗ (C). It follows that f
′′
∗A∗ ⊂
∗ C. Now since κ
is regular, otp(f ′′∗A∗) = κ. Let g : κ → f
′′
∗A∗ be the unique order isomorphism.
Define h : κ → κ by h(α) = g(α + 1), for each α ∈ κ. We claim that h bounds
M ∩ κκ. Indeed, let f ∈M ∩ κκ. Then Cf = {α < κ : α is closed under f} ∈M is
a club in κ. Therefore there exists δ < κ such that (f ′′∗A∗) \ δ ⊂ Cf . Consider any
α < κ with α ≥ δ. Then h(α) = g(α+ 1) ∈ f ′′∗A∗, and since g is order preserving,
δ ≤ α < α+1 ≤ g(α+1). Therefore g(α+1) ∈ Cf , and since α < g(α+1), f(α) <
g(α + 1) = h(α). Thus we have shown that ∀α < κ [α ≥ δ =⇒ f(α) < h(α)], as
required. ⊣
Proof of Theorem 10. Suppose for a contradiction that bκ < sκ. Put λ = bκ. By
the results in [5], κ < λ < sκ. Let {fξ : ξ < λ} ⊂ κκ be an unbounded family
of size λ. Let M ≺ H(θ) be such that |M | = λ and λ ∪ {fξ : ξ < λ} ⊂ M .
Applying Lemma 27, we get that {fξ : ξ < λ} ⊂ M ∩ κκ is bounded, which is a
contradiction. ⊣
We remark that it is not hard to force the consistency of sκ < bκ for most regular
uncountable cardinals κ. Indeed if ω < κ = κ<κ and if λ > 2κ is a regular cardinal,
then we can do a (< κ)–support iteration 〈Pα, Q˚α : α < λ+〉 such that if α < κ+,
then Q˚α names the poset for adding a Cohen subset of κ, while if κ
+ ≤ α < λ+,
then Q˚α names the poset for adding a dominating function from κ to κ. It is
straightforward to check that in the resulting model, sκ ≤ κ+ < λ < bκ.
4. Some questions
It is unknown to what extent the bound on cov∗(Z0) given by Theorem 7 can
be improved.
Question 28. Is cov∗(Z0) ≤ b?
This is essentially equivalent to asking whether there is a proper forcing that
diagonalizes V ∩ Z0 while preserving all unbounded families in V.
The following is an outstanding open problem about cardinal invariants above
the continuum.
Question 29. Is it consistent to have a regular uncountable cardinal κ for which
bκ < aκ?
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