Consider a set P of n points in the plane each associated with one of a constant number of colours. We give an output-sensitive algorithm that runs in O(n+|T |) time to enumerate the set of triangles T , such that each triangle contains the origin, its vertices are in P and have three distinct colours.
Introduction
Enumeration algorithms for geometric problems is a well-studied topic, some examples include the problem of reporting pairwise line-segment intersections [2, 1] , and the vertex enumeration problem [7] . The running time of algorithms for such problems is usually characterised as a function in both the input and output sizes, and are accordingly referred to as output-sensitive algorithms.
Given a set of points S in the d-dimensional Euclidean space and a point Z ∈ d , let us call a Z-simplex any minimal subset of the set of S, the convex hull of which contains Z. By Carathéodory theorem (see [8] ), the cardinality of any such set is at most d+1. Furthermore, we may assume without loss of generality that Z is the origin. It is a long-standing open problem, known in other polynomially-equivalent forms as the vertex enumeration or the convex hull problem, to find an algorithm for enumerating all Z-simplices for a given point set S ⊆ d whose running time is polynomial in |S|, d and the number of Z-simplices, see [3, 7] . The enumeration of Z-simplices was studied for the case d = 2 (see [5] ) and d = 3 (see [6] ). A linear-time algorithm, with respect to both the input and output sizes, was given in [5] .
In this paper, we consider the coloured version of this 2-dimensional problem. We assume that the points are distinguished from each other, and our purpose is to enumerate only those triangles that include Z and have three distinguished (different in colours) vertices. We illustrate an optimal algorithm for the problem and show that it requires O(n + |T |) time, where n is the number of input points and T is the set of output triangles. In Section 2, we give some basic concepts and ideas that we borrow from previous work. In Section 3, the basic steps of the algorithm are explained. The worst-case complexity of the algorithm is then analysed in Section 4.
Basic framework
We assume, without loss of generality, that the point set lies on the unit circle. We use the following observation made in [5] : Lemma 1. Given a triangle with vertices on the unit circle, the triangle contains the origin if and only if for any of its vertices v, the point −v lies on the smaller arc defined by the other two vertices.
With Lemma 1 in mind, we project the points that are on the upper half of the unit circle onto the lower half using the mapping x → −x. Let P 1 be the set of points originally on the lower half, and P 2 be the points originally on the upper half that were projected onto the lower half of the unit circle. For a point p, we denote the angle it forms with the x-axis by α(p). Using Lemma 1, we can reduce our problem to the problem of enumerating certain subsequences s 1 , s 2 , s 3 of points in P 1 ∪ P 2 , such that: s 1 , s 2 and s 3 all have distinct colours, α(s 1 ) ≤ α(s 2 ) ≤ α(s 3 ), and either s 1 , s 3 ∈ P 1 and s 2 ∈ P 2 or s 1 , s 3 ∈ P 2 and s 2 ∈ P 1 .
As a first attempt, we sketch a sorting-based algorithm to enumerate the triangles in T . We first sort the points in P 1 ∪ P 2 by the angle they form with respect to the x-axis. We then construct lists of consecutive points that have the same colour and orientation. Using this information, we can enumerate the set of triangles T in O(|T |) time. Still, this algorithm has time complexity O(n log n + |T |).
If the size of the set T is o(n log n), the question of whether we can do better than O(n log n) arises. Essentially, this is equivalent to asking whether we can "avoid" sorting. To answer this question, we consider the approach for the uncoloured case followed in [5] . The basic idea of this approach is to efficiently partition the input sequence of points into consecutive subsequences or blocks. A block is defined in [5] as the maximal set of consecutive points (if they are sorted by angle) contained in either of the sets P 1 or P 2 . The points within a block are not sorted though. The intuition behind this partitioning is that if the number of blocks is "large", then |T | is also "large". Accordingly, the running time of the algorithm, that depends on the number of blocks, will be dominated by |T |.
In the coloured version, a similar notion of a block cannot be used. Consider the case where all the points have the same colour. In such a case, the number of blocks can be large while T is empty. In order to make the running time depend on |T |, the partitioning must accordingly be "colour-sensitive".
The algorithm
Each point in P 1 ∪P 2 has the following two attributes associated with it: its orientation (whether it belongs to P 1 or P 2 ) and its colour. We say that a point is of the type t i if it belongs to P 1 and its colour is i, and that it is of the type t i if it belongs to P 2 and its colour is i.
Recall that a triangle in T is represented by a sequence of points s 1 , s 2 , s 3 . We say that a triangle has the configuration (t i , t j , t k ) if s 1 , s 2 and s 3 are points of the types t i , t j and t k respectively, and that it has the configuration (t i , t j , t k ) if s 1 , s 2 and s 3 are points of the types t i , t j and t k respectively.
Since there is a constant number of such configurations, we fix a configuration (e.g. (t 0 , t 1 , t 2 )) and describe an algorithm to enumerate the triangles of this configuration. The algorithm must then be applied for all configurations. Next, we describe the key steps of the algorithm.
i. Partitioning the point set into blocks: Construct a list L having only points of the types t 0 , t 1 and t 2 . Compute the minimum angle α 0 formed with the x-axis by a point of type t 0 , and the maximum angle α 2 formed with the x-axis by a point of type t 2 . Delete any point p in L that satisfies α(p) ≤ α 0 or α(p) ≥ α 2 (such points cannot be vertices of a triangle with the configuration (t 0 , t 1 , t 2 )).
We first identify the boundaries of the blocks as follows. A maximal subsequence of points b 0 , b 1 , . . . , b s−1 in the list L is identified such that: b 0 is a point of type t 0 , b 1 is a point of type t 1 , b 2 is a point of type t 2 , b 3 is a point of type t 0 , and so on up to b s−1 that will be of type t 2 . In other words, the points of b 0 , b 1 , . . . , b s−1 are of the types t 0 , t 1 and t 2 in cyclic order, and s is a multiple of 3. Furthermore, these points are in sorted order with respect to the angles they form with the x-axis.
We iii. Partitioning blocks into subblocks: An intrablock triangle is a triangle with two vertices in the interior of the same block. Note that there are no triangles with three vertices in the interior of the same block. In order to enumerate the intrablock triangles, we need further information about the ordering of the points within each block. A natural approach is to further divide a block into subblocks.
Observe that there cannot be a triangle (with the configuration (t 0 , t 1 , t 2 )) with two of its vertices in the interior of a block that ends with a point of type t 1 . Accordingly, we need not subdivide such blocks. For every block that ends with either a type t 0 or t 2 point, we further divide it into subblocks. Each subblock is a maximal consecutive sequence (if ordered by the angle formed with the x-axis) of points of the same type. But, the construction of subblocks must be done in a careful order. Let H 1 , H 2 , . . . , H l be the subblocks of a given block in their angle order. The partitioning procedure should identify the sublocks in the following alternating manner:
iv. Enumeration of intrablock triangles: Note that the interior of each block contains points of at most two types. Furthermore, each subblock contains points of the same type. In order to enumerate the intrablock triangles, we consider subblocks containing points of the type t 1 . Let U j be such a subblock. For every point v 1 of the type t 1 in U j , we enumerate triangles of the form (v 0 , v 1 , v 2 ) where v 0 and v 2 are points in the subblocks U i of type t 0 and U k of type t 2 respectively, where i < j < k. In addition, we make sure that either both U i and U j or both U j and U k are from the same block. The details of the enumeration procedure are similar to that of the interblock triangles.
Analysis
Recall that B 1 , . . . , B s are the blocks constructed by the first phase of the algorithm for enumerating the triangles with the (t 0 , t 1 , t 2 ) configuration. Letñ be the total number of points contained in these blocks. Lemma 3. For s ≥ 6, the total number of interblock triangles with the configurations (t 0 , t 1 , t 2 ) or (t 2 , t 1 , t 0 ) is Ω(ñs).
Proof. Consider a point v of the type t 0 in the block B i . We count the number of triangles with the configurations (t 0 , t 1 , t 2 ) or (t 2 , t 1 , t 0 ) having v as a vertex. There are at least (s − i + 1)/3 triangles with the configuration (t 0 , t 1 , t 2 ) and there are at least (i − 2)/3 triangles with the configuration (t 2 , t 1 , t 0 ) having v as a vertex. Hence, the total number of triangles with the configurations (t 0 , t 1 , t 2 ) or (t 2 , t 1 , t 0 ) that contain v as a vertex is at least (s − i + 1)/3 + (i − 2)/3 = s/3 − 1. Similar arguments imply the same lower bound for triangles containing a specific point of the type t 1 or t 2 . Hence, the total number of interblock triangles with the configurations (t 0 , t 1 , t 2 ) or (t 2 , t 1 , t 0 ) having a specific point as a vertex is at least s/3 − 1. Since each triangle is counted exactly three times, once for each vertex, the total number of interblock triangles with the configurations (t 0 , t 1 , t 2 ) or (t 2 , t 1 , t 0 ) is at leastñ/3 · (s/3 − 1). For s ≥ 6, we haveñ/3 · (s/3 − 1) = Ω(ñs).
Let B be a given block that ends with a point of the type t 0 or t 2 . Let H 1 , H 2 , . . . , H l be the subblocks of B in their angle order, andm i be the number of points in H i . Let T 1 be the set of intrablock triangles, with the configuration (t 0 , t 1 , t 2 ), each having two of its vertices in the interior of B. Proof. Let T be the set of all interblock triangles output by the algorithm, and let T be the set of all intrablock triangles output by the algorithm. We then have, T = T ∪ T . Let w be the maximum value forñs among the different configurations of triangles. Recall that there is a constant number of different possible configurations. Using Lemma 2, the time required to enumerate the triangles in T is O(w + n + |T |). Using Lemma 3, |T | = Ω(w). It follows that the time required to enumerate the interblock triangles is O(n + |T |). Using Lemmas 4 and 5, the time required to enumerate the triangles in T 1 is O( l i=1m i + |T 1 |). Summing up for all the blocks, the time required to enumerate the intrablock triangles is O(n + |T |). The time complexity of the algorithm is therefore O(n + |T | + |T |) = O(n + |T |).
