The knowledge extraction from data with noise or outliers is a complex problem in the data mining area. Normally, it is not easy to eliminate those problematic instances. To obtain information from this type of data, robust classifiers are the best option to use. One of them is the application of bagging scheme on weak single classifiers. The Credal C4.5 (CC4.5) model is a new classification tree procedure based on the classical C4.5 algorithm and imprecise probabilities. It represents a type of the so-called credal trees. It has been proven that CC4.5 is more robust to noise than C4.5 method and even than other previous credal tree models. In this paper, the performance of the CC4.5 model in bagging schemes on noisy domains is shown. An experimental study on data sets with added noise is carried out in order to compare results where bagging schemes are applied on credal trees and C4.5 procedure. As a benchmark point, the known Random Forest (RF) classification method is also used. It will be shown that the bagging ensemble using pruned credal trees outperforms the successful bagging C4.5 and RF when data sets with medium-to-high noise level are classified.
Introduction
Supervised classification [1] is an important task in data mining, where a set of observations or cases, described by a set of attributes (also called features or predictive variables), have assigned a value or label of the variable to be classified, also called class variable. This variable must be discrete; in other cases, the learning process is called regression task. A classifier can be considered as a learning method from data to obtain a set of laws to predict the class variable value for each new observation. In order to build a classifier from data, different approaches can be used, such as classical statistical methods [2] , decision trees [3] , and artificial neural networks or Bayesian networks [4] .
Decision trees (DTs), also known as classification trees or hierarchical classifiers, are a type of classifiers with a simple structure where the knowledge representation is relatively simple to interpret. The decision tree can be seen as a set of compact rules in a tree format, where, in each node, an attribute variable is introduced; and in the leaves (or end nodes) we have a label of the class variable or a set of probabilities for each class label. Hunt et al. 's work [5] was the origin of decision trees, although they began to gain importance with the publication of the ID3 algorithm proposed by Quinlan [6] . Afterwards, Quinlan proposed the C4.5 [3] algorithm, which is an improvement of the previous ID3 one and obtains better results. This classifier has the characteristic of the instability, that is, that few variations of the data can produce important differences on the model.
The fusion of information obtained via ensembles or combination of several classifiers can improve the final process of a classification task; this can be represented via an improvement in terms of accuracy and robustness. Some of the more popular schemes are bagging [7] , boosting [8] , or Random Forest [9] . The inherent instability of decision trees [7] makes these classifiers very suitable to be employed in ensembles.
Class noise, also known as label noise or classification noise, is named to those situations which appear when data sets have incorrect class labels. This situation is principally motivated by deficiencies in the data learning and/or test capture process, such as wrong disease diagnosis method and human errors in the class label assignation (see [10] [11] [12] ). One of the most important procedures to have success 2 Complexity in a classification task in situations of noisy domains is the use or application of ensembles of classifiers. In the literature about classification on noisy domains, bagging scheme stands out as the most successful scheme. This ensemble scheme has characteristics that it reduces the variance and avoids overfitting. A complete and recent revision of machine learning methods to manipulate label noise can be found in [13] .
On the other hand, until a few years ago, the classical theory of probability (PT) has been the fundamental tool to construct a method of classification. Many theories to represent the information have arisen as a generalization of the PT, such as theory of evidence, measures of possibility, intervals of probability, and capacities of order-2. Each one represents a model of imprecise probabilities (see Walley [14] ).
The Credal Decision Tree (CDT) model of Abellán and Moral [15] uses imprecise probabilities and general uncertainty measures (see Klir [16] ) to build a decision tree. The CDT model represents an extension of the classical ID3 model of Quinlan [6] , replacing precise probabilities and entropy with imprecise probabilities and maximum of entropy. This last measure is a well-accepted measure of total uncertainty for some special type of imprecise probabilities (Abellán et al. [17] ). In the last years, it has been checked that the CDT model presents good experimental results in standard classification tasks (see Abellán and Moral [18] and Abellán and Masegosa [19] ). The bagging scheme, using CDT as base classifier, has been used for the particular task of classifying data sets about credit scoring (see Abellán and Castellano [20] ). A bagging scheme that uses a type of credal tree different from the CDT presented in [15] will be described in this work. This new model achieves better results than the bagging of CDT shown in [20] when data sets with added noise are classified.
In Mantas and Abellán [21] , the classical method of C4.5 of Quinlan [3] has been modified using similar tools to the ones used for the CDT method. The new algorithm is called Credal C4.5 algorithm (CC4.5). It is shown that the use of imprecise probabilities has some practical advantages in data mining: the manipulation of the total ignorance is coherently solved and the indeterminacy or inconsistency is adequately represented. Hence, on noisy domains, these classifiers have an excellent performance. This assertion can be checked in Mantas and Abellán [21] and Mantas et al. [22] . In [21] , the new CC4.5 presents better results than the classic C4.5 when they are applied on a large number of data sets with different levels of class noise. In [22] , the performance of CC4.5 with different values for its parameter is analyzed when data sets with distinct noise levels are classified and information about the best value for is obtained in terms of the noise level of a data set. In this work, the bagging scheme using CC4.5 as base classifier will be presented, which obtains very good results when data sets with added noise are classified.
DTs are models with low bias and high variance. Normally, the variance and overfitting are reduced by using postpruning techniques. As we said, ensemble methods like bagging are also used to decrease the variance and overfitting. The procedures of the CDT and CC4.5 also represent other ways to reduce these two characteristics in a classification procedure. Hence, we have three methods to reduce variance and overfitting in a classification task which can be especially important when they are applied on noisy domains. We prove here that the combination of these three techniques (bagging + pruning + credal trees) represents a fusion of tools to be successful in noise domains. This assertion is shown in this work via a set of experiments where the bagging ensemble procedure is executed by using different models of trees (C4.5, CDT, and Credal C4.5) with and without postpruning process.
Experimentally, we show the performance of the CC4.5 model when it is inserted on the known ensemble scheme of bagging (called bagging CC4.5) and applied on data sets with different levels of label noise. This model obtains improvements with respect to other known ensembles of classifiers used in this type of setting: the bagging scheme with the C4.5 model and the known classifier Random Forest (RF). It is shown in the literature that the bagging scheme with the C4.5 model is normally the winning model in many studies about classification noise [23, 24] .
A bagging scheme procedure, using CC4.5 as base classifier, has three important characteristics to be successful under noisy domains: (a) the different treatment of the imprecision, (b) the use of the bagging scheme, and (c) the production of medium-size trees (it is inherent to the model and related to (a)).
To reinforce the analysis of results, we will use a recent measure to quantify the degree of robustness of a classifier when it is applied on noisy data sets. This measure is the Equalized Loss of Accuracy (ELA) of Sáez et al. [25] . We will see that the bagging scheme using the CC4.5 attains the best values with this measure when the level of added noise is increased.
The rest of the paper is organized as follows. In Section 2, we begin with the necessary previous knowledge about decision trees, Credal Decision Trees, the Credal-C4.5 algorithm, and the ensemble schemes used. Section 4 contains the experimental results of the evaluation of the ensemble methods studied on a wide range of data sets varying the percentage of added noise. Section 5 describes and comments on the experimentation carried out. Finally, Section 6 is devoted to the conclusions.
Classic DTs versus DTs Based on Imprecise Probabilities
Decision trees are simple models that can be used as classifiers. In situations where elements are described by one or more attribute variables (also called predictive attributes or features) and by a single class variable, which is the variable under study, classification trees can be used to predict the class value of an element by considering its attribute values. In such a structure, each nonleaf node represents an attribute variable, the edges or branches between that node and its child nodes represent the values of that attribute variable, and each leaf node normally specifies an exact value of the class variable.
Complexity 3
The process for inferring a decision tree is mainly determined by the followings aspects:
(1) The split criterion, that is, the method used to select the attribute to be inserted in a node and branching (2) The criterion to stop the branching (3) The method for assigning a class label or a probability distribution at the leaf nodes
An optional final step in the procedure to build DTs, which is used to reduce the overfitting of the model to the training set, is the following one: (4) The postpruning process used to simplify the tree structure
In classic procedures for building DTs, where a measure of information based on PT is used, the criterion to stop the branching (above point (2)) normally is the following one: when the measure of information is not improved or when a threshold of gain in that measure is attained. With respect to the above point (3), the value of the class variable inserted in a leaf node is the one with more frequency in the partition of the data associated with that leaf node; its associated distribution of probabilities also can be inserted. Then the principal difference among all the procedures to build DTs is point (1) , that is, the split criterion used to select the attribute variable to be inserted in a node.
Considering classic split criteria and split criteria based on imprecise probabilities, a basic point to differentiate them is how they obtain probabilities from data. We will compare a classical procedure using precise probabilities with the one based on the Imprecise Dirichlet Model (IDM) of Walley [14] based on imprecise probabilities: (i) In classical split criteria, the probability associated with a state of the class variable, for a partition of the data, is the classical frequency of this state in that partition. Formally, let be the class variable with states { 1 , . . . , } and let D be a partition of the data set. The probability of associated with the partition is
where is the number of pieces of data with the state = in the partition set ; and is the total number of pieces of data of that partition, | |.
(ii) When we use the IDM, a model of imprecise probabilities (see Walley [14] ), the probability of a state of the class variable is obtained in a different way. Using the same notation, now the probability is obtained via an interval of probabilities: 
where the parameter is a hyperparameter belonging to the IDM. The value of parameter regulates the convergence speed of the upper and lower probability when the sample size increases. Higher values of produce an additional cautious inference. Walley [14] does not give a decisive recommendation for the value of the parameter , but he proposed two candidates: = 1 and = 2; nevertheless, he recommend the value = 1. It is easy to check that the size of the intervals increases when the value of increases.
In the following sections, we will explain the differences among the classic split criteria and the ones based on imprecise probabilities in a parallel way. We will compare the classic Info-Gain of Quinlan [6] with the Imprecise Info-Gain of Abellán and Moral [15] and the Info-Gain Ratio of Quinlan [3] with the Imprecise Info-Gain Ratio of Mantas and Abellán [21] . The final procedure to select the variable to be inserted in a node by each split criterion can be seen in Table 1 .
The classical criteria use normally Shannon's measure as base measure of information, and the ones based on imprecise probabilities use the maximum entropy measure. This measure is based on the principle of maximum uncertainty [16] which is widely used in classic information theory, where it is known as maximum entropy principle [26] . This principle indicates that the probability distribution with the maximum entropy, compatible with available restrictions, must be chosen. The maximum entropy measure verifies an important set of properties on theories based on imprecise probabilities that are generalizations of the probability theory (see Klir [16] ).
Info-Gain versus Imprecise
Info-Gain. Following the above notation, let be a general feature whose values belong to { 1 , . . . , }. Let D be a general partition of the data set. The Info-Gain (IG) criterion was introduced by Quinlan as the basis for his ID3 model [6] , and it is explained as follows:
(i) The entropy of the class variable C for the data set D is Shannon's entropy [27] and it is defined as
where ( ) represents the probability of the class in D.
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(ii) The average entropy generated by the attribute is
where
Finally, we can define the Info-Gain as follows:
The Imprecise Info-Gain (IIG) [15] is based on imprecise probabilities and the utilization of uncertainty measures on credal sets (closed and convex sets of probability distributions). It was introduced to build the so-called Credal Decision Tree (CDT) model. Probability intervals are obtained from the data set using Walley's Imprecise Dirichlet Model (IDM) [14] (a special type of credal sets [28] ). The mathematical basis applied is described below.
With the above notation, ( ), = 1, . . . , , defined for each value of the variable , is obtained via the IDM:
where is the frequency of the case ( = ) in the data set, is the sample size, and is the given hyperparameter belonging to the IDM.
That representation gives rise to a specific kind of credal set on the variable , D ( ) [28] . This set is defined as follows:
On this type of sets (really credal sets, [28] ), uncertainty measures can be applied. The procedure to build CDTs uses the maximum of entropy function on the above defined credal set. This function, denoted as * , is defined in the following way:
The procedure to obtain * for the special case of the IDM reaches its lowest computational cost for ≤ 1 (see Abellán [28] for more details).
The scheme to induce CDTs is like the one used by the classical ID3 algorithm [6] , replacing its Info-Gain split criterion with the Imprecise Info-Gain (IIG) split criterion which can be defined in the following way:
is calculated via a similar way to D ( | ) in the IG criterion (for a more extended explanation, see Mantas and Abellán [21] ).
It should be taken into account that, for a variable and a data set D, IIG D ( , ) can be negative. This situation does not occur with the Info-Gain criterion. This important characteristic implies that the IIG criterion can discard variables that worsen the information on the class variable. This is an important feature of the model which can be considered as an additional criterion to stop the branching of the tree, reducing the overfitting of the model.
As for IG and IIG, the first part of each criterion is a constant value for each attribute variable. Both criteria select the variable with lower value of uncertainty about the class variable when the attribute variable is known, which is expressed in the second parts in (5) and (9). This can be seen as a scheme in Table 1 .
Info-Gain Ratio versus Imprecise Info-Gain Ratio. The
Info-Gain Ratio (IGR) criterion was introduced for the C4.5 model [3] in order to improve the ID3 model. IGR penalizes variables with many states. It is defined as follows:
) .
The method for building Credal C4.5 trees [21] is similar to Quinlan's C4.5 algorithm [3] . Credal C4.5 is created by replacing the Info-Gain Ratio split criterion from C4.5 with the Imprecise Info-Gain Ratio (IIGR) split criterion. The main difference is that Credal C4.5 estimates the values of the features and class variable by using imprecise probabilities. This criterion can be defined as follows:
where SplitInfo is defined in (11) and Imprecise Info-Gain (IIG) is
where D ( ) and D ( | = ) are the credal sets obtained via the IDM for and ( | = ) variables, respectively, for a partition D of the data set [15] ; and { D ( = ), = 1, . . . , } is a probability distribution that belongs to the credal set D ( ).
We choose the probability distribution D from D ( ) which maximizes the following expression:
It is simple to calculate this probability distribution. For more details, see Mantas and Abellán [21] .
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Bagging Decision Trees.
In machine learning, the idea of taking into account several points of view before taking a decision is applied when several classifiers are combined. This is called by distinct names such as multiple classifier systems, committee of classifiers, mixture of experts, or ensemblebased systems. Normally, the ensemble of decision trees achieves a better performance than an individual classifier [10] . The usual strategy for the combination of decision trees is based on the creation of several decision trees aggregated with a majority vote criterion. If an unclassified instance appears, then each single classifier makes a prediction and the class value with the highest number of votes is assigned for the instance.
Breiman's bagging [7] (or Bootstrap Aggregating) is an intuitive and simple method that shows a good performance, reduces the variance, and avoids overfitting. Normally it is implemented with decision trees, but it can be applied with any type of classifier. Diversity in bagging is obtained by generating replicated bootstrap data sets of the original training data set: "different training data sets are randomly drawn with replacement from the original training set and, in consequence, the replicated training data sets have the same size as the original data, but some instances may not appear in it or may appear more than once." Afterwards, a single decision tree is built with each new instance of the training data set using the standard approach [29] . Thus, building each tree from a different data set, several decision trees are obtained, which are defined by a different set of variables, nodes, and leaves. Finally, the predictions of these trees are combined by a majority vote criterion.
Bagging Credal C4.5 and the Noise
Bagging Credal C4.5 consists of using the bagging scheme, presented in the previous section, with the Credal C4.5 algorithm as base classifier. The difference between CC4.5 and classic C4.5 is the split criterion. CC4.5 uses IIGR measure and C4.5 uses IGR. It can be shown that the measure IIGR is less sensitive to noise than the measure IGR. Hence, CC4.5 can perform a classification task on noisy data sets better than the classic C4.5, as it was experimentally demonstrated in [21] .
The following example illustrates a case where the measure IIGR is more robust to noise than the measure IGR. Example 1. Let us suppose a data set altered by noise and composed by 15 instances, 9 instances of class and 6 instances of class . It can be considered that there are two binary feature variables 1 and 2 . According to the values of these variables, the instances are organized as follows: If this data set appears in the node of a tree, then the C4.5 algorithm chooses the variable 1 for splitting the node because
where D is the noisy data set composed by the 15 instances. It can be supposed that the data set is noisy because it has an outlier point when 2 = 1 and class is . In this way, the clean distribution is composed by 10 instances of class and 5 instances of class , which are organized in the following way:
When this data set appears in the node of a tree, then the C4.5 algorithm chooses the variable 2 for splitting the node because
where D is the clean data set composed by the 15 instances. It can be observed that the C4.5 algorithm, by means of the IGR criterion, creates an incorrect subtree when noisy data are processed. However, a tree built with the IIGR criterion (and = 1) selects the variable 2 for splitting the node in both cases (noisy data set and clean data set). That is,
where D is the data set with noise, and
where D is the clean data set.
This example shows the difference with respect to the robustness. CC4.5 algorithm is more robust to noise than C4.5. For this reason, bagging Credal C4.5 is also more robust to noise than bagging C4.5. This fact will be shown with the experiments of this paper.
Experimentation
In this section, we shall describe the experiments carried out and comment on the results obtained. We have selected 50 well-known data sets in the field of machine learning, obtained from the UCI repository of machine learning [30] . The data sets chosen are very different in terms of their sample size, number and type of attribute variables, number of states of the class variable, and so forth. Table 2 gives a brief description of the characteristics of the data sets used.
We have performed a study where the bagging of Credal C4.5 on data with added noise is compared with the Random Forest algorithm [9] and the bagging of other tree based Table 2 : Data set description. Column "N" is the number of instances in the data sets, column "Feat" is the number of features or attribute variables, column "Num" is the number of numerical variables, column "Nom" is the number of nominal variables, column "k" is the number of cases or states of the class variable (always a nominal variable), and column "Range" is the range of states of the nominal variables of each data set. -blocks  5473  10  10  0  5  -pendigits  10992  16  16  0  10  -primary-tumor  339  17  0  17  21  2-3  segment  2310  19  16  0  7  -sick  3772  29  7  22  2  2  solar-flare2  1066  12  0  6  3  2-8  sonar  208  60  60  0  2  -soybean  683  35  0  35  19  2-7  spambase  4601  57  57  0  2  -spectrometer  531  101  100  1  48  4  splice  3190  60  0  60  3  4-6  Sponge  76  44  0  44  3  2-9  tae  151  5  3  2  3  2  vehicle  946  18  18  0  4  -vote  435  16  0  16  2  2  vowel  990  11  10  1  11  2  waveform  5000  40  40  0  3  -wine  178  13  13  0  3  -zoo  101  16  1  16  7  2 Complexity 7 models: C4.5 [10] and CDT [23] . We have used each model with and without a postpruning process. The pruning process of each model has been the one used by defect for each model. Hence, the algorithms considered are the following ones: The Weka software [31] has been used for the experimentation. The methods BA-CDT and BA-CC4.5 and their versions with unpruned trees were implemented using data structures of Weka. The implementation of C4.5 algorithm provided by Weka software, called J48, was employed with its default configuration. We added the necessary methods to build Credal C4.5 trees with the same experimental conditions. In CDTs and Credal C4.5, the parameter of the IDM was set to = 1, that is, the value used in the original methods by [18, 21] , respectively. The reasons to use this value were principally that it was the value recommended by Walley [14] ; and the procedure to obtain the maximum entropy value reaches its lowest computational cost for this value (see [28] ).
The implementation of bagging ensembles and Random Forest provided by Weka were used with their default configurations, except that the number of trees used for those methods was equal to 100 decision trees. Although the number of trees can strongly affect the ensemble performance, this is a reasonable number of trees for the low-to-medium size of the data sets used in this study, and moreover it was the number of trees used in related research, such as [8] .
Using Weka's filters, we have added the following percentages of random noise to the class variable: 0%, 10%, 20%, 30%, and 40%, only in the training data set. The procedure to introduce noise was the following: a given percentage of instances of the training data set was randomly selected and, then, their current class values were randomly changed to other possible values. The instances belonging to the test data set were left unmodified.
We repeated 10 times a 10-fold cross validation procedure for each data set. It is a very known and used validation procedure. Tables 3, 4 , 5, 6, and 7 show the accuracy of the methods with the different percentages of added noise. Table 8 presents a summary of the average accuracy results where the best algorithm for each added noise level is emphasized using bold fonts and the second best is marked with italic fonts.
Following the recommendation of Demšar [32] , we used a series of tests to compare the methods using the software [33] . We used the following tests to compare multiple classifiers on multiple data sets. [34, 35] ). It is a nonparametric test that ranks the algorithms separately for each data set, with the best performing algorithm being assigned the rank of 1 and the second best being assigned the rank of 2 and so forth. The null hypothesis is that all the algorithms are equivalent. If the null hypothesis is rejected, we can compare all the algorithms with each other using the Nemenyi test [36] .
Friedman Test (Friedman
All the tests were carried out with a level of significance = 0.05. Hence, Table 9 shows Friedman's ranks about the accuracy of the methods when they are applied on data sets with different levels of added noise. The best algorithm for each noise level is emphasized using bold fonts and the second best one is marked with italic fonts. Tables 10, 11 , 12, 13, and 14 show the p values of the Nemenyi test on the pairs of comparisons when they are applied on data sets with different percentage of added noise. In all cases, Nemenyi test rejects the hypotheses that the algorithms are equivalent if the corresponding p value is ≤0.002381. When there is a significant difference, the best algorithm is distinguished with bold fonts.
For the sake of clarity, the results of Nemenyi's test can be seen graphically in Figure 1 . In this graph, the columns express the values of Friedman's ranks and the critical difference is expressed as a vertical segment. When the height of a segment on a column is lower than the one of the other column, the differences are statistically significant in favor of the algorithm represented with the lower rank (lower column).
To present the results of the average tree size (number of nodes) obtained by each method, we use Figure 2 . In this figure, we can see in a quick way the average size of the trees built by each bagging method when they are applied on data sets with different levels of added noise.
We have extended the study of the results using a recent measure to quantify the degree of robustness of a classifier when it is applied on noisy data sets. This measure is the Equalized Loss of Accuracy (ELA) of Sáez et al. [25] .
The Equalized Loss of Accuracy (ELA) measure is a new behavior-against-noise measure that allows us to characterize 8 Complexity the behavior of a method with noisy data considering performance and robustness. measure is expressed as follows: where 0% is the accuracy of the classifier when it is applied on a data set without added noise and % is the accuracy of the classifier with it is applied on a data set with level of added noise of x%. The measure (there exists another similar measure named as the Relative Loss of Accuracy (RLA) of Sáez et al. [37] . We find that the measure is more important than the measure, because takes into account higher levels of accuracy on data sets with added noise) considers the performance without noise as a value to normalize the degree of success. This characteristic makes it particularly useful when comparing two different classifiers over the same data set. The classifier with the lowest value for % will be the most robust classifier. Table 15 shows the values of the Equalized Loss of Accuracy ( ) measures. The best algorithm for each level of added noise is identified using bold fonts and the second best one is represented with italic fonts. 
Comments on the Results
From a general point of view, we can state that bagging of credal trees (BA-CC4.5 and BA-CDT) has a better performance than the models used as reference (BA-C4.5 and RF) when the level of added noise is increased. This improvement is not only with respect to the accuracy, via the tests of Friedman and Nemenyi carried out, but also in terms of the measures of robustness. An important characteristic of the results is that the bagging ensembles using credal trees built less complex models than the ones built by the bagging of classic C4.5, as can be seen in Figure 2 . When the level of added noise is increased, the complexity of the bagging models using credal sets is notably smaller than the ones that use C4.5. That complexity is an important aspect of a classifier when it is applied on data set with noise, because when the model is larger, the overfitting on data with errors is larger too. Hence, the model can produce a worse performance. This is the case for RF according to Figure 2 : the complexity of the random trees for RF is very large; therefore RF has a bad performance when it is applied on noisy data sets.
Next, we are going to analyze the results, on each level of added noise, taking into account principally the accuracy and measures of robustness. The following aspects must be remarked.
0%.
According to accuracy and test of Friedman, without added noise, is the best model. We can observe in Table 9 (Friedman's ranking) that all the bagging models without pruning are better in accuracy than the same bagging models with pruning. Besides, BA-C4.5-U is the best model compared with the other bagging models. These results are coherent with the original bagging algorithm proposed in [7] , where the trees are built without pruning for each bootstrap sample. In this way, the trees tend to be more different from each other than if they were pruned. This is a good characteristic of a model, for reducing variance, when it is used as base classifier in a bagging scheme. When we use unpruned trees, we are increasing the risk of overfitting; however, the aggregation of trees carried out by bagging offsets this risk. We remark that this assertion is right for data sets without added noise.
10%.
With this low level of added noise, BA-C4.5 is now the best model but suffers notable deterioration in its performance about accuracy. Also BA-C4.5-U, which was excellent without added noise, is now the worse method. It must be remarked that it builds the largest trees. Here BA-CC4.5 begins to have excellent results in accuracy, being the second better classifier for this level of added noise. The measure indicates that the best value is for BA-C4.5 followed by BA-CC4.5. According to Friedman's ranking about accuracy, we can observe that each bagging model with pruned trees is better than the same model with unpruned trees for this added noise level. With these results, we can conclude that the bagging algorithm needs to aggregate trees with pruning in order to manipulate data sets with low level of added noise. That is, using only a bagging scheme is insufficient in order to classify data sets with this level of added noise. Then, to prune the trees is also necessary here.
20%.
With this medium-to-high level of added noise, the situation is notably different from the one with lowest level of added noise. Here BA-CC4.5 is the better procedure in terms of accuracy followed by BA-CDT. BA-C4.5 has still good performance but it is worse than the bagging credal trees. We cannot say the same for RF that has a very bad performance, getting worse when the level of noise increases. The Nemenyi test carried out presents significant differences in favor of bagging credal trees when they are compared with RF and some versions of the methods without pruning. The measure has the best results for BA-CC4.5. BA-C4.5-U is again the worse method considering all the aspects analyzed. The size of the trees impairs seriously their performance. Hence, to obtain better results, the bagging scheme needs to use pruned credal trees when it is applied on data sets with a level of added noise greater than or equal to 20% (we will see similar conclusion for higher level of added noise).
30% and 40%.
As with these levels of added noise the results are very similar, we will comment on their results together. For these levels of added noise, BA-CC4.5 is always the best procedure in terms of accuracy. The other model based on credal trees, BA-CDT, obtains the second better results. These comments are reinforced by the tests of Friedman and Nemenyi carried out. Here, even BA-C4.5 is significantly worse than the two bagging schemes of credal trees, via the test carried out. RF is now even worse than with medium level of added noise. It is remarkable that the method BA-CC4.5-U (without pruning) has better results than the pruned method BA-C4.5, although they have similar average tree sizes. Also the robustness measure confirms these assertions. Again BA-CC4.5 is the best model for the measure. In all cases, BA-C4.5 has medium results but the same model without pruning, BA-C4.5-U, has now very bad results, being the worse method for these high levels of added noise. The second worse results are obtained by RF, which also is not a good procedure for high level of added noise, when it is compared with bagging schemes of credal trees. With these results, and considering the ones for 20% of added noise, we can say that the combination of bagging, pruning, and credal trees is necessary to obtain the best significant results when we want to apply the methods on data sets with levels of added noise greater than or equal to 20%.
With respect to the average tree size, we have the following comments. It can be observed that the model BA-CDT builds always smaller trees. Perhaps this is one of the reasons why it works well with high level of added noise but not without added noise, when it is compared with the rest of models. When the level of added noise is increased, the percentage of increasing of the average size is the smallest one for BA-CDT. BA-CC4.5 has medium tree size compared with all the models with pruning; we remember that it has decent results in accuracy on data sets without added noise, and it is the best model in accuracy on data sets with medium and high levels of added noise. The following methods in tree size, with very similar sizes, are BA-C4.5 and BA-CC4.5-U, that is, a pruned method and an unpruned one; the second one is better in accuracy for level of added noise of 20-40%. At this point, we can argue that the size is not as important as the split criterion used; CC4.5 has a different treatment of the imprecision than C4.5, as was explained in previous sections. The rest of unpruned methods build larger trees, with BA-C4.5 being the one with larger results in tree size but the one with worse results in the rest of aspects, when it is compared with the other methods.
We can conclude that the method with a moderate or medium tree size, BA-CC4.5, has the best results in accuracy and measures of robustness, when the level of added noise is increased. Hence, we can think that the tree size is not a fundamental aspect of the performance of a model on noisy domains.
Conclusion
A very recent model called Credal C4.5 (CC4.5) is based on the classical C4.5 algorithm and imprecise probabilities. In a previous work, its excellent performance in noise domains has been shown. In this paper, we have used it in a bagging scheme on a large experimental study. We have compared it with other models that can be considered as very appropriate in this type of domains: bagging C4.5 and bagging Credal Decision Trees (CDTs). This last model, called CDT, represents other procedures based on imprecise probabilities, which was presented some years ago to be very suitable under noise.
With the results obtained in this paper, we show that bagging CC4.5 obtains excellent results when it is applied on data sets with label noise. Its performance is better than the ones of the other models used as benchmark here in two folds: accuracy and measures of robustness under noise. This improvement is even greater when the level of label noise increases.
Real data commonly have noise. This reason allows us to believe that the bagging of Credal C4.5 trees is an ideal candidate to use on data from real applications. It combines several resources to be successful in the treatment of noisy data: imprecise probabilities, bagging, and pruning. Hence, it could be considered as a powerful tool to apply in noise domains.
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