There is often interest in predicting an individual's latent health status based on highdimensional biomarkers that vary over time. 
Introduction
There has been much recent interest in the analysis of dynamic biological processes, particularly with data from DNA gene-expression microarray chips (Liu et al., 2010; Lawrence et al., 2007; James and Hastie, 2001; Bar-Joseph et al., 2003; Holter et al., 2001; Bar-Joseph, 2004) . Treating the gene expression trajectories as functional data, Gaussian process (Liu et al., 2010; Lawrence et al., 2007) and spline-based models (James and Hastie, 2001; BarJoseph et al., 2003) have been proposed. Appropriately analyzing the trajectories as multivariate functional data is challenging due to the massive dimensionality, few observations in time, low signal-to-noise ratio, and missingness. Ideally, methods would allow building of a full joint model that allows each gene to have its own trajectory, while accommodating dependence in these trajectories across genes within shared pathways and variability across individuals. In the literature, the emphasis has been on clustering genes (James and Hastie, 2001 ; Bar-Joseph et al., 2003) and on separately modeling each gene, possibly with shared covariance parameters (Liu et al., 2010) . In both of these constructions the objective is to share strength appropriately among multiple genes. Authors have also grouped genes via a singular value decomposition (SVD) (Holter et al., 2001) , and have modeled the timedependence of the SVD modes via an auto-regressive framework. In such time-dependent modeling, one must often distinguish the observed ("wall clock") time at which a measurement was performed from the (latent) biological-clock time, and the difference between these two must be inferred (since the offset between the two is typically subject dependent) (Liu et al., 2010; James and Hastie, 2001) .
As a separate line of research for analysis of genomic data, e.g., gene-expression data, researchers have investigated factor analysis and related models (Carvalho et al., 2008; Lopes and West, 2004; Zou et al., 2004) . The factors group genes that are co-expressed across multiple samples, and therefore they constitute a generalization of SVD approaches (West, 2003) . By grouping genes via factor loadings, one avoids the need to explicitly implement a clustering step (Bar-Joseph et al., 2003) , and the factor loadings need not be constrained by orthonormality restrictions (Holter et al., 2001) . Further, it is desirable to impose that the factor loadings are sparse (Carvalho et al., 2008; Zou et al., 2004) , with the goal of inferring compact biological pathways.
In this paper we consider Bayesian factor analysis of time-evolving gene-expression data.
The proposed model builds upon previous research that has employed spline-based approximations to continuous-time data (James and Hastie, 2001; Bar-Joseph et al., 2003) . The use of factor analysis obviates the need for explicit clustering (Bar-Joseph et al., 2003) of genes. Rather than modeling the time dependence of orthonormal (and not necessarily sparse) modes of an SVD construction (Holter et al., 2001) , we model the time dependence of the factors, which may be related to biological functions and pathways. We also develop a novel means of inferring the latent time shift of the biological process (Liu et al., 2010 ). An approximation to the full posterior of model parameters is implemented via efficient Gibbs sampling. After introducing the model in detail in Section 2, we highlight the novelty of the proposed approach, by making further connections and relationships to the existing time-course gene-expression literature.
The analysis is motivated by and demonstrated with a novel data set we have measured in recent challenge studies. Specifically, after receiving appropriate Institutional Review Board approval, we performed two separate challenge studies. For each, roughly 20 healthy individuals were inoculated with a particular influenza virus, and blood samples were collected at regular time intervals until the individuals were discharged. The specific viruses considered were two strains of influenza, H3N2 and H1N1 (discussed in further detail below). These data provide a unique opportunity to examine the time-evolving host response to such viruses. The blood was assayed with DNA microarray technology to constitute gene-expression values for 12,023 genes, with which the time-evolving factor analysis was performed.
The remainder of the paper is organized as follows. In Section 2 we introduce the timeevolving factor model, allowing subject-dependent jitter between the observed time and the latent biological time. In Section 3 we examine the model using simulated data. In Section 4 we present results based on analysis of time-evolving DNA microarray data, using data we measured in two influenza challenge studies. In Section 5 we examine the ability of the model to make predictions about held-out data samples. A brief discussion of the biological processes inferred from the model is provided in Section 7, followed in Section 8 by conclusions.
Modeling Time-Evolving Factors

Basic factor model
Let X i ∈ R p×n i represent observed biomarkers (e.g., gene-expression data) for individual i, considering p markers, collected at n i time points; the jth column of X i corresponds to the p biomarkers measured at time t ij , for j ∈ {1, . . . , n i }. We assume a total of I individuals, constituting cumulative data {X i } i=1,I , where in general the number of samples n i and the specific time points t ij of measurements may be subject dependent. We consider a factor model with k factors
where L ∈ R p×k is the factor loading matrix, and L m is the mth column of L; the factor scores for individual i are S i ∈ R k×n i , and S mi is a row vector (mth row of S i ) of timevarying scores for the ith individual and mth latent factor. The factor loadings are assumed fixed in time, while we allow the latent factors, S mi , to vary dynamically. By assuming fixed loadings, we avoid having the meaning of the latent factors change with time, and hence obtain results that are more biologically interpretable. At this point we assume fixed k, and below we discuss inferring the appropriate number of factors. The matrix E i ∈ R p×n i is the additive noise or residual.
Shifted spline representation
The principal modeling contribution of this paper concerns the prior placed on the factor scores {S i } i=1,I . Recall that individual i has data sampled at n i time points; let t i = (t i1 , t i2 , . . . , t in i ) denote the time points at which data were collected for individual i (in units of minutes/hours, etc.), with respect to a time reference shared by all I individuals.
Note that these are observed times, on a universal clock, to be distinguished from the latent biological clock of the system under investigation (in our specific example this corresponds to the host response to a virus), which is generally individual dependent. The rows of S i (t)
are a continuous function of time, and the matrix S i represents each such row sampled at the n i time points represented by t i .
Recall that S mi ∈ R n i represents the factor score associated with factor m ∈ {1, . . . , k} for subject i ∈ {1, . . . , I}, evaluated at the n i discrete time points in t i (S mi is a column vector, the transpose of S mi above). To model S mi , let b(t) ∈ R q represent a column vector, corresponding to evaluating each of q spline functions at any time t over the support of the splines (James and Hastie, 2001; Bar-Joseph et al., 2003) , defined here by the time window over which data are collected. The number of splines q and their composition depend upon the specific application, as discussed further below. The function b(t − τ ) ∈ R q corresponds to realigning the spline functions to have the time origin shifted forward by τ ∈ R. We allow a time shift τ mi specific to latent factor m and individual i by characterizing the factor score trajectories as
is the transpose of B(t i ; τ mi ). Vector w m ∈ R q corresponds to the spline coefficients for the mth latent factor, which is drawn w m ∼ N (0, ρ −1 m I q ), with I q the q × q identity matrix; this prior is equivalent to a ridge regression to regularize the B-splines for the latent factor, and such detailed model construction is further elucidated below. An illustration of the above generative process is presented in Figure 1 .
The expression B(t i ; τ mi )w m is meant to represent an underlying continuous-time signal for factor m, sampled at discrete points defined by t i and shifted to the right by a subjectdependent time τ mi . Note that the vector of spline weights w m for factor m is shared across all {X i } i=1,I , and therefore it seeks to model an underlying individual-independent biological process, with individual-dependent shift. The residual mi captures differences Figure 1 : Generative process for the factors S mi = B(t i ; τ mi )w m + mi . At left are shown the basis functions, corresponding to spline functions and a step function at earliest times (the latter represents the factor before the virus under study causes changes to the host). The basis functions are weighted by w m and superposed, to constitute a continuoustime factor, termed here a "prototypical trajectory". For individual i, the trajectory is shifted by time τ mi , and then sampled at the times defined by t i , manifesting the discrete samples in the second-to-last column. Finally, i.i.d. noise is added to each discrete observation, manifesting the final discrete individual-dependent factors for factor m (right-most column). The figures in the right two columns correspond to actual samples from the H3N2 challenge study (microarray data) detailed below, with the "prototypical trajectory" representing the inferred typical host response, apart from the individualdependent shift τ mi . The basis functions (left column) are used for all factors m ∈ {1, . . . , k}, and separate weights w m are used to yield the shifted factors within the box.
between the shifted baseline signature B(t i ; τ mi )w m and the individual-dependent factor S mi . Since the underlying shifted signal is approximated by continuous-time splines, once the spline weights w m are inferred based upon the observed discrete data, one may make inferences about the factor at any continuous time point over the support of the experiment.
Temporal shift and distinguishing host-response factors
In our motivating application, all individuals are inoculated with a virus at the same time.
Blood is drawn from all subjects at a specified time prior to inoculation (t = −5 hours)
to constitute a baseline signature, and another (distinct) blood sample is drawn just before inoculation (the latter occurring at what is defined as time t = 0 hours). The vector t i is defined such that increasing element index corresponds to increasing time; this vector records the times at which blood samples were collected. Therefore, each individual shares the same first two time points in t i , and since the time of inoculation is by definition at t = 0, the first element in t i corresponds to negative time.
Our objective is to study the host (body) response to the virus, and therefore the splinebased construction for the time-dependent factors is constituted as in Figure 2 . Note that the function B(t i ; τ mi = 0)w m has a constant form for t ≤ −5 hours (with value of the constant inferred via the analysis), this representing the background/baseline (pre-inoculation) factor score for a (presumably) healthy individual. Consequently, with application to our challenge studies, the shift τ mi may be viewed as the delay between inoculation of subject i and the time at which factor m changes from its background ("normal") value; i.e., this is the host response time for pathway m, which is expected to vary between subjects. Related temporal-onset models have been considered in (Dunson and Baird, 2002; Dunson et al., 2004) .
A multinomial prior is imposed on τ mi as
where λ mj is the jth component of the probability vector λ m , and the Dirichlet distribution hyperparameters are set η = η 0 T 1, where 1 is a T -dimensional vector of all ones. The τ j = (j − 1) represent candidate (discretized) shifts, with increment a specified small unit of time with positive value, and (T − 1) covers the full range of anticipated shifts (the length of time of the experiment). Although we have discretized the possible shifts in terms of finite , for convenience, may of course be made arbitrarily small to achieve a desired level of modeling resolution. The choice of hyperprior is chosen to limit sensitivity to T , as convergence to a Dirichlet process is obtain in the limit as T → ∞. Model (3) is easily adapted to include patient covariates that may impact the host response times by using a continuation ratio probit or alternative discrete hazard regression model.
Considering Figure 2 , note that large shifts τ mi imply that individual i has a near constant host response for factor m, as function of time ("near", but not exactly constant because of the addition of the mi ). This model is consistent with our influenza challenge study data, as approximately half of the individuals did not become symptomatic, and for these all of the associated factor scores manifested very weak temporal changes. Therefore, the presence of large τ mi for all factors m ∈ {1, . . . , k} implies that individual i is asymptomatic. Further, if a particular factor m ∈ {1, . . . , k} is not related to the host response to the virus for individual i, the associated τ mi will be large, implying that S mi is nearly time invariant. In addition to considering the simple Dirichlet distribution prior in (3), we also considered a discrete-time hazard model with a surviving fraction (those who do not become symptomatic). Specifically, consider
where δ (j−1)∆ is a unit point measure at (j − 1)∆. There are two motivations for the above construction. First, the Stick(τ mi ; ) component favors small τ mi , consistent with the expectation that when the factor has a time-dependent response, the onset of the host response is anticipated to be near the inoculation time (t = 0). With probability ζ m the mth factor yields a time-dependent response, and with probability 1 − ζ m the factor is nearly time invariant. While (4) captures more of our prior expectations, it involves more parameters than the simple Dirichlet distribution construction in (3). Both (3) and (4) worked well in our experiments, and generally yielded similar results; hence, the data did not provide sufficient evidence in favor of (4) over (3) and we focus on the simpler model in the remainder of the paper. To complete the model for the factor scores in (2), we need to specify the draws of the term mi . We assume
Note that here we use a subject-dependent precision parameter ϕ mi for the mismatch between the trajectory and the factor score. With this model flexibility, we allow this mismatch to be large for some subjects, leaving room for the outlier (atypical) subjects.
Sparse Factor Loadings
In many biological applications it is desirable to impose that the factor-loading matrix is sparse (Carvalho et al., 2008) . In the case of gene-expression data, the mth factor can be viewed as measuring overall expression of the mth pathway, with the non-zero elements in the mth column of the loadings matrix L m corresponding to the genes in that pathway.
Biologically, we would expect a small minority of the genes to play a role in any one pathway, implying sparsity. Hence, we model the loading matrix as
where • represents a pointwise (Hadamard) matrix product between A ∈ R p×k and Z ∈ {0, 1} p×k . Binary matrix Z is designed to be sparse, and therefore the factor loadings, defined by the columns of A • Z, are also sparse.
The following priors are placed on the components of A and Z:
for g = 1, . . . , p and m = 1, . . . , k. The gth gene, g ∈ {1, . . . , p}, contributes to factor m with probability π m , and for those genes that have non-zero contribution the loading is drawn from normal N (0, β −1 m ). Therefore, if gene g does not contribute to the mth pathway, it has zero contribution to the corresponding factor loading (A gm = 0).
The basic form of (7), apart from the manner in which S i are analyzed, is the same as that developed in (Carvalho et al., 2008) . There are several alternatives one may consider, and that we have examined in the course of this study. We summarize these augmentations, and our experience. First, rather than using a "spike-slab" prior for the components of the factor-loading matrix A • Z (West, 2003; Carvalho et al., 2008) as in (7), one may impose sparseness (or approximate sparseness) on the factor loadings via shrinkage priors (e.g., Student-t (Tipping, 2001 ) with heavy tails); such a construction does not impose explicit sparseness, but many components of the factor loadings will be negligibly small. We found that such constructions work as well as the model presented above, but we prefer to allow exact zeros for sake of interpretation of pathways and factors without need to threshold the loadings The proposed construction also yields an interesting interpretation in terms of the Indian buffet process (IBP) (Griffiths and Ghahramani, 2005; Rai and Daume, 2008; Thibaux and Jordan, 2007; Paisley and Carin, 2009 ). To understand this connection, define the hyperparameters to the beta distribution in (7) as e 0 = α 0 /k and f 0 = β 0 /k, where we recall that k is the truncation level (upper bound) on the number of factors, and α 0 and β 0 are positive real constants. Upon marginalizing out {π m } m=1,k , and taking the limit as k → ∞, the model may be interpreted as follows (Griffiths and Ghahramani, 2005; Rai and Daume, 2008; Thibaux and Jordan, 2007; Paisley and Carin, 2009) 
For those dishes m for which Z gm = 1, the gth gene draws an associated loading A gm ∼ N (0, β −1 m ), and A gm B(t; 0)w m represents the time-dependent trajectory of this gene, as contributed by factor m, apart from a subject-dependent shift τ mi and noise mi . This is done for all factors used by gene g (i.e., all m for which Z gm = 1), and these are superposed to yield the total response of gene g contributed by the factors. Note that this prior is exchangeable (Griffiths and Ghahramani, 2005; Thibaux and Jordan, 2007) , implying that it is insensitive to a permutation of the gene order.
We may now make the following observations about what this prior is imposing. Although in the above discussion we considered the limit k → ∞, the expected number of
, and the number of factors used is always finite. Note that as the gene index g increases in the above process, the probability of utilizing unused dishes diminishes (via the Poisson distribution); this implies that after seeing many genes, we are likely to have captured most of the factors responsible for the associated expression representation. Finally, the model imposes the idea that the more popular particular dishes (factors) are among genes that have come to the buffet previously, the more likely it is that a subsequent gene will select that factor. Hence, the model imposes that there are likely a subset of "popular" dishes/factors, but there is an opportunity for genes to have idiosyncratic factor usage.
Within the computations, one may explicitly integrate out the {π m } m=1,k and consider the limit k → ∞ rigorously (Rai and Daume, 2008) . However, for the large number of genes p considered here, we have found this approach to be computationally expensive.
Therefore, in the results below we set k to a large value, and allow the model to infer the subset of factors needed for representation of the data (hence, the setting k does not reflect the number of anticipated factors, it is a numerical upper bound).
All computations are performed using a Gibbs sampler, and the detailed update equations are summarized in the Appendix.
Relationships to previous time-course gene-expression models
There have been numerous previous studies on the analysis of time-course gene-expression data (Liu et al., 2010; Lawrence et al., 2007; James and Hastie, 2001; Bar-Joseph et al., 2003; Holter et al., 2001; Bar-Joseph, 2004) and almost all of these employ a clustering of the genes. To model the continuous time dependence of the gene expression, researchers have employed the Gaussian process (Liu et al., 2010; Lawrence et al., 2007) , as well as spline basis functions (James and Hastie, 2001; Bar-Joseph et al., 2003) like those considered here. In this discussion we focus on the latter, as that work is most closely connected to the proposed model. Most of these methods employ mixed-effects models that may be expressed as
where x g (t ij ) represents the expression of the gth gene for subject i, as observed at time t ij .
The fixed-effects component,
lB l (t ij ) corresponds to cluster c, with the genes clustered among one of C different classes or clusters. The random effect term,
has a continuous time dependence that is a function of the specific gene g and subject i.
The expressionsB l (t ij ) and B l (t ij ) represent basis functions (typically splines) evaluated at time t ij , the β (c) l and γ igl are basis-function coefficients, and gij accounts for residual/noise.
One may also employ hierarchical clustering of the genes (Heard et al., 2006) .
Additional examples of such a mixed-effect clustering model applied to time-course gene-expression data include (Luan and Li, 2003; Storey et al., 2005; Scharl et al., 2010; Ng et al., 2006; Wang et al., 2007; Heard et al., 2005) . While this approach has been applied successfully in many settings, it has limitations that restrict its utility. For example, we are typically interested in over 10,000 genes when performing microarray analysis, and therefore the number of spline-based expansions that must be fit is significant. Additionally, for the application of interest here, we have on the order of 20 different subjects, each manifesting a distinct time-course profile.
To the authors' knowledge, this paper represents the first use of spline expansions within the context of factor analysis, with specific demonstration here in terms of time-course gene expression data. Since the factor loadings have gene-dependent strengths, the factor model yields a unique spline-based continuous signature for each gene and each subject.
Specifically, the proposed model represents the gene-and subject-dependent time course as
recalling that τ mi is the shift for subject i and factor m, a maximum of k factors are considered, Z gm is the binary variable for gene g in factor m, A gm is the loading when Z gm = 1, and w ml is the lth spline weight for factor m. The number of utilized factors is typically much smaller than the number of genes, and therefore the number of spline coefficients that must be inferred is significantly less than associated with (8). Note that there are two forms of residuals: mi (t ij ) accounts for subject-dependent variation in the time-dependent factor score, while E gi (t ij ) accounts for gene-and subject-dependent variation, of particular importance when a given gene has zero contribution to all of the factor loadings.
The proposed approach avoids the need to explicitly perform clustering (it is done implicitly within the factor loadings), and the shifts τ mi yield subject-dependent continuoustime models for each gene. If gene g doesn't contribute significantly to the biology under test, then Z gm = 0 for all factors m ∈ {1, . . . , k}. Typically only a small fraction of the genes contribute to the biology under study, but in (8) one explicitly infers (presumably negligible) spline coefficients for each of the numerous unimportant genes. By contrast, using the proposed model in (9), we only employ splines to model the small number of factor scores (with subject-dependent shifts).
Simulation Study
Form of the results
From (9),
represents the contribution of factor m to the expression of gene g, as viewed at time t ij (subject i, time index j). When addressing the time trajectory of factor m, we consider one of the genes for which Z gm = 1 (one of the characteristic genes for factor m), and present the statistics of x (m) g (t ij ), based upon the collection samples; the genes that contribute to this factor are only distinguished by the weighting A gm , and therefore as long as Z gm = 0 it is not particularly important which gene g is selected. By considering x (m) g (t ij ), rather than the time-dependent factor score, we avoid scaling variability that may be manifested between the loading and score.
When computing the model-parameter statistics, one must address the fact that the index of the factor may change between collection samples (it should change between collection samples if there is good mixing). When aggregating collection samples, we compute correlations between the normalized time-dependent score of factor m at Gibbs collection s with the normalized factor scores of all factors at the first collected sample. If a factor from sample s has a correlation greater than 0.95 with factor m from the first collected sample, these two are deemed to be samples from the same factor (the results are not sensitive to the 0.95 threshold, and this alignment of factors proved effective for both the simulated and real data; for the simulated data we were able to validate against truth). Related methods have been considered in (Stephens, 2000) .
Additionally, at some Gibbs iterations it is possible that a single factor may split into two, e.g., since
, for any ζ gm . This splitting doesn't generally happen, but it can happen in some collection samples (and when splitting occurred, it did so in the form above). For each collection sample we also considered the inter-factor correlations of the time-dependent factor scores. Within a particular collection sample, if two (or more) factorscore trajectories are correlated greater than 0.95, the total contribution to x (m)
that collection sample is the sum of the correlated terms. When presenting results on the inferred number of factors, we count the unique factors after addressing this issue, if it should occur in a particular collection sample.
Note that the time-dependent nature of the data -reflected in the corresponding shape of the factor scores with time -has proven effective as a means of tracking factors within and between Gibbs collection samples. This is an attractive characteristic of time-evolving data, with such sample tracking less simple without multiple time points.
Synthetic data
We synthesized data from the model, and then use the above framework to infer the latent parameters. Specifically, the data consist of I = 20 subjects, with each subject sampled randomly at n i = 16 time points (different, randomly selected, time points for each subject).
A total of p = 1000 "genes" are considered, resulting in a total data matrix of dimension 1000 × 320. We also considered simulated data with p = 10, 000, which is closer to the dimension of the real data, with similar inference quality manifested; however, such highdimensional data are harder to display, and are therefore omitted here.
The data matrix is generated by four factors, each factor loading (pathway) containing 50 non-zero values. The remaining 1000 − 50 · 4 = 800 genes are generated by random noise,
represented by E i . The four factors for each subject are shifted and sampled versions of four underlying ("prototype") trajectories, simulating four biological processes. The non-zero contributions to the factor loadings were drawn i.i.d. from N (0, 1), and the components of E i were also drawn from N (0, 1). Hence, the average strength of the gene expression for all genes are the same, whether or not they contribute to the factor loadings.
For the model inference, an upper bound on the number of factors is k = 20 (although in truth only four factors are used to generate the data, but this is of course unknown to the analysis). A total of 10,000 burn-in Gibbs iterations were performed, with 10,000 collection iterations.
In this synthesized example, the B-spline basis is generated using online source code http://www.nonlinear-approx.info/code/matlab/TSpline.m. We generated 10 B-spline functions of order 3 with knot sequence length 13. Other parameter settings are as follows:
where p is the number of biomarkers (genes). These parameters have not been tuned, and other similar settings yield very similar results. For example, the gamma hyperparameters are set as standard (10 −6 , see (Tipping, 2001) ). The Bernoulli hyperparameters control the sparsity level of the loading matrix. In our setting, only 0.1% of the genes are expected to be involved in each loading, which is consistent with prior knowledge about the pathways.
The η 0 parameter controls the usage probability of the shift candidates (λ). If η 0 is very small, then the inferred shifts will demonstrate a clustering structure through λ. Otherwise, λ will be bound to uniformly distributed, then the data likelihood determines which shift to use, and the inferred shifts will be more dispersive. The choice of T and ∆ determines the temporal resolution. In our real examples, ∆ is about one hour, fine enough since our whole sampling range is more than 100 hours.
In top left of Figure 3 we plot Z gm A gm q l=1 w ml B l (t; 0), considering a separate gene g from each of the four factors (one for which Z gm = 1). In the computations, four factors were inferred by the collection samples (all samples had four unique factors, after addressing possible issues with splitting on some samples -which did not happen often). Figure 3 demonstrates that the model has effectively extracted the four distinct A gm q l=1 w ml B l (t; 0) (m ∈ {1, . . . , 4}). Here we plot the four underlying trajectories, setting the shift as τ mi = 0
for presentation (although the model infers the subject dependent shift on each factor, as discussed next), and also setting mi (t ij ) = 0 for this presentation, so we remove the subject dependence.
In the bottom right of Figure 3 we present x (m)
for each of the subjects, considering factor m = 4 in Figure 3 (again, Z gm = 1). We present this level of detail for two reasons: (i) it reflects the accuracy of the inference, and (ii) it introduces the form of the real data considered below. Note that a subset of the subjects have near-constant factor scores; these will correspond to the asymptomatic subjects in our influenza challenge studies. Also, this flat factor score motivated the step response at early time, in our basis expansion (see Figure 2 ). with the horizontal axis corresponding to time. For each of the factors one gene is selected for which the loading is non-zero (Z gm = 1), we plot Z gm A gm q l=1 w ml B l (t ij ; τ mi = 0). At bottom the curves represent the mean and error bars (one standard deviation) are also shown; the error bars are best observed electronically, zoomed-in. Top right: True (left) and inferred (right) loadings in the simulation study. Note that the color scales are not the same, as it is not possible to assure the inferred factor loadings have the same absolute amplitude. Average results across the collection samples are shown at right, and the loading indices are arbitrary (and come from the first collection sample). Bottom left: True (upper) and inferred (lower) shifts (τ mi ) for all subjects in the simulation study. The inferred results are averaged across all collection samples. Bottom right: For factor m = 4 in Figure 3 , the curves represent Z gm A gm q l=1 w ml B l (t ij ; τ mi ), with τ mi subject-dependent (standard-deviation error bars are shown, based on the collection samples, best viewed electronically, zoomed-in). Each sub-plot represents a different subject. The crossed points reflect x (m)
(including the subject-and time-dependent mi (t ij )), at time points at which data were available (green crosses represent truth, and red are inferred). A gene with Z gm = 1 is considered.
For this same factor, in the bottom left of Figure 3 we present the true and inferred shift of the "prototype" time-dependent factor score, for each of the subjects. Note that the factor scores that are time invariant in Figure 3 correspond to large shifts, by model construction (the exact value of the large shift is not important, as long as it is large enough to yield a constant response over the support of the measurements).
To complete the presentation of results for the simulated data, in top right of Figure 3 we plot the true and inferred average loadings. For each of the four factors, the genes with non-zero loadings agree for greater than 98% of the genes, with respect to the true factors.
Analysis of Time-Evolving DNA Microarray Data
Description of challenge studies
Two challenge studies were performed with healthy human volunteers. All exposures were approved by the relevant institutional review boards and conducted according to the Declaration of Helsinki. In each study a healthy-volunteer intranasal challenge with influenza was performed at Retroscreen Virology, LTD (Brentwood, UK), using pre-screened volunteers who provided informed consent; one of these challenges was performed with the H3N2 virus and the other with H1N1 (the H1N1 and H3N2 studies were performed independently, with different subjects). On the day of inoculation, a dose of influenza manufactured and processed under current good manufacturing practices (cGMP) by Bayer Life Sciences, Vienna, Austria was inoculated intranasally per standard methods. Blood and nasal lavage collection continued throughout the duration of the quarantine. All subjects received oral oseltamivir (Roche Pharmaceuticals) 75 mg by mouth twice daily at day 6 following inoculation. All patients were negative for Influenza A shedding by rapid antigen detection (BinaxNow Rapid Influenza Antigen; Inverness Medical Innovations, Inc) at time of discharge. For the H3N2 study I = 17 individuals participated, and in the H1N1 study I = 24 individuals participated.
Subjects had the following samples taken 24 hours prior to inoculation with virus (baseline), immediately prior to inoculation (pre-challenge) and at set intervals following challenge: peripheral blood for serum, peripheral blood (PAXgene TM RNA tubes and serum), nasal wash for viral culture/PCR, urine, and exhaled breath condensate. All results pre-sented here are based on gene-expression data from blood samples initially stored in PAXgeneTM tubes.
H3N2 principal host-response factor
For the H3N2 and H1N1 microarray data, the same 12,023 genes were considered for analysis. We first present results in detail for the H3N2 virus, and then for brevity provide a more-concise summary of the H1N1 results. In the factor-analysis model, we used 12 Bspline bases as depicted in Figure 2 , set k = 50, employed 10,000 burn-in Gibbs iterations, and 10,000 collection iterations; for the H3N2 data 44 factors contributed to the model. We also considered larger values of k for the truncation level, which had minimal impact on the results. The discretization of the time shift was set at = 1.13 hours, and T = 102 (i.e., (T − 1) hours) corresponding to B(t i ; τ mi )w m being a constant over the support of the experiment.
Of the k factors, two of them manifested time trajectories B(t i ; τ mi )w m that were closely aligned with the clinical scores, and these factors are examined in detail. We also examine in detail a third inferred factor, that while not linked to the virus may be readily interpreted.
The factors were tracked across collection samples using the procedure discussed in Section 3.1.
In this subsection we discuss what we term the "principal" factor associated with the host (body) response to the virus. As discussed below, we also inferred a "secondary" factor that had a time trajectory that tracked with the clinical symptom scores. The distinction between the 'principal" and "secondary" factors is that the former is stronger than the latter, constituted in terms of the relative expression values of the genes associated with each (discussed further below).
First considering the "principal" factor associated with the host response, results are shown for the gene g corresponding to RSAD2, which had a strong contribution to the loading of this factor (largest Z gm |A gm |). In the bottom right of Figure 4 we plot the time dependence of this factor; the black curves in the subfigures represent A gm q l=1 w ml B l (t ij ; τ mi ) (with Z gm = 1), sampled finely in time (at times beyond those used in the challenge study). The discrete points represent the mean value of the total response x (m)
, sampled at the specific t i associated with the challenge study. Note that the factor model is unsupervised, and therefore does not utilize label information. Nevertheless, for each of the asymptomatic individuals (red points), the shift τ mi for this factor was inferred to be near ( To examine this issue in greater detail, we now compare the individual-and timedependent factor score of this factor with clinical symptom score provided by medical doctors. The clinical symptom score was recorded twice daily using standardized symptom scoring (Brieland et al., 2001 ). The modified Jackson Score requires subjects to rank symptoms of upper respiratory infection (stuffy nose, scratchy throat, headache, cough, etc) on a scale of 0-3 of "no symptoms", "just noticeable", "bothersome but can still do activities"
and "bothersome and cannot do daily activities". For all cohorts, modified Jackson scores were tabulated to determine if subjects became symptomatic from the respiratory viral challenge. A modified Jackson score of ≥ 6 over the quarantine period was the principal indicator of successful viral infection (Turner, 2001) and subjects with such a score were denoted as "symptomatic"; the latter individuals are represented with blue points in Figure   4 .
In Figure 5 we plot the inferred time-dependent factor score for each of the subjects (these correspond to the discrete points in Figure 4 ) as well as the clinical symptom scores.
Note that the clinical symptom score generally tracks the inferred factor score well, for this time-evolving factor. Additionally, for the asymptomatic x (m)
is almost a constant with time, but it is not zero. The blue points correspond to individuals who became symptomatic, and those with red points were asymptomatic. The samples are ordered from earlier to later time. Top right: The corresponding loading ordered according to the absolute value. Bottom left: Upper: Inferred prototypical trajectory for the (presumed) factor associated with the time-dependent host response to H3N2, Z gm A gm q l=1 w ml B l (t ij ; τ mi = 0) (with standard-deviation error bars), corresponding to gene RSAD2 (Z gm = 1), a strong constributor in the loading. Lower: Inferred shifts for all individuals. Note that the shifts cluster naturally into two groups (red: asymptomatic, blue:symptomatic), consistent with the clinical label information. Bottom right: The factor plotted for each individual. The continuous black curve represents the inferred value of Z gm A gm q l=1 w ml B l (t ij ; τ mi ) (with standard-deviation error bars), and the discrete points represent x (m)
. The horizontal axes correspond to time in hours, and the vertical axes represent the factor score; time zero corresponds to when the virus inoculation occurred.
We now examine the inferred mean trajectory A gm q l=1 w ml B l (t ij ; τ mi ) of the (typical) individuals who became symptomatic (Z gm = 1). In the bottom right of Figure 4 we depict the inferred host response for this factor. Note that this trajectory has a constant value at early time; it is used as a prototype trajectory for both symptomatic and asymptomatic subjects, and the two are distinguished by the manner in which the trajectory evolves with time and the inferred temporal shifts. 
, for gene RSAD2 from the factor linked to H3N2 (blue), as well as the clinically observed symptom score (green). We consider RSAD2 gene, for which Z gm = 1. The horizontal axes correspond to time from inoculation, in hours, and the vertical axes correspond to factor (left) or clinical (right) score. The subjects with a +1 label (top of each subfigure) corresponds to individuals who became symptomatic, and those with -1 labels were asymptomatic. Time t = 0 hour corresponds to when the virus inoculation occurred. To reduce clutter in the figures, the axes are not labeled; the horizontal axes correspond to time in hours, and the vertical axes represent the factor score (left) or the clinical score (right).
Of the 12,023 genes under study in this analysis, a relatively small set (less than 1000) of them have significant contribution to the factor loading associated with the factor linked to distinguishing symptomatic and asymptomatic individuals. The inferred important genes overlap significantly with the genes reported in (Zaas et al., 2009 ), for a related study.
H3N2 secondary host-response factor
An additional factor that distinguishes between symptomatic and asymptomatic individuals was identified. The inferred trajectory in this secondary rises after inoculation, as for the principal factor, but it decays faster than the principal one. Additionally, the genes that contribute to the secondary factor are different from those in the principal one. The key genes of each of the factors discussed here are tabulated in Appendix II.
The CCL8 gene contributes significantly to the factor loading associated with this secondary factor, and therefore in Figure 6 we present results in terms of this gene, in the same format as Figure 4 . Comparing Figures 4 and 6, note that the latter is characterized by a faster decay in the host temporal response. Additionally, this secondary factor also clearly distinguishes symptomatic and asymptomatic subjects, despite the fact that the analysis is unsupervised. In Section 7 we provide a brief biological interpretation of the genes associated with these two factors, with similar such factors also inferred for the H1N1 challenge data (briefly discussed in Section 4.5).
Gender factor
In addition to the two factors discussed above, that were linked to the host response to the virus, a "gender factor" was also inferred, which clearly separates the samples according to their gender. The genes in this factor were previously found to be related to human sex chromosomes. For example, gene RPS4Y and USP9Y in this factor are on the Ychromosome, and XIST is on the X-chromosome (Ross, 2005; Vawter, 2004) . Since the gender information does not change with time, and the expression levels for males and females differ, the inferred trajectory contains two segments of flat response, one used for males and the other for females; the segment used by a particular subject is controlled by the temporal shift parameter in the model. Hence, in this specific factor where no temporaldependent response is present, the inferred shifts represent the gender information for the subjects, and they naturally cluster into two groups. However, we found that this factor cannot be as robustly identified as the previous two (i.e., we consistently inferred the two Gene CCL8 is used to show the results. This factor also discriminates infected samples from healthy ones. Note that this trajectory decays faster than the principal one in Figure 4 . The inferred shifts also separate the healthy from the infected.
host-response factors in all MCMC samples, while the gender factor was generally present, but was not inferred in all Gibbs samples). We postulate that this may be because the dominant genes in this factor are so few that they may be accounted for by the noise component in the model.
In Figure 7 the red and blue symbols are again used for asymptomatic and symptomatic individuals; note that in the top-left of this figure the factor scores separate, but not in terms of blue/red symbols. The two clusters in the top-left of Figure 7 correspond to the two genders. Note the time-dependent trajectory in the middle-left of Figure 7 is essentially a step function (inferred from the analysis), and the shift at the bottom-left indicates that an individual is either in one or the other of the two components of the step, for all time. In this case the shift is used to select components of the step function for representation of this gender factor, and the modeled time shift distinguishes males and females. This is deemed to be an interesting consequence of the manner in which the time-dependent analysis was performed, motivated by the host response to the virus, but also capable of modeling factors associated with subjects who may be in one of two states (male/female) for all time. Figure 7: The gender factor for H3N2 data, plotted in the same way as Figure 4 . Gene XIST is used to show the results. Note that this trajectory contains two flat segments, one for males and the other for females. The inferred shifts control how the trajectory will be used, hence reveal gender information of the subjects.
H1N1 DNA microarray data
We present an abbreviated discussion of the same form of results, now for the H1N1 virus.
In Figure 8 we plot the time-evolving clinical scores for each subject, as well as x (m)
, for the gene g corresponding to RSAD2 (Z gm = 1), which had a strong contribution to the factor loading (we are here focusing on the principal factor associated with the host response; we also inferred the secondary host-response factor for H1N1 and the gender factor, with these summarized in Appendix III). The prominent genes in this H1N1 factor have significant overlap with the corresponding factor discussed above for H3N2. For the H1N1 data 38 of the k = 50 factors contributed to the expansion.
We found the data associated with H1N1 more difficult to interpret than the H3N2.
Specifically, considering Figure 8 , note that subjects 1 and 3 are deemed to be symptomatic based on their cumulative clinical score, however their clinical scores stay at a low level throughout the experiment. Consequently, for individuals 1 and 3 the model infers
that is nearly constant with time. Subject 5 is also curious, since Figure 8 indicates that the factor score is elevated at only one of the observed discrete time points (and the observed clinical score elevates after this discrete point). This suggests that for this virus the discrete sampling rate of blood used in the challenge study may have been too coarse to capture the full cycle of host response to this virus. Additionally, note that subject 2 has an elevated gene response from the outset, indicating that this individual may have been sick prior to the start of the challenge study.
Apart from these four unusual individuals, the model performs similar to how it did for H3N2, and discussed in detail above. It is also interesting to note from Figure 8 that the microarray-based factor score of the symptomatic subjects often becomes elevated more quickly than the clinical symptoms, suggesting the potential of such gene-expression data for pre-or early-symptom diagnosis of an individual who will become symptomatic with a virus.
Model Predictions
Once a human challenge study is underway, acquisition of the blood samples is not expensive (there are modest additional costs incurred by increasing the rate at which blood samples are collected from each individual, and thereby increasing the total number of blood samples).
However, there is significant cost in converting each blood sample into microarray-based gene expression data. Consequently, the number of blood samples taken in a challenge study is often guided by the budget available for conversion to gene-expression data, under the assumption that all blood samples will be converted to expression data. In this setting the budget defines the total number of samples, and if uniform temporal sampling is employed, it also dictates the temporal sampling rate. Alternatively, one may envision collecting blood samples from all individuals on a fine temporal schedule, but subsequently (after all blood samples are collected) one may sequentially determine which samples should be converted to gene-expression data. In this setting it is known a priori that more blood samples than needed will be collected, employing a fine temporal sampling rate, and that the subsequent analysis will guide determining which particular samples are converted to gene-expression data. Since the Bayesian model provides error bars on the predictions, the error bars may be considered to sequentially define which blood samples should be assayed (design of experiments). In this manner the gene-expression data may cover time points with finer temporal sampling than would be achieved if all blood samples are converted into expression data (within a budget), with the likely improved quality of the modeled temporal dynamics.
Motivated by the aforementioned concept, and also with the goal of examining the predictive capabilities of the model, we removed 25% of the data samples, and used the remaining data to perform model learning as above. Specifically, in Figure 9 we show the data from the H3N2 study, and identify samples that were removed from the model analysis (we removed every fourth sample on a uniform grid). Here the samples to be analyzed are not determined adaptively, as our focus is on examining model prediction, but this does illustrate the idea of employing non-uniform temporal sampling for the gene-expression data.
We show results for the H3N2 data, with similar results realized for the H1N1 data (omitted for brevity). In the bottom right of Figure 10 , the black curves correspond to the mean predicted mean signal A gm q l=1 w ml B l (t ij ; τ mi ) for individual i and factor m, here for the factor that generally distinguishes symptomatic and asymptomatic individuals (Z gm = 1, for the same gene considered above). The mean response A gm q l=1 w ml B l (t ij ; τ mi ) may be considered a prediction of the factor score of missing samples, and subject-dependent error bars are also available, based upon the inferred precision of the subject-dependent residual A gm mi (t ij ). To examine the accuracy of these predictions, the open-circled points in Figure 10 correspond to the model prediction if the associated gene-expression data were subsequently made available, with the associated factor score computed by using the model learned in the absence of all open-circled data points; note that the model is not relearned when the absent gene-expression data are made available, rather the inferred B(t i ; τ mi )w m and residual precision are used with the newly provided expression data to estimate the associated factor score. Therefore, the open-circled points in Figure 10 may be viewed in a sense as the "true" model-generated factor score, if the gene-expression data were made available, and the black curves denote the mean predicted response. One notes that the open-circled points are generally close to the mean, and where the prediction is not as close (e.g., subject 14) the large difference of truth from the mean is expected because the residual precision is small (large A gm mi (t ij )). Temporal Sampling for All Subjects Figure 9 : Samples used from the H3N2 to build a model; the points with circles were not used to build the model; in total 75% of the data were utilized to build the model.
Comparisons to Other Models
Bayesian factor analysis and two-step model
The way in which we model the factor loadings L is the same as considered in (Carvalho et al., 2008) , with our principal modeling contribution manifested in the way we explicitly model the time dependence of the subject-and factor-dependent scores S mi . It is desirable to compare our results to other approaches. One such approach is to model the data as in (Carvalho et al., 2008) , without explicitly accounting for the dependencies between the factors S mi . Using (for example) the mean values of the inferred factor scores S mi , we may then fit the scores to a spline-based model in Section 2.2. Specifically, assume that values of S mi are inferred via the model in (Carvalho et al., 2008) , and then these are used to fit to the model in (2), and in so doing we may infer the continuous-time factor score associated with each subject and factor, the temporal shifts {τ mi }, and the canonical trajectory for each factor. While this may be used to validate some of our results, it has limitations. Specifically, we must use average (or other point) estimates to S mi to fit our spline-based regression model, rather than employing a fully Bayesian solution throughout (i.e., it involves two steps).
We considered this two-step approach on the H3N2 data (employing the model of (Carvalho et al., 2008) for the first step), and all three factors discussed above were inferred (two related to the host response to the virus, plus the gender factor). The results for the principal viral response factor are shown in Figure 11 . The results are quite similar to that in the one-step approach in Figure 4 . The genes in each factor are also consistent with the one-step approach. Figure 11: The principal viral response factor for H3N2 data using the two-step approach, plotted in the same way as Figure 4 . The factors and loadings (top left and right) are inferred in the first step using standard sparse factor analysis, and then basis regression is applied on the factors to derive the bottom figures.
Non-Bayesian factor analysis and two-step model
One unfortunate aspect of the previous comparison is that it initially employs a Bayesian factor analysis (Carvalho et al., 2008) , but then uses point estimates for S mi with which it then employs Bayesian spline-based regression using a simplified version of our model (i.e., using our spline-based representation in (2)). Since a point estimate is used from the factor-analysis component, this suggests also comparing with a completely-independent non-Bayesian approach for the factor analysis. This provides further separation in the modeling philosophies, and hence similarity in associated results lends confidence in the proposed model. We therefore considered the penalized matrix decomposition (PMD) method (Witten et al., 2009 ) to learn point estimates of the factor and loading matrices, and the second step of the analysis again uses (2) to infer characteristics of the time-dependent factor scores. We applied this model to the H3N2 data, and the principal viral response factor can be reliably identified as depicted in Figure 12 , which is very similar to the result in the one-step approach in Figure 4 . The secondary host-response factor and the gender factor are inferred as well, although careful tuning of the PMD parameters was required to infer these weaker factors. The PMD approach is computationally efficient, since it extracts important factors sequentially. However, the results vary with the setting of the shrinkage parameter, and careful tuning is required to infer some of the weaker factors, as indicated above. Additionally, this two-step process has the weakness of not consistently integrating the analysis of the factor loadings and the time dependence of the factor scores, and there is no measure of uncertainty on the inferred factor loadings. Figure 12: The principal viral response factor for H3N2 data using the two-step approach with PMD, plotted in the same way as Figure 4 . The factors and loadings (top left and right) are inferred in the first step using PMD, and then basis regression is applied on the factors to derive the bottom figures.
Brief Discussion of Underlying Biology
Biological interpretation of the predictors derived from the viral challenge data is critical to our understanding and application of the results. A particular challenge of microarraybased gene expression signature experiments is to relate the selected genes to the relevant disease state. Several bioinformatic programs are available to assist in this process, including GATHER ( http://www.gather.genome.duke.edu), DAVID (http://david.abcc.ncifcrf.gov) and Genego (http://portal.genego.com). These programs utilize curated available scientific literature regarding known gene relationships and disease pathways to infer the relative likelihood that the genes in a given set (in this case, the factor) are related, and with which known pathways or biologic processes the genes are associated. We have utilized these programs, in addition to other bioinformatics resources and continual reviews of relevant Interferon signaling and the OAS pathway are well recognized to be involved in host defense against viral infection. When clustering by Gene Ontology (GO) categories, notable representation is in the GO categories 0009607 (response to biologic stimulus; p < 0.0001, GATHER), 0006952 (host defense; p < 0.0001, GATHER) and 0006955 (immune response; p < 0.0001, GATHER). As the gene lists for H3N2 and H1N1 factors differ by only 2 genes, the results are identical. The group of genes associated with the principal host-response factor is nearly 100% identical with the previously reported "acute respiratory viral" factor (Zaas et al., 2009) . In that analysis, this group of genes was shown to distinguish with a high degree of accuracy individuals with respiratory viral infection from uninfected individuals and individuals with bacterial infection. Discovery of discriminant factors for disease states such as this one is inherently blind to biology, as the model is not aware of data labels.
Genes found to characterize the response to influenza infection in our cohorts overlap with genes found in many gene expression studies of host response to viral infections, both in vivo (Bhoj et al., 2008; Proud et al., 2008; Ramilo et al., 2007) and in vitro (Jenner and Young, 2005) . This generalizability of the respiratory viral response signature finding illustrates that the host response to respiratory viral infections is robust and conserved. Overlap is minimal with differentially expressed genes from other studies of peripheral blood response to environmental stress found in a study of humans exposed to ionizing radiation and the genotoxic stress of chemotherapy and LPS decreasing the likelihood that these genes are part of a generalized response program inherent to immune effector cells. It can be concluded that an unbiased analysis of timecourse gene expression data following experimental influenza A (H3N2 or H1N1) infection identifies a small group of genes with remarkable biologic plausibility to classify symptomatic (ill) individuals as compared to asymptomatic (exposed but not ill) individuals.
Pathway analysis for the secondary H3N2 factor was performed using DAVID (Huang et al., 2009) . In this factor, 14 functional annotation clusters were noted, with one cluster having enrichment scores greater than 1.5. Enrichment scores relate the probability of finding a group of related genes in a comparable random gene list. This (enrichment score 1.99) contained CCL2, CCL8, CCL10, C5, NOD1 and was annotated to the KEGG pathway Nod-like receptor signaling (p = 1.6 × 10 −2 ; Benjamini Hochberg correction p = 3.7 × 10 −1 ), the GO terms of carbohydrate binding (p = 2.1 × 10 −3 , Benjamini Hochberg correction p = 7.4 × 10 −2 ), defense response (p = 1.4 × 10 −2 , Benjamini Hochberg correction p = 6.8 × 10 −1 ) and inflammatory response (p = 9.2 × 10 −4 , Benjamini Hochberg correction p = 3.1 × 10 −1 ). These pathway annotations indicate that additional biologic information regarding host response to viral infection is contained in the secondary factors. In fact, the NOD pathway has been recently recognized to play a key role in inducing an innate immune response to influenza (Ichinohe et al., 2009 ) via activation of inflammosomes, a topic reviewed in (Pang and Iwasaki, 2011) . While additional laboratory experiments are needed to evaluate the biologic significance of this finding, the unique genes in this secondary factor may represent viral subtype specific aspects of the host immune response that can be utilized to differentiate between viral types in a time of infection.
Conclusions
A new time-dependent factor model has been developed, here applied to time-dependent gene-expression data we have collected from blood samples in H3N2 and H1N1 human challenge studies. The model naturally groups co-expressed collections of genes, with the sparse factor loadings used to infer these groupings and the relative importance of each gene within the factor. The key statistical contribution is to model the time-dependent factor in terms of spline functions, and therefore we infer a prototypical continuous-time signal characteristic of the host response to the virus. We have particularly focused on the host response to the aforementioned viruses, and have allowed a constant mean factor score for those factors that don't change significantly with time. Such factors are assumed to be unrelated to the host response. Additionally, in our experiments we found that roughly half of the subjects became symptomatic. Although the model was unsupervised, often by examining a factor we were able to distinguish symptomatic and asymptomatic individuals.
The H1N1 analysis was generally consistent with H3N2, in that there was a similar set of genes that constituted two factors that generally distinguished symptomatic and asymptomatic H1N1 individuals. Further, we have related the uncovered genes to biological processes consistent with the host response to a virus. However, some of the H1N1 individuals manifested very low clinical symptoms, and for these subjects the time-dependence of the discriminating factor was weak. Further study is required to examine whether this is a unique characteristic of the H1N1 virus, or if there may have been issues with the challenge study itself. Two factors were inferred as being associated with the host response to the virus. The genes associated with these two factors were largely distinct (see Appendix II), and the temporal decay of the principal factor was slower than that of the secondary factor. The genes associated with each of these factors have biological plausibility, based upon the medical literature. We also validated the inferred genes by an entirely independent nonBayesian methodology, penalized matrix decomposition (PMD) (Witten et al., 2009 ). The PMD model was used to confirm the genes we inferred for the two host-response factors.
However, PMD is unable to explicitly model the time-dependence of the factor scores, and hence we used a simplified form of our model with the outputs of PMD to infer timeevolving factor trajectories for the two host-response factors. Those two-step results were also in good agreement with our inferred factor trajectories, although PMD provided a point estimate of the factor scores, where the full Bayesian solution provides an estimate of the posterior density function of all parameters (e.g., for the factor loadings). The PMD model also had difficulty inferring the relatively weak secondary host-response factor.
The time-dependent factor model was implemented using data acquired from a DNA microarray platform. We have also used the results from the microarray analysis presented here to design a polymerase chain reaction (PCR) chip, using a subset of the important genes. PCR is clinically viable in many hospitals, and therefore the results of this study may have a clinical impact. Specifically, the PCR procedure has been used to attempt to distinguish people who are sick with a virus from those who are sick from bacteria (to be reported on elsewhere). Often the symptoms of these two cases are similar, and the PCRbased solution has the potential of affording a unique means of diagnosis. The results of this paper have had a direct impact on that new PCR-based virus/bacteria test, the details from which will be reported in a separate forthcoming paper.
Concerning future statistical analysis, to simplify the model the time-dependence of the mean factor scores was assumed to come in one of two forms: (i) time-dependent, with time-dependence and associated shift inferred via a spline construction; or (ii) it was constant with time, with constant value inferred in the analysis. The assumption that there is only one type of time-dependent factor score, apart from a shift, may be too limiting. For example, in the H3N2 data there was a symptomatic individual who had a time-dependent signal, but it was different in form from a shifted version of the time dependence associated with the other such symptomatic individuals. Future research may generalize the model to more than just two types of shifted time-dependent signatures, with the number of such shifted signals potentially inferred using such nonparametric models as the Dirichlet process (Ferguson, 1973) .
Finally, in this paper we have analyzed the H3N2 and H1N1 data separately. However, these genes share many similarities in their biological pathways (factor loadings), and therefore the model may be extended to analyze both viruses jointly. For example, one may share the binary matrix Z in (7) among the two (or more) viruses, with virus-dependent non-zero factor loadings A jm . Other forms of sharing among the viruses may be readily considered, underscoring the flexibility of the proposed modeling framework.
Appendix I: Gibbs Sampling for the Model
The time-aligned factor analysis model can be expressed as
where S mi is a column vector formed by the mth row of S i . The prior settings are summarized as follows:
By integrating out w m , the marginalized prior on the factor S mi reduces to
In contrast, the standard factor analysis model puts a standard normal prior on the factor score p(S mi ) = N (S mi ; 0, I). Hence, the proposed model imposes correlation structure in the prior from the auxiliary temporal sampling information (t i and τ mi ). In addition, the temporal shift τ mi is inferred by the model to best fit the data. with H j = (diag(Z j· )(
where X ji is a column vector formed by the jth row of X i . In addition, the update equations 
Inference for the Factors:
The factors can be samples as The gender factor   H3N2  H1N1  H3N2  H1N1  H3N2  H1N1   RSAD2  RSAD2  INDO  CCL8  XIST  XIST   IFI44L  IFI44L  CCL8  CCL2  RPS4Y1  RPS4Y1   IFIT1  IFIT1  SOCS1  LAMP3  JARID1D  JARID1D   IFI44  IFI44  HESX1  SOCS1  CYorf15B  CYorf15B   HERC5  HERC5  TFEC  IFI27  USP9Y  USP9Y   OAS3  ISG15  CCL2  HESX1  PRKY  PRKY   MX1  MX1  CXCL10  ATF3  DDX3Y  DDX3Y   ISG15  IFI27  ATF3  CXCL10  EIF1AY  EIF1AY   IFIT3  OAS3  LAMP3  INDO  NCAPG2  HMBOX1   SERPING1  IFIT3  RASGRP3  ERAP2  TMEM176B  UTY   IFIT2  SIGLEC1  SLFN12  TTC26  HBZ  RNASE2   OASL  OASL  CD69  TFEC  TMEM176A  LILRA3   LAMP3  LAMP3  RIN2  SLFN12  UTY  PI3   IFI27  OAS1  KLF5  SRGAP2  GSTM3  UBA6   OAS1  IFIT2  FAM70A  KLF5  EIF5A  ABP1   OAS2  SERPING1  SRGAP2  DDX58  IGHV3-9  HBG2   IFI6  IFI6  TTC26  SEC24D  AMFR  TCL1A   IFIT5  OAS2  P2RY14  MLSTD1  ERAP2  FAM106A   IFITM3  LOC26010  LGALS8  RASGRP3  RUNDC3A  IFIT1   XAF1  LY6E  STBD1  COL9A3  CFD  TPP2   DDX58  DDX60  ZFYVE26  EXOSC9  TTTY15  RNASE3   SIGLEC1  XAF1  SGK1  ABTB2  KRT1  LTF   DDX60  TNFAIP6  EIF4G3  DSP  LAIR2  COL9A3   LY6E  IFIT5  PHACTR2  IFIH1  AKAP12  PF4V1   GBP1  DDX58  MAP2K6  SSB  CPA3  HBZ   IFIH1  HERC6  SLC27A3  APOL1  HDC  BTNL8   LOC26010  ZCCHC2  KIAA0226  MANSC1  SPATA20  FOLR3   ZCCHC2  PLSCR1  SEC24D  CEACAM1  HLA-DQB1  HLA-DQB1   EIF2AK2  PARP12  CD163  TRIM5  GPR177  KANK1   LAP3  RTP4  ABTB2  SGK1  PRKX  CHI3L2   IFI35  IFITM3  DISC1  APOL6  PRSS21  LEPROT   IRF7  ZBP1  C5  SERPINB9  ABP1  DEFA4   PLSCR1  IFI35  SCARB2  EIF4G3  GSTM4  TMEM176A   M97935 MA at  EIF2AK2  NOD1  GNLY  CLEC5A  CLC   RTP4  LAP3  TMEM62  ISG20  S100A12  VNN1   M97935 MB at  IFIH1  DNAJC15  C5  KANK1  CYP26B1   HERC6  MT2A  MLSTD1  TRIB2  PYROXD1  FCGR2B   TNFAIP6  IRF7  MIA3  FLJ20699  TGM3  TMEM158   PARP12  TOR1B  SLC25A28  FANCA  GATA2  CD9   M97935 5 at  MX2  KIAA0319L  TRAFD1  ACTA2  PLVAP   SCO2  DHX58  CH25H  DHX58  C15orf29  IL18RAP   ZBP1  GBP1  LOC93349  KIAA0319L  MAK  AZU1   STAT1  TIMM10  TCF4  PHLPP  MAD1L1  ERAP1   UBE2L6  SCO2  RABGAP1L  IGSF2  LILRA3  ADAM17   MX2  ETV7  TRIB2  TMEM62  C21orf7  C4BPA   TOR1B  SAMD9  HSPA1B  ABCG1  EIF1AX  IGKV1-37   M97935 3 at  TNFSF10  GORASP1  SCARB2  OAS1  FCER2   TNFSF10  M97935 MA at  FLJ20699  FAM70A  RNASE6  CR2   TRIM22  TDRD7  PHLPP  TSPAN2  ACP5  CYBRD1   APOL6  TRIM22  UBA7  RIF1  EMR2  PVRL2 
