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Introduction
Let X ∈ {0, . . . , n} be a random variable with mean µ n and standard deviation σ n and let the polynomial P X (z) be its probability generating function P X (z) = n k=0 P(X = k)z k .
In this paper, we are concerned with the following general question: what can be deduced about the distribution of the random variable X from information on the location of the roots of P X (z) in the complex plane?
For example, suppose that we are given a random variable X ∈ {0, . . . , n} and know only that the zeros ζ of P X (z) are real. With this knowledge at hand, we readily factor P X as P X (z) = c n i=1 (z + ζ i ) (assuming P(X = n) = 0 for the moment) and notice that the roots of P X must be non-positive as the coefficients of restricted coefficients.
Interestingly, and most relevant to our work here, the roots of polynomials with non-negative coefficients are also known to have several particular properties [1, 13] . To take an example in the flavour of Erdős and Turán, an old observation of Obrechkoff [27] says that if f is a degree n polynomial with non-negative coefficients and α ∈ [0, π], then the number of zeros ζ = re φ with −α < φ < α is at most 2αn/π; that is, "at most twice as much as the equidistributed case."
Results
In the present work we take a slightly different perspective from many of the results above; instead of assuming "small scale" information about the coefficients (like assuming that they takes values in {0, 1}, say), we look to connect "large scale" distributional information of the coefficients with the distribution of the roots. Indeed, we restrict our attention to polynomials with non-negative coeffiecents and think of the polynomial as a probability generating function of a random variable.
In this line, Hwang and Zacharovas [17] showed that if a sequence of random variables {X n } is such that all of the zeros of {P n } lie on the unit circle and deg(P n ) → ∞, then the limiting distribution of X * n is completely determined by its fourth centralized moments E(X n − µ n ) 4 . As a consequence, they gave a simple criterion for {X * n } to be asymptotically normal. Later, Lebowitz, Pittel, Ruelle and Speer (Henceforth LPRS) [20] studied a looser restriction on the roots that guarantees a central limit theorem for X n with large variance. They showed that if σ n n −1/3 → ∞, and none of the roots of {P n (z)} is contained in a neighbourhood of 1 ∈ C, then X n satisfies a central limit theorem. This lead Pemantle [30] to conjecture that a similar result holds with a weaker criterion on the variance. Namely, he conjectured that σ n → ∞ is sufficient to guarantee a central limit theorem if all the roots of {P n (z)} avoid a neighbourhood of 1. We show that this conjecture is false, however the condition on the variance in the Theorem of LPRS can be considerably improved, as anticipated by Pemantle.
Theorem 1. Let ε > 0 and, for each n, let X n ∈ {0, . . . , n} be a random variable with standard deviation σ n > n ε . If all the roots ζ of P n satisfy |1 − ζ| > 1/σ 1−ε n then the sequence {X n } satisfies a central limit theorem.
On the other hand, we show that for every δ > 0 there exists {X n } with σ n > C log n, for which X * n → N (0, 1) in distribution and |ζ − 1| > 1 for all roots ζ of the polynomials {P n (z)}. The obvious question that arises is: what is the correct variance condition in Theorem 1? It is perhaps reasonable to put forward the following modified version of Pemantle's original conjecture.
Conjecture 2. Let δ > 0 and, for each n, let X n ∈ {0, . . . , n} be a random variable with variance σ n . If all the roots ζ of P n (z) satisfy |1 − ζ| > δ and σ n /(log n) c → ∞ for every c > 0 then {X n } satisfies a central limit theorem.
We note in passing that Theorem 1 also implies an improvement on the work of Ghosh, Liggett and
Pemantle [15] who considered a similar situation for vector-valued random variables. Let {Y n } be a sequence of random variables taking values in {0, . . . , n} d and let P n (z 1 , . . . , z d ) ∈ R[z 1 , . . . , z d ] be the corresponding probability generating functions
They showed that if the polynomials P n are "real stable" then Y * n tends to a multivariate normal, provided the variance grows sufficiently quickly. Here, a polynomial P (x) ∈ R[x 1 , . . . , x d ] is said to be real stable if each of its roots ζ = (ζ 1 , . . . , ζ d ) has at least one coordinate ζ i with imaginary part (ζ i ) ≤ 0. This class of polynomials, admittedly a little strange at first blush, arise naturally in many situations [31] ; indeed, the corresponding random variables can be thought of as vast generalizations of determinantal measures (see the discussion in [15] or [35, Theorem 2] together with [6, Proposition 3.2]). Our Theorem 1 implies an improvement on the variance condition in the theorem of Ghosh, Liggett and Pemantle theorem, and partially answers a question of theirs [15] .
k be a random variable with covariance matrix A n and real stable probability generating function P n . If there exists a sequence of real numbers with s n > n ε and a k × k matrix A for which
Our next result says that if all the roots ζ of P n (z) grow polynomially, that is satisfy |ζ| > n δ for some fixed δ > 0 as σ n → ∞, then {X n } satisfies a central limit theorem. Actually the proof of this result naturally provides a slightly stronger result.
Theorem 4. Let k > 0 and, for each n, let X n ∈ {0, . . . , n} be a random variable with standard deviation σ n . Let Λ n be the set of roots of the probability generating function P n of X n . If σ n → ∞ and
Theorem 4 is also best possible, in the sense that for every function ε(n) → 0 there exists a sequence of random variables {X n }, so that σ n → ∞, all of the roots ζ of P n (z) satisfy |ζ| > n ε(n) , and X * n does not tend to a normal in distribution.
In light of Theorem 1, it is natural to ask if there is a larger neighbourhood R of 1 so that if the roots of P n (z) avoid R then {X n } satisfies a central limit theorem whenever σ n → ∞. Our last theorem shows that this is true if we choose R to be a neighbourhood of 1 along with an open set containing the region
2 1+x 2 +y 2 , as shown in Figure 1 . While this region seems to be a strange choice, it is actually quite natural; if the roots of P n (z) avoid this region then each of the roots of P n (z) can be thought of as contributing positively to the variance of X n . Moreover R is the largest region for which this is true. To state our theorem, let δ > 0 and let N n = N n (δ) be the number of zeros of P n with distance at most δ to S, where the roots are counted with multiplicity. We prove the following:
Theorem 5. Let δ > 0 and let X n ∈ {0, . . . , n} be a sequence of random variables with σ n → ∞. If every zero ζ of P n satisfies |1 − ζ| > δ and N n (δ) = o(σ 3 n ) then {X n } satisfies a central limit theorem.
Some remarks on the proofs
To prove Theorems 1 and 4, we control the rescaled characteristic functions φ n (θ/σ n ). Our first step is to find an appropriate form of this function in terms of the roots of the polynomial P n . As it turns out, it is rather difficult to work directly with φ(θ/σ n ) so we instead opt to work with φ n (θ/b n ) for some appropriately chosen sequence b n . One of our main ingredients is captured in Lemma 10, which allows us to use these results to relate information about φ n (θ/b n ) to φ(θ/σ n ). To control φ(θ/b n ) in the proof of Theorem 1, we carefully analyse how much each root contributes to our exponential representation of φ. The proof of Theorem 4 uses a technique from linear algebra. The proof of Theorem 6 is rather different: we use a moment method to show convergence to a normal.
It is perhaps interesting to note that our results seem to use the fact that the polynomials {P n } have non-negative coefficients in a much more central way than in previous work. To understand what is meant by this, let P be an (arbitrary) polynomial with P (1) = 1. We may formally define µ = P (1) and σ 2 = P (1) + P (1) − (P (1)) 2 and then say that a sequence of such polynomials {P n (z)} n satisfies a central limit
The results of Hwang and Zacharovas and LPRS both work work in this more general setting and, indeed, in this generalized setting, the bound on the variance [20] cannot be improved. Thus Theorems 1 and 4 depend more deeply on the hypothesis of non-negative coefficients.
Some Preparations
If X is a real-valued random variable, we define, as is standard, the characteristic function of X as the function φ X (θ) = Ee iθX , for θ ∈ R. A key ingredient in our results will be the following theorem of
Marcinkiewicz [24, Theorem 7.3.3] [25], which gives us some information about the structure of characteristic functions that have a specific exponential form.
is the characteristic function of a real-valued random variable, then deg(P ) ≤ 2.
We also use the well known fact that X n → X in distribution if and only if the associated characteristic functions φ Xn (θ) → φ X (θ) converge point-wise. Thus, to show the convergence X * n → Z in distribution, where Z ∼ N (0, 1), it suffices to show the point-wise convergence P n (e iθ/σn )e −iθµn/σn → e −θ 2 /2 . With this target in mind, we seek an exponential form for the polynomials P n (z).
An exponential form for P
To find such an exponential expression, we take logarithms of our probability generating function in an appropriate region. We use the principal branch of the logarithm: for z ∈ C \ {0}, write z = re iθ , where r > 0 and θ ∈ (−π, π]. When then define log z = log r + iθ. We use three simple properties of this function:
that log z 1 z 2 = log z 1 + log z 2 + 2πit, where t ∈ {−1, 0, 1}; that log e z = z, and that − log(
for all |z| ≤ 1 with z = 1.
For a polynomial P with roots {ζ}, define
The following lemma gives us our desired exponential form for our polynomials.
Lemma 7. Let δ > 0, and let X ∈ {0, . . . , n} be a random variable with probability generating function P .
If all the roots ζ of P satisfy |1 − ζ| > δ and |ζ| = 1, then for all z with |z − 1| < δ, we have the expression
where R = |{ζ : |ζ| < 1}|.
Proof. Let {ζ} be the roots of P (z). We write
for some non-zero constant c.
We now take a logarithm of this expression for P (z) for z satisfying |z − 1| < δ. This is possible as all the zeros ζ of P satisfy |1 − ζ| > δ and so we write
where M (z) is an integer valued function. Now since z satisfies |z − 1| < δ and there are no zeros ζ with |1 − ζ| < δ, we may use the Taylor expansion of the logarithmic terms. We obtain
Since P (1) = 1, we must have
so we may write
where M (z) is an integer-valued function. We now exponentiate each side of the equation to obtain the desired result.
In the following lemma, we use the expression at (1) to obtain a exponential expression for P (e iθ ). This lemma will ultimately be applied to the characteristic functions of our given sequence {X n }. We shall also see that this expression gives us a way of writing the cumulants of a random variable X in terms of the roots of its probability generating function. Recall that if X is a random variable and we put K(t) = Ee tX then the cumulant sequence {κ n } of X is defined as the coefficients K(t) = k≥1
Lemma 8. Let δ > 0, n ∈ N and let X be a random variable taking values in {0, . . . , n} with probability generating function P . If all the roots ζ of P satisfy both |1 − ζ| > δ and |ζ| = 1 then there exists an ε > 0 so that for θ ∈ C with |θ| < ε we have
where
Moreover, the ε may be chosen so that convergence of the double sum is uniform for |θ| < ε.
Anticipating the application of the Lemma 8, the reader may feel that it is far too weak for our purposes;
the neighbourhood on which we have equality depends dearly on the closet root of P to the unit circle and, in general, will be far too small for our application. However, this statement will be sufficient when used in tandem with the uniqueness of analytic continuations. Indeed, in the course of the proof, we will see that both expressions for P are analytic in suitably sized regions and thus, from this lemma, we will be able to conclude that they are equal in these larger domains.
Proof. The proof is straightforward; we use Lemma 7 to write P (z) in an appropriate form, use the Taylor expansion of e iθ and then exchange the order of summation. The only point at which we need to be careful is with the exchange of sums. However, we will quickly see that there is no danger as we are able to restrict θ to guarantee that the double sum is absolutely convergent.
Indeed, it is enough to show that the sums m k
, expanded from line (2), are absolutely convergent. We show the absolute convergence for the sum with the T k terms, and note that the proof of the other sum is analogous. Define α = min ζ:|ζ|>1 |ζ| > 1 and note that
where the exchange in sums is allowed due to the positivity of the sequence. This last sum is bounded above by n k≥1 α −k e k|θ| , which converges absolutely whenever |e |θ| /α| < 1. Since α > 1, there exists an ε > 0 so that this occurs for |θ| < ε. Free to exchange sums, we compute
Corollary 9. In the notation above, the mth cumulant of X is −(A m + B m ) for m ≥ 2 and 
Controlling Higher Cumulants is Enough
As noted earlier, we shall use Lemma 8 to obtain an expression for the characteristic function φ n (θ) = P n (e iθ ) of X n . So, in line with the strategy of showing convergence of the characteristic functions, we are led naturally to control the rescaled characteristic functions φ n (θ/σ n ). It turns out this is somewhat tricky to do directly, and instead we will show that there is some appropriately chosen sequence {b n } for which we can control
The following, slightly technical lemma, tells that controlling φ n (θ/b n ) will be sufficient for our purposes. For this lemma, define the height h(P ) of a polynomial P (x) = d i=0 a i x i to be the magnitude of its largest coefficient h(P ) = max i {|a i |}.
For this lemma we require the following basic fact. If P n ∈ C[x] is a sequence of polynomials of bounded degree that converge to a polynomial P and x n is a sequence of complex numbers converging to x, then lim n P n (x n ) = P (x). We shall also use Lévy's continuity theorem, which says that if φ n (θ) is a sequence of characteristic functions that converges point-wise to a function φ then φ is a characteristic function provided φ(θ) is continuous at θ = 0. See, for example, [9, Theorem 3.3.6] for a proof.
Lemma 10. For each n, let X n be a real-valued random variable with mean µ n , standard deviation σ n < ∞ and with characteristic function φ n (θ). Let {Q n (θ)} be polynomials of degree at most M ∈ N with bounded height and for which no subsequence tends to the zero polynomial. Let {g n (θ)} be a sequence of twice continuously differentiable functions with |g
and all θ ∈ R. If there exists a sequence of positive real numbers {b n } so that
then X n satisfies a central limit theorem.
Proof. We show that φ n (θ/σ n )e −iµnθ/σn → e −θ 2 /2 as n → ∞ for all θ ∈ R. To show this, note that it is sufficient to show that for every infinite subsequence S = {n k } k there is a further infinite subsequence
for each n and let ψ n denote the characteristic function of Z n .
Let S be a given infinite subsequence. We now restrict to a subsequence S for which Q n (θ) converges to a polynomial Q(θ) of degree at most M . Note that Q cannot be the zero polynomial by the condition on Q n in the hypothesis. We have
for each θ ∈ R. Put ψ(θ) = e Q(θ) so that ψ n → ψ pointwise, and note that since ψ n is the characteristic function of Z n = Xn−µn bn We show that c 0 , c 1 = 0. It is easy to see that c 0 = 0 as e c0 = ψ(0) = Ee 0 = 1. To see that c 1 = 0, we need the following straightforward claim.
Claim 11. We have that lim n∈S ψ
Proof of Claim : We observe that
and similarly for ψ (2) (θ).
So to see that c 1 = 0, note that ψ (0) = c 1 and, on the other hand, we have
which tends to iψ (0) = ic 1 as n tends to infinity.
Thus we have shown that Q(θ) = c 2 θ 2 , and therefore Z n converges to a normal random variable Z ∼ N (0, |c 2 | −1 ) along the subsequence S . We now need only to show that X *
n (X n − µ n ) (with scaling by σ n ) converges to a standard normal along the subsequence S . To this end, we note that
and thus the limit of the ratio σ n /b n converges to some fixed number α ≥ 0, as
is non-zero, we in fact have α > 0.
We now finish the proof of Lemma 10. Let θ ∈ R be fixed, put ξ n = b n θ/σ n and note that lim n∈S ξ n = α −1 θ. We now write lim n∈S φ n (θ/σ n )e −iθµn/σn as
where the third to last equality follows from the fact that each Q n are polynomials and the last equality follows from (3). This completes the proof.
Proof of Theorem 1
It will be convenient to assume that no roots of P n have modulus identically equal to 1; we claim that this can be assumed without loss of generality by simply perturbing the random variables slightly. Indeed, for any r close to 1, we may define a random variable X n via P[
Then the probability generating function of X n is P n (z) = E[z Xn ] = P n (rz)P n (r) −1 .
And so we see that the roots of P Xn (z) are simply the roots of P n , scaled by a factor of 1/r. Also observe that for each fixed n, the functions |E[
are continuous functions of r and take a value of 0 at r = 1. Therefore, we may choose r < 1 depending on n and approaching 1 so that 1) X n has a central limit theorem if and only if X n does 2) none of the P n have roots on the unit circle.
To control the higher cumulants, we bound the contribution from each root individually:
for all θ satisfying |θe/δ| < 1.
Proof. Note that
where S(n, k) are the Stirling numbers of the second kind. To see the above, note that it holds for m = 1, and proceed by applying the operator z d dz to both sides and using the recurrence relation S(n + 1, k) = kS(n, k) + S(n, k − 1) [37, Equation (1.93)]. Applying this to the left-hand-side of (4) gives
Taking modulus of both sides and recalling |ζ| > 1 and |1 − 1/ζ| > δ gives an upper bound of
By [33] , the upper bound of S(n, k) ≤ for |θe/δ| < 1.
Corollary 13. Let |ζ| < 1 satisfy |1 − ζ| > δ for some δ. Then for any M ∈ N, we have
Proof. Apply Lemma 12 to 1/ζ and −θ.
With these preparations, we are in a position to prove Theorem 1.
Proof of Theorem 1 : For some ε > 0, let {X n } be a sequence of random variables for which X n takes values in {0, . . . , n} and has mean µ n and standard deviation σ n > n ε . Let {P n } be the corresponding sequence of probability generating functions. Put δ = δ(n) = 1/σ 1−ε n . By the discussion at the start of the present section, we may assume without loss that no P n has a root on the unit circle.
We apply Lemma 8 for each P n to find an ε = ε (n) > 0 so that
for all |θ| < ε . Put
and that
where the outer sums on the both right hand sides are over all roots ζ of P n .
Claim 14. The equality at equation (7) holds for all |θ| < δ/e.
Proof of Claim :
To see this, we first show that F (θ) exists and is complex analytic in the domain |θ| < δ/e. As F (θ) is defined by a power series, we need only to show that it is bounded in this region. We apply Lemma 12 and Corollary 13 to estimate the exponent in (7). Indeed,
and therefore the right hand side of (7) is a complex analytic function in the region |θ| < δ/e. On the other hand, P n is a polynomial and thus P (e iθ ) is an entire function of θ ∈ C. Thus, by the identity theorem for holomorphic functions, the equation at (7) is valid for all |θ| < δ/e.
We now look to apply Lemma 12 to control the P (e iθ/bn )e −iµnθ/bn , for some suitable sequence {b n }. In
Claim 15. There exists a sequence of polynomials {Q n }, and a sequence {g n } of twice continuously differentiable functions so that 0 is not a limit point of {Q n }, g
n (θ) = o(1) for all θ ∈ R and i ∈ N ∪ {0} and P (e iθ/bn )e −iµnθ/bn = exp (Q n (θ) + g n (θ)) .
Proof of Claim : Put M = 3 ε −2 and define
Now note that the degree and height of the polynomials {Q n (θ)} are bounded, simply by definition of the b n . Moreover, 0 cannot be a limit point of the {Q n } as there is always an m for which the the mth term in Q n is at least 1 m! , in absolute value. By Lemma 12, we see that
The total exponent on σ n is
Moreover, this shows that for large enough n, g n (θ) is an analytic function of θ in a domain containing the origin. Since g(θ) uniformly tends to zero in this domain, it follows that g (i) (θ) tends to zero, in this range for all i ∈ N. This completes the proof of Claim 15.
Thus Claim 15 allows us to apply Lemma 10 which, in turn, implies that the {X n } satisfy a central limit theorem.
We now quickly obtain our improvement on the Theorem of Ghosh, Liggett and Pemantle as a corollary.
To do this we use the well known theorem of Cramér and Wold (see Corollary 6.3 in [15] ), which says a sequence of random variables X n = (X
converges in distribution to a centred Gaussian Z ∈ N (0, A) if and only if for each a ∈ Q d , the projections a, X n converge in distribution to N (0, aAa T ).
Proof of Corollary 3 :
Let {Y n } be an appropriate sequence of random variables with probability generating functions {P n (z 1 , . . . , z d )}. We let A n be the sequence of covariance matrices, let µ n = (µ If a ∈ Q d write a = (a 1 , . . . , a d ) and observe that the projection of Y n , a, Y n has mean a, µ n and variance a T A n a. Moreover, its probability generating function is exactly P n,a (z) = P n (z a1 , . . . , z a d ), which has no zeros in a neighbourhood of 1 due to the fact that P n is stable ([15] Lemma 2.2). So if a T A n a > deg(P n,a ) δ for some δ > 0, we may apply our Theorem 1 to learn that (a T A n a) −1/2 a, X n − µ n → N (0, 1).
If a T Aa is not growing polynomially in the degree, we certainly have a T Aa = o(s 2 n ) and thus a, Y * n converges to a point mass at 0 by Chebyshev's inequality. This is the same as N (0, 0) = N (0, lim n (a T Aa)s −2 n ). Hence we finish by applying the Cramér-Wold theorem.
In the following section, we turn to give some examples which show that polynomial growth condition on the variance cannot be be replaced with a logarithmic growth condition.
An example with logarithmic variance
In this section we give class of examples that demonstrate the tightness of Theorems 1 and 4 in an appropriate sense. Let T m be a Poisson random variable with variance 1, which has been conditioned on being at most Curiously, the roots of these polynomials have received a considerable amount of attention going back to the work of Szegő [38] , who proved the remarkable fact that the roots of P m (mz) converge to the curve {z : |e −z z| = 1, |z| ≤ 1}.
We refer the reader to [40] for an exposition of these results and many further results.
We shall only use the following consequence of the work of Szegő:
Lemma 16. There exists a constant c > 0 so that all of the roots ζ of P m (z) satisfy cm ≤ |ζ| ≤ m .
The following theorem contains our main construction.
Theorem 17. For every C > 0 there exists a sequence of random variables {X n } that does not satisfy a central limit theorem while X n ∈ {0, . . . , n}, σ n > C log n and |1 − ζ| > 1 for all the roots ζ of the {P n (z)}.
Proof. We first show that if we can find a example of a sequence that satisfies Theorem 17 for some value of C > 0 then we may boost the variance (that is, increase C) by adding a collection of independent Bernoulli random variables to our example. So suppose that {X n } satisfies the statement in the theorem (with σ n = o(n 1/2 )) and let C > 0 be given. We produce a sequence {Y n } with standard deviation σ n (Y n ) > Cσ n which satisfies the statement of the theorem. For this, put t(n) = (2C) 2 σ 2 n and let S n ∼ Bin( 1 2 , t(n)) be independent of X n . We define Y n = X n + S n ∈ {0, . . . , n + t(n) 2 } ⊆ {0, . . . , {1 + o n (1))n}, and note that
tends to a linear combination αZ + βW , where α, β = 0, Z ∼ N (0, 1) and W is distributed as the limit of It is also easy to calculate the roots of the probability generating function of Y n . Indeed Y n has probability generating function P Yn (z) = P Xn (z)(z/2 + 1/2) t(n) , which only adds zeros at z = −1.
We now show that the theorem holds for the constant C = 1 and thus finish the proof of the theorem.
We shall omit floors and ceilings in our discussion. We set k = k(n) = log n and let T m be a Poisson random variable which has been conditioned on being at most m. We define a random variable X n ∈ {0, . . . , n} to be X n = kT n/k , a random variable with mean k(1 + o n (1)), standard deviation k(1 + o n (1)) = (1 + o (1)) log n and with probability generating function P n/k (z k ). By Lemma 16, the roots ζ of this polynomial satisfy c 1/k (n/k) 1/k ≤ |ζ| ≤ (n/k) 1/k and therefore tend uniformly to the circle of radius e.
On the other hand, we have
which converges in distribution to a random variable T ∼ Pois(1) − 1.
With a different choice of the parameters in this construction, we demonstrate the sharpness of Theorem 4.
That is, we show that there exists a sequence {X n } with σ n → ∞ that doesn't satisfy a central limit theorem and the roots of P n (z) just fail to be polynomially large in modulus.
Theorem 18. For any ε(n) → 0, there exists a sequence {X n }, of random variables that does not satisfy a central limit theorem where X n ∈ {0, . . . , n}, σ n → ∞ and the roots ζ of P n satisfy |ζ| > n ε(n) .
Proof. Let k = k(n) = 1/(2ε(n)) and define X n = kT n/k .
Proof of Theorem 4
In this section we prove Theorem 4, which roughly says that if the roots associated with our sequence {X n } tend to infinity at a rate polynomial in the degree of the P n , then we have a central limit theorem, provided σ n → ∞. Note that Theorem 4 also yields a central limit theorem when all roots converge to 0 sufficiently quickly; simply consider the polynomial z deg(P ) P n (1/z) which is the probability generating function of deg(P ) − X n .
If P is a polynomial with P (0) = 0 and roots {ζ}, we define
for each ∈ N. We begin with a lemma that says that we have a slightly stronger form of Lemma 8 when
Lemma 19. Let ∈ N, and for each n let X n ∈ {0, . . . n} be a random variable with probability generating function P n (z). If T * +1 → 0, then for all sufficiently large n we may write
for all θ ∈ R, where
n (θ) = o n (1) for each fixed θ and j ∈ {0, 1, 2}. Additionally we have,
Proof. Note that T * +1 → 0 implies that α = min λ |λ| → ∞. This gives the bound |T k | ≤ α −(k− −1) T * +1 for k ≥ + 1. We write P n exponentially by applying Lemma 7 and using the identity µ n = − k≥1 T k . We obtain P n (e iθ )e −iθµn = exp
where h n (θ) is defined to be the tail sum in the line above. Bound
for |e iθ /α| < 1. Utilizing |T * +1 | → 0 and α → ∞ shows that this tail sum converges to zero for each fixed θ. The first two derivatives of h n are bounded by
Both sums can be shown to converge to zero for each θ by bounding |T k | ≤ α −(k− −1) T * +1 and summing the remaining series. To show that σ 2 n = −C 2 + o(1), we need only to take logarithms of both sides at (10) and then use the definition of the cumulants and the fact that the variance of a random variable is its second cumulant.
At this point, the important observation is that the rate of growth of the large cumulants is "linearly" determined by the rate of growth of the terms T 1 , . . . , T . This will ultimately tells us that it is impossible for the cumulant sequence to grow fast enough to stop φ(θ/σ n ) from tending to a function of the form e Q(θ) , where Q is a polynomial. The following lemma captures the dependence between the growth of the cumulants and the growth of T 1 , . . . , T .
Lemma 20. Let x 1 , x 2 , . . . ∈ R and let y 1 , y 2 , . . . ∈ R be such that every set of consecutive vectors y i+1 , . . . y i+ are linearly independent and the {x i } are non-zero infinitely often. Then there exists an infinite set of integers S ⊆ N and a sequence of real numbers {B(m)} m so that the following hold:
2. B(m) is non-zero for infinitely many values of m;
Proof. Let S ⊆ N be an infinite set for which x n = 0 for n ∈ S and for which the limit x n / x n converges to some non-zero vector x ∈ R . In what follows, let us assume that we are only considering n ∈ S. Now note that there exists a sequence c n ∈ R so that x n = x x n + c n , where c n = o( x n ).
Let A t be the × matrix with rows y t+1 , . . . , y t+ ; note that the linear map defined by x → A t x has trivial kernel, as the vectors y t+1 , . . . , y t+ are linearly independent, by assumption. We express
and note that Ax is non-zero and Ac n = o(|x n |).
We now choose B(m) = (A m−1 x) 1 and note that B(m) is non-zero for infinitely many values, as A t x is non-zero, for all t. This proves Item 2. We also have that
thus proving Item 3 in the lemma.
We now combine these ingredients to prove Theorem 4.
Proof of Theorem 4 : For ∈ N, let X n ∈ {0, . . . , n} be a sequence of random variables for which T * +1
converges to zero. To show convergence to a random variable Z ∼ N (0, 1), it is sufficient to prove that every subsequence has a further subsequence that converges to N (0, 1), as we did in the proof of Lemma 10.
We start by writing P n (e iθ ) in an exponential form; Lemma 19 gives
Here we have suppressed the explicit dependence on n by writing
. Since σ n → ∞, and σ 2 n (1 + o(1)) = |C 2 (n)| = | x n , y 1 | ≤ x n y 1 , we have that x n → ∞ and, in particular, x n is non-zero for infinitely many values. Also observe for every t, the consecutive vectors y t+1 , . . . , y t+ are linearly independent: simply consider the matrix with rows y t+1 , . . . , y t+ ; then the columns of this matrix are With the conditions satisfied, we apply Lemma 20 to our {x n }, {y m } to find an infinite subsequence of integers S and a sequence of real numbers {B(m)}, so that
as n ∈ S and tends to infinity, and B(k) is non-zero for infinitely many values. Since we will only be considering n ∈ S in what follows, we suppress the explicit dependence on S.
Now, let k 0 ≥ 2 be the smallest value for which B(k 0 ) = 0 and, anticipating an application of Lemma 10, we define
and split the sum at (12) according to k 0 . That is, we set
and put
The following is trivial from the definition.
Claim 21. Q n (θ) is a sequence of polynomials with bounded degree and height for which no subsequence converges to the 0 polynomial.
In the remainder of the proof, we only need to control the higher order terms. That is, we show the following.
Claim 22. We have that g (i)
n (θ) = o n (1) for all θ ∈ R and i ∈ N.
Proof of Claim :
We start by observing that |C k | can be bounded using the Cauchy-Schwarz inequality,
From the choice of b n at (14) and equation (13), we see that
and so from lines (15) and (16) we have
.
Applying this estimate, we see that
and that the right-hand-side of this inequality tends to zero as n → ∞, due to the fact x n → ∞. Thus, g n is analytic and tends uniformly to zero in a neighbourhood of θ. It follows that g
n (θ) = o n (1), for all i ∈ N. This completes the proof of the claim.
We now finish the proof of Theorem 4 by appealing to Lemma 10.
Roots Avoiding a Forbidden Region
Let P (z) = E[z X ] for some X taking finitely many values in Z ≥0 . Then since P has real coefficients, we may factor P into conjugate pairs
where the first product is over the real roots and the second is over the non-real roots in the upper half plane. Note that each r must be non-negative, as the coefficients of P are non-negative. For ζ ∈ C \ R, define P ζ and p i = p i (ζ) by
In the case of ζ = −r ∈ R ≤0 , define P ζ = z+r 1+r and p 0 = r/(1 + r) and p 1 = 1/(1 + r), p 2 = 0, parallel to the above. For each ζ ∈ C \ R >0 , note that P ζ (1) = 1 and that P is the product of the P ζ . We now proceed as if the P ζ are probability generating functions. We define µ = µ(ζ) = 2p 2 + p 1 and for each k ≥ 0 define
k and note that m 0 = 1 and m 1 = 0. In the case where
shows that for all ζ ∈ C \ R >0 we have
The key property is that these "central moments" m k behave just as if the P ζ are probability generating functions of independent random variables.
Lemma 23. Let ζ ∈ C \ R >0 . Then for any θ ∈ C we have the expansion
Proof. Simply write
where we have used the Talyor expansion of e θ .
Writing P as a product over the P ζ 's will give an expansion for the moments of X n in terms of the m k 's; so to show that our random variable is normal, we only need to control the m k 's. The following lemma gives us this control. It is also the point in the proof where we make use of the fact that the roots ζ avoid the region S.
Lemma 24. Let δ > 0. Then for k ≥ 2 there exists a constant c k > 0 so that for all ζ satisfying |1 − ζ| > δ,
Proof. In the case of ζ ∈ R ≤0 , we have that P ζ (z) = E[z X ] where X is a Bernoulli random variable in which case |m k | ≤ m 2 ≤ 1. We now deal with the case when ζ ∈ C \ R. We now turn to show the second part of the lemma, that
To see that m 2 ≤ 0 if and only if (a + ib) ∈ S, put r = (a 2 + b 2 ) 1/2 and factor
As the denominator is always positive, the sign depends only on the numerator, which is the same expression that appears in the definition of S.
So write
Since the line {2 + ib : b ∈ R} is contained in S, we have that a < 2 − δ for all a + ib with d(S, a + ib) > δ.
We bound |m k |/m 2 in two steps; first for a ∈ (−2, 2 − δ) and b sufficiently large, and then for |a 2 + b 2 | sufficiently large and a < −1. Since the remaining set {ζ ∈ C : d(S, ζ) ≥ δ} without these two regions is compact, the continuous function |m k |/m 2 achieves a maximum on it.
We first bound |m k /m 2 | for a ∈ [−2, 2 − δ] and b large. Divide the numerator and denominator of the expression for m k /m 2 by b 2k and bound the numerator by (12) 
denominator requires a bit more care. We have
We now bound |m k /m 2 | for large r 2 = a 2 + b 2 and a ≤ −1. So if we write a + ib = re iθ , we bound
for sufficiently large r and r cos(θ) < −1. Divide the numerator and denominator of the expression of m k /m 2 by r 2k+1 . Then for cos(θ) < 0, the numerator is bounded above by 
Since m 1 (ζ) = 0 for each ζ, this means that ζ m 2 (ζ) = σ 2 n . Expanding this product and equating coefficients-i.e. using the identity theorem-gives 
where S(j 1 , . . . , j l ) = m j1 (ζ i1 ) · · · m j l (ζ i l ) is the innermost sum in the line above. Since m 1 (ζ) = 0 for all ζ, it is sufficient to consider only compositions (j 1 , . . . , j l ) so that each part is at least 2. 
Since S(j 1 , . . . , j l ) is the same for all permutations of j 1 , . . . , j l , we assume without loss of generality that j 1 , . . . , j l is of the form j 1 , . . . , j r , 2, 2, . . . , 2 with each j 1 , . . . , j r > 2. 
Applying the triangle inequality, we see |S(j 1 , . . . , j l )| ≤ (σ where the last equality follows from line (20) . This proves the claim.
We now apply Claim 25 to (19) to learn that . (21) shows that S(2, 2, . . . , 2) = (σ 
Arguing as in

