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ABSTRACT
We derived two semi-empirical calibrations between the metallicity of the
Narrow Line Region (NLR) of type-2 Active Galactic Nuclei and the rest-
frame of the Nvλ1240/Heiiλ1640, C43=log[(Civλ1549+Ciii]λ1909)/Heiiλ1640] and
Ciii]λ1909/Civλ1549 emission-line intensity ratios. A metallicity-independent calibra-
tion between the ionization parameter and the Ciii]λ1909/Civλ1549 emission-lines
ratio was also derived. These calibrations were obtained comparing ratios of measured
UV emission-line intensities, compiled from the literature, for a sample of 77 objects
(redshift 0 < z < 3.8) with those predicted by a grid of photoionization models built
with the Cloudy code. Using the derived calibrations, it was possible to show that
the metallicity estimations for NLRs are lower by a factor of about 2-3 than those for
Broad Line Regions (BLRs). Besides we confirmed the recent result of the existence of
a relation between the stellar mass of the host galaxy and its NLR metallicity. We also
derived a M −Z relation for the objects in our sample at 1.6 < z < 3.8. This relation
seems to follow the same trend as the ones estimated for Star Forming galaxies of
similar high redshifts but for higher masses.
Key words: galaxies: active – galaxies: abundances – galaxies: evolution – galaxies:
nuclei – galaxies: formation– galaxies: ISM – galaxies: Seyfert
1 INTRODUCTION
Active Galaxy Nuclei (AGNs) present prominent metal
emission-lines in their spectra, easily measured in a wide
range of wavelengths even when the objects are located at
very high redshift (z > 5). The intensity of these lines can be
used to estimate the gas phase metallicity, becaming AGNs
essential in studies of chemical evolution of galaxies as well
as of the Universe.
In general, it is assumed that fiducial metallicity (Z)
estimations of emitter line objects (e.g. AGNs, Hii regions,
and Planetary Nebulae) are those obtained through the Te-
method (Osterbrock & Ferland 2006) which, basically, con-
sists of using collisionally-excited forbidden emission-lines to
estimate the electron temperature and the abundance of a
given element in relation to the hydrogen abundance, usu-
ally O/H. However, Dors et al. (2015) showed that oxygen
abundances, estimated from the Te-method and from narrow
emission lines of a sample of Seyfert 2 AGNs, are underesti-
mated by up to ∼ 2 dex (with averaged value of ∼ 0.8 dex)
in relation to the expected values from the extrapolation of
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radial abundance gradients. These authors also showed that
estimations of metallicity based on theoretical calibrations
of strong optical emission lines seem to be reliable for AGNs.
Most of the metallicity calibrations for AGNs
(Storchi-Bergmann et al. 1998; Castro et al. 2017) for
Hii regions (e.g. Pagel et al. 1979; Edmunds & Pagel
1984; Pilyugin 2000, 2001; Kewley & Dopita 2002;
Dors & Copetti 2005; Stasin´ska 2006; Maiolino et al.
2008; Berg et al. 2011; Pe´rez-Montero 2014; Brown et al.
2016; Pilyugin & Grebel 2016) and even for diffuse ionised
gas (Kumari et al. 2019) are based on strong optical
emission lines (e.g. [Oii]λ3727, Hβ, [Oiii]λ5007, [Nii]λ6584,
Hα). These calibrations, together with the large amount of
optical spectroscopic data obtained by several surveys, such
as the Calar Alto Legacy Integral Field Area (CALIFA)
survey (Sa´nchez et al. 2012) and the Sloan Digital Sky
Survey (SDSS; York et al. 2000), have revolutionized the
extragalactic astronomy. However, optical emission-lines
shift out of the K-band atmospheric window for ob-
jects at high redshifts (z > 3.5), requiring space-based
spectroscopic data to access to the most distant objects
(Matsuoka et al. 2018; Maiolino & Mannucci 2018). To
circumvent this limitation in using optical emission lines,
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ultraviolet (UV; 1000A˚ < λ < 2000A˚) lines can be
used to estimate metallicities in a wide redshift range
(e.g. Nagao et al. 2006; Matsuoka et al. 2009; Dors et al.
2014; Pe´rez-Montero & Amor´ın 2017; Mignoli et al. 2019).
Moreover, UV narrow lines are not significantly affected
by gas shocks (Matsuoka et al. 2009) which even with low
velocities (v . 400 km/s) are present in the narrow line
regions (NLRs) of AGNs (Dors et al. 2015; Contini 2017).
One of the first abundance estimations in AGNs
using UV emission-lines was carried out by Shields
(1976), who derived the N/C abundances ratio for the
Quasar PKS 1756+237 located at a redshift of z=1.72.
Later, several authors (e.g. Davidson 1977; Osmer 1980;
Uomoto 1984; Gaskell et al. 1981; Hamann & Ferland
1992; Ferland et al. 1996; Dietrich & Wilhelm-Erkens 2000;
Hamann et al. 2002; Nagao et al. 2006; Shin et al. 2013;
Dors et al. 2014; Feltre, Charlot & Gutkin 2016; Yang et al.
2017; Dors et al. 2018) have estimated metallicities and/or
elemental abundances (usually nitrogen abundances) in
Quasars or Seyferts. These estimations have been mainly
based on detailed photoionization models (e.g. Ferland et al.
1996; Dors et al. 2018) or made through diagrams contain-
ing observational and model predicted emission line inten-
sities (e.g. Nagao et al. 2006; Matsuoka et al. 2009, 2018),
being these methodologies difficult to apply for a large
sample of data. In this sense, general calibrations between
metallicity and strong emission-lines or Bayesian approach
(Mignoli et al. 2019) are preferable and easily applicable.
Dors et al. (2014), using photoionization model re-
sults, proposed the first calibration between the metal-
licity of the gas in the NLRs of AGNs and the in-
tensity of UV emission-lines through the use of the
C43=log[(Civλ1549+Ciii]λ1909)/Heiiλ1640] emission-lines
ratio. This calibration is strongly dependent on the ion-
ization degree of the emitting gas which, once the ion-
izing spectrum is determined, can be estimated from the
Ciii]λ1909/Civλ1549 emission-lines ratio (Davidson 1972).
However, as was pointed out by Dors et al. (2014), this
Ciii]/Civ ratio is somewhat depend on the metallicity,
mainly for low ionization values.
Recently, Castro et al. (2017) presented a new
methodology to calibrate the optical N2O2 =
log([Nii]λ6584/[Oii]λ3727) emission-line ratio with the
metallicity of NLRs of AGNs, producing a semi-empirical
calibration. This methodology consists of calculating the
metallicity (Z) and the corresponding line ratio for a sample
of type 2 AGNs through diagnostic diagrams containing
both observational data and photoionization model results.
This method is based on the idea proposed by Pilyugin
(2000, 2001), which consists in obtaining calibrations using
oxygen abundances (or metallicities) derived from direct
electron temperature estimations. The Te-method seems
does not work for AGNs (Dors et al. 2015), probably due to
the necessity of applying an Ionization Corretion Factor to
the oxygen abundance determinations through this method
(not explored up to now in this kind of objects), and the
probable presence of electron temperature fluctuations
and/or shocks (neither considered in our photoionization
models). However, Dors et al. (2015) showed that O/H
derived from the strong emission-line calibrations are in
agreement with those (independent) estimations from
abundance gradients extrapolations. Thus, the metallicity
and the physical conditions of the gas would seem to be
better determined applying (semi) empirical calibrations
developed through photoionization models, despite these
are subject to several uncertainties (e.g. Viegas 2002;
Kennicutt et al. 2003).
The methodology proposed by Castro et al. (2017) has
the advantage of obtaining calibrations considering the clos-
est modeled physical conditions to the real ones for each ob-
jects parametrized through diagnostic diagrams and, there-
fore, reducing the uncertainties in metallicity estimations.
In fact, for example, for Hii regions it is well known that, in
general, oxygen abundances estimated from purely theoret-
ical calibrations are overestimated in comparison to those
derived using the Te-method (e.g. Kennicutt et al. 2003;
Dors & Copetti 2005). However, Dors et al. (2011) showed
that this discrepancy can be alleviated if it is required that
the photoionization models simultaneously reproduce obser-
vational line-ratios sensitive to the metallicity and to the
ionization degree of Hii regions (see also Dors & Copetti
2005; Morisset et al. 2016).
Up to now, the unique metallicity calibration for AGNs
based on narrow ultraviolet line ratios seems to be the theo-
retical one proposed by Dors et al. (2014), which is based on
the C43 index. It is possible to obtain calibrations involving
other strong UV line ratios, such as the Nvλ1240/Heiiλ1640
ratio, suggested by Ferland et al. (1996) as a metallicity in-
dicator.
Keeping the above in mind, we combined observational
intensities of UV narrow emission-lines of type-2 AGNs com-
piled from the literature with photoionization model results
to obtain semi-empirical calibrations between the metallicity
of the gas phase and the Nv/Heii emission-line intensity ra-
tio. We also re-calibrated the C43 lines ratio with the metal-
licity. This manuscript is organized as follows: in Section 2
the description of the observational data and the photoion-
ization models are presented; in Section 3 we present the
resulting calibrations, while the discussion and conclusions
of the outcome are given in Sections 4 and 5, respectively.
2 METHODOLOGY
With the aim of obtaining semi-empirical calibrations be-
tween the metallicity and the Nvλ1240/Heiiλ1640 and C43
emission-line intensity ratios, the same methodology pro-
posed by Castro et al. (2017) was adopted, i.e. the calibra-
tions are derived through diagnostic diagrams containing
observational and model predicted line-intensity ratios. In
what follow, the observational data and the photoionization
model descriptions are presented.
2.1 Observational data
We compiled from the literature fluxes of the Nvλ1240,
Civλ1549, Heiiλ1640, and Ciii]λ1909 emission-lines pro-
duced in NLRs of type-2 AGNs. The sample of objects is
mainly the one considered by Matsuoka et al. (2018) with
the addition of Seyfert 2 AGNs located at low redshifts
(z . 0.04). In this way our sample comprises objects in
the redshift range 0 . z . 4.0, divided in Seyfert 2 (9 ob-
jects), type 2 Quasars (6 objects), high-z Radio Galaxies (61
objects) and Radio-quiet type-2 AGNs (1 object).
c© 2011 RAS, MNRAS 000, 1–15
Semi-empirical calibrations 3
Figure 1. Histogram containg the distribution of the spectral
index αox derived by Miller et al. (2011) for about 700 radio-
intermediate and radio-loud Quasars.
In Table 1 the identification, redshift, logarithm
of the Nvλ1240/Heiiλ1640, Ciii]λ1909/Civλ1549 and
C43=log[(Civλ1549+Ciii]λ1909)/Heiiλ1640] emission-line
intensity ratios as well as the nebular parameters derived
(see below) are listed. The emission-lines are not reddening
corrected due to the small effect of dust extinction on metal-
licity and ionization degree determinations obtained from
the considered emission-line ratios (Nagao et al. 2006). For
some objects were not possible to estimate the error in the
line ratios since the uncertainties in the measurements of the
emission-line fluxes are not given in the works from which
the data were compiled. The Nvλ1240 flux is only available
for about 30% of the objects in our sample.
2.2 Photoionization models
The photoionization models were built using the Cloudy
code version 17.00 (Ferland et al. 2017) in order to compare
the predicted UV emission-line intensity ratios with those
measured for the type-2 AGNs in our sample. The range of
the input values for the photoionization model parameters
are similar to the ones used by Dors et al. (2018) and in
what follows we described them.
The predicted emission line intensities of our models for
the NLRs of type-2 AGNs are mainly driven by four param-
eters: the ionization parameter (U), the metallicity (Z), the
electron density (Ne) and the shape of the Spectral Energy
Distribution (SED). U is defined as U = Qion/4piR
2
inN c,
where Qion is the number of hydrogen ionizing photons emit-
ted per second by the ionizing source, Rin is the distance
from the ionization source to the inner surface of the ion-
ized gas cloud (in cm), N is the particle density (in cm−3),
and c is the speed of light. Excitation differences owing to
variations in the mass of the gas phase, or in the geomet-
rical conditions covering a wide range of possible scenar-
ios, are covered by photoionization models assuming vari-
ations of the ionization parameter (Pe´rez-Montero 2014).
We consider U in the range −3.5 <= logU
<
= −0.5, with
a step of 0.5 dex; almost the same values considered by
Feltre, Charlot & Gutkin (2016) and Castro et al. (2017).
Regarding the electron density, Dors et al. (2014) found
that the NLRs of Seyfert 2 galaxies present gas with low elec-
tron density values, Ne . 3 000cm
−3 (see also Revalski et al.
2018a,b). We assumed in our models a constant electron den-
sity along the radius and equal to Ne = 500 cm
−3, an aver-
aged value derived by Dors et al. (2014). The outer radius
(Rout) was choosen as the one for which the electron tem-
perature reachs 4 000 K, since cooler gas practically does not
produce UV emission lines. The resulting geometry is plane
parallel. It is worth mentioning that models with different
combination of Qion, Rin and Ne but that result in the same
U are homologous models with about the same predicted
emission-line intensities (Bresolin et al. 1999).
The Spectral Energy Distribution (SED) was considered
to be composed by two components: one representing the Big
Blue Bump peaking at 1 Ryd, and the other a power law
with spectral index αx = −1 representing the non-thermal
X-ray radiation. As usual, the continuum between 2 keV and
2500A˚ is described by a power law with the spectral index
αox =
log[F (2 kev)/F (2500 A˚)]
log[ν(2 keV)/ν(2500 A˚)]
(1)
where F is the flux at the given frequence ν
(Tananbaum et al. 1979). Miller et al. (2011) combined
observational data of about 700 radio-intermediate and
radio-loud Quasars in a wide range of wavelength and
derived αox in the range −2.0 . αox . −0.8 (see also
Zamorani et al. 1981). A histogram containg the distribu-
tion of the values found by Miller et al. (2011) is presented
in Figure 1. We can see that the high (αox > −1) and low
(αox < −1.8) values are derived for few (∼ 3%) objects.
The averaged αox is −1.37±0.16. We consider in the models
αox = −1.4, about the same averaged value calculated from
estimations by Miller et al. (2011).
Regarding the metallicity, Dors et al. (2014) found that
the C43 index is bi-valuated, yielding one lower branch for
(Z/Z⊙) . 0.2 and an upper branch for (Z/Z⊙) & 0.2.
This problem is also present in the classical Z-R23 calibra-
tion (Pagel et al. 1979) for star forming regions and this de-
generacy can be broken by using the [Nii]λ6584/[Oii]λ3727
emission-line ratio (Kewley & Ellison 2008). Due to the
small number of measurements of UV emission lines in
most of the AGN spectra, the degeneracy in C43 and
Nv/Heii calibrations can only be eliminated based on
physical reasons. Studies of the NLRs of nearby Seyfert
2 AGNs (e.g. Storchi-Bergmann et al. 1998; Groves et al.
2006; Dors et al. 2015; Castro et al. 2017; Thomas et al.
2018; Revalski et al. 2018a,b) and of objects at high redshift
(e.g. Nagao et al. 2006; Dors et al. 2014; Matsuoka et al.
2009, 2018) have showed that metallicities of AGNs are gen-
erally higher than (Z/Z⊙)=0.2. Cosmological simulations
(see Fig. 10 of Dors et al. 2014) and chemical evolution
models (Molla´ & Dı´az 2008) do not predict low metallici-
ties for the nuclear regions of galaxies (including AGNs).
Besides, Matsuoka et al. (2018) derived a relation between
the stellar mass of galaxies containing type-2 AGN and
their NLR metallicities, which were derived using a com-
c© 2011 RAS, MNRAS 000, 1–15
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Table 1. Data of AGNs from the literature and derived parameters. Object name, redshift, logarithm of the emission-line intensity
ratios, metallicity (in units of solar metallicity Z/Z⊙) and the logarithm of the number of ionizing photons [logQ(H)] derived from the
diagnostic diagrams shown in Fig. 3, are listed for each object. Diag. 1 refers to estimations obtained from Nv/Heii vs. Ciii/Civ diagram
(Fig. 3: lower panel) and Diag. 2 from C43 vs. Ciii/Civ (Fig. 3: upper panel). In the last two columns the logarithm of the stellar mass
(in units of the solar mass) taken from Matsuoka et al. (2018), and the references to the works from which emission-line intensities were
compiled are listed.
Diag. 1 Diag. 2
Object redshift log(Nv/Heii) C43 log(Ciii]/Civ) Z/Z⊙ logU Z/Z⊙ logU log(
M
M∗
) Refs.
Seyfert 2
NGC1068 0.004 0.07± 0.10 0.60± 0.08 −0.33± 0.09 — — 0.81+0.34
−0.29 −1.43
+0.16
−0.10 — 1
NGC4507 0.012 −0.03± 0.11 0.53± 0.10 −0.36± 0.12 0.82+0.96
−0.29 −1.39
+0.12
−0.15 1.03
+0.60
−0.45 −1.42
+0.20
−0.13 — 1
NGC5506 0.006 — 0.60± 0.15 −0.09± 0.15 — — 0.44+0.61
−0.12 −1.72
+0.17
−0.17 — 1
NGC7674 0.029 — 0.57± 0.15 −0.15± 0.19 — — 0.60+0.81
−0.07 −1.63
+0.24
−0.21 — 1
Mrk3 0.014 −0.47± 0.15 0.52± 0.05 −0.36± 0.06 2.65+0.45
−1.39 −1.44
+0.04
−0.05 1.08
+0.28
−0.23 −1.42
+0.11
−0.07 — 1
Mrk573 0.017 −0.30± 0.09 0.47± 0.08 −0.51± 0.09 — — 1.45+0.85
−0.40 −1.26
+0.12
−0.13 — 1
Mrk1388 0.021 — 0.49± 0.08 −0.36± 0.08 — — 1.16+0.46
−0.37 −1.43
+0.11
−0.09 — 1
MCG-3-34-64 0.017 −0.30± 0.08 0.32± 0.10 −0.30± 0.11 1.16+1.40
−0.33 −1.50
+0.10
−0.09 1.56
+1.30
−0.64 −1.52
+0.14
−0.10 — 1
NGC7674 0.029 — 0.64± 0.14 −0.15± 0.14 — — 0.42+0.61
−0.11 −1.66
+0.15
−0.15 — 2
Type 2 Quasar
CDFS-031 1.603 — 0.41± 0.04 −0.36± 0.06 — — 1.45+0.34
−0.32 −1.44
+0.07
−0.04 11.43 1
CDFS-057(a) 2.562 0.04± 0.08 0.61± 0.04 −0.12± 0.03 — — 0.52+0.10
−0.17 −1.68
+0.05
−0.06 10.67 1
CDFS-112a 2.940 0.21± 0.04 0.34± 0.05 −0.52± 0.08 0.94+0.50
−0.23 −1.17
+0.04
−0.06 2.36
+0.95
−0.67 −1.29
+0.10
−0.07 — 1
CDFS-153 1.536 — 0.80± 0.08 −0.26± 0.05 — — 0.26+0.28
−0.06 −1.55
+0.12
−0.04 — 1
CDFS-531 1.544 — 0.32± 0.04 −0.18± 0.05 — — 1.18+0.33
−0.16 −1.62
+0.05
−0.05 11.70 1
CXO52 3.288 −0.45± 0.10 0.51± 0.05 −0.22± 0.04 1.13+0.58
−0.48 −1.58
+0.04
−0.04 0.82
+0.23
−0.20 −1.56
+0.04
−0.04 — 1
High-z Radio Galaxy
TNJ0121+1320 3.517 — 0.21± 0.02 0.03± 0.01 — — 1.02+0.05
−0.07 −1.83
+0.01
−0.01 11.02 4
TNJ0205+2242 3.507 — 0.39± 0.04 −0.31± 0.05 — — 1.26+0.47
−0.16 −1.48
+0.04
−0.05 10.82 4
MRC0316-257 3.130 — 0.30± 0.02 0.11± 0.02 — — 0.74+0.07
−0.05 −1.92
+0.03
−0.04 11.20 4
USS 0417-181 2.773 — 0.26± 0.03 0.19± 0.04 — — 0.63+0.19
−0.06 −2.04
+0.08
−0.04 — 4
TNJ0920-0712 2.758 −0.30± 0.01 0.41± 0.01 −0.23± 0.01 0.88+0.04
−0.04 −1.54
+0.01
−0.01 1.10
+0.01
−0.01 −1.56
+0.01
−0.01 — 4
WNJ1123+3141(a) 3.221 0.60± 0.01 0.61± 0.01 −0.93± 0.06 1.86+1.17
−0.34 −0.81
+0.02
−0.01 — — < 11.72 4
4C 24.28(a) 2.913 0.09± 0.01 0.32± 0.01 −0.18± 0.02 — — 1.17+0.05
−0.05 −1.62
+0.02
−0.02 < 11.11 4
USS 1545-234 2.751 0.18± 0.01 0.34± 0.01 −0.34± 0.02 — — 1.70+0.10
−0.16 −1.48
+0.02
−0.02 — 4
USS 2202+128 2.705 −0.25± 0.05 0.53± 0.01 −0.38± 0.01 1.44+0.31
−0.23 −1.43
+0.02
−0.02 1.05
+0.08
−0.07 −1.40
+0.02
−0.02 11.62 4
USS 0003-19 1.541 — 0.37 −0.23 — — 1.16 −1.56 — 5
MG0018+0940 1.586 — 0.60 0.03 — — 0.34 −1.89 — 5
MG0046+1102 1.813 — 0.42 0.07 — — 0.61 −1.89 — 5
MG0122+1923 1.595 — 0.22 0.00 — — 1.05 −1.80 — 5
USS 0200+015 2.229 — 0.40 −0.02 — — 0.75 −1.78 — 5
USS 0211-122 2.336 0.12 0.40 −0.40 0.62 −1.30 1.58 −1.42 < 11.16 5
USS 0214+183 2.130 — 0.42 −0.22 — — 1.04 −1.58 — 5
MG0311+1532 1.986 — 0.43 −0.20 — — 0.93 −1.57 — 5
BRL0310-150 1.769 — 0.57 −0.30 — — 0.86 −1.47 — 5
USS 0355-037 2.153 — 0.13 −0.06 — — 1.34 −1.73 — 5
USS 0448+091 2.037 — 0.44 0.35 — — 0.25 −2.25 — 5
USS 0529-549(b) 2.575 — 0.56 0.65 — — — — 11.46 5
4C+41.17 3.792 — 0.60 −0.16 — — 0.56 −1.63 11.39 5
USS 0748+134 2.419 — 0.34 −0.07 — — 0.92 −1.71 — 5
USS 0828+193 2.572 — 0.31 0.02 — — 0.85 −1.82 < 11.60 5
BRL0851-142 2.468 — 0.33 −0.32 — — 1.71 −1.50 — 5
TNJ0941-1628 1.644 — 0.76 −0.20 — — 0.27 −1.63 — 5
USS 0943-242 2.923 −0.20 0.36 −0.22 0.57 −1.55 1.17 −1.57 11.22 5
MG1019+0534 2.765 −0.56 0.25 −0.32 2.83 −1.47 2.20 −1.49 11.15 5
TNJ1033-1339 2.427 — 0.57 −0.51 — — 1.12 −1.24 — 5
TNJ1102-1651 2.111 — 0.20 0.04 — — 1.01 −1.84 — 5
USS 1113-178(b) 2.239 — 0.80 0.21 — — — — — 5
3C256.0 1.824 −0.59 0.24 −0.08 0.81 −1.71 1.16 −1.71 — 5
USS 1138-262 2.156 — 0.20 0.21 — — 0.76 −2.03 < 12.11 5
BRL1140-114 1.935 — 0.50 −0.22 — — 0.84 −1.56 — 5
4C26.38 2.608 — 0.29 −0.56 — — 3.06 −1.23 — 5
MG1251+1104 2.322 — 0.43 0.23 — — 0.36 −2.10 — 5
WNJ1338+3532 2.769 — 0.06 0.22 — — 0.86 −2.08 — 5
c© 2011 RAS, MNRAS 000, 1–15
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Table 1. -continued
Diag.1 Diag.2
Object redshift log(Nv/Heii) C43 log(Ciii]/Civ) Z/Z⊙ logU Z/Z⊙ logU log(
M
M∗
) Refs.
High-z Radio Galaxy
MG1401+0921 2.093 — 0.17 −0.08 — — 1.27 −1.72 5
3C 294 1.786 −0.69 0.34 0.07 — — 0.72 −1.89 11.36 5
USS 1410-001 2.363 −0.17 0.24 −0.47 1.78 −1.34 3.05 −1.32 < 11.41 5
USS 1425-148 2.349 — 0.15 −0.36 — — 3.37 −1.42 — 5
USS 1436+157 2.538 — 0.64 −0.25 — — 0.60 −1.51 — 5
3C324.0 1.208 — 0.42 −0.02 — — 0.70 −1.77 — 5
USS 1558-003 2.527 — 0.36 −0.35 — — 1.65 −1.47 < 11.70 5
BRL1602-174 2.043 — 0.42 −0.56 — — 1.85 −1.25 — 5
TXSJ1650+0955 2.510 — 0.21 −0.42 — — 3.15 −1.37 — 5
8C1803+661 1.610 — 0.44 −0.44 — — 1.46 −1.35 — 5
4C40.36 2.265 — 0.33 −0.02 — — 0.87 −1.77 11.29 5
BRL1859-235 1.430 — 0.24 0.14 — — 0.81 −1.95 — 5
4C48.48 2.343 — 0.38 −0.33 — — 1.52 −1.49 — 5
MRC2025-218(a) 2.630 0.24 0.67 0.14 — — — — < 11.62 5
TXSJ2036+0256 2.130 — 0.41 0.30 — — 0.35 −2.17 — 5
MRC2104-242 2.491 — 0.53 −0.15 — — 0.66 −1.62 11.19 5
4C 23.56 2.483 −0.04 0.34 −0.21 — — 1.17 −1.59 11.59 5
MG2121+1839 1.860 — 0.74 −0.34 — — 0.52 −1.40 — 5
USS 2251-089 1.986 — 0.56 −0.34 — — 0.92 −1.43 — 5
MG2308+0336(a) 2.457 0.16 0.44 −0.14 — — 0.85 −1.64 — 5
4C28.58(b) 2.891 — 0.11 0.77 — — 0.24 −2.71 11.36 5
MP J0340-6507 2.289 — 0.18± 0.11 0.22± 0.16 — — 0.77+0.47
−0.36 −2.05
+0.19
−0.19 — 6
TNJ1941-1951 2.667 — 0.43± 0.12 −0.65± 0.22 — — 2.08+0.05
−1.03 −1.18
+0.29
−0.20 — 6
MPJ˙2352-6154 1.573 — 0.39± 0.06 −0.36± 0.08 — — 1.51+0.56
−0.43 −1.46
+0.11
−0.06 — 6
Radio-quiet type-2 AGNs
COSMOS05162 3.524 — 0.78± 0.05 −0.46± 0.07 — — 0.46+0.21
−0.17 −1.25
+0.16
−0.13 10.50 7
(a)Observational data located out of the region occupied by the model results in the Nv/Heii vs. Ciii/Civ diagram (see Fig.3, lower
panel). (b)Observational data located out of the region occupied by the model results in the C43 vs. Ciii/Civ diagram (see Fig.3,
upper panel). References: (1) Nagao et al. (2006), (2) Kraemer et al. (1994), (3) Dı´az et al. (1988), (4) Matsuoka et al. (2009), (5)
De Breuck et al. (2000), (6) Bornancini et al. (2007), (7) Matsuoka et al. (2018).
parison between the observational intensities of Civ/Heii
and Ciii]/Heii line ratios and their photoionization model
predicted values. These authors found two metallicity val-
ues for galactic stellar masses log(M⋆/M⊙) between 11 and
11.5, and they pointed out that the lowest metallicity solu-
tion (Z/Z⊙ . 0.2) is unplausible since a significant de-
crease of metallicity with the stellar mass would be ob-
tained. As these authors remarked, this behaviour has not
been reported for any galaxy population at any redshift,
and has not been reproduced by any model or cosmologi-
cal simulation. Therefore, we adopted only metallicities val-
ues higher than (Z/Z⊙)=0.2 for our AGN models, i.e. the
estimated the metallicities using the upper branch of the
relation of the metallicity with the C43 index and with
Nv/Heii emission-line ratio. Assuming a solar oxygen abun-
dance 12+log(O/H)⊙=8.69 (Alende Prieto et al. 2001), we
considered the following values for the metallicity in relation
to the solar one (Z/Z⊙): 0.2, 0.5, 0.75, 1.0, 1.5, 2.0, and 4.0.
All elements except nitrogen, carbon and helium are
taken to be primary nucleosynthesis elements. For the he-
lium abundance, we used the relation obtained from chemi-
cal abundance determinations of Hii regions by Dopita et al.
(2006):
He/H = 0.0737 + 0.024 × (Z/Z⊙). (2)
Regarding the nitrogen and carbon secondary nucle-
osynthesis elements, their abundances in relation to the oxy-
gen abundance (or metallicity) is poorly known for AGNs.
In fact, the unique quantitative nitrogen abundance estima-
tion for AGNs is the one performed by Dors et al. (2017)
for a small sample of Seyfert 2 galaxies. The predicted C43
and Nv/Heii ratios are dependent on the assumed C-O and
N-O relations, respectively. Hence, the derived metallicities
are also dependent on the assumed relations. Thus we per-
formed several simulations in order to try to estimate these
relations.
Firstly, we built a grid of models assuming a fixed value
of αox = −1.4 and Ne = 500 cm
−3, while Z and logU rang-
ing in the values described above. In this grid, the N-O re-
lation obtained by Dors et al. (2017)
log(N/H) = 1.05(±0.09) × [log(O/H)]− 0.35(±0.33) (3)
for nearby Seyfert 2 AGNs, and the C-O relation
(C/H) = 6.0 × 10−5 × (Z/Z⊙) + 2.0 × 10
−4
× (Z/Z⊙)
2 (4)
obtained by Dopita et al. (2006) for Hii regions were as-
sumed. This grid is refered as Grid-1.
In Figure 2 (left panels) the diagrams Nv/Heii versus
Ciii]/Civ (lower panel) and C43 versus Ciii]/Civ (upper
panel) containing the observational data listed in Table 1
and the photoionization model results (Grid-1) are shown.
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Figure 2. Diagrams containing observational data and photoionization model results. Points represent the observational data listed in
Table 1. Curves represent the photoionization model results described in Sect. 2.2, where solid lines connect models with equal metallicity
(Z) as indicated. Left pannel, photoionization model results assuming the N-O (Eq. 3) and C-O (Eq. 4) relations proposed by Dors et al.
(2017) and Dopita et al. (2006), respectively. The arrow indicates the direction in which the number of ionizing photons increases in
the models. Rigth panel: Such as left panel but assuming the relation N-Z relation (Eq. 6) proposed by Hamann & Ferland (1993) and
C/H = (Z/Z)⊙ × (C/H)⊙.
We can seen that the predicted intensities of Nv/Heii and
C43 are not in agreement with the observed ones.
Secondly, we adopt a linear scale between the carbon
and oxygen abundances
(C/H) = (Z/Z⊙)× (C/H)⊙. (5)
For the nitrogen, the relation
(N/H) = (Z/Z⊙)
2
× (N/H)⊙, (6)
given by Hamann & Ferland (1993) was considered. This
relation for the broad-line gas belonging to Quasi Stellar
Objects (QSOs) was derived applying spectral synthesis and
chemical enrichment models (see also Hamann et al. 2002).
We assumed log(N/H)⊙ = −4.07 and log(C/H)⊙ = −3.61
taken from Holweger (2001) and Alende Prieto et al. (2002),
respectively. The results of this second set of photoioniza-
tion models (refered as Grid-2) are also shown in Fig. 2
(rigth panels), where it can be seen that with the exception
of few points, the carbon lines ratios (upper panel) are well
reproduced by the models but they fail to reproduce the ob-
servational Nv/Heii (lower panel). Therefore, we performed
a new grid of models assuming
N/H = A× (Z/Z
⊙
)n × (N/H)
⊙
and A ranging from 1 to 5.0 and n ranging from 1 to 2. The
results of these new grids were compared with the observa-
tional line ratios in two diagrams (not shown): Nv/Heii and
C43 versus Ciii]/Civ. We found that A=4.5 and n=1.2 pro-
duce model results compatible to the observational data, in
the sense that the model results fit most of the observational
data. The results of this grid are shown in Fig. 3. It must be
noted that the Nv/Heii preditions are about independent of
the carbon abundance assumed in the models, such as C43
is independent of the nitrogen abundances.
In Fig. 4, top panel, we compare the logarithm
of N/O abundance ratio as a function of 12+log(O/H)
(which traces the metallicity) assumed in our models
(N/H = 4.5 × (Z/Z
⊙
)1.2 × (N/H)
⊙
) with estimations for
NLRs of Seyfert 2 galaxies at z < 0.1 from Dors et al.
(2017), for Hii regions calculated through the Te method by
Esteban et al. (2002, 2009, 2014); Garc´ıa-Rojas & Esteban
(2007), Lo´pez-Sa´nchez et al. (2007), Berg et al. (2016), and
Pilyugin & Grebel (2016)1, and for the Broad Line Regions
(BLRs) of Quasars derived by Uomoto (1984) through de-
tailed photoionization models. Since Uomoto (1984) did not
derive the metallicity, i.e. only the N/C and O/C abundance
ratios were estimated, his estimations are presented by a
hatched area. We can see that our assumed values are in
agreement with those for BLRs of Quasars and they are
higher than the ones for Seyfert 2 and Hii regions.
Also in Fig. 4, botton panel, we compare the log(C/O)
as a function of 12+log(O/H) assumed in our models, (i.e.
a fixed value log(C/O) = −0.50) with values for Hii regions
and BLRs of Quasars taken from the same references as in
the upper panel. Unfortunately, there are no carbon abun-
dance estimation for NLRs of Seyfert 2 galaxies in the litera-
ture. We can see that the C-O relation assumed in our mod-
els is in consonance with the ones for BLRs and Hii regions.
A C/O abundance fixed to the solar value was also consid-
1 Pilyugin & Grebel (2016) used the C-method (Pilyugin et al.
2012) which produces similar values than the ones obtained by
the Te-method.
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Figure 3. Diagrams containing observational data and the best
solution for the photoionization model results, i.e. assuming in
the models the relations N/H = 4.5 × (Z/Z⊙)
1.2 × (N/H)⊙ and
C/H =(Z/Z⊙)× (C/H)⊙ (see Sect. 2.2). Points represent the ob-
servational data listed in Table 1. Curves represent the photoion-
ization model results described in Sect. 2.2, where solid lines con-
nect models with equal metallicity (Z) and dashed lines connect
models with equal number of ionizing photons, as indicated.
ered by Feltre, Charlot & Gutkin (2016), who built a wide
grid of models in order to identify new line-ratio diagnostics
to discriminate between gas photoionised by AGNs and by
hot main sequence stars as well as to estimate the metallicity
(see also Nagao et al. 2006; Dors et al. 2014; Matsuoka et al.
2018).
As was mentioned above, we consider a fix value
for the electron density (Ne = 500 cm
3). Neverthe-
less the electron density vary in this kind of objects
(Zhang et al. 2013; Dors et al. 2014), producing uncertain-
ties in Z estimations based on strong emission lines. In fact,
Feltre, Charlot & Gutkin (2016) showed that the location of
their models in diagrams containing predicted strong opti-
cal and ultraviolet emission-line ratios varies when different
Ne values are assumed. Also, Nagao et al. (2006) found that
metallicities based on UV emission lines are larger when high
electron density values (∼ 105 cm−3) are assumed in pho-
toionization models instead of low electron density values
(. 103 cm−3). In order to test the Ne influence on our Z
estimations, firstly, we construct grids of models assuming
Ne= 100, 500 and 3 000 cm
−3 (the range of values found for
NLRs of type 2 AGNs by Dors et al. 2014) constant along
the AGN radius. The results of these grids were compared
with the observational data (see Sect. 2.1) in two diagrams
(not shown) Nv/Heii and C43 versus Ciii]/Civ and the in-
terpolated Z/Z⊙ value for each object of the sample was
obtained. In Fig. 5, a comparison of these metallicity estima-
tions is shown. It can be seen that slightly higher metallicity
values are derived when higher Ne values are assumed in the
models. However, the discrepancies between the estimations
Figure 4. log(N/O) and log(C/O) vs. 12+log(O/H) for
different kind of objects, as indicated. Green points repre-
sent abundance ratios for NLRs of Seyfert 2 AGNs at z <
0.1 from Dors et al. (2017). Blue points represent direct es-
timations of abundance ratios for star-forming regions taken
from Esteban et al. (2002, 2009, 2014), Garc´ıa-Rojas & Esteban
(2007), Lo´pez-Sa´nchez et al. (2007), Berg et al. (2016), and
Pilyugin & Grebel (2016). Hatched areas represent the range of
log(N/O) and log(C/O) abundance values derived for BLRs of
Quasars and based on detailed photoionization models by Uomoto
(1984). Red lines represent the relations assumed in our models.
are of the order of the uncertainties of these. Secondly, we
consider models with the density ranging along the AGN
radius. Revalski et al. (2018a) obtained spatially resolved
optical data of the nuclear region of the Seyfert 2 galaxy
Markarian 573. These authors found a density profile in the
NLR of this objects, with a central electron density peak of
about 3 000 cm−3 and a decrease in this value following a
shallow power law, i.e. Ne ∝ r
−0.5, being r the distance to
the AGN center. We built photoionization models assuming
this radial density profile (not shown) and the intensities
of UV emission-lines predicted by these are about the same
ones of models with Ne constant along r. Therefore, electron
density variations have an almost negligible influence in the
considered line ratios for our estimations.
Finally, we also explore the dependence of the spectral
index αox on the our metallicity estimations. To do this,
we built grids of photoionization models assuming three dif-
ferent index values: αox = −2.0,−1.4, and −0.8. This is the
range of αox values found by the observational study carried
out by Miller et al. (2011) and represented in Fig. 1. The
SED with αox = −2.0 represents an ionizing source with a
very soft spectrum, yielding models with very low ioniza-
tion degree and, hence, with emission-line ratios largely dis-
crepant from those of the observational sample. It must be
noted that very few (. 1%) objects studied by Miller et al.
(2011) have αox near to −2.0. The results of these grids were
compared with the observational data in two diagrams (not
shown) Nv/Heii and C43 versus Ciii]/Civ and the interpo-
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Figure 5. Comparison between metallicity (Z/Z⊙) estimations for the sample of objects (see Sect 2.1) obtained from the diagrams (not
shown) Nv/Heii versus Ciii]/Civ (left panel) and C43 versus Ciii]/Civ (rigth panel) considering grid of models assuming electron density
Ne= 100, 500 and 3 000 cm−3, as indicated in the axis labels.
lated Z/Z⊙ values were estimated for each object. In Fig. 6,
a comparison of these metallicity estimations is shown. It
can be seen that when αox = −0.8 is considered higher
(∼ 90%) metallicity values are obtained in comparison with
those estimated by models with αox = −1.4. However, as can
be seen in Fig. 1, very hard SEDs (αox < −1.0) are derived
only for few (∼ 2%) objects and most part of AGNs present
αox around −1.4. Therefore, we conclude that our metallic-
ity estimations based on the models with αox = −1.4 (see
Fig. 3) seem to relate to the real metallicity of the observed
regions.
Thomas et al. (2018) presented a Bayesian code that
implements a general method of comparing observed
emission-line fluxes to photoionization model grids repre-
sentating AGNs (see also Blanc et al. 2015) and taking into
account a large range of nebular parameters (e.g. gas pres-
sure, depletions onto dust grains) and SEDs of the ionizing
source. Basically, this method determines the probability of
that a set of model parameter values is representative of a
set of observational data of a given object. Applying this
method, Thomas et al. (2019) found a correlation between
the mass of the host galaxy and the metallicity of the AGN
(see also Matsuoka et al. 2018) for a sample from the Sloan
Digital Sky Survey (SDSS, York et al. 2000). Thomas et al.
(2019) pointed out that their sophisticated analysis pro-
duces almost an identical mass-metallicity relation to the
one derived from the Z-N2O2 calibration obtained by
Castro et al. (2017) and based on similar photoionization
models (and methodology) applied in the present work (see
also Mignoli et al. 2019). Therefore, metallicity estimations
based on symplified photoionization models seem to be reli-
able.
3 RESULTS
Diagrams in Fig. 3, Nv/Heii versus Ciii]/Civ (Diag.1, lower
panel) and C43 versus Ciii]/Civ (Diag.2, upper panel) were
used to calculate the logarithm of the number of ionizing
photons [log(Q(H)] and the metallicity (Z/Z⊙) for each ob-
ject in our sample applying a linear interpolations between
the models. These results are listed in Table 1. The interpo-
lated parameters together with the observational line ratios
for each object were used to obtain semi-empirical calibra-
tions.
In Fig. 7 (upper panel), the bi-parametric calibration
(Z/Z⊙) = f(Nv/Heii,Ciii]/Civ) is shown. Its expresion is:
(Z/Z⊙) = (1.48±0.69) + (12.61±3.23)x
2 + (6.28±0.78)y2
+(17.66±3.08)x y + (6.75±3.03)x
+(5.50±1.44)y
(7)
where x = log(Ciii]/Civ) and y = log(Nv/Heii). In the same
way, the result for the bi-parametric calibration (Z/Z⊙) =
f(C43,Ciii]/Civ) is shown in Fig. 7 (right panel). The ex-
plicit form for this second calibration is:
(Z/Z⊙) = (2.13±0.09) + (2.41±0.19)x
2 + (4.76±0.58)C432
+(7.79±0.59)x C43− (4.64±0.19)x
−(5.64±0.48)C43.
(8)
In Fig. 8, a calibration between the logarithm of the
ionization parameter and the Ciii]/Civ emission-line ratio
is shown. The linear regression obtained is:
logU = −(0.14±0.02)× x2− (1.10±0.01)× x− (1.80±0.01).(9)
In Fig. 9 the logarithm of the ionization parameter ob-
tained with the diagnostic diagrams presented in Fig. 3
(Diag.1 and Diag.2) and listed in Table 1 are compared.
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Figure 6. Such as Fig. 5 but for grids of models assuming αox equal to −1.4 and −0.8.
This figure shows a very good agreement between both es-
timations.
4 DISCUSSION
4.1 Metallicity in narrow and board line regions
The first metallicity estimations in BLRs of AGNs based
on ultraviolet emission lines were obtained by Shields
(1976) and Davidson (1977), who used the initial pho-
toionization models (see Davidson 1972; Shields 1974;
Baldwin & Netzer 1978) to investigate which combinations
of line ratios are the most appropriate to estimate abun-
dance ratios (e.g. N/C and O/C). Later, Uomoto (1984)
obtained UV spectra of a sample of six Quasars (1.6 <
z < 2.1) and, fitting photoionization models to the ob-
servational line measurements, Uomoto found about so-
lar oxygen abundances and a sligth enhancement of ni-
trogen abundances for two of these Quasars. Other stud-
ies, as for example Hamann et al. (1997), concluded that
BLRs, in fact, present super-solar abundances (Z > 5 Z⊙)
and an enhancement of N abundances (see also Peimbert
1968; Alloin 1973; Storchi-Bergmann & Pastoriza 1990;
Storchi-Bergmann 1991; Dietrich et al. 2003; Bradley et al.
2004). More recently, Sameshima et al. (2017) derived the
metallicity, traced by the Fe/H and Mg/Fe abundance ra-
tios, in the BLRs of a sample of about 17 500 Quasars
(0.7 . z . 1.7), whose observational data were taken from
the Sloan Digital Sky Survey (SDSS, York et al. 2000). To
obtain the metallicity, these authors compared observational
fluxes and equivalent widths of Feii (calculated by integrat-
ing the fitted Feii template in the 2200A˚−3090A˚ wavelength
range) and Mgiiλ2798 lines with photoionization model re-
sults. They found that the majority of the objects have over-
solar metallicities with a median value of Z ≈ 3Z⊙, reaching
up to (Z/Z⊙) ∼ 100 (see also Dietrich & Wilhelm-Erkens
2000; Hamann et al. 2002; Batra & Baldwin 2014).
In order to compare our NLRs Z estimations with those
for BLRs, a histogram containing the metallicity distribu-
tion for our sample, derived using the Eq. 8, and the re-
sults of Sameshima et al. (2017) is presented in Fig. 10. We
limited the their estimations to (Z/Z⊙) <= 10 since few
objects present higher metallicities. In Fig. 10, the NLR
metallicity results derived by Castro et al. (2017), from a
semi-empirical calibration between Z and the optical ra-
tio N2O2=log([Nii]λ6584/[Oii]λ3727), are also shown. We
found that the majority (∼ 60%) of the NLRs metallicity es-
timations based on the C43 are in the 0.5 . (Z/Z⊙) . 1.5
range, with a median value of < Z/Z⊙ >∼ 1.1. Very
different metallicity distributions are found for NLRs and
BLRs, being the later more extended and with a median
value higher, by a factor of 2-3, than the former. This
difference could be probably due to the fact that broad
lines originate in a small region with radius lower than
1 pc (Kaspi et al. 2000; Suganuma et al. 2006) which may
evolved more rapidly than the NLRs (Matsuoka et al. 2018).
As can be seen in Fig. 10, our metallicity estimations follow
the same distribution than those derived by Castro et al.
(2017) for the NLRs of Seyfert 2 AGNs, who found metal-
licities in the 0.7 . (Z/Z⊙) . 1.2 range for most of their
objects.
4.2 Metallicity estimations from distinct
calibrations
Previous studies of metallicities in AGNs (e.g.
Shemmer & Netzer 2002; Dietrich et al. 2003; Dhanda et al.
2007) and in star-forming regions (e.g. Kewley & Ellison
2008; Lo´pez-Sa´nchez & Esteban 2009; Dors et al. 2011)
have shown that different methods or different calibrations
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Figure 7. Upper panel: bi-dimensional calibrations between the metallicity (Z/Z⊙), log(Nvλ1240/Heiiλ1640) and
log(Ciii]λ1909/Civλ1549) line ratios. Points represent metallicity estimations for objects listed in Table 1 and obtained using
lower panel of Fig. 3 as described in Sect. 3. The color coding indicates values of the logarithm of the ionization parameter (logU)
estimated for each object. The surface represents the best fit to the points and its expresion is given in Eq.7. Lower panel: calibration
between the metallicity (Z/Z⊙), C43=log[(Civλ1549+Ciii]λ1909)/Heiiλ1640] and log(Ciii]λ1909/Civλ1549) line ratios using metallici-
ties estimations obtained using the upper panel of Fig. 3 as described in Sec. 3. The surface represents the best fit to the points and its
expresion is given in Eq. 8.
of the same index provide different metallicity values, with
discrepancies of up to 1.0 dex.
In order to compare the estimations from our two
calibrations, in the bottom panel of Fig. 11, Z estima-
tions for the objects in our sample obtained from the
bi-parametric calibration (Z/Z⊙) = f(Nv/Heii,Ciii]/Civ)
(Eq. 7) are plotted against the estimations via (Z/Z⊙) =
f(C43,Ciii]/Civ) (Eq. 8). It can be seen that, despite the
large scattering and the few number of points, the estima-
tions are in consonance one to each other.
In the top panel of Fig. 11, the estimations from
the semi-empirical calibration (Z/Z⊙) = f(C43,Ciii]/Civ)
(Eq. 8) are compared to those derived via the theoretical
relation by Dors et al. (2014), where it can be seen that
the later one produces Z values higher than the former,
mainly for the high metallicity regime. This difference is
probably due to Dors et al. (2014) did not deeply explore
the dependence between the metallicity and the U -Ciii/Civ
relation. Since the semi-empirical and bi-parametric calibra-
tions (Eqs. 7 and 8) are derived taken into account observa-
tional data, they are, in principle, more robust and confident
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Semi-empirical calibrations 11
Figure 8. As in Fig. 7 but for logU as a function of the logarithm
of Ciii]λ1909/Civλ1549 emission-line ratio. Line represents the
best fit.
Figure 9. Comparison between logU obtained with Diag.2 vs.
logU obtained with Diag.1 (see Fig. 3) and listed in Table 1. Solid
line represents the one-to-one relation.
than the purely theoretical calibration derived by Dors et al.
(2014).
Finally, we compared our UV estimations for individ-
ual objects with the ones based on optical emission lines.
Unfortunately, only for three objects in our sample it was
possible this comparison: the Seyfert 2 galaxies: NGC5506,
Mrk 3, and Mrk 573. We used the optical emission line inten-
sities of these galaxies, compiled by Dors et al. (2015), and
Figure 10. Histograms containing NLRs and BLRs metallic-
ity distributions. Red (empty-filled) histogram represents NLRs
metallicity distribution for our sample (0.04 < z < 4.0) and
using the Eq. 8. Black histogram (with slant-fill pattern) rep-
resents NLRs metallicity distribution for a sample of Seyfert 2
AGNs (z < 0.1) derived using a semi-empirical calibration pro-
posed by Castro et al. (2017). Cyan histogram (with x-fill pat-
tern) represents BLRs metallicity distribution for a sample of
Quasars (1.6 < z < 2.1) derived by Sameshima et al. (2017).
estimated the metallicity through the theoretical calibra-
tion between Z and N2O2 index proposed by Castro et al.
(2017):
(Z/Z⊙) = 1.08(±0.19) ×N2O2
2+
+ 1.78(±0.07) ×N2O2 + 1.24(±0.01)
(10)
and through the first calibration proposed by
Storchi-Bergmann et al. (1998, hereafter SB98):
(O/H)SB98 = 8.34 + (0.212 x)− (0.012 x
2)− (0.002 y)
+ (0.007 xy)− (0.002 x2y) + (6.52 × 10−4 y2)
+ (2.27× 10−4 xy2) + (8.87× 10−5 x2y2),
(11)
where x = [N ii]λλ6548,6584/Hα, y =
[O iii]λλ4959,5007/Hβ and
(Z/Z⊙)SB98 = 10
[(O/H)SB98−8.69]. (12)
The estimations using these optical calibrations are
compared with the ones via Eqs. 7 and 8 in Table 2. We
can see that the f(C43,Ciii]/Civ) relation (Eq. 8) produces
the closest values to the ones from the optical calibrations
(Eqs. 10 and 11). Nevertheless, it must be noted that only
three objects do not constitutes a statistical significant com-
parison sample.
4.3 Mass-Metallicity relation
Recently, for the first time, Matsuoka et al. (2018) showed
that there is a dependence between the NLR metallicities of
type-2 AGNs (1.2 < z < 4.0) with the stellar masses of their
c© 2011 RAS, MNRAS 000, 1–15
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Figure 11. Comparison between NLRs metallicity estima-
tions for the objects in our sample obtained through dis-
tinct calibrations. Solid lines represent the one-to-one rela-
tion between the estimations. Bottom panel: estimations via
Z/Z⊙ = f(Nv/Heii,Ciii]/Civ) (Eq. 7) vs. those via Z/Z⊙ =
f(C43,Ciii]/Civ) (Eq. 8). Upper panel: estimations via the the-
oretical calibration (Z/Z⊙) = f(C43,Ciii]/Civ) proposed by
Dors et al. (2014) vs. those via Z/Z⊙ = f(C43,Ciii]/Civ) (Eq. 8).
Table 2. Object names and their corresponding metallicities
(Z/Z⊙) obtained through the indicated equations.
Z/Z⊙
Object f(NV/Heii,Ciii]/Civ) f(C43,Ciii]/Civ) N2O2 SB98
(Eq. 7) (Eq. 8) (Eq. 10) (Eq. 12)
NGC5506 — 0.47 1.15 0.81
Mrk 3 2.47 1.00 1.16 1.14
Mrk 573 1.09 1.67 1.12 0.91
host galaxies, in the sense that AGNs with higher metallic-
ities are located in more massive galaxies. These authors
divided the sample in bins of stellar masses (M∗/M⊙) and,
for each bin, calculated NLRs metallicities by comparing
the Civ/Heii and Ciii/Civ ratios of the averaged observed
emission-line fluxes with those predicted by photoionization
models. Matsuoka et al. (2018) did not derive an expression
for the stellar mass-metallicity (M−Z) relation. In order to
verify if our Z estimations indicate the existence of a M−Z
relation and to derive an expression for it, the Z estimations
obtained from Eqs. 7 and 8 are plotted in Fig 12 (lower and
upper panel, respectively) as a function of the stellar mass
for those galaxies in our sample with this parameter avail-
able in the literature (listed in Table 1). It must be noted
that all these galaxies are in 1.6 < z < 3.8. Although there
are few objects with determinations of the stellar masses of
the host galaxy, we can see that the metallicity values esti-
mated from Eq. 7 increase with the galaxy mass, obtaining:
Figure 12. M − Z relation for type-2 AGNs. Metallicity values
were calculated via Eq. 7 (bottom panel) and Eq. 8 (upper panel).
Solid lines represent the linear regresions (Eqs. 13 and 14). In
the upper panel the dashed line represents the linear regression
without taking into account the more massive object (Eq. 15).
Arrows indicate that only the upper limit of the stellar mass was
quoted in the literature (see Table 1).
(Z/Z⊙)Nv/Heii,Ciii]/Civ = [1.39 ± 1.36 × log(M∗/M⊙)]
− (14.33 ± 15.43).
(13)
The M − Z relation via Eq. 8 is represented by
(Z/Z⊙)C43,Ciii]/Civ = [0.32 ± 0.38 × log(M∗/M⊙)]
− (2.49 ± 4.31).
(14)
The Pearson Correlation Coefficient (P) for the M −Z
relations based on Eqs. 7 and 8 are 0.32 and 0.18, respec-
tively, indicating a positive but weak correlations. It can be
seen in the upper panel of Fig. 12 that there is only one ob-
ject with log(M∗/M⊙) > 12 and this mass value is an upper
limit. Removing this point from the fitting, we obtained
(Z/Z⊙)C43,Ciii]/Civ = [0.56 ± 0.42 × log(M∗/M⊙)]
− (−5.56± 4.76),
(15)
and P=0.28.
Unfortunately, as can be seen in the lower panel of the
Fig. 12, we have a small number of objects with metallici-
ties derived from Eq. 7 and with estimations of their stellar
masses. Hence we consider that theM −Z relation given by
Eq. 13 is not statistically significant, hereafter we will only
discuss the M − Z relation given by Eq. 15.
In Fig. 13, the M − Z relation given by Eq. 15 is com-
pared with the relation obtained by Thomas et al. (2019)
for local (z < 0.2) Seyfert 2 AGNs (in the mass interval
10.1 < [log(M∗/M⊙)] < 11.3), and with M − Z relations
for star-forming galaxies at different redshift ranges derived
by Maiolino et al. (2008). We can see a difference between
our M − Z relation and the one derived by Thomas et al.
c© 2011 RAS, MNRAS 000, 1–15
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Figure 13. Comparison between our M − Z relation given by
Eq.15 and the relations given by Thomas et al. (2019) for local
Seyfert 2 AGNs, and by Maiolino et al. (2008) for SF galaxies at
different redshifts ranges (as labeled).
(2019). Taking into account the very different redshift ranges
between the Thomas and collaborators and our samples,
this difference in the M − Z relation could be explained
by the evolution of this relation with the redshift. This in-
terpretation is based on the observed gradual declination
of the metallicity with the redshift for a given mass in SF
galaxies from the Maiolino and collaborators work as can
be seen in Fig. 13 (see also Savaglio et al. 2005; Erb et al.
2006; Yabe et al. 2014; Ly et al. 2016). It is noticeable that
our relation (Eq. 15) seems to complement the one derived
by Maiolino et al. (2008) for z ∼ 3.5 towards higher masses.
It is worth emphasizing that a larger sample of AGNs with
metallicity estimations and with estimations of the stellar
mass of the host galaxies, mainly covering a wider range in
masses, is needed to improve the M − Z relation.
5 CONCLUSION
We compared the observational intensities of UV emis-
sion lines with results of photoionization models in
order to obtain two semi-empirical calibrations between
the metallicity of the Narrow Line Region of type-2
Active Galactic Nuclei and the Nvλ1240/Heiiλ1640,
C43=log[(Civλ1549+Ciii]λ1909)/Heiiλ1640] and
Ciii]λ1909/Civλ1549 emission-line ratios. We also de-
rived a metallicity-free calibration between the ionization
parameter and the Ciii]λ1909/Civλ1549 emission-line ratio.
We showed that the metallicity in NLRs of AGNs is lower
by a factor of 2-3 than the metallicity in BLRs. Using
the derived calibrations, we confirmed the recent result
of the existence of a relation between the stellar mass of
the host galaxy and its NLR metallicity. We were able
to derive two M − Z relations even though we consider
that one of them is not statistically significant due to the
small number of objects available to derive it. The adopted
M − Z relation was obtained using Type 2 AGNs at z
between 1.6 and 3.8. Comparing our relation with the ones
derived by Maiolino et al. (2008) for Star Forming galaxies
at high redshifts, we found that the M −Z relation of Type
2 AGNs seems to complement the sequences towards higher
masses following the same trend.
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