Data sets discussed in this paper are presented as tables with rows corresponding to examples (entities, objects) and columns to attributes. A partition triple is defined for such a table as a triple of partitions on the set of examples, the set of attributes, and the set of attribute values, respectively, preserving the structure of a table. The idea of a partition triple is an extension of the idea of a partition pair, introduced by J. Hartmanis and J. Stearns in automata theory. Results characterizing partition triples and algorithms for computing partition triples are presented. The theory is illustrated by an example of an application in machine learning from examples.
Introduction
Reduction of data is a useful way to economize on space in current computer technology.
Problems with reducing the size of data sets occur in many areas. One of them is empirical machine learning, where large input data sets make learning difficult. This paper presents a methodology for reduction of data sets, where the reduced data set preserves the structure of the original data set. Two forms of data sets are discussed in this paper. First, it is assumed that a data set is given in the form of a table, called an information system (or instance space). Rows of the table are labeled with names of examples (entities, objects), columns with names of attributes.
Every example is characterized by a tuple of values of all attributes. For example, such an information system may contain data about patients in a hospital. Attributes are tests, such as The theory of partition triples has many potential applications. One of the most obvious is relational data bases. Another application, machine learning from examples, is briefly illustrated in this paper. In this domain the input data sets are presented as decision tables. Large input data sets, representing examples, make learning difficult. This paper includes an example showing how partition triples may be used for inducing simpler rules from examples. The induced rule set represents the same knowledge as the rule set induced from the original data set.
Preliminary Definitions
Originally we will assume that the data are collected in the table, called an information system, and defined as follows [8, 9] . The information system S is a fourtuple (E, A, V, ρ), where E is a finite nonempty set of examples, A is a finite nonempty set of attributes, V is a finite nonempty set of attribute values, and ρ is a function, ρ: E × A → V.
An example of such an information system is presented in Table 1 .
Let X be a nonempty finite set. A partition π on X is a family of disjoint subsets of X whose set union is X. Elements of partition π will be called blocks of π. If elements x and y are both members of the same block of π, it will be denoted by x ≡ y (π). There are two trivial partitions 0 X and 1 X , where 0 X is the partition on X in which all blocks are one-element subsets of X and 1 X is the partition on X which contains only one block.
If π and τ are partitions on X, then the product of π and τ, denoted by π ⋅ τ, is a partition on X such that x ≡ y (π ⋅ τ) if and only if x ≡ y (π) and x ≡ y (τ). The sum of π and τ, denoted by π + τ, is a partition on X such that x ≡ y (π + τ) if and only if there exists a sequence x = x 1 , x 2 ,..., x n = y of elements of X such that x i ≡ x i+1 (π) or x i ≡ x i+1 (τ) for i = 1, 2,..., n -1. Definition. Let (π, τ, λ) be a partition triple on an information system S = (E, A, V, ρ). The (π, τ, λ)-image of S is the information system (π, τ, λ, ρ') such that for all B π ∈ π, B τ ∈ τ, and
where x, a, and v are arbitrary members of B π , B τ , and B λ , respectively.
An example of a partition triple of the information system from Table 1 is ({{x 1 , x 2 }, {x 3 , x 4 }, {x 5 }}, {{a 1 }, {a 2 }, {a 3 , a 4 }}, {{0, 1}, {2, 3}, {4}}).
The (π, τ, λ)-image of S from Table 1 is presented in Table 2 .
Lemma 3.1. Let (π, τ, λ) and (π', τ', λ') be partition triples on S = (E, A, V, ρ), then
are also partition triples on S = (E, A, V, ρ).
Proof. Let x, y ∈ E and a, b ∈ A.
, and a ≡ b (τ').
Since (π, τ, λ) and (π', τ', λ') are partition triples on S,
(ii) Without loss of generality let us assume that x ≡ y (π + π') implies that there exists a
where i ∈ {0, 1, ..., n -1} and a ≡ b (τ + τ') implies that there exists a sequence a = a 0 , a 1 , a 2 ,
..., a m = b such that a j ≡ a j+1 (τ) for even j and a j ≡ a j+1 (τ') for odd j, where j ∈ {0, 1, ..., m -1}. As (π, τ, λ) and (π', τ', λ') are partition triples on S, ρ(x i , a 0 ) ≡ ρ(x i+1 , a 0 ) (λ), for even i, and ρ(x i , a 0 ) ≡ ρ(x i+1 , a 0 ) (λ'), for odd i. Therefore ρ(x 0 , a 0 ) ≡ ρ(x n , a 0 ) (λ + λ'), i.e., ρ(x, a) ≡ ρ(y, a) (λ + λ'). As (π, τ, λ) and (π', τ', λ') are partition triples on S, ρ(y, a j ) ≡ ρ(y, a j+1 ) (λ), for even j, and ρ(y, a j ) ≡ ρ(y, a j+1 ) (λ'), for odd j. Therefore ρ(y, a 0 ) ≡ ρ(y, a m ) (λ + λ'), i.e.,
) is a partition triple on S.
Lemma 3.2. For any partition π on E, for any partition τ on A, and for any partition λ on V,
Proof. Let π be any partition on E, and τ be any partition on A. Let x and y be any elements of E such that x ≡ y (π) and a and b be any elements of
(1 V ) because the partition 1 V has only one block which is the whole set V. Therefore, (π, τ, 1 V ) is a partition triple on S.
Let λ be any partition on V. Let x and y be any elements of E such that x ≡ y (0 E ) and a and b be any elements of A such that a ≡ b (0 A ). Since each block of partitions 0 E and 0 A contains only one element, x = y and a = b. Therefore, ρ(x, a) = ρ(y, b), i.e., ρ(x, a) and ρ(y, b) are identical element in V, and hence they are in the same block of any partition on
Proof. The proof follows directly from Lemma 3.1.
Definitions. For a given partition π on E, the minimal partition λ on V such that (π, 0 A , λ) is a partition triple on S = (E, A, V, ρ) will be denoted m ev (π). It is obvious that
Similarly, for a given partition τ on A, the minimal partition λ on V such that (0 E , τ, λ) is a partition triple on S = (E, A, V, ρ) will be denoted m av (τ), and
For a given partition λ on V we may ask what are maximal partitions π on E and τ on A such that (π, 0 A , λ) and (0 E , τ, λ) are partition triples on S = (E, A, V, ρ). Such partitions will be denoted M ev (λ) and M av (λ), where
In the preceding definitions, m stands for minimum and M for maximum. Partitions The set of all MMm triples of S = (E, A, V, ρ) will be denoted K(S). An example of a MMm triple of the information system from Table 1 is ({{x 1 , x 2 , x 3 , x 4 }, {x 5 }}, {{a 1 }, {a 2 }, {a 3 , a 4 }}, {{0, 1}, {2, 3}, {4}}).
Triple Algebra
We can study properties of partition triples and MMm triples by analyzing the underlying algebraic structure, called a triple algebra. The results of the abstract structure can be applied not only to the partition triples but also to other 
Proof. Suppose that (x, y, z) is in ∆ and x' ≤ x, y' ≤ y, and z' ≥ z. By the property P2, Proof. Let us define the following sets
and
⇒ z ∈ R 1 (x) and z ∈ R 2 (y).
Therefore R(x, y) ⊆ R 1 (x) and R(x, y) ⊆ R 2 (y).
Consequently,
Similarly, (0 L 1 , y, z 2 ) ∈ ∆ . By the property P1, (
Proof is similar to the proof of Lemma 4.2.
Definition. For any two elements (x, y, z) and 
) and (0 L 1 , y, m 23 (y)) are in ∆ and so is their sum,
The proofs of (2) - (16) are either similar to the proof of (1) or straightforward.
The following result gives characterization of ∆ in terms of Q ∆ . In the second stage of the algorithm, the set
Theorem 4.2. Let
is computed. Obviously, R 1 ⊆ R (1) and R 2 ⊆ R (1) , because 0 V ∈ R 1 and 0 V ∈ R 2 . Then the set
should be computed. Also, R (1) ⊆ R (2) . Similarly, the set R (k + 1) is computed from R (k) by
The process stops when, for some k, R (k) = R (k + 1) = R. Thus, the set R (1) is the set of generators for R. Every m-type partition λ ∈ R determines two unique M-type partitions on E and A, respectively. These M-type partitions are M ev (λ) and M av (λ), respectively. Moreover, for any λ ∈ R, M ev (λ) and M av (λ) may be computed using the following formulas
Finally, the set K(S) of all MMm triples is In this section we will assume that the data sets are presented in the form of a decision 
Decision Tables
where if ρ is restricted to E × A it has values from V, and if ρ is restricted to E × {d} it has values from W.
For the sake of simplicity, restrictions of ρ to E × A and to E × {d} will also be denoted ρ.
An example of the decision table is presented in Table 3 .
Definition. For a decision table (E, A, V, d, W, ρ)
, let π be a partition on E, let τ be a partition on A, and let λ be a partition on V. A partition triple on a decision table
is an ordered triple of partitions (π, τ, λ) such that for all x, y ∈ E and a, b ∈ A
The set of all partition triples on T will be denoted by L(S).
Definition. Let (π, τ, λ) be a partition triple on a decision 
Lemma 6.1. Let (π, τ, λ) and (π', τ', λ') be partition triples on
are also partition triples on
Proof is a straightforward extension of the proof of Lemma 3.1.
Lemma 6.2. For any partition π on E such that π ≤ {d} * , for any partition τ on A, and for any partition λ on V, (π, τ, 1 V ) and (0 E , 0 A , λ) are partition triples on S.
Proof is a straightforward extension of the proof of Lemma 3.2.
Lemma 6.3. The set L(T) of all partition triples on T = (E, A, V, d, W, ρ) is a lattice.
Proof follows directly from Lemma 6.1 .
Operators m ev , m av , M ev , and M av for decision tables may be defined in the same way as for information systems. Moreover, all previous results of the triple algebra are valid for decision tables as well. In particular, the algorithm for computing the set K(S) of all MMm triples for information systems may be used for decision tables with little changes. 
Applications-An Example
There are many possible applications of the theory presented. In any area where information systems or decision tables are used, the obvious benefits of simplification can be utilized. One of the evident areas of applications is relational data bases. Another area, less evident, is machine learning from examples.
Reduction of input data sets in machine learning from examples may be considered a kind of preprocessing. Other known approaches to preprocessing of input data in machine learning include selecting the most representative examples [6, 7] and a kind of refinement [10] .
Let us illustrate the application of partition triple theory to machine learning from examples using the example of input data in the form of a decision table from Table 4 .
Using machine learning system LERS [2] , the following rules were induced: Table 5 Attributes Decision Aptitude Advanced Language Admission One of the partition triples of the decision table from Table 4 is ({{x 1 , x 2 , x 3 }, {x 4 , x 5 }, {x 6 , x 7} , {x 8 , x 9 }}, {{Quantitative, Analytical}, {Advanced}, {Grammar, Reading}}, {{Excellent, High}, {Medium, Low}}).
After assigning new names for the blocks of attributes and for the blocks of attribute values, the corresponding reduced decision table is presented in Table 5 .
The rules induced by LERS from the reduced decision table are: The above set of rules represents exactly the same knowledge as the set of rules induced from the original decision table, yet this set is much simpler and more evident.
Conclusions
The theory of partition triples of data sets is presented in the paper mostly for information systems, resembling relational databases. However, all results, with respective changes, are valid for decision tables as well. The theory may be used in an obvious way-for computing simpler data sets, while preserving the structure of the original data sets. The main idea is to compute the set K of all MMm triples of a data set. Any partition triple may be computed from a suitable member of K by refining the first two partitions and coarsening the third partition. The theory is illustrated by an example of application from the area of machine learning, showing that induced rules from the simplified data are more evident.
The disadvantage of the presented algorithms is their computational complexity. In general, the worst case time computational complexity for the algorithms to compute all MMm partitions is exponential. Therefore, new, less complex algorithms should be developed, producing only some partition triples, perhaps even only one good partition triple.
