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STABILITY OF TRAVELLING WAVES IN
STOCHASTIC BISTABLE REACTION-DIFFUSION
EQUATIONS
WILHELM STANNAT
Abstract. We prove stability of travelling waves for stochastic
bistable reaction-diffusion equations with both additive and mul-
tiplicative noise, using a variational approach based on functional
inequalities. Our analysis yields explicit estimates on the rate of
stability that can be shown in special examples to be optimal.
1. Introduction
The purpose of this paper is to generalize the main results of [12] on
the stability of travelling waves in Nagumo equation with multiplicative
noise to general bistable reaction diffusion equations with noise. To this
end let us first consider the deterministic reaction-diffusion equation
(1) ∂tv(t, x) = νvxx(t, x) + bf(v(t, x)) , v(t, x) = v0(x)
for (t, x) ∈ R+ × R. Here, f : R → R is a continuously differentiable
function satisfying
(A1)
f(0) = f(a) = f(1) = 0 for some a ∈ (0, 1)
f(x) < 0 for x ∈ (0, a) , f(x) > 0 for x ∈ (a, 1)
f ′(0) < 0, f ′(a) > 0, f ′(1) < 0 .
Theorem 12 in [4] implies for ν, b > 0 the existence of a travelling wave
connecting the stable fixed points 0 and 1 of the reaction term, i.e., a
monotone increasing C2 function vˆ satisfying
cvˆx = νvˆxx + bf(vˆ)
for some wavespeed c ∈ R and boundary conditions vˆ(−∞) = 0,
vˆ(+∞) = 1. It follows that vˆ(t) := vˆ(· + ct) and all its spatial trans-
lates vˆ(· + x0 + ct) are solutions of (1). A particular example is the
Nagumo equation with f(v) = v(1−v)(v−a) where the travelling wave
is explicitely given by vˆ(x) =
(
1 + e−
√
b
2v
x
)−1
.
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It is known that the wave speed c and the integral
∫ 1
0
f(v) dv ≥ 0 have
the same sign and that in particular c = 0 if and only if
∫ 1
0
f(v) dv = 0.
To simplify the presentation of our results we will therefore assume
from now on that
(A2)
∫ 1
0
f(v) dv ≥ 0
hence that the wave speed c is nonnegative.
So far the assumptions on the reaction term f are classical. The ex-
isting results in the literature on the stability of the travelling wave
can be divided up into results based on maximum principle and com-
parison techniques, see in particular [3] for a stability result w.r.t. ini-
tial conditions v0 satisying 0 ≤ v0 ≤ 1, lim infx→−∞ v0(x) < a and
lim supx→∞ v0(x) > a, and results w.r.t. L
2- or H1,2-norms, based on
spectral information on the linearization of (1) along the travelling
wave vˆ (see, e.g. [5, 10]). Whereas the first approach is not appropri-
ate for stochastic perturbations, unless the noise terms would satisfy
unnatural monotonicity conditions, the second approach can be in prin-
ciple generalized to the stochastic case. However, in order to do this,
the existing spectral information on the linearization of (1) has to be
considerably refined. Abstract perturbation results on the spectral gap
below the eigenvalue corresponding to the travelling wave cannot be
easily generalized to the stochastic case. We will therefore use func-
tional inequalities to derive Lyapunov stability of the travelling wave
in the space L2(R). To be more precise, we will show in Theorem 1.5
under the following additional assumptions on the reaction term
(A3)
∃v∗ ∈ (a, 1) such that f ′′(v) > 0 ( resp. < 0)
on [0, v∗)( resp. (v∗, 1])
saying that f is strictly convex on [0, v∗) and strictly concave on (v∗, 1],
that the L2-norm is a Lyapunov function restricted to the orthogonal
complement of vˆx. As a consequence of this phase-space stability, the
stochastic case will become much easier to investigate. Our assump-
tions are satisfied in the case of the Nagumo equation (for all a ∈ (0, 1))
and do not require any estimates on the unknown wave speed c.
Our interest in the above reaction diffusion equation is motivated by
the fact that (1) can be seen as a singular limit ǫ ↓ 0 of Fitz-Hugh
Nagumo systems
∂tv(t, x) = νvxx(t, x) + bf(v(t, x))− w(t, x) + I
∂tw(t, x) = ε(v(t, x)− γw(t, x)) (t, x) ∈ R+ × R
when the adaptation variable w is set constant to the value of the input
current I (see the monograph [1]). The Fitz-Hugh Nagumo system, a
3mathematical idealization of the Hodgkin Huxley model, admits, un-
der appropriate assumptions on the coefficients, pulse solutions that
serve as a mathematical model for the action potential travelling along
the nerve axon. By adding noise to this system, e.g. channel noise,
the resulting dynamical system exhibits many interesting features like
propagation failure of the pulse solution, backpropagation, annihilation
and spontaneous pulse solutions. Recent computational studies can be
found in [13, 14].
We are therefore interested in a rigorous mathematical analysis of sto-
chastic reaction-diffusion systems with bistable reaction terms. With a
view towards the above mentioned features of the noisy system, we are
in particular interested to establish a multiscale analysis of the whole
dynamics which requires in a first step a robust stability result of the
travelling pulse solution. As already mentioned for the scalar-valued
case, the existing stability results (e.g. [2, 6] for systems) cannot be
carried over to the stochastic case. In order to reduce the mathematical
difficulty of the problem, we therefore consider the scalar-valued case
in the present paper as a starting point.
Before we proceed let us first draw a couple of conclusions on the
travelling wave resulting from our assumptions.
Lemma 1.1. Assume that (A1) and (A2) hold. Then:
(i) vˆ2x(x) ≤ 2bν
∫ 1
vˆ(x)
f(v) dv for all x. In particular,
lim
x→+∞
e−α
c
ν
xvˆ2x = 0 for α ≥ 0 .
(ii) e−2
c
ν
xvˆ2x is increasing (resp. decreasing) for x ≤ vˆ−1(a) (resp.
x ≥ vˆ−1(a)). In particular,
lim
x→±∞
e−α
c
ν
xvˆ2x = 0 for α ∈ [0, 2[ .
The proof of Lemma 1.1 is given in Section 4 below. The next Propo-
sition summarizes the main conclusions implied by the additional as-
sumption (A3).
Proposition 1.2. Assume that (A1) - (A3) hold. Then:
(i) f(vˆ)
vˆx
is strictly monotone increasing. In particular,
− d
2
dx2
log vˆx = − d
dx
vˆxx
vˆx
=
b
ν
d
dx
f(vˆ)
vˆx
> 0 ,
i.e., vˆx is strictly log-concave (but not uniformly).
(ii)
γ− := inf
b
ν
f(vˆ)
vˆx
=
c
2ν
−
√( c
2ν
)2
− b
ν
f ′(0)
γ+ := sup
b
ν
f(vˆ)
vˆx
=
c
2ν
+
√( c
2ν
)2
− b
ν
f ′(1) .
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(iii) ∫ 0
−∞
e−2α
c
ν
x
(
vˆ2x + vˆ
2
xx
)
dx <∞ for all α c
ν
<
c
ν
− γ−∫ ∞
0
e−2α
c
ν
x
(
vˆ2x + vˆ
2
xx
)
dx <∞ for all α c
ν
>
c
ν
− γ+
In particular, ∫
e−
c
ν
x
(
vˆ2x + vˆ
2
xx
)
dx <∞ .
The proof of Proposition 1.2 is given in Section 4 below.
The next theorem contains the essential functional inequality that is
implied by (A3).
Theorem 1.3. Assume that (A1) - (A3) hold. Then there exists some
κ > 0 such that
(2) − d
2
dx2
log vˆx +
(
d
dx
log vˆx
)2
− c
ν
d
dx
log vˆx ≥ κ .
The proof of Theorem 1.3 is given in Section 4 below. We will assume
from now on for all subsequent results that (A1) - (A3) hold.
Example 1.4. In the particular case of the Nagumo equation, i.e., f(v) =
v(1− v)(v− a) for a ∈ (0, 1), the travelling wave is explicitely given as
vˆ(x) = (1 + e−kx)−1 (resp. its spatial translates) with k =
√
b
2ν
. The
corresponding wave speed c can be calculated as c =
√
2νb
(
1
2
− a). The
logarithmic derivative ρ := d
dx
log vˆx =
vˆxx
vˆx
is given as ρ = c
ν
− b
ν
f
vˆx
=√
2b
ν
(
1
2
− vˆ). Thus
−ρ′ + ρ2 − c
ν
ρ =
b
ν
(
(vˆ − a)2 + a(1 − a)) ≥ b
ν
a(1− a) > 0 .
With the functional inequality (2) of Theorem 1.3 we can now state
the mentioned result on the Lyapunov stability of the linearization of
(1) along the travelling wave vˆ in the deterministic case. To state our
result precisely, let us introduce the Hilbert space H = L2(R) and the
Sobolev space V = H1,2(R), defined as the closure of C1c (R) w.r.t. the
norm
‖u‖2V =
∫
R
u2 + u2x dx
in H . Identifying H with its dual H ′ we obtain dense and continuous
embeddings V →֒ H ≡ H ′ →֒ H ′. Note that w.r.t. this embedding the
dualization between V ′ and V reduces for f ∈ H to the inner product
in H , i.e., V ′〈f, g〉V = 〈f, g〉H =
∫
fg dx. The elementary estimate
5u2(y) = 2
∫ y
−∞ ux(x)u(x) dx ≤
∫
u2x + u
2 dx ≤ ‖u‖2V for u ∈ C1c (R) can
be extended to the estimate ‖u‖∞ ≤ ‖u‖V for all u ∈ V that turns out
to be crucial in the following.
The unbounded linear operator νuxx induces a continuous mapping
A : V → V ′, because for u ∈ C1c (R)
V ′〈Au, v〉V ′ =
∫
νuxx v dx = −ν
∫
uxvx dx ≤ ν‖u‖V ‖v‖V .
Theorem 1.5. Let u ∈ V . Then
V ′〈Au+ bf ′(vˆ)u, u〉V ≤ −κ∗‖u‖2V + C∗〈u, vˆx〉2
where
κ∗ :=
κ
κ +
(
c
2ν
)2 νq1
and
C∗ =
(
κ∗q2 +
ν
κ
( c
2ν
)2(
κ+
( c
2ν
)2) ∫ e− cν xvˆ2x dx(∫
e−
c
2ν
xvˆ2x dx
)2
)
.
Here, κ is the lower bound obtained in Theorem 1.3 and q1 and q2 are
defined in Lemma 5.4 below.
The proof of Theorem 1.5 is given in Section 5 below.
The previous Theorem states that the flow generated by the semilinear
diffusion equation is contracting in the direction that is orthogonal to
vˆx (and its spatial translates). To properly quantify this contraction
we will need to model the equation (1) as an evolution equation in the
appropriate function space.
1.1. Realization of (1) as evolution equation. In the next step
we want to realize the reaction diffusion equation (1) as an evolution
equation on a suitable function space. To this end we need to impose
yet additional assumptions on the reaction term, but now concerning
only its global behaviour at infinity and not affecting its behaviour
on [0, 1] hence also not the travelling wave vˆ. We assume that the
derivative f ′ of the reaction term is bounded from above
(B1) η1 := sup
x∈R
f ′(x) <∞ ,
that there exists a finite positive constant L such that
(B2) |f(x1)− f(x2)| ≤ L|x1 − x2|
(
1 + x21 + x
2
2
) ∀x1, x2 ∈ R ,
which is typically satisfied for polynomials of third degree with leading
negative coefficient and that there exists η2 such that
(B3)
|f(u+ v)− f(v)− f ′(v)u| ≤ η2(1 + |u|)|u|2 ∀v ∈ [0, 1] , u ∈ R .
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Since we are interested in the asymptotic stability of the travelling wave
also w.r.t. stochastic perturbations, it is now natural to consider the
following decomposition v(t, x) = u(t, x)+ vˆ(x) of the solution v of (1),
where u now satisfies the following equation
(3) ut(t, x) = νuxx(t, x) + b (f(u(t, x) + vˆ(x))− f(vˆ(x))
on R+ × R that can be analysed best in a variational framework.
2. The deterministic case
The nonlinear term
(4) G(t, u) := f(u+ vˆ(t))− f(vˆ(t))
can be realized as a continuous mapping
G : [0,∞)× V → V ′
being Lipschitz w.r.t. second variable u on bounded subsets of V .
Indeed, condition (B2) on f implies that
V ′〈G(t, u), w〉V ′ =
∫
R
G(t, u)w dx =
∫
R
(f(u+ vˆ(t))− f(vˆ(t)))w dx
≤ L
∫
R
|u|(2 + u2)|w| dx ≤ L‖u‖H
(
3 + 2‖u‖2V
) ‖w‖H
hence
(5) ‖G(t, u)‖V ′ ≤ L‖u‖H
(
3 + 2‖u‖2V
)
and similarly
V ′〈G(t, u1)−G(t, u2), w〉V ′ =
∫
R
(f(u1 + vˆ(t))− f(u2 + vˆ(t))w dx
≤ L‖u1 − u2‖H
(
4 + 2‖u1‖2V + 2‖u2‖2V
) ‖w‖H
which implies
(6) ‖G(t, u1)−G(t, u2)‖V ′ ≤ 2L
(
2 + ‖u1‖2V + ‖u2‖2V
) ‖u1 − u2‖H .
The sum Au+bG(t, u) of both operators now satisfies the global mono-
tonicity condition
(7)
〈Au1 + bG(t, u1)−Au2 − bG(t, u2), u1 − u2〉
=
∫
A(u1 − u2)(u1 − u2) dx+ b
∫
(G(t, u1)−G(t, u2))(u1 − u2) dx
= −ν
∫
(u1 − u2)2x dx+ b
∫
(G(t, u1)−G(t, u2))(u1 − u2) dx
≤ bη1‖u1 − u2‖2H
using (B1) and similarly the coercivity condition
(8) 〈Au+ bG(t, u), u〉 ≤ −ν‖u‖2V + (ν + bη1)‖u‖2H
7since f(s)s = (f(s)− f(0))(s− 0) ≤ η1s2 for all s ∈ R using (B1).
Theorem 1.1 in [8] now implies for all initial conditions u0 ∈ H and
all finite times T existence and uniqueness of a variational solution
u ∈ L∞([0, T ];H) ∩ L2([0, T ];V ) satisfying the integral equation
(9) u(t) = u0 +
∫ t
0
(Au(s) + b(f(u(s) + vˆ(s))− f(vˆ(s)))) ds
and we may extend the solution to the whole time axes R+.
The integral on the right hand side of (9) is well-defined as a Bochner
integral in L2([0, T ];V ′) using (5) which implies in particular that the
mapping t 7→ u(t), R+ → V ′, is differentiable with differential
(10)
du
dt
= Au(t) + b (f(u(t) + vˆ(t))− f(vˆ(t))) ∈ V ′ ,
hence continuous.
We are now ready to state precisely our notion of stability we are going
to prove in the following.
Definition 2.1. The travelling wave solution vˆ is called locally asymp-
totically stable w.r.t. the H-norm if there exists δ > 0 such that for
initial condition v0 with v0 − vˆ ∈ H and ‖v0 − vˆ‖H ≤ δ the unique
variational solution u(t, x) = v(t, x)− vˆ(x) of (3) satisfies
lim
t→∞
‖v0 − vˆ(·+ x0)‖H = 0
for some (phase) x0 ∈ R.
In order to apply Theorem 1.5 we need to control the tangential compo-
nent 〈v(t)− vˆ(·+x0), vˆx(·+x0)〉2 of the given solution v(t) = u(t)+ vˆ(t)
w.r.t. the appropriate phase-shift x0, i.e., the phase-shift x0 that min-
imizes the L2-distance between the solution v(t) and the orbit consist-
ing of all phase-shifted travelling waves vˆ(·+x0). This can be achieved
asymptotically by introducing dynamically by by introducing the fol-
lowing ordinary differential equation
(11)
C˙(t) = c+m〈v(t)− vˆ (·+ C(t)) , vˆx (·+ C(t))〉 ,
C(0) = 0
for m ≥ 0. To simplify notations, let
v˜(t) := vˆ(·+ C(t))
so that we can rewrite equation (11) as
(12)
C˙(t) = c+m〈v(t)− v˜(t), v˜x(t)〉 ,
C(0) = 0 .
The next Proposition first shows that (11) is well-posed.
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Proposition 2.2. Let v = u + vˆ(t) be a solution of (10) with u ∈
L∞([0, T ], H) ∩ L2([0, T ];V ). Then
B(t, C) = 〈v(t)− vˆ(·+ C), vˆx(·+ C)〉H
is continuous in (t, C) ∈ [0, T ]× R and Lipschitz continuous w.r.t. C
with Lipschitz constant independent of t.
Proof. First note that
B(t, C1)− B(t, C2) = 〈vˆx(·+ C1)− vˆx(·+ C2), u(t)〉H
− 〈vˆx(·+ C1), vˆ(·+ C1)− vˆ(·)〉H
+ 〈vˆx(·+ C2), vˆ(·+ C2)− vˆ(·)〉H
Using
vˆx(x+ C1)− vˆx(x+ C2) =
∫ C2
C1
vˆxx(x+ y) dy
≤
∫ C2
C1
|vˆxx|(x+ y) dy
we conclude that the first term on the right hand side can be estimated
from above by
‖vˆx(·+ C1)− vˆx(·+ C2)‖H‖u(t)‖H
≤
(
|C1 − C2|
∫
R
∫ C2
C1
vˆ2xx(x+ y) dy dx
) 1
2
‖u(t)‖H
= |C1 − C2|‖vˆxx‖2H‖u(t)‖H
which implies that this term is Lipschitz continuous with Lipschitz
constant independent of t ∈ [0, T ].
The second and the third term can be rewritten as follows:∣∣∣〈vˆx(·+ C1), vˆ(·+ C1)− vˆ(·)〉H
− 〈vˆx(·+ C2), vˆ(·+ C2)− vˆ(·)〉H
∣∣∣
=
∣∣∣〈vˆx, vˆ(· − C2)− vˆ(· − C1)〉H∣∣∣
≤ ‖vˆx‖H
(∫
R
(∫ C2
C1
vˆx(·+ y) dy
)2
dx
) 1
2
≤ ‖vˆx‖H |C1 − C2|‖vˆx‖H
so that also these two terms are Lipschitz continuous with Lipschitz
constant independent of t. 
In the following let
(13) u˜(t) := u(t) + vˆ(t)− v˜(t) = v(t)− v˜(t) .
9Proposition 2.3. Let u = v − vˆ(t) ∈ L∞ ([0, T ];H) ∩ L2 ([0, T ];V ) be
a solution of (10) and u˜ be given by (13). Then u˜ ∈ L∞ ([0, T ];H) ∩
L2 ([0, T ];V ) again and u˜ satisfies the evolution equation
(14)
du˜
dt
(t) = ν∆u˜(t) + bG˜ (t, u˜(t))− (C˙(t)− c)v˜x(t)
= ν∆u˜(t) + bf ′ (v˜(t)) u˜(t) + bR˜ (t, u˜(t))− (C˙(t)− c)v˜x(t)
with
G˜(t, u) = f (u+ v˜(t))− f (v˜(t)) ,
R˜(t, u) = G˜(t, u)− f ′ (v˜(t)) u .
The proof of the Proposition is an immediate consequence of (10) and
(11) (resp. (12)). (B3) implies for the remainder R˜ the following
estimate
(15)
〈R˜(t, u), u〉 ≤ η2
∫
(1 + |u|)|u|3 dx ≤ η2
(‖u‖∞ + ‖u‖2∞) ‖u‖2H
≤ η2
(‖u‖H + ‖u‖2H) ‖u‖2V .
We are now ready to state our main result in the deterministic case:
Theorem 2.4. Recall the definition of κ∗ and C∗ in Theorem 1.5. Let
m ≥ C∗. If the initial condition v0 = u0 + vˆ is close to vˆ in the sense
that
‖u0‖H <
(
δ
κ∗
2bη2
)
∧ 1
for some δ < 1 and v(t) = u(t)+ vˆ(t), where u(t) is the unique solution
of (10), then
‖v(t)− vˆ (·+ C(t)) ‖H ≤ e−(1−δ)κ∗t‖v0 − vˆ‖H .
Proof. Let u˜(t) := v(t)− v˜(t) be as in (13). Then Proposition 2.3 and
equation (15) imply that
(16)
1
2
d
dt
‖u˜(t)‖2H = 〈ν∆u˜(t) + bf ′(v˜(t))u˜(t), u˜(t)〉+ b〈R˜(t, u˜(t)), u˜(t)〉
−m〈v˜x(t), u˜(t)〉2
≤ 〈ν∆u˜(t) + bf ′(v˜(t))u˜(t), u˜(t)〉
+ bη2
(‖u˜(t)‖H + ‖u˜(t)‖2H) ‖u˜(t)‖2V −m〈v˜x(t), u˜(t)〉2 .
Using translation invariance of ν∆ and
∫
u2x dx, Theorem 1.5 yields the
estimate
(17)
〈ν∆u˜(t) + bf ′(v˜TW (t))u˜(t), u˜(t)〉
≤ −κ∗‖u˜(t)‖2V + C∗〈u˜(t), v˜x〉2 .
Inserting (17) into (16) yields that
1
2
d
dt
‖u˜(t)‖2H ≤ −κ∗‖u˜(t)‖2V + bη2
(‖u˜(t)‖H + ‖u˜(t)‖2H) ‖u˜(t)‖2V .
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In the next step we define the stopping time
T := inf
{
t ≥ 0 | ‖u˜(t)‖H ≥
(
δ
κ∗
2bη2
)
∧ 1
}
with the usual convention inf ∅ = ∞. Continuity of t 7→ ‖u˜(t)‖H
implies that T > 0 since ‖u0‖H <
(
δ κ∗
2bη2
)
∧ 1. For t < T note that
1
2
d
dt
‖u˜(t)‖2H ≤ −(1− δ)κ∗‖u˜(t)‖2V ≤ −(1− δ)κ∗‖u˜(t)‖2H
which implies that
‖u˜(t)‖2H ≤ e−2(1−δ)κ∗t‖u0‖2H
for t < T . Suppose now that T <∞. Then continuity of t 7→ ‖u˜(t)‖H
implies on the one hand that ‖u˜(T )‖H =
(
δ κ∗
2bη2
)
∧ 1 and on the other
hand, using the last inequality,
‖u˜(T )‖H = lim
t↑T
‖u˜(t)‖H ≤ e−(1−δ)κ∗T‖u0‖H <
(
δ
κ∗
2bη2
)
∧ 1
which is a contradiction. Consequently, T =∞ and thus
‖u˜(t)‖H ≤ e−(1−δ)κ∗t‖u0‖H ∀t ≥ 0
which implies the assertion. 
3. The reaction-diffusion equation with noise
In this section we will generalize the stability result for the reaction-
diffusion equation (1) to the stochastic case. To this end we cosider
the following equation
(18) dv(t) =
[
ν∂2xxv(t) + bf(v(t))
]
dt+ Σ0(v(t)) dW (t)
where W = (W (t))t≥0 is a cylindrical Wiener process with values in
some separable real Hilbert space U defined on some underlying filtered
probability space (Ω,F , (F(t))t≥0, P ) and
Σ0 : vˆ +H 7→ L2(U,H)
is a measurable map with values in the linear space of all Hilbert-
Schmidt operators from U to H such that there exists some constant
LΣ0 with
(19) ‖Σ0(vˆ+u1)−Σ0(vˆ+u2)‖L2(U,H) ≤ LΣ0‖u1−u2‖H ∀u1 , u2 ∈ H .
For the theory of cylindrical Wiener processes see [11]. To simplify
presentation of the results we also assume the following translation
invariance
(20) ‖Σ0(vˆ(·−C))‖L2(U,H) = ‖Σ0(vˆ+(vˆ(· − C)− vˆ))‖L2(U,H) ∀C ∈ R .
A typical example covered by the assumptions is
dv(t) =
[
ν∂2xxv(t) + bf(v(t))
]
dt+ σ(v(t)) dWQ(t)
11
where σ : R → R is Lipschitz, σ(0) = σ(1) = 0, WQ is a Q-Wiener
process with covariance operatorQ for which its square-root
√
Q admits
a kernel k√Q(x, y) ∈ L2(R2) satisfying
sup
x∈R
∫
k2√
(Q)
(x, y) dy <∞
(see [12]).
Similar to the deterministic case we can give the equation a rigorous
formulation as a stochastic evolution equation with values in the Hilbert
spaceH = L2(R) by decomposing v(t) = u(t)+vˆ(t) w.r.t. the travelling
wave to obtain the following stochastic evolution equation
(21) du(t) = [ν∆u(t) + bG(t, u(t))] dt+ Σ(t, u(t)) dW (t)
where the nonlinear term G is as in (4) and
(22) Σ(t, u)h := Σ0 (vˆ(t) + u)h , u ∈ H , h ∈ U ,
is a continuous mapping
Σ(·, ·) : [0,∞)×H → L2(U,H) .
The assumptions (19) and (20) on the dispersion operator imply
(23) ‖Σ(t, u1)− Σ(t, u2)‖L2(U,H) ≤ LΣ0‖u1 − u2‖H
and
(24) ‖Σ(t, u)‖L2(U,H) ≤ ‖Σ0(vˆ)‖L2(U,H) + LΣ0‖u‖H .
We now consider the equation (18) w.r.t. the same triple V →֒ H ≡
H ′ →֒ V ′ as in the deterministic case. Due to the properties (5), (6), (7)
and (8), we can deduce from Theorem 1.1. in [8] for all finite T and all
(deterministic) initial conditions u0 ∈ H the existence and uniqueness
of a solution (u(t))t∈[0,T ] of (18) satisfying the moment estimate
E
(
sup
t∈[0,T ]
‖u(t)‖2H +
∫ T
0
‖u(t)‖2V dt
)
<∞ .
In particular, for any m ∈ R, we can apply Proposition 2.2 to a typical
trajectory u(·)(ω) to obtain a unique solution C(·)(ω) of the ordinary
differential equation (12). It is also clear that the resulting stochastic
process (C(t))t≥0 is (Ft)t≥0-adapted, since (u(t))t≥0 is.
In the next step let us consider the stochastic process
u˜(t) = u(t) + vˆ(t)− vˆ(·+ C(t)) = v(t)− v˜(t)
which is (Ft)t≥0 adapted too and satisfies the stochastic evolution equa-
tion
du˜(t) =
[
ν∆u˜(t) + bG˜(t, u˜(t))− (C˙(t)− c)v˜x(t)
]
dt+Σ˜(t, u˜(t)) dW (t) ,
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where
G˜(t, u) = f(u+ v˜(t))− f(v˜(t)) , Σ˜(t, u) = Σ(t, u+ v˜(t)) ,
and the moment estimates
E
(
sup
t∈[0,T ]
‖u˜(t)‖2H +
∫ T
0
‖u˜(t)‖2V dt
)
<∞ .
Theorem 4.2.5 in [11] now implies that the real-valued stochastic pro-
cess ‖u˜‖2H(t) is a continuous local semimartingale so that we have in
particular the following time-dependent Ito-formula
(25)
ϕ(t, ‖u˜(t)‖2H) =
∫ t
0
ϕt(s, ‖u˜(s)‖2H) + 2ϕx(s, ‖u˜(s)‖2H)〈ν∆u˜(s)
+ bG˜(s, u˜(s))− C˙(s)w˜(s), u˜(s)〉
+ ϕx(s, ‖u˜(s)‖2H)‖Σ˜(s, u˜(s))‖2L2(H)
+ ϕxx(s, ‖u˜(s)‖2H)2‖Σ˜∗(s, u˜(s))u˜(s)‖2H ds
+
∫ t
0
ϕx(s, ‖u˜(s)‖2H) dM˜s
for any ϕ ∈ C1,2([0, T ]×R+). Here, Σ˜∗(s, u) denotes the adjoint oper-
ator of Σ˜(s, u).
Theorem 3.1. Recall the definition of κ∗ and C∗ in Theorem 1.5 and
assume that L2Σ0 ≤ κ∗4 . Let v0 = u0 + vˆ and v(t) = u(t) + vˆ(t), where
u(t) is the unique solution of the stochastic evolution equation (18) and
u˜(t) = u(t) + vˆ(t)− v˜(t). Then
P (T <∞) ≤ 1
c2∗
(
‖u˜(0)‖2H +
4
κ∗
‖Σ0(vˆ)‖2L2(U,H)
)
where T denotes the first exit time
(26) T := inf{t ≥ 0 | ‖u˜(t)‖H > c∗} , c∗ =
(
κ∗
4bη2
)
∧ 1 ,
with the usual convention inf ∅ = ∞.
Proof. Similar to the proof of Theorem 1.5 we have the following in-
equality
〈ν∆u˜(t) + bG˜(t, u˜(t))− (C˙(t)− c)v˜x(t), u˜(t)〉
≤ −κ∗‖u˜(t)‖2V + bη2
(‖u˜(t)‖H + ‖u˜(t)‖2H) ‖u˜(t)‖2V .
In particular,
〈ν∆u˜(t) + bG˜(t, u˜(t))− (C˙(t)− c)v˜x(t), u˜(t)〉 ≤ −κ∗
2
‖u˜(t)‖2V
for t ≤ T , where T is as in (26). (24) and (20) imply
‖Σ˜(u˜(t))‖2L2(H) ≤ 2
(
L2Σ0‖u˜(t)‖2H + ‖Σ0(vˆ)‖2L2(U,H)
)
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and therefore
2〈ν∆u˜(t) + bG˜(t, u˜(t))− C˙(t)v˜x(t), u˜(t)〉+ ‖Σ˜(t, u˜(t))‖2L2(H)
≤ −κ∗
2
‖u˜(t)‖2V + 2‖Σ0(vˆ)‖2L2(U,H) .
Applying Ito’s formula (25) to e
κ∗
2
tx, then yields for t < T that
e
κ∗
2
t‖u˜(t)‖2H ≤ ‖u˜(0)‖2H +
4
κ∗
(
e
κ∗
2
t − 1
)
‖Σ0(vˆ)‖2L2(U,H)
+
∫ t
0
e
κ∗
2
s dM˜s .
Taking expectations we obtain
E
(‖u˜(t ∧ T )‖2H) ≤ ‖u˜(0)‖2H + 4κ∗‖Σ0(vˆ)‖2L2(U,H)
and thus in the limit t ↑ ∞
c2∗P (T <∞) = E
(‖u˜(T )1T<∞‖2H) ≤ lim
t↑∞
E
(‖u˜(t ∧ T )‖2H)
≤ ‖u˜(0)‖2H +
4
κ∗
‖Σ0(vˆ)‖2L2(U,H)
which implies the assertion. 
4. Proof of Lemma 1.1, Proposition 1.2 and Theorem 1.3
4.1. Proof of Lemma 1.1 and Proposition 1.2.
Proof. (of Lemma 1.1) For the proof of (i) note that vˆx ≥ 0 and∫∞
−∞ vˆxdx = limx→∞ vˆ(x)− vˆ(−x) = 1. In particular, vˆx ∈ L1(R) which
implies that limn→∞ vˆx(xn) = 0 for some sequence xn ↑ ∞. It follows
for all x that
vˆ2x(x) = vˆ
2
x(xn)− 2
∫ xn
x
vˆxxvˆx dx
= vˆ2x(xn)− 2
c
ν
∫ xn
x
vˆ2x dx+ 2
b
ν
∫ xn
x
f(vˆ)vˆx dx
≤ vˆ2x(xn) + 2
b
ν
∫ vˆ(xn)
vˆ(x)
f(v) dv ∀n .
Consequently,
vˆ2x(x) ≤ lim
n→∞
vˆ2x(xn) + 2
b
ν
∫ vˆ(xn)
vˆ(x)
f(v) dv =
2b
ν
∫ 1
vˆ(x)
f(v) dv .
In particular,
lim
x→∞
vˆ2x(x) ≤ lim sup
x→∞
2b
ν
∫ 1
vˆ(x)
f(v) dv = 0
and thus also limx→∞ e−α
c
ν
xvˆ2x(x) = 0 for all α ≥ 0.
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For the proof of (ii) note that for all α ∈ R
(27)
d
dx
(e−α
c
ν
xvˆ2x) =
(
−α c
ν
vˆx + 2vˆxx
)
e−α
c
ν
xvˆx
= (2− α) c
ν
e−α
c
ν
xvˆ2x −
b
ν
e−α
c
ν
xf(vˆ)vˆx .
Taking α = 2 we conclude in particular that d
dx
(
e−α
c
ν
xvˆ2x
) ≥ 0 (resp.
≤ 0) for x ≤ v−1(a) (resp. x ≥ v−1(a)), since vx ≥ 0 and f(vˆ(x)) ≤ 0
(resp. ≥ 0) for x ≤ v−1(a) (resp. x ≥ v−1(a)). Consequently, for c ≥ 0,
lim
x→−∞
e−2
c
ν
xvˆ2x(x) = inf
x≤v−1(a)
e−2
c
ν
xvˆ2x(x) =: γ <∞
and thus for α < 2
lim
x→−∞
e−α
c
ν
xvˆ2x(x) ≤ lim sup
x→−∞
e(2−α)
c
ν
xγ = 0 .
Similarly in the case c ≤ 0
lim
x→∞
e−2
c
ν
xvˆ2x(x) = inf
x≥v−1(a)
e−2
c
ν
xvˆ2x(x) =: γ <∞
and thus for α < 2
lim
x→∞
e−α
c
ν
xvˆ2x(x) ≤ lim sup
x→∞
e(2−α)
c
ν
xγ = 0 .
Combining with (i) we obtain the assertion. 
Let us now turn to the proof of Proposition 1.2. Let x∗ = vˆ−1(v∗) and
w(x) := e−
c
2ν
xvˆx(x). Then
wxx =
(( c
2ν
)2
− b
ν
f ′(vˆ)
)
w ,
since differentiating cvˆx = νvˆxx+ bf(vˆ) implies cvˆxx = νvˆxxx+ bf
′(vˆ)vˆx.
Proof of Proposition 1.2 (i) Note that
d
dx
(
w2x +
(
b
ν
f ′(vˆ)−
( c
2ν
)2)
w2
)
=
b
ν
f ′′ (vˆ) vˆxw2
is strictly increasing (resp. decreasing ) for x < x∗ (resp. x > x∗).
According to Lemma 1.1
lim
|x|→∞
(
w2x +
(
b
ν
f ′(vˆ)−
( c
2ν
)2)
w2
)
= 0
so that
w2x +
(
b
ν
f ′(vˆ)−
( c
2ν
)2)
w2 ≥ 0 ∀x .
Using wx =
(
c
2ν
− b
ν
f(vˆ)
vˆ
)
w, we conclude that(
c
2ν
− b
ν
f(vˆ)
vˆx
)2
+
b
ν
f ′(vˆ)−
( c
2ν
)2
> 0 .
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or equivalently
(28)
b
ν
f ′(vˆ)− b
ν
f(vˆ)
vˆx
(
c
ν
− b
ν
f(vˆ)
vˆx
)
> 0 .
In particular,
b
ν
d
dx
f(vˆ)
vˆx
=
b
ν
f ′(vˆ)− b
ν
f(vˆ)
vˆx
vˆxx
vˆx
> 0
so that f(vˆ)
vˆx
is strictly increasing which implies that vˆx is log-concave,
because
− d
2
dx2
log vˆx = − d
dx
vˆxx
vˆx
= − d
dx
(
c
ν
− b
ν
f(vˆ)
vˆx
)
> 0 .
For the proof of part (ii) of Proposition 1.2 we will first need the fol-
lowing
Lemma 4.1. Let K+ :=
1−vˆ(x0)
vˆx(x0)
and K− :=
vˆ(x0)
vˆx(x0)
. Then
(i) 1−vˆ(x)
vˆx(x)
≤ K+ for x ≥ x0,
(ii) vˆ(x)
vˆx(x)
≤ K− for x ≤ x0.
Proof. (i) Consider the function h := 1−vˆ
vˆx
. Clearly, h˙ = −1 − vˆxx
vˆx
h is
negative, hence h decreasing, in a neighborhood of x0. Since vˆx is log-
concave it follows that − vˆxx
vˆx
is increasing on [x0,∞). We may assume
in the following that there exists some x+ > x0 with
− vˆxx
vˆx
(x+) =
vˆx
1− vˆ (x+) .
In fact, if this is not the case, then h˙ ≤ 0 for all x ≥ x0, hence h
decreasing on [x0,∞) which already implies the assertion.
So let us assume that h is decreasing on [x0, x+] only. In particular,
1−vˆ(x)
vˆx(x+)
≤ K+. For x ≥ x+ it follows that − vˆxxvˆx (x) ≥ − vˆxxvˆx (x+) =
vˆx
1−vˆ (x+), hence
d
dx
(
e−
vˆx
1−vˆ
(x+)xvˆx
)
≤ 0, and consequently,
1− vˆ(x) =
∫ ∞
x
vˆx(s) ds =
∫ ∞
x
e
vˆx
1−vˆ
(x+)s
(
e−
vˆx
1−vˆ
(x+)(s)vˆx(s)
)
ds
≤
∫ ∞
x
e
vˆx
1−vˆ
(x+)s ds
(
e−
vˆx
1−vˆ
(x+)xvˆx(x)
)
=
vˆ
1− vˆx (x+)vˆx(x) ≤ K+vˆx(x) .
(ii) is shown similar. 
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Proof of Proposition 1.2 (ii) Since f(0) = 0 it follows that limv→0
|f(v)|
v
<
∞ and thus
lim sup
x→−∞
|f(vˆ)|
vˆx
(x) = lim sup
x→−∞
|f(vˆ)|
vˆ
vˆ
vˆx
(x) <∞
due to the previous Lemma 4.1. Similarly, f(1) = 0 implies that
limv→1
f(v)
1−v <∞ and thus
lim sup
x→∞
f(vˆ)
vˆx
(x) = lim sup
x→∞
f(vˆ)
1− vˆ
1− vˆ
vˆx
(x) <∞ .
To compute γ− note that bν
f(vˆ)
vˆx
is increasing in x, hence γ− = limx→−∞ bν
f(vˆ)
vˆx
(x) =
infx∈R bν
f(vˆ)
vˆx
(x) exists, must be strictly negative and is finite. Applying
l’Hospital’s rule we obtain that
γ− = lim
x→−∞
b
ν
f(vˆ)
vˆx
(x) = lim
x→−∞
b
ν
f ′(vˆ)(x)
vˆx
vˆxx
(x) =
b
ν
f ′(0)
1
c
ν
− γ−
or equivalently, γ−
(
c
ν
− γ−
)
= b
ν
f ′(0). Since γ− < 0 we obtain the
assertion. γ+ can be computed similarly.
Proof of Proposition 1.2 (iii) The previous part implies for the
logarithmic derivative of vˆx that
lim
x→−∞
vˆxx
vˆx
=
c
ν
− γ− > c
ν
and
lim
x→∞
vˆxx
vˆx
=
c
ν
− γ+ < c
ν
so that for every α satisfying α c
ν
< c
ν
−γ− (resp. α cν > cν−γ+) it follows
that e−α
c
ν
xvˆx is increasing for small x (resp. decreasing for large x).
Hence
∫ 0
−∞ e
−α c
ν
xvˆ2x dx <∞ (resp.
∫∞
0
e−α
c
ν
xvˆ2x dx <∞) in both cases.
We can also now estimate∫ 0
−∞
e−α
c
ν
xvˆ2xx dx ≤ sup
x∈R
|vˆxx|
vˆx
∫ 0
−∞
e−α
c
ν
xvˆ2x dx <∞
for α c
ν
< c
ν
− γ− and∫ ∞
0
e−α
c
ν
xvˆ2xx dx ≤ sup
x∈R
|vˆxx|
vˆx
∫ ∞
0
e−α
c
ν
xvˆ2x dx <∞
for α c
ν
> c
ν
− γ+, since
sup
x∈R
|vˆxx|
vˆx
≤ |c|
ν
+ sup
x∈R
|f(vˆ)|
vˆx
<∞
again due to the previous part (ii).
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4.2. Proof of Theorem 1.3. Inequality (2) is equivalent to
(29)
b
ν
f ′(vˆ) + 2
b
ν
f(vˆ)
vˆx
(
b
ν
f(vˆ)
vˆx
− c
ν
)
≥ κ .
Since
b
ν
f ′(vˆ) + 2
b
ν
f(vˆ)
vˆx
(
b
ν
f(vˆ)
vˆx
− c
ν
)
>
b
ν
f(vˆ)
vˆx
(
b
ν
f(vˆ)
vˆx
− c
ν
)
and limx→±∞ bν
f(vˆ)
vˆx
(
b
ν
f(vˆ)
vˆx
− c
ν
)
> 0, it remains to prove that
(30) g2 :=
1
2
f ′(vˆ)vˆ2x − f(vˆ)vˆxx > 0
for x with 0 ≤ b
ν
f(vˆ)
vˆx
(x) ≤ c
ν
in order to be able to find κ > 0 satisfying
(29). In the particular case c = 0 this is obvious.
We therefore assume from now on that c > 0. Since f(vˆ)
vˆx
is strictly
increasing, it follows that for all α ∈] inf b
c
f(vˆ)
vˆx
, sup b
c
f(vˆ)
vˆx
[ there exists a
unique xα ∈ R with
b
ν
f(vˆ)
vˆx
(xα) = α
c
ν
.
In particular, vˆ(x0) = a and vˆ(x1) is the unique root of vˆxx, that is,
x1 is the location of the maximum of vˆx and x0 ≤ x1 and both, f(vˆ),
f ′(vˆ) ≥ 0 on [x0, x1].
We will subdivide the proof of (30) into the three cases x ∈ [x0, x0.5∧x∗],
x ∈ [x0.5 ∨ x∗, x1] and x ∈ [x0.5 ∧ x∗, x0.5 ∨ x∗].
Lemma 4.2. g2(x) > 0 for x ∈ [x0, x0.5 ∧ x∗].
Proof. We may suppose that x∗ ≥ x0, because otherwise, the interval
is empty. Let
x¯ := inf{x ≥ x0 | g2(x) = 0} .
We will show that x¯ > x0.5 ∧ x∗. Since g2(x0) = 12f ′(a)vˆ2x(x0) > 0 we
certainly have that x¯ > x0. Suppose now that x¯ ≤ x0.5 ∧ x∗. Then for
all m ∈ N
d
dx
f(vˆ)vˆxxvˆ
m
x = f
′(vˆ)vˆxxvˆ1+mx + f(vˆ)
(
vˆxxx +m
vˆ2xx
vˆx
)
vˆmx
=
c
ν
f(vˆ)vˆxxvˆ
m
x + f
′(vˆ)
(
c
ν
− 2 b
ν
f(vˆ)
vˆx
)
vˆm+2x
+mf(vˆ)vˆ2xxvˆ
m−1
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which implies
(31)
f(vˆ)vˆxxvˆ
m
x (x¯) =
∫ x¯
x0
e
c
ν
(x¯−s)f ′(vˆ)
(
c
ν
− 2 b
ν
f(vˆ)
vˆx
)
vˆm+2x ds
+m
∫ x¯
x0
e
c
ν
(x¯−s)f(vˆ)vˆ2xxvˆ
m−1
x ds
=: I + II , say.
Now f (2)(vˆ) ≥ 0, hence f ′(vˆ) increasing, and c
ν
− 2 b
ν
f(vˆ)
vˆx
≥ 0 due to
x ≤ x0.5 ∧ x∗, implies that
I ≤ f ′(vˆ)(x¯)
∫ x¯
x0
e
c
ν
(x¯−s)
(
c
ν
− 2 b
ν
f(vˆ)
vˆx
)
vˆm+2x ds
=
1
2
f ′(vˆ)(x¯)
(
vˆm+2x (x¯)− e
c
ν
(x¯−x0)vˆm+2x (x0)−m
∫ x¯
x0
e
c
ν
(x¯−s)vˆxxvˆm+1x ds
)
+
1
2
f ′(vˆ)(x¯)
∫ x¯
x0
e
c
ν
(x¯−s)
(
c
2ν
− b
ν
f(vˆ)
vˆx
)
vˆm+2x ds
thereby using e
c
ν
(x¯−s) ( c
ν
vˆx − 2 bνf(vˆ)
)
vˆx =
d
ds
e
c
ν
(x¯−s)vˆ2x. Inserting the
last estimate into (31) and using g2(s) ≥ 0 for s ≤ x¯, hence
II ≤ m
2
∫ x¯
x0
e
c
ν
(x¯−s)f ′(vˆ)vˆxxvˆm+1x ds ,
we arrive at
f(vˆ)vˆxxvˆ
m
x (x¯) <
1
2
f ′(vˆ)vˆm+2x (x¯)
− m
2
∫ x¯
x0
e
c
ν
(x¯−s) (f ′(vˆ)(x¯)− f ′(vˆ)(s)) vˆxxvˆm+1x ds
+
1
2
f ′(vˆ)(x¯)
∫ x¯
x0
e
c
ν
(x¯−s)
(
c
2ν
− b
ν
f(vˆ)
vˆx
)
vˆm+2x ds .
We can now choose m sufficiently large such that
f ′(vˆ)(x¯)
∫ x¯
x0
e
c
ν
(x¯−s)
(
c
2ν
− b
ν
f(vˆ)
vˆx
)
vˆm+2x ds
< m
∫ x¯
x0
e
c
ν
(x¯−s) (f ′(vˆ)(x¯)− f ′(vˆ)(s)) vˆxxvˆm+1x ds
since f ′(vˆ)(x¯)− f ′(vˆ)(s) > 0 for s < x¯. It follows that f(vˆ)vˆxxvˆmx (x¯) <
1
2
f ′(vˆ)vˆm+2x (x¯), which is a contradiction to the definition of x¯. It follows
that x¯ > x0.5 ∧ x∗ and thus g2(x) > 0 on [x0, x0.5 ∧ x∗]. 
We now turn to the second subinterval [x0.5 ∨ x∗, x1] where f ′(vˆ) de-
creases.
Lemma 4.3. g2(x) > 0 for x ∈ [x0.5 ∨ x∗, x1].
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Proof. We may assume that x∗ ≤ x1. Otherwise the interval [x0∨x∗, x1]
is empty. Let
x¯ := sup{x ∈ [x0.5 ∨ x∗, x1] | g2(x) = 0} .
In this case we will show that x¯ < x0.5∨x∗. Since g2(x1) = 12f ′(v)vˆ2x(x1) >
0 we certainly have that x¯ < x1. Suppose now that x¯ ≥ x0.5∨x∗. Then
for all m ∈ N we have that
d
dx
f(vˆ)vˆxxvˆ
−m
x = f
′(vˆ)vˆxxvˆ
1−m
x + f(vˆ)
(
vˆxxx −mvˆ
2
xx
vˆx
)
vˆ−mx
=
c
ν
f(vˆ)vˆxxvˆ
−m
x − f ′(vˆ)
(
2
b
ν
f(vˆ)− c
ν
vˆx
)
vˆ1−mx
−mf(vˆ)vˆ2xxvˆ−(m+1)x
which implies
(32)
f(vˆ)vˆxxvˆ
−m
x (x¯) =
∫ x1
x¯
e
c
ν
(x¯−s)f ′(vˆ)
(
2
b
ν
f(vˆ)− c
ν
vˆx
)
vˆ1−mx ds
+m
∫ x1
x¯
e
c
ν
(x¯−s)f(vˆ)vˆ2xxvˆ
−(m+1)
x ds
=: I + II , say.
Now f (2)(vˆ) ≤ 0, hence f ′(vˆ) decreasing, and 2 b
ν
f(vˆ)− c
ν
vˆx ≥ 0 due to
x ≥ x0.5 ∨ x∗, implies that
I ≤ f ′(vˆ)(x¯)
∫ x1
x¯
e
c
ν
(x¯−s)
(
2
b
ν
f(vˆ)
vˆx
− c
ν
)
vˆ2−mx ds
=
1
2
f ′(vˆ)(x¯)
(
vˆ2−mx (x¯)− e
c
ν
(x¯−x1)vˆ2−mx (x1)−m
∫ x1
x¯
e
c
ν
(x¯−s)vˆxxvˆ1−mx ds
)
+
1
2
f ′(vˆ)(x¯)
∫ x1
x¯
e
c
ν
(x¯−s)
(
b
ν
f(vˆ)
vˆx
− c
2ν
)
vˆ2−mx ds
thereby using e
c
ν
(x¯−s) (2 b
ν
f(vˆ)− c
ν
vˆx
)
vˆx = − ddse
c
ν
(x¯−s)vˆ2x. Inserting the
last estimate into (32) and using g2(s) ≥ 0 for s ≥ x¯, hence
II ≤ m
2
∫ x1
x¯
e
c
ν
(x¯−s)f ′(vˆ)vˆxxvˆ
1−m
x ds ,
we arrive at
f(vˆ)vˆxxvˆ
−m
x (x¯) <
1
2
f ′(vˆ)vˆ2−mx (x¯)
− m
2
∫ x1
x¯
e
c
ν
(x¯−s) (f ′(vˆ)(x¯)− f ′(vˆ)(s)) vˆxxvˆ1−mx ds
+
1
2
f ′(vˆ)(x¯)
∫ x1
x¯
e
c
ν
(x¯−s)
(
b
ν
f(vˆ)
vˆx
− c
2ν
)
vˆ2−mx ds .
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We can now choose m sufficiently large such that
f ′(vˆ)(x¯)
∫ x1
x¯
e
c
ν
(x¯−s)
(
b
ν
f(vˆ)
vˆx
− c
2ν
)
vˆ2−mx ds
< m
∫ x1
x¯
e
c
ν
(x¯−s) (f ′(vˆ)(x¯)− f ′(vˆ)(s)) vˆxxvˆ1−mx ds
since f ′(vˆ)(x¯)−f ′(vˆ)(s) > 0 for s > x¯. It follows that f(vˆ)vˆxxvˆ−mx (x¯) <
1
2
f ′(vˆ)vˆ2−mx (x¯), which is a contradiction to the definition of x¯. It follows
that x¯ < x0.5 ∨ x∗ and thus g2(x) > 0 on [x0.5 ∨ x∗, x1 ∨ x∗]. 
Finally we consider the third subinterval [x0.5 ∧ x∗, x0.5 ∨ x∗].
Lemma 4.4. g2(x) > 0 for x ∈ [x0.5 ∧ x∗, x0.5 ∨ x∗].
Proof. We consider the two cases x∗ ≤ x0.5 and x0.5 > x∗ separately.
Case 1: x∗ ≤ x0.5, hence [x0.5 ∧ x∗, x0.5 ∨ x∗] = [x∗, x0.5].
In this case f ′(vˆ) is decreasing and f(vˆ)
vˆx
vˆxx
vˆx
increases, since
d
dx
f(vˆ)
vˆx
vˆxx
vˆx
=
(
c
ν
− 2 b
ν
f(vˆ)
vˆx
)
d
dx
f(vˆ)
vˆx
≥ 0 .
Hence
g2(x) = vˆ
2
x(x)
(
1
2
f ′(vˆ)− f(vˆ)
vˆx
vˆxx
vˆx
)
(x)
≥ vˆ2x(x)
(
1
2
f ′(vˆ)− f(vˆ)
vˆx
vˆxx
vˆx
)
(x0.5)
≥ vˆ
2
x(x)
vˆ2x(x0.5)
g2(x0.5) > 0
according to Lemma 4.3.
Case 2: x0.5 < x∗, hence [x0.5 ∧ x∗, x0.5 ∨ x∗] = [x0.5, x∗].
In this case f ′(vˆ is increasing and f(vˆ)
vˆx
vˆxx
vˆx
decreases, since
d
dx
f(vˆ)
vˆx
vˆxx
vˆx
=
(
c
ν
− 2 b
ν
f(vˆ)
vˆx
)
d
dx
f(vˆ)
vˆx
≤ 0 .
Hence
g2(x) = vˆ
2
x(x)
(
1
2
f ′(vˆ)− f(vˆ)
vˆx
vˆxx
vˆx
)
(x)
≥ vˆ2x(x)
(
1
2
f ′(vˆ)− f(vˆ)
vˆx
vˆxx
vˆx
)
(x0.5)
≥ vˆ
2
x(x)
vˆ2x(x0.5)
g2(x0.5) > 0
according to Lemma 4.2. 
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5. Proof of Theorem 1.5
Recall that the travelling wave satisfies the equation cvˆx = νvˆxx+bf(vˆ),
hence cvˆxx = νvˆxx + bf
′(vˆ)vˆx. Given a function u ∈ C1c (R) and writing
u = hvˆx it follows that
ν∆u+ bf ′(vˆ)u = νhxxvˆx + 2νvˆxxhx + cvˆxxh
which implies
(33)
− 〈ν∆u+ bf ′(vˆ)u, u〉 = −
∫
(νhxx + 2ν
vˆxx
vˆx
hx) h vˆ2xdx− c
∫
hvˆxxhvˆxdx
= ν
∫
h2xvˆ
2
x dx+ c
∫
hxhvˆ
2
xdx
= ν
∫ (
he
c
2ν
x
)2
x
e−
c
ν
xvˆ2x dx− ν
( c
2ν
)2 ∫
h2vˆ2xdx
=: E(h) .
In the following, consider the two functions h0(x) = 1 and h1(x) =
e−
c
2ν
x. Notice that E(h0) = 0 and E(h1) = ν
(
c
2ν
)2 ∫
e−
c
ν
xvˆ2xdx > 0.
Consequently, the Schrödinger operator ν∆u+ bf ′(vˆ)u is not negative
definite on the subspace N := span{vˆx, e− c2ν xvˆx}. vˆx can be inter-
preted as the vector pointing in the tangential direction of the orbit
of the travelling wave solutions, since d
dt
vˆ(·+ ct) = cvˆx(·+ ct) and the
second function h1(x) = e
− c
2ν
x measures the infinitesimal variation of
the linearization of ν∆u+ b (f(u+ vˆ)− f(vˆ)) w.r.t. time. Notice that
in the case c = 0 of a stationary wave both functions coincide, since
the linearization is independent of the time.
Using the representation (33) we will now first consider the gradient
form
∫
h2xw
2 dx, where w = e−
c
2ν
xvˆx. The logarithmic derivative
θ(x) :=
wx(x)
w(x)
=
c
2ν
− b
ν
f(vˆ)
vˆx
(x) =
vˆxx
vˆx
− c
2ν
of w satisfies the inequality
−θ′ + θ2 = − d
dx
vˆxx
vˆx
+
(
vˆxx
vˆx
− c
2ν
)2
= − d
dx
vˆxx
vˆx
+
(
vˆxx
vˆx
)2
− c
ν
vˆxx
vˆx
+
( c
2ν
)2
≥ κ+
( c
2ν
)2
for some κ > 0 according to Theorem 1.3. Proposition 5.5 below now
implies the weighted Hardy type inequality
(34)
∫
h2w2 dx ≤ 1
κ+
(
c
2ν
)2
∫
h2xw
2 dx
for any h ∈ C1b (R) with h(x0.5) = 0, where x0.5 is the unique root of
b
ν
f(vˆ
vˆx
(x) = c
2ν
(recall that f(vˆ)
vˆx
is strictly monotone increasing). Clearly,
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the last inequality implies the Poincare inequality
(35)
∫
h2w2 dx ≤ 1
κ+
(
c
2ν
)2
∫
h2xw
2 dx+ Z−1
(∫
hw2 dx
)2
for the normalizing constant Z =
∫
e−
c
ν
xvˆ2x dx and for any h ∈ C1b (R).
Unfortunately, this is not yet enough, since for u = he
c
2ν
xvˆx we cannot
control the tangential direction
∫
hw2 dx =
∫
ue−
c
2ν
xvˆx dx but only
the tangential direction
∫
he
c
2ν
xw2 dx =
∫
uvˆx dx. This is done in the
following
Proposition 5.1. For h ∈ C1b (R) the following inequality holds:
(36)
∫
h2 w2 dx ≤ 1
κ+
(
c
2ν
)2
∫
h2x w
2 dx+ C∗
(∫
he
c
2ν
xw2 dx
)2
.
with
C5.1 =
κ+
(
c
2ν
)2
κ
∫
e−
c
ν
xvˆ2x dx(∫
e−
c
2ν
xvˆ2x dx
)2 .
The proof of Proposition 5.1 requires the following lemma.
Lemma 5.2. There exists a function g ∈ C1(R)∩L2(R, w2 dx), g ≥ 0,
satisfying the equation
(37)(
κ+
( c
2ν
)2)
g −
(
gxx +
(
c
ν
− b
ν
f(vˆ)
vˆx
)
gx
)
=
(
κ +
( c
2ν
)2)
e
c
2ν
x .
Moreover, |gx(x)| ≤ c2ν g(x) for all x ∈ R and we have the lower bound∫
g2w2 dx ≥ (
∫
e−
c
2ν xvˆ2x dx)
2
∫
e−
c
ν xvˆ2x dx
.
Proof. Fix a 1D-Brownian motion (Wt)t≥0 defined on some underlying
probability space (Ω,A, P ). For all initial conditions x ∈ R let Xt(x)
be the unique strong solution of the stochastic differential equation
(38) dXt(x) =
(
c
ν
− b
ν
f(vˆ)
vˆx
(Xt(x))
)
dt+ dWt , X0(x) = x .
The family of solutions is a Markov process on R having invariant
measure w2 dx, i.e.,∫
R
E (h(Xt(h))w
2 dx =
∫
R
hw2 dx , t ≥ 0 .
It follows that the associated semigroup of transition operators pth(x) :=
E (h(Xt(x))) induces a contraction semigroup of Markovian integral
operators on Lp(R, w2 dx) for all p ∈ [1,∞].
Theorem V.7.4 in [7] yields that the function
g(x) :=
(
κ +
( c
2ν
)2)∫ ∞
0
e
−
(
κ+( c2ν )
2
)
t
E
(
e
c
2ν
Xt(x)
)
dt
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is twice continuously differentiable and solves equation (37). Since
e
c
2ν
x ∈ L2(R, w2 dx) we also have that g ∈ L2(R, w2 dx).
We will show next the pointwise estimate of the derivative gx. The so-
lution Xt(x) of the stochastic differential equation (38) is differentiable
w.r.t. its initial condition x. Its differential DXt(x) is the solution of
the linear linear differential equation
dDXt(x) = −2 d
dx
b
ν
f(vˆ)
vˆx
(Xt(x))DXt(x) dt ,DX0(x) = 1 ,
with explicit solution
DXt(x) = exp
(
−2 b
ν
∫ t
0
d
dx
f(vˆ)
vˆx
(Xs(x)) ds
)
< 1
for all t > 0, since d
dx
b
ν
f(vˆ)
vˆx
> 0 according to Proposition 1.2. Conse-
quently,
gx(x) =
c
2ν
(
κ+
( c
2ν
)2)∫ ∞
0
e
−
(
κ+( c2ν )
2
)
t
E
(
e
c
2ν
Xt(x)DXt(x)
)
dt
=
c
2ν
(
κ+
( c
2ν
)2)∫ ∞
0
e
−
(
κ+( c2ν )
2
)
t
E
(
e
c
2ν
Xt(x)−2 bν
∫ t
0
d
dx
b
ν
f(vˆ)
vˆx
(Xs(x)) ds
)
dt
which implies that
|gx(x)| < c
2ν
(
κ+
( c
2ν
)2)∫ ∞
0
e
−
(
κ+( c2ν )
2
)
t
E
(
e
c
2ν
Xt(x)
)
dt =
c
2ν
g(x) .
It remains to prove the lower bound. To this end note that invariance
of the measure w2 dx implies∫
g2w2 dx ≥
(∫
w2 dx
)−1(∫
gw2 dx
)2
=
(∫
w2 dx
)−1((
κ +
( c
2ν
)2)∫ ∞
0
e
−
(
κ+( c2ν )
2
)
t
∫
pt
(
e
c
2ν
x
)
w2 dx dt
)2
=
(∫
w2 dx
)−1((
κ +
( c
2ν
)2)∫ ∞
0
e
−
(
κ+( c2ν )
2
)
t
dt
∫
e
c
2ν
xw2 dx
)2
=
(∫
w2 dx
)−1(∫
e
c
2ν
xw2 dx
)2
.

Proof. (of Proposition 5.1). Let h˜ := h− h(x1)
g(x1)
g, hence h˜(x1) = 0. Then
Proposition 5.5 implies that∫
h˜2w2 dx ≤ 1
κ+
(
c
2ν
)2
∫
h˜2xw
2 dx
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or equivalently,∫
h2w2 dx ≤ 1
κ+
(
c
2ν
)2
∫
h2x w
2 dx+ T (h)
with the remainder
T (h) :=
1
κ+
(
c
2ν
)2
(
−2
∫
hx
h(x1)
g(x1)
gxw
2dx+
(
h(x1)
g(x1)
)2 ∫
g2xw
2 dx
)
+ 2
∫
h
h(x1)
g(x1)
gw2dx−
(
h(x1)
g(x1)
)2 ∫
gw2 dx
Using Lemma 5.2 we obtain that
T (h) = 2
h(x1)
g(x1)
∫ (
g − 1
κ+
(
c
2ν
)2
(
gxx −
(
c
ν
− 2 b
ν
f(vˆ)
vˆx
)
gx
))
hw2 dx
+
(
h(x1)
g(x1)
)2(
1
κ+
(
c
2ν
)2
∫
g2xw
2 dx−
∫
g2w2 dx
)
≤ 2h(x1)
g(x1)
∫
e
c
2ν
xhw2 dx−
(
h(x1)
g(x1)
)2
κ
κ+
(
c
2ν
)2
∫
g2w2 dx .
In the last inequality we have used the pointwise estimate |gx(x)| ≤
c
2ν
g(x). Using the lower bound
∫
g2w2 dx ≥ (
∫
e
−
c
2ν xvˆ2x dx)
2
∫
e−
c
ν xvˆ2x dx
obtained in
the previous Lemma we conclude that
T (h) ≤ κ+
(
c
2ν
)2
κ
(∫
g2w2 dx
)−1(∫
he
c
2ν
xw2 dx
)2
≤ C5.1
(∫
he
c
2ν
xw2 dx
)2
with
C5.1 =
κ +
(
c
2ν
)2
κ
∫
e−
c
ν
xvˆ2x dx(∫
e−
c
2ν
xvˆ2x dx
)2
which implies the assertion. 
Having Proposition 5.1 we can now state the following
Proposition 5.3. Let u ∈ C1c (R) and write u = hw for h ∈ C1c (R).
Then
〈ν∆u+ bf ′(vˆ)u, u〉 ≤ −ν κ
κ +
(
c
2ν
)2
∫
h2xw
2 dx
+ ν
( c
2ν
)2
C5.1
(∫
uvˆx dx
)2
.
25
Proof. First note that h ∈ C1c (R), and thus equations (33) and Propo-
sition 5.1 imply that
〈ν∆u+ bf ′(vˆ)u, u〉 = −ν
∫
h2xw
2 dx+ ν
( ν
2c
)2 ∫
h2w2dx
≤ −ν κ
κ +
(
c
2ν
)2
∫
h2x w
2 dx+ ν
( c
2ν
)2
C5.1
(∫
h˜e
c
2ν
xw2 dx
)2
= −ν κ
κ +
(
c
2ν
)2
∫
h2xw
2 dx+ ν
( c
2ν
)2
C5.1
(∫
uvˆx dx
)2
.

In the next step we will show that for u ∈ C1c (R) and u = hvˆx its
V -norm ‖u‖V can be controlled by
∫ (
he
c
2ν
x
)2
x
w2 dx.
Lemma 5.4. Let u ∈ C1c (R) and write u = hw. Then
‖u‖2V ≤ q1
∫
h2xw
2 dx+ q2〈u, vˆx〉2
where
q1 :=
(
1 +
(
bη
ν
+ 1
)
1
κ+
(
c
2ν
)2
)
, q2 :=
(
bη
ν
+ 1
)
C5.1 ,
and
η := max
v∈[0,1]
f ′(v) .
Proof. Using (33) we have that
ν
∫
u2x dx = −〈ν∆u + bf ′(vˆ)u, u〉+ b〈f ′(vˆ)u, u〉
≤ ν
∫
h2xw
2 dx+ bη‖u‖2H .
Proposition 5.1 now implies
‖u‖2V ≤
(
1 +
(
bη
ν
+ 1
)
1
κ+
(
c
2ν
)2
)∫
h2xw
2 dx
+
(
bη
ν
+ 1
)
C5.1〈u, vˆx〉2 ,
which implies the assertion. 
Proof. (of Theorem 1.5) First let u ∈ C1c (R). Then Proposition 5.3
implies the estimate
〈ν∆u+ bf ′(vˆ)u, u〉 ≤ −ν κ
κ +
(
c
2ν
)2
∫
h2x w
2 dx
+ ν
( c
2ν
)2
C5.1〈u, vˆx〉2 .
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Combining the last estimate with the previous Lemma 5.4, we obtain
that
〈ν∆u+ bf ′(vˆ)u, u〉 ≤ − κ
κ +
(
c
2ν
)2 νq1‖u‖2V
+
(
κ
κ+
(
c
2ν
)2 νq2q1 + ν
( c
2ν
)2
C5.1
)
〈u, vˆx〉2
which implies Theorem 1.5 with
κ∗ =
κ
κ+
(
c
2ν
)2 νq1
and
C∗ =
(
κ∗q2 +
ν
κ
( c
2ν
)2(
κ+
( c
2ν
)2) ∫ e− cν xvˆ2x dx(∫
e−
c
2ν
xvˆ2x dx
)2
)
.

It remains to prove the weighted Hardy type inequality (34) which is
of independent interest.
Proposition 5.5. Let w ∈ C2b (R) and θ = wxw . Suppose that
inf
x∈R
−θ′(x) + θ2(x) ≥ κ0 > 0
and that there exists xˆ such that θ(xˆ) = 0. Then∫
h2w2 dx ≤ 1
κ
∫
h2x w
2 dx
for any h ∈ C1b (R) with h(xˆ) = 0.
Proof. Define the function g(x) := (−θ′(x) + θ2(x)) exp (− ∫ x
xˆ
θ(s) ds
)
and notice that
exp
(
−
∫ x
xˆ
θ(s) ds
)
= exp (− logw(x) + logw(xˆ)) = w(xˆ)
w(x)
and thus
g(x) =
(−θ′(x) + θ2(x)) w(xˆ)
w(x)
≥ κw(xˆ)
w(x)
.
Then for x ≥ xˆ we have that
(h(x)− h(xˆ))2 =
(∫ x
xˆ
hx(s) ds
)2
≤
∫ x
xˆ
1
g(s)
h2x(s) ds
∫ x
xˆ
g(s) ds
=
∫ x
xˆ
1
g(s)
h2x(s) ds
(
−θ(x) exp
(
−
∫ x
xˆ
θ(s) ds
))
=
∫ x
xˆ
1
g(s)
h2x(s) ds
(
−wx(x)
w(x)
w(xˆ)
w(x)
)
≤ 1
κ
∫ x
xˆ
w(s)
w(xˆ)
h2x(s) ds
(
−wx(x)
w(x)
w(xˆ)
w(x)
)
.
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Integrating against w2 dx for x ≥ xˆ now yields the following estimate
(39)∫ ∞
xˆ
(h− h(xˆ))2w2 dx ≤ 1
κ
∫ ∞
xˆ
w(s)
w(xˆ)
h2x(s)
∫ ∞
s
−wx(x)w(xˆ) dx ds
=
1
κ
∫ ∞
xˆ
h2x(s)w
2(s) ds .
Similarly, for x ≤ xˆ we have that
(h(xˆ)− h(x))2 =
(∫ xˆ
x
hx(s) ds
)2
≤
∫ xˆ
x
1
g(s)
h2x(s) ds
∫ xˆ
x
g(s) ds
=
∫ xˆ
x
1
g(s)
h2x(s) ds
(
θ(x) exp
(
−
∫ x
xˆ
θ(s) ds
))
=
∫ xˆ
x
1
g(s)
h2x(s) ds
wx(x)
w(x)
w(xˆ)
w(x)
≤ 1
κ
∫ xˆ
x
w(s)
w(xˆ)
h2x(s) ds
wx(x)
w(x)
w(xˆ)
w(x)
.
Integrating against w2 dx now for x ≤ xˆ yields
(40)
∫ xˆ
−∞
(h− h(xˆ))2w2 dx
≤ 1
κ
∫ xˆ
−∞
w(s)
w(xˆ)
h2x(s)
∫ xˆ
−∞
wx(x)w(xˆ) dx ds
=
1
κ
∫ xˆ
−∞
h2x(s)w
2(s) ds .
The assertion now follows from estimates (39) and (40). 
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