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Abstract
We study the Hamiltonian structure of the general parity-invariant model of three-
dimensional gravity with propagating torsion, with eight parameters in the Lagrangian.
In the scalar sector, containing scalar or pseudoscalar modes with respect to maxi-
mally symmetric background, the phenomenon of constraint bifurcation is observed
and analyzed. The stability of the Hamiltonian structure under linearization is used
to identify dynamically acceptable values of parameters.
1 Introduction
Models of three-dimensional (3D) gravity were introduced to help us in clarifying highly
complex dynamical behavior of the realistic four-dimensional general relativity (GR). In the
last three decades, they led to a number of outstanding results [1]. However, in the early
1990s, Mielke and Baekler [2] proposed a new, non-Riemannian approach to 3D gravity,
based on the Poincare´ gauge theory (PGT) [3, 4, 5, 6]. In contrast to the traditional GR
with an underlying Riemannian geometry of spacetime, the PGT approach is characterized
by a Riemann–Cartan geometry, with both the curvature and the torsion of spacetime as
carriers of the gravitational dynamics. Thus, PGT allows exploring the interplay between
gravity and geometry in a more general setting.
Three-dimensional GR with or without a cosmological constant, as well as the Mielke–
Baekler (MB) model, are topological theories without propagating modes. From the physical
point of view, such a degenerate situation is certainly not quite realistic. In the context of
Riemannian geometry, this limitation is surmounted by two well-known models: topologi-
cally massive gravity [7] and the Bergshoeff–Hohm–Townsend massive gravity [8]. On the
other hand, including propagating modes in PGT is much more natural: it is achieved
simply by using Lagrangians quadratic in the field strengths [9, 10, 11, 12].
Since the general parity-invariant PGT Lagrangian in 3D is defined by eight arbitrary
parameters [11], it is a theoretical challenge to find out which values of the parameters are
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allowed in a viable theory. Following the approach of Sezgin and Niewenhuizen [13], Helaye¨l-
Neto et al. [10] used the weak-field approximation around the Minkowski background to
analyze this issue in a parity-violating version of PGT, and found a number of interesting
restrictions on the parameters. However, one should be very careful with the interpretation
of these results, since (i) it is not clear how the trensition from Minkowski to (anti-)de
Sitter [(A)dS] background might influence the perturbative analysis, and (ii) the weak-
field approximation does not always lead to a correct identification of the physical degrees
of freedom. Regarding (ii), we note that the constrained Hamiltonian method [14, 4] is
best suited for analyzing dynamical content of gauge field theories, respecting fully their
nonlinear structure. As noticed by Chen et al. [15] and Yo and Nester [16], it may happen,
for some ranges of parameters, that the canonical structure of a theory (the number and/or
type of constraints) is changed after linearization in a way that affects its physical content,
such as the number of physical degrees of freedom. Based on the canonical stability under
linearization as a criterion for an acceptable choice of parameters, Shie et al. [17] were able
to define a PGT cosmological model that offers a convincing explanation of dark energy as
an effect induced by torsion. Recently, the Bergshoeff–Hohm–Townsend massive gravity is
found to be canonically unstable under linearization [18, 19].
In this paper, we use the constrained Hamiltonian formalism to study (a) the phe-
nomenon of “constraint bifurcation” and (b) the stability under linearization of the general
parity-invariant PGT in 3D [11], in order to find out the parameter values that define con-
sistent models of 3D gravity with propagating torsion. Because of the complexity of the
Hamiltonian structure, we restrict our attention to the scalar sector, with JP = 0+ or 0−
modes, defined with respect to the (A)dS background. Investigation of higher spin modes
is left for a future study.
The paper is organized as follows. In Section 2, we review basic Lagrangian aspects
of the parity-invariant PGT in 3D. In Section 3, we give a brief account of the weak-field
approximation around the (A)dS background, restricting our attention to the scalar sector,
with JP = 0+ or 0−. In Section 4, we analyze general aspects of the canonical dynamics
of PGT; in particular, we examine how, depending on certain critical values of parameters,
some extra primary constraints may appear (if-constraints), leading to a significant effect on
the Hamiltonian structure. In Section 5, we analyze the canonical structure of the spin-0+
sector, including the “constraint bifurcation” effects. Then, the test of canonical stability
under linearization is used to reveal dynamically acceptable values of parameters. In Section
6, the same type of analysis is carried out for the spin-0− sector. Section 7 is devoted to
concluding remarks, and appendices contain technical details.
Our conventions are as follows: the Latin indices (i, j, k, ...) refer to the local Lorentz
frame, the Greek indices (µ, ν, λ, ...) refer to the coordinate frame, and both run over 0,1,2;
the metric components in the local Lorentz frame are ηij = (+,−,−); totally antisymmetric
tensor εijk is normalized to ε012 = 1.
2 Lagrangian formalism
We begin our considerations by a short account of the Lagrangian formalism for PGT. As-
suming parity invariance, the dynamics of 3D gravity with propagating torsion is determined
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by the gravitational Lagrangian (density) L˜G = bLG,
LG = −aR − 2Λ0 + LT 2 + LR2 , (2.1a)
where Λ0 is a bare cosmological constant, a = 1/16πG, and the pieces quadratic in the field
strengths read:
LT 2 :=
1
2
T ijk
(
a1
(1)Tijk + a2
(2)Tijk + a3
(3)Tijk
)
,
LR2 :=
1
4
Rijkl
(
b4
(4)Rijkl + b5
(5)Rijkl + b6
(6)Rijkl
)
, (2.1b)
where (n)Tijk and
(n)Rijkl are irreducible components of the torsion and the Riemann–Cartan
curvature [11]. Since the Weyl curvature vanishes in 3D, one can rewrite these expressions
in the form that is more practical for the canonical analysis:
LT 2 = T
ijk (α1Tijk + α2Tkji + α3ηijVk) ,
LR2 = R
ij (β1Rij + β2Rji + β3ηijR) =: R
ijHij , (2.1c)
Here, Vk := T
m
mk, Rij := R
m
imj is the Ricci tensor, R is the scalar curvature, and
α1 =
1
6
(2a1 + a3) , α2 =
1
3
(a1 − a3) , α3 =
1
2
(a2 − a1) .
β1 =
1
2
(b4 + b5) , β2 =
1
2
(b4 − b5) , β3 =
1
12
(b6 − 4b4) .
We also introduce the covariant momenta Hijk = ∂LG/∂T
ijk and Hijkl = ∂LG/∂R
ijkl:
Hijk = 2
(
a1
(1)Tijk + a2
(2)Tijk + a3
(3)Tijk
)
= 4
(
α1Tijk + α2T[kj]i + α3ηi[jvk]
)
,
Hijkl = −2a(ηikηjl − ηjkηil) +H
′
ijkl ,
H′ijkl = 2
(
b4
(4)Rijkl + b5
(5)Rijkl + b6
(6)Rijkl
)
= 2(ηikHjl − ηjkHil)− (k ↔ l) .
General field equations for the PGT theory (2.1) are given in [11]. Without matter
contribution, these equations, transformed to the local Lorentz basis, take the form:
∇mHimj +
1
2
Hi
mn(−Tjmn + 2ηjmVn)− tij = 0 , (2.2a)
2aTkij + 2T
m
ij(Hmk − ηmkH) + 4∇[i(Hj]k − ηj]kH) + εijnε
mr
kHmr
n = 0 , (2.2b)
where H = Hkk, and tij is the energy-momentum tensor of gravity:
tij := ηijLG − T
mn
iHmnj + 2aRˆji − 2(Rˆ
n
iHnj − Rˆj
nm
iHnm) .
Relying again on the vanishing of the Weyl curvature, one can express Bianchi identities
in terms of the Ricci tensor. In the local Lorentz basis, these identities take the form:
εmnr∇mT
i
nr + ε
rsnT imnT
m
rs + 2ε
imnRmn = 0 ,
∇kG
ki − VkG
ki = 0 , (2.3)
where Gki := Rki −
1
2
ηikR.
3
3 Scalar excitations around (A)dS background
Particle spectrum of 3D gravity with torsion (2.1) around the Minkowski background M3 is
already known [10, 11]. Here, we wish to examine the modification of this spectrum induced
by transition to the (A)dS background. This will help us to clarify the relation between the
canonical stability of the theory under linearization and its M3 or (A)dS particle spectrum.
Our attention is restricted to the scalar sector, with JP = 0+, 0− modes.
Maximally symmetric configuration of 3D gravity with torsion is defined by the set of
fields φ¯ = (b¯iµ, A¯
ij
µ), such that
T ijk = pεijk , R
ij
mn = −q
(
δimδ
j
n − δ
i
nδ
j
m
)
, (3.1)
where the parameters p and q define an effective cosmological constant,
Λeff := q −
p2
4
.
In order for this configuration to be a solution of the field equations in vacuum, the para-
meters p and q have to satisfy the following conditions [11]:
p(a+ qb6 + 2a3) = 0 , (3.2a)
aq − Λ0 +
1
2
p2a3 −
1
2
q2b6 = 0 . (3.2b)
In the weak-field approximation around φ¯, the gravitational variables φ = (biµ, A
ij
µ) take
the form φ = φ¯ + φ˜. We use the convention that indices of the linear excitations φ˜ are
changed by the background triad and/or metric.
The analysis of the particle spectrum is based on the linearized field equations. In the
same approximation, the Bianchi identities read:
εkmn∇¯kT˜
i
mn − 2pV˜
i + 2εimnR˜mn = 0 , (3.3a)
∇¯kG˜
ki − qV˜ i = 0 . (3.3b)
3.1 Spin-0+ mode
Looking at the particle spectrum of the theory (2.1) on the M3 background, see section 3
in [11], one finds that the spin-0+ mode has a finite mass (and propagates) if
a2(b4 + 2b6) 6= 0 .
In order to study the spin-0+ mode, we adopt the following, somewhat simplified conditions:
a2, b6 6= 0 , a1 = a3 = b4 = b5 = 0 . (3.4a)
In fact, this choice is not unique since the existence of a spin-0+ mode can be realized, for
instance, without requiring b4 = 0. However, our “minimal” choice (3.4a) greatly simplifies
the calculations, and moreover, one does not expect that any essential dynamical feature of
the spin-0+ mode will be thereby lost, see [15, 16]. The corresponding Lagrangian reads:
L+G = −aR − 2Λ0 +
1
2
a2V
kVk +
1
12
b6R
2 , (3.4b)
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and the conditions (3.2) reduce to
p(a+ qb6) = 0 , aq − Λ0 −
1
2
q2b6 = 0 . (3.4c)
Now, we are going to show that the Minkowskian conditions (3.4a) equally well define
the spin-0+ mode with respect to the (A)dS background (3.1). We start by noting that,
under the conditions (3.4a), the linearized field equations (2.2) read:
(a+ qb6)G˜ji + a2ηi[j∇¯
kV˜k] +
b6q
3
ηijR˜ = 0 , (3.5a)
(a+ qb6)T˜ijk −
pb6
6
εijkR˜ + a2ηi[jV˜k] +
b6
3
ηi[j∇¯k]R˜ = 0 , (3.5b)
and their traces are
−2a2∇¯iV˜
i + (a− qb6)R˜ = 0 , (3.6a)
(a+ qb6 + a2)V˜k +
b6
3
∇¯kR˜ = 0 . (3.6b)
In the generic case, by combining ∇¯k∇¯
k of (3.6a) with ∇¯k of (3.6b), one obtains
(
∇¯i∇¯
i +m20+
)
σ = 0 , m20+ =
3(a− qb6)(a+ qb6 + a2)
2a2b6
, (3.7)
where σ := ∇¯iV˜
i. Thus, the field σ can be identified as the spin-0+ excitation with respect
to the (A)dS background, the mass of which is finite. In the limit of vanishing q, m20+
reduces to the corresponding Minkowskian expression.
3.2 Spin-0− mode
Similar analysis can be applied to the spin-0− excitation. We start from the Minkowskian
condition that the spin-0− mode has a finite mass (and propagates) [11],
(a1 + 2a3)b5 6= 0 .
We describe dynamics of the spin-0− sector by the simplified conditions:
a3, b5 6= 0 , a1 = a2 = b4 = b6 = 0 . (3.8a)
The related Lagrangian has the form
L−G = −aR − 2Λ0 + 3a3A
2 + b5R[ij]R
[ij] , (3.8b)
with A = εijkTijk/6, and the conditions (3.2) reduce to
p(a+ 2a3) = 0 , aq − Λ0 +
1
2
p2a3 = 0 . (3.8c)
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Starting from the linearized field equations,
a3εijk∇¯
kA˜+ a3pηijA˜+
4a3
3
pε(imnt˜j)mn − a3pεijkV˜
k + aG˜ji + b5qR˜[ij] = 0 , (3.9a)
aT˜ijk + pb5ε
n
jkR˜[ni] + b5∇¯[j(R˜k]i − R˜ik]) + 2a3εijkA˜ = 0 . (3.9b)
the axial irreducible components of these equations read:
a3∇¯
iA˜ − a3pV˜
i −
1
2
(a− qb5)ε
ijkR˜jk = 0 ,
(a+ 2a3)A˜+
1
3
b5ε
ijk∇¯iR˜jk = 0 .
Then, the divergence of the first equation combined with the second one yields
a3∇¯
i∇¯iA˜ − pa3∇¯iV˜
i +
1
2
(a− qb5)
3(a+ 2a3)
b5
A˜ = 0 . (3.11)
Now, using the divergence of the first Bianchi identity (3.3a) and the commutator identity
[∇¯m, ∇¯n]X˜i = −pεmnk∇¯
kX˜i − 2qηi[mX˜n], we find
σ ≡ ∇¯kV˜
k = −
3
2
p(a+ 2a3)A˜ = 0 ,
as a consequence of (3.8c). Hence, (3.11) implies
(
∇¯k∇¯
k +m20−
)
A˜ = 0 , m20− =
3(a− qb5)(a+ 2a3)
2a3b5
. (3.12)
Thus, generically, A˜ can be identified as the spin-0− excitation with respect to the (A)dS
background. For q = 0, m20− takes the Minkowskian form.
4 Hamiltonian structure
In this section, we analyze general features of the Hamiltonian structure of 3D gravity with
propagating torsion, defined by the Lagrangian (2.1); see [4, 20].
4.1 Primary constraints
We begin our study by analyzing the primary constraints. The canonical momenta corre-
sponding to basic dynamical variables (biµ, A
ij
µ) are (πi
µ,Πij
µ); they are given by
πi
µ :=
∂L˜
∂(∂0biµ)
= bHi
0µ , Πij
µ :=
∂L˜
∂(∂0Aijµ)
= bHij
0µ .
Since the torsion and the curvature do not involve the velocities ∂0b
i
0 and ∂0A
ij
0, one obtains
the so-called “sure” primary constraints
πi
0 ≈ 0 , Πij
0 ≈ 0 , (4.1)
6
which are always present, independently of the values of coupling constants. If the La-
grangian (2.1) is singular with respect to some of the remaining velocities ∂0b
i
α and ∂0A
ij
α,
one obtains further primary constraints. The existence of these primary “if-constraints”
(ICs) is determined by the critical values of the coupling constants.
The torsion sector. The gravitational Lagrangian (2.1) depends on the time derivative
∂0b
i
α only through the torsion tensor, appearing in LT 2. It is convenient to decompose Tijk
into the parallel and orthogonal components with respect to the spatial hypersurface Σ (see
Appendix A),
Tijk = Ti¯k¯ + 2Ti[¯⊥nk] = T ijk + Tijk ,
where T ijk := Ti¯k¯ does not depend on velocities and the unphysical variables (b
i
0, A
ij
0),
and nk is the normal to Σ. Now, by introducing the parallel gravitational momentum
πˆi
k¯ = πi
αbkα (πˆi
k¯nk = 0), one obtains
πˆik¯ = JHi⊥k¯(T ) , (4.2a)
where J := det(bı¯α), and
Hi⊥k¯ = 2 [2α1Ti⊥k¯ + α2(Tk¯⊥i − T⊥k¯i) + α3(niVk¯ − ηik¯V⊥)] .
The linearity of Hijk(T ) in the torsion tensor allows us to rewrite (4.2a) in the form
φik¯ :=
πˆik¯
J
−Hi⊥k¯(T ) = Hi⊥k¯(T ) , (4.2b)
where the “velocities” Ti¯⊥ appear only on the right-hand side. This system of equations can
be decomposed into irreducible parts with respect to the group of two-dimensional rotations
in Σ. Going over to the parameters a1, a2, a3, one obtains:
φ⊥k¯ ≡
πˆ⊥k¯
J
− (a2 − a1)T
m¯
m¯k¯ = (a1 + a2)T⊥⊥k¯ , (4.3a)
Sφ ≡
Sπˆ
J
= −2a2T
m¯
m¯⊥ , (4.3b)
Aφı¯k¯ ≡
Aπˆı¯k¯
J
−
2
3
(a1 − a3)T⊥ı¯k¯ = −
2
3
(a1 + 2a3)T[¯ık¯]⊥ , (4.3c)
Tφı¯k¯ ≡
T πˆı¯k¯
J
= −2a1
TTı¯k¯⊥ , (4.3d)
where Sφ, Aφı¯k¯ and
Tφı¯k¯ are the trace (scalar), antisymmetric and traceless-symmetric parts
of φı¯k¯ (Appendix A).
If the critical parameter combinations appearing on the right-hand sides of Eqs. (4.3)
vanish, the corresponding expressions φK become additional primary constraints, the pri-
mary ICs. After a suitable reordering, the result of the analysis is summarized as follows:
– For a2 = 0, a1 + 2a3 = 0, a1 + a2 = 0 and/or a1 = 0, the expressions
Sφ, Aφı¯k¯, φ⊥k¯
and/or Tφı¯k¯ become primary ICs (see Table 1 below).
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The curvature sector. In order to examine how the gravitational Lagrangian depends on
the velocities ∂0A
ij
α, we start with the following decomposition of the curvature tensor:
Rijmn = Rijm¯n¯ + 2Rij[m¯⊥nn] = Rijmn +Rijmn ,
where Rijmn := Rijm¯n¯ does not depend on the “velocities” Rij⊥k¯ and the unphysical vari-
ables. The parallel gravitational momentum Πˆij
k¯ =: Πij
αbkα (Πˆij
k¯nk = 0) is given as
Πˆijk¯ = JHij⊥k¯(R) , (4.4a)
where
Hij⊥k¯ = −4an[iηj]k¯ + 4n[iHj]k¯ − 4η[ik¯Hj]⊥
= 4n[iηj]k¯ (−a + 2β3R)
+4β1
(
n[iRj]k¯ − η[ik¯Rj]⊥
)
+ 4β2
(
n[iRk¯j] − η[ik¯R⊥j]
)
.
Since the “velocities” Rij⊥k¯ are contained only in R, we rewrite this equation as
Φijk¯ :=
Πˆijk¯
J
+ 4an[iηj]k¯ −H
′
ij⊥k¯(R) = H
′
ij⊥k¯(R) . (4.4b)
The components of a tensor X⊥ı¯¯ can be decomposed into the trace, antisymmetric and
symmetric-traceless piece (Appendix A). Such a decomposition of (4.4b) yields:
SΦ⊥ ≡
SΠˆ⊥
J
+ 4a−
2
3
(b6 − b4)R
k¯n¯
k¯n¯ =
2
3
(b4 + 2b6)R
k¯
⊥k¯⊥ , (4.5a)
AΦ⊥ı¯¯ ≡
AΠˆ⊥ı¯¯
J
+ 2b5R
k¯
[¯ı¯]k¯ = 2b5R[¯ı⊥¯]⊥ , (4.5b)
TΦ⊥ı¯¯ ≡
TΠˆ⊥ı¯¯
J
− b4
(
2R(¯ık¯¯)
k¯ − ηı¯¯R
m¯n¯
m¯n¯
)
= b4
(
2R(¯ı⊥¯)⊥ − ηı¯¯R
k¯
⊥k¯⊥
)
. (4.5c)
For a tensor Xı¯¯k¯ = −X¯ı¯k¯, the pseudoscalar (ε
ı¯¯k¯Xı¯¯k¯) and the symmetric-traceless piece
(Xı¯(¯k¯) − traces) identically vanish. Hence, Eq. (4.4b) implies one more relation:
VΦı¯ ≡
VΠˆı¯
J
− (b4 − b5)R⊥k¯
ı¯k¯ = (b4 + b5)R
ı¯k¯
⊥k¯ , (4.5d)
where VX ı¯ = X ı¯¯¯ (Appendix A).
Thus, when the parameters appearing on the right-hand sides of (4.5) vanish, we have
the additional primary constraints ΦK . Combining these relations with those obtained in
the torsion sector, one find the complete set of primary ICs, including their spin-parity
characteristics (JP ), as shown in Table 1.
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Table 1. Primary if-constraints
Critical conditions Primary constraints JP
a2 = 0
Sφ ≈ 0
b4 + 2b6 = 0
SΦ⊥ ≈ 0
0+
a1 + 2a3 = 0
Aφı¯k¯ ≈ 0
b5 = 0
AΦ⊥ı¯k¯ ≈ 0
0−
a1 + a2 = 0 φ⊥k¯ ≈ 0
b4 + b5 = 0
VΦk¯ ≈ 0
1
a1 = 0
Tφı¯k¯ ≈ 0
b4 = 0
TΦ⊥ı¯k¯ ≈ 0
2
This classification has a noteworthy interpretation: whenever a pair of the ICs with specific
JP is absent, the corresponding dynamical mode is liberated and becomes a physical degree
of freedom (DoF). Thus, for a2(b4 + 2b6) 6= 0, the spin-0
+ ICs are absent, and the related
DoF becomes physical. Similarly, (a1 + 2a3)b5 6= 0 implies that the spin-0
− DoF becomes
physical. The results obtained here refer to the full nonlinear theory; possible differences
with respect to the perturbative analysis (Section 3) will be discuss in Sections 5 and 6.
4.2 General form of the Hamiltonian
Once we know the complete set of the primary ICs, we can construct first the canonical and
then the total Hamiltonian. Being interested only in the gravitational degrees of freedom,
we disregard the matter contribution.
Canonical Hamiltonian. In the absence of matter, the canonical Hamiltonian (density)
is defined by
Hc = πi
αb˙iα +
1
2
Πij
αA˙ijα − bLG .
Using the lapse and shift functions N and Nα, defined in Appendix A, one can rewrite Hc
in the Dirac–ADM form [4, 20]:
Hc = NH⊥ +N
αHα −
1
2
Aij0Hij + ∂αD
α , (4.6a)
where
H⊥ = πˆi
¯T i⊥¯ +
1
2
Πˆij
k¯Rij⊥k¯ − JLG − n
i∇απi
α ,
Hα = πi
βT iαβ +
1
2
Πij
βRijαβ − b
i
α∇βπi
β ,
Hij = 2π[i
αbj]α +∇αΠij
α ,
Dα = biαπi
α +
1
2
Πij
αAijα . (4.6b)
The canonical Hamiltonian is linear in the unphysical variables (bi0, A
ij
0), and H⊥ is the
only dynamical part of Hc. The “velocities” T
i
⊥k¯, R
ij
⊥k¯ appearing in H⊥ can be expressed
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in terms of the phase-space variables, using Eqs. (4.3) and (4.5). Explicit calculation is
simplified by separating the torsion and the curvature contributions in H⊥:
H⊥ = 2Λ0J +H
T
⊥ +H
R
⊥ ,
HT⊥ := πˆ
i¯Ti⊥¯ − JLT 2 − n
i∇απi
α ,
HR⊥ :=
1
2
Πˆijk¯Rij⊥k¯ − JLR2 + aJR . (4.7)
The torsion piece of H⊥ turns out to have the form (Appendix A)
HT⊥ =
1
2
Jφ2 − JLT 2(T )− n
i∇απi
α , (4.8a)
φ2 :=
λ(a1 + a2)
a1 + a2
(φ⊥ı¯)
2 +
λ(a2)
2a2
(Sφ)2
+
3
2
λ(a1 + 2a3)
(a1 + 2a3)
(Aφı¯¯)
2 +
λ(a1)
2a1
(Tφı¯¯)
2 . (4.8b)
where λ(x) is the singular function
λ(x)
x
=


1
x
, x 6= 0
0 , x = 0
which takes care of the conditions under which ICs become true constraints. Similar calcu-
lations for the curvature part yields
HR⊥ =
1
4
JΦ2 − JLR2(R) + aJR , (4.9a)
Φ2 :=
λ(b5)
b5
(AΦ⊥¯k¯)
2 +
λ(b4)
b4
(TΦ⊥¯k¯)
2
+
3
2
λ(b4 + 2b6)
b4 + 2b6
(SΦ⊥)
2 + 2
λ(b4 + b5)
b4 + b5
(VΦı¯)
2 . (4.9b)
Total Hamiltonian. The total Hamiltonian is defined by the expression
Htot = Hc + u
k
0φk
0 +
1
2
uijΦij
0 + (u · φ) + (v · Φ) , (4.10a)
where u’s and v’s are arbitrary multipliers and (u · φ) + (v · Φ) denotes the contribution of
all the primary ICs. Formally, the existence of ICs is regulated by the form of the related
multipliers; for instance, u⊥k¯ is given as u⊥k¯ := [1 − λ(a1 + a2)]u
′
⊥k¯
, and so on. Using the
irreducible decomposition technique, we find:
(u · φ) := u⊥k¯φ⊥k¯ +
Tuı¯k¯ Tφik¯ +
Auı¯k¯ Aφik¯ +
1
2
Su Sφ ,
(v · Φ) := Tv⊥ı¯k¯ TΦ⊥ı¯k¯ +
Av⊥ı¯k¯ AΦ⊥ı¯k¯ +
1
2
Sv⊥ SΦ⊥ +
Vvk¯ VΦk¯ . (4.10b)
Consistency conditions. Having found the form of the total Hamiltonian, we can now
apply Dirac’s consistency algorithm to the primary constraints, φ˙K = {φK , Htot} ≈ 0,
where Htot =
∫
d3xHtot and {X, Y } is the Poisson bracket (PB) between X and Y ; then,
the procedure continues with the secondary constraints, and so on [20]. In what follows, our
attention will be focused on the scalar sector, with JP = 0+ or 0− modes.
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5 Spin-0+ sector
As one can see from Table 1, the absence of two spin-0+ constraints, Sφ and SΦ⊥, is ensured
by the condition a2(b4+2b6) 6= 0, whereby the spin-0
+ degree of freedom becomes physical.
To study the dynamical content of this sector, we adopt the relaxed conditions
a2, b6 6= 0 , a1 = a3 = b4 = b5 = 0 , (5.1)
which define the Lagrangian L+G as in (3.4b).
5.1 Hamiltonian and constraints
Primary constraints. In the spin-0+ sector (5.1), general considerations of the previous
section lead to the following conclusions: the set of primary constraints is given by
πi
0 ≈ 0 , Πij
0 ≈ 0 ,
Aφı¯¯ :=
Aπˆı¯¯
J
≈ 0 , Tφı¯¯ :=
Tπˆı¯¯
J
≈ 0 ,
AΦ⊥ı¯¯ :=
AΠˆ⊥ı¯¯
J
≈ 0 , TΦ⊥ı¯¯ :=
TΠˆ⊥ı¯¯
J
≈ 0 ,
VΦı¯ :=
VΠˆı¯
J
≈ 0 ,
(5.2)
the dynamical part of the canonical Hamiltonian has the form
H⊥ = J
[
1
2a2
(φ⊥k¯)
2 +
1
4a2
(Sφ)2 +
3
16b6
(SΦ⊥)
2
]
−JL+G(T ,R)− ni∇απ
iα , (5.3)
where φ⊥k¯,
Sφ, and SΦ⊥ are the “generalized” momentum variables defined in (4.3) and (4.5),
and the total Hamiltonian reads
Htot = Hc +
Auı¯¯Aφı¯¯ +
Tuı¯¯ Tφı¯¯ +
Av ı¯¯AΦı¯¯ +
Tv ı¯¯ TΦı¯¯ +
Vv ı¯VΦı¯ . (5.4)
Secondary constraints. The consistency conditions of the sure primary constraints πi
0
and πij
0 produce the secondary constraints
H⊥ ≈ 0 , Hα ≈ 0 , Hij ≈ 0 , (5.5a)
where
Hα ≈ πˆ⊥
ı¯T⊥αı¯ −
1
2
SπˆV α +
1
2
SΠˆ⊥R⊥α − b
i
α∇βπi
β ,
Hı¯k¯ ≈
Aπˆı¯k¯
J
+
SΠˆ⊥
2J
T⊥ı¯k¯ ,
H⊥k¯ ≈
πˆ⊥k¯
J
−
SΠˆ⊥
2J
V k¯ +∇k¯
SΠˆ⊥
2J
. (5.5b)
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Going over to the (eight) primary ICs, XM = (
Aφ, Tφ, AΦ, TΦ, VΦ), we note that the only
nonvanishing PBs among them are
{AΦ⊥ı¯¯,
Aφm¯n¯} ≈ −
SΠˆ⊥
2J2
δi
[m¯δj
n¯]δ ,
{TΦ⊥ı¯¯,
Tφm¯n¯} ≈
SΠˆ⊥
2J2
δ(¯ı
(n¯δ¯)
m¯)δ . (5.6)
As long as SΠˆ⊥ 6= 0, the constraints (
Aφ, Tφ, AΦ, TΦ) are second class (SC) [4, 20], and their
consistency conditions fix the values of the corresponding multipliers (Au, Tu, Av, Tv) in Htot.
On the other hand, VΦ commutes with all the other primary constraints, but not with its
own secondary pair χı¯ = {
VΦı¯, Htot}, see [20]. Using χı¯ ≈ J
−1{VΠˆı¯, Htot} and
{VΠˆı¯,Hmn} ≈ 0 , {
VΠˆı¯,Hα} ≈ 0 ,
{VΠˆı¯,H⊥} ≈ J
[
φ⊥ı¯
a2
(
a2
2
−
SΠˆ⊥
4J
)
+
a2
2
V ı¯ +∇ı¯
SΠˆ⊥
4J
]
,
one ends up with
χı¯ :=
φ⊥ı¯
a2
(
SΠˆ⊥
4J
−
a2
2
)
−
a2
2
V ı¯ −∇ı¯
SΠˆ
4J
. (5.7)
The only nonvanishing PB involving χı¯ is
{χı¯,
VΦk¯} =
2
a2J
ηı¯k¯
SΠˆ⊥
4J
(
SΠˆ⊥
4J
− a2
)
δ . (5.8)
Thus, for SΠˆ⊥(
SΠˆ⊥ − 4Ja2) 6= 0, both χı¯ and
VΦk¯ are SC. Consequently, the consistency
condition of χı¯ determines the multiplier
Vv ı¯, which completes the consistency algorithm.
If the kinetic energy density in the Hamiltonian (5.3) is to be positive definite (“no
ghosts”), the coefficients of (Sφ)2 and (SΦ⊥)
2 should be positive:
a2 > 0 , b6 > 0 . (5.9)
On the other hand, (φ⊥k¯)
2 gives a negative definite contribution, but it is an interaction
term, as can be seen from (4.3a) and (5.5b).
5.2 Constraint bifurcation
In the previous discussion, we identified the conditions for which all the ICs, X ′M = (XM , χ),
are SC. To calculate the determinant of the 10× 10 matrix ∆+MN = {X
′
M , X
′
N},
∆+ ≈
∣∣∣∣∣∣∣∣∣∣∣∣
0 0 {Aφ, AΦ} 0 0 0
0 0 0 {Tφ, TΦ} 0 0
−{Aφ, AΦ} 0 0 0 0 0
0 −{Tφ, TΦ} 0 0 0 0
0 0 0 0 0 {Vφ, χ}
0 0 0 0 −{Vφ, χ} 0
∣∣∣∣∣∣∣∣∣∣∣∣
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we use (5.6) and (5.8), which leads to
∆+ ∼
(
SΠ⊥
4J
)10( SΠ⊥
4J
− a2
)4
. (5.10)
Introducing a convenient notation
W :=
SΠ⊥
4J
, (5.11)
we see that ∆+ can vanish only on a set (of spacetime points) of measure zero, defined by
W = 0 or W − a2 = 0. In other words, the condition
W (W − a2) 6= 0 (5.12)
is fulfilled almost everywhere (everywhere except on a set of measure zero). Thus, our pre-
vious discussion can be summarized by saying that all of the ICs are SC almost everywhere;
the related (generic) classification of constraints is shown in Table 2.
Table 2. Generic constraints in the 0+ sector
First class Second class
Primary πi
0, Πij
0 XM
Secondary H′⊥, H
′
α, H
′
ij χı¯
The Hamiltonian constraints H′⊥,H
′
α and H
′
ij are first class (FC) [4, 20]; they are obtained
from (5.3) and (5.5b) by adding the contributions containing the determined multipliers.
With N = 18, N1 = 12 and N2 = 10, the dimension of the phase space is given as N
∗ =
2N − 2N1−N2 = 2. Thus, the theory exhibits a single Lagrangian DoF almost everywhere.
However, the determinant ∆+, being a field-dependent object, may vanish in some re-
gions of spacetime, changing thereby the number and/or type of constraints and the number
of physical degrees of freedom, as compared to the generic situation described in Table 2.
This effect, known as the phenomenon of constraint bifurcation, can be fully understood by
analyzing the dynamical behavior of the two factors in (5.12). Although the complete analy-
sis can be carried out in the canonical formalism, we base our arguments on the Lagrangian
formalism, in order to simplify the exposition (see Appendix B).
1. Starting with the second factor,
Ω := W − a2 ≈ −
(
a−
1
6
b6R + a2
)
, (5.13)
where we used (4.5a) to clarify the geometric interpretation, one can prove the relation
− ΩVk + 2∂kΩ ≈ 0 , (5.14)
which implies that the behavior of Ω is limited to the following two options (Appendix B):
(a) either Ω(x) vanishes globally, on the whole spacetime manifold,
(b) or it does not vanish anywhere.
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Which of these two options is realized depends upon the initial conditions for Ω; choosing
them in accordance with (b) extends the generic behavior of Ω, Ω 6= 0 almost everywhere,
to the whole spacetime. This mechanism is the same as the one observed in the spin-0+
sector of the 4-dimensional PGT; compare (5.14) with equation (4.20) in [16]1.
2. We now focus our attention to the first factor in (5.12),
W ≈ −
(
a−
1
6
b6R
)
. (5.15)
It is interesting that a solution for the W -bifurcation (W = 0) can be found by relying on
the solution for the Ω-bifurcation, which is based on choosing Ω 6= 0 on the initial spatial
surface Σ. Indeed, the choice Ω > 0 on Σ implies
Ω > 0 globally. (5.16a)
Then, since Ω =W − a2 (a2 is positive), we find
W > a2 globally. (5.16b)
Thus, with Ω > 0 and W > a2, the problem of constraint bifurcation simply disappears.
Note that geometrically, the condition W > a2 represents a restriction on the Cartan scalar
curvature, b6R > 6(a + a2). An equivalent form of this relation is obtained by using the
identity R = R˜ − 2σ, where R˜ is Riemannian scalar curvature.
Thus, with a suitable choice of the initial conditions, one can ensure the generic condition
∆+ 6= 0 to hold globally, so that the constraint structure of the spin-0+ sector is described
exactly as in Table 2. Any other situation, with W = 0 or W − a2 = 0, would not be
acceptable—it would have a variable constraint structure over the spacetime, the property
that could not survive the process of linearization.
5.3 Stability under linearization
Now, we are going to compare the canonical structure of the full nonlinear theory with its
linear approximation around maximally symmetric background.
In the linear approximation, the condition of canonical stability (5.12) is to be taken in
the lowest order (zeroth) approximation. Using R = −6q, it reduces to
(a+ qb6)(a+ qb6 + a2) 6= 0 . (5.17)
The three cases displayed in Table 3 define characteristic sectors of the linear regime (see
Appendix C).
Table 3. Canonical stability in the 0+ sector
a + qb6 a+ qb6 + a2 DoF stability
(a) 6= 0 6= 0 1 stable
(b) = 0 6= 0 0 unstable
(c) 6= 0 = 0 1 stable*
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(a) When the condition (5.17) is satisfied, the nature of the constraints remains the same
as in Table 2, and we have a single Lagrangian DoF, the massive spin-0+ mode.
(b) Here, all ICs become FC, but only six of them are independent. Thus, N1 = 12+6 =
18, and with N2 = 0, the number of DoF’s is zero: N
∗ = 36− 2× 18 = 0.
(c) In this case, χ˜k¯ is not an independent constraint, and
VΦ˜k¯ is FC. As compared to (a),
the number and type of constraints is changed according to N1 → N1+2, N2 → N2−4, but
the number of DoF’s remains one (N∗ = 2), corresponding to the massless spin-0+ mode.
The case when both a+ qb6 and a + qb6 + a2 vanish is not possible, since a2 6= 0.
To clarify the case (c), we need a more detailed analysis. Consider first the case (a), in
which the constraint χ˜ı¯, defined in (C.3), is replaced by an equivalent expression, χ˜
′
ı¯ =
˜ˆπ⊥ı¯/J¯ .
Then, the pair of SC constraints (VΦ˜k¯, χ˜
′
k¯
), with the related Dirac brackets, defines the
reduced phase space R˜(a). Next, consider the case (c), where χ˜ı¯ does not exist and
VΦ˜k¯ is FC.
Here, we can introduce a suitable gauge condition associated to VΦ˜k¯, given by χ˜
′′
k¯
= ˜ˆπ⊥ı¯/J¯ .
The pair (VΦ˜k¯, χ˜
′′
k¯
) defines the reduced phase space R˜(c), which coincides with the reduced
phase space R˜(a), subject to the additional condition a+qb6+a2 = 0. Thus, the “massless”
nonlinear theory, defined by a + qb6 + a2 = 0, is essentially (up to a gauge fixing) stable
under the linearization. The star symbol in Table 3 (stable*) is used to remind us of this
gauge fixing condition.
For the M3 background (p = q = 0 and a 6= 0), the case (b) is not possible.
6 Spin-0− sector
For (a1+2a3)b5 6= 0, the constraints
Aφı¯k¯,
AΦ⊥ı¯k¯ in Table 1 are absent, and the spin-0
− mode
becomes a physical degree of freedom. Here, we study canonical features of the spin-0− sector
by using the specific conditions
a3, b5 6= 0 , a1 = a2 = b4 = b6 = 0 , (6.1)
which define the Lagrangian L−G as in (3.8b).
6.1 Hamiltonian and constraints
Primary constraints. Applying the conditions (6.1) to the general considerations of
Section 4, we find the following set of the primary (sure and if-) constraints:
πi
0 ≈ 0 , Πij
0 ≈ 0 ,
Sφ :=
Sπˆ
J
≈ 0 , Tφı¯¯ :=
Tπˆı¯¯
J
≈ 0 ,
φ⊥ı¯ :=
πˆ⊥ı¯
J
≈ 0 ,
SΦ⊥ :=
SΠˆ⊥
J
+ 4a ≈ 0 , TΦ⊥ı¯¯ :=
TΠˆ⊥ı¯¯
J
≈ 0 .
(6.2)
15
The dynamical part of the canonical Hamiltonian has the form
H⊥ = J
[
3
8a3
(Aφı¯¯)
2 +
1
4b5
(AΦ⊥ı¯¯)
2 +
1
2b5
(VΦı¯)
2
]
−JL−G(T ,R)− ni∇απ
iα , (6.3)
where Aφı¯¯,
AΦ⊥ı¯¯ and
VΦı¯ are the “generalized” momentum variables defined in (4.3) and
(4.5), and the total Hamiltonian reads:
HT = Hc +
1
2
SuSφ+ Tuı¯¯ Tφı¯¯ + u
⊥ı¯φ⊥ı¯ +
1
2
Sv⊥SΦ⊥ +
Tv⊥ı¯¯ TΦ⊥ı¯¯ . (6.4)
Secondary constraints. The consistency conditions of the primary constraints πi
0 and
Πij
0 produce the usual secondary constraints:
H⊥ ≈ 0 , Hα ≈ 0 , Hij ≈ 0 , (6.5a)
where
Hα ≈
Aπˆ ı¯¯Tı¯α¯ +
AΠˆ⊥ı¯¯R⊥
ı¯
α
¯ +Rı¯¯α¯
VΠˆı¯ − 2aJR⊥α − b
i
α∇βπi
β ,
Hı¯¯ ≈ aT⊥ı¯¯ +
Aπˆı¯¯
2J
+
VΠk¯
2J
T k¯ ı¯¯ +∇[¯ı
VΠˆ¯]
J
,
H⊥ı¯ ≈ aV ı¯ +
AΠˆ⊥m¯n¯
2J
T m¯n¯ı¯ +
VΠˆm¯
2J
T⊥ı¯m¯ +
1
2
∇m¯
AΠˆ⊥ı¯
m¯
J
. (6.5b)
Using the PB algebra between the primary ICs YM = (
Sφ, Tφ, φ⊥,k¯,
SΦ, TΦ) (Appendix
D), one finds that generically, for Aπˆı¯k¯ 6= 0, they are SC; their consistency conditions result
in the determination of the corresponding multipliers (Su, Tu, u⊥,k¯,
Sv, Tv). Moreover, the
secondary constraints (6.5a), corrected by the contributions of the determined multipliers,
are FC, so that their consistency conditions are trivially satisfied. Thus, in the generic case,
the consistency algorithm is completed at the level of secondary constraints.
The first two terms in H⊥, proportional to the squares of
Aφı¯k¯ and
AΦ⊥ı¯k¯, describe the
contribution of the spin-0− mode to the kinetic energy density, see Table 1. This contribution
is positive definite for
a3 > 0 , b5 > 0 . (6.6)
At the same time, the contribution of the third term, the square of VΦk¯, becomes negative
definite (“ghost”), which is a serious problem for the physical interpretation. As we shall
see, this is not the only problem.
6.2 Constraint bifurcation
Based on the PB algebra of the (eight) primary ICs YM , we can now calculate the determi-
nant of the 8× 8 matrix ∆−MN = {YM , YN} (Appendix D); the result takes the form
∆− ∼ Aπˆı¯¯
Aπˆ ı¯¯
(
4a2
J2
+
1
8J4
AΠˆ⊥m¯n¯
AΠˆ⊥m¯n¯
)2
. (6.7)
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Since the second factor is always positive definite, ∆− remains different from zero only if
Aπˆm¯n¯ 6= 0 . (6.8)
This condition holds everywhere except on a set of measure zero, so that ∆− 6= 0 almost
everywhere. Thus, generically, the eight primary ICs are SC, as shown in Table 4; the
primes in H′⊥,H
′
α and H
′
ij denote the presence of corrections induced by the determined
multipliers.
Table 4. Generic constraints in the 0− sector
First class Second class
Primary πi
0, Πij
0 YM
Secondary H′⊥, H
′
α, H
′
ij
Using N = 18, N1 = 12 and N2 = 8, we find N
∗ = 2N − 2N1 − N2 = 4. Surprisingly, the
theory exhibits two Lagrangian DoF: one is the expected spin-0− mode, and the other is
the spin-1 “ghost” mode, represented canonically by VΦk¯.
In Appendix E, we analyze the nature of the critical condition Aπˆm¯n¯ = 0. In the re-
gion of spacetime where it holds, we find the phenomenom of constraint bifurcation: the
number of DoF is changed to zero. Although such a situation is canonically unstable under
linearization, it is interesting to examine basic aspects of the linearizad theory.
6.3 Linearization
In the linearized theory, the term A¯ˆπ¯k¯ in the determinant ∆
− takes the form
A¯ˆπ¯k¯ = −2a3ε⊥¯k¯p . (6.9)
Hence, the canonical structure of the linearized theory crucially depends on the value of the
background parameter p, as shown in Table 5.
Table 5. Canonical instability in the 0− sector
DoF stability
(α) p 6= 0 2 stable almost everywhere
(β) p = 0 1 unstable
(α) For p 6= 0 (Riemann–Cartan background, massless spin-0− mode), the determinant
∆¯− is positive definite, all the primary ICs are SC, as in the generic sector of the full
nonlinear theory, and consequently, N∗ = 4. However, this is not true in the critical region
Aπˆı¯¯ = 0, where N
∗ = 0 and the theory is canonically unstable.
(β) For p = 0 (Riemannian background, massive or massless spin-0− mode), the situation
is changed (Appendix F). First, the determinant ∆¯− vanishes, since the primary IC φ˜⊥ı¯
commutes with itself, see (D.1). By calculating its consistency condition (which was not
needed for p 6= 0), one finds its secondary pair χ˜ı¯. Now, the PB of φ˜⊥ı¯ with the modified
secondary pair χ˜′ı¯ = χ˜ı¯−H˜ı¯ does not vanish. Thus, there are two SC constraints more than
in the case (α) so that N∗ = 2, and we have the canonical instability under linearization.
Thus, in both cases (α) and (β), the theory canonically unstable.
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7 Concluding remarks
In this paper, we studied the Hamiltonian structure of the general parity-invariant model
of 3D gravity with propagating torsion, described by the eight-parameter PGT Lagrangian
(2.1). Because of the complexity of the problem, we focused our attention on the scalar
sector, containing JP = 0+ or 0− modes with respect to maximally symmetric background.
By investigating fully nonlinear “constraint bifurcation” effects as well as the canonical
stability under linearization, we were able to identify the set of dynamically acceptable
values of parameters for the spin-0+ sector, as shown in Table 3. On the other hand, the
spin-0− sector is found to be canonically unstable for any choice of parameters, see Table 5.
Transition from an (A)dS to Minkowski background simplifies the results.
Further analysis involving higher spin sectors is left for future studies.
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A The 1+2 decomposition of spacetime
To derive the Dirac-ADM form of the Hamiltonian, it is convenient to pass from the tetrad
basis hi = hi
µ∂µ to the ADM basis (n,hα), where n is the unit vector with nk = hk
0/
√
g00,
orthogonal to the vectors hα = ∂α lying in the x
0 = const. hypersurface Σ, see [4, 20].
(1) Introducing the projectors on n and Σ, (P⊥)
i
k = n
ink and (P||)
i
k = δ
i
k−n
ink, any vector
Vk can be decomposed in terms of its normal and parallel projections:
Vk = nkV⊥ + Vk¯ , (A.1)
V⊥ := n
kVk , Vk¯ := (P||)
i
kVi = hk¯
αVα .
The decomposition of V0 = b
k
0Vk in the ADM basis yields V0 = NV⊥ + N
αVα, where the
lapse and shift functions N and Nα, respectively, are linear in bk0:
N := nkb
k
0 , N
α := hk¯
αbk0 . (A.2)
The decomposition (A.1) can be extended to any tensor field. Thus, a second rank anti-
symmetric tensor Xik = −Xki can be decomposed as
Xik = Xı¯k¯ + (Xı¯⊥nk −Xk¯⊥ni) . (A.3)
The parallel tensors, like Xı¯k¯, lie in Σ, and can be further decomposed into the irreducible
parts with respect to the spatial rotations:
Xı¯k¯ =
TXı¯k¯ +
AXı¯k¯ +
1
2
ηı¯k¯
SX , (A.4a)
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where
TXı¯k¯ := X(¯ık¯) −
1
2
ηı¯k¯X
m¯
m¯ ,
AXı¯k¯ := X[¯ık¯] ,
SX := Xm¯m¯ .
As a consequence, the product X ı¯k¯Yı¯k¯ is given by
X ı¯k¯Yı¯k¯ =
TX ı¯k¯ TYı¯k¯ +
AX ı¯k¯ AYı¯k¯ +
1
2
SX SY . (A.4b)
For a tensor Φı¯¯k¯ = −Φ¯ı¯k¯, the pseudoscalar (ε
ı¯¯k¯Φı¯¯k¯) and traceless-symmetric piece
(Φı¯(¯k¯)−traces) identically vanish, so that the only nontrivial piece is the vector
VΦı¯ := Φı¯k¯
k¯:
Φı¯¯k¯ = 2η[¯k¯
VΦı¯] , Φ
ı¯¯k¯Qı¯¯k¯ = 2
VΦı¯ VQı¯ . (A.5)
(2) These results can be now used to find the Dirac-ADM form of the Hamiltonian. Starting
with the torsion sector, we use the formula T = T + T to rewrite LT 2 in the form
LT 2 =
1
4
Hijk(T )T ijk +
1
4
Hijk(T )T ijk +
1
4
Hijk(T )Tijk
= LT (T ) +
πˆi¯
J
Ti⊥¯ −
1
2
φi¯Ti⊥¯ ,
which yields
HT⊥ =
1
2
Jφi¯Ti⊥¯ − JLT 2(T )− n
i∇απi
α . (A.6a)
Then, the irreducible decomposition
φi¯Ti⊥¯ = φ
⊥¯ T⊥⊥¯ +
Aφı¯¯ T[¯ı⊥¯] +
Tφı¯¯ T(¯ı⊥¯) +
1
2
Sφ T ı¯⊥ı¯ , (A.6b)
in conjunction with (4.3), leads to (4.8).
Similar calculations for the curvature part yield
HR⊥ =
1
4
JΦijk¯Rij⊥k¯ − JLR2(R) + aJR . (A.7a)
Then, the irreducible decompositions
Φijk¯Rij⊥k¯ = 2Φ
⊥¯k¯R⊥¯⊥k¯ + 2
VΦı¯Rı¯k¯⊥
k¯ ,
2Φ⊥¯k¯R⊥¯⊥k¯ = 2
(
AΦ⊥¯k¯AR¯⊥k¯⊥ +
TΦ⊥¯k¯ TR¯⊥k¯⊥ +
1
2
SΦ⊥Rk¯⊥k¯⊥
)
, (A.7b)
combined with (4.5), lead directly to (4.9).
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B Constraint bifurcation in the spin-0+ sector
In this appendix, we study the phenomenon of constraint bifurcation in the spin-0+ sector,
determined by the critical condition Ω = 0.
1. We start our discussion by writing the field equations for the spin-0+ sector:
2a2ηi[j∇
kVk] + 2
(
a−
b6
6
R
)
Gji − ηij
(
a2
2
V 2 +
b6
12
R2 + 2Λ0
)
= 0 , (B.1)(
a−
b6
6
R
)
Tijk + a2ηi[jVk] +
b6
3
ηi[j∇k]R = 0 , (B.2)
where V 2 = VkV
k. The content of these equations can be expressed in terms of their
irreducible components. For the first equation, we find
−a2∇[iVj] + 2
(
a−
b6
6
R
)
R[ji] = 0 , (B.3a)
−a2
(
∇(iVj) −
1
3
ηijσ
)
+ 2
(
a−
b6
6
R
)(
R(ji) −
1
3
ηijR
)
= 0 , (B.3b)
−2a2σ +
3
2
a2V
2 + aR +
b6
12
R2 + 6Λ0 = 0 , (B.3c)
where σ := ∇iV
i. The irreducible components of the second equation are:(
a−
b6
6
R
)
A = 0 , (B.4a)(
a−
b6
6
R
)
TTijk = 0 , (B.4b)(
a−
b6
6
R + a2
)
Vi +
b6
3
∇iR = 0 . (B.4c)
2. Now, we focus our attention on the factor Ω = W − a2 in ∆
+. Its dynamical evolution
is determined by Eq. (B.4c), which can be written in the form
− ΩVk + 2∂kΩ ≈ 0 , (B.5)
Note that this equation is an extension of Eq. (5.13) from Σ to the whole spacetime M.
The spacetime continuum M on which 3D PGT lives is a differentiable manifold with
topology M = R × Σ, where R corresponds to time, and Σ to the spatial section of M.
Let us now assume that: (i) Ω vanishes at some point x = a in M, (ii) Ω is an infinitely
differentiable function onM, and (iii) Vk and all its derivatives are finite at x = a. Then, one
can notice that (B.5) implies ∂kΩ = 0 at x = a. In the next step, we apply the differential
operator ∂k1 to (B.5) and conclude that ∂k1∂kΩ = 0 at x = a. Continuing this procedure, we
eventually conclude that for every n, ∂kn · · ·∂k1∂kΩ = 0 at x = a. In general, the behavior
of Ω on the whole M is not determined by its properties at a single point. However, if (iv)
Ω is an analytic function on M, its Taylor expansion around x = a implies that Ω = 0 on
the whole M.
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The result obtained can be formulated in a more useful form: if there is at least one
point in M at which Ω 6= 0, then Ω 6= 0 on the whole M. Thus, by choosing the initial
data so that Ω 6= 0 at x0 = 0, it follows that Ω stays nonvanishing for any x0 > 0. In other
words, for a suitable choice of initial data, the configuration Ω = 0 is kind of a barrier that
the system cannot cross during its dynamical evolution. Moreover, since Ω is a continuous
function, it has a definite sign for any x0 > 0.
C The linearized spin-0+ sector
In the weak-field approximation, the primary ICs of the spin-0+ sector take the form
Aφ˜ı¯¯ :=
A˜ˆπı¯¯
J¯
≈ 0 , Tφ˜ı¯¯ :=
T˜ˆπı¯¯
J¯
≈ 0 ,
AΦ˜⊥ı¯¯ :=
A ˜ˆΠ⊥ı¯¯
J¯
− 2(a+ qb6)b˜[¯ı¯] ≈ 0 ,
TΦ˜⊥ı¯¯ :=
TΠˆ⊥ı¯¯
J¯
− 2(a+ qb6)
T b˜ı¯¯ ≈ 0 ,
VΦ˜ı¯ :=
V ˜ˆΠı¯
J¯
− 2(a+ qb6)b˜⊥ı¯ ≈ 0 , (C.1)
and the secondary Hamiltonian constraints are given by
H˜⊥ = J¯
(
2
SΠ˜⊥
J¯
− (a+ qb6)(R˜
ı¯¯
ı¯¯ − 4b
ı¯
ı¯)
)
− n¯i∇¯απ˜
iα , (C.2a)
H˜α = pεijkb¯
j
α
˜ˆπi
k¯ − b¯iα∇¯β π˜i
β − 2(a+ b6q)R˜
0
β , (C.2b)
H˜ı¯¯ ≈
Aπˆı¯¯
J
− (a + qb6)T˜⊥ı¯¯ + pε⊥ı¯¯
(
S ˜ˆΠ⊥
4J¯
+
1
2
(a+ qb6)b˜
k¯
k¯
)
≈ 0 , (C.2c)
H˜⊥ı¯ ≈
˜ˆπ⊥ı¯
J¯
+ 2(a+ qb6)T˜
k¯
k¯ı¯ +∇ı¯
(
S ˜ˆΠ⊥
2J¯
+ (a + qb6)b˜
k¯
k¯
)
≈ 0 . (C.2d)
The consistency condition of VΦ˜ı¯ can be expressed in the form
χ˜ı¯ =
1
2
H˜⊥ı¯ −
a+ qb6 + a2
a2
˜ˆπ⊥ı¯
J¯
≈
a+ qb6 + a2
a2
˜ˆπ⊥ı¯
J¯
. (C.3)
For a + qb6 6= 0 and a + qb6 + a2 6= 0, the type and the number of constraints remains the
same as in the full non-linear theory, and we have the canonical stability under linearization.
The case a+ qb6 = 0. In this case, the analysis depends on the value of p.
(i) for p 6= 0, the six secondary constraints HM = (H˜⊥, H˜α, H˜ı¯¯, H˜⊥ı¯), in conjunction
with VΦ˜ı¯ ≈ 0 take, respectively, the following form:
S˜ˆπ ≈ 0 , 0 ≈ 0 , S
˜ˆ
Π⊥ ≈ 0 , ˜ˆπ⊥ı¯ ≈ 0 . (C.4)
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Thus, χ˜ı¯ and H˜α are identically satisfied, and there are no SC constraints, N2 = 0. Hence,
the number of FC constraints is N1 = 6 + 6 − 2 + 8 = 18 and consequently, there are no
propagating modes: N∗ = 2× 18− 2× 18− 0 = 0.
(ii) For p = 0, the constraints HM , in conjunction with
VΦ˜ı¯ ≈ 0, read:
2SΠ˜⊥ − n¯i∇¯απ˜
iα ≈ 0 , b¯iα∇¯βπ˜i
β ≈ 0 ,
0 ≈ 0 ,
˜ˆπ⊥ı¯
J¯
+∇ı¯
(
S ˜ˆΠ⊥
2J¯
)
≈ 0 . (C.5)
Taking into account the form of χ˜ı¯, the set HM reduces to:
˜ˆπ⊥ı¯ ≈ 0 ,
S ˜ˆπ ≈ 0 , S
˜ˆ
Π⊥ ≈ 0 .
Thus, we again have N1 = 18, N2 = 0, and N
∗ = 0.
The case a+ qb6 + a2 = 0. Compared to the generic case, this condition induces the
following change: Eq. (C.3) implies that χ˜ı¯ is identically satisfied, whereas
VΦk¯ becomes
FC. Thus, N1 = 6 + 6 + 2 = 14, N2 = 10− 4 = 6, and consequently, N
∗ = 2.
D The algebra of ICs in the spin-0− sector
The non-trivial PBs between the primary ICs YM = (
Sφ, Tφ, φ⊥,k¯,
SΦ, TΦ) in the spin-0−
sector read:
{Sφ, SΦ⊥} ≈ −
4a
J
δ ,
{Tφı¯¯,
TΦ⊥
m¯n¯} ≈ −
1
J2
[
δ(¯ı
(m¯AΠˆ⊥¯)
n¯) − 2aδ(¯ı
m¯δ¯)
n¯
]
δ ,
{φ⊥ı¯, φ⊥¯} ≈
2
J2
Aπˆı¯¯δ ,
{φ⊥ı¯,
SΦ⊥} ≈
1
J2
VΠˆı¯δ ,
{φ⊥ı¯,
TΦ⊥m¯n¯} ≈
1
J2
(
1
2
ηm¯n¯
VΠˆı¯ − ηı¯(m¯
VΠˆn¯) − 4aJn(mηı¯n)
)
δ . (D.1)
Calculating the determinant of the 8× 8 matrix ∆−MN = {YM , YN},
∆− =
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 −
4a
J
0 0
0 {Tφı¯¯,
Tφm¯n¯} 0 0 {
Tφı¯¯,
TΦ⊥
m¯n¯}
0 0 {φ⊥ı¯, φ⊥¯} {φ⊥ı¯,
SΦ⊥} {φ⊥ı¯,
TΦ⊥
m¯n¯}
4a
J
0 −{φ⊥ı¯,
SΦ⊥} 0 0
0 −{Tφı¯¯,
TΦ⊥
m¯n¯} −{φ⊥ı¯,
TΦ⊥
m¯n¯} 0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
one obtains the result displayed in Eq. (6.7).
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E On the condition Aπˆı¯¯ = 0
In this appendix, we wish to clarify the phenomenon of constraint bifurcation in the spin-0−
sector, where the field equations take the form:
2a3εijk(∇
k − V k)A+ ηij(a3A
2 − b5R[ij]R
[ij] − 2Λ0)
+
8a3
3
Aε(imntj)
mnA+ 2aGji + 2b5R[in]Gj
n = 0 , (E.1)
T imn
(
aηik + b5R[ik]
)
+ b5∇[m(Rn]k − Rkn]) + 2a3εkmnA = 0 . (E.2)
Consider now the solutions for which Aπˆı¯¯ = 0, or equivalently, A = 0. Although the
condition A = 0 is imposed from outside, it is, essentially, an additional constraint as
compared to the generic case. Hence, using not only A = 0 but also ∇0A = 0, which
ensures dynamical consistency of A = 0, the field equations reduce to
2aGji + 2b5R[in]Gj
n − ηij(b5R[ij]R
[ij] + 2Λ0) = 0 , (E.3a)
T imn
(
aηik + b5R[ik]
)
+ b5∇[m(Rn]k −Rkn]) = 0 . (E.3b)
In what follows, we focus our attention on the first first equation (E.3a). We begin by
noting that its components i, j =⊥⊥ and ı¯ ⊥, rewritten in the form
−aRı¯¯ ı¯¯ + 2Λ0 −
VΠˆı¯
J
R⊥ı¯ −
1
4b5J2
(
2VΠˆı¯
VΠˆı¯ + AΠˆ⊥ı¯¯
AΠˆ⊥
ı¯¯
)
= 0 , (E.4)
2aR⊥ı¯ +
VΠˆı¯
J
G⊥⊥ +
AΠˆ⊥ı¯¯
J
R⊥
¯ = 0 , (E.5)
represent the secondary FC constraints H⊥ and Hı¯ := hı¯
αHα. Next, consider the compo-
nents [¯ı, ¯] and [⊥, ı¯]:
(2a+ b5R⊥⊥)
AΠˆ⊥ı¯¯ + 2b5
VΠˆ[¯ıR⊥¯] = 0 , (E.6)
2aVΠˆı¯ − b5
(
VΠˆı¯G⊥⊥ +
AΠˆ⊥ı¯¯R⊥
¯ + VΠˆ¯Gı¯
¯
)
= 0 . (E.7)
Taking into account the relations
aR =
1
4b5J2
(
2VΠˆı¯
VΠˆı¯ + AΠˆ⊥ı¯¯
AΠˆ⊥
ı¯¯
)
− 6Λ0 ,
G⊥⊥ = −
1
2
Rı¯¯ ı¯¯ ,
it follows that (E.6) is a new constraint. Finally, the ı¯¯ components of (E.3a) read:(
2aηı¯k¯ +
AΠˆ⊥ı¯k¯
J
)
G¯
k¯ − ηı¯¯
[
1
4b5J2
(
2VΠˆm¯
VΠˆm¯ + AΠˆ⊥m¯n¯
AΠˆ⊥
m¯n¯
)
+ 2Λ0
]
= 0 .
This equation can be solved for Gı¯
k¯ since
det
[
2aηı¯k¯ +
AΠˆ⊥ı¯k¯
J
]
= 4a2 +
AΠˆ⊥m¯n¯
AΠˆ⊥
m¯n¯
2J2
> 0 .
Thus, Gı¯
¯ can be expressed in terms of the phase-space variables, and consequently, (E.7)
is also a constraint. Hence, equations (E.6), (E.7) and Aπˆı¯¯ = 0 describe four additional SC
constraints (if any of these were FC, the number of DoF would be negative), which eliminate
the two propagating modes of the generic case, so that N∗ = 0.
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F The linearized spin-0− sector
In this Appendix, we present the canonical structure of the linearized spin-0− sector around
the maximally symmetric background. We start by noting that
A¯ˆπı¯¯
J
= −2a3ε⊥ı¯¯A¯ ,
where A¯ = p. Then, for p 6= 0, Eq. (6.7) implies that the determinant ∆¯− is positive
definite, so that the canonical structure remains the same as before linearization, see Section
6. Moreover, in that case the spin-0− mode is massless, see (3.8c).
To see what happens in the complementary case p = 0 (the spin-0− mode is either
massive or massless), we start with
π˜i
α = 2a3ε
0αβ b¯iβA˜ ,
Π˜ij
α = −2εijk
[
aε0αβ b˜kβ + b5b¯
k
ρε
[ανρ
(
R˜ν
0] − R˜0]ν
)]
,
and find the following primary ICs:
Sφ˜ :=
S˜ˆπ
J¯
≈ 0 , Tφ˜ı¯¯ :=
T˜ˆπı¯¯
J¯
≈ 0 , φ˜⊥ı¯ :=
˜ˆπ⊥ı¯
J¯
≈ 0 ,
SΦ˜⊥ :=
S˜ˆΠ⊥
J¯
+ 2ab˜ı¯ ı¯ ≈ 0 ,
TΦ˜⊥ı¯¯ :=
T ˜ˆΠ⊥ı¯¯
J¯
− 2aT b˜ı¯¯ ≈ 0 . (F.1)
The only nontrivial PBs between the primary ICs are:
{SΦ˜⊥,
Sφ˜} ≈
4a
J¯
δ ,
{TΦ˜⊥ı¯¯,
Tφ˜m¯n¯} ≈ −
2a
J¯
δ(¯ı
m¯δ¯)
n¯δ . (F.2)
The secondary constraints H˜i and H˜ij read:
H˜⊥ = J¯
[
2
SΠ˜⊥
J¯
− a(R˜ı¯¯ ı¯¯ − 4b
ı¯
ı¯)
]
,
H˜α = b¯
ı¯
α
[
−q
(
V ˜ˆΠı¯ − 2aJb˜⊥ı¯
)
− ∇¯βπ˜i
β − 2aJ¯R˜⊥ı¯
]
,
H˜ı¯¯ ≈ aT˜⊥ı¯¯ +
A˜ˆπı¯¯
2J¯
+∇[¯ı
(
V ˜ˆΠ¯]
J¯
− 2ab˜⊥¯]
)
,
H˜⊥ı¯ ≈ aV˜ ı¯ +
1
2
∇¯¯
(
A˜ˆΠ⊥ı¯¯
J¯
− 2ab˜[¯ı¯]
)
, (F.3)
Moreover, H˜α can be used to find H˜ı¯ = h¯ı¯
αH˜α/J¯ :
H˜ı¯ ≈ −q
(
V ˜ˆΠı¯
J¯
− 2ab˜⊥ı¯
)
+ ∇¯¯
A˜ˆπ¯¯ı
J¯
− 2aR˜⊥ı¯ .
24
According to (F.2), the consistency of the primary ICs (Sφ, Tφ; SΦ, TΦ) results in the
determination of the multipliers (Su, Tu; Sv, Tv), whereas the consistency of φ˜⊥ı¯ yields a new,
secondary IC:
χ˜ı¯ = ∇¯
¯
A˜ˆπ¯¯ı
J¯
+
1
b5
(a− qb5)
(
V ˜ˆΠı¯
J¯
− 2ab˜⊥ı¯
)
≈ 0 . (F.4)
The PB of φ˜⊥ı¯ with its own (modified) secondary pair χ˜
′
¯ := χ˜¯ − H˜¯ reads:
{φ˜⊥ı¯, χ˜
′
¯} =
2a2
b5J¯
ηı¯¯δ . (F.5)
Thus, the consistency condition of χ˜′¯ leads to the determination of the multiplier u⊥¯ .
According to Eqs. (F.2) and (F.5), the ten ICs X˜A = {
Sφ˜, SΦ˜⊥,
Tφ˜ı¯¯,
TΦ˜⊥ı¯¯, φ˜⊥ı¯, χ˜
′
ı¯} are
SC. Hence, N = 18, N1 = 12, N2 = 10, so that N
∗ = 2 (one Lagrangian DoF).
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