We address the problem of anytime prediction in neural networks. An anytime predictor automatically adjusts to and utilizes available test-time budget: it produces a crude initial result quickly and continuously refines the result afterwards. Traditional feed-forward networks achieve state-of-the-art performance on many machine learning tasks, but cannot produce anytime predictions during their typically expensive computation. In this work, we propose to add auxiliary predictions in a residual network to generate anytime predictions, and optimize these predictions simultaneously. We solve this multi-objective optimization by minimizing a carefully constructed weighted sum of losses. We also oscillate weightings of the losses in each iteration to avoid spurious solutions that are optimal for the sum but not for each individual loss. The proposed approach produces competitive results if computation is interrupted early, and the same level of performance as the original network once computation is finished. Observing that the relative performance gap between the optimal and our proposed anytime network shrinks as the network is near completion, we propose a method to combine anytime networks to achieve more accurate anytime predictions with a constant fraction of additional cost. We evaluate the proposed methods on real-world visual recognition data-sets to demonstrate their anytime performance.
Introduction
Anytime predictors, defined by Grass & Zilberstein (1996) , are predictors that can be interrupted at any time during testing and still produce valid results, and the more computation before the interruption the better the results are. There are two main types of applications that require anytime predictions. First, some applications need to adjust to varying test-time budgets. For instance, a moving vehicle needs different frequencies of obstacle detection based on its velocity and the complexity of its surrounding. Second, some applications require real-time responses but allow the prediction to be continuously improved, e.g., planners on robots need immediate responses to avoid nearby obstacles, but the planners also want thorough scene analyses later for long term planning. While the above-mentioned examples would benefit from anytime predictions that can achieve stateof-the-art performance at each time-budget, it is non-trivial to transform the current state-of-theart predictors to competitive anytime predictors. In particular, the recent quick advance in image recognition tasks are mostly brought by convolutional neural networks (CNN) that have become increasingly wide and deep, starting from AlexNet (Krizhevsky et al., 2012) and VGG (Simonyan & Zisserman, 2015) , to Residual Network (He et al., 2016) , Inception(Christian Szegedy & Alemi, 2017) , and DenseNet (Huang et al., 2017) . Unfortunately, such complex and accurate predictors are inherently unfriendly to existing anytime algorithms that form anytime predictions by assembling multiple predictors, because whenever we aim for the final accurate results of CNN, we have to wait for the entire network to finish and have no intermediate responses. Such delays can be unacceptable in robotics, autonomous vehicles, and mobile devices that have limited battery and computation. This work proposes augmentations to existing networks to achieve competitive anytime predictions. Specifically, we desire to train networks capable of outputting competitive intermediate results frequently. In particular, the number of intermediate predictions should grow linearly with the run-time complexity of the network. Moreover, after spending cost B, we expect the anytime results to be competitive against those of a network trained specifically for a cost similar to B (Grubb & Bagnell, 2012 ). These requirements above unfortunately rule out forming an ensemble of networks of depth one, two, three and so on, because the ensemble produces only O(i) anytime predictions after computing O(i 2 ) layers, and the best network in the ensemble has only complexity O(i). Hence the prediction frequency shrinks to zero as the ensemble grows, and given the known networks, the performance of the ensemble is far worse than a single network of O(i 2 ) complexity. One can trade off between predictive power and frequency by adjusting the growth of the depths of individual networks, but we cannot achieve the desired competency and frequency at the same time.
To achieve frequent and competitive anytime predictions, this work proposes to form anytime neural networks (ANNs) by adding uniformly spaced auxiliary predictions and losses to the residual bottleneck units of Resnets (He et al., 2016) . We train all the losses simultaneously in a weighted sum, and we experimentally show that a carefully structured weighting on losses can induce competitive intermediate predictions while keeping the final prediction at the optimal level of performance, where the optimal at the i th prediction is from training the ANN only for this prediction. We experimentally justify our proposed weight assignments by studying how some of the more intuitive ones fail. In addition, we note that optimizing only the fixed weighted sum may result in solutions that are optimal for the sum but not for individual losses, and we propose to oscillate the weights in each iteration of the stochastic gradient descent optimization. We show experimentally that such alternating optimization leads to improvement of anytime predictions. Finally, based on our experimental observation that the performance gap between the optimal and an ANN shrinks as the ANN approaches its final layers, we propose to form a sequence of ANNs whose depths grow exponentially. If we formalize the observation and assume each ANN is near-optimal in a late fraction of its layers, we can prove that such a sequence produces frequent predictions that are also near-optimal at any budget B, where the optimal costs a constant fraction of B.
Related Work
Anytime predictions (Grass & Zilberstein, 1996) have been studied from the perspectives of optimization with functional boosting (Grubb & Bagnell, 2012; Hu et al., 2016) , and cascades design (Viola & Jones, 2001; Lefakis & Fleuret, 2010; Xu et al., 2014; Cai et al., 2015) . Both approaches are meta-algorithms that learn sequences of weak learners to produce anytime predictions. Complex but accurate learners such as CNN are difficult for these meta algorithms to utilize, however, because of the dilemma of choosing between accurate versus frequent predictions. This work instead proposes to modify feed-forward neural networks to generate intermediate predictions. We also show experimentally that it is sub-optimal to train the anytime predictions within a network one by one like in boosting and cascade design. Hence the proposed ANN is orthogonal to the previous anytime meta-algorithms.
ANNs generate anytime predictions via auxiliary predictions, constructs that are previously applied for various purposes. Lee et al. (2015) add auxiliary predictions and losses as a form regularization. In particular, a weighted sum of all auxiliary losses is used as the training loss and the weight of the intermediate losses shrink as the training proceeds. While this procedure improves the final prediction and speeds up the training of the original network, it does not necessarily yield competitive anytime predictions in the final model because the weights on auxiliary losses are annealed away. Some deep and complex architectures (Christian Szegedy & Alemi, 2017; Zhao et al., 2017) add one single auxiliary loss at a certain layer to combat the problem of vanishing gradients in training deep neural networks. It is unclear whether the training procedure that optimizes very few auxiliary losses can be directly applied to an ANN that has many auxiliary losses. Curriculum learning (Bengio et al., 2009; Zamir et al., 2017) also leverages auxiliary losses so that the early predictions of a model fit easy samples and crude classes, and late predictions fit hard samples and refined classes. In particular, Zamir et al. (2017) also care about the quality of the anytime predictions, and our novel training techniques can be applied to such curriculum learning networks that utilize auxiliary losses. Our proposed alternating optimization procedure for ANN is inspired by both practitioners that task a single network for multiple purposes (Ren et al., 2015; Misra et al., 2016) and theorists that use online learning to automatically choose data samples of interest to optimize model parameters with (Shalev-Shwartz & Wexler, 2016) . 3 Training Anytime Neural Networks
Anytime Augmentation a Feed-forward Network
Given a sample (x, y) ∼ D, the input layer f 0 of a feed-forward network is set to x, and the subsequent layers can be partitioned into a sequence of operations f i for i = 1, ..., L. Each f i for i ≥ 1 takes input from the previous result f i−1 and the local parameter θ i of f i to generate the mid feature f i (f i−1 ; θ i ), e.g., each f i could be a residual bottleneck unit in Resnet (He et al., 2016) . The final predictionŷ L (f L ; w L ) is produced by a prediction unit on the final feature f L with parameter w L . In Resnet, the prediction unit first global average pools the input feature map, and then applies a fully connected layer to generate the logits, i.e., the log of predicted conditional probability of each label given the feature x. The prediction is evaluated by some loss function . In Resnet, is the softmax cross entropy loss. As illustrated in Fig. 1a , to add auxiliary predictions to a feed-forward network to form an Anytime Neural Network (ANN), we simply apply the same type of prediction units to the desired mid features to form predictionŷ i (f i ; w i ) for i = 1, ..., L. Each predictionŷ i then incurs a loss (y,ŷ i ). We define i as the expected loss from the prediction y i , i.e., i := E (x,y)∼D [ (y,ŷ i )]. During test-time, ANN computes feature layers sequentially. At interruption, if a final linear product is allowed, ANN extracts the latest available f i and computeŝ y i . If otherwise, it computesŷ i once f i becomes available, and reports the latestŷ i at interruption.
Multi-objective Optimization
Let the parameters of the full ANN be θ = (θ 1 , w 1 , ..., θ L , w L ). Let * i := min θ i (θ) be the minimum expected loss of the i th prediction. The goal of training an ANN is to find a single θ * such that i (θ * ) = * i for all i. We characterize this multi-objective optimization problem as follows:
Seek θ * such that θ * ∈ arg min θ i (θ), ∀i = 1, 2, ..., L
While such an ideal θ * may not exist in general multi-objective optimizations, when the network is highly over-parameterized, it may be reasonable to assume that the sub neural networks of the full network can encode extra information to enable competitive early predictions, and there may exist θ such that i (θ) ≈ * i for any i. A common approach to multi-objective optimization is to optimize a weighted sum of the losses:
where B i is the weight of the loss i . This approach is used by almost all feed-forward architectures that have auxiliary losses, such as Inception (Christian Szegedy & Alemi, 2017) and Deeplysupervised Networks (Lee et al., 2015) . We call the various choices of the B i as weight schemes and examine them in Sec. 4.3. With observations on some intuitive schemes there, we propose the sieve 3 scheme, where for i = 1, ..., L − 1, B i is proportional to one plus the 2-adic valuation 2 of L − i, 1+ν 2 (L−i), and B L is set to be the sum of other weights, L−1 i=1 B i , so that the final prediction has half of the total weights. Fig. 2f illustrates sieve weights for L = 15. We show experimentally that the sieve scheme leads to competitive anytime predictions and a near-optimal final prediction, where the optimal at depth i is from training the ANN only for depth i. Two key observations lead us to this proposed non-monotone and non-uniform weight scheme. First, and interestingly, the optimization Eq. 2 may not be solved by a simple end-to-end training. For instance, it is intuitive to set each B i to be 1 L in order to minimize of the average error rate ofŷ i , an anytime performance metric equivalent to the timeliness metric proposed by Karayev et al. (2012) . However, this constant weight scheme does not achieve near-optimal final predictions, because it does not compensate for the fact that the final losses are typically much smaller than early ones. It also does not focus early losses enough to guarantee optimal predictions in early layers. Second, increasing the weight B i can improve both layer i and its neighbors, possibly because neighbors share most of their models. For instance, if we put half of the total weights in the final layer B L and split the other half evenly among others, the error rates at L − 2, L − 1 drop even if their loss weights are cut by half.
Unfortunately, regardless of the scheme, optimizing of Eq. 2 alone is insufficient to find the true solution θ * , because it can get stuck on spurious solutions where only the sum of the gradients
is zero and the individual gradients ∇ i (θ) are non-zero. We propose to solve this problem by changing the objective each iteration to amplify a different loss: in each iteration, we can choose a loss i , and increase temporarily its weight in objective Eq. 2, B i , by a constant τ of the total weights, τ L i=1 B i . We choose layer i with the probability proportional to the weight B i in the proposed sieve weight scheme. We call this sampling strategy alternating ANN (AANN), and will show experimentally that such sampling strategy improves anytime predictions, especially those from mid and early layers. We also experiment with learning the sampling strategy via noregret online learning, but this requires more hyper-parameters and has almost no performance gains in our experiments. We defer these more complex strategies to the appendix.
Sequence of Exponentially Deepening Anytime Neural Networks
We observe in our experiments in Sec. 4.5 that the relative performance gap between the optimal and an ANN shrinks as the ANN computation approaches its final layer, due to the large loss weighting of the final layer. Although the early optimal performance is limited in the network, we still wish to shrink the relative gap as early in the network computation as possible. We propose to utilize the much more competitive deeper layers, and form a sequence of ANNs to eliminate their individual weakness in early layers. Formally, we assume there exists a constant b > 1 such that for any L, ANNs of depth L are competitive after L b layers. We learn a sequence of ANNs of exponentially increasing depths: 1, b 1 , b 2 , b 3 , ... (rounded up), where each ANN is trained independently. In testtime, we compute the ANN in the sequence in the order of their depths. There are two cases for prediction. Let the interruption happens on depth i in the j th network, which has depth b j−1 . If i is deeper than the previous network, i.e., i > b j−2 , then we report the anytime result at depth i of the j th ANN. If otherwise, we report the final result of the (j − 1) th ANN. We call this sequence as Exponential ANN (EANN) and illustrate it in Fig. 1b . The following proposition proves that EANN is competitive at any budget with a constant fraction of additional computational complexity. Proposition 3.1. Let b > 1. Assume for any L, any ANN of depth L has competitive anytime prediction at depth i > L b against the optimal of depth i. Then after B layers of computation, EANN produces anytime predictions that are competitive against the optimal of depth B C for some C > 1 such that
With better ANNs, b increases, and the cost inflation rate C shrinks: sup B C and E[C] shrink to 2 and to 1. This proposition also implies that if we pay an extra constant fraction of cost, we can build a strong anytime predictor from weak anytime models that each only needs to predict after 1 b of its total layers are computed. One may wonder what happens if we simply form the sequence using regular networks instead of ANNs. First, we can no longer produce Ω(B) number of predictions with a cost of B, because the cost of new predictions will grow exponentially. Second, we will have a larger cost inflation rate C, such that sup B C ≥ 4 and E[C] ≥ 1.5 + √ 2. We defer the proofs of these inequalities and the proposition to the appendix. Table 1 : Performance of Various Anytime Weighting Schemes on CIFAR10 and CIFAR100. The best performance of each metric on each data-set that is not the optimal is in bold.
Experiment

Data-sets, Validation Set-up, Evaluation Metrics and the Optimal
We experiment with ANN on CIFAR10, CIFAR100 (Krizhevsky, 2009) , and SVHN (Netzer et al., 2011) , where deep convolutional networks are the state-of-the-art predictors 3 . We extend the standard Resnets to form ANNs. Each network starts with a 3x3 convolution that converts the image to an initial channel size c, followed by three blocks of residual bottleneck units. Each block consists of n bottleneck units that are designed by Han et al. (2017) and each has two convolutions. Between a pair of adjacent blocks, there is a 3x3 convolution that doubles the channel size and sub-samples with a stride of two. Hence the number of convolution layers in a network is 6n+3, and the run-time of each bottleneck unit stays constant in a network.
For selecting hyper parameters such as weight schemes through validation, we use the last 5000 samples in CIFAR10 and CIFAR100 training sets as validation sets, and choose n = 5, c = 16 for the validation networks. We apply the selected hyper parameters to the other model configurations.
For all experiments, we use stochastic gradient descent with a momentum of 0.9. The learning rate schedule is the same as in the original Resnet. Inspired by Karayev et al. (2012) , we compute a metric that estimates the overall anytime performance with the average of top-1 errors (AE). Following Zamir et al. (2017) , we also report the top-1 error at four milestone budget cut-offs: 1 4 , 1 2 , 3 4 and 1 of the total cost. These individual losses can provide insights on how the top-1 error decreases with the depth of the network. We compare these metrics against those of the optimal (OPT), where the optimal at depth i is from training an ANN specifically to predictŷ i .
The Importance of Joint Training of Anytime Predictors in Neural Networks
We first show on CIFAR10 the necessity to train anytime predictions in networks jointly: we examine two intuitive ways to train anytime predictions one by one and show how they fail. In the first case, we train the regular network targeting the final prediction first, and then train each fixed mid feature to generate its associated anytime prediction. In Fig. 2a, 2b and Table 1 , we call this approach "midfeat", and observe that it is significantly worse than the optimal for almost all intermediate layers, and only becomes competitive at the last two units. This suggests that the mid features are not readily suited for predictions. In the second case, we train the ANN one bottleneck unit at a time: in each training stage, we fix the previous trained anytime predictors and features, and train the next anytime predictor to convergence. This approach resembles cascade-correlation networks (Fahlman & Lebiere, 1990) . Based on adaptive submodularity (Golovin & Krause, 2011) , it is possible to argue such greedy approach can lead to near-optimal anytime predictions among ensembles of shallow networks. However, shown as "no-grad" in Fig. 2a , 2b and the top half of Table 1 , this method achieves only competitive results from the first few layers, and cannot produce competitive predictions afterwards. This negative result suggests that a deep network is fundamentally different from a linear ensemble of shallow networks. Hence it appears necessary to train anytime predictions jointly. 
Weight Schemes of Anytime Losses
This section studies the effects of weight schemes on optimizing Eq. 2 for anytime predictions on CIFAR10 and CIFAR100 validation sets. The most intuitive scheme is to weigh all anytime outputs equally, which we call "constant". In fact, this objective is equivalent to the average top-1 error (AE). If we ignore the cost at the block transitions so that anytime predictions are produced at a constant frequency, then minimizing AE is equivalent to maximizing timeliness (Karayev et al., 2012) , a measure of anytime performance. In a simple data-set like CIFAR10, this scheme achieves the AE that is the closest to the optimal ( Fig. 2a and Table 1 ). However, there is a clear gap between the optimal and the anytime prediction even at the final layers (Fig. 2b) . This gap is magnified on the more difficult CIFAR100, where the constant scheme achieves the worst performance on almost all layers as shown in Fig. 2c and Table 1 . The final gap exists partially because the final losses are typically much smaller than the early ones, so that the constant scheme may favor achieving near-optimal early losses. Another key disadvantage of the constant scheme is that only 1 L of the total weights are on each layer, and the fraction decreases with L. If we believe that for a layer to be competitive, its loss weight needs to be at least a fraction of the total weight, then we can apply this belief recursively either from final layer to the first layer or vice versa, and the loss weights should be exponentially increasing or decreasing with the depth. We test on CIFAR10 and CIFAR100 the schemes "expb2" and "expb0.5", which have their loss weights at layer i, B i , to be proportional to 2 i and 0.5 i respectively. We found that expb2 achieves near-optimal in the final layers and fail to be comparable in the early layers, and expb0.5 achieves the opposite. This observation agrees with the intuition that the quality of the predictionŷ i is positively related to its loss weight B i , and suggests that exponential increase/decrease in weights is too drastic for achieving competitive overall anytime performance. We also tested "linear" scheme, where B i grows linearly with i, as suggested by Zamir et al. (2017) . Similar to expb2 on CIFAR100 as shown in Fig. 2c and the bottom half of Table 1 , linear also achieves near-optimal final performance but sub-optimal intermediate ones.
To find better weight schemes we first try to manually increase loss weights of under-performing layers, e.g., in "half-end" we set the final weight B L to be half of the total weight, and evenly distribute the other half among other B i . Interestingly, this scheme not only achieves the near-optimal performance in the final layer as designed, but also improves multiple intermediate predictions even though they each has only about half of the loss weight as in constant scheme (Fig. 2a, Fig. 2c and Table 1 ). Furthermore, the improvement is more drastic near the final layer. As we manually add weights at 1/4, 1/2, and 3/4 of the total costs, we observe similar improvements of neighborhoods. A plausible explanation is that because the neighboring predictions are highly correlated, a good solution for one loss is also competitive for its neighboring losses. Hence it could be both easier and better to focus on a few spaced out losses than to optimize all losses evenly. Based on these observations, we develop the heuristic "sieve" weight scheme as described in Sec. 3. On CIFAR100 validation network, sieve scheme achieves the best average error among listed weight schemes and near-optimal final error. The advantage of sieve over half-end is demonstrated in the plot of training soft-max cross entropy loss versus depth in Fig. 2d , where the more concentrated weights in sieve reduce the loss of almost all layers, including those whose relative weights decreased. We use sieve in all remaining experiments.
Evaluate Alternating Anytime Neural Networks (AANN)
As explained in Sec. 3, AANN samples layer i with the probability proportional to B i in each iteration and increase the weight B i temporarily by τ L i=1 B i . We choose τ = 0.5 from the set {0.25, 0.5, 1.0, 2.0} by experiments on the validation network. Since we evaluate anytime performance at milestone costs, 1/4, 1/2, 3/4 and 1 of the total cost, we also consider the sampling strategy, called milestone, where half of the samples are split evenly among the milestones, and the other half are split evenly among the others. Table 3 showcases some performances of AANN on networks of various complexity, and a more comprehensive table is in the appendix. In total we experimented these methods on 13 network models and on all three data-sets. Using these 39 experiments, we compare these sampling strategy against the vanilla ANN by computing the percentages of experiments in which each strategy is better than ANN in each of the five metrics. We list these percentages in Table 2a . We apply hypothesis testing to better understand these percentages. For each entry in Table 2a , let X be the probability listed in the entry and p ∈ [0, 1] be the probability that ANN outperforms the associated method on the associated metric. Let the null hypothesis H 0 be "p ≤ 0.5" and the alternative hypothesis H 1 be "p > 0.5". Using Hoeffding's inequality 4 , we have P r(X|H 0 ) ≤ 0.05 for X ≥ 0.0598, and P r(X|H 0 ) ≤ 0.001 for X ≥ 0.65. Thus, we accept that AANN improves over ANN at the first three milestone costs and the average top-1 error. On the other hand, though the "milestone" strategy focuses directly on the four milestones, it generally degrades the overall performance, an observation similar to the previous observations on constant scheme. It would be interesting for future work to further understand why end-to-end training is not ideal for learning anytime predictions in neural networks. The average of the relative increases in error rate from OPT in the 39 experiments are shown in Table 2b , where we observe the relative performance gaps between OPT and ANNs drop exponentially from the early 50% extra mistakes to almost none (2%) at the final layer. AANN also has a smaller relative performance gap everywhere than ANN has, an evidence of the uniform improvement of AANN over ANN.
Evaluation on Multiple Models
In this section, we experiment with ANNs of various model complexity. An ANN is specified by the number of units in each of its three residual blocks, n, and the initial channel size, c. An ANN can also decide the prediction period s, i.e., the number of residual bottleneck units between consecutive predictions. We defer a detailed study on the prediction frequency to the appendix, and set s = 1 unless specified otherwise. Table 3 lists performances of some of the 13 models we experiment on. A full table is in the appendix. In all experiments, ANN and AANN are competitive against OPT in the intermediate predictions, and improve these predictions to near-optimal at the final layer. As expected, as the model becomes deeper and wider, the performance generally improves. However, in the more complex models such as (n = 9, c = 128) we found the optimal (OPT) has difficulty to converge well, so that the final performance may not even be better than the optimal at 3/4 of the total cost. Anytime neural networks have no trouble converging in these cases and can sometimes outperform OPT, possibly due to the regularizing effect suggested by Lee et al. (2015) . We also observe that the relative performance difference between ANN and OPT shrinks when we hold n fixed and increase the initial channel size from 16 to up to 128. We somewhat expected this result, because a network that is more over-parameterized has more parameters to spare for improving anytime predictions. This result is also encouraging for ANN, because it means when the base Resnet is wide and complex so that anytime predictions are more appreciated, ANN is closer to the optimal. In practice, wide networks are advocated by Zagoruyko & Komodakis (2016) and are used in some state-of-the-art semantic segmentation networks (Zhao et al., 2017) .
Demonstration of EANN
In this section, we experimentally analyze sequences of exponentially deepening ANNs (EANN) as described in Sec. 3.3. We train individually AANN models that have c = 32 and n = 1, 3, 7, 13, 25 in order to form an EANN with exponential base b ≈ 2. By proposition 3.1, E[C] ≈ 2.44, and the EANN should compete against the optimal with n = (1 + 3 + 7 + 13 + 25)/2.44 ≈ 20. In our comparison, we instead compete against the optimal from n = 25, a more complex and more competitive model. To set an even more challenging target performance, called OPT+, we also collect all previously computed optimal performances with c = 32, and the error of OPT+ at depth i is set to be the minimum error among the available OPT of depth no greater than i. Fig. 2e and last rows of Table 3 illustrate the performance of EANN against OPT+. Unlike individual AANNs, EANN, with its constant fraction of additional computational cost, has almost no performance gap from the OPT+ at every milestone. The performance of EANN can potentially be further improved, if we train the contained ANNs so that they only predict after 1 b of their layers are computed.
Conclusion
In this work, we propose weighting techniques to achieve competitive anytime predictions in deep neural networks without degrading the final performance. We further improve the anytime performance to be near-optimal at any test-time budget using an ensemble technique with a constant fraction of additional computational cost.
Supplementary Material for "Anytime Neural Network via Joint Optimization of Auxiliary Losses"
A Sketch of Proof of Proposition 3.1
Proof. For each budget consumed x, we compute the cost x of the optimal that EANN is competitive against. The goal is then to analyze the ratio C = x x . The first ANN in EANN has depth 1. The optimal and the result of EANN are the same. Now assume EANN is on depth z of ANN number n + 1 for n ≥ 0, which has depth b n . (Case 1) For z ≤ b n−1 , EANN reuse the result from the end of ANN number n. The cost spent is
The optimal we compete has cost of the last ANN, which is b n−1 The ratio satisfies:
Furthermore, since C increases with z,
(Case 2) For b n−1 < z ≤ b n , EANN outputs anytime results from ANN number n + 1 at depth z.
The cost is still
The optimal competitor has cost x = z. Hence the ratio is
Furthermore, since C decreases with z,
Finally, since case 1 and case 2 happen with probability 1 b and (1 − 1 b ), we have
We also note that with large b, sup B C → 2 and E[C] → 1 from above.
If we form a sequence of regular networks that grow exponentially in depth instead of ANN, then the worst case happen right before a new prediction is produced. Hence the ratio between the consumed budget and the cost of the optimal that the current anytime prediction can compete, C, right before the number n + 1 network is completed, is
Note that (b − 1) + 1 b−1 ≥ 4 and the inequality is tight at b = 2. Hence we know sup B C is at least 4. Furthermore, the expected value of C, assume B is uniformly sampled such that the interruption happens on the (n + 1) th network, is:
The inequality is tight at b = 1+ √ 2. With large n, since almost all budgets are consumed by the last few networks, we know the overall expectation E B∼U nif orm(0,L) [C] approaches 1.5 + b−1 2 + 1 b−1 , which is at least 1.5 + √ 2. Table 4 : Tables of anytime performance error rates for various prediction period s on various models (n = 7, 9 and 13) on CIFAR100. The best of each metric (each row) is in bold.
B Frequency of Anytime Prediction
We note that not every residual bottleneck unit is required to compute an anytime output, and it is possible that allowing more layers to be computed without interruption can lead to better predictions. This section studies the relationship between frequency and performance of anytime predictions. We expect that a model with more frequent anytime predictions to perform worse, because optimizing the extra auxiliary losses limits the freedom of the network. Additionally, with more anytime outputs, the average weight of anytime losses decreases, assuming the total loss weight is a constant. Then according to our previous observations in Sec. 4.3, the less relative weight a layer has, the less optimized the layer will be. Following (Zamir et al., 2017) , we call an ANN that makes an anytime prediction every i units of feature transformations (residual bottlenecks) as stack-i (i.e., the prediction period is i). The layers that predict bottlenecks whose index can be written as L − ci, where c is a non-negative integer, so that the last layer always predict. Fig. 3 and Table 4 demonstrate the performances of ANNs on CIFAR100 with different stack-i on networks with n = 7, 9, 13 . In all cases all anytime predictions are able to achieve near-optimal final predictions due to the final large weights from the sieve scheme. From the slightly larger network n = 9 and n = 13, we observe the general trend of improvement of anytime performances in all metrics as the period s increases. However, such increase is not without a limit. For instance, when n = 7, if have a relatively large period, s = 5, then it is possible that a milestone cost ( 1 2 in this case) is right before a new prediction, so that the anytime performance at such a milestone suffers. In applications, we should choose large period s as long as it does not cause much waste of budgets right before milestones.
C In Relation to the Evaluation of Feedback Networks
Feedback networks uses recurrent neural network structures to generate early predictions that can be used for anytime predictions. Recent work by Zamir et al. (2017) shows it is possible to use convLSTM (Shi et al., 2015) to train feedback networks for recognition tasks, and show that such network can produce competitive anytime predictions against the optimal. However, each cell or depth of convLSTM, requires four gates, and each gate contains two convolutions layers. Given that Feedback Networks uses the same channel size as the original Resnet, each depth of Feedback Network costs as much as eight convolutional layers, or four residual units. Furthermore, because each convLSTM cell outputs one single anytime prediction, and Zamir et al. (2017) advise to output every two cells, feedback network effectively produces an anytime prediction every 16 convolutional layers, or equivalently every eight residual units. In this work, the cost of network is determined by the computational costs, e.g., FLOPS, instead of the depth of the computational dependencies, which is used by Zamir et al. (2017) . If our anytime networks are allowed to have four times the cost of the optimal that we compete against, then we suggest applying EANN, which has been shown in Sec. 4.6 to be able to achieve competitive performance with an expectation cost inflation E[C], which is less than four if the exponential base b is no smaller than 1.4.
D No-regret Online learners for Choosing Layers to Amplify D.1 Learn to Choose Layers via Min-max Optimization
This section consider to replace the heuristic and static strategy in AANN with strategies that are learned during training. Inspired by Shalev-Shwartz & Wexler (2016) , we choose B i to amplify in each iteration by applying no-regret online learner on the maximization of the following min-max optimization:
where ∆ L is the L-dimensional probability simplex, and L i (θ) is a heuristic loss objective of choosing layer i at parameter θ. Note that L may not be the same as the loss of layer i, i . Intuitively, this min-max optimization can be considered as a two player zero-sum game, where the max player chooses layer i using v to generate the maximal loss, and the min player updates θ to reduce the chosen loss. As suggested by Shalev-Shwartz & Wexler (2016) , applying no-regret online learner on the maximization w.r.t. v leads to a no-regret strategy of choosing which layers against any static strategies. There are multiple options for no-regret online learners. For instance, EXP3 (Auer et al., 2002) and Random Weighted Majority (RWM) (Littlestone & Warmuth, 1994) both exponential gradient ascend on variable v to find layers that consistently results in high losses. Ideally, these no-regret online learners will discover high loss layer for optimization to focus on, so that eventually all loss L i will be equal. We also consider another heuristic sampling strategy called AVGL: we sample layer i with probability proportional to the exponential average of L i .
D.2 Maximization Objective
Now we explain our choice of heuristic loss objective L i so that minimization of Eq. 3 leads to low loss i . Ideally, we would like to set L i = max( i− * i * i , 0) to measure the relative difference of i from its optimal * i . In fact Lee et al. (2015) apply intermediate loss of this very form, and set the * i to be a hyper parameter to tune. However, in general tuning this parameter is difficult, and we cannot compute * i efficiently without training a model specifically for each i. To avoid the dependency on * i , we consider the relative loss difference between neighboring layers, and use the following min-max optimization to select losses i to optimize,
where η is a constant chosen by cross-validation. Intuitively, for i < L,
represents the relative reduction in loss from layer i to i + 1, and if this value is high, layer i is performing much worse than its successor while their structures are relative the same. This suggests layer i could be improved significantly with more optimization focus. The final loss objective is set to be L L = η max i=1,...,L−1
, a constant fraction of the maximal L i of the previous L− 1 layers, because the final layer does not have a successor and we desire a relative high probability of choosing the final layer according to experiments in Sec. 4.3. 
D.3 No-regret Online Learning Algorithms
As suggested by Shalev-Shwartz & Wexler (2016), we let the max player use EXP3, a no-regret online learning algorithm, to update v in the min-max optimization in Eq. 3 as follows. In each iteration, we first sample a loss i using EXP3 according to the probability distribution p i = (1 − γ)v i + γ L , where γ is a hyper parameter of EXP3 that represents the probability that the algorithm should explore a loss at random. Then the chosen i is added to a fixed sum objective L j=1 B j j to form the total loss total = L j=1 B j j + τ L j=1 B j i , where τ is a hyper parameter. The extra weight of i is τ L j=1 B j , a fraction of the total weight of the sum objective, so that the chosen i has significant influence on the total loss. After computing total , we next update network parameter θ gradient of total . Finally, we apply EXP3 update rules to update v i to be v i exp( γLi(θ) Lpi ) and normalize vector v onto the probability simplex ∆ L . If we use Random Weighted Majority (RWM) (Littlestone & Warmuth, 1994) instead of EXP3, the procedure is almost identical: the only difference is that in each iteration we update all v j , j = 1, ..., L, by exponential gradient descent using the signal L j .
D.4 Hyper Parameter Set-up
There are three hyper parameters for applying EXP3 or RWM to alternating optimization: a probability γ for the online learner to explore uniformly at random, a ratio η between the reward for the final layer and the maximum reward among previous layers, and the additional weight of the chosen layer as τ L i=1 B i . We run grid search on CIFAR10 and CIFAR100 validation network with γ from {0.1, 0.2, 0.3, 0.4}, η from {0.7, 0.8, 0.9, 1.0}, and τ from {2, 1, 0.5, 0.25}, and then sort the settings by average error and final error. We choose the setting that first appears on both ranking: γ = 0.3, η = 0.8, and τ = 0.5. A true optimal parameter setting may be hard to determine due to the random nature of SGD and the randomized strategy itself, but luckily we found on validation set that the performance is not overly sensitive to parameters. We set the momentum constant in the exponential gradient average of the AVGL strategy to be 0.9
D.5 Experimental Results of Various Sampling Strategies
In Fig. 4 , we plot the probability that each bottleneck unit i is chosen by various strategies on model with n = 7, and c = 32. The overall behavior of the probabilities are similar across models, even the performance ranking are not the same. We plot the stack graph versus the training epochs, so that we can view how the strategy evolve over time. We found that both no-regret algorithms, EXP3 and RWM, learned to pick the final layer with more than half of the probability. The remaining probability are roughly split evenly among layers. AVGL learns to put more weight on the final layer than the other layers as well, but since AVGL update its probabilities with gradient descent instead of exponentiated gradient descent in EXP3 and RWM, AVGL does not select the final layer with too high a probability. Moreover, AVGL learns to focus layers around layer 7 and 14, which are around the transition layers that subsample the feature maps and double the channel sizes via 1x1 convolutions. AANN based on sieve weight scheme naturally focus half of the weights on the final layer, and it does not spread the remaining weights evenly. Instead, we see intermittent large weights and small weights, so that every layer is somewhat focused on due to its correlation with its neighbors, and no neighborhood other than the final layer is overly focused on. Table 5 lists for each sampling strategy and each anytime evaluation metric the percentage of the 39 experiments in Table 6 such that the corresponding strategy is better than the vanilla ANN in the corresponding metric. Missing experiments are ignored. We see that RWM degrades performance in every metric. EXP3 is only able to improve at the 3/4 milestone, and degrades performance at all other milestones. AVGL is able to somewhat improve performance at 1/2 and 3/4 milestones, and improves the average performance measured in AE. However, this is at the cost of the final prediction performance, even though we note the difference is usually small. In contrast, AANN is able to improve performances in every metric, except in the final prediction, which cannot be improved because ANN is already at the optimal level in this metric. Overall, all of dynamic strategies, EXP3, RWM and AVGL are not as effective as the proposed simple AANN strategy that samples layers according to the normalized static weights, B i . Since each of these dynamic strategies has extra parameters to tune, and the chosen heuristic loss objective L is probably sub-optimal, our experiments cannot fully prove that they are not helpful for improving performance of ANN. However, we can conclude that even if they can be helpful, they require extensive parameter tuning. Table 6 lists the 13 different models that we experiment with sampling strategies on. The table also contains the performance of the sampling strategy milestone, which we show to be inferior to the vanilla ANN. These models are specified by pairs (n, c), which are their number of bottleneck units n per residual block and their initial channel size c. The 13 models we tried are: (7, 16), (7, 32), (9, 16) , (9, 32) , (9, 64) , (9, 128) , (13, 16), (13, 32), (13, 64), (17, 16) , (17, 32) , (25, 16) , (25, 32) . Every model produces anytime predictions on every bottleneck unit, except n = 25, where we set the model to produce an anytime output every three units, because having 75 anytime predictions seems excessive and slow down the training due to the extra GPU memory and computation for storing gradients for the additional auxiliary losses. We examine more in detail about the frequency of the anytime prediction in the next appendix section Sec. B, where we show that we can trade off between frequency and anytime prediction performance. 
E Full Table for Evaluating Sampling Strategies
