Abstract. We classify the primitive idempotents of the p-local complex representation ring of a finite group G in terms of the cyclic subgroups of order prime to p and show that they all come from idempotents of the Burnside ring. Our results hold without adjoining roots of unity or inverting the order of G, thus extending classical structure theorems. We then derive explicit group-theoretic obstructions for tensor induction to be compatible with the resulting idempotent splitting of the representation ring Mackey functor. Our main motivation is an application in homotopy theory: we conclude that the idempotent summands of G-equivariant topological K-theory and the corresponding summands of the G-equivariant sphere spectrum admit exactly the same flavors of equivariant commutative ring structures, made precise in terms of Hill-Hopkins-Ravenel norm maps. This paper is a sequel to the author's earlier work on multiplicative induction for the Burnside ring and the sphere spectrum, see arXiv:1802.01938v1.
Introduction
The purpose of this paper is twofold: We first classify the primitive idempotents in the real and complex representation rings RO(G) and RU(G) of a finite group G and their local variants, as summarized in §1.1, extending various classical results. We then study the compatibility of tensor induction with the splittings of RO(G) and RU(G) into idempotent summands, and as a consequence obtain an explicit description of the G-equivariant commutative ring spectrum structures occuring as idempotent summands of real and complex G-equivariant topological K-theory. See §1.2 for a summary of these results.
We begin with some motivation. Multiplicative induction is a familiar tool in representation theory and group cohomology. In the wake of Hill, Hopkins and Ravenel's ground-breaking solution to the Kervaire invariant one problem [HHR16] , it has also received much interest in equivariant homotopy theory. Starting from the observation that localization can destroy some of the structure of an equivariant commutative ring spectrum, Hill and Hopkins [HH14] gave a necessary and sufficient criterion (cf. Proposition 4.4) for the localization
of a G-E ∞ ring spectrum R at an element x ∈ π G V (R) to admit a G-E ∞ ring structure. The critical part is that R[x −1 ] might not admit Hill-Hopkins-Ravenel norm maps
for all nested subgroups K ≤ H ≤ G. Subsequently, more general notions of equivariant commutative ring spectra equipped with incomplete collections of norm maps, called N ∞ ring spectra, were studied by Blumberg and Hill in [BH15b] , [BH18] and [BH15a] .
Interesting examples of equivariant localizations arise from primitive 1 idempotent elements e ∈ π G 0 (R). These induce a decomposition of the homotopy Mackey functor π * (R) into indecomposable summands (also called blocks) of the form
and hence yield a block decomposition of R as a wedge of G-spectra R[e −1 ]. One can now ask about the possible N ∞ ring structures on these blocks. Hill and Hopkins' aforementioned criterion involves checking relations involving multiplicative induction in π G 0 (R), which in general are hard to access.
Problem 1.1. Determine the nested subgroups K ≤ H ≤ G such that
(1) the norm map N H K for R descends to a well-defined norm map
on the block of R defined by the primitive idempotent e ∈ π G 0 (R) (2) the induced norm operation on homotopy groups N H K : π K 0 (R) → π H 0 (R) descends to a well-defined norm operatioñ
1 An idempotent is primitive if it cannot be written as a sum of non-zero idempotents. 2 Throughout the paper, we writeÑ for the norms of a localization to distinguish them from the norms of the original object.
In the prequel [Böh] , the author gave an explicit group-theoretical answer in the fundamental example of the G-equivariant sphere spectrum S. It built on an analysis of multiplicative induction in the Burnside ring A(G) and Segal's identification
In the present paper, we present a complete solution to Problem 1.1 for G-equivariant complex topological K-theory KU G and its real analogue KO G . The homotopy groups
identify with the complex and real representation ring RU(G) and RO(G), respectively, see e.g. [Seg68, §2].
1.1. Primitive idempotents in representation rings. Dress' classification of primitive idempotents in the Burnside ring and its local variants [Dre69] was the starting point for the investigation of the idempotent splittings of A(G) and S in [Böh] . Given a collection P of prime numbers, write A(G) (P) := A(G) ⊗ Z (P) for the P-local Burnside ring, where Z (P) := Z p −1 | p / ∈ P . Dress showed that the primitive idempotent elements e L ∈ A(G) (P) are in canonical bijection with the conjugacy classes of P-perfect subgroups L ≤ G. See § 2.1 for further details.
It is known that the complex representation ring RU(G) has no idempotents other than zero or one, see [Ser77, §11.4, Corollary]. We extend this result to a classification of the primitive idempotents in the P-local representation ring RU(G) (P) := RU(G) ⊗ Z (P) as follows. Consider the "linearization" map lin : A(G) (P) → RU(G) (P) given by sending a finite G-set to its associated permutation representation. Theorem 1.2. The assignment C → lin(e C ) defines a bijection between the conjugacy classes of cyclic subgroups C ≤ G of order not divisible by any prime in P and the primitive idempotent elements of the ring RU(G) (P) . Here, e C ∈ A(G) (P) denotes Dress' idempotent associated to C, see Theorem 2.2. Theorem 1.2 is an instance of the phenomenon that one passes from the Burnside ring to the representation ring by restricting attention to cyclic subgroups. The proof is given in §2. Remark 1.3. Theorem 1.2 extends classical work in the following way: Building on work by Solomon [Sol67] , Gluck [Glu81a] studies the idempotents lin(e C ) and their character values in the rational and the p-local case for a single prime p, but does not show that they are primitive. He also observes that Dress' idempotent e L ∈ A(G) (P) is in the kernel of the linearization map if L is not a cyclic group; we prove this in the general P-local case in Corollary 2.4.
We record an immediate consequence of Theorem 1.2. Write RO(G) (P) for the P-local real representation ring and RQ(G) ⊗ Z (P) for the ring of Z (P) -linear combinations of G-representations over the rational numbers. It is well-known that these embed into RU(G) (P) as subrings.
Corollary 1.4. The primitive idempotents of RU(G) (P) all lie in the subrings RO(G) (P) and RQ(G) ⊗ Z (P) . Hence, they are precisely the primitive idempotents of these subrings.
In the special case of RQ(G) ⊗ Q, this result appeared as [Sol67, Thm. 3].
1.2. Multiplicativity of idempotent summands. We now turn to the multiplicative properties of the idempotent splittings of the complex and real representation rings and equivariant K-theory spectra. Since the block RU(G) (P) [lin(e C ) −1 ] agrees with the A(G) (P) -module localization
C ] of the blocks of P-local G-equivariant K-theory with an e C -localization in genuine Gspectra. By Corollary 1.4, the same is true for RO(G) (P) and (KO G ) (P) . This enables us to reduce the solution to Problem 1.1 for equivariant K-theory to the one for the sphere given in the prequel [Böh] . The resulting classification of the maximal N ∞ ring structures of the idempotent summands of (KU G ) (P) can be summarized as follows: Theorem 1.5. Let C ≤ G be a cyclic group of order not divisible by any prime in P and let e C be the corresponding primitive idempotent in A(G) (P) . Let K ≤ H ≤ G be nested subgroups. Then the following are equivalent:
C ] inherits a norm mapÑ H K from that of RU(−) (P) . (e) Any subgroup C ′ ≤ H conjugate in G to C lies in K.
All of the above holds with (KU G ) (P) and RU(−) (P) replaced by their real variants (KO G ) (P) and RO(−) (P) .
The equivalence of (a), (c) and (e) was already proven in [Böh] 
Idempotent elements in representation rings
The goal of this section is to prove Theorem 1.2. In §2.1, we show how some parts of the theorem follow easily from the classification of idempotents in the Burnside ring. The difficult part is to prove that the images of the Burnside ring idempotents are indeed primitive. We recall Atiyah's description [Ati61] of the prime ideal spectrum Spec(RU(G) (P) ⊗ O F ) in §2.2, where O F is obtained from Z by adjoining sufficiently many roots of unity, classify the idempotents of RU(G) (P) ⊗ O F in §2.3, and deduce the primitivity part of Theorem 1.2 in §2.4. In the rational and in the p-local case, it is possible to prove the primitivity in an easier way, as we explain in §2.5.
2.1. Idempotents in the Burnside ring. We recall Dress' classification of idempotents of A(G) (P) . For a group H, let O P (H) ≤ H denote its P-residual subgroup, i.e., its unique minimal normal subgroup such that the quotient is a solvable group of order not divisible by any of the primes in P. Recall that H is called P-perfect if O P (H) = H. Lemma 2.1. A cyclic group is P-perfect if and only if its order is not divisible by any element of P.
Recall that for a subgroup H ≤ G, the mark homomorphism φ H : A(G) (P) → Z (P) is extended additively from the assignment X → |X H | for finite G-sets X.
Theorem 2.2 ([Dre69], Prop. 2).
There is a canonical bijection between the conjugacy classes of P-perfect subgroups L ≤ G and the set of primitive idempotent elements of A(G) (P) . It sends L to the element e L ∈ A(G) (P) whose marks φ H (e L ) at a subgroup H ≤ G are one if O P (H) and L are conjugate in G, and zero otherwise.
Write χ(V)(g) for the value of the character of V ∈ RU(G) (P) at the element g ∈ G.
The linearization map lin : A(G) (P) → RU(G) (P) satisfies the following simple identity:
Recall that by the Chinese remainder theorem, each g ∈ G can be written uniquely as a product (g) P ′ · h, where (g) P ′ is a power of g of order prime to P and h is a power of g of order divisible only by primes in P. The element (g) P ′ is called the P-prime part of g.
In particular, lin(e L ) is zero if L is not cyclic. The elements lin(e C ) are mutually orthogonal idempotents summing to one, where C ranges over a set of representatives for the conjugacy classes of cyclic P-perfect subgroups.
Proof. The statement follows from Theorem 2.2 and Lemma 2.3, using the fact that
This proves all the statements of Theorem 1.2 except for the primitivity of the idempotents lin(e C ). Note that the rational case (P = ∅) of Corollary 2.4 is stated in [Glu81a, Theorem] and goes back to a similar result by Solomon [Sol67, Thm. 3].
The following observation is not part of the proof of Theorem 1.2, but we record it for later reference.
Lemma 2.5. The P-local Burnside ring splits as
where e cyc (respectively e ker ) is defined to be the sum of all primitive idempotents e L with L cyclic (respectively non-cyclic). Moreover, the summand e ker · A(G) (P) is precisely the kernel of the linearization map lin :
Proof. The first part follows from Theorem 2.2 by writing 1 = e cyc + e ker . Lemma 2.3 implies that the kernel of lin consists of those virtual G-sets whose marks vanish at all cyclic subgroups. By Corollary 2.4, these are precisely the elements of the ideal e ker · A(G) (P) . 
Prime ideals in
for the value of the O F,(P) -linear character of V at g ∈ G.
Atiyah [Ati61] described the structure of the prime ideal spectrum Spec(RU(G) ⊗ O F ).
His proof applies without changes to the open subscheme Spec(RU(G)
Proposition 2.7 (Cf. [Ati61] , Prop. 6.4). The topological space Spec(RU(G) (P) ⊗ O F ) can be described as follows:
(1) Every prime ideal of RU(G) (P) ⊗ O F is of the form
for some element g ∈ G and some prime ideal p O F,(P) . (2) Let p, q O F,(P) be prime ideals such that Z ∩ q = qZ for a prime q ∈ Z. There is an inclusion Q(p, g) ⊆ Q(q, h) if and only if p is contained in q and (g) q ′ is conjugate in G to (h) q ′ .
(3) The prime ideals Q(p, g) with p = (0) are minimal and the ones with p = (0) are maximal.
In particular, the Krull dimension of RU(G) (P) ⊗ O F is one. 
that sends x ∈ G to the connected component of Q(0, x) induces a bijection between the set of conjugacy classes of P-prime elements of G and the set of connected components of Spec(RU(G) (P) ⊗ O F ). In particular, the prime ideal spectrum of RU(G) ⊗ O F is connected.
This follows directly from:
Proposition 2.9. For any (not necessarily P-prime) elements x, y ∈ G, the prime ideals Q(p, x) and Q(q, y) lie in the same connected component of Spec(RU(G) ⊗ O F ) if and only if (x) P ′ and (y) P ′ are conjugate in G.
Proof. First observe that for p = (0), the height one ideal Q(p, x) lies in the closure of the height zero ideal Q((0), x), so without loss of generality we may assume that
and Q((0), y) lie in the same component if and only if there is a zig-zag of inclusions of prime ideals
for some elements x = x 0 , x 1 , . . . , x r = y ∈ G and some prime ideals p i O F,(P) . By part (2) of Theorem 2.7, we have an equality Q(p i ,
, where p i is given by Z ∩ p i = p i Z. For the "only if" part of the proposition, given a zig-zag as above, it follows that
where ∼ G indicates being conjugate in G. For the "if" part, assume that (x) P ′ ∼ G (y) P ′ . Since the prime ideals Q((0), g) only depend on the conjucagy class of g, it follows that Q((0), (x) P ′ ) and Q((0), (y) P ′ ) agree. Thus, it suffices to show that for any g ∈ G, the prime ideals Q((0), g) and Q((0), (g) P ′ ) lie in the same component. We will construct an explicit zig-zag as above. Let p 0 , p 1 , . . . , p r be all primes in P that divide the order of G. By the going-up theorem, we can find prime ideals
Inductively, define g 0 := g and g i :
. Then these choices of elements g i and prime ideals p i give rise to a zig-zag between Q((0), g) and Q((0), (g) P ′ ), which completes the proof. Remark 2.11. Roquette [Roq52] shows that the classification given in Corollary 2.10 also holds for the primitive idempotents in the p-adic representation ring after adjoining all e-th roots of unity.
Remark 2.12. Using Schur's orthogonality relations, it follows from Corollary 2.10 that e x is given explicitly as
where V runs over a system of representatives of the irreducible representations of G and C G (x) denotes the centralizer of x in G. 
Idempotents of RU(G) (P) .
Recall that Γ ∼ = (Z/ exp(G)) × denotes the Galois group of the cyclotomic extension F/Q. The left Γ-action on F restricts to an action on O F . Let Γ act on RU(G) (P) ⊗ O F via its action on the right factor. Then clearly RU(G) (P) = (RU(G) (P) ⊗ O F ) Γ . The group Γ then acts from the right on Spec(RU(G) (P) ⊗ O F ) and we have Spec(RU(G) (P) ) ∼ = (Spec(RU(G) (P) ⊗ O F ))/Γ, cf. [Ser77, §11.4, Exerc. 11.4]. We will now describe these Γ-orbits in terms of the prime ideals Q(p, x).
First recall that the left Γ-action on O F induces a right Γ-action on Spec(O F ) that is given by p.γ = γ −1 (p). This action is well-defined since the order of g ∈ G divides exp(G). Moreover, it is compatible with conjugation in G. We can describe the Γ-orbits in G easily:
Lemma 2.14 ([Ser77], §13.1, Cor.). Two elements x, y ∈ G lie in the same Γ-orbit if and only if they generate the same cyclic subgroup of G.
Proof. Let n divide exp(G). Then Γ ∼ = (Z/ exp(G)) × permutes the generators of

Z/ exp(G) transitively, and the same is true for the generators of the cyclic group Z/n, viewed as a subgroup of Z/ exp(G).
Proposition 2.15. The left Γ-action on RU(G) (P) ⊗ O F induces a right Γ-action on the space Spec(RU(G) (P) ⊗ O F ) which coincides with the action defined by Q(p, x).γ = Q(p.γ, x.γ).
Proof. As in Notation 2.6, write
Corollary 2.16. The map G → π 0 (Spec(RU(G) (P) ))
that sends an element x to the component of the orbit Q((0), x).Γ induces a bijection between the Γ-orbits of conjugacy classes of P-prime elements x ∈ G and the set of components of the topological space Spec(RU(G) (P) ). In particular, the spectrum of RU(G) is connected.
Corollary 2.17. There is a canonical bijection between the Γ-orbits of conjugacy classes of P-prime elements x ∈ G and the primitive idempotents in RU(G) (P) . The idempotent e x.Γ associated to the orbit of (x) has character given by
Proof. This follows from Corollary 2.16 in the same way that Corollary 2.10 follows from Theorem 2.8, see the proof of Corollary 2.10.
Remark 2.18. In particular, we have e x.Γ = ∑ γ∈Γ e x.γ in RU(G) (P) . A simple calculation shows that e x.γ = γ −1 (e x ) in RU(G) (P) ⊗ O F . Therefore e x.Γ = tr F/Q (e x ) is the field trace of e x . We will not use this fact.
By Lemma 2.14, we can write e ′ x := e x.Γ and rephrase Corollary 2.17 in terms of cyclic subgroups. At this point, there is no dependence on the field extension F/Q anymore.
Corollary 2.19.
There is a canonical bijection between the conjugacy classes of cyclic P-perfect subgroups C ∈ G and the primitive idempotents in RU(G) (P) . The primitive idempotent e ′ C has character given by
In particular, the character of e ′ C agrees with that of lin(e C ) given in Corollary 2.4 and hence we have e ′ C = lin(e C ).
Theorem 1.2 follows.
Remark 2.20. It is clear from Corollary 2.19 that the primitive idempotents of RU(G) (P) only depend on those primes p ∈ P that divide the order of G.
Quick proofs of special cases.
In the rational and p-local case, we can give short ad-hoc proofs of the primitivity of the elements lin(e C ) stated as part of Theorem 1.2.
Lemma 2.21. Let x, y ∈ G generate the same subgroup. If all character values of the virtual representation V ∈ RU(G) (P) lie in
Proof. By Lemma 2.14, we can find γ ∈ Γ such that y = x.γ. Then
Corollary 2.22. For any cyclic C ≤ G, the idempotent lin(e C ) ∈ RU(G) ⊗ Q is primitive.
Proof. Recall that the character of lin(e C ) is one on elements that generate subgroups conjugate to C and zero otherwise. But Lemma 2.21 shows that any integer-valued character must be constant on the set where lin(e C ) is one, hence lin(e C ) cannot decompose as a sum of idempotents.
For the p-local case, we need another lemma. It was used in Atiyah's proof of Theorem 2.7.
Lemma 2.23 ([Ati61]
, proof of Lemma 6.3). Let V ∈ RU(G) (p) and let p be a prime of
Proof. Without loss of generality, we may assume that G is cyclic and V one-dimensional, hence its character is multiplicative. Write g = (g) p ′ · h where the order of h is p r , then (χ(V)(h)) p r = 1. But O F,(P) /p is a finite field of characteristic p, so
and consequently
Definition 2.24. For C ≤ G cyclic of order prime to p, let Finally, a proof similar to that of Corollary 2.22 shows:
Corollary 2.26. For any cyclic p-perfect C ≤ G, the idempotent lin(e C ) ∈ RU(G) (p) is primitive.
Lemma 2.23 does not hold in the general P-local case, as the next example shows. However, it follows from Theorem 1.2 that the statement becomes true under the additional assumption that the character of V be zero outside of S C . We do not know how to use this assumption to give a quick proof of the primitivity of the elements lin(e C ) that applies to all choices of P.
Example 2.27. Let G = C 2 × C 3 be the cyclic group of order 6 and P = {2, 3}. Write 1 for the trivial representation and let V ∈ RU(G) (P) be given as the tensor product of the sign representation of C 2 with the sum of the two non-trivial irreducible C 3 -representations. Let g ∈ G be a generator and observe that (g) P ′ = 1. However,
for any prime ideal p of O F,(P) .
Idempotent splittings of representation rings
As before, let P be a fixed collection of prime numbers, and let R(G) (P) denote one of the rings RO(G) (P) or RU(G) (P) . The goal of this section is to describe the multiplicativity of the idempotent splitting
We start by briefly recalling the notion of an (incomplete) Tambara functor in §3.1. In §3.2, we study the multiplicativity of the idempotent splitting of R(−) (P) : we characterize the norms which are compatible with e C -localization in Theorem 3.3 and describe the incomplete Tambara functor structure of each idempotent summand in Theorem 3.8. It is then easy to read off the structure that is preserved by the entire splitting, as we explain in §3.3.
Incomplete Tambara functors.
Recall that many naturally arising Mackey functors have additional multiplicative structure. Often, Green functors come equipped with additional multiplicative transfer maps or norms N H K : R(K) → R(H) for all subgroup inclusions K ≤ H ≤ G, satisfying a number of compatibility relations for norms, additive transfers and restrictions. Tambara [Tam93] axiomatized the structure of these objects and called them TNR-functors; nowadays they are referred to as Tambara functors.
Blumberg and Hill [BH18] introduced the more general notion of an (incomplete) ITambara functor that only admits a partial collection of norms for certain subgroup inclusions K ≤ H ≤ G, parametrized by well-behaved collections I of admissible H-sets H/K. These indexing systems form a poset under inclusion. Thus, I-Tambara functors for varying I interpolate between the notion of a Green functor (which doesn't necessarily admit any norms) and that of a Tambara functor (which admits all possible norms). We refer to the above sources for precise definitions and further details. More generally, Brun [Bru07] showed that the zeroth equivariant homotopy groups of a G-E ∞ ring spectrum naturally form a Tambara functor.
3.2. Multiplicativity of the idempotent summands. Observe that the canonical localization maps R(−) (P) → R(−) (P) [e −1 C ] are levelwise ring homomorphisms that are compatible with the Mackey functor structure, hence the idempotent splitting of R(G) (P) induces a splitting of the underlying Green functor of R(−) (P) . Our next goal is to describe the idempotent summands R(−) (P) [e Theorem 3.3. Let C ≤ G be a cyclic P-perfect subgroup and let e C ∈ A(G) (P) be the corresponding primitive idempotent element. Fix subgroups K ≤ H ≤ G. Then the following are equivalent:
(e) Any subgroup C ′ ≤ H conjugate in G to C lies in K.
In the prequel [Böh] , statement (e) appeared in a slightly more complicated form as the statement (e') of the next lemma. The author is grateful to Malte Leip for pointing out this simplification. It was proven in [Böh, Thm. 4 
If the element x is idempotent, then checking the above division relation amounts to checking an equation:
Lemma 3.6. Let e, e ′ ∈ R be idempotents in a commutative ring. Then e divides e ′ if and only if e · e ′ = e ′ .
Proof. Assume that e divides e ′ . Then e ′ ∈ eR, hence e · e ′ = e ′ , since multiplication by e is projection onto the idempotent summand eR of R. The other direction is obvious.
Proof of Theorem 3.3. We only need to show the equivalence (c) ⇔ (d). By Theorem 3.5 and Lemma 3.6, the statement (c) (respectively (d)) holds if and only if the equation
holds in A(H) (P) for x = e C (respectively in R(H) (P) for x = lin(e C )). The linearization map lin : A(−) (P) → R(−) (P) is a map of Tambara functors, hence preserves norms, restrictions and multiplication. By Lemma 2.5, lin is injective on the ideal summand e cyc · A(G) (P) and that summand contains the element e C . It follows that the above equation holds for x = e C if and only if it holds for x = lin(e C ).
We can use the language of incomplete Tambara functors [BH18] to describe the algebraic structure of R(G) Theorem 3.8. Let C ≤ G be a cyclic P-perfect subgroup, and denote by R(−) (P) one of the Tambara functors RU(−) (P) or RO(−) (P) . Then the following hold:
i) The Green functor R(−) (P) [e −1 C ] admits the structure of an I C -Tambara functor under R(−) (P) .
ii) The indexing system I C is maximal among the indexing systems that satisfy i).
iii) The canonical map R(−) (P) → R(−) (P) 
C ] is an e C -localization in the category of I C -Tambara functors.
We record two easy consequences of our characterization of norm maps in the idempotent summands. 3.3. Multiplicativity of the idempotent splittings. We can now describe the multiplicativity of the idempotent splitting of R(−) (P) in terms of the indexing system
arising as the intersection of the indexing systems I C defined in Prop. 3.7.
Proposition 3.11. The localization maps R(−) (P)
where the product is taken over conjugacy classes of cyclic P-perfect subgroups. Moreover, I cyc is maximal among all indexing sets with this property.
Proof. Each of the canonical maps R(−) (P) → R(−) (P) 
C ] is a map of I C -Tambara functors by 3.8, hence their product is a map of I cyc -Tambara functors. It is a levelwise isomorphism by construction. The maximality also follows from Theorem 3.8: it implies that I cyc is maximal among the indexing systems J such that each summand R(−) (P) 
The admissible sets of I cyc can be characterized as follows.
Lemma 3.12 ( [Böh] , Lemma 4.23). Let K ≤ H ≤ G, then H/K is an admissible set for I cyc if and only if for all cyclic P-perfect C ≤ H, C is contained in K.
Idempotent splittings of equivariant K-theory
Let K G denote one of the genuine G-spectra KU G or KO G , i.e., either complex or real equivariant K-theory. We will determine the multiplicativity of the P-local idempotent
i.e., we will explicitly describe the maximal N ∞ algebra structure on each of the factors, as well as the maximal N ∞ algebra structure preserved by the splitting. Recall that as a consequence of Theorem 1.2, the blocks of (K G ) (P) are given as the e C -localizations (P) in the category of G-spectra.
Preliminaries.
The N ∞ operads of [BH15b] structure G-equivariant ring spectra with incomplete sets of norm maps parametrized by their associated indexing systems. According to [GW, Thm. 4 .7], any given indexing system can be realized as the indexing system of a Σ-cofibrant Notation 4.1. For each conjugacy class of cyclic P-perfect subgroups C ≤ G, let O C be a Σ-cofibrant N ∞ operad whose associated indexing system is I C . Let O cyc be a Σ-cofibrant N ∞ operad whose associated indexing system is I cyc .
Note that by definition, an N ∞ operad P is a certain operad in the category of unbased G-spaces. By the usual abuse of notation, we refer to an algebra over the operad Σ ∞ + P in G-spectra as a P-algebra.
Remark 4.2. For any choice of the operad O C , both S and K G are naturally algebras over O C : both spectra can be modelled as strictly commutative monoids in orthogonal G-spectra, and hence admit an action by O C that factors through the action of the commutative operad.
4.2. Multiplicativity of the idempotent summands. We are now ready to state our main homotopical result. Theorem 4.3. Let C ≤ G be a cyclic P-perfect subgroup. Then:
i) The G-spectrum (K G ) (P) [e −1 C ] is an O C -algebra under (K G ) (P) .
ii) The operad O C is maximal among the N ∞ -operads that satisfy i).
iii) The canonical map (K G ) (P) → (K G ) (P) [e −1 C ] is an e C -localization in the category of O Calgebras in G-spectra.
The key to the proof is the following preservation result for N ∞ algebras given in [Böh] . It extends previous work of Hill and Hopkins [HH14] and uses a result of Gutiérrez and White [GW, Cor. 7 .10]. C ] is an O C -algebra under (K G ) (P) . Ad ii): Assume that P is an element strictly greater than O C in the poset of (homotopy types of) N ∞ operads. Then any norm that comes from P but not from O C induces a corresponding norm on homotopy groups that does not correspond to an admissible set of I C , thus contradicting the maximality statement included in Theorem 3.8. Ad iii): It is an e C -localization in G-spectra and a map of O C -algebras.
We obtain the homotopical analogue of Corollary 3.9, stated as Corollary 1.7 in the introduction. There is also a homotopical version of Corollary 3.10: is an equivalence of O cyc -algebras. Here, the product is taken over all conjugacy classes of cyclic P-perfect subgroups of G.
