Theory, algorithms and LAPACK-style software for computing a pair of deflating subspaces with specified eigenvalues of a regular matrix pair (A, B) and error bounds for computed quantities (eigenvalues and eigenspaces) are presented. The reordering of specified eigenvalues is performed with a direct orthogonal transformation method with guaranteed numerical stability. Each swap of two adjacent diagonal blocks in the real generalized Schur form, where at least one of them corresponds to a complex conjugate pair of eigenvalues, involves solving a generalized Sylvester equation and the construction of two orthogonal transformation matrices from certain eigenspaces associated with the diagonal blocks. The swapping of two 1 x 1 blocks is performed using orthogonal (unitary) Givens rotations. The error bounds are based on estimates of condition numbers for eigenvalues and eigenspaces. The software computes reciprocal values of a condition number for an individual eigenvalue (or a cluster of eigenvalues), a condition number for an eigenvector (or eigenspace), and spectral projectors onto a selected cluster. By computing reciprocal values we avoid overflow. Changes in eigenvectors and eigenspaces are measured by their change in angle. The condition numbers yield both asymptotic and global error bounds. The asymptotic bounds are only accurate for small perturbations (E, F) of (A, B), while the global bounds work for all [[(E, F)[[ up to a certain bound, whose size is determined by the conditioning of the problem. It is also shown how these upper bounds can be estimated. Fortran 77 software that implements our algorithms for reordering eigenvalues, computing (left and right) deflating subspaces with specified eigenvalues and condition number estimation are presented. Computational experiments that illustrate the accuracy, efficiency and reliability of our software are also described.
Introduction
Given a matrix pair (A, B), where A and B are general n • n matrices with real or complex entries. In the generalized eigenvalue problem (GEP) we are interested in finding a few or all eigenvalues A; and eigenvectors x; # 0 such that Axi = AiBxi. Mathematically, the eigenvalues are the roots of the characteristic equation det(A-AB)= 0. If B = I,,, GEP reduces to the standard eigenvalue problem (SEP). Moreover, if det(B)# 0, the problem can in theory be transformed to Cx = Ax, with C = B-~A. If det(B)= 0 and x # 0 is a null vector of B, then Bx = OAx, i.e., x is an eigenvector of the reciprocal problem Bx = izAx, with # = A -l = 0. In other words, A = c~ is an eigenvalue of Ax = ABx. By restricting the matrix pencil A-AB (a family of matrices parameterized by A) such that det(A -AB) = 0 if and only if A is an eigenvalue, (A, B) is a regular matrix pair, or similarly, A -AB is a regular matrix pencil. If det(A -AB) = 0 for all A, A -AB is a singular pencil and (A, B) is a singular matrix pair [12] .
From a computational point of view it is more natural to define GEP in crossproduct form flAx = aBx with A = a//3. An eigenvalue is represented as a pair (a,/3), where a finite eigenvalue has/3 r 0 and an infinite eigenvalue has/3 = 0. In this representation an infinite eigenvalue (a, 0) is not essentially different from a zero eigenvalue (0,/3). As in SEP we have both right and left eigenvectors x # 0 and y # 0, respectively, defined as /3Ax = aBx, ~3yeA = ayn B.
(1)
In several applications (e.g., in control theory [23, 30, 21] ) it is not necessary to compute the eigenvectors, but merely to find eigenspaces associated with a specified set of eigenvalues. E and 7~ are a pair (left and right) of deflating subspaces of a regular A -AB, if E = A~ + BT~ and dime = dimT~ [26, 27] . One way of computing a pair of deflating subspaces (with orthogonal bases) is via the generalized Schur decomposition. As in the standard eigenvalue problem we distinguish two cases. The complex case: let A and B be n x n with complex entries. Then there exist unitary U E C n• and V E C"• v (As)v = s-AT,
where S and T are upper triangular. The eigenvalues are given by the pairs (sii, tii) # (0, 0). The finite eigenvalues are sii/tii, where tu # 0. If (s,, tii) = (0, 0) for some i, then (A, B) is singular. The real case: let A and B be n x n with real entries. Then there exist orthogonal U E R "• and V E R"• ", (3) where S is upper quasi-triangular and T is upper triangular. A quasi-triangular matrix is block upper triangular with 1 x 1 or 2 x 2 blocks on the diagonal. The 2 x 2 blocks on the diagonal of S -AT correspond to pairs of complex conjugate eigenvalues.
The columns of U and V, ui and v;, i = 1 : n, are left and right generalized Schur vectors and the first k columns of U and V span a k-dimensional pair of deflating subspaces associated with the k x k (1, 1)-block of (S, T) in generalized Schur form. U and V can be chosen so that the eigenvalues appear in any order along the (block) diagonals of S and T. More formally, let U = [Ul, U2] and V = [VI, V2] be a conformal partitioning with respect to the cluster of k eigenvalues in the (1, 1)-block of (S, T):
V2]=S-AT-
SzzJ-A T22J
Now, /2 = span(Ui) and ~ = span(V a) form a pair of deflating subspaces associated with the cluster of (Sll, Tu). Moreover, span(VI) is a right eigenspace of (A,B), and span(U2) is a left eigenspace of (A,B) associated with ($22, T22) [27] . Indeed, we can retrieve a left eigenspace associated with ($11, Tit) and a right eigenspace associated with (Szz, Tzz) by a second reordering of the eigenvalues of (S, T) such that, now, the "new" ($22, 7'21) will correspond to the specified cluster. Moreover, by combining the Ui's and Vi's from the two reorderings it is possible to construct a block-diagonalizing equivalence transformation [21] . Let
where U; (j) and Vy ) are blocks i(= 1,2) of U and V from the reordering j(= 1,2). Then X -~ (A -AB) Y is block-diagonal with the specified cluster in the (1, 1)-block [21] . By construction the two block columns of Y and the two block rows of X -1 have orthonormal bases which ensure transformation matrices with optimal condition numbers [4] . Alternatively, we can block-diagonalize (S, T) in (4) in terms of a non-orthogonal equivalence transformation directly by solving a generalized Sylvester equation (see section 3.2). In this paper we present underlying theory, algorithms and LAPACK-style software for computing a pair of deflating subspaces with specified eigenvalues of a regular matrix pair (A, B) and error bounds for computed quantities (eigenvalues and eigenspaces). The error bounds are based on estimates of condition numbers for eigenvalues and eigenspaces. Typically, the algorithm for computing a pair of deflating subspaces is a two-step process. First, compute a generalized Schur form of a matrix pair (A, B) using the QZ algorithm [24] . Second, reorder the specified eigenvalues to appear in the (1, 1)-block of the generalized Schur form. The focus here is to perform the reordering (also in the real case) with a direct method [17] . A reordering method based on the periodic Schur decomposition has been proposed recently [5] . The rest of the paper is outlined as follows. In section 1.1 we collect our notation. Section 2 gives an overview of the direct method for reordering eigenvalues in the generalized real Schur form. In section 3 we discuss direct reordering algorithms with guaranteed backward stability. Section 4 collects theory and algorithms for computing condition numbers and error bounds for eigenvalues and deflating subspaces of a regular (A, B). In section 5 we briefly present our Fortran 77 software for computing deflating subspaces with specified eigenvalues, condition numbers and error bounds. Some computational experiments that illustrate the accuracy and reliability of our software are presented in section 6. Finally, some conclusions are summarized in section 7.
Notation
The following notation is used in the paper. In denotes an identity matrix of size n • n. A(A,B) denotes the spectrum of a regular matrix pair (A, We frequently measure distances between subspaces as their angular distances.
O(x,y) is the (acute) angle between two 1-dimensional subspaces spanned by the vectors x and y:
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Generalized to the (maximum) angle between two subspaces X and y of equal dimension k > 2 we have:
For computational purposes we use the following definition [13] :
where the columns of X and Y (of size n • k) span orthonormal bases for A' and y, respectively.
The direct reordering method
A direct reordering method for the A -AB problem is presented in [17] , which extends and generalizes the direct SEP method in [2] to regular matrix pairs with real entries. Below we give an overview of the direct method and its numerical properties.
Without loss of generality we consider the problem of reordering the diagonal blocks of a matrix pair (A, B) in the block form, l ,21
where (All,Bll) and (A22, B22) are of size nl x n 1 and n 2 x n2, respectively, and nl,n2 = 1 or 2. Throughout the paper we assume that (All,Bll) and (A22,B22) have no eigenvalues in common, otherwise, the diagonal blocks need not be swapped.
We want to find orthonormal Q and Z of size (nl + n2) x (nl + n2) such that
where (Aii , Bii) and (,~ii, B,) for i = 1,2 are equivalent matrix pairs with the same eigenvalues but their positions are exchanged (swapped) along the block diagonal of (A,B). The direct method for constructing Q and Z and swapping two diagonal blocks in the generalized real Schur form of (A, B) is outlined below [17] :
Solve for L and R of size nl x n2 in the generalized Sylvester equation:
9
Compute an orthogonal matrix Q:
9 Compute an orthogonal matrix Z:
9 Apply Q and Z to (A, B) in an orthogonal equivalence transformation (7): Notice that X and Y above are non-orthogonal transformation matrices that perform the required swapping:
To solve (8) we can use the generalized Schur method [22, 20] . In our case, (Aii, Bii), i = 1,2 are already in generalized Schur form and we end up solving a 2nln 2 • 2nln 2 linear system Zx = b, where
Since nl,n 2 = 1 or 2 the linear system (13) will be of size 2 x 2,4 x 4 or 8 • 8 (only 2 x 2 systems in the complex case). Q in (9) and Z in (10) can be found by using Householder or Givens transformations to compute a QR factorization and an RQ factorization, respectively. Finally, the equivalence transformation (11) is just matrix-matrix multiplication and add operations on A and B.
In the presence of rounding errors the conditioning and the solution of the generalized Sylvester equation will have the greatest impact on the stability of the direct swapping method [18] . Let (L, R) denote the computed solution of the generalized Sylvester equation (8) , where s = L + AL, /~ = R + AR and (L, R) is the exact solution. The residuals of the computed solution are
R2 = Bllk -LB22 -k-BI2. Moreover, let 0 and Z be the computed transformation matrices in (9) and (10) . The following theorem shows how the errors in these quantities propagate to the results of the direct reordering method for swapping two 2 x 2 diagonal matrix pairs.
Theorem 1 117]
By applying the computed transformation matrices Q and Z in an equivalence transformation of (A, B) we get 
where (Au, Bii) and (.4ii, Bii) for i = 1,2 are equivalent matrix pairs as in (7) and up to first order perturbations o(11 (AA, AB)112):
( In [18] a perturbation analysis of the generalized Sylvester equation is presented that takes full account to the structure of the matrix equation, derives expressions for the backward error of an approximate solution (L, R), and derives condition numbers that measure the sensitivity of a solution to perturbations in All,A12, A22 and Bll, Bl2 , B22, respectively. Due to the special structure of the (generalized) Sylvester equation the relation for linear systems "relative backward error = relative residual" [25] does not hold in general [16, 18] . Small relative backward errors will always result in small relative residuals. However, the analysis shows that for very ill-conditioned cases the norm of the relative backward errors can greatly exceed the norm of the relative residuals (in fact, by an arbitrary factor [16] ). This situation appears when (L, R) is an ill-conditioned (i.e., O'mi n (/-,) and Crmi n (/~) small) and largenormed (i.e., H(L, R)HF large) solution to the generalized Sylvester equation. However, as we will see later, these situations correspond to extremely ill-conditioned eigenproblems.
Direct reordering algorithms with guaranteed backward stability
The error analysis of the direct method (summarized in theorem 1) and numerical experiments suggest that a practical implementation should reject a swap if it would result in too large backward errors (i.e., instability). The test for stability can be performed directly and to a small extra cost. A direct algorithm with controlled backward error for swapping two diagonal blocks of a regular matrix pair (A, B) in generalized real Schur form is outlined below [17] . In this section all quantities denote "computed" quantities.
DIRECT SWAPPING ALGORITHM
Step 1 Copy A and B to S and T, respectively.
S~---A, T~---B.
Step 2 Solve for (L, R) in the generalized Sylvester equation:
T11R -LT22 = -T127.
Use Gaussian elimination with complete pivoting to solve the corresponding linear system and a scaling factor 7 to prevent against overflow [20] .
Step 3 Compute an orthogonal matrix Q: L Use Householder transformations to compute a QR factorization [13, 1] .
Step 4 Compute an orthogonal matrix Z:
[.rI,,, -R]Z= [O TR].
Use Householder transformations to compute an RQ factorization [13, 1] .
Step $ Perform the swapping tentatively with backward stability test:
T22J
Step 6 If the swap is accepted, apply the equivalence transformation to (A, B):
Set the (2, 1)-blocks to zero.
Step 7 Standardize existing 2 x 2 blocks.
Use the LAPACK routine _HGV.0Z to standardize and (possibly) separate 2 x 2 blocks further [1] .
The backward stability test in step 5 is split into two parts: One could argue that it is enough with the weak stability test and in fact we have (so far) not been able to construct any example where the strong test fails while the weak test does not. However, since the extra cost of the strong stability test is only marginal it is included in our software.
After step 2 it would be possible to compute an optimal block-diagonalizing equivalence transformation that minimizes the condition numbers of the transformation matrices [6, 21] . Since the scaling factors (which possibly are large numbers) will show up in the S;j and T U blocks, we do not expect any substantial improvements in performing this block-diagonal scaling. Computational experiments in Matlab confirm this statement too.
The swapping of a 2 x 2 block and a 1 x 1 block (or vice versa) is performed similarly as swapping two 2 x 2 blocks. However, the swapping of two 1 • 1 blocks is performed using orthogonal (unitary) Givens rotations [31] . In the complex case we perform all reordering with unitary Givens rotations.
Justification for rejecting a swap
It is well-known that the generalized eigenvalue problem (as well as the standard unsymmetric problem) is potentially ill-conditioned in the sense that eigenvalues and eigenspaces may change drastically even under small perturbations of the data (e.g., see [27, 9] ). If we insist on performing a reordering of (Sll, Txl) and ($22, T22) for an ill-conditioned problem, we may destroy any spectral information in A -~B. Our computational experiments show that close eigenvalues or small separation between (SII , Til ) and (S22 , T22 ) are not enough for rejecting a swap. It is the sensitivity of the eigenspaces that matters most, which in turn is perfectly signaled by the norm of the solutions L and R to the associated generalized Sylvester equation. As before, we illustrate with the case n~ = n2 = 2. From (12) we get that after the reordering 
Algorithm variants for the stability tests
In the following we present some different variants to perform the stability tests for accepting or rejecting a swap of two 2 x 2 diagonal matrix pairs. Method 1." Perform the weak and strong stability tests on (S, T) as computed in step 5. Here $2~ and T2~ are full 2 x 2 blocks with possibly non-zero entries. If the swap is accepted then set $2~ and T2~ to zero.
Method 2: Triangularize T (from step 5) with an orthogonal U from the left and apply the transformation to S, i.e.,
Now T is upper triangular and T2~ is a zero 2 x 2 block, while $2~ is still a full matrix block. We also have the freedom to triangularize T (from step 5) with an orthogonal V from the right and apply the transformation to S similarly. The triangularization method (from left or right) that produces the (2, 1)-block of S with smallest (Frobenius) norm is chosen and checked for stability. If the swap is accepted, then $21 is set to zero. where S21 only has one non-zero element, namely in its (1,2) position. Notice that we cannot guarantee that this element is small, even if the original $2~ is small. We apply the QZ algorithm to (S, T) in generalized Hessenberg form giving
If the strong stability test holds, then the swap is accepted, otherwise rejected. Methods 1 and 2 are direct methods and they differ in the way we transform the matrix pair (S, T) before we apply the stability tests. Our aim is to discard as little information as possible in the reordered matrix pair when we impose the (2, 1)-blocks to be zero. Method 1 is the generic variant and we discard information in both S and T. In method 2 we only discard information in the S-part. Let S,j and 7~,~ denote the (i,j)-blocks of S and T before the triangularization of T and (20) is smaller than the bound (21), then triangularization from the left is preferable, otherwise from the right. We have computational evidence that the exact expressions for ]]Sz111 in (20) and (21) (and the bounds) can be smaller than the information we discard in method 1 (see bounds for AA21 and AB21 in theorem 2.1).
The expressions for $21 above can be traced back to expressions involving blocks of S and T before the reordering (i.e., the original A U and B U (6)) and the residuals of the generalized Sylvester equation in step 2 (R l = AItR-LAE2 +'),ALE and R2 = BIIR -LB22 q-"YB12), resulting in the following bounds on the block S21 of S after the triangularization in method 2:
Corollary 2 (i) Let S~ urs, where U is the exact orthogonal transformation triangularizes T from the left. Then (up to first order perturbations)
(ii) Similarly, let S ~ SV, where V is the exact orthogonal transformation that triangularizes T from the right. Then (up to first order perturbations)
II & lh II&,lh
In both cases AB21 = T21 = 0.
Proof From the proof of theorem 2.1 [17] , we have (up to first order perturbations) $2~ = QrR~Z2~ and 7~21 = Q~R2Z21, where Qo and Z o. are blocks of Q and Z in the orthogonal equivalence transformation (7) that performs the reordering of two diagonal blocks. Moreover, [17] . From (11) we get St1= TLA22Z2~ and T~ = Tz.B22Z:~. Using these expressions in $2~ = Ur(S2~-I'217~S~1) we get $21 T T = U~2Q12(R I -R2B22-1A22)Z21, and (22) follows from well-known inequalities for matrix norms. The bound (23) can be proved similarly.
[]
In the discussion above we assume that at least one of the diagonal blocks B;i (and 7~i,.) are nonsingular. If this is not the case, and since the original matrix pair is regular, we let the A-and B-parts of the matrix pair exchange roles.
Besides backward stability of the reordering we strive to affect the eigenvalues as little as possible. We have constructed examples where the triangularization (from left or right) of S has great impact on the reordered eigenvalues. Notice that it is possible to express the nominators in the upper bounds (22) and (23) (22) and (23) In method 3 we let the QZ algorithm decide what information to discard, and hopefully this should give us accurate eigenvalues after the swapping of two diagonal blocks. However, applying the QZ algorithm also means that the method may be iterative in the last step. In the worst case, already ordered eigenvalues may be reordered again. We use this variant mainly for comparing results between our direct methods and a "best possible" hybrid method.
Condition numbers and error bounds for eigenvalues and eigenspaces of a regular (A, B)
A condition number of a problem measures the sensitivity of the solution to small changes in the problem data. The problem is ill-conditioned if the condition number is large, and ill-posed if the condition number is infinite. Condition numbers can be used to bound errors in computed quantities (e.g., eigenvalues, eigenvectors and deflating subspaces). We construct error bounds from forward perturbation bounds for the problem (that define our condition numbers) and the knowledge of the backward error corresponding to the computed solution. The best we can ask for is to have an explicit expression for the optimal backward error related to the residual of the computed solution. A residual-based expression of the optimal backward error is algorithm-independent, i.e., it can be applied to an approximate solution resulting from any algorithm used to solve the problem. Otherwise, we have to rely to an upper bound on the backward error, resulting from a backward error analysis of the algorithm used to compute the solution. If we use backward stable methods to compute an eigendecomposition of a regular (A, B), then we know that the norm of the backward error in ( Condition numbers may be very expensive to compute and therefore we will use inexpensive estimates. In the extreme case the exact condition number (separation between two matrix pairs) is an O(n 6) operation while the estimate is computed in only O(n 3) operations [20] . Condition estimators are by definition approximations or bounds to the exact values they try to estimate, and may therefore occasionally overestimate or underestimate the true condition number by a large factor.
Extensive computational experiments (on moderately sized problems) show that this seldom happens, but it is of course always possible to construct counter examples.
The condition numbers and estimates computed by our software and discussed here are reciprocal values of a condition number for an individual eigenvalue (or a cluster of eigenvalues), a condition number for an eigenvector (or eigenspace), and spectral projectors onto a selected cluster. By computing reciprocal values we avoid overflow. An infinite value or a condition number that would overflow are reported by the reciprocal value zero. This is in agreement with the condition estimation for the standard eigenvalue problem in LAPACK [3] . These quantities appear in error bounds for eigenvalues and eigenspaces of a regular (A, B), which we also review here. In agreement with the standard eigenvalue problem in LAPACK we measure changes in eigenvectors or eigenspaces by their change in angle. Moreover, our condition numbers yield both asymptotic and global error bounds. The asymptotic bounds are only accurate for small perturbations (E,F) of (A,B), while the global bounds work for all [[(E,F) [[ up to a certain bound. The size of this bound is determined by the conditioning of the problem and may therefore be large (for a well-conditioned problem) or small (for an ill-conditioned problem). We also show how these upper bounds can be estimated. Finally, we present some new results (due to Sun [29] ) that give us explicit expressions for the optimal backward error related to the residual of a computed eigenspace, and which also lead to a residual-based global angular error bound for computed left and right deflating subspaces.
A condition number and error bounds for simple eigenvalues
Assume that (a,/3) r (0, 0) is a simple eigenvalue of a regular matrix pair (A, B) with left and right eigenvectors y and x, respectively, satisfying (1) . Notice that all non-zero scalar multiples of (a,/3) is also an eigenvalue of (A, B). Therefore, it is natural to regard the subspace spanned by the vector (a,/3)r as the generalized eigenvalue of (A, B) [27] In the perturbation theory for generalized eigenvalues we consider the distance between pairs (a,/3) and (a', ~'). A useful metric is the chordal distance of two pairs defined as
If we set A = a//3 and A' = a'//3', then we have
Some characteristics of the chordal metric are summarized below [27] : The point at infinity_ is no more than unit distance from any other point (,-t'(A, cc)=
;r <--1, then ,a:'(A, A') behaves essentially like the Euclidean metric. The chordal distance between two large numbers can be small (e.g., 2'(,x, 2,X) .~ 1/IN, when A ---+ c~). Accordingly, large numbers can have very small chordal distances, even when they have large relative errors.
In the following we review how to measure the sensitivity of simple eigenvalues of a regular matrix pair. Let (a, 13) be a simple eigenvalue of (A, B) with left and right eigenvectors y and x, respectively. Let (E,F) be a perturbation of (A, B), and II (E, F)112 = e2. Then there is an eigenvalue (oe', 13') of (A + E, B + F) such that the following first order bound holds [27] : (26) where u is the condition number for a simple generalized eigenvalue:
~/ly MAxl 2 + ly H Bx[ 2
Notice that yI-IAx/yHBx is equal to A = a//3. By using yHAx and yHBx in (27) , the condition number is independent of the normalization of the eigenvectors and the corresponding eigenvalue pair. Deleting higher order terms in (26) we get an asymptotic error bound for a simple eigenvalue: By choosing e > 0 and 6 > 0 small we get u; = O(e-16 -l) for i = 172 from (27) and X and Y~' above. The eigenvalues of (A, B) are 1 (= e/e) and -2 (= -2e/e). Now, we consider the equivalent pencil 
i As for the standard eigenvalue problem, it is the most ill-conditioned eigenvalue that determines the size of the error bound. In words, (30) and (31) bound the smallest distance (measured in the chordal metric) between an eigenvalue of the perturbed and unperturbed matrix pairs. It is possible to strengthen the classical Bauer-Fike bound (for the standard problem) giving a bound for each individual eigenvalue [7, 3] , whose size is determined by the conditioning of the individual eigenvalue. By applying the same technique (under the same assumptions as for (31)) we can prove that any eigenvalue (a', fl') with Ic~'l 2 + lYl 2 = 1 of (A + E, B + F) must lie in one of the regions (32) Notice that the sizes of the regions (bounds) are only a factor n larger than the first order error bound (28) . Moreover, the global error bound (32) with respect to an eigenvalue (ai,/3i) is only useful if it defines a region that does not intersect with regions corresponding to other eigenvalues. If two or more regions intersect, then we can only say that an eigenvalue of the perturbed matrix pair lies in the union of the overlapping regions.
There also exist other Bauer-Fike-style bounds for the generalized eigenvalue problem and other generalizations (see [27] for a review and further references).
Conditioning and error bounds for left and right deflating subspaces associated with a cluster of eigenvalues
If (A, B) has n distinct eigenvalues, then there exist non-singular matrices Y and X that transform (A, B) to diagonal form (29) . Moreover, their columns y; and x; are left and right eigenvectors associated with the eigenvalues (ai,/3i) (i = 1 : n). Let y~/_ p-i and from (29) we have that AX + BX = Pdiag(ai + 13,), i.e., the columns p; and x; of P and X, respectively, span pairs of one-dimensional left and right deflating subspaces. Accordingly, conditioning and error bounds for individual eigenvectors can be regarded as a special case of error bounds for left and right deflating subspaces.
Without loss of generality we assume that (A, B) is in generalized Schur form
In the following we review condition numbers and error bounds for left and right deflating subspaces associated with the cluster of m (1 <_ m _< n -1) eigenvalues (counting multiplicities) of (A 11,811)" To explain the bounds we need to introduce some definitions.
BLOCK-DIAGONALIZATION AND SEPARATION OF TWO MATRIX PAIRS
An equivalence transformation that block-diagonalizes (A, B) in generalized Schur form (33) can be expressed as ,, A,, In the perturbation theory for the generalized eigenvalue problem, p and q play the same role as the norm of the spectral projector does for the standard eigenvalue problem [9] . Indeed, if B = I, then p = q and p equals the norm of the projection onto an invariant subspace of A. For the generalized eigenvalue problem we need both a left and a right projection norm since the left and right deflating subspaces are (normally) different.
Another important quantity involved in the sensitivity analysis of deflating subspaces (and eigenvalues) is the separation of two matrix pairs (All,Bll) and (A22, B22) [26] : sin 0max(/2, /2') < IIU1-U',llF <
I[(E,F)IIF _ _ Dif,[(All,nll),(A22, B22) ] + O(II(E,F)II~),
From the series expansion of the arcsine function we can simplify these bounds further, giving the asymptotic angular bounds II(E,F)IIE _< (p2 + q2)1/2 + 2max(p, q) " By imposing a somewhat stronger condition on II(E, F)I1~, namely
A in (44) conforms to the corresponding restriction for the standard eigenvalue problem (Sep(All, A22)/4p) [3] .
We see that A may be small if the separation between the two matrix pairs is small or the left and right projection norms are large, indicating that the (deflating subspace) problem is ill-conditioned. A larger II(E, F) (> A) may imply that one eigenvalue in the cluster moves and coalesces with another eigenvalue (outside the cluster). Indeed, A is a lower bound on the smallest II(E, F)I1 such that an eigenvalue of (All , Bit) coalesces with an eigenvalue of (A22, B22) under perturbation (E, F). The bound A can be quite conservative but is almost exact in some cases and a good estimate in many others. In particular, the following global error bounds for a pair of deflating subspaces is guaranteed valid for I1 (E, F)II~ -A [9] .
As before, we assume that (A, B) is in generalized Schur form (33) and that (All,Bll) contains the cluster of m eigenvalues with left and right deflating subspaces Z~ and 7~, respectively. Further, let s and ~' be left and right deflating subspaces of (A + E, B + F). Then we have the following angle bounds for left and right deflating subspaces of the unperturbed and perturbed matrix pairs [9] :
In other words, if ~ is small, then the perturbed pair of left and right deflating subspaces are small perturbations of the exact pair of deflating subspaces. The bounds (45), (46) are generalized and extended to pairs of reducing subspaces for singular (A, B) [9] [10] [11] .
We are also interested to bound the error in the average of the eigenvalues of the cluster in (ALL, B~). However, since we are faced with both finite and infinite eigenvalues it is not clear how to define the average of the m eigenvalues )~,. = ~i/~i. Only if we require that (All, B11) contains a (proper) subset of the finite eigenvalues or all infinite eigenvalues (and no finite eigenvalues) does the average of the cluster make sense. In the following theorem we distinguish these two cases and formulate error bounds for the average of the clustered eigenvalues. (47) O.min(Bll) 1 -{" ~i Case 2: (All, BI1) contains all infinite eigenvalues and no finite eigenvalues, i.e., Air is non-singular. Let/2 = 0 denote the average of the m unperturbed eigenvalues of the reciprocal problem (Bll, All) and, similarly, let/~' be the corresponding average of the perturbed eigenvalues of (B'II, A'll). Then 
Proof
In general, we can bound the average )~ of the eigenvalues of an m x m matrix C as IXI _< _1 s I~;I <-max I~;I < IICIh < IIClIF.
DI i=1
In case 1 we have
IX-X'] ~ [[BF11A~ -gtlllAtllHF ~ ][B]-~II2[IA1~-A'I~IIF + ][gll 1-B'~-IIIIFIIA'~][2.
Since []
In the following we make some comments on the error bounds in theorem 3. If Bll (in case 1) and All (in case 2) are well-conditioned with respect to inversion (i.e., ffmin(Bll) >> 0 and O'min(All ) >> 0, respectively) then the error bounds can be expressed as
IX-X'I < c~PN(E,F)IIF, I#-/;'l < czP[I(E,F)I]F,
where c~ and c2 are modest constants. These bounds conform with the corresponding error bound for the average of a cluster of eigenvalues to the standard eigenvalue problem (2PIlE I IF). However, if O'mi n (Bll) (and O'mi n (B t 11)) are small in case 1, or if O'mi n (All) (and O'mi n (Atll)) are small in case 2, then the average of the clustered eigenvalues can be quite sensitive to perturbations in (A, B), which is signaled by the quantities
(
Crmin(Bl,) 1 + GmJn(B' ,i---------~J
respectively, in the bounds (47) and (48). In case 1 this means that (All , Bu) is nearby a pencil with an infinite eigenvalue and in case 2 (All,Bll) is nearby a singular pencil. Both cases represent ill-conditioned clustering problems. One way to tackle the most ill-conditioned cases with multiple infinite eigenvalues and an almost singular All is to compute and separate the Jordan structure of the infinite eigenvalue before any clustering takes place [10, 11] . It is well-known that the QZ algorithm applied to defective infinite eigenvalues can affect otherwise well-conditioned eigenvalues of (A, B) [32] . By separating the infinite structure from the rest of the spectrum before applying the QZ algorithm we circumvent this problem.
OPTIMAL BACKWARD PERTURBATION OF APPROXIMATE LEFT AND RIGHT DEFLATING SUBSPACES
Suppose that Z~= span(121) and 7Y,. = span(Ul), with 01~/U1 = 121~rlT1 = I,, are approximate left and right deflating subspaces of (A, B). We are interested in finding (backward) perturbations of (A, B) such that the perturbed matrix pair has/~ and ~ as exact left and right deflating subspaces. Let It is straightforward to show that IItArosllF = ll-~,2ll/, IlL,ro~[lr = IlB,zllr,
7-[ --{H = (E, F), E, F E C "• : (
IIRAre IIF = [IA2111F, ]]RaresllF = IIBz, llr.
We see that the norm of the right residuals is always small, while in general we cannot expect the norm of the left residuals to be small. However, knowing that there exists an optimal backward perturbation of approximate left and right deflating subspaces it is possible to derive a residual-based error bound. We can rewrite the residual-based error bound for deflating subspaces in [29] as the following angular error bounds:
Notice that the bounds (52) and (53) are approximate in the sense that the theory assumes that U, V are exactly unitary (orthogonal), while we can only guarantee that they are unitary (orthogonal) to machine precision accuracy.
From the definition of r/we also get a bound on II(E, F)IIF similar to (44) that guarantees that the residual-based bounds are valid for perturbations (E,F) fulfilling Dift 2
Summary of error bounds for eigenvalues and eigenspaces
In tables 1 and 2 we summarize the error bounds presented in section 4 (see earlier subsections for definitions and notation used). Table 1 shows the asymptotic (54), where A r is associated with residual-based error bounds. For ill-conditioned problems these restrictions will also be small. Indeed, a small value of A (or A) shows that the cluster of eigenvalues in the leading m x m blocks of (A, B) is ill-conditioned in the sense that small perturbations of (A, B) may imply that one eigenvalue in the cluster moves and Table 2 Global error bounds for the generalized eigenvalue problem.
Bounds for Error bound Restriction on II (E, F)lit
Simple eigenvalue: Bound ( Bound (53) < Ar -~ Difl2/41[L~sllr coalesces with another eigenvalue (outside the cluster). Accordingly, this also means that the associated (left and right) deflating subspaces are sensitive for small perturbations, since the size of the perturbed subspaces may change for small perturbations of (A, B). It is interesting to compare the sizes of A and A r. We focus on ill-conditioned problems where the separation between the two clusters are small (i.e., both Dif l and Difu are small) and the deflating subspaces are sensitive (i.e., the associated generalized Sylvester equation has large-normed solutions (L, R)). Since Dif/2 appears in the nominator of At while we only have min(Dif,,, Dif/) in the nominator of A it seems as if A r puts harder restrictions on the perturbations. However, if we use the expressions (51) in A r, the bound (40) 
Condition estimates and error bounds computed
Our software (described in more detail in section 5) computes estimates of the following quantities that appear in the condition numbers and error bounds summarized in tables 1 and 2. By using the estimates of these quantities in the error bounds, the user gets enough information for assessing the accuracy of computed eigenvalues (or the average of clustered eigenvalues), eigenvectors or deflating subspaces.
We also compute the algorithm-independent residual-based error bound(s) (52), (53) and r/, the condition that guarantees the validity of the bound(s). The residualbased error bound and 77 are computed using a Frobenius normed-based estimate of Dif/ (see section 4.4). The residuals (51) associated with the approximate deflating subspaces are computed straightforwardly.
ESTIMATING Dif,, AND Dift LAPACK-style algorithms and software for estimating Dif,, (39) are presented in [20] . The basic problem is to find a lower bound on Di~l[(All,Bll), (A22, B22)] ~ 11221 ll2, where Z,, is the matrix representation (36) of the generalized Sylvester operator. It is possible to compute lower bounds on Di~ ~ by solving generalized Sylvester equations in triangular form. Both Frobenius norm-based and one-norm-based Dif,-estimators are discussed and evaluated in [20] . The one-norm-based estimator makes the condition estimation uniform with other parts of LAPACK (e.g., the standard eigenvalue problem). The Frobenius norm-based estimator offers a low-cost and equally reliable estimator. The one-norm-based estimator is a factor 3-10 times more expensive.
By knowing a lower bound DIFINV on I[Z~ 1 [[2 we also have an upper bound DIF = 1/DIFINV on the separation between two regular matrix pairs. Since we use blocked algorithms to solve the generalized Sylvester equations involved in computing DIFINV, our estimators will mainly execute Level 3 operations. In the following we outline the algorithms for the Dif:estimators. From the definition of Difl (41) we see that Dift-estimators can be computed by using our algorithms for estimating Dif,,. Our software provide (optionally) both Frobenius norm-based and one-normed-based estimators for Dif, and Dift, respectively (see section 5).
A Frobenius norm-based estimator
From the Zux = b representation (36) of the generalized Sylvester equation (35) we get a lower bound on Di~l:
To get an improved estimate we want to choose right hand sides (C*, F*) such that the associated solution (L*, R*) has as large norm as possible. Then the quantity [22] . This is a very modest cost compared to compute the exact value of O'min(Zu) , which requires O (m3(n -m) 3) flops.
Two Frobenius norm-based estimators _TDIFE and _TDIFD are discussed in [20] , which are modifications of estimators BSI3LVE and BSOLVD in [22] . The main differences concern how contributions to ~bF from different subsystems are computed and the look ahead strategies of the estimators. _TDIFE is the default Frobenius norm-based estimator in our software (see section 5).
A one-norm-based estimator
From the relationship
we know that I[z~,q[l, can never differ more than a factor v/2m(n-m) from [[Z21 [[2. So it makes sense to compute a one-norm-based estimator of Di ,f2, '.
The LAPACK routine _LACON implements a method for estimating the onenorm of a square matrix, using reverse communication for evaluating matrixvector products [14, 15] . We apply this method to U Z,7 ~ El, by providing the solution vectors x and y of Z~x = z and a transposed system Zry = z, where z is determined by LACON. In each step only one of these generalized Sylvester equations is solved using blocked algorithms [20] . The cost for computing this bound is roughly equal to the number of steps in the reverse communication times the cost for one generalized Sylvester solve.
Notice, [[Zul[[oo also satisfies (58), i.e., can never differ more than a factor x/2m(n-m) from Hz,.llh . Moreover, since IIBIG = IIBTII1 the same method can be used to compute an infinity-norm-based estimate of Diff,, ~ .
ESTIMATING Dif/FOR INDIVIDUAL EIGENVECTORS ASSOCIATED WITH A COMPLEX CONJUGATE PAIR OF EIGENVALUES
The estimation of Dif/discussed in the preceding subsection is applicable to pairs of deflating subspaces (m > 2) as well as to individual eigenvector pairs (m = 1). As before we assume that (A, B) is transformed to generalized Schur form
In complex arithmetic we can always choose (Sn, T~I) to be the individual eigenvalue Al = al/fll = $11/Tll (real or complex) we want to consider. Moreover, the first column of Q and Z form a pair of deflating subspaces, where z~ also is a right eigenvector corresponding to Al. In this case we can, for example, apply the one-normed-based estimator to estimate Difl. What is said above also applies in real arithmetic to real eigenvalues of (A, B). However, there is an extra complication to estimate Dift for the individual eigenvectors corresponding to a complex conjugate pair of eigenvalues. For a real matrix pair, Q and Z in (59) are orthogonal and (&l, Tll) is a 2 x 2 matrix pair corresponding to the complex conjugate pair of eigenvalues A1 and )~. There Notice that only (S[2, TIE) and the first row of (S~2, T~2) have complex entries. Moreover, ~1 = 0~2/fl2 belongs to the spectrum of (S]2, T~2). From [9] we have the following explicit expression for Difl:
where
and Zi is a 2(n-1)x 2(n-1) matrix. Dift associated with (al,flt) and its conjugate (a2, fiE) have the same value. Contrary to the standard eigenvalue problem [3] , there is no simple and inexpensive trick to stay in real arithmetic and perform a one-normed-based estimate of 1121-1112. The LU factorization of Zt may give L and U with all entries having non-zero imaginary parts. Accordingly, the cost for doing the estimation of Difl (in real arithmetic) is similar to the cost for doing it entirely in complex arithmetic. From the definition of Dift it is possible to show the following two inequalities:
and
where the Sii and Tii blocks are from the generalized real Schur form. Now, we choose min(dl,d2) as our estimate for Dift = amin(Zt). This estimate can be weaker than the estimate computed in complex arithmetic, but is normally a sufficiently good estimate. Some results for both the real and complex estimators are reported in [19] . If A~ and A~ are close but well-separated from the rest of the spectrum, then dl is a good estimate of O'min(Z/). Whether d2 is a good estimate of trmi,(Zl) will mainly depend on the size of (S~2, T~2) in (61) (i.e., the "departure from block-diagonality" of the generalized Schur form).
Outline of the software
Following the LAPACK conventions and standards [1] , we have developed Fortran 77 routines that perform the following computations for a regular matrix pair (A, B) (in generalized Schur form (S, T)): 9 reorder eigenvalues (diagonal blocks) in the generalized Schur form (routines _TGEXC and _TGEX2), 9 compute (left and right) deflating subspaces with specified eigenvalues (routine _TGSEN), 9 estimate condition numbers for specified eigenvalues (or a cluster of eigenvalues) and associated eigenvectors or deflating subspaces (routines _TGSNA, _TGSEN), and compute residual-based approximate error bounds for a pair of deflating subspaces (routine _GSRBB).
Following the LAPACK conventions for naming, _ in _YYZZZ stands for S(ingle), D(ouble), C(omplex) or Z (double complex). Routines for all four data types are available. The software uses LAPACK routines to compute machine dependent thresholds, generalized Schur forms of matrix pairs, eigenvalues and eigenvectors, matrix factorizations (QR and RQ), matrix norms, and to copy matrices, perform column-and row-swapping and so on. BLAS routines are used to perform basic linear algebra operations such as matrix-matrix (Level 3), matrix-vector (Level 2) and vector (Level 1) operations. In the following, we briefly present these top-level computational routines. For a more complete presentation of the software, including calling sequences and the leading comment lines of the routines, we refer to LAPACK Working Note 87 [19] .
9 _TGEXC moves an eigenvalue pair (or a pair of 2-by-2 blocks) on the diagonal of the generalized Schur form (S, T) from its original position to any other position. It may be used to choose the order in which eigenvalues appear in the generalized Schur form. The reordering is performed with orthogonal (unitary) transformation matrices and each swap in the reordering is performed with a call to _TGEX2. If at least one of the diagonal blocks are of size 2 • 2, method 2 in section 3.2 is used to perform the swapping and stability tests. If both diagonal blocks are 1 x 1, the swapping is performed using (unitary or orthogonal) Givens rotations. Notice that it is only in _TGSEN where the user has the option to choose between one-normed-based or Frobenius normed-based estimates of Difu and Dift. The estimation of Dift for eigenvectors in _TGSNA and for deflating subspaces in _GSRBB make use of the less expensive but equally reliable Frobenius normedbased estimator (see section 4.4).
Computational experiments
We have performed an extensive testing of our software on problems ranging from well-conditioned to extremely ill-conditioned. In the following we report detailed results from a selection of test problems as well as a summary of results from the test programs. All results presented in the coming sections are computed on a Sun SPARC station 2 in double precision real (and complex) arithmetic with unit roundoff r/= EPS ,,~ 2.2D-16.
Accuracy and reliability results
We have chosen to illustrate the stability and accuracy of our software for a 
Bn
The stability tests guarantee that the swapping of two diagonal blocks at most results in O(wll(A,n)llr) changes in the original matrix pair. In certain (illconditioned) cases this perturbation is enough to change individual eigenvalues a lot (e.g., a real multiple eigenvalue A of multiplicity k might spread around in a circle in the complex plane with center A and radius O(r/1/k)). However, for wellconditioned or only moderately ill-conditioned cases the change of the eigenvalues is an adequate measure on the reliability and accuracy of a reordering method. Besides, comparing different reordering methods (including the variants discussed in section 3.2 and the QZ-based method in [31] ), we also report estimates of condition numbers and error bounds for eigenvalues and eigenspaces. TEST 
PROBLEMS
The first group of problems (1, 6 and 11) are adopted from [2] , and here we treat a standard eigenvalue problem as a generalized one, making it more ill-conditioned. we keep e (= 10 -3) and x (= 0.5) constant and vary 6 (= 1, 103 and 109, respectively). This implies that the eigenvalues move along the vertical lines through 1 Table 3 Problem characteristics, chordal distances and reciprocal condition numbers.
Tag e 6 x X(AI,A2) X(At,A3) S(AI,2) S(A3,,) p-l q-l Dirt and 1 -4-e and form two separated clusters. For problems 4, 9 and 14 we keep x (= 0.5) constant and varies c = 6 (= 10 -t, 10 -4 and 10 -9, respectively). For e small enough we just have one cluster of close eigenvalues. For problems 5, 10 and 15 we keep e = 6 (= 10 -5) constant and vary x (= 0, 102 and 10 4, respectively). Problem 5 corresponds to a homogeneous generalized Sylvester equation and in this group of problems we only increase the departure from "block-diagonality", while keeping one cluster of close eigenvalues. Problems 16-23 are all modifications of a problem in [16] , where (A, B) is defined as [17] :
For problems 16-19, Table 3 shows problem characteristics, including the chordal distance between A1 and A2 and A1 and A3, reciprocal values of the individual condition numbers for the two complex conjugate pairs (computed by DTGSNA), reciprocal values of (left and right) projector norms (computed by DTGSEN) and exact values of Dirt (computed as O'min(Z/) ). Several of these problems represent ill-conditioned eigenvalue problems, where both individual eigenvalues, the cluster of eigenvalues in the ( 1, 1 )-block and associated pair of deflating subspaces have large condition numbers.
COMPARING DIFFERENT REORDERING METHODS
We report results from the three method variants discussed in section 3.2 and the QZ-based Algorithm 590 [31] . Due to space limitations we only report results for problems 11, 12, 13, 14, 15, 21 and 23, which are the most ill-conditioned problems in respective group. For results concerning the remaining problems see [19] .
Let (A, B) denote the computed matrix pair after the swapping of two diagonal blocks and Q, Z be the computed transformation matrices that perform the requested reordering. Now, we consider the following questions:
9 How close is (Q/IZ r, Q/~2r) to the original matrix pair (A, B)? 9 How nearly orthogonal are the computed transformation matrices Q and Z,?
9 How close are the eigenvalues of (Aii, Bii) (before the swapping) and (Aii, Bii)
(after the swapping)?
To answer the first two questions we measure the quantities 
,
where 77 is the relative machine precision. Ideally, EA,s and EQ, Ez should be of size O(1) and the norms of the (2, 1)-blocks (68) should be of size 0(77). In tables 4, 5, 7 and 8 we display these quantities and the absolute backward error I1 (E, F)IIF --II (A -Q:iU, n -O~2 r) IIF for method 1, method 2, method 3 and Algorithm 590, respectively. In summary, method 3 and Algorithm 590 2). If a swap is rejected due to (severe) ill-conditioning we can still impose a swap by increasing the tolerances in the stability tests, which is done for methods 1 and 2 to get the results for the "rejected swaps" in tables 4 and 5.
To answer the last question we display computed eigenvalues after the reordering. Numbers in bold font show the absolute error in computed eigenvalues. Table 9 illustrates the well-known fact that small backward errors do not necessarily imply small errors in the computed eigenvalues. Here the direct method 2 produces much more accurate eigenvalues than Algorithm 590. For these examples method 1 and method 2 produce exactly the same eigenvalues but this is not always the case as we can see in table 10 .
In table 10 we show that method 2 and method 3 compute the most accurate eigenvalues for problem 12, and are superior to method 1 and Algorithm 590. Moreover, we have not found any example where method 1 preserves eigenvalues better than method 2.
Notice that in all cases where method 2 rejected a swap (except problem 13), Algorithm 590 produced eigenvalues with no accuracy at all (as all methods did 1E+01  8E+00  2E-12  12  3E-15  7E+00  7E+00  3E+00  2E-14  13  4E-07  7E + 00  6E + 00  1E + 01  3E-06  14  6E-16  3E+00  3E+00  3E+00  2E-15  15  2E-12  2E+00  1E+00  2E+00  8E-12  21  1E-16  1E+00  2E+00  2E+00  1E-15  23  4E-16  4E+01  4E+01  4E+01  3E-14 Table 9 Eigenvalues after reordering for problems 5, 10 and 15. when a rejected swap was imposed!). For problem 13, Algorithm 590 produced eigenvalues to half machine precision after the reordering. On the other hand, if SMIN, the threshold for checking non-zero diagonal entries in the LU factorization routine DGELUF in the generalized Sylvester solver (see [20] ) is set to the relative machine precision 77 instead of IIZIIM (where IIZIIM is the modulus of the largest element in the matrix to factorize), methods 1-3 perform the swap of the eigenvalues to almost full machine precision. These results are "tagged" 13" in tables 4, 5 and 6.
RESULTS FROM CONDITION ESTIMATION AND ERROR BOUNDS
In [19] . For a more complete comparison between our Difx-estimators (x = l, u) including accuracy, performance and reliability results we refer to [20] . Moreover, estimates of condition numbers and error bounds are also checked by the test programs discussed in the next section.
Test programs and results
We have developed two test programs _CHK3 and _CHK4 for testing and verification of _TGSEN and _GSRBB, and _TGSNA, respectively.
The test program _CHK3 verifies that the backward error is small, the transformation matrices Q and 2 that performed the reordering are orthogonal (unitary), the estimated values DIF(1:2) do not differ too much from the true values of Dif, and Dift, respectively, the chordal distance between "the same" eigenvalues before and after the reordering is small, and that the norm of the (2, 1)-blocks of the reordered pencil is small. The scheme is to initialize AlI,A22, BI1,B22,R and L and they define the (1,2)-blocks AI2 and B12 (as in (35)). The program reorders all eigenvalues in (A22, B22) to the (1, 1)-block of the matrix pair and checks if everything went well.
The test program _CHK4 verifies that the computed eigenvalue and eigenvector error bounds hold. Especially, it checks how much the estimates S of the reciprocal value for the eigenvalue condition number S(A) (55) differ from the ones computed by using the exact (known) eigenvectors. The program also checks how much the estimates DTF of the reciprocal value for the eigenvector condition number Dift differ from the exact computed values Crmin(Zt). This is accomplished by using pencils for which the exact eigenvalues and eigenvectors are known.
A summary of results from DCHK3 and DCHK4 for over two thousand test configurations (including different functionality tests for some problems) are reported in LAPACK Working Note 87 [19] .
Some conclusions
Our error analysis of the direct methods and computational experiments (presented in section 6) give us support to state the following conclusions about our algorithms and software.
9 Accuracy and reliability results comparing different reordering methods (method 1, method 2 and method 3 discussed in section 3.2 and Algorithm 590 [31] ) show that method 2 is preferable. It is a direct method which is very reliable and it also computes the most accurate eigenvalues of the four methods. Method 2 is implemented in the software presented in section 5. 9 The numerical stability is guaranteed and controlled by computing the size of the backward error and rejecting the swap if it exceeds a certain threshold. As mentioned earlier, the generalized eigenvalue problem (as well as the standard unsymmetric problem) is potentially ill-conditioned in the sense that eigenvalues and eigenspaces may change drastically even under small perturbations of the data. If we insist on performing a reordering of (Sll, Tll) and ($22, T22 ) for an ill-conditioned problem, we may destroy any spectral information in A -AB. Close eigenvalues or small separation between (Sll, Tll) and (SEE, TEE) are not enough for rejecting a swap. It is the sensitivity of the eigenspaces that matters most, which in tum is perfectly signaled by the norm of the solutions L and R to the associated generalized Sylvester equation for the direct methods discussed here. 9 Qualitative results from our test software on both well-conditioned and ill-conditioned problems, including estimates of reciprocal values of condition numbers for individual eigenvalues, a cluster of eigenvalues, (left and right) eigenvectors, and a pair of (left and right) deflating subspaces, show the reliability and robustness of the algorithms and software presented.
