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Abstract: Two cycles are referred as disjoint if they have no common edges. In this paper, we will
investigate the determinant of the distance matrix of a graph, giving a formula for the determinant
of the distance matrix of a bicyclic graph whose two cycles are disjoint, which extends the formula
for the determinant of the distance matrix of a tree, as well as that of a unicyclic graph.
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1 Introduction
In the whole paper all graphs are simple and undirected. Let G be a graph with vertex set
V = {1, 2, · · · , n} and edge set E. The distance between the vertices i and j, denoted by dis(i, j),
is the length of a shortest path between them. The n-by-nmatrixD(G) = (di,j) with di,j = dis(i, j)
is referred as the distance matrix of G, or the metrics matrix of G.
The determinant of the distance matrices of graphs have been investigated in the literature. As
early, Graham and Pollack [5] showed that if T is a tree on n vertices with distance matrix D, then
the determinant of D is (−1)n−1(n−1)2n−2, a formula depending only on n. Then Bapat, Kirkland
and Neumann [1] extend this formula to the weighted case and give a formula for the determinant
of the distance matrix of a unicyclic graph, showing that the determinant of the distance matrix
of a unicyclic graph is related to the length of the cycle contained in it and its order. For more
spectral properties of the distance matrices of a graph, one can see for example [6, 7, 8, 9, 10] and
the references therein.
For a given graph G, two cycles of G are referred as disjoint if they have no common edges.
Let Cp and Cq be two disjoint cycles. Suppose that v1 ∈ Cp, vk ∈ Cq. Joining v1 and vk by a path
v1v2 · · · vk of length k−1, where k ≥ 1 and k = 1 means identifying v1 with vk, the resultant graph,
∗Supported by National Natural Science Foundation of China(11071002,11171373), and Zhejiang Provincial Nat-
ural Science Foundation of China(LY12A01016).
†Corresponding author. E-mail addresses: scgong@zafu.edu.cn(S. Gong); zhangjl@zafu.edu.cn(L. Zhang); ghxu@
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1
denoted by ∞(p, k, q), is referred as an ∞-graph. A bicyclic graph which contains an ∞-graph as
an induced subgraph can be considered a graph obtained from an ∞-graph ∞(p, k, q) by planting
some trees to such an ∞-graph.
In this paper, we will investigate the determinant of the distance matrix of a graph, giving a
formula for the determinant of the distance matrix of a bicyclic graph whose two cycles are disjoint,
which extends the formula for the determinant of the distance matrix of a tree, as well as that of
a unicyclic graph. In addition, as by-product we show that if a graph is obtained from an induced
subgraph by planting some trees on it, then the determinant of the distance matrix of such a graph
is independent to the structure of those trees.
2 Preliminary results
In this section, we will establish some preliminary results, which will be useful in the following
discussion.
Henceforth we use the following notation. For a real matrix A, denote by AT the transpose
matrix to A. The identity matrix is denoted by I and the all ones row vector is denoted by 1. The
determinant of the matrix A is denoted by det(A), or |A| for simplify. We refer to D. Cvetkovic´,
M. Doob and H. Sachs [3] for more terminology and notation not defined here.
Lemma 2.1 Let Ck =
1
2BkB
T
k − 2I, a k × k matrix, and Fk =
1
21B
T
k + 1, a row vector with
dimension k, where
Bk =


−1 0 0 · · · 0 0
−1 −1 0 · · · 0 0
0 −1 −1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · −1 0
0 0 0 · · · −1 −1


k×k
.
Then
detCk =
(−1)k(2k + 1)
2k
,
and
FkC
−1
k F
T
k = −
k
2(2k + 1)
.
Proof. By a directly calculation, we have
Ck =
1
2


−3 1 0 · · · 0 0
1 −2 1 · · · 0 0
0 1 −2 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · −2 1
0 0 0 · · · 1 −2


k×k
2
and
Fk =
1
2
(1 0 · · · 0 0),
a vector with exactly one nonzero entry. Now let
Hk =


−2 1 0 · · · 0 0
1 −2 1 · · · 0 0
0 1 −2 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · −2 1
0 0 0 · · · 1 −2


k×k
.
As we know that detHk = (−1)
k(k + 1), then
2kdetCk =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−3 1 0 · · · 0 0
1 −2 1 · · · 0 0
0 1 −2 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · −2 1
0 0 0 · · · 1 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−2 1 0 · · · 0 0
1 −2 1 · · · 0 0
0 1 −2 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · −2 1
0 0 0 · · · 1 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−1 0 0 · · · 0 0
1 −2 1 · · · 0 0
0 1 −2 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · −2 1
0 0 0 · · · 1 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= detHk − detHk−1
= (2k + 1)(−1)k.
Hence,
detCk =
(2k + 1)(−1)k
2k
,
and
FkC
−1
k F
T
k =
det(C∗1,1)
4|Ck|
=
det(Hk−1)
4|Ck|
= −
k
2(2k + 1)
,
where C∗1,1 denotes the (1, 1)−th entry of the adjoint matrix of Ck. The result thus follows. 
Lemma 2.2 Suppose that the sequence f(0), f(1), · · · , f(n) satisfies the following linear recurrence
relation 

f(n) = −4f(n− 1)− 4f(n− 2)
f(0) = f0
f(1) = f1.
Then
f(n) = [f0 −
n
2
(f1 + 2f0)](−2)
n.
3
Proof. Since the characteristic equation of this recurrence relation is
x2 + 4x+ 4 = 0
and its two roots are x1 = x2 = −2, by Theorem 7 .4.1 in [2] the general solution is
f(n) = (c1 + nc2)(−2)
n.
Combining with the initial values f(0) = f0 and f(1) = f1, we have{
c1 = f0;
c2 = −
1
2f1 − f0.
The result thus follows. 
Lemma 2.3 Let G be the graph obtained from a graph G1 by identifying an arbitrary vertex of G1
and one pendent vertex of the path P2. Then the determinant of the distance matrix of the graph
G is fixed, regardless the choice of the vertex of G1.
Proof. Let the vertex set of G be {1, 2, · · · , n}. Without loss of generality, we can take vertex 1
to be one pendent vertex of P2 and label another pendent vertex, a quasi-pendent vertex of G, as
2. Then G1 can be considered the subgraph of G induced by vertices {2, · · · , n}. Let (0 d2) be
the row vector of the distance matrix of G1 corresponding to the vertex 2 and D
∗ be the distance
matrix of the subgraph of G induced by vertices {3, · · · , n}. Then D(G), the distance matrix of
G, can be partitioned as
D(G) =


0 1 d2 + 1
1 0 d2
dT2 + 1
T dT2 D
∗

 .
Hence
detD(G) =
∣∣∣∣∣∣∣∣
0 1 d2 + 1
1 0 d2
dT2 + 1
T dT2 D
∗
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
−1 1 1
1 0 d2
dT2 + 1
T dT2 D
∗
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
−2 1 1
1 0 d2
1
T dT2 D
∗
∣∣∣∣∣∣∣∣
,
the last equalition implies that detD(G) is independent to the choice of the vertex 2. The result
thus follows. 
Lemma 2.4 Let G1 and G2 be two graphs with vertex sets {1, 2, · · · , k} and {k+ 1, k+ 2 · · · , n},
respectively. Let G be the graph obtained from G1 and G2 by adding an edge between vertices 1
and n, and G˜ the graph obtained from G1 and G2 by identifying vertices 1 and n and then adding
a pendent vertex from 1 (or n). Denote by D and D˜ respectively the distance matrices of G and
G˜. Then
detD = detD˜.
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Proof. Without loss of generality, we take the distance matrices of G1 and G2 as D(G1) =(
0 d1
dT1 D
∗
)
and D(G2) =
(
D∗∗ dTn
dn 0
)
, where D∗ and D∗∗ denote respectively the distance
matrix of the subgraphs induced by {2, · · · , k} and {k+1, k+2 · · · , n−1}, and (0 d1) and (dn 0)
are respectively the row vectors of D(G1) corresponding to the vertex 1 and the row vectors of
D(G2) corresponding to the vertex n. Again without loss of generality, suppose that, in G˜, the
vertex n is the pendent vertex and the vertex 1 is the quasi-pendent vertex. For D = (di,j) and
D˜ = (d˜i,j), we set the rows and columns of them correspond to {1, 2, · · · , n}, respectively. Then
we have
di,j =


disG1(i, j), if 1 ≤ i, j ≤ k;
disG2(i, j), if k + 1 ≤ i, j ≤ n;
disG1(1, i) + disG2(j, n) + 1, if 1 ≤ i ≤ k k + 1 ≤ j ≤ n,
and
d˜i,j =


disG1(i, j), if 1 ≤ i, j ≤ k;
disG2(i, j), if k + 1 ≤ i, j ≤ n− 1;
disG1(1, j) + 1, if i = n and 1 ≤ j ≤ k;
disG2(n, j) + 1, if i = n and k + 1 ≤ j ≤ n− 1;
disG1(1, i) + disG2(j, n), if 1 ≤ i ≤ k and k + 1 ≤ j ≤ n− 1.
Hence,
D =


0 d1 dn + 1 1
dT1 D
∗ dn1
T + 1dT1 + 11
T dT1 + 1
T
dTn + 1
T
1dTn + d11
T + 11T D∗∗ dTn
1 d1 + 1 dn 0


,
D˜ =


0 d1 dn 1
dT1 D
∗ dn1
T + 1dT1 d
T
1 + 1
T
dTn 1d
T
n + d11
T D∗∗ dTn + 1
T
1 d1 + 1 dn + 1 0


. (2.1)
Consequently, we have
detD =
∣∣∣∣∣∣∣∣∣∣
0 d1 dn + 1 1
dT1 D
∗ dn1
T + 1dT1 + 11
T dT1 + 1
T
dTn + 1
T
1dTn + d11
T + 11T D∗∗ dTn
1 d1 + 1 dn 0
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
0 d1 dn 1
dT1 D
∗
− 1dT1 − d11
T 0 dT1
dTn 0 D
∗∗
− 1dTn − dn1
T dTn
1 d1 dn 0
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
0 d1 dn 1
dT1 D
∗ dn1
T + 1dT1 d
T
1 + 1
T
dTn 1d
T
n + d11
T D∗∗ dTn + 1
T
1 d1 + 1 dn + 1 0
∣∣∣∣∣∣∣∣∣∣
= detD˜.
Then the result follows. 
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3 On the determinant of the distance matrix of a bicyclic
graph whose two cycles are disjoint
For a bicyclic graph G, if its two cycles are disjoint, then G contains ∞(p, k, q) as an induced
subgraph for some integers p, q and k. This subgraph ∞(p, k, q) is sometimes called the center
construct of G. In this way, the graph G can be viewed as the graph obtained from ∞(p, k, q) by
planting some trees on it. In the following discussion, the graph ∞(p, 1, q) will play an important
role. For convenience, the vertex, in∞(p, 1, q), with degree 4 is called the center vertex of∞(p, 1, q),
and denote by G(p, q;n) the graph obtained from ∞(p, 1, q) by planting the path Pn on its center
vertex. Then G(p, q; 0) denotes ∞(p, 1, q) itself and the graph G(p, q;n) has order n+ p+ q − 1.
First of all, combining with Lemmas 2.3 and 2.4, we have the following result, which tell us that
if a graph is obtained from an induced subgraph by planting some trees on it, then the determinant
of the distance matrix of such a graph is independent to the structure of those trees.
Theorem 3.1 Let G be a bicyclic graph of order n + p + q − 1 which contains ∞(p, k, q) as an
induced subgraph for some integers p, q and k. Suppose that D and D˜ be respectively the distance
matrices of G and G(p, q;n). Then
detD = detD˜.
Proof. First, applying Lemma 2.4 repeatedly, the distance matrices corresponding respectively to
the graphs ∞(p, k, q) and G(p, q; k − 1) have the same determinant.
Then it remain to show that the bicyclic graph, denoted still by G, of order n + p + q − 1
which contains ∞(p, 1, q) as an induced subgraph has the same determinant as that of the graph
G(p, q;n). We label the vertices of G as {1, 2, · · · , p + q + n − 1} such that the resultant graph
obtained from G by deleting the vertices {n, n− 1, · · · , n− i} with i(0 ≤ i ≤ n) is connected. We
first consider the vertex n, if n is not adjacent to the center vertex of G, then applying Lemma 2.3
to G such that the vertex n adjacent to the center vertex of G, the resultant graph is still denoted
by G; then applying Lemma 2.3 to G such that the vertex n − 1 adjacent to the vertex n, the
resultant graph is still denoted by G; applying Lemma 2.3 to G such that the vertex n−2 adjacent
to the vertex n− 1, and so on. The graph G(p, q;n) can be obtained. Applying Lemma 2.3 again,
each step above, the origin graph and its resultant graph have the same determinant, the result
thus follows. 
From Theorem 3.1, to compute the determinant of the distance matrix of a bicyclic graph of
order n + p + q − 1 which contains ∞(p, k, q) as an induced subgraph, it is sufficient to compute
the determinant of the distance matrix of the graph G(p, q;n). For convenience, in the following
denote by Dn the distance matrix of the graph G(p, q;n).
Theorem 3.2 Fixed the integers p and q. If n ≥ 2, then
detDn = −4detDn−1 − 4detDn−2.
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Proof. Let the vertex set of G(p, q;n) be {1, 2, · · · , p + q + n − 1}. Then G(p, q;n − 1) can be
considered as the induced subgraph of G(p, q;n) by deleting the pendent vertex p + q + n − 1
and G(p, q;n− 2) can be considered as the induced subgraph of G(p, q;n) by deleting the pendent
vertex p+ q + n− 1 together with its neighbor p+ q + n− 2. Hence, Dn can be partitioned as
Dn =


Dn−3 d
T dT + 1T dT + 21T
d 0 1 2
d+ 1 1 0 1
d+ 21 2 1 0


,
where (d 0) denotes the row vector of Dn−1 corresponding to the vertex p+ q + n− 3. Hence,
detDn =
∣∣∣∣∣∣∣∣∣∣
Dn−3 d
T dT + 1T dT + 21T
d 0 1 2
d+ 1 1 0 1
d+ 21 2 1 0
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
Dn−3 d
T
1
T
1
T
d 0 1 1
d+ 1 1 −1 1
d+ 21 2 −1 −1
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
Dn−3 d
T
1
T
1
T
d 0 1 1
1 1 −2 0
1 1 0 −2
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
Dn−3 d
T
1
T 0
d 0 1 0
1 1 −2 2
0 0 2 −4
∣∣∣∣∣∣∣∣∣∣
= −4
∣∣∣∣∣∣∣∣
Dn−3 d
T
1
T
d 0 1
1 1 −2
∣∣∣∣∣∣∣∣
− 4
∣∣∣∣∣
Dn−3 d
T
d 0
∣∣∣∣∣
= −4
∣∣∣∣∣∣∣∣
Dn−3 d
T dT + 1T
d 0 1
d+ 1 1 0
∣∣∣∣∣∣∣∣
− 4
∣∣∣∣∣
Dn−3 d
T
d 0
∣∣∣∣∣
= −4detDn−1 − 4detDn−2.
The result follows. 
Theorem 3.3 Fixed the integers p and q. Then
detD0 = detD1 = 0
if one of the integers p and q is even; and
detD0 =
(pq − 1)(p+ q)
4
detD1 = −
1
2
(p+ q)(pq − 1)− pq
otherwise.
7
Proof. Without loss of generality, suppose that, in G(p, q; 0), {1, 2, · · · , p} and {1, p+1, · · · , p+
q − 1} are respectively the natural sequences of the vertex sets of the cycles Cp and Cq, and in
G(p, q; 1) the unique pendent vertex is labeled as p + q. Then D1 has the form as (2.1) and D0
is the submatrix of (2.1) by deleting the last row and the last column, where D∗ and D∗∗ are
respectively defined as Lemma 2.4. Hence from the proof of Lemma 2.4, we have
detD1 =
∣∣∣∣∣∣∣∣∣∣
0 d1 dp+q−1 1
dT1 D
∗ dp+q−11
T + 1dT1 d
T
1 + 1
T
dTp+q−1 1d
T
p+q−1 + d11
T D∗∗ dTp+q−1 + 1
T
1 d1 + 1 dp+q−1 + 1 0
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
0 d1 dp+q−1 1
dT1 D
∗
− 1dT1 − d11
T 0 dT1
dTp+q−1 0 D
∗∗
− 1dTp+q−1 − dn1
T dTp+q−1
1 d1 dp+q−1 0
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
0 d1 dp+q−1 1
dT1 D
∗
− 1dT1 − d11
T 0 0
dTp+q−1 0 D
∗∗
− 1dTp+q−1 − dn1
T 0
1 0 0 −2
∣∣∣∣∣∣∣∣∣∣
,
and
detD0 =
∣∣∣∣∣∣∣∣
0 d1 dp+q−1
dT1 D
∗
− 1dT1 − d11
T 0
dTp+q−1 0 D
∗∗
− 1dTp+q−1 − dp+q−11
T
∣∣∣∣∣∣∣∣
.
We first discuss the matrix D∗ − d11
T − 1dT1 and denote it by D
p = (di,j) for simplify. Recall
that we set {1, 2, · · · , p} is the natural sequences of the vertex sets of Cp. Then for D
∗ = (d∗i,j) we
have d∗ij = min{p− |i− j|, |i− j|}, and
d1 = (1, 2, · · · , k − 1, k, k − 1, · · · , 2, 1)
if p = 2k;
d1 = (1, 2, · · · , k − 1, k, k, k − 1, · · · , 2, 1)
if p = 2k + 1. Hence, for Dp = (dpi,j), we have
d
p
i,j = min{p− |i − j|, |i− j|} −min{p− i+ 1, i− 1} −min{p− j + 1, j − 1}. (3.1)
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Thus, if p = 2k,
D
p =


−2 −2 −2 · · · −2 −2 −2 0 0 0 · · · 0 0
−2 −4 −4 · · · −4 −4 −4 −2 0 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
−2 −4 −6 · · · 4− 2k 4− 2k 4− 2k 4− 2k 6− 2k 8− 2k · · · 0 0
−2 −4 −6 · · · 4− 2k 2− 2k 2− 2k 2− 2k 4− 2k 6− 2k · · · −2 0
−2 −4 −6 · · · 4− 2k 2− 2k −2k 2− 2k 4− 2k 6− 2k · · · −4 −2
0 −2 −4 · · · 4− 2k 2− 2k 2− 2k 2− 2k 4− 2k 6− 2k · · · −4 −2
0 0 −2 · · · 4− 2k 4− 2k 4− 2k 4− 2k 6− 2k 8− 2k · · · −4 −2
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 −2 −4 −4 −4 −4 · · · −4 −2
0 0 0 · · · 0 0 −2 −2 −2 −2 · · · −2 −2


,
and if p = 2k + 1,
D
p =


−2 −2 −2 · · · −2 −1 0 0 · · · 0
−2 −4 −4 · · · −4 −3 −1 0 · · · 0
−2 −4 −6 · · · −6 −5 −3 −1 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
−2 −4 −6 · · · −2k 1− 2k 3− 2k 5− 2k · · · −1
−1 · · · −3 −5 1− 2k −2k · · · −6 −4 −2
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 · · · −1 −3 −5 −6 · · · −6 −4 −2
0 · · · 0 −1 −3 −4 · · · −4 −4 −2
0 · · · 0 0 −1 −2 · · · −2 −2 −2


.
For p = 2k, we have
∣∣∣∣∣
0 d1
dT1 D
p
∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 2 3 · · · k − 2 k − 1 k k − 1 k − 2 k − 3 · · · 2 1
1 −2 −2 −2 · · · −2 −2 −2 0 0 0 · · · 0 0
2 −2 −4 −4 · · · −4 −4 −4 −2 0 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
k − 2 −2 −4 −6 · · · 4− 2k 4− 2k 4− 2k 4− 2k 6− 2k 8− 2k · · · 0 0
k − 1 −2 −4 −6 · · · 4− 2k 2− 2k 2− 2k 2− 2k 4− 2k 6− 2k · · · −2 0
k −2 −4 −6 · · · 4− 2k 2− 2k −2k 2− 2k 4− 2k 6− 2k · · · −4 −2
k − 1 0 −2 −4 · · · 4− 2k 2− 2k 2− 2k 2− 2k 4− 2k 6− 2k · · · −4 −2
k − 2 0 0 −2 · · · 4− 2k 4− 2k 4− 2k 4− 2k 6− 2k 8− 2k · · · −4 −2
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
2 0 0 0 · · · 0 −2 −4 −4 −4 −4 · · · −4 −2
1 0 0 0 · · · 0 0 −2 −2 −2 −2 · · · −2 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
9
=∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 2 3 · · · k − 2 k − 1 k k − 1 k − 2 k − 3 · · · 2 1
1 −2 −2 −2 · · · −2 −2 −2 0 0 0 · · · 0 0
1 0 −2 −2 · · · −2 −2 −2 −2 0 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 0 0 0 · · · −2 −2 −2 −2 −2 −2 · · · 0 0
1 0 0 0 · · · 0 −2 −2 −2 −2 −2 · · · −2 0
1 0 0 0 · · · 0 0 −2 −2 −2 −2 · · · −2 −2
1 0 −2 −2 · · · −2 −2 −2 −2 0 0 · · · 0 0
1 0 0 −2 · · · −2 −2 −2 −2 −2 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 0 0 0 · · · 0 −2 −2 −2 −2 −2 · · · −2 0
1 0 0 0 · · · 0 0 −2 −2 −2 −2 · · · −2 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 1 1 · · · 1 1 1 1 1 1 · · · 1 1
1 −2 0 0 · · · 0 0 0 0 0 0 · · · 0 0
1 0 −2 0 · · · 0 0 0 −2 0 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 0 0 0 · · · −2 0 0 0 0 −2 · · · 0 0
1 0 0 0 · · · 0 −2 0 0 0 0 · · · −2 0
1 0 0 0 · · · 0 0 −2 0 0 0 · · · 0 −2
1 0 0 −2 · · · 0 0 0 0 −2 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 0 0 0 · · · −2 0 0 0 0 −2 · · · 0 0
1 0 0 0 · · · 0 −2 0 0 0 0 · · · −2 0
1 0 0 0 · · · 0 0 −2 0 0 0 · · · 0 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Note that all operation above disconcern the first row and the first column, thus detD˜ = 0, as
well as detD = 0, if one of the integers p and q is even.
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We now consider the case that both of p and q are odd. For p = 2k + 1, we have
∣∣∣∣∣
0 d1
dT1 D
p
∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 2 · · · k − 1 k k k − 1 · · · 2 1
1 −2 −2 −2 · · · −2 −1 0 0 · · · 0
2 −2 −4 −4 · · · −4 −3 −1 0 · · · 0
3 −2 −4 −6 · · · −6 −5 −3 −1 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
k −2 −4 −6 · · · −2k 1− 2k 3− 2k 5− 2k · · · −1
k −1 · · · −3 −5 1− 2k −2k · · · −6 −4 −2
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
3 0 · · · −1 −3 −5 −6 · · · −6 −4 −2
2 0 · · · 0 −1 −3 −4 · · · −4 −4 −2
1 0 · · · 0 0 −1 −2 · · · −2 −2 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 2 · · · k − 1 k k k − 1 · · · 2 1
1 −2 −2 −2 · · · −2 −1 0 0 · · · 0
1 0 −2 −2 · · · −2 −2 −1 0 · · · 0
1 0 0 −2 · · · −2 −2 −2 −1 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 0 0 0 · · · −2 −2 −2 −2 · · · −1
1 −1 · · · −2 −2 −2 −2 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 0 · · · −1 −2 −2 −2 · · · −2 0 0
1 0 · · · 0 −1 −2 −2 · · · −2 −2 0
1 0 · · · 0 0 −1 −2 · · · −2 −2 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 1 · · · 1 1 1 1 1 · · · 1 1 1
1 −2 0 0 · · · 0 0 −1 0 0 · · · 0 0
1 0 −2 0 · · · 0 0 −1 −1 0 · · · 0 0
1 0 0 −2 · · · 0 0 0 −1 −1 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 0 0 0 · · · −2 0 0 0 0 · · · −1 0
1 0 0 0 · · · 0 −2 0 0 0 · · · −1 −1
1 −1 −1 · · · 0 0 0 −2 0 · · · 0 0 0
1 0 −1 · · · 0 0 0 0 −2 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
1 0 0 · · · −1 −1 0 0 0 · · · −2 0 0
1 0 0 · · · 0 −1 −1 0 0 · · · 0 −2 0
1 0 0 · · · 0 0 −1 0 0 · · · 0 0 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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=∣∣∣∣∣∣∣∣
0 1 1
1
T
−2Ik Bk
1
T BTk −2Ik
∣∣∣∣∣∣∣∣
,
where Bk is defined as Lemma 2.1. Similarly, let q = 2h+ 1. Then
(
0 dp+q−1
dTp+q−1 D
∗∗ − dp+q−11
T − 1dTp+q−1
)
=


0 1 1
1T −2Ih Bh
1T BTh −2Ih

 .
Hence,
detD0 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 1 1 1
1T −2Ik Bk 0 0
1T BTk −2Ik 0 0
1T 0 0 −2Ih Bh
1T 0 0 BTh −2Ih
∣∣∣∣∣∣∣∣∣∣∣∣∣
and
detD1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 1 1 1 1
1T −2Ik Bk 0 0 0
1T BTk −2Ik 0 0 0
1T 0 0 −2Ih Bh 0
1T 0 0 BTh −2Ih 0
1 0 0 0 0 −2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Let Ck =
1
2BkB
T
k − 2Ik, Fk =
1
21B
T
k + 1. Because

1 0 121 0
1
21
1
2
0 Ik
1
2Bk 0 0 0
0 0 Ik 0 0 0
0 0 0 Ih
1
2Bh 0
0 0 0 0 Ih 0
0 0 0 0 0 1




0 1 1 1 1 1
1T −2Ik Bk 0 0 0
1T BTk −2Ik 0 0 0
1T 0 0 −2Ih Bh 0
1T 0 0 BTh −2Ih 0
1 0 0 0 0 −2


=


1+k+h
2 Fk 0 Fh 0 0
FTk Ck 0 0 0 0
1T BTk −2Ik 0 0 0
FTh 0 0 Ch 0 0
1T 0 0 BTh −2Ih 0
1 0 0 0 0 −2


,
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

1 0 121 0
1
21
0 Ik
1
2Bk 0 0
0 0 Ik 0 0
0 0 0 Ih
1
2Bh
0 0 0 0 Ih




0 1 1 1 1
1T −2Ik Bk 0 0
1T BTk −2Ik 0 0
1T 0 0 −2Ih Bh
1T 0 0 BTh −2Ih


=


k+h
2 Fk 0 Fh 0
FTk Ck 0 0 0
1T BTk −2Ik 0 0
FTh 0 0 Ch 0
1T 0 0 BTh −2Ih


and 

1 −FkC
−1
k 0 −FhC
−1
h 0 0
0 Ik 0 0 0 0
0 0 Ik 0 0 0
0 0 0 Ih 0 0
0 0 0 0 Ih 0
0 0 0 0 0 1




1+k+h
2 Fk 0 Fh 0 0
FTk Ck 0 0 0 0
1T BTk −2Ik 0 0 0
FTh 0 0 Ch 0 0
1T 0 0 BTh −2Ih 0
1 0 0 0 0 −2


=


1+k+h
2 − FkC
−1
k F
T
k − FhC
−1
h F
T
h 0 0 0 0 0
FTk Ck 0 0 0 0
1T BTk −2Ik 0 0 0
FTh 0 0 Ch 0 0
1T 0 0 BTh −2Ih 0
1 0 0 0 0 −2


,
we have
detD0 = (−2)
k+h(
1
2
k +
1
2
h− FkC
−1
k F
T
k − FhC
−1
h F
T
h )|Ck||Ch|
and
detD1 = −2(−2)
k+h(
k + h+ 1
2
− FkC
−1
k F
T
k − FhC
−1
h F
T
h )|Ck||Ch|.
From Lemma 2.1, we have detCk =
(2k+1)(−1)k
2k and FkC
−1
k F
T
k = −
k
2(2k+1) . Recall that p = 2k+ 1
and q = 2h+ 1, hence
detD0 =
(2k + 1)(2h+ 1)
2
[k +
k
2k + 1
+ h+
h
2h+ 1
]
= k(k + 1)(2h+ 1) + h(h+ 1)(2k + 1)
=
(pq − 1)(p+ q)
4
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and
detD1 = −2
(2k + 1)(2h+ 1)
2
[k +
k
2k + 1
+ h+ 1 +
h
2h+ 1
]
= −(2k + 1)(2h+ 1)(k + h+ 1 +
k
2k + 1
+
h
2h+ 1
)
= −(2k + 1)(2h+ 1)(k + h+ 1)− k(2h+ 1)− h(2k + 1)
= −
1
2
(p+ q)(pq − 1)− pq.
The result thus follows.
Putting Theorem 3.3 into Lemma 2.2, we have the main result of this paper as follows.
Theorem 3.4 Let G be an arbitrary bicyclic graph of order p+ q−1+n which contains ∞(p, k, q)
as an induced subgraph with n ≥ k − 1. Denote by D the distance matrix of G. Then detD = 0 if
one of integers p and q is even, and
detD = [
(pq − 1)(p+ q)
4
+
n
2
pq](−2)n (3.2)
otherwise.
Remark. Theorem 3.4 can be considered as a generalization for Graham and Pollacks’ result
on the determinant of trees [5] and Bapat, Kirkland and Neumanns’ result on the determinant
of a unicyclic graph [1]. We view one vertex as a cycle with length 1, then each vertex can be
viewed as an ∞-graph ∞(1, 1, 1) and thus each tree contains ∞(1, 1, 1) as its induced subgraph.
Consequently, the distance matrix of each tree of order n has the same determinant of that of the
graph G(1, 1;n− 1), then from (3.2)
detD = detD(G(1, 1;n− 1)) =
n− 1
2
(−2)n−1 = −(n− 1)(−2)n−2
which is coincide with the formula for the determinant of a tree. Let G be a unicyclic graph of
order n+p whose unique cycle has length p, then such a unique cycle can be viewed as an∞-graph
∞(p, 1, 1). Thus the distance matrix of such a graph has the same determinant of that of the graph
G(p, 1;n) by Theorem 3.4. Hence, detD = detD(G) = 0 if p is even, and
detD = detD(G) = [
(p− 1)(p+ 1)
4
+
n
2
p](−2)n
if p is odd from (3.2), which is coincide with Theorems 3.4 and 3.7 of [1].
References
[1] R. Bapat, S.J. Kirkland, M. Neumann, On distance matrices and Laplacians, Linear Algebra and its
Applications 401(2005) 193-209.
[2] R. A. Brualdi, Introductory combinatorics, Elsevier Science Publishers, New York.
14
[3] D. Cvetkovic´, M. Doob, H. Sachs, Spectra of Graphs, Academic Press, New York, 1980.
[4] S. B. Hu, X. Z. Tan, B. L. Liu, On the nullity of bicyclic graphs, Linear Algebra Appl. 429 (7) (2008)
1387-1391.
[5] R.L. Graham, H.O. Pollack, On the addressing problem for loop switching, Bell System Tech. J.
50(1971) 2495-2519.
[6] H. Lin, W. Yang, H. Zhang, J. Shu, Distance spectral radius of digraphs with given connectivity,
Discrete Math. 312 (2012) 1849- 1856.
[7] R. Merris, The distance spectrum of a tree, J. Graph Theory 14 (1990) 365-369.
[8] G. Yu, H. Jia, H. Zhang, J. Shu, Some graft transformations and its applications on the distance
spectral radius of a graph, Appl. Math. Lett. 25 (2012) 15-319.
[9] G. Yu, Y. Wu, Y. Zhang, J. Shu, Some graft transformations and its application on a distance
spectrum, Discrete Math. 311 (2011) 2117-2123.
[10] X. Zhang, C.Godsil, Connectivity and minimal distance spectral radius of graphs, Linear and Multi-
linearAlgebra 59 (2011) 745-754.
15
