Abstract. We study a family of approximations to Euler's equation depending on two parameters ε, η ≥ 0. When ε = η = 0 we have Euler's equation and when both are positive we have instances of the class of integro-differential equations called EPDiff in imaging science. These are all geodesic equations on either the full diffeomorphism group Diff H ∞ (R n ) or, if ε = 0, its volume preserving subgroup. They are defined by the right invariant metric induced by the norm on vector fields given by
In Arnold's famous 1966 paper [2] , he showed that Euler's equation in R n for incompressible, non-viscous flow was identical to the geodesic equation on the group of volume preserving diffeomorphisms for the right invariant L 2 -metric. This raises the question, what are the equations for geodesic flow on the full group of diffeomorphisms in various right invariant metrics? Arnold also gave the general recipe for writing down these equations but, as far as we know, geodesics of this sort were not specifically studied beyond the 1-dimensional case, until Miller and Grenander and co-workers introduced them into medical imaging applications. In 1993 they laid out a program for comparing individual medical scans with standard human body templates [17] . Subsequently they introduced a large class of right-invariant metrics on the group of (suitably smooth) diffeomorphisms using norms on vector fields given by:
Here L is a positive definite self-adjoint differential operator. They proposed to measure the distance from the subject scan to the template by the length of the L-geodesic connecting them (see their survey article [18] ). The geodesic equation for these metrics are integro-differential equations called EPDiff (or 'Euler-Arnold' equations). In this paper we want to study the relationship of Euler's equation to EPDiff.
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To be specific, we shall use in this paper the group Diff H ∞ (R n ) of all diffeomorphisms ϕ of the form ϕ(x) = x + f (x) with f in the intersection H ∞ of all Sobolev spaces H s , s ≥ 0, and also its normal subgroup Diff S (R n ) where f in the space S of all rapidly decreasing functions. See [16] for Lie group structures on them. Note that, in the H ∞ case, f , along with its derivatives, will approach 0 as x → ∞, but not necessarily at any fixed rate. The geodesic equation in these metrics is similar in form to fluid flow equations except that it involves a momentum m(x, t) = Lv(x, t), called momentum because it is dual to velocity in the sense that the 'energy' can be expressed as v In coordinates, we can write the right hand side more explicitly as: − j (v j ∂ xj m i + ∂ xj v j · m i + m j ∂ xi v j ). Note that v can be recovered from m as v = K * m where K is the (matrix-valued) Green's function for the operator L, that is, its inverse in the space S.
The rather complicated expression for the rate of change of momentum -that is the force -has a simple meaning. Namely, let the vector field v integrate to a flow ϕ via ∂ t ϕ(x, t) = v(ϕ(x, t), t) and describe the momentum by a measure-valued 1-form
so that v 2 L = (v, m) makes intrinsic sense. Then it's not hard to check that the second equation simply says that m is invariant under the flow ϕ, that is: m(·, t) = ϕ(·, t) * m(·, 0), whose infinitesimal version is the following, using the Lie derivative (see [13, 3.4] ), (2) ∂ t m(·, t) = −L v(·,t) m(·, t).
Because of this invariance, if a geodesic begins with momentum of compact support, it will always have compact support; and if it begins with momentum which, along with all its derivatives, has 'rapid' decay at infinity, that is it is in O( x −n ) for every n, this too will persist. This comes from the lemma:
Lemma. [16] If ϕ ∈ Diff H ∞ (R n ) and T is any smooth tensor on R n with rapid decay at infinity, then ϕ * (T ) is again smooth with rapid decay at infinity.
Moreover this invariance gives us a Lagrangian form of EPDiff:
(3) ∂ t ϕ(x, t) = K ϕ(·,t) (x, y)(ϕ(y, t) * m(y, 0))dy = K ϕ(·,t) * (ϕ(·, t) * m(·, 0)) where K ϕ (x, y) = K(ϕ(x), ϕ(y))
The main result of this paper is that solutions of Euler's equation are limits of solutions of equations in the EPDiff class with the operator: (4) L ε,η = (I − We will show that all solutions of Euler's equation are limits of solutions of these much more regular EPDiff equations and give a bound on their rate of convergence.
In fact, so long as p > n/2+1, Trouvé and Younes have shown [22] [4, 7] ). Chorin discusses this technique in §1.4 of his book [6] where he calls the momentum variables 'magnetization'. Finally there is a third strand connected to our work. A key point in EPDiff is the use of operators L of the form (I − ) p which have the effect of smoothing the velocities v that solve the equation. The case p = 1 arose earlier from the study of the Camassa-Holm equation [5] , also called the α-Euler equation for incompressible flows in dimension bigger than one. The CH equation is very explicitly related to EPDiff in Holm and Marsden's 2003 paper [9] , which strongly motivated the present paper.
The main point here is that all this work, in both the discrete and continuous cases, fits in logically as special cases of the general EPDiff setup and thus as geodesic equations on the group of diffeomorphisms with Riemannian metrics depending on two auxiliary parameters. Besides these formal connections we give what we believe are new existence theorems for certain cases of EPDiff that, as stated above, lead to explicit bounds on the convergence of the particle methods to solutions of Euler's equation. In the last section, we show that Roberts' dynamics of vortex rings is the same as our geodesic dynamics when the momentum is a sum of delta distributions. In this context, it is interesting that this dynamical system generates in many cases higher order singularities in the infinite time limit and we illustrate these.
to be the identity matrix times a delta function δ(x) because then v 2 L is just the kinetic energy |v(x)| 2 dx where | · | denotes also the Euclidean norm in R n . Then v = m, and EPDiff becomes:
which looks like Euler's equation if the divergence of v can be made to be zero for all time and the last term can be interpreted as the gradient of pressure. But how do we keep the divergence of v zero? In fact, the right link between Euler and EPDiff is a little more subtle and requires the ansatz:
with the Hessian of an auxiliary function H. With this form of K, we get:
Substituting this into EPDiff and assuming div(v) = 0 we again get Euler's equation:
with the pressure
But now we can also guarantee that the divergence of v is zero if we choose H correctly. We have:
so all we need to do is to take H to be the Green's function of minus the Laplacian and, at least formally, we get Euler's equation. But K now has a rather substantial pole at the origin. In fact, if V n is the area of an (n − 1)-sphere, then:
so that, as a function
Letting M 0 denote this matrix-valued function, note that convolution with any of its elements (M 0 ) ij is still a Calderon-Zygmund singular integral operator defined by the limit as ε → 0 of its value outside an ε-ball, so it is reasonably well behaved. 
Now convolution among distributions is associative and commutative so we have
which is the identity if div(m) = 0 and has values with div = 0, i.e. is a projection onto the subspace of divergence-free vector fields. As it is self-adjoint we see that
n · m + M 0 * m is the orthogonal projection P div=0 of the Hilbert space of vector fields m onto the subspace of divergence free vector fields v follows easily. This is the vector form of the Hodge decomposition of 1-forms and is orthogonal in each Sobolev space. The matrix given by the value of M 0 at each point x ∈ R n has Rx as an eigenspace with eigenvalue n − 1 and Rx ⊥ as an eigenspace with eigenvalue −1. So if we let u x be the unit vector in direction x and u ⊥ x be its orthogonal complement, then we have the useful formula: 
Since v is divergence free we can use m instead of i m i dx i ⊗ dx 1 ∧ . . . dx n . In integrated form, we have: with a singularity at 0 where it has a dipole as vorticity. In dimension 3, this vector field is an infinitesimal vortex ring which is how Roberts' paper [20] connects to our paper.
One of the motivations for this formulation of Euler's equation is that if v(x, 0) are any initial conditions for velocity, we take any momentum m(x, 0) such that v(·, 0) = P div=0 (m(·, 0)). As Chorin has pointed out, in many situations one can start with m(·, 0) of compact support and then m will remain of compact support even though v will have heavy tails due to the effects of pressure far from the support of m. This seems to be one of the reasons why his numerical vortex dipole/vortex ring technique works so well.
Approximating Euler with EPDiff
However, the above equations (5) and (6) are not part of the true EPDiff framework because the operator K = P div=0 is not invertible and there is no corresponding differential operator L. In fact, v does not determine m as we have rewritten Euler's equation using extra non-unique variables m, albeit ones which obey a conservation law so they may be viewed simply as extra parameters. The simplest way to perturb this K to make it invertible is to replace the above Green's function H of the Laplacian by the Green's function H ε of the positive definite operator ε 2 I − for some constant ε > 0 (whose dimension is length −1 ). The Green's function may be given explicitly using the 'K' Bessel function via the formula
for a suitable constant c n independent of ε(see [1] ).
Then we get the modified kernel
This has exactly the same highest order pole at the origin as K did and the second derivative is again a Calderon-Zygmund singular integral operator minus the same delta function. The main difference is that this kernel has exponential decay at infinity, not polynomial decay. By weakening the requirement that the velocity be divergence free, the resulting integro-differential equation behaves much more locally, more like a hyperbolic equation rather than a parabolic one.
Note that here K ε scales as K ε (x) = ε n K 1 (εx) and that, as ε goes to zero, the limit of K ε is just our previous kernel K. Taking the Fourier transform and inverting, we can find the corresponding operator L ε in several steps:
Now the inverse of this as a matrix is the remarkably simple:
and this comes from the differential operator:
Thus we have inverse operators as required by the EPDiff setup:
Finally this operator L ε defines the simple metric:
As in Arnold's original paper, formally at least, solutions of EPDiff for this K ε , L ε are geodesics in the group of diffeomorphisms for this metric. EPDiff is the geodesic equation with momentum and velocity but in this case it simplifies to a form involving only velocity that closely resembles Euler's equation. Substituting the formula for L ε , we calculate as follows:
Now we also have the identity:
so the final geodesic equation is:
This is certainly the simplest choice for a metric which allows non-zero divergence but, as ε → 0, seeks to make the divergence smaller and smaller so that, in the limit, the divergence must be identically zero and we have the L 2 metric on the group of volume preserving diffeomorphisms. At the same time, the above equation approaches Euler's equation. We will show below that solutions of the above equation must approach solutions of Euler's equation and, when the momentum has rapid decay at infinity, we will give an explicit bound on the rate of convergence. Curiously though, the parameter ε can be scaled away. That is, if v(x, t), m(x, t) is a solution of EPDiff for the kernel K 1 , then v(εx, εt), m(εx, εt) is a solution of EPDiff for K ε .
The above case of EPDiff still has a singular kernel K ε for which existence theorems are difficult (see below). The cases of EPDiff which have been analyzed and used in medical imaging applications [18, 22, 23] involve kernels which are C 1 . We can easily make our singular example a limit of better behaved examples. The simplest way is to compose the above operator L ε with a scaled version of the standard regularizing kernel (I − ) p giving the positive definite self-adjoint differential operator given above (equation (4) of the Introduction):
Here the constant η has dimension length and although ε and η could be scaled away by themselves, the composite kernel has a dimensionless parameter η ·ε. Since L ε,η is a composition, so is its inverse and hence the kernel is now the convolution:
is the Green's function of (I − η 2 p ) p and is again given explicitly by
The reason for inserting p in the denominator of the coefficient is that for p 0, the kernel converges to a Gaussian with variance depending only on η, namely (2
2 . These approximately Gaussian kernels lie in C q if q ≤ p − (n + 1)/2. So long as the kernel is in C 1 , it is known that EPDiff has solutions for all time [22] . A particularly simple case is when p = (n + 3)/2. Then the Green's function is just a constant times the C 2 function (1 + |x|/η)e −|x|/η as you can verify by taking n = 1 and checking that that this is the Green's function of 1 Finally we may also consider the limiting case ε = 0, η > 0. In this case v = G (p) η * P div=0 (m) so v has divergence zero. There is no L because m can be any vector field. However EPDiff in Oseledets's form form (5) makes perfect sense. Like Euler's equation it gives geodesics on the group of volume preserving diffeomorphisms. As always, the energy is E = v · m and this is conserved on geodesics. Even though we have no L, we can rewrite the energy using (I −
The case p = 1 has been introduced and studied by Holm and collaborators (see [8] , equation (8.29) ) who use the letter α for our η and call EPDiff the α-Euler equation:
You can also drop incompressibility and when n = 1 this becomes the CamassaHolm equation [5] .
The K for the ε = 0, η > 0 metric is just the convolution G (p) η * P div=0 . This K can be explicitly calculated using the fact that the Green's function H is harmonic. We use:
Then H F is the convolution of F with 1 |x| n−2 , is in C 4 and:
If n = 2, the same holds if you replace 1/|x| n−2 by log(1/|x|) and omit the factors (n − 2) in the derivatives.
Proof. The idea is to first check that H F ∈ C 2 with the above expressions for its first and second derivatives. This is straightforward when x = 0. Near 0, let
. Then one checks that:
hence the expressions for the first and second derivatives extend across the origin. Taking the trace of the matrix of second derivatives, one finds that;
This applies to F = G (p) η for example, or to the limiting case where F = a Gaussian, giving the following expression for the kernel K 0,η for finite p or the limiting Gaussian case:
where B a is the ball of radius a centered at the origin.
We can summarize all possibilities in a handy table (we have changed notation slightly to use double subscripts ε, η for all cases):
Existence theorems for the L ε,η metric
It is well known that local solutions of Euler's equation itself, that is L 0,0 , exist, e.g. see [11, 21] . Moreover global solutions of the EPDiff equations L ε,η , ε, η > 0, p ≥ (n + 3)/2 have been shown to exist by Trouvé and Younes (unpublished but apparently implicit in the results of [22] for geodesics in what they call 'metamorphosis'). Their result extends easily to the EPDiff equations L 0,η because the kernel K 0,η is still C 1 , which holds so long as p ≥ (n + 3)/2. The method here is based on the Lagrangian form (3) of EPDiff. For completeness, we include the proof: Theorem 2. Let η > 0, p ≥ (n + 3)/2 and K = K ε,η be the corresponding kernel. For any vector-valued distribution m 0 whose components are finite signed measures, consider the Lagrangian equation for a time varying
Here Dϕ is the spatial derivative of ϕ. This equation can be solved for all time t.
Proof. The Eulerian velocity at ϕ is:
is the velocity in 'material' coordinates. Note that because of our assumption on m 0 , if ϕ is C 1 , then V ϕ and W ϕ are C 1 vector fields on R n . The equation can be viewed as a the flow equation for the vector field ϕ → W ϕ on the union of the open sets U c = {ϕ ∈ C 1 (R n ) n : det(Dϕ) ≥ c}, where c > 0. We claim this vector field is Lipschitz on each U c :
where C depends only on c. This is easy to verify using the fact that K is uniformly continuous. As a result we can integrate the vector field for short times in C 1 . But since (Dϕ(y, t)) −1, m 0 (y) is then again a signed finite R n -valued measure,
is actually finite for each t. Using the fact that in EPDiff the L ε,η -energy V ϕ(·,t) Lε,η of the L ε,η -geodesic is constant in t, we get a bound on the norm V ϕ(·,t) H p , depending of course on η but independent of t, hence a bound on V ϕ(·,t) C 1 . Thus ϕ(·, t) C 0 grows at most linearly in t. But ∂ t Dϕ = DW ϕ = DV ϕ · Dϕ which shows us that Dϕ grows at most exponentially in t, hence det Dϕ can shrink at worst exponentially towards zero. Thus for all finite t, the solution ϕ(·, t) stays in a bounded subset of our Banach space and the ODE can continue to be solved.
For L ε,0 , ε > 0 we proved in a previous paper [14] that the L ε,0 -metric defined a well behaved Riemannian metric on the group of diffeomorphisms of R n in that the infimum of path lengths joining two distinct diffeomorphisms was positive. Here we prove that for all ε and η, including ε = 0 and/or η = 0, geodesics exist locally -though as in the Euler case, as far as we know, they might become singular in finite time hence not be indefinitely prolongable -and that these local solutions behave continuously in the parameters ε, η. In particular, as ε, η → 0 they approach solutions of Euler's equation.
Everything depends on proving a Sobolev estimate for the time derivative of certain energies. We need the following straightforward lemma whose proof we omit:
Lemma. If η and ε are bounded above, then the norm
is bounded uniformly above and below by the metric:
(where H k is the k th order Sobolev norm).
Assuming k is sufficiently large, for instance k ≥ (n + 2p + 4) works, we now prove the main estimate:
where, so long ε and η are bounded above, the constant C is independent of ε and η.
. Using EPDiff and integration by parts, the time derivative is given by:
Integrating the third term by parts to move the i th derivative of v j to the other factors and noting that the two terms involving the second derivative of div v cancel, one checks that the estimate can be reduced to 6 terms all of the form D 2α f · g · M η h with one of the triples: 
where α = α 1 + α 2 , β = β 1 + β 2 . Now either α 1 or α 2 is less than or equal to k/2 so that the corresponding (second or third) term in the integrand has order at most k/2 + p + 1, hence ≤ k − n/2 − 1. Thus by the Sobolev inequalities, its sup norm is bounded by its k th Sobolev norm and we have:
The first term is always bounded by f k,ε,η and so is the other D-term except in the first case with α 2 = 0, |α| = k, |β| = p and h is a first derivativeh , withh either a component of v or div v/ε. In this last case, the third term has k+p+1 derivatives, so the lemma does not apply. But we can still integrate by parts, putting the th derivative on the other terms. If |β 2 | > 0 or if f = v , this reduces again to terms bounded by the (k, ε, η) norm. The only remaining case is when f =h, and then we have:
and this finishes the proof of the estimate.
Using this estimate, we can prove:
for some M > 0. Then there are constants t 0 , C such that for all initial conditions v 0 (x) ∈ H k+p+1 , there is a unique solution v ε,η (x, t) of the above case of EPDiff (including the limiting case of Euler's equation) for t ∈ [0, t 0 ]. The solution v ε,η depends continuously on ε, η ∈ [0, C] 2 and satisfies v ε,η (·, t) k,ε,η < C for all t ∈ [0, t 0 ].
We follow a standard approach, used, for example, in [21] , Ch. 16 and 17. First consider existence. For ε, η > 0, existence has been proven in [22] . But by our estimate and Gronwall's lemma, we have a local upper bound uniformly in ε, η for these solutions:
But, for k, p as above, the Hilbert space with this norm is compactly embedded in C 1 (R n ) in the local sense that any bounded sequence for the former has a subsequence which, for every compact subset K ⊂ R n , converges in C 1 (K). Therefore v ε,η (t) lie in a 'locally' compact part of the Banach space of C 1 functions of (x, t). Therefore, as ε or η tend to zero, they have a convergent subsequence whose limit v must be a solution of the corresponding EPDiff. Therefore by Gronwall's lemma again the original estimates gives H k bounds on this solution.
Next we prove that this solution is unique. Let us temporarily abbreviate L 0,ε by L and let v and v be two solutions of EPDiff for this L. We write u = v − v for their difference and follow the ideas of the preceding estimate to estimate
so using summation of indices:
Next replace all expressions of the form Lu k by u k − 1 ε 2 ∂ k divu. Then integrate by parts by the "div" part of the last term, that is replace
The term with the second derivative of divv cancels the term with the second derivative of divv arising from the second term v j Lu i,j in the above expression. With this and further integration by parts, we get:
where the constant depends on the strong sup bounds we have for v and v. By Gronwall again, this means that we have a growth estimate on u 2 L as a function of t. In particular, if u is zero at time 0, it is always zero and this proves uniqueness.
Finally, as ε goes to zero, we again have the solutions lying in a 'locally' compact part of C 1 (as above) so if there is only possible limit, they must converge to this limit and are continuous in η. Likewise, as ε converges to zero, this solution must converge to that of Euler's equation.
Conserved quantities: linear and angular momentum
We would like to derive the conservation laws from Noether's theorem using the fact that our geodesic equation is invariant with respect to the Euclidean group SO(n) R n , as we did in our earlier paper [15] . However, if we take (X, w) ∈ so(n) R n to be the infinitesimal generator for the 1-parameter group (exp(tX), tw), composition maps a diffeomorphism ϕ ∈ Diff S (R n ) to the diffeomorphsm exp(tX)• ϕ + tw. Unfortunately, the latter diffeomorphism no longer rapidly falls towards Id R n so it is not in Diff S (R n ). The infinitesimal generator for this action is
For any geodesic t → ϕ(·, t) the right invariant inner product G ϕ (ζ (X,w) (ϕ), ϕ t ) should be constant in t, according to Noether's theorem in the form of [3, section 2.6], if the action above was a left action of the motion group on Diff S (R n ).
Nonetheless this can be achieved by taking Diff S (R n ) as the normal subgroup of an extension of the motion group which can be described as a group of diffeomorphisms which fall rapidly to "Euclidean motions near infinity". Instead of doing this in detail we directly check that the the above well defined expression is indeed constant in t along each geodesic. Note first that
the first expression viewed as a linear functional in X ∈ so(n) is the so(n) * -valued angular momentum mapping. If we identify so(n) * with so(n) via the Killing form we can write the angular momentum succinctly as x ∧ m(x). Similarly the second expression leads to the linear momentum given by m(x).
Let us finally prove that these momenta are conserved by the geodesic flow. We shall use the geodesic equation in the form ∂ t m = −L v m. Then we have
For the linear momentum the proof is similar.
Explicit bounds on the approximation I
Assume you start with the same initial condition v(x, 0) and integrate with both Euler's equation and EPDiff with L ε,η . Exactly how close are they? If you look at the kernels K ε,η , you see that the effect of ε > 0 is to shrink the tails of K from polynomial to exponential and correspondingly, to eliminate the pole of its Fourier transform at zero. On the other hand, the effect of η > 0 is to smooth the singularity of K at zero or to suppress the high frequencies in its Fourier transform. These being opposite operations, we need to estimate their effects separately. In this section, we consider the case η = 0 and compare Euler's equation with that given by L ε,0 . Let v 0 (x, t) be the solution of Euler's equation and let v ε (x, t) be the solution of EPDiff with L ε,0 (below abbreviated to L ε ). Our goal is to prove the theorem: Theorem 4. Take any k and M and any smooth initial velocity v(·, 0). Then there is are constants t 0 , C such that Euler's equation and (ε, 0)-EPDiff have solutions v 0 and v ε respectively for t ∈ [0, t 0 ] and all ε < M and these satisfy:
Note that by Theorem 3 we have essentially any bound we need on both v 0 and v ε . The t 0 is needed only to guarantee the bounds on the solutions derived in Theorem 3 hold for a big enough k to give us the needed bounds. As above the proof is based on an estimate of the form:
Let u = v 0 − v ε and calculate as follows, using the geodesic equation (7) for L ε :
Here, in the last line, we used the fact that K 0 , being an orthogonal projection, has norm 1 and is self-adjoint. Likewise K ε has a Fourier transform that at frequency ξ, is a matrix with eigenvalues 1 and ε 2 /(ε 2 + |ξ| 2 ), hence is also a bounded self-adjoint operator with norm 1.
For the first term, if we abbreviate v ε to v, first write:
where
The Fourier transform of the derivative of the difference of the K's is:
. Now using Theorem 3, we see that we can bound all needed norms of v 0 and v ε on this time interval by norms of the initial condition v(·, 0). Putting everything together, we get the asserted bound.
To complete the proof of the Theorem, simply apply Gronwall's lemma to ∂ t u H k (without the square) and deduce that the difference v 0 − v ε is O(ε) as required.
In comparing Euler's equation with EPDiff for (ε, 0), a key point is that K 0 = P div=0 and K ε = K ε,0 have identical singularities at the origin, but their difference is much better behaved. In fact convolution with
where J ε has Fourier transform 1/|ξ| 2 (ε 2 + |ξ| 2 ). Near the origin, this looks like e −|x| in R 3 , has a log pole in R 4 and is like 1/|x| n−4 in higher spaces. Considering Euler's equation and EPDiff for (ε, 0) in Lagrangian form (3), they differ only by changing the convolution on the right hand side by this term. This makes it seems reasonable to conjecture that if solutions of (ε, 0)-EPDiff do not blow up, i.e. exist for all time, then neither do the solutions to Euler's equation. Or conversely, if Euler's solutions do blow up, so do solutions of this EPDiff.
Explicit bounds on the approximation II
Now we want to compare solutions of EPDiff for ε > 0, η = 0 with solutions for ε > 0, η > 0. The difference here is a convolution with the Gaussian G η , so solutions with η > 0 are essentially just smoothed or low-pass version of those with η = 0. We will prove: Theorem 5. Take any k and M and any smooth initial velocity v(·, 0). Then there is are constants t 0 , C such that (ε, 0)-EPDiff and (ε, η)-EPDiff have solutions v 0 and v η respectively for t ∈ [0, t 0 ] and all ε, η < M and these satisfy:
A basic tool is the simple estimate:
To prove this, just take Fourier transforms and use the elementary inequality:
Working as in the setup of the Theorem, let m 0 and m η be the momenta corresponding to v 0 and v η . Write u = v 0 − v η and calculate the time derivative of:
We get a lot of terms:
By the bound (12), the three terms with
2 ), then, by the product rule for Sobolev norms, all three terms are bounded by Cη 2 · v η H · m η H for some constant C depending only on k and n. Using Theorem 3, this is bounded by C η 2 , where C is another constant now depending on the initial data as well as k and n.
If u = m 0 − m η , we can write the remaining terms in (13) as:
Next use the calculation:
The η 2 (m η ) terms are bounded like the previous ones. We finish the proof by applying the same tricks we have seen above to the remaining terms. Letting C denote suitable constants depending on bounds for v 0 and v η , the terms with u, not u, are easy:
Finally, the u terms have two more pieces, one where it is replaced by u and the other with 1 ε 2 ∇div(u). If it is replaced by u, everything is bounded as above by C u 2 H k but where the usual trick is needed:
+ terms with ∇D β u, β < α, the latter being bounded by u 2 H k and the former being equal to
the matrix K ij (x) can be written in terms of two scalar functions K 1 and K 2 as
and as κ · I at the origin. If K 1 = K 2 , then K ij would be a multiple of the identity and we would have the case studied in our previous paper [12] . But this never happens for our metrics. For example, in the K 0,η case, using formula (8) and the fact that G (p)
η is a monotone decreasing function of |x|, we get:
If we differentiate the formula for K, we get the following formula for its derivative:
Using this we can rewrite the geodesic equations in a geometric form:
One of the characteristics of these landmark space EPDiff geodesics as that when two landmarks near each other, they can either repel or attract. If their energy is low compared to their angular momentum, they repel and vice versa. When they attract, they typically spiral in towards each other with the momentum of each landmark point growing infinitely while their sum remains bounded. They do not collide in finite time. Whether this characteristic reflects developing singularity behavior in Euler's equation is not clear because, as soon as landmarks approach closer than η, solutions of EPDiff are no longer close to those of Euler. This attraction is clear with only two landmark points but, at least in the case of the Weil-Peterson metric on cosets of Diff(S 1 ), following a geodesic typically produces a hierarchical clustering of many landmarks (unpublished work of Sergey Kushnarev and Matt Feizsli).
We want to look at the simplest cases of one or two landmark points. One landmark point is very simple: its momentum must be constant hence so is its velocity. Therefore it moves uniformly in a straight line from −∞ to +∞. As a geodesic in Diff(R n ), it will push everything in front of it, compressing points ahead of it on while pushing out points near to maintain incompressibility. Behind the landmark, they will be sucked back towards to compensate for the rarification left by its passage. By rotational symmetry around and time-reversal symmetry, the motion, from t = −∞ to t = +∞ c an only be a shear in which points are dragged forward parallel to by a distance which goes to zero as you go further from and goes to ∞ as you approach . Figure 2 . The result of the incompressible flow from t = −∞ to t = 0 with n = 2, momentum concentrated at one point and
Now consider the case of two landmark points P 1 , P 2 with momenta m 1 , m 2 . By conservation of total momentum, m 1 + m 2 is a constant. We can reduce this Hamiltonian system by fixing the total momentum m and dividing by translations. We get a new system in the variables δP = P 2 − P 1 and δm = m 2 − m 1 with equations of motion: A typical plot of the contours of E in the (ρ, |δm|)-plane is shown in Figure 3 .
In the figure, if an orbit hits the heavy black line defined by ρ · |δm| = ω, then δP, δm is instantaneously zero and, along its orbit, changes sign. On the two-sheeted cover given by including this sign, this is a smooth orbit in which ρ decreases to a minimum where δP, δm = 0 and then increases. One sees that there are two types of orbits: scattering orbits where the vortons separate infinitely at both t = ±∞ and ρ has a minimum at some point in time; and capturing orbits which either start or end at infinity but spiral indefinitely, getting closer and closer, at the other limit. Which happens depends on the relative size of the angular momentum and the energy exactly as in the simpler case studied in [12] . Here if E ≥ (8/5)|ω| 2 , the points attract while if E < (8/5)|ω| 2 , they scatter.
When the landmark points attract, this simple system forms higher order singularities. If we take coordinates so that δP is on the x 1 -axis and δm in the (x 1 , x 2 )-plane, then for ρ very small, we have: This vector field for ω = 2C is illustrated in Figure 4 . Whereas for any column vector A, K 01 · A is a vortex ring with maximum norm at the origin and maximum vorticity along a ring centered at the origin and lying in a plane perpendicular to A, its derivative v is now zero at the origin and it has maximum vorticity there. In our case, computing the derivatives Dv(0), we find that near the origin, the flowlines of v spiral in along the (x 1 , x 2 )-plane and shoot out along the x 3 -axis. Another case which is easy to explore is when m lies in the plane spanned by δP and δm. The angular momentum no longer descends to a function on the δP, δm space but we may numerically integrate the geodesic equations. Figure 5 shows geodesics all starting with the same δP and δm but with varying m fixed along the y-axis. It is extremely easy to compute landmark geodesics numerically even in much more complex situations and we hope that, letting η → 0, this may be a useful tool to exploring the instabilities of Euler's equation itself. Figure 5 . Geodesics in the δP plane all starting at the point marked by an X but with m along the y-axis varying from 0 to 10. Here η = 1, the initial point is (5, 0) and the initial momentum is (−3, .5). Note how the two vortons repel each other on some geodesics and attract on others. A blow up shows the spiraling behavior as they collapse towards each other.
