In the present paper we study algorithms based on the theory of Gröbner bases for computing free resolutions of modules over polynomial rings. We propose a technique which consists in the application of special selection strategies to the Schreyer algorithm. The resulting algorithm is efficient and, in the graded case, allows a straightforward minimalization algorithm. These techniques generalize to factor rings, skew commutative rings, and some non-commutative rings. Finally, the proposed approach is compared with other algorithms by means of an implementation developed in the new system Macaulay2.
Introduction
One of the most important computations in algebraic geometry or commutative algebra that a computer algebra system should provide is the computation of finite free resolutions of ideals and modules. Resolutions are used as an aid to understand the subtle nature of modules and are also a basis of further computations, such as computing sheaf cohomology, local cohomology, Ext, Tor, etc. Modern methods for calculating free resolutions derive from the theory of Gröbner bases. These methods were introduced at the end of the 1970s by Richman (1974) ; Spear (1977) ; Schreyer (1980) and have survived in computer algebra systems up to now. However, the problem with these algorithms is that many computations of interest for researchers were out of range. This is giving impulse to authors such as Capani et al. (1997) , Siebert (1996) and ourselves to develop decisive improvements of the resolution techniques.
Resolution algorithms based on Gröbner bases can be divided essentially into two types. The first type is based on computing the syzygy module on a minimal set of generators. The second type, initially used by Frank Schreyer, is based on computing the syzygy module on a Gröbner basis. In both cases, using induced term orderings leads to a large improvement in the sizes of the Gröbner bases involved. Which of these two methods is best depends in part on the specific input ideal or module. However, we have found that for problems of interest, the Schreyer technique, together with the improvements that we suggest, on the average outperforms the other methods.
The syzygies of the Schreyer resolution are usually computed level by level. (i.e., first syzygies first, then second syzygies, etc.) In this way just one syzygy is obtained by any Spolynomial reduction. Our improvement of the Schreyer algorithm is based essentially on the remark that we can use global strategies instead for the selection of the S-polynomials which allow the computation of couples of syzygies from single reductions. This results not only in an optimization of the calculation of the Schreyer resolution but also of its minimalization. It can be proved in fact that with respect to suitable strategies a minimal resolution corresponds exactly to the syzygies traced by S-polynomial reductions to zero. It follows that using our technique the Betti numbers are derived by the Schreyer resolution with no additional computations.
An important feature of the proposed algorithms is that they can be easily extended. In the present paper we explain how to generalize them to factor rings and show that the resolution procedure can be applied to non-graded ideals and modules. We describe an implementation, and some of the choices one has when computing a resolution. We suggest some optimizations that we have found to be useful. Finally, we compare these algorithms with other algorithms, using a suite of examples. These tests are performed using an installation developed in the new system Macaulay2 (Grayson and Stillman, 1993-1998) .
Preliminaries
In this section, we define our notation regarding Gröbner bases. Since the algorithms we describe also work over a factor ring R of a polynomial ring S, we also describe our notation regarding Gröbner bases in this setting. Without too much more difficulty, one could extend these definitions to more general situations, e.g. (factor rings of) skewcommutative polynomial rings, Weyl algebras, and non-commutative polynomial rings. The algorithms given in this paper would work, with small modifications, in these more general settings.
Let S = K[x 1 , . . . , x n ] be a polynomial ring over the field K, endowed with a term order > that we fix once and for all.
A power product (or monomial of S) is an element
n ∈ S, where α 1 , . . . , α n are non-negative integers.
Any non-zero element f ∈ S may be written uniquely as the sum
where 0 = c i ∈ K, m i monomials, and m 1 > m 2 > · · · > m k . We define:
lc(f ) = c 1 , the leading coefficient, lm(f ) = m 1 , the leading monomial .
For any set G ⊂ S, we let in(G) denote the K-vector space spanned by the monomials {lm(f ) : f ∈ G}. If J ⊂ S is an ideal, then in(J) ⊂ S is the monomial ideal generated by the lead terms of J.
Let R = S/J be a factor ring of S. We may extend the above notions to this situation. Let N ⊂ S be the K-vector space spanned by the set of standard monomials of R, that is, the set of monomials of S not in in(J). Any element f ∈ R may be uniquely written as the image of an element g ∈ N , and we set lc(f ) = lc(g) and lm(f ) = lm(g) ∈ N .
For any set G ⊂ R, let in(G) denote the K-vector space generated by the lead monomials {lm(f ) : f ∈ G}. Thus, N = in(R), and in(S) = N ⊕ in(J), as K-vector spaces.
Let F be a free module over R, and letF be the free S-module with the same rank as F and corresponding basis. A monomial of F is by definition any element
where t ∈ N is a standard monomial and e is any element of the canonical basis ofF .
A term order on F is a total order on the monomials of F such that:
for all m, n monomials of F , s, t power products in S, and e any basis element of F . Fix a term order on F . Then, any element f ∈ F may be written uniquely (as the image of an element) in the form:
for the module element f we define: lc(f ) = c 1 , the leading coefficient, lm(f ) = m 1 , the leading monomial , lpp(f ) = t, the leading power product.
As usual, for any G ⊂ F , we denote by in(G) ⊂F the K-vector space generated by {lm(f ) : f ∈ G}.
We say that {g 1 , . . . , g s } ⊂ I ⊂ F is a Gröbner basis of the R-module I, if {lm(g 1 ), . . ., lm(g s )} generates in(I), that is, every monomial in in(I) is divisible by some lm(g i ). The Gröbner basis is called auto-reduced if every lead monomial lm(g i ) divides no monomial occuring in any g j , other than itself. The Gröbner basis is called irredundant if in(I) is minimally generated by {lm(g 1 ), . . . , lm(g s )}, which in turn means that this set generates in(I), and no lead term lm(g i ) divides any lm(g j ), for j = i.
The Schreyer Resolution and Its Frame
Throughout this section, R = S/J is a factor ring of the polynomial ring S, and M = F 0 /I is an R-module, where F 0 is a free module. If both M and R are graded, then all of our sequences of modules, and resolutions will be graded as well.
Consider a sequence of R-homomorphisms:
where each F i is a free R-module with a given (canonical) basis E i . Let C i = ϕ i (E i ) be the image of the given basis, and define the level of an element f in C i to be lev(f ) = i. Note that Φ is not necessarily a complex.
Definition 3.1. Let τ = {τ i } be a sequence of term orderings τ i on the F i . We call τ a term ordering on Φ if it satisfies the following compatibility relationship:
where e 1 and e 2 are elements of E i .
Definition 3.2. Given a Φ as above, and a term ordering on Φ, define the initial terms of Φ, in(Φ), to be the sequence of (graded) R-homomorphisms:
where ξ i (e) = lm ϕ i (e), for all e in E i . That is, in(Φ) consists of the leading monomials of the columns of (each matrix of) Φ.
Notice that a term ordering on Φ is also a term ordering for Ξ. The converse holds, if for this order, Ξ = in(Φ). Definition 3.3. A Schreyer resolution of an R-module M = F 0 /I is an exact sequence:
together with a term ordering on Φ, such that:
Our plan in the next section is to give an algorithm that computes a Schreyer resolution. A useful way of picturing this resolution is by its "frame". Definition 3.4. A Schreyer frame of M = F 0 /I is a sequence of (graded) R-homomorphisms:
where each column is a monomial, and a term ordering on Ξ such that:
If Φ is a Schreyer resolution, then in(Φ) is a Schreyer frame. The reason we introduce this concept is because one can compute a Schreyer frame first, and then "fill it in" to form a Schreyer resolution.
Let Ξ be a Schreyer frame. It is useful to introduce the following notation. Given i, and a basis element e ∈ E i−1 , we put:
Thus E i (e) consists of those basis elements that map to multiples of e. Note that this set can be empty.
The following lemma is the basis of our algorithm to compute a Schreyer frame. Let ξ i : F i → F i−1 be a map of free R-modules, such that each element ξ i ( ) is a monomial, for all ∈ ξ i . Suppose that ξ i is endowed with a term ordering. 
This lemma immediately translates into an algorithm to compute a Schreyer frame (or all possible frames) given in(J) and in(I). Proof. With respect to the term ordering assigned on the free module F 0 , any irredundant Gröbner basis C 1 of the submodule I ⊂ F 0 satisfies in(C 1 ) = B 1 . Note now that for any monomial m ∈ B 2 , there exists an element g in C 1 = ϕ 1 (E 1 ) such that:
where t is a standard power product, ∈ E 1 and ϕ 1 ( ) = g. By definition, the set C 2 = ϕ 2 (E 2 ) is formed by the syzygies traced by the reductions to zero of the elements t · g as m varies in B 2 . Since the term ordering of F 1 satisfies the condition of Definition 3.1, we have: in(ker ξ 1 ) = in(ker ϕ 1 ). It follows that C 2 is an irredundant Gröbner basis of ker(ϕ 1 ) and in(C 2 ) = B 2 . Iterating for all the levels i, we get a Schreyer resolution Φ such that Ξ = in(Φ).
Note that this is essentially Schreyer's original proof that the syzygy module is constructed from a Gröbner basis computation. The resolution Φ produced in the above proposition is not quite unique, given the Schreyer frame Ξ. One could make it unique by requiring that each ϕ i (E i ) forms an auto-reduced Gröbner basis. Proof. Clear.
The following proposition explains how a term ordering can be assigned on a frame. Proof. By induction on the level i, the term ordering on the free module F i can be defined as follows. For any s, t power products, 1 , 2 ∈ E i , m = ξ i ( 1 ), n = ξ i ( 2 ), we put:
with m, n multiples of e ∈ E i−1 .P Example 3.9. Let K be a field of any characteristic and let the polynomial ring S = K[x 0 , . . . , x 5 ] be endowed by the term ordering DegRevLex. Consider the graded module M = S/I, where the monomial ideal I is the face ideal of a triangulation of the real projective plane (first introduced by Reisner (1976)).
Then, a Schreyer frame Ξ for M is given by the bases: 
For simplifying the notation, we have used the same letters e j for indicating the elements of the canonical bases of the free modules
The term ordering on Ξ is defined for any level i in the usual way:
where s, t are power products, e j , e k are elements of
The Algorithms
An algorithm for computing Schreyer resolutions has been found independently by Richman (1974); Spear (1977); Schreyer (1980) . In this section we propose a new version of that algorithm which improves both the computation of the Schreyer resolution, and its minimalization (in the graded case). In the graded case, minimalization can be a timeconsuming process. The algorithm presented here allows a nice, efficient algorithm for computing a minimal resolution, and the graded Betti numbers of the minimal resolution are produced with no extra work.
Let M = F 0 /I be an R-module, letC 1 be an irredundant Gröbner basis of I, and let Ξ be a Schreyer frame of M . The following algorithm takes these data and produces a Schreyer resolution Φ of M , such that in(Φ) = Ξ. Of course we assume these sequences are truncated when they are infinite. The main idea here is very simple: process the s-pairs in such a way that the higher-level elements are processed first. If an element reduces to a non-zero value (which is possible since we do not yet have all of the elements of the Gröbner basis), then we get two elements for the price of one: we get the syzygy, and we get a Gröbner basis element at the previous level. We show that the Betti numbers are a by-product of this computation and we can minimalize Φ very easily. Note that we could modify this algorithm to compute the Gröbner basis on the fly. The difficulty is that we need then to compute the Schreyer frame on the fly as well, and the corresponding algorithm is somewhat harder to describe.
For this algorithm, let the variable B be the union of the sets B 1 , . . . , B l initialized as the monomial bases of Ξ. We call the elements of B the S-polynomials. The output consists of the Gröbner bases C 1 , . . . , C l of Φ together with the sets of minimal syzygies
The function min concerns the selection strategies we use for the algorithm. By definition, a strategy of Resolution is any total ordering of the set B = B 1 ∪ . . . ∪ B l s.t. if one of the following conditions holds:
then m < n, for all m, n ∈ B. Note that such strategies are easily defined. For instance, a class of them is obtained by putting:
We call these strategies DRLv (Degree Reverse Level). Another natural class of strategies is SDLv (Slanted Degree Level):
The function Reduce in the algorithm Resolution is a simplification procedure which returns both the reductum and the corresponding syzygy. We may either reduce until the lead term cannot be simplified, or we can reduce until all terms cannot be simplified. (When we discuss implementations, the first variant will be algorithm A0, and the second variant, A1):
To prove the correctness of the proposed algorithm, we start with the following: Proof. By induction on i, we suppose that at termination the set C i is an irredundant Gröbner basis of the module ker ϕ i−1 . By the definition of Resolution we have immediately that B i+1 ⊂ in(C i+1 ) i.e. C i+1 is a Gröbner basis of ker ϕ i . We have to prove now that C i+1 is an irredundant Gröbner basis, that is:
Let f ∈ C i+1 be an element obtained at some step of the algorithm Resolution by a monomial m ∈ B. We claim that lm(f ) ∈ B i+1 . If m ∈ B i+1 the claim follows immediately since lm(f ) = m. Suppose now that m ∈ B i+2 , i.e. f is the reductum of an S-polynomial. Denote by g any element of C i+1 computed at a previous step. By definition of the reductum we have that lm(g) does not divide lm(f ). Moreover, by induction we can suppose that lm(g) ∈ B i+1 . Therefore, lm(g) is not a proper multiple of lm(f ) since B i+1 is the minimal monomial basis of in(ker ϕ i ). We conclude that the claim is true.
From this point on we assume that the module M is graded. Note that for any level i, the elements of C i \ H i are non-minimal elements of the basis C i . By eliminating them, a new graded free resolution of M : 
by K i the subset of C i of the syzygies traced by S-polynomials which reduce to non-zero elements. Let g be an element of K i obtained at any step of the procedure Resolution and denote by f the corresponding S-polynomial reductum. Note that the component corresponding to f is zero for the elements of K i computed in the previous steps, and is equal to −1 ∈ K for the syzygy g. Therefore, K i is a free basis of the kernel of the projection defined by θ i−1 of the module ker(ϕ i−1 ) onto ker(ψ i−1 ). For the algorithm Resolution we have the following important result:
Proposition 4.5. The resolution Ψ is a minimal resolution of the graded module M .
Proof. By the conditions (ii) and (iii), any element f of the basisC 1 is added by Resolution to H 1 = D 1 only if f is not reducible to zero w.r.t. to the partial Gröbner basis of the elements of degree ≤ deg(f ). Therefore, D 1 is a minimal basis of the module I = image(ϕ 1 ). We have to prove now that D 2 , . . . , D q define a minimal resolution of ker ψ 1 . Initially, we show that any element of H i is not a linear combination over the ring S of other elements of C i . Then, we prove that D i = θ i−1 (H i ) is a minimal basis of the module
Suppose that f is not a minimal element of the basis C i . Then, there is g ∈ C i+1 a syzygy of degree d s.t. its component corresponding to f is different from zero. We claim that f, g are obtained in the algorithm Resolution by the same monomial of B i+1 .
Let m, n be the monomials of the Schreyer frame which create f, g respectively. Note that m, n have the same degree d, but lev(m) ≤ lev(n). Since the syzygy g has a nonzero component corresponding to f , we have clearly that the monomial m cannot be selected in the algorithm after n. On the other hand, by the strategy condition (iii) of Resolution, we have that m cannot be selected before n. Therefore, the elements f, g are created simultaneously by a monomial m = n of the level i + 1. We deduce that any element of H i is minimal in the basis C i .
By contradiction, we suppose now that D i is not a minimal basis of the module ker ψ i−1 , i.e. there exist f ∈ D i , g ∈ ker ψ i s.t. deg(f ) = deg(g ) and g has the component corresponding to f different from zero. Therefore, by definition of θ, there are f ∈ H i , g ∈ ker ϕ i of the same degree s.t. g has a non-zero component corresponding to f . This contradicts the minimality of the elements of H i .P Note that from the above result it follows that the graded Betti numbers of M are obtained by the algorithm Resolution with no additional computations. They are simply the number of elements of the sets H i in each degree. Moreover, for obtaining a minimal resolution of the module M it is sufficient to transform each H i , i > 1 in D i by means of the homomorphism θ i−1 . The following simple algorithm implements θ i−1 .
Denote byK i the subsets of B i of the monomials corresponding to S-polynomials which reduce to non-zero elements in Resolution. Moreover, assume thatK i is endowed by the converse ordering w.r.t. the selection strategy. 
The correctness of Minimalize is based on the remark that if the syzygy g ∈ C i is com-puted at any step of the procedure Resolution, then the components of g corresponding to the elements of C i−1 obtained in the next steps are clearly all zero. Note that our minimalization of the Schreyer resolution is much easier than the "classical" one since we know a priori which syzygies give rise to a minimal resolution.
Example 4.8. Applying the algorithm Resolution for char(K) = 2 to the module M = S/J of Example 3.9, we get the following Schreyer resolution: During the computation two monomials of the Schreyer frame:
x 4 e 9 ∈ B 2 , x 5 e 7 ∈ B 3
give rise to non-zero S-polynomial reductions. The couples of non-minimal elements of the resolution obtained by these monomials are respectively:
x 0 x 4 e 4 − x 1 x 3 e 2 ∈ C 1 , x 4 e 9 − x 3 e 6 − e 16 ∈ C 2 ; 2 · (x 2 e 16 + x 0 x 4 e 7 + x 0 x 1 e 1 − x 1 x 3 e 5 ) ∈ C 2 , x 5 e 7 − x 4 e 6 + x 3 e 5 − x 1 e 2 + x 0 e 1 − x 2 e 4 − x 2 e 3 − e 8 ∈ C 3 .
By removing them by means of the algorithm Minimalize, we get a minimal resolution Ψ of the graded module M . Clearly something changes if the characteristic of the base field K is 2. In that case the monomials:
x 2 e 16 ∈ B 2 , x 5 e 7 ∈ B 3 hold reductions to zero, i.e. minimal syzygies.
Implementation
In this section we examine some of the choices that need to be made by an implementation and propose some optimizations. After discussing these choices and implementation issues, we describe four variants of our algorithm: A0, A1, A1-H, and B, as well as two other algorithms, M and MH. In the next section, we give examples of resolution computations using these algorithms and variants, to evaluate their relative usefulness, at least for these examples.
With the notation of Section 4, let M = F 0 /I be an R-module, and let
be a Schreyer frame of the module M . For all i, we have defined:
for some power product s};
the S-polynomials to reduce in level i;
where e is any element in E i−1 . It is also useful to define, for ∈ E i , the total monomial and total power product of :
If ∈ E 0 , set total( ) := and totalpp( ) := 1. If i ≥ 1, and ∈ E i , set total( ) := s · total(e) and totalpp( ) := s · totalpp(e), where ξ i ( ) = s · e.
implementation issues
We discuss the main issues that an implementation must address.
Compute the Gröbner basis first, or on the fly?
If the input module M is not graded, then a Gröbner basis must be computed first. If M is graded, then one can either precompute the Gröbner basis of I, or compute it during the computation of the resolution. The advantage to computing it along with the resolution is that one does not duplicate any effort this way. The advantages of precomputing the Gröbner basis include: the time required is small compared to the computation of the entire resolution; the algorithm is much easier to describe and implement; and certain other optimizations are made possible by having the entire frame available.
Algorithms A0, A1, and A1-H all precompute the Gröbner basis, while Algorithm B computes it on the fly.
The choice of the induced term orders
Induced term orders is the single most important optimization to use for computing resolutions. For the algorithms presented here, it is necessary for the correctness of the algorithm. For other algorithms (e.g. M and MH presented below), it is essential for obtaining a reasonable performance from the algorithm.
However, there is a lot of leeway in choosing an induced term order. This choice determines the Schreyer frame, and so it is important to choose the order so that the frame is as small as possible. During the algorithm for construction of the frame, the frame (and therefore the term order) is determined by the choice of total orders on Table 1 . Some of these are quite bad (O-for one) and are included only for comparison purposes. Overall, RL-and DRL+ often outperform the other possible orders. Algorithms A0, A1, A1-H presented below allow any one of these to be used for construction of the Schreyer frame (and therefore also the term order). Algorithm B uses a somewhat different order, described below (essentially DL-, if the monomial order on the ring S is the degree reverse lexicographic order).
The order to process S-polynomials
In the algorithm Resolution the choice for the selection strategy is quite free, except for some conditions which provide the minimality of the syzygies obtained by reductions to zero. Among the classes of orderings compatible with these conditions we choose to use SDLv (see Section 4), (slanted degree level by level), which is well-suited for partial computations. It appears also that SDLv provides a better partial auto-reduction of the resolution than DRLv. In each (degree,level), the order to perform the reductions is irrelevant to the correctness of the algorithm. However, since a reduction to a non-zero element determines a Gröbner basis element at the previous level, the choice may affect the sizes of these elements, and consequently the running time of the algorithm.
Our experience indicates that using the same order as that for the E i (e) is a good choice. More precisely, for two elements e 1 , e 2 ∈ E i of the same degree, process e 1 before e 2 if totalpp(e 1 ) < totalpp(e 2 ), where this order is one of the orders above (L+, L-, etc). The tiebreaker order (if totalpp(e) = totalpp(f )) does not seem to be very important.
For our algorithms A0, A1, A1-H below, we process the S-polynomials using the same order as that used to determine the induced term order. This is not necessary, but our experience is that it is a good choice.
The amount of auto-reduction
While performing a single reduction, we may use the Reduce, or the ReduceAll algorithm. The first stops once the lead term cannot be simplified, and the latter stops once no term can be simplified. This second approach often leads to partially "auto-reduced" Gröbner bases. One could also continue, making each Gröbner basis totally auto-reduced. In some examples, this gives a dramatic improvement, since the size of the basis will often be much smaller. The difficulties include the fact that minimalization is conceivably much more time consuming, as is modifying the elements so far obtained.
We have not yet implemented minimalization for this full auto-reduction, but initial time tests indicate that full auto-reduction would be quite useful in certain cases. We will report on these techniques in a later paper.
Algorithms A0 and B use no auto-reduction (i.e. Reduce), while algorithms A1 and A1-H use ReduceAll.
Reduction strategy
While performing a single reduction, if there are several possible divisors of the lead term, which one should we choose? Our choice (in Algorithms A0,A1,A1-H) is to choose the element which is least, in the monomial order. This is necessary if partial autoreduction is desired. In general, it is often the case that only one element of the basis divides the given monomial (especially further back in the resolution). It would be nice to use this fact in some optimization.
Representation of monomials and the induced monomial order
Given a monomial m = t · e ∈ F i , how should we represent m, in order to allow for the fast computation of the induced monomial order? We have chosen to represent m as the pair (totalpp(m), e), instead of using the pair (t, e). This complicates general arithmetic, but speeds up the comparison times. We have not done time comparisons between the two approaches, but we expect that the added complications of using the first technique leads to better performance of the algorithm.
Consider a heap based approach for performing reductions
If we are reducing a very large polynomial, and in each iteration, we add in small polynomials, then we are essentially performing an insertion sort. If we use an analog of a heap sort, reduction times are often drastically reduced. See Yan (1998) for details. Our algorithm A1-H uses this approach.
Allow for partial computation
This is just a reminder to implementors that allowing for partial computation (e.g. computing to a certain (slanted) degree, or a certain level) is essential, since one often only cares about part of the resolution, e.g. the (slanted) linear part, or, in the case R = S/I, because the entire resolution often cannot be computed since the resolution is infinite.
Miscellaneous optimizations
Before performing the reductions of the S-polynomials, one may compute the resolution of the monomial module F 0 / in(I). The regularity of F 0 /I is no larger than the regularity of this monomial module. Therefore one may avoid processing all S-polynomials in high enough (slanted) degree. Furthermore, the computation of the resolution of F 0 / in(I) involves very little extra work.
Another optimization is that, since we compute a Gröbner basis anyway, it is quite simple to check whether we have a complete intersection. If so, simply return the Koszul complex (or, in the module case, the Eagon-Northcott complex) of the original generators. These optimizations are not used in the algorithms A0, A1, A1-H, B, M, MH, since this decision rightly belongs in a higher level routine.
Finally, the Schreyer frame will sometimes be longer than the minimal resolution. One can postpone computing certain (degree,level)'s (possibly forever, if we are only computing up to a specific slanted degree). See Example 6.4 for a specific case of this. This speeds up some partial computations quite a lot. (Our algorithms A0, A1, A1-H use this optimization.)
Algorithms
We now summarize the algorithms and variants that we test in the next section.
• Algorithm A0. This is the algorithm Resolution described in this paper. First we compute a Gröbner basis of I, and then its Schreyer frame. We then process the elements in any way s.t. in a given degree, we process elements of higher level first. For example, processing elements by increasing slanted degree is the method we have implemented in Macaulay2. In this algorithm, the order in which pairs are reduced in each (degree, level) is important. Heuristically, we have found that using the same order as that used to compute the frame (up to computing degree by degree) is best most of the time. The reduction of an element stops once a lead term is obtained where the corresponding Gröbner basis element at the previous level has not been computed. This tends to not give auto-reduced Gröbner bases, but is very effective in many examples.
• Algorithm A1. This is a variant of algorithm A0, where we use the simplification procedure ReduceAll.
• Algorithm A1-H. We have also implemented a heap based reduction algorithm for algorithm A1. See Yan (1998) for a description of the technique (the author calls them "geobuckets"). This often improves performance by a modest amount, although the improvement for computing Gröbner bases in general can be dramatic.
• Algorithm B. This is essentially algorithm A0, with the following differences. The
Gröbner basis of I is computed "on the fly", as is the Schreyer frame. This means that the Gröbner basis computation of I is not duplicated. On the down side, it means that the ordering we use to construct the frame must be essentially degree by degree based, which we have found not to be optimal in many cases. Also, the coding of this algorithm is sufficiently more complicated that it is much harder to change the algorithm for testing purposes. Thus, we cannot change the frame order, we do not have heap based reduction, and we do not have the ReduceAll routine implemented. If we did, one could expect corresponding increases in performance.
The term ordering used to compute the frame, as well as process elements, is DO+ that is increasing degree, and in each degree, ascending in the given term ordering.
• Algorithm M. Compute a minimal generating set of syzygies on the minimal generating set of the input module I, and then compute a minimal generating set of syzygies of those elements, and continue until done. At each step, use an induced term ordering. Also, compute minimal generators while computing the syzygies, to not duplicate effort. This was the method used in the original Macaulay program, except that we did not use induced orders for the term ordering. The savings obtained from using induced orders is dramatic.
• Algorithm MH. Same as M, except compute Hilbert functions so that at each level, degree, one knows exactly the sum of the numbers of Gröbner basis elements and minimal syzygies at that step. The Hilbert functions take some time to compute, but the savings can be dramatic. Both algorithms M and MH are described in more detail in Capani et al. (1997) .
Examples and Timings
For each example, we describe the ideal I ⊂ R, and give the minimal Betti numbers and a table of statistics for computing the resolution of R/I. In the case that random polynomials are required, the exact same ideal is used for each algorithm variant.
For each example, the table of statistics has the following information. The column Frame represents the size of the Schreyer frame in terms of total number of monomials w.r.t. the different choices of the ordering. Each Res is the size of the Schreyer resolution (total number of monomials in all the Gröbner bases) for the algorithms corresponding to the previous columns. For any algorithm we give the computing time w.r.t. to the different frame orderings.
All the times are reported in seconds. The tests are performed with a NEC Versa 6200MX laptop, running Linux 2.0.29, 128 MB RAM, and a 166 MHz Pentium processor. Times run on a Pentium Pro 200 Mhz Linux box tend to run roughly 2.5 to 3 times faster than on this Pentium processor. The version of Macaulay2 that we use is 0.8.30. All of the examples and benchmarks used here are included in the Macaulay2 distribution.
is the ideal generated by the entries of the 3 × 3 matrix XY − Y X, where X = (x i,j ) and Y = (y i,j ). This is an ideal minimally generated by eight quadrics in 18 variables.
Although this is a simple example, we have included it since it is one of our favorites, and it illustrates some of the pitfalls in implementing resolution algorithms.
Note that, even in this simple case, there are orders for which the algorithm has extremely poor performance. Using the orders O-or L-for computing the Schreyer frame leads to enormous frames, and consequently to very large resolutions. From now one, we will not include either of these two orders in our tests.
Note also that the partially auto-reduced resolution for each choice of order is larger than the size of the resolution when computed using Algorithm A0. The timings are only accurate up to about 10% or 15% (the previous time that the algorithm MH was run, the time required was 1.1 s). This is an example where full auto-reduction gives larger resolutions, in terms of numbers of monomials. Almost all of the current algorithms now compute this quite rapidly. All of the orders shown have comparable performance relative to each other. The best timings are obtained using auto-reduction, and heap based reduction. The times for algorithms M, MH are roughly a factor of 15-20 times worse. Heuristically, if the minimal Betti numbers are very small relative to the number of Gröbner basis elements at each level, then the algorithms M and MH will outperform A0, A1, A1-H, and B. Likewise, if the minimal Betti numbers are relatively large, the opposite is the case. This is the first algorithm that we are aware of that is able to compute this resolution, and in a reasonable time as well! Notice that the specific choice of order (of these eight orders, that is) does not affect the size of the Schreyer frame, and in fact, does not change the timings very much either.
What does make a difference is the use of partial auto-reduction (Algorithm A1). Notice that the heap based algorithm gives a modest performance boost to the A1 algorithm. Algorithms M, MH never finished on these examples (they ran out of memory, at about 128 MB).
It is very intriguing that Gr(3, 6) and Gr(2, 7) have the same Hilbert series. We would very much like to know an explanation of this fact.
The minimal Betti numbers: 
where i + j ≤ g − 1, and the elements:
where 2 ≤ i ≤ j ≤ g − 2, and i + j > g − 1.
These examples arise from the tangent developable of a rational normal curve of degree g by taking special hyperplane sections. In practice, we are only interested in the 2-linear strand of the resolution, as the rest of the graded Betti numbers can be deduced from these.
The timings given are for computing the 1-linear part of the resolution of R/ tan(13). The size of the frame in either case is given by: After processing the 2310 S-polynomials at level 5 in slanted degree 1, obtaining 1155 minimal syzygies, the 1980 S-polynomials at level 6 in slanted degree 1 all give nonminimal syzygies. Thus the remaining S-polynomials in slanted degree 1 need never be reduced since we are only interested in the linear strand. The Gröbner bases of the syzygy modules stabilize (in each case) to 203 elements each, while the minimal Betti numbers stabilize at 8 each. This is typically the kind of situation for which algorithms M, MH are much better. Such is the case here. Partial auto-reduction makes little difference, but the heap reduction algorithm A1-H gives better performance, but comes nowhere near the small amount of time that Algorithm M requires.
The minimal Betti numbers (up through level 4): Similarly, no one choice of algorithm always gives the best performance. However, we were able to obtain resolutions (e.g. Gr(3, 6)) that we have been unable to obtain using any other algorithm or theoretical result.
