In this paper, we present two classes of lopsided systems and discuss their analytic integrability. The analytic integrable conditions are obtained by using the method of inverse integrating factor and theory of rotated vector field. For the first class of systems, we show that there are n + 4 small-amplitude limit cycles enclosing the origin of the systems for n ≥ 2, and 10 limit cycles for n = 1. For the second class of systems, we prove that there exist n + 4 small-amplitude limit cycles around the origin of the systems for n ≥ 2, and 9 limit cycles for n = 1.
Introduction
Integrability is one of the most important and difficult problems in studying ordinary differential systems. To explain the problem, consider a planar analytic differential system, described bẏ
where dot indicates differentiation with respect to time t, U and V are real analytic functions whose series expansions in a neighborhood of the origin start at least from second-order terms. By the Poincaré-Lyapunov theorem, system (1.1) has a center at the origin if and only if there exists a first integral, given in the form of 2) where the series converges in a neighborhood of the origin. Determining whether the origin of system (1.1) is a center or focus is called center problem. Another important problem in study of system (1.1) is the existence of analytical first integral in a small neighborhood of the origin of system (1.1). If there exists such an analytical first integral, the origin of system (1.1) is a center, in particular, called an analytic center, see [1] . It is well known that it is difficult to distinguish focus from center when the singular point is degenerate. Many research works have been done in this direction. For example, analytic systems having a nilpotent singular point at the origin were studied by Andreev [2] in order to obtain their local phase portraits. However, Andreev's results do not distinguish focus from center. Takens [3] provided a normal form for nilpotent center of foci. Later, Moussu [4] found the C ∞ normal form for analytic nilpotent centers. Further, Berthier and Moussu [5] studied the reversibility of nilpotent centers. Teixeria and Yang [6] analysed the relationship between reversibility and the center-focus problem, expressed in a convenient normal form, and studied the reversibility of certain types of polynomial vector fields. Han et al. considered polynomial Hamiltonian systems with a nilpotent singular point, and they obtained necessary and sufficient conditions for quadratic and cubic Hamiltonian systems with a nilpotent singular point which may be a center, a cusp or a saddle, see [7] . In particular, the local analytic integrability for nilpotent centers was investigated [8] , for the differential systems in the form oḟ x = y + P 3 (x, y), y = Q 3 (x, y), which has a local analytic first integral, where P 3 and Q 3 represent homogeneous polynomials of degree three. For third-order nilpotent singular points of a planar dynamical system, the analytic center problem was solved by using the integrating factor method, see for example [9] .
The Kukles system, as a well-known example, has been investigated intensively on the existence of its limit cycles as well as its integrability. For the following particular Kukles system,
the conditions under which the origin of the system is a center have been examined in [10, 11, 12, 13, 14, 15, 16] . More details about the Kukles system can be found in [17] . The so-called extended Kukles system,
has also been considered to obtain the center conditions [18, 19] . Recently, center problem for some more generalized Kukles type systems have been studied [20, 21, 22] . A kind of Liénard systems of type (n, 4) for 3 ≤ n ≤ 27 was investigated and they obtained the lower bound of the maximal number of limit cycles for this kind of system in [23] .
Research on Hilberts sixteenth problem in general usually proceeds by the investigation on specific classes of polynomial systems, much effort has been devoted in recent years to the investigation of various systems such as poincare system, Able equation, lopsided system and so on. The Kukles system is perhaps the earliest example of lopsided systems which have the following formṡ x = −y, y = x + P (x, y),
Since then, lopsided systems have drawn more and more attention to researchers. Lopsided quartic and quintic polynomial vector fields have been studied and center conditions were obtained [24, 25] . Furthermore, Gine [26] proved that there is exactly one isochronous system for lopsided quartic system, and the origin never can be an isochronous center for lopsided quintic system. For seventh-degree lopsided system Soriano and Salih [27] showed that the origin is a center if and only if the system is time-reversible and if it is not, no more than seven local limit cycles can bifurcate from the origin under certain conditions. However when the origin is a degenerate singular point, there are fewer results because it is difficult to compute the Lyapunov constants. The cubic lopsided system with a nilpotent singular point has been investigated intensively. For example, Alvarez and Gasull [28] proved that three limit cycles can bifurcate from a nilpotent singular point of the following system:
via an analysis based on normal forms. Then, Liu and Li [29] showed that by making a small perturbation to the linear terms of (1.3), it can exhibit four small-amplitude limit cycles. Bifurcation of limit cycles and center conditions for the following two families of lopsided systems with nilpotent singularities,
have been considered by Li et al. [30] , where P 4 (x, y) and P 5 (x, y) represent homogeneous polynomials in x and y of degree four and five, respectively. Their results show that it is more difficult to distinguish focus from center when the singular point is degenerate. As far as analytic center of lopsided system is concerned, it is more challenging to distinguish it from focus. So, in this paper, we shall discuss analytic center conditions and bifurcation of limit cycles for two classes of lopsided systems with a cubic-order nilpotent singular point, given bẏ
where H k (x, y) represent a kth-degree homogeneous polynomial in x and y.
The main goal of this paper is to apply the method of integrating factor and theory of rotating vector fields to distinguish analytic integrability conditions and to find the conditions for analytic centers. This work is a continuation of that for the Kukles system with a degenerate singular point. In next section, we present some known results which are necessary for proving the main result. We derive the analytic center conditions for the centers of systems (1.4) and (1.5) in Sections 3 and 4, respectively. Finally, conclusion is drawn in Section 5.
Preliminary results
In this section, we present some relative notions and results taken from [31, 32] , which will be used in the following sections. A system whose origin is a cubicorder monodromic singular point can be written aṡ
Theorem 2.1. For any positive integer s and a given number sequence {c 0β }, β ≥ 3, a formal series can be constructed successively in terms of the coefficients c αβ (α = 0) as
where M k (x, y) is a kth-degree homogeneous polynomial in x and y, satisfying sµ = 0 for all k.
2) and (2.3), c αβ can be uniquely determined by the recursive formula,
For m ≥ 1, ω m (s, µ) can be uniquely determined by the recursive formulae:
where
Theorem 2.3. The origin of system (2.1) is an analytic center if and only if the origin of system (2.1) is a center of ∞-class, namely, the origin of system (2.1) is a center for any natural number s.
Analytic centers of system (1.4)
Now, we discuss the analytic centers of system (1.4) in two cases. 
According to Theorem 2.1, we can find a formal series M (x, y) =
2 ) for system (3.1), such that (2.3) holds. Applying the recursive formulae in Theorem 2.2 to system (3.1), with the help of Mathematica, we obtain where λ k−1 = 0 for k = 2, · · · , 10 have been used in the computation of λ k .
It follows from Theorem 3.1 that the following assertion holds.
Proposition 3.1. For n = 1, the origin of system (3.1) is an analytic center if and only if the following conditions are satisfied:
Proof. By setting λ 1 = λ 2 = · · · = λ 10 = 0, it is easy to get the conditions in (3.4). Assume a 50 = 0, and denote Obviously, system (3.6) is symmetric with the y-axis. According to Theorem 11 in [9] , the origin is an analytic center of system (3.1). Proposition 3.1 implies that Theorem 3.2. The necessary and sufficient conditions for the origin of system (3.1) being an analytic center are determined from vanishing of the first ten quasi-Lyapunov constants, that is, the conditions given in Proposition 3.1 are satisfied.
When the cubic-order nilpotent singular point, O(0, 0) is a 10th-order weak focus, it is easy to show that the perturbed system of (3.1), given bẏ 
can generate ten limit cycles enclosing an elementary node at the origin of system (3.9). Theorem 2.2 in [32] implies the following result, Theorem 3.3. If the origin of system (3.7) is a 10th-order weak focus, then within a small neighborhood of the origin, for 0 < δ ≪ 1, perturbing the coefficients of system (3.7) can yield ten small-amplitude limit cycles bifurcating from the elementary node O(0, 0).
Proof. 30 , a 12 , a 32 , a 14 , a 23 , a 05 , a 03 , a 21 , a 
(3.8)
Theorem 3.4. For n ≥ 2, the origin of system (3.8) is at most a (n+4)th-order weak focus. If the origin of system (3.8) is a (n+ 4)th-order weak focus, then within a small neighborhood of the origin, perturbing the coefficients of system (3.8) can yield n + 4 small-amplitude limit cycles around the elementary node O(0, 0).
Proof. For a nilpotent system, in order to study the dynamical behavior in the neighborhood of the origin, we could consider y and x 2 to be infinitesimal equivalence in the neighborhood of the origin, see [32] . Construct a comparison system, 9) which shows that the system is symmetric with the x-axis, and so the origin O(0, 0) is a center.
Next, we compute the determinant of system (3.7) to obtain
By treating the y and x 2 as infinitesimal equivalence in the neighborhood of the origin, we have 10) which implies that a 30 , a 12 , a 2n+3,0 , a 2n+1,2 , · · · , a 3,2n , a 1,2n+2 could be taken as the focus values of system (3.7). So for n ≥ 2, the origin of system (3.8) is at most an (n+4)th-order weak focus. According to Theorem 4.1.5 in [31] , within a small neighborhood of the origin, perturbing the coefficients of system (3.8) can yield n + 4 small-amplitude limit cycles around the elementary node O(0, 0). Furthermore, similar to Proposition 3.1, we have the following result. Proof. When a 30 = a 12 = a 2n+3,0 = a 2n+1,2 = · · · = a 3,2n = a 1,2n+2 = 0, system (3.8) could be rewritten aṡ
Obviously, system (3.12) is symmetric with the y-axis. According to Theorem 11 in [9] , the origin is an analytic center of system (3.8).
Analytic centers of system (1.5)
Now we turn to discuss the analytic center conditions for system (1.5). It also has two cases. Based on (2.6) and (4.2), it is easy to find the first nine quasi-Lyapunov constants of system (4.1).
Theorem 4.1. The first nine quasi-Lyapunov constants evaluated at origin of system (4.1) are given by where λ k−1 = 0 for k = 2, · · · , 9 have been used in computing λ k .
Furthermore, the following result can be easily obtained. Obviously, this system is symmetric with the y-axis, implying that the origin of system (4.6) is an analytic center due to Theorem 11 in [9] . When the conditions in (4.4) are satisfied, system (4.1) becomeṡ Introducing the transformation, x = x, y = (−2 + a 50 x 2 )z 2(−2 + a 50 x 2 + a 03 xz)
, and time scaling,
16 . Thus, according to Theorem 11 in [9] , the origin of system (4.7) is an analytic center.
Similarly, when the conditions in (4.5) hold, system (4.1) becomeṡ Similarly, when the cubic-order nilpotent singular point O(0, 0) is a 9th-order weak focus, it is easy to prove that the perturbed system of (4.1), given bẏ 
(4.11)
Theorem 4.4. For n ≥ 2, the origin of system (4.11) is at most a (n+4)th-order weak focus. If the origin of system (4.11) is a (n+4)th-order weak focus, then within a small neighborhood of the origin of its perturbed system,, perturbing the coefficients of system (4.11) can yield n + 4 small-amplitude limit cycles enclosing the elementary node O(0, 0).
Proof. The proof is similar to that for Theorem 3.4. We construct a comparison system for system (4.1),
It is easy to see that system (4.12) is symmetric with the x-axis, and so O(0, 0) is a center. Next, we compute the determinant of system (4.12), yielding
Similarly, we take the y and x 2 as infinitesimal equivalence in the neighborhood of the origin in order to study the dynamical behavior of (4.11) around the origin. So, J 2 becomes 13) implying that a 21 , a 03 , a 2n+2,1 , a 2n,3 , · · · , a 2,2n+1 , a 0,2n+3 could be considered as the focal values of the system. Therefore, for n ≥ 2, the origin of system (4.11) is at most a (n+4)th-order weak focus. According to Theorem 2.2 in [32] , within a small neighborhood of the origin, one can perturb the coefficients of system (4.11) to obtain n+4 small-amplitude limit cycles around the elementary node O(0, 0). Moreover, we have a similar theorem for this case. Proof. When a 21 = a 03 = a 2n+2,1 = a 2n,3 = · · · = a 2,2n+1 = a 0,2n+3 = 0, system (4.11) can be rewritten aṡ
15) Obviously, system (4.15) is symmetric with the y-axis. According to Theorem 11 in [9] , the origin is an analytic center of system (4.11).
Conclusion
In this paper, two classes of lopsided systems have been studied on their analytic integrable conditions and bifurcation of limit cycles. We have obtained some analytic integrability conditions for each class of the systems for case n = 1. By using certain transformations or integrating factors, we have proved that all conditions are sufficient and necessary. For case n ≥ 2, we have constructed different comparison systems for each class of the systems and shown that n + 4 limit cycles may bifurcate from the origin of each system. In addition, conditions for the origin being an analytic center are obtained simultaneously.
Appendix
Detailed recursive MATHEMATICA code to compute the quasi-Lyapunov constants at the origin of system (13) 
