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The recognition complexity of interval orders is shown to be Q(n log, n), and an optimal 
algorithm is given for the identification of semiorders. 
Introduction 
We discuss some computational problems concerning ordered sets. These 
problems can be viewed as ordered set versions of sorting as well as graph 
property recognition problems. 
For an order PO, the PO-recognition problem is to decide whether an unknown 
order is isomorphic to PO by means of pairwise comparisons of the elements in the 
underlying set. If PO is a linear order, the PO-recognition problem is equivalent to 
sorting. The model of computation is the standard decision tree with the 
worst-case measure of complexity. The only slight deviation here lies in the fact 
that a query “x : y?” can have three possible answers: “x < y”, “x > y”, and 
“z 11 y”. (Note that this problem is different from the problem to decide whether 
two orders are isomorphic because we only count the number of comparisons.) 
The identification problem asks to determine an unknown order without a priori 
information. The computational model is the same as before. A special 
complexity measure, however, is introduced since the standard worst-case 
measure is not meaningful for this problem (every pair of elements must be 
examined if the unknown order happens to be an antichain!). 
These problems were introduced in [l] ( see also [2] for a survey), where some 
partial results were obtained with respect to the two, generally open, questions: 
(a) Is the recognition complexity Q(n log, n) for every order on n elements? 
(b) Is there an optimal identification algorithm? 
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We surmise that the answers are “yes” for (a) and “no” for (b). The aim of this 
paper is to investigate (a) and (b) relative to the class of interval orders and the 
class of semiorders (a.k.a. “unit interval orders”). Our results are based on the 
following fundamental propositions (Theorem 2 and Theorem 3): 
The automorphism group of an interval order is the direct product of the 
symmetric groups acting on its orbits. 
An order is a semiorder if and only if every pair of incomparable 
elements is critical. 
An affirmative answer to (a) is given in Section 2 for the slightly more general 
class of orbit symmetric orders, for which Q(n log, n) is shown to be the lower 
complexity bound. Section 4 exhibits an identification algorithm which is optimal 
for semiorders and thus implies an affirmative answer to (b) in the case of 
semiorders. 
1. Preliminaries 
Ordered sets P on n elements are assumed to have the fixed ground set 
1% * * * , a,}. The order relation is ‘ < ‘, incomparability is denoted by ‘II’. The 
width w(P) is the size of a maximum antichain in P, i.e., the maximal cardinality 
of a set of pairwise incomparable elements. 
(ai, q) is a Covering pair in P if uj < ui and no element uk SatiSfieS Ui < Uk < ui. 
(Ui, Uj) is a critical pair in P if Ui # Uj, Ui 11 a j, and for all elements x of the ground 
set, 
x > ui implies x > Uj and x < uj implies x < ui. 
{ai, Uj} is an essential pair Of P if (Ui, Uj) or (Uj, Ui) is a covering or a critical pair. 
E(P) is the set of all essential pairs of P, and e(P) = IE(P)I denotes the 
cardinality of E(P). 
An automorphism of P is an order preserving bijection of the ground set into 
itself. Aut(P) denotes the group of automorphisms of P. #(P) is the number of 
orders P’ on {ul, . . . , a,} with P’ = P, i.e., the number of orders on the ground 
set which are isomorphic to P. 
Let PO be an order on it elements. The PO-recognition problem is to decide 
whether an unknown order P on the ground set is isomorphic to PO. 
An algorithm A to solve the recognition problem is a ternary decision tree with 
non-leaves labeled ‘ui : Uj’ for some 1 c i <j 6 n and outgoing edges labeled 
‘Ui < Uj’, ‘Ui II Uj’, or ‘Ui > Uj’* Leaves are labeled ‘YES’ or ‘NO’. If a leaf is labeled 
‘YES’, then all orders satisfying the labels along the path leading to that leaf must 
be isomorphic to PO. If the leaf is labeled ‘NO’, there is no order isomorphic to PO 
and consistent with the labels leading to the leaf. 
The complexity CL of the algorithm A is the depth of the associated decision 
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tree. The recognition complexity of PO is 
CA(PO) = min{C>: A is a PO recognition algorithm}. 
Notation. f(P) = O@(P)) means If(P)/g(P)( s (Y for some constant a > 0. 
f(P) = QMP)) means g(P) = O(f(P)). 
We make use of the following lower bounds for the recognition complexity 
derived in [l]: 
Lemma 1. C’(PO) 2 e(PO). Cl 
Lemma 2. c’(PO) > log, #(PO) > n log, it - IZ log, w(P,) - 5n. Cl 
Define for all it E N, f(n) = min{C’(P,): lPOl = n}. 
Conjecture. f(n) = Q(n log, n). 
It follows from Lemma 2 that for every fixed E > 0, the Conjecture is true with 
respect to the class P’(E) of orders whose width is bounded by nleE (note that the 
width trivially is bounded by n). It also holds for the class of orders of height 1 
(cf. [l]). The next section will verify this bound for a further large class of orders. 
2. The information-theoretic bound for orbit symmetric orders 
In this section, we derive a lower bound for the recognition complexity of a 
class of orders. We show in Section 3 (Theorem 2) that interval orders from a 
‘typical’ example of such orders. 
Let PO be an order on {a,, . . . , a,} and let O,, O,, . . . , 0, be the orbits of 
Aut(P,J acting on the ground set. PO is called orbit symmetric if 
Aut(P,) = Sym(0,) x Sym(0,) x - . . x Sym(O,), 
where Sym(Oi) is the symmetric group on Oi. Thus, for example, every rigid 
order is orbit symmetric and, going into the other extreme, every antichain is 
orbit symmetric. 
We give another characterization of orbit symmetric orders. 
Lemma 3. The order P is orbit symmetric if and only if for all elements 
x1, x2, z E P such that x1 and x2 belong to the same orbit, 
z II x1 if and only if z (I x2. 
Proof. If x1 and x2 are in the same orbit of P, then the condition clearly is 
necessary for P to be orbit symmetric. 
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To show sufficiency, we reformulate the condition of the Lemma as 
z>xr if and only if z>x2 
and 
z <x1 if and only if z <x,. 
Thus, whenever x1, x2 E Oi for some 1 s i s m, the transposition x1 -x2 is an 
automorphism of P. Therefore, P must be orbit symmetric. q 
Note that the reformulation of the condition in the second part of the above 
proof yields the following 
Lemma 4. Let P be orbit symmetric, x1, x2 E P and o E Aut(P) such that 
a(xl) =x2. Then (xl, x2) is a critical pair of P. 0 
Let now 9 be the class of orbit symmetric 
f:N+N via 
orders. We define the function 
f(n) = min{C’(PO): PO E 9, (PO/ = n}. 
Our main result in this section is 
Theorem 1. 
lim f(n) ->log32=0.63.. . 
Z n log, n 
Proof. Let PO be orbit symmetric on n elements and let tl, . . . , t, be the sizes of 
the orbits of Aut(P,). Assume tl, . . . , tk s log, n and tk+l, . . . , t, > log, n for 
some 0 6 k s m. Because 
Lemma 2 then implies 
C(P,) 3 log,(n!) - 5 lOg,(ti!) - 2 lOg,(ti!). 
i=l i=k+l 
From Stirling’s formula, we obtain 
~ ti! S ((log, n)!)(n”og3n)+1 C (log, n)” 
and 
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if n is sufficiently large. Hence 
(i) c’(PO) L n log, n - CEk+l ti log, fi - 2n log3 log3 II - 4n* 
On the other hand, Lemma 4 together with Lemma 3 yields 
(ii) c’(PO) 2 I=zl (5). 
Let T=CY I k+l ti log, ti. We distinguish two cases. 
If T s 2n log, log, it, then (i) gives 
@(P,) 3 n log, n - 4n log, log, 12 - 4n. 
If T > 2n log, log, it, then (ii) gives 
(ti log, ti) * .A- - n 
i=k+l 2 log, ti 
3 
loi3 n 
2 log, log, Iz 
* 2n log3 log, n - II 
= n log, Iz - )2, 
which proves the bound. 0 
We remark that the order of magnitude of the bound for the recognition 
complexity in Theorem 1 generally cannot be improved because, for instance, 
linear orders can be recognized in 0(n log, n) queries. 
On the other hand, there are infinitely many orbit symmetric orders where the 
lower bound Q(n log, n) cannot be achieved: 
If PO is an antichain, then Lemma 1 implies the recognition complexity 
c’(po) = (“2). 
3. Interval orders 
An order P is an interval order if P can be obtained from a set of intervals on a 
line with the ordering Z, < Z2 if the interval Z, is completely to the left of the 
interval Z2. It is well-known (cf., e.g., [3, Chap. 81) that interval orders can be 
characterized as those orders which do not contain the order 2 + 2 as an induced 
suborder, where the Hasse diagram of 2 + 2 is given by 
Our next result establishes the connection with the previous section. 
Theorem 2. Let PO be an interval order. Then PO is orbit symmetric. 
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Proof. We verify the condition of Lemma 3 and consider x1, x2, z E PO and 
o E Aut(P,) such that a(xJ =x2 and z ]] x1. 
Denoting by XI, X2, and Z the corresponding intervals in an appropriate 
representation of the interval order PO, we have XI O Z # 0. Furthermore, since u 
is an automorphism of PO, we must have 
]Z(G)] = IZ(x2)I and I%41 = lQ2)lj 
where for i = 1, 2, 
Z(x,) = {y E PO: y < Xi}, P(Xi) = {y E PO: y > Xi}. 
Hence the characterization above, in fact, yields 
Z(xr) = Z(x2) and F(x,) = F(x2). 
But this means that X2 rl Z = 0 is impossible, i.e., z ]I x2 also holds. Cl 
Observe that the order 2 + 2 is not orbit symmetric. Whence 
Corollary 2.1. Let 9 be a class of orbit symmetric orders which is closed under 
taking suborders. Then each member of 9 is an interval order. q 
Semiorders (a.k.a. unit interval orders) are interval orders which admit a 
representation on a line in such a way that all intervals share the same length (cf. 
[3, Chap. 81 or [4, Chap. 61). Abstractly, semiorders are characterized as interval 
orders which do not contain the order 1 + 3 as an induced suborder, where the 
Hasse diagram of 1 + 3 is given by 
0 
For our purposes, an alternate description is useful. 
Theorem 3. An order PO is a semiorder if and only if every incomparable pair in 
PO is critical. 
Proof. The observation that both 2 + 2 and 1 + 3 contain an incomparable pair 
which is not critical implies the sufficiency of the stated condition. We show the 
necessity. 
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Consider arbitrary elements x, y E PO so that x 11 y. Since P, does not contain 
2 + 2 as a suborder, we must have F(x) 2 F(y) or F(x) E F(y) and, similarly, 
Z(x) G Z(y) or Z(x) 2 Z(y), where we employ the same notation as in the proof of 
Theorem 2. 
If Z(x) = Z(y) or F(x) = F(y), then (x, y) or (y, x) is critical. Suppose 
F(x) G F(y), F(x) # F(y), but Z(x) &Z(y). Then PO apparently contains a 
suborder of type 1 + 3, which contradicts the assumption. Thus Z(x) 2 Z(y) and 
(x, y) is critical. 0 
Theorem 3 immediately yields a lower bound for the size of the essential set: 
Corollary 3.1. Zf PO is a semiorder, then 
w(Po) 
e(Po) 3 2 ( > . Cl 
Note that Corollary 3.1 allows a quick derivation of the lower bound for the 
recognition complexity of semiorders: 
If w(PO) < vz, then Lemma 2 implies 
C(PO) 2 in log, n - In log, log, 12 - 5n. 
If w(PO) > v-, we obtain from Lemma 1 and Corollary 3.1 
C(PO) 3 in log, n - 2 ‘j&&T 
In view of the next proposition, however, this argument does not carry over to 
the class of interval orders in general. 
Proposition 1. For every n E N, there exists an interval order P,, on n elements 
such that 
and e(P,,) C 2n - 4. 
Proof. Assume n = 3k (the other cases follow by adjoining one or two new 
elements which are larger than all other elements). 
For k = 1,2, . . . , we construct the orders P3k inductively as follows: 
(i) PO= 0; 
(ii) For k 2 1, P3k is obtained from P3Ck_-1j by adjoining a new greatest element 
xk, a new smallest element zk and a third element yk to P3(&_1) such that 
,?k <yk <xk are the only comparabilities of yk (see Fig. 1). 
P, does not contain 2 + 2 as a suborder and has width w(P,J = k. The critical 
pairs of P, are 
(1) xi (1 yicl for 1 G i c k - 1; 
(2) zi (1 Y~+~ for 1 G i s k - 1. 




‘k-1 () () 'k '3k 
Fig. 1. 
It is not difficult to verify that (1) and (2) are indeed the only critical pairs. 
Thus e(P,,) = 6k - 4. Cl 
4. Optimal identification of semiorders 
We now turn to the identification problem for ordered sets and describe an 
optimal identification algorithm for semiorders. 
The identzficufion problem consists in determining an unknown order without 
any a priori information. An algorithm to solve this problem is a sequence 
A = (Al, AZ, . . .), 
where A, is an algorithm to solve the identification problem on 12 elements. Thus 
A, is a ternary tree with non-leaves and edges labeled as in Section 1 and with 
leaves labeled by orders on {ai, . . . , a,} so that a leaf is labeled ‘P’ if an only if 
P is the only order consistent with the edge labels along the path leading to the 
leaf. A(P) is the number of queries used by A, to identify P and 
CA(P) = max{A(P’): P’ = P} 
is the complexity of A to identify orders isomorphic to P. The complexity of A is 
the function C,(P). 
The identification algorithm A is optimal if for every identification algorithm B, 
G(P) = O(CB(P)). 
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The following characterization is derived in [l]: 
Lemma 5. An identification algorithm A is optimal if an only if 
C,(P) = O(C’(P)). 0 
We now give an algorithm to identify semiorders. 
Algorithm A. 
(1) Find a maximal chain C = {x1 > x2 > - * - > xl}. 
(2) For every y $ C determine S(y) = {xi: y I] xi, 1 G i s Z}. 
For 1 s i s 1, Ai := {y $ C: C(Y) = Xi}, where C(Y) := MAX (S(y)). 
(3) For 1s i =S 1, compare every pair (x, y) with x, y E Ai. 
B,,_l : = MAX (AJ. 
Bzi := MIN (Ai)\B,,_l. 
(4) For 16 i 6 I, compare every pair (x, y) with x E Bzi, y E B2i+l. 
(5) For 2 G k s 5 do: 
For 1 ~j G 21- k, compare every undetermined pair (x, y) with x E Bj, 
Y E Bjtk. 
(6) If P is not yet identified, compare every pair. 
(7) stop. 
Here we denote by MAX (resp. MIN) the set of maximal (resp. minimal) 
elements of a subset. 
Let us look at the particular steps of the algorithm in turn (Fig. 2 gives a 
schematic illustration). 
The maximal chain C in Step (1) can be found with at most n [log,(n + l)] 
comparisons when the binary insertion principle is employed (see also [l, Lemma 
91). 
If P is a semiorder, then 1 s IS(y)] ~2 f or every y $ C (otherwise, P would 
contain 1 + 3 as a suborder). Hence if c(yJ = xi and c(yJ = Xj with i 6j + 3, then 
y1 >x~+~ Z=Xk-i By2 implies yi >y2. Therefore, after Step (2), the only undeter- 
mined pairs are of the form (yl, y2) with c(yi) =xi, c(yZ) =xi and Ii -jl s 2. 
Clearly, yl > y2 > y3 implies y2 E Ai if y,, y2 E Ai. Furthermore, the suborders Ai 
have no chains with more than 2 elements since otherwise P would contain a 
suborder of type 1 + 3. Theorem 3 therefore guarantees that every pair (yl, y2) is 
essential if y,, y2 E Ai. In other words, no superfluous comparisons are performed 
in Step (3). 
Consider now Steps (4) and (5) of the algorithm. We claim that yl E Bj, and 
y2 E Bj, implies jl < j2 whenever yl >y2. Indeed, j1 = j2 would contradict the 
definition of the sets Bi, and j1 > j2 would imply the incomparability y, I] xi*, which 
contradicts the definition of c(y). 
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Fig. 2. 
Consequently, we must have j1 <j2 < j3 whenever yi E Bj,, yz E B,,, y3 E Bj3 
satisfy y, >y2 > y3. This means that every query in Steps (4) and (5) about the 
comparability status of pairs of elements either involves covering pairs or, in view 
of Theorem 3, critical pairs. Thus neither Step (4) nor Step (5) executes 
superfluous comparisons if P is a semiorder. 
If P is a semiorder, the essential set E(P) is determined after Step (5). Hence P 
is identified. This follows from the observation that, by the defining property of 
critical pairs of orders, no comparabilities can exist other than those implied by 
the Hasse diagram currently available. 
Theorem 4. Algorithm A is a correct identification algorithm. Moreover, if n is 
sujjkiently large and P is a semiorder on n elements, then 
C,(P) 6 6. C(P). 
Proof. If P is not a semiorder, Step (6) ensures that P is indeed identified. If P is 
a semiorder, as noted above, Step (1) needs at most n [log2(n + l)] comparisons. 
Similarly, Step (2) may be carried out with at most 2n [log,(n + l)] comparisons. 
Hence the preceding analysis shows that the number of non essential pairs 
queried during the algorithm is at most 3n [log2(n + l)] . 
Because 
3n [log,@ + 1)1 = (1 + 0(1))(3 log, 3)n log, n, 
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Theorem 1, therefore, implies 
3n [log& + 1)1 6 X(P) 
if n is sufficiently large. 0 
Note added in proof 
It has been brought to the authors’ attention that the Conjecture in Section 1 
has been proved to be true by M. Saks. 
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