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1. 概要
情報処理技術の発展に伴い，Computer Graphics (CG)
や Augmented Reality (AR)技術などに代表されるよう
な 3D技術の進歩が目覚ましい．これらの分野では使用
する 3Dモデルデータの取扱いにおいて様々な研究が古
くから行われてきた. これらの分野の一つとして,実物体
を 3Dモデルとして高精度に復元する研究は,有形文化財
等の歴史的に意義のある物体をデジタル保存する目的に
おいて大きな需要が見込まれている (1).
高精度な 3Dモデルを復元する手法の一つとして，複数
の距離画像から取得した 3次元幾何モデルに実画像をテ
クスチャとして貼り付けるテクスチャマッピングと呼ばれ
る手法が有効である (Fig. 1参照).一般的には 3D幾何モ
デルとテクスチャは異なるセンサにより取得されるため，
これらを正確に位置合わせする必要がある．以降，3D幾
何形状，位置合わせをそれぞれ 3D幾何モデル，2D/3D
レジストレーションと呼ぶ．2D/3Dレジストレーション
は両画像の対応する特徴点を手動で選択することにより
行われることが多いが，これを自動化する手法も提案さ
れている (2)(3)．また Kurazume ら (4) や, 梅田ら (5) は
距離濃淡画像を付加的に使用することで自動でレジスト
レーションを行う手法を提案している．距離濃淡画像は，
計測対象の反射強度をセンシングした濃淡画像の一種で
ある．この画像はレーザによって距離画像をセンシング
した際に同時に得られ，またカラー画像と類似した特徴
を持つ画像であるため，レジストレーションを行う際に
カラー画像と対応する特徴点を検出しやすいという利点
がある．Fig. 2に距離濃淡画像とカラー画像の比較の例
を示す．梅田ら (5)は距離濃淡画像とカラー画像との勾配
拘束を利用することにより，両画像の位置合わせに成功
している．しかし一般的にこれらのレジストレーション
は,取得したカラー画像ごとに位置合わせを行う必要があ
るため，処理時間や手間がかかるなどといった問題があ
る. また計測対象が同一でも，位置合わせを行う方向に
よっては物体の形状や模様などの理由から位置合わせを
行えないなどの欠点がある．そこで本論文では，物体の
全周囲を撮影した時系列画像を用いることにより距離画
像・距離濃淡画像とテクスチャのレジストレーションを
行う手法を提案する．時系列画像より得られる画像の対
応関係を任意の方向におけるレジストレーションに応用
することでレジストレーションの効率化・高精度化を図
る．また実物体を用いたレジストレーション実験により，
Fig.1 Texture Mapping
(a) Range intensity image (b) Color image
Fig.2 Range intensity image and color image
本手法の有用性を示す．
2. 2D/3Dレジストレーション手法の概要
2.1 レジストレーション手法の流れ
Fig. 3に提案手法の流れを示す．はじめに時系列画像
を取得する．取得した時系列画像をもとに，2D/3Dレジ
ストレーションの初期位置合わせを行う．提案手法では，
エピポーラ拘束とよばれる関係から 2画像を撮影した際
の相対位置・姿勢を算出することで，3D幾何モデルとテ
クスチャの初期位置合わせを行う．3D幾何モデルとテク
スチャとのレジストレーションを行うためには，3D幾何
モデルを記述している座標系での，カラー画像を取得し
たカメラパラメータを求めれば良い．提案手法では，正
確なカメラパラメータを用いるため,初期位置合わせ終了
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Fig.3 Flow of proposed method
後，梅田ら (5)が提案した勾配拘束を用いて高精度なレジ
ストレーションを行う．以降，2D/3Dレジストレーショ
ン手法の定式化について述べる．
3. 2D/3Dレジストレーションの定式化
Fig. 4に示すように 3D空間上の点 (X;Y; Z)が 2D画
像平面上の点 (u; v)に投影されているとすると，式 (1)が
成り立つ．
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Z
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vY
Z
+ v0 (1)
u, v はカメラレンズの焦点距離の値を CCDの 1ピ
クセルの寸法で割った値，sはスキュー，u0，v0 は画像
中心である．これら 5つのパラメータがカメラの内部パ
ラメータを表す．このとき,オプティカルフローによる拘
束は以下で与えられる.
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3.1 カメラパラメータの導出
本節では，カメラの内部パラメータを定数として扱う．
この場合，式 (1)を微分すると，次式のようになる．
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式 (3)を式 (2)に代入すると，式 (4)になる．
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また，カメラの運動により生じる対象点の 3D空間中
での速度ベクトルは，カメラの並進速度ベクトル v0 =
Fig.4 Projection of a 3D point on an image plane
[v0X ; v0Y ; v0Z ]
T，角速度ベクトル ! = [!X ; !Y ; !Z ]T を
用いて
_X =  v0   ! X (5)
と表すことができる．式 (5)を式 (4)に代入すると,以下
の式が導出される.
 a1vx   b1vy   c1vz   (c1Y   b1Z)!x
  (a1Z   c1X)!y   (b1X   a1Y )!z =  It
(6)
a1，b1，c1 は以下の通りである．
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式 (6)を 6点以上で求め，線形最小二乗法を適用する
ことで，運動パラメータを求めることができる．カメラ
の外部パラメータ (33の回転行列R，3次元の並進ベク
トル v = [ _X; _Y ; _Z]T )は式 (3)を用いて得られる微小変位
から直接計算することができる．一方,提案手法で用いる
内部パラメータには，あらかじめ Zhangの手法によって
事前にカメラをキャリブレーションし算出したものを用
いた．
4. 2D/3Dレジストレーションにおける
初期位置合わせ
2D/3Dレジストレーションは 3D幾何モデルを 2Dテ
クスチャ平面に投影する必要がある．このときレジスト
レーションを収束させるためには，初期位置合わせにお
いて 3D幾何モデルの姿勢がテクスチャで表される姿勢
と類似している必要がある．提案手法では，エピポーラ
幾何と呼ばれる関係を用いて，各テクスチャ撮影時にお
けるカメラの相対姿勢を推定する．この結果を 2D/3Dレ
ジストレーションの初期位置合わせにおける，3D幾何モ
デルの初期位置姿勢に反映する．Fig. 5にエピポーラ幾
何の概念図を示す．
ある 3次元空間上の点 Pが２枚の画像に投影された場
合，エピポーラ幾何は次式のように表現される．
p
0
Ep = 0 (7)
このとき p = x; y; 1T , p0 = x0 ; y0 ; 1T である．点 p
と p0 が 3次元空間上の点Pを両画像平面に投影した点で
あるとき，エピポーラ平面と呼ばれる平面の拘束式より
式 (7)が導出される．式中の E は基本行列と呼ばれ，式
(8)のように表現することができる．
E = [t]R (8)
式 (8)の t, Rはそれぞれ両画像間の並進移動ベクトル，
回転行列を表す．時系列画像中の任意のシーンのレジス
トレーションを行う際には, 画像の対応関係から基本行
列を算出し,特異値分解により回転行列と並進行列を分解
する. 算出されたこれらのパラメータを 2D/3Dレジスト
レーションの初期位置合わせのパラメータに使用するこ
とで, 逐次的に初期位置合わせをすることが可能となる．
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Fig.5 Epipolar Geometry
5. 画像の連続性を利用した対応点拘束
勾配拘束によって選択される特徴点はランダムに検出
されたものを選択している. そのため選択された特徴点
によっては，精度が悪いために勾配拘束によるレジスト
レーションが収束しないといった現象が発生する. この問
題に対応するため,前レジストレーションにおいて勾配拘
束に使用された特徴点を Kanade-Lucas-Tomasi Feature
Tracker(KLT)(6)によりトラッキングし，現在検出された
特徴点との類似度を評価することにより，信頼度の低い
点を排除する．これにより勾配拘束によるレジストレー
ションの精度向上を図る．
6. レジストレーション実験
6.1 3D幾何モデル生成
Kusanagiら (7) は距離濃淡画像を持つ距離画像を結合
することにより 3D幾何モデルを生成する手法を提案し
ている．本論文では，この手法によって生成された 3D幾
何モデルを使用する．Fig. 6に本実験で使用した 3D幾何
モデルの例を示す.
(a) Front (b) Back
Fig.6 3D Geometric Model
6.2 実験環境
距離画像および距離濃淡画像の取得には，ShapeGrab-
ber 製のレーザレンジファインダ SG-102 と走査レール
PLM300からなる距離画像センサを使用した．本センサ
は赤色 (波長 670nm)のレーザスリット光を照射するプロ
ジェクタとCCDカメラから構成され，三角測量の原理を
用いて距離値を計測すると同時に，レーザの反射光強度
を濃淡値として取得する．時系列画像の取得には Nikon
製のデジタルカメラ D7100を用いた．
6.3 評価関数
カラー画像と距離濃淡画像の一致度の評価には相関係
数と投影誤差を用いる．相関係数を算出する際，距離濃
淡画像との比較には，カラー画像のうちのレーザ光の波
長に近い色成分を利用する．これにより，距離濃淡画像
と最も類似した画像が得られると考えられる．また本論
文では，投影誤差を，距離濃淡画像をカラー画像平面に
投影した際の両画像のシルエットが重複していない画素
数と定義する．投影誤差を算出するための，カラー画像
のシルエットは，マニュアルで事前に作成する．距離濃
淡画像のシルエットは，距離画像が持つ 3D座標を用い
て，パラメータ更新前に生成する．
6.4 実験結果
Fig. 7～9にレジストレーションの結果の一例を示す.
Fig. 7はレジストレーションにおいて初期位置合わせし
た結果, Fig. 8は提案手法によって収束した結果を表して
いる. 緑色で示される領域は 3D幾何モデルを 2次元カ
ラー画像平面に投影したもの,赤色はカラー画像の領域を
それぞれ表す.
時系列画像から得られる対応関係を利用して複数の方
向におけるレジストレーションを行った結果を Table 1
に示す. また Inomata ら (8) が提案した Scale Inavalid
Feature Transform (SIFT)特徴量を用いたレジストレー
ション手法と比較を行った．Table 1, 2において実験を
行った視点方向は,Viewpoint1: 0度方向, Viewpoint2: 45
度方向, Viewpoin3: 90度方向である.なお実験に用いた
時系列画像は全フレームで対象モデルを 1周するように
撮影した. 実験ではいずれの視点方向においても，勾配拘
束を用いることで相関係数，投影誤差いずれも初期投影
(a) Viewpoint 1 (b) Viewpoint 2
Fig.7 Results of Initial Alignment
(a) Viewpoint 1 (b) Viewpoint 2
Fig.8 Results of Initial Alignment
(a) Viewpoint 1 (b) Viewpoint 2
Fig.9 Projection Error
時よりもよい結果となった．また時系列画像の連続性を
利用しない場合と比較して,相関係数が 0.082大きくなり,
投影誤差が約 5.3%減少した. Inomataら (8) の手法と比
較した場合，精度は劣る結果となったが連続的に 2D/3D
レジストレーションを行うことが可能となり，処理時間
の向上・効率化を実現することができた．
Table 1 Evaluation of Registration Results
Viewpoint Projection Error Correlation
1 20579 0.656
2 17283 0.578
3 21880 0.603
Table 2 Evaluation Results of Inomata's Method(8)
Viewpoint Projection Error Correlation
1 15855 0.764
2 14002 0.825
3 8252 0.682
7. 結論
本論文では時系列画像の連続性を 2D/3D レジストレー
ションに応用することにより, レジストレーションの効率
化を図る手法を提案した. またレジストレーション実験
により, 提案手法の有用性を検証した. 本手法の今後の展
望として収束精度の向上などがあげられる．
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