In this paper 
Introduction
Reliable and concise face detection is necessary for many applications.For instance in human robot interaction applications, face recognition, video surveillance, human computer interface, face image database management,and querying image databases.
There have been various approaches proposed for face detection, which could be generally classified into four categories. (i)Template matching methods,(ii) Feature-based methods, (iii)Knowledge-based methods [1] , and (iv) Machine learning methods. Template matching method means the final decision comes from the similarity between input image and template. It is scale-dependent, rotation-dependent and computational expensive. Feature-based methods use low-level features such as gray [2] , color [3, 4] , edge, shape [3, 4] , and texture to locate facial features, and further, find out the face location. Knowledge-based methods [5] detected an isosceles triangle (for frontal view) or a right triangle (for side view). Machine learning methods use a lot of training samples to make the machine to be capable of judging face or non-face.
Despite of the notable successes achieved in the past decades, making a tradeoff between computational complexity and detection efficiency is the main challenge. The ultimate goal is to develop fast detection algorithms with high practicalities. In this paper an improvement of the performance for detecting faces in color images is proposed,which is achieved by integrating the AdaBoost learning algorithm with skin color information.In Section2, skin color segmentation and morphological operators are used to detect skin regions, then candidate face blocks are located by using some restrictions on these regions.A powerful feature selection algorithm AdaBoost and a cascade technique adopted for decision making are presented in Section 3, Section 4 describes how the color information is applied in the module.Section 5 provides some experimental results and comparison with other systems. Finally, conclusions are given in Section 6.
Extraction of face candidates
Among the face detection algorithms, those based on skin color information is an important category. Color is a powerful fundamental cue of human faces. The distribution of skin colors clusters in a small region of the chromatic color space [6] . Processing color is faster than processing other facial features. Therefore, skin color detection is firstly performed on the input color image to reduce the computational complexity.
Gaussian models
In order to improve the performance of skin color clustering, we use YCbCr space to build a skin color model. Skin color model is the mathematical model that describes the distribution of skin colors. Fig.1.(a) shows a sample image of human face. Each face sample image is converted from RGB space into the YCbCr space, This image in the YCbCr color space is diaplayed in Fig.1.(b) .For a Gaussian variable 
C
The color space coordinate, whose probability is more than an empirical threshold, is identified as a selected coordinate. After this pixel-based classification, a binary image is produced consequently. The process above is shown in Fig.1 . The final skin color areas are extracted by morphological smoothing operations. 
Binary morphological operations
It is effective to use morphological operations and prior knowledge for face detection. Morphological operation can simplify image data while preserving their essential shape characteristics and can eliminate irrelevancies (Haralick and Shapiro, 1993). So it can effectively help to derive a more accurate contour of the skin segment.
Fig. 2. Fill the interior holes of the face region using dilation and erosion operations
We fill the face region by applying morphological dilation operation with a 3-by-3 structuring element several times (10-20here) followed by the same number of erosion operations using the same structuring element.There exist holes that correspond to the eyes, nose and mouth, etc. within the segmented face region. We use dilation operation to fill the holes.The erosion operations are applied to the dilation result in order to restore the shape of the face. Fig.2 .shows the region after such dilation and erosion operations.
Locating possible face blocks
To check if a skin region contains a face, we use three constraints: Area size, Aspect Ratio, and Occupancy. A skin region that satisfies the three constraints is regarded as a possible face block; otherwise, a non-face region.The first constraint is that the size of the bounding box surrounding the skin region, denoted by Area size, is greater than 30x30. This is due to the fact that in a skin region of too small size, facial features might be eliminated during the preprocessing.
The second constraint is that the ratio of the height to the width of the bounding box, denoted by Aspect Ratio, is between 0.8 and 2.6. This rule is based on observations on various face blocks.
Occupancy denotes the ratio of the amount of the skin pixels to the size of the bounding box. If the bounding box contains a face, the number of skin pixels in the bounding box must be large enough. We relax the restriction to avoid removing a real face and set the third constraint as "Occupancy is greater or equal to 40%".The skin regions that do not obey all the three constraints are removed, and the remaining are considered as possible face blocks and need further verification.
Face Detection using AdaBoost
The totally corrective algorithm was applied to the face detection problem using the framework introduced by Viola and Jones [7] . To train a classifier, Viola and Jones select from a large number of very efficiently computable features. Every weak classifier implements a simple threshold function on one of the features.Having such a large set of weak classifiers, AdaBoost learning is used to chose a small number of weak classifiers and to combine them into a classifier deciding whether an image is a face or a non-face.
Haar-Like features and integral image
Our face detection procedure classifies images based on the value of simple features.Because features can act to encode domain knowledge that is difficult to learn using a finite quantity of training data,moreover, the feature-based system operates much faster than a pixel-based system.
Fig.3. Example rectangle features shown relative to the enclosing detection window
A set of Haar-like features are used as the input features to the cascaded classifiers, which is shown in Fig.3 . [8] . The sum of the pixels which lie within the white rectangles are subtracted from the sum of pixels in the grey rectangles. Two-rectangle features are shown in (a) and (b). Figure(c) and(d) show three rectangle features, and (e) a four-rectangle feature. Rectangle features can be computed very rapidly using an intermediate representation for the image called the integral image. So Haar-like features are computed using integral image to improve computation efficiency in our work.The integral image at location x, y contains the sum of the pixels above and to the left of x, y, inclusive:
Fig.4. The value of the integral image at point (x, y) is the sum of all the pixels above and to the left
where ii (x, y) is the integral image and i (x, y) is the original image (see Fig. 4 ). Using the following pair of recurrences:
(where s(x, y) is the cumulative row sum, s(x,−1) = 0, and ii (−1, y) = 0) the integral image can be computed in one pass over the original image. The value of a Haar-Like feature can be computed by plus or minus using the integral image.
AdaBoost algorithm
In order to ensure fast classification,we build a simple and efficient classifier using the AdaBoost learning algorithm to select a small number of critical visual features from a very large set of potential features.
AdaBoost is an algorithm for constructing a "strong" classifier as linear combination of "weak" classifiers h t (x). The h t (x) can be thought of as one feature. 
where α t = log (1/ β t ).
Cascaded detector
This section describes a method for combining classifiers in a "cascade" which allows background regions of the image to be quickly discarded while spending more computation on promising face-like regions.
Fig.5. Schematic depiction of a cascaded detector
The schematic depiction of the cascaded AdaBoost approach is shown in Fig. 5 .It consists of a sequence of detection stages.A series of classifiers are applied to every sub-window. The initial classifier eliminates a large number of negative examples with very little processing. Subsequent layers eliminate additional negatives but require additional computation. After several stages of processing the number of subwindows have been reduced radically. Further processing can take any form such as additional stages of the cascade or an alternative detection system. In this work, we require a minimum detection rate of 0.9995 and a maximum false positive rate of 0.55 for each stage. The final detector is a 38-stage cascaded AdaBoost detector, which includes 916 features.
The structure of the cascade reflects the fact that within any single image an overwhelming majority of sub-windows are negative,the cascade attempts to reject as many negatives as possible at the earliest stage possible. While a positive instance will trigger the evaluation of every classifier in the cascade.
The application of color information
The skin color segmentation module is normally used before the AdaBoost algorithm, to reduce the "AdaBoost-searching area" to the selected features. In this way the rate of false positive is reduced and the processing speed is greatly increased.
As it can be seen in fig.6 .and fig.7 . the region of interest for AdaBoost algorithm is nearly the whole image,thanks to the facial color segmentation module, a large amount of background is discarded.and then the potential skin area is extracted,the portion of image that AdaBoost has to analyze is furthermore reduced. 
Experimental results
Experiments are performed to verify the effectiveness of the proposed scheme. Most of the commonly used databases for face detection, including the Carnegie Mellon University (CMU) database, contain gray scale images only. Therefore, this system has constructed the database for face detection from personal photo collections, these images contain multiple faces with variations in color, position, scale, orientation, and facial expression.400 sample images from Internet compose training set and testing set.
The proposed system can detect human face in different scales, various poses, lighting conditions and background interference. Furthermore, the algorithm can detect both dark skin-tone and bright skin-tone because of the nonlinear transformation of the YCbCr color space. All the algorithmic parameters in our face detector have been empirically determined. Fig.8 . demonstrates the algorithm can successfully detect faces in different conditions.
Fig.8. Face detection results of different condition
In the experiments, we also compare our method with other methods. Experimental results using the proposed method show that it can detect face with high detection rate and low false acceptance rate and performance better than skin color detection and AdaBoost algorithm. But false alarms and misses are still present.The statistical data is shown in Table 1 . The proposed scheme integrates AdaBoost algorithm and skin color information to improve detection precision, meanwhile, to reduce computational cost.In table 2 the results of execution time evaluations are presented. This parameter has been calculated as an average value of execution time of each frame. Fig.9 . show some more face detection results of our system. 
Conclusions
In this paper an improvement is achieved for detecting faces in color images by integrating the AdaBoost learning algorithm with skin color information. Experimental results show that the proposed system results in better performance than some conventional techniques, in terms of detection effectiveness and capacity of coping with the problems of lighting, scaling, rotation, background interference and orientation. Further work is in progress to take full advantage of 3D information for developing a face recognition system to identify individuals in many applications.
