Introduction
with the norm [ , ] sup ( ) A well-known inequality in the literature, which is related to the Chebyshev functional, is the Ostrowski inequality [15] 
The above result has been extended for absolutely continuous functions and Lebesgue p-norms of the derivative f ′ in [3, 4] as follows: Let :
we have
The constants [5] . The cases of bounded variation functions and monotonic functions were considered in [6] . For various generalizations, extensions and related Ostrowski type inequalities for functions of one or several variables see the monograph [7] and the references therein. For related results see [1, 8, 11] and [13, 14] . The Ostrowski inequality also plays an important role in numerical quadrature rules [9, 12] .
In this paper we introduce a new analogue of the Ostrowski inequality in three different cases and apply them for some quadrature rules. 
After some computations, we can directly conclude that 
the following inequality holds
Proof. By referring to the kernel (3) and identity (4) we first have
On the other hand, the given assumption
Therefore, one can conclude from (11) and (12) that
After re-arranging (8), the main inequality (5) will be derived directly. ■ Theorem 1 is actually remarkable as it improves all previous results which made use of the Lebesgue norms of ( ) f x ′ in (1) and (2). Moreover, a further advantage of this theorem is that necessary computations in bounds (5) are just in terms of the pre-assigned functions
Special case 1. Suppose that ( ) f x
′ is bounded at two arbitrary linear functions, e.g. 
In this sense, Dragomir in [2] has recently obtained a special case of (5) 
is a straightforward condition in theorem 1, however sometimes one might not be able to easily obtain both bounds of ) (x α and ) (x β for f ′ . In this case, we can make use of two analogue theorems. The first one would be helpful when f ′ is unbounded from above and the second one would be helpful when f ′ is unbounded from below. 
After re-arranging (11), the main inequality (10) will be derived. 
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After re-arranging (13), the main inequality (12) will be derived. (14) In this section we use theorems 1, 2 and 3 to obtain error bounds for midpoint rule and six further nonstandard quadratures as follows: 
Applications in numerical integration
, the error of nonstandard quadrature 3 ( ) I f can be bounded as
For instance, if 
