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The rate of convergence of the sequence n → γn(a) :=∑n−1k=0 1a+k − ln a+n−1a , a > 0, towards
the generalized Euler’s constant γ (a) := limn→∞ γn(a), where γ (1) is the Euler–Mascheroni
constant, is accurately estimated using the Euler–Maclaurin summation formula. The
expression
γ (a) = S∗n(a,q) + R∗n(a,q)
with parameters n,q ∈ N, where S∗n(a,q) is a sum consisting of n + 3q + 2 summands and
R∗n(a,q) is a remainder, is derived. The error term is estimated as
|B2q|
2(a + n + 2)2q+1 < (−1)
q−1R∗n(a,q) <
(
1− 4−q) |B2q|
(a + n)2q+1
<
12
√
q
a + n
(
q
eπ(a + n)
)2q
,
where Bk is the kth Bernoulli coeﬃcient. Two similar expressions are also established.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The Euler–Mascheroni constant γ ﬁrst appeared in an article by Euler in 1735. It is deﬁned as the limit
γ = lim
n→∞
(
n∑
k=1
1
k
− lnn
)
and is recurring in analysis and number theory. Until now, many generalizations of this constant have been established. For
example, the Stieltjes sequence (γm)m0,
γm := lim
n→∞
(
n∑
k=1
lnm k
k
− ln
m+1 n
m + 1
)
,
represents such a generalization since γ0 = γ . Recently, the generalized-Euler–Sondow-constant function γ (z) deﬁned on
the interval [−1,1] by
γ (z) :=
∞∑
k=1
zk−1
(
1
k
− ln k + 1
k
)
,
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156 V. Lampret / J. Math. Anal. Appl. 381 (2011) 155–165where γ (−1) = ln 4π and γ (1) is the Euler–Mascheroni constant, was discussed in [8]. More generally, for a function f :[1,∞) → R the Euler constant γ f is given by
γ f := lim
n→∞
(
n∑
k=1
f (k) −
n∫
1
f (x)dx
)
(1)
and its modiﬁed version γ ∗f by
γ ∗f :=
∞∑
k=1
(
f (k) −
k+1∫
k
f (x)dx
)
. (2)
Recently, several papers considering these Euler’s generalized constants have been published. For example, in [9] the map-
ping p → γ ∗f p for one parameter function f p(x) ≡ x−p (with p  0), was discussed. In [10] γ ∗f p was studied for functions
f p(x) ≡ 1/(p − 1+ x) (with p > 0). The same topic was treated also by Mortici [11], from more general aspect.
In [2] the convergence of the one parameter sequence
n →
n−1∑
k=1
1
a + k − lnn
has been established for a 0. Some results on the sequence (γn(a))n∈N , deﬁned by
γn(a) =
n−1∑
k=0
1
a + k − ln
a + n − 1
a
, (3)
are found in [4,12,13]. In these contributions the existence of the generalized Euler’s constant γ (a) := limn→∞ γn(a) has
been conﬁrmed for a > 0 and the function a → γ (a) was found to be strictly decreasing on R+ . Several people have
established some results on the rate of convergence of the sequence given by (3). For example, in [12, Th. 3.2(iii)], using the
sequence (αn)n∈N deﬁned by
αn =
n−1∑
i=0
1
a + i − ln
(
a + n − 1
a
+ 1
2a
)
− 1
24(a + n − 12 )2
+ 7
960(a + n − 12 )4
− 31
8064(a + n − 12 )6
+ 127
30720(a + n − 12 )8
,
the result
511
67584(a + n)10 < αn − γ (a) <
511
67584(a + n − 12 )10
, (4)
for n ∈ N, has been established. On the other hand, a more sophisticated method, due to Karatsuba [3], based on the identity
γ = 1 − Γ ′(2), produced very good approximations to γ . This method could possibly be applied also for the generalized
Euler’s constant γ (a). However, we offer a different approach which is perhaps more natural and also more direct. Namely,
we use the Euler–Maclaurin summation formula which directly compares an integral and its integral sum for equidistant
subdivision of the integration interval and immediately generates Euler’s constant for a given function. Here we formulate a
procedure which gives, among other results, also a result which is equivalent to that of (4).
2. The Euler–Maclaurin summation formula
The standard Euler–Maclaurin formula says that, for integers m < n and p  1 and for a function f ∈ C p[m,n], the
following relation holds [5, pp. 114, 117]
n−1∑
k=m
f (k) =
n∫
m
f (x)dx+
p∑
j=1
B j(0)
j!
[
f ( j−1)(n) − f ( j−1)(m)]− 1
p!
n∫
m
P p(−x) f (p)(x)dx, (5)
where Bk(x) and Pk(x) are Bernoulli polynomials and Bernoulli 1-periodic functions respectively, uniquely determined by
the conditions
B0(x) ≡ 1, B ′k(x) ≡ kBk−1(x),
1∫
Bk(x)dx = 0, (6)0
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Pk(x) := Bk(x) on [0,1) and Pk(x+ 1) := Pk(x) on R, (7)
for all k 0. For Bernoulli coeﬃcients Bk := Bk(0) we have [1, 23.1.3, 23.1.19]
B1 = −1
2
and B2 j+1 = 0 ( j  1). (8)
Moreover, referring to [1, 23.1.18], it holds
P2q(x)
(2q)! =
2(−1)q−1
(2π)2q
∞∑
k=1
cos(2kπx)
k2q
(q 1, x ∈ R). (9)
Consequently,
P2q(−x) = P2q(x) (q 1, x ∈ R). (10)
According to (6) and [1, items 23.1.8, 13, 14, 15, 21], we have
0< (−1)q−1 · [B2q − P2q(x)] 2(1− 4−q)|B2q|, (11)
for q 1 and x ∈ R \ Z, and
0< (−1)q · [P2q( 12 )− P2q(x)] 2(1− 4−q)|B2q|, (12)
for q 1, x ∈ R \ ( 12 + Z).
The relations (11) and (12) need perhaps some explanation. To this effect we consider the polynomial q(x) ≡ B2q(x) −
B2q(
1
2 ). If it had a zero in the open interval (0,
1
2 ) then, by Rolle’s theorem, its derivative 
′
q(x) ≡ 2qB2q−1(x), i.e. B2q−1(x),
also would have a zero in (0, 12 ). But this is impossible [1, 23.1.14]. Hence, q(x) keeps its sign on (0,
1
2 ), where [1, 23.1.21]
q(0) = 2(1− 4−q)B2q . Consequently [1, 23.1.15] (−1)q+1q(0) > 0. Therefore (−1)q+1q(x) > 0 for x ∈ [0, 12 ), and also for
x ∈ ( 12 ,1] since q( 12 + h) ≡ q( 12 − h) [1, 23.1.8]. On the other hand, the polynomial q(x) has the number 12 as the only
stationary point within the open interval (0,1) [1, items 23.1.5, 8, 14]. Therefore we can get (Ref. [1, 23.1.21])
max
0x1
∣∣B2q(x) − B2q( 12 )∣∣= ∣∣B2q(0) − B2q( 12 )∣∣= 2(1− 4−q)|B2q|.
Similarly we justify also the right-hand side of (11).
Now, setting p = 2q into (5) and referring to (8), we obtain the lemma below.
Lemma 1. For f ∈ C2q[0,n] and n ∈ N and 1 q 1 the equality
n−1∑
k=0
f (k) =
n∫
0
f (x)dx− 1
2
[
f (n) − f (0)]+ q−1∑
i=1
B2i
(2i)!
[
f (2i−1)(n) − f (2i−1)(0)]
+ 1
(2q)!
n∫
0
[
B2q − P2q(x)
]
f (2q)(x)dx (13)
holds true.
Moreover, according to [7, Corollary 3.12], where Vn(x) ≡ Bn(x)n! and Wn(x) ≡ Pn(x)n! , we get a non-standard Euler–Maclaurin
summation formula
n−1∑
k=m
f (k) =
n−1/2∫
m−1/2
f (x)dx+
p∑
j=1
P j(
1
2 )
j!
[
f ( j−1)
(
n − 12
)− f ( j−1)(m − 12 )]− 1p!
n−1/2∫
m−1/2
P p(−x) f (p)(x)dx, (14)
valid for m,n ∈ Z, f ∈ C p[m− 12 ,n− 12 ], and p  1. Furthermore, putting p = 2q into (14) and considering [7, Lemma 3.1(11)],
together with (8) and (10), we obtain the following lemma.
1 By deﬁnition
∑0
i=1 xi = 0.
158 V. Lampret / J. Math. Anal. Appl. 381 (2011) 155–165Lemma 2. For m,n ∈ Z, f ∈ C2q[m − 12 ,n − 12 ] and q 1 there holds the equality
n−1∑
k=m
f (k) =
n−1/2∫
m−1/2
f (x)dx−
q−1∑
i=1
(
1− 21−2i) B2i
(2i)!
[
f (2i−1)
(
n − 12
)− f (2i−1)(m − 12 )]
+ 1
(2q)!
n−1/2∫
m−1/2
[
P2q
( 1
2
)− P2q(x)] f (2q)(x)dx. (15)
3. The acceleration of convergence γn(a)→ γ (a)
Using the Euler–Maclaurin formula the convergence γn(a) → γ (a) as n → ∞ could be accelerated signiﬁcantly. We
consider the following three methods.
3.1. First method
The formula (13) may be applied with the function x → fa(x) := 1a+x (a > 0, x  0), having the derivatives f ( j)a (x) ≡
(−1) j( j!)(a + x)− j−1. Since
ln
a + n
a
≡
n∫
0
dx
a + x ,
we obtain, considering (3),
γn(a) =
(
n−1∑
k=0
1
a + k − ln
a + n
a
)
+ ln a + n
a + n − 1
= −1
2
(
1
a + n −
1
a
)
+
q−1∑
i=1
B2i
2i
(
1
a2i
− 1
(a + n)2i
)
+ 1
(2q)!
n∫
0
[
B2q − P2q(x)
] (2q)!
(a + x)2q+1 dx+ ln
a + n
a + n − 1 . (16)
Obviously, γ (a) := limn→∞ γn(a) exists and
γ (a) = 1
2a
+
q−1∑
i=1
B2i
2ia2i
+
∞∫
0
B2q − P2q(x)
(a + x)2q+1 dx. (17)
Now, we can state the ﬁrst result.
Theorem 1. For a > 0, the generalized Euler’s constant γ (a) can be expressed in the form
γ (a) = Sn(a,q) + Rn(a,q), (18)
where parameters n and q are positive integers,
Sn(a,q) =
n−1∑
k=0
1
a + k − ln
a + n
a
+ 1
2(a + n) +
q−1∑
j=1
B2 j
2 j(a + n)2 j , (19)
the sequence n → (−1)q−1Rn(a,q) is strictly decreasing, and the following inequalities hold:
|B2q|
2q(a + n + 1)2q < (−1)
q−1Rn(a,q) <
(
1− 4−q) |B2q|
q(a + n)2q , (20)
for a > 0 and positive integers n, q; consequently,
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√
π
q
(
q
eπ(a + n + 1)
)2q
, (21)
(−1)q−1Rn(a,q) <
(
4e1/(24q) · 4
q − 1
4q − 2
√
π
q
)
·
(
q
eπ(a + n)
)2q
. (22)
Proof. Subtracting γn(a) from γ (a), considering (16) and (17), we obtain (18) and (19) with
Sn(a,q) = γn(a) + 1
2(a + n) +
q−1∑
i=1
B2i
2i(a + n)2i − ln
a + n
a + n − 1
and
Rn(a,q) =
∞∫
n
[B2q − P2q(x)]
(a + x)2q+1 dx.
Referring (3), the sum Sn(a,q) can be reduced to the form (19). Moreover, according to (11), we have
0< (−1)q−1Rn(a,q) =
∞∫
n
(−1)q−1[B2q − P2q(x)]
(a + x)2q+1 dx
< 2
(
1− 4−q)|B2q|
∞∫
n
dx
(a + x)2q+1
= (1− 4−q) |B2q|
q(a + n)2q . (23)
Obviously, considering (23), the sequence n → (−1)q−1Rn(a,q) is strictly decreasing. Additionally, using [1, 23.1.15] and
Stirling’s factorial formula [1, 6.1.38], we estimate
(
1− 4−q) |B2q|
q(a + n)2q <
1− 4−q
1− 2 · 4−q · 2
(2q)!
(2π)2q
· 1
q(a + n)2q
<
2
q
· 4
q − 1
4q − 2
((
2q
e
)2q√
2π · 2q · exp(1/(12 · 2q))) · 1
(2π(a + n))2q
=
(
4e1/(24q) · 4
q − 1
4q − 2
√
π
q
)
·
(
q
eπ(a + n)
)2q
.
Moreover, considering (11), (6), (7), and [1, 23.1.15],
i+1∫
i
(−1)q−1[B2q − P2q(x)]
(a + x)2q+1 dx>
1
(a + i + 1)2q+1
i+1∫
i
(−1)q−1[B2q − P2q(x)]dx
= (−1)
q−1B2q
(a + i + 1)2q+1 =
|B2q|
(a + i + 1)2q+1 ,
for i ∈ {n,n+1, . . .}. Consequently, since the function x → (a+x)−(2q+1) is decreasing we conclude, using (23) and [1, 23.1.15,
6.1.38], that
(−1)q−1Rn(a,q) =
∞∑
i=n
i+1∫
i
(−1)q−1[B2q − P2q(x)]
(a + x)2q+1 dx
>
∞∑
i=n
|B2q|
(a + i + 1)2q+1
>
∞∫ |B2q|dx
(a + x+ 1)2q+1n
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2q(a + n + 1)2q
> 2
(2q)!
(2π)2q
· 1
2q(a + n + 1)2q
>
(
2q
e
)2q√
2π · 2q · 1
q(2π(a + n + 1))2q
= 2
√
π
q
(
q
eπ(a + n + 1)
)2q (
a ∈ R+, n,q ∈ N). 
Corollary 1.1. For a > 0 and n 1, the remainder is estimated as
− 1
64(a + n)4 < Rn(a,2) < −
1
120(a + n + 1)4 ,
1
252(a + n + 1)6 < Rn(a,3) <
1
128(a + n)6 ,
− 1
120(a + n)8 < Rn(a,4) < −
1
240(a + n + 1)8 ,
1
132(a + n + 1)10 < Rn(a,5) <
1
66(a + n)10 .
Using [1, Table 23.1] and Corollary 1.1, we obtain the following corollary.
Corollary 1.2. For a > 0 and n 1, there hold the estimates
Sn(a,5) + 1
132(a + n + 1)10 < γ (a) < Sn(a,5) +
1
66(a + n)10
with
Sn(a,5) =
n−1∑
k=0
1
a + k − ln
a + n
a
+ 1
2(a + n) +
1
12(a + n)2 −
1
120(a + n)4 +
1
252(a + n)6 −
1
240(a + n)8 .
The last formula is comparable with (4). Moreover, increasing n and q properly the error Rn(a,q) could be signiﬁcantly
decreased. For q = n a > 0 we estimate the last factor in (22) using the following result
(
n
a + n
)2n
=
[(
1+ −a
a + n
)a+n] 2na+n
<
(
e−a
) 2n
a+n < e−a.
(This holds according to the convergence (1 + xt )t → ex as t → ∞, being strictly increasing in case x 
= 0.) Thus we get the
following result (referring to (21), (22)).
Corollary 1.3.We have, for nmax{1,a},
0< (−1)n−1Rn(a,n) < 111e
−a
10
√
n(eπ)2n
<
12e−a√
n(72.9)n
. (24)
Even for n 2, the function a → Sn(a,2) approximates the function a → γ (a) with accuracy estimated,2 using (24), as
0< Sn(a,2) − γ (a) < 1.6× 10−3.
According to (19), we have
S2(a,2) = 1
a
+ 1
a + 1 +
1
2(a + 2) +
1
12(a + 2)2 − ln
a + 2
a
and
2 Using (22), we have 0< Sn(a,2) − γ (a) < 1.1× 10−3.
V. Lampret / J. Math. Anal. Appl. 381 (2011) 155–165 161Fig. 1. On the left are the graphs of the functions S2(a,2) and S3(a,2), on the right are the graphs of the functions a → 12a (dashed line) and a → γ (a).
S3(a,2) = 1
a
+ 1
a + 1 +
1
a + 2 +
1
2(a + 3) +
1
12(a + 3)2 − ln
a + 3
a
.
Fig. 1, produced by Mathematica [14], illustrates the graphs of the functions a → S2(a,2) and a → S3(a,2) satisfying the
double inequality S3(a,2) < γ (a) < S2(a,2).
Setting n = kq and referring to (21)–(22), we obtain the next estimate.
Corollary 1.4. For k,q ∈ N, there holds
0< (−1)q−1Rkq(a,q) < 6√q
(
e1/(24q)
√
π
) · 1
(keπ)2q
<
12√
q(keπ)2q
. (25)
3.2. Second method
Using formula (15) with m = 1 and f (x) ≡ 1a+x we get
n−1∑
k=1
1
a + k = ln
a + n − 12
a + 12
+
q−1∑
i=1
(
1− 21−2i) B2i
2i
[
1
(a + x)2i
]n−1/2
1/2
+
n−1/2∫
1/2
[
P2q
( 1
2
)− P2q(x)] dx
(a + x)2q+1 .
Thus, considering (3),
γn(a) = 1
a
+ ln a
a + 12
+ ln a + n −
1
2
a + n − 1 +
q−1∑
i=1
(
1
2i
− 1
i4i
)[
B2i
(a + x)2i
]n−1/2
1/2
+
n−1/2∫
1/2
[
P2q
( 1
2
)− P2q(x)] dx
(a + x)2q+1 . (26)
Therefore, taking n → ∞,
γ (a) = 1
a
+ ln a
a + 12
−
q−1∑
i=1
(
4i − 2
2i4i
· B2i
(a + 12 )2i
)
+
∞∫
1/2
[
P2q
( 1
2
)− P2q(x)] dx
(a + x)2q+1 . (27)
From the considerations above we deduce the following result.
Theorem 2. The generalized Euler’s constant γ (a) satisﬁes, for a > 0, the following equality
γ (a) = σn(a,q) + ρn(a,q), (28)
having the parameters n,q 1, where
σn(a,q) =
n−1∑
k=1
1
a + k + ln
(
a
a + n − 12
)
−
q−1∑
i=1
(
4i − 1
i4i
· B2i
(a + n − 12 )2i
)
, (29)
the sequence n → (−1)qρn(a,q) is strictly decreasing, and the estimates(
1− 2 · 4−q) |B2q|
2q(a + n + 12 )2q
< (−1)qρn(a,q) <
(
1− 4−q) |B2q|
q(a + n − 12 )2q
(30)
hold true.
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0< (−1)qρn(a,q) =
∞∫
n−1/2
(−1)q[P2q( 12 ) − P2q(x)]
(a + x)2q+1 dx
< 2
(
1− 4−q)|B2q|
∞∫
n−1/2
dx
(a + x)2q+1
= (1− 4−q) |B2q|
q(a + n − 12 )2q
. (31)
Referring to (31), the sequence n → (−1)qρn(a,q) is strictly decreasing. Using (4), (5) and with Ref. [1, (23.1.21, 23.1.15)] we
have
i+1/2∫
i−1/2
(−1)q[P2q( 12 ) − P2q(x)]
(a + x)2q+1 dx>
1
(a + i + 12 )2q+1
i+1/2∫
i−1/2
(−1)q[P2q( 12 )− P2q(x)]dx
= (−1)
q P2q(
1
2 )
(a + i + 12 )2q+1
= (1− 2 · 4
−q) · (−1)q+1B2q
(a + i + 12 )2q+1
= (1− 2 · 4
−q)|B2q|
(a + i + 12 )2q+1
,
for i ∈ {n,n + 1, . . .}. Therefore, using the equality (31), we get
(−1)qρn(a,q) =
∞∑
i=n
i+1/2∫
i−1/2
(−1)q[P2q( 12 ) − P2q(x)]
(a + x)2q+1 dx
>
∞∑
i=n
(1− 2 · 4−q)|B2q|
(a + i + 12 )2q+1
>
∞∫
n
(1− 2 · 4−q)|B2q|dx
(a + x+ 12 )2q+1
= (1− 2 · 4
−q)|B2q|
2q(a + n + 12 )2q
(
a ∈ R+, n,q ∈ N). 
Corollary 2.1.We have, for a > 0 and n 1,
7
960(a + n + 12 )4
< ρn(a,2) <
1
64(a + n − 12 )4
,
− 1
128(a + n − 12 )6
< ρn(a,3) < − 31
8064(a + n + 12 )6
,
127
30720(a + n + 12 )8
< ρn(a,4) <
17
2048(a + n − 12 )8
,
− 31
2048(a + n − 12 )10
< ρn(a,5) < − 511
67584(a + n + 12 )10
.
Considering (18), (20), (28) and (30) we obtain the next corollary.
Corollary 2.2. The relations
σn(a,2 j) < γ (a) < Sn(a,2 j), (32)
Sn(a,2 j − 1) < γ (a) < σn(a,2 j − 1) (33)
hold true for any a > 0 and j,n ∈ N.
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Using the telescoping method, the relation (3) can be transformed into the following identity
γn(a) =
n−1∑
i=0
[
1
a + i + ln(a + i) − ln(a + i + 1)
]
+ ln a + n
a + n − 1 . (34)
The ﬁrst sum in (34) results from the function
ϕa(x) ≡ 1
a + x + ln(a + x) − ln(a + x+ 1) (35)
having the integral
n∫
0
ϕa(x)dx = ln
((
1+ 1
a
)a+1
·
(
1− 1
a + n + 1
)a+n+1)
(36)
and the derivatives
ϕ
(i)
a (x) = (−1)i(i!)
(
1
i(a + x+ 1)i −
1
i(a + x)i +
1
(a + x)i+1
)
. (37)
Thus, substituting a + x = y and introducing the function f i , f i(y) ≡ y−i/i, and referring to the ﬁrst order Taylor’s formula,
we have
(−1)iϕ(i)a (x)
i! = f i(y + 1) − f i(y) − f
(1)
i (y)
= 1
2
f (2)i (y + ϑ) =
i + 1
2(y + ϑ)i+2 , 0< ϑ < 1.
Consequently, we estimate
(i + 1)!
2(a + x+ 1)i+2 < (−1)
iϕ
(i)
a (x) <
(i + 1)!
2(a + x)i+2 . (38)
Now, applying (13) to the ﬁrst summand in (34), we produce the expression
γn(a) = 1
2a
+
(
a + 1
2
)
ln
(
1+ 1
a
)
+ ln
(
1− 1
a + n + 1
)a+n+1
− 1
2(a + n) +
1
2
ln
(
1+ 1
a + n
)
+ ln
(
1+ 1
a + n − 1
)
+
q−1∑
j=1
B2 j
(2 j)(2 j − 1)
[
1
(a + x)2 j−1 −
1
(a + x+ 1)2 j−1 −
2 j − 1
(a + x)2 j
]n
0
+ 1
(2q)!
n∫
0
[
B2q − P2q(x)
]
ϕ
(2q)
a (x)dx. (39)
Thus,
γ (a) = lim
n→∞γn(a) =
1
2a
+
(
a + 1
2
)
ln
(
1+ 1
a
)
− 1
−
q−1∑
j=1
B2 j
(2 j)(2 j − 1)
(
1
a2 j−1
− 1
(a + 1)2 j−1 −
2 j − 1
a2 j
)
+ 1
(2q)!
∞∫
0
[
B2q − P2q(x)
]
ϕ
(2q)
a (x)dx. (40)
Now, we are in the position to formulate the following theorem.
164 V. Lampret / J. Math. Anal. Appl. 381 (2011) 155–165Theorem 3. For a > 0, the generalized Euler’s constant γ (a) satisﬁes the following identity
γ (a) = S∗n(a,q) + R∗n(a,q), (41)
with n,q 1 being parameters, and3
S∗n(a,q) =
n−1∑
k=0
1
a + k − ln
a + n
a
− 1− ln
(
1− 1
a + n + 1
)a+n+1
+ 1
2(a + n) −
1
2
ln
(
1+ 1
a + n
)
−
q−1∑
j=1
B2 j
(2 j)(2 j − 1)
[
1
(a + n)2 j−1 −
1
(a + n + 1)2 j−1 −
2 j − 1
(a + n)2 j
]
, (42)
the sequence n → (−1)q−1R∗n(a,q) being strictly decreasing, and there hold the inequalities
|B2q|
2(a + n + 2)2q+1 < (−1)
q−1R∗n(a,q) <
(
1− 4−q) |B2q|
(a + n)2q+1 < 4e
1/(24q) 4
q − 1
4q − 2 ·
√
πq
a + n
(
q
eπ(a + n)
)2q
. (43)
Proof. Subtracting γn(a) from γ (a), using (3), (39) and (40), we approve (41) and (42). Moreover, referring to (11), (38) and
[1, 23.1.15], and considering Stirling’s factorial formula [1, 6.1.38], it follows
0< (−1)q−1R∗n(a,q) =
1
(2q)!
∞∫
n
(−1)q−1[B2q − P2q(x)] · ϕ(2q)a (x)dx
<
2(1− 4−q)|B2q|
(2q)! ·
(−ϕ(2q−1)a (n))
<
(
1− 4−q) |B2q|
(a + n)2q+1
< 2
4q − 1
4q − 2 ·
(2q)!
(a + n)(2π(a + n))2q
< 4e1/(24q)
4q − 1
4q − 2 ·
√
πq
a + n
(
q
eπ(a + n)
)2q
(44)
for n,q 1. On the other hand, considering (44), (11), (7), (6), [1, 6.1.15] and (38), we estimate4
(−1)q−1R∗n(a,q) =
1
(2q)!
∞∑
i=n
i+1∫
i
(−1)q−1[B2q − P2q(x)] · ϕ(2q)a (x)dx
>
1
(2q)!
∞∑
i=n
ϕ
(2q)
a (i + 1)
i+1∫
i
(−1)q−1[B2q − P2q(x)]dx
= 1
(2q)! (−1)
q−1B2q
∞∑
i=n
ϕ
(2q)
a (i + 1)
>
1
(2q)! |B2q|
∞∫
n
ϕ
(2q)
a (x+ 1)dx
= |B2q|
(2q)! ·
(−ϕ(2q−1)a (n + 1))
>
|B2q|
2(a + n + 2)2q+1 . 
3 For large n, the expression ln(a + n + 1)a+n+1 can be well estimated using [6, (6) or (13)].
4 Considering the monotonicity of the function x → ϕ(2q)a (x+ 1).
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− 1
32(a + n)5 < R
∗
n(a,2) < −
1
60(a + n + 2)5 ,
1
84(a + n + 2)7 < R
∗
n(a,3) <
3
128(a + n)7 ,
− 17
512(a + n)9 < R
∗
n(a,4) < −
1
60(a + n + 2)9 ,
5
132(a + n + 2)11 < R
∗
n(a,5) <
155
2048(a + n)11 .
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