ABSTRACT. The conformal method has been effective for parametrizing solutions to the Einstein constraint equations on closed 3-manifolds. However, it is still not wellunderstood; for example, existence of solutions to the conformal equations for zero or negative Yamabe metrics is still unknown without the so-called "CMC" or "near-CMC" assumptions. The first existence results without such assumptions, termed the "far-from-CMC" case, were obtained by Holst, Nagy, and Tsogtgerel in 2008 for positive Yamabe metrics. However, their results are based on topological arguments, and as a result solution uniqueness is not known. Indeed, Maxwell gave evidence in 2011 that far-from-CMC solutions are not unique in certain cases. In this article, we provide further insight by establishing a type of alternative theorem for general far-from-CMC solutions. For a given manifold M that admits a metric of positive scalar curvature and scalar flat metric g 0 with no conformal Killing fields, we first prove existence of an analytic, one-parameter family of metrics g λ through g 0 such that R(g λ ) = λ. Using this family of metrics and given data (τ, σ, ρ, j), we form a one-parameter family of operators F ((φ, w), λ) whose zeros satisfy the conformal equations. Applying Liapnuov-Schmidt reduction, we determine an analytic solution curve for F ((φ, w), λ) = 0 through a critical point where the linearization of F ((φ, w), λ) vanishes. The regularity of this curve, the definition of F ((φ, w), λ), and the earlier far-from-CMC results of Holst et al. allow us to then prove the following alternative theorem for far-from-CMC solutions: either (1) there exists a λ 1 > 0 such that (positive Yamabe) solutions to the conformal equations are non-unique with data (g λ1 , λ 2
INTRODUCTION
The Einstein field equation G µν = κT µν can be formulated as a Cauchy problem where the initial data consists of a Riemannian metricĝ ab and a symmetric tensork ab on a specified 3-dimensional manifold M [10, 23] . However, one is not able to freely specify such initial data. Like Maxwell's equations, the initial dataĝ ab andk ab must satisfy constraint equations, where the constraints take the form R +k abk ab +k 2 = 2κρ, (1.1)
Here,R andD are respectively the scalar curvature and covariant derivative associated withĝ ab ,k is the trace ofk ab , andρ andĵ a are matter terms obtained by contracting T µν with a vector field normal to M, where one assumes that T µν satisfies the dominant energy condition. Equation (1.1) is known as the Hamiltonian constraint while (1.2) is known as the momentum constraint, and collectively they are known as the Einstein constraint equations. These equations form an underdetermined system of four equations to be solved for twelve unknowns represented by the symmetric two index tensorsĝ ab andk ab . In order to transform the constraint equations into a determined system, one divides the unknowns into freely specifiable data and determined data using what is known as the conformal method. In this method, introduced by Lichnerowicz [19] and York [24] , one makes the decompositionk
whereτ =k abĝ ab is the trace andl ab is the traceless part ofk ab , and then one makes the following conformal rescalinĝ g ab = φ 4 g ab ,l ab = φ −10 l ab ,τ = τ.
(1.4)
Then, forming the decomposition l ab = (σ ab + (Lw) ab ), (1.5) where D a σ ab = 0, and defining where Lw = −D b (Lw) ab . The above system (1.6) forms a determined, coupled nonlinear system of elliptic partial differential equations with specified data (g, τ, σ, ρ, j) and with (φ, w) to be determined by the equations. For simplicity, we will refer to this system as the conformal formulation (cf. [4] for further discussion).
In this paper, we address some of the open questions associated with existence and uniqueness of solutions to the conformal formulation on a closed, 3-dimensional manifold M in the event that the mean curvature τ does not satisfy the "near constant" (or near-CMC) assumptions developed by Isenberg and Moncrief in [16] . It is well-known that solutions to the conformal equations exist and are unique on a closed manifold if the mean curvature τ does not vanish and has a bounded derivative. However, very little is known about the existence and uniqueness of solutions in the event that the mean curvature function does not satisfy these so-called near-CMC assumptions. The first "far-from-CMC" existence results were not established until 2008 in [13, 14] , when Holst, Nagy, and Tsogtgerel showed that solutions to the conformal formulation exist for metrics in the positive Yamabe class and mean curvatures τ completely free of the near-CMC assumption, now termed the "far-from-CMC" case. However, there are currently no far-from-CMC existence results for metrics in the zero or negative Yamabe classes. Furthermore, given that the existence results in [13, 14] use a general topological fixed point theorem as opposed to the contraction mapping theorem type arguments used in [15, 16] , it is not known whether far-from-CMC solutions are unique. Indeed, Maxwell has shown that solutions to the conformal formulation are non-unique for certain lowregularity, far-from-CMC mean curvatures in the event that the prescribed metric lies in the zero Yamabe class (cf [20] ). In this article we partially address these issues by showing that either the postive Yamabe, far-from-CMC solutions obtained in [13, 14] are non-unique, or that negative Yamabe, far-from-CMC solutions to the conformal equations exist for a certain family of metrics with constant, negative scalar curvature.
To obtain our results, we consider a closed, 3-dimensional manifold M which admits a metric of positive scalar curvature and also admits a metric g 0 with zero scalar curvature and no conformal Killing fields. We show that there exists a δ > 0 and a one-parameter family of metrics (g λ ) λ∈(−δ,δ) on M, analytic in the variable λ, such that R(g λ ) = λ and g λ | λ=0 = g 0 . Using this family of metrics, we then construct the following one-parameter family of nonlinear elliptic systems on the closed manifold M:
where ∆ λ , L λ and D λ are the Laplace-Beltrami operator, negative divergence of the conformal Killing operator and covariant derivative with respect to the metric g λ . For a fixed λ, we recognize the above family as the CTT formulation of the Einstein Constraint Equations with specified data
We assume that τ is an arbitrary differentiable function on M, so that τ does not satisfy the near-CMC assumptions. By applying some basic techniques from bifurcation theory and nonlinear functional analysis to (1.7), we are able to parametrize the solution curve of (1.7) through ((1, 0), 0). An analysis of this solution curve reveals that, under suitable reasonable assumptions, at least one of the following two possibilities must occur:
(1) There exists a δ > 0 such that for λ 0 ∈ (0, δ), there exist (φ 1,λ 0 , w 1,λ 0 ) and
that together solve (1.7) when λ = λ 0 with (φ 1,λ 0 , w 1,λ 0 ) = (φ 2,λ 0 , w 2,λ 0 ) (i.e. solutions to the CTT formulation are nonunique). (2) There exists a δ > 0 such that for any λ 0 ∈ (−δ, 0), there exists (φ λ 0 , w λ 0 ) ∈ C 2,α ⊕ C 2,α (T M) that solves (1.7) when λ = λ 0 (i.e. far-from CMC solutions to the CTT formulation exist for certain metrics in the negative Yamabe class).
The remainder of the paper is organized as follows. Section 2 presents notation and preliminaries that we will require to prove our results. In particular, we first summarize some fundamental results from bifurcation theory. In particular, we discuss what is known as Liapunov-Schmidt reduction, which is instrumental in parametrizing solutions to (1.7) in a neighborhood of ((1, 0), 0). We then show that a closed, 3-dimensional manifold M which admits a metric of positive scalar curvature also admits an analytic, one-parameter family of metrics g λ such that R(g λ ) = λ. In Section 3, we then use this one-parameter family of metrics and given data (τ, σ, ρ, j) for the conformal equations to define a nonlinear operator F ((φ, w), λ) whose zeroes coincide with solutions to the conformal equations. The main results of this paper are then presented in Theorems 3.1 and 3.2 in Section 3. Theorem 3.1 characterizes the behavior of solutions to the nonlinear problem F ((φ, w), λ) = 0 in a neighborhood of the point ((1, 0), 0). This characterization allows us to conclude that either there exists λ 0 > 0 such that solutions to F ((φ, w), λ 0 ) = 0 are non-unique or that there exists λ 0 < 0 for which solutions to F ((φ, w), λ 0 ) = 0 exist. Theorem 3.2 then interprets this result in terms of the conformal equations. It concludes that in any neighborhood of a metric g 0 with zero scalar curvature and no conformal Killing fields on M, that either there exists a metric g λ with R(g λ ) = λ > 0 for which solutions to the conformal equations are non-unique, or R(g λ ) = λ < 0 and negative Yamabe, far-from-CMC solutions exist. The remainder of the paper is then devoted to proving these results. Section 4 is dedicated to showing that the operator F ((φ, w), λ) is analytic, and then in Section 5 we prove Theorems 3.1 and 3.2. We draw some conclusions in Section 6, and also include Appendx A containing some supporting results. Note that all of these spaces (see Appendix A for a quick summary of the standard notation we use here for norms) are Banach spaces, and the space W k,2 (T r s ) is a Hilbert space for all k. As in [9] , we let
the open set of Riemannian metrics of type W s,p with s > 3 p .
We will denote scalar valued functions by simply writing C k , C k,α and W s,p . Using any of the above Banach spaces, one can form new Banach spaces and Hilbert spaces by considering the direct sum (see also [12] ). Definition 2.1. Suppose that X 1 and X 2 are Banach spaces with norms · X 1 and · X 2 . Then the direct sum X 1 ⊕ X 2 is the vector space of ordered pairs (x, y) where x ∈ X 1 , y ∈ X 2 and addition and scalar multiplication are carried out component-wise.
We have the following proposition: Proposition 2.2. The vector space X 1 ⊕ X 2 is a Banach space when given the norm
Proof. This follows from the fact that · X 1 and · X 2 are norms and the spaces X 1 and X 2 are complete with respect to these norms.
We have a similar proposition for Hilbert spaces. 
is a norm on H 1 ⊕ H 2 that coincides with the norm in Proposition 2.2 in the event that the norms on X 1 and X 2 are induced by inner products.
See [25] for a more complete discussion about the direct sums of Banach spaces.
Analytic Operators and the Implicit Function Theorem.
Here we briefly discuss analytic operators and the Implicit Function Theorem. Our approach to proving that either negative Yamabe far-from-CMC solutions exist or that positive Yamabe far-from-CMC solutions are non-unique relies on showing that the operator in (1.6) is analytic. We then apply the Implicit Function Theorem to determine an analytic solution curve through a critical point where the linearization of (1.6) has a nontrivial kernel. To this end, the following discussion will be essential going forward; the treatment is taken mostly from [25] . Let X and Y be Banach spaces and assume that M : X × · · · × X → Y is a k-linear bounded operator which is symmetric in all variables. We define a norm on M by M = sup
which implies that
Definition 2.4. A power operator can be created from M by defining
Using this definition of power operator, we can then form operators of the form 5) where each T n is a power operator. The operator T converges absolutely if the series
converges.
Definition 2.5. Let X and Y be Banach spaces and let T n : X → Y be power operators, n ∈ N.
(a) The operator T : U ⊂ X → Y is analytic at a point x 0 ∈ X if and only if it is defined on some neighborhood of x 0 and there is some number r > 0 such that the series (2.6) converges for all x with x − x 0 < r.
(b) T is analytic on the open set U if and only if T is analytic at every point of U.
A central theorem which we state without proof, and also taken in this particular form from [25] , is the Implicit Function Theorem. (a) There exist positive numbers r 0 and r such that for every x ∈ X satisfying x − x 0 < r 0 , there is exactly one y(x) ∈ Y for which y(x) − y 0 ≤ r and F (x, y(x)) = 0.
2.3. Basic Bifurcation Theory. We now present some basic concepts from bifurcation theory that will be also essential in our analysis. The following treatment is taken from [18] and [7] ; see also [22] .
Suppose that F : U × V → Z is a mapping with open sets U ⊂ X, V ⊂ Λ, where X and Z are Banach spaces and Λ = R. We let x ∈ X and λ ∈ Λ. Additionally assume that F (x, λ) is Fréchet differentiable with respect to x and λ on U × V . We are interested in solutions to the nonlinear problem
A solution of (2.7) is a point (x, λ) ∈ X × Λ such that (2.7) is satisfied.
Definition 2.7. Suppose that (x 0 , λ 0 ) is a solution to (2.7). We say that λ 0 is a bifurcation point if for any neighborhood U of (x 0 , λ 0 ) there exists a λ ∈ Λ and x 1 , x 2 ∈ X, x 1 = x 2 such that (x 1 , λ), (x 2 , λ) ∈ U and (x 1 , λ) and (x 2 , λ) are both solutions to (2.7).
Given a solution (x 0 , λ 0 ) to (2.7), we are interested in analyzing solutions to (2.7) in a neighborhood of (x 0 , λ 0 ) to determine whether or not it is a bifurcation point. One of the most useful tools for this is the Implicit Function Theorem 2.6. This theorem asserts that if
. Therefore, in order for a bifurcation to occur at (x 0 , λ), it follows that D x F (x 0 , λ 0 ) must not be invertible.
Liapunov-Schmidt Reduction.
The following discussion is taken from [18] . Let X, Λ and Z be Banach spaces and assume that U ⊂ X, V ⊂ Λ. For λ = λ 0 , we require that the mapping F : U × V → Z be a nonlinear Fredholm operator with respect to x; i.e. the linearization D x F (·, λ 0 ) of F (·, λ 0 ) : U → Z is a Fredholm operator. Assume that F also satisfies the following assumptions:
Given that D x F (x 0 , λ 0 ) has a one-dimensional kernel, there exists a projection operator P :
Similarly, one has the projection operator
). We will refer to the decomposition X 1 ⊕ X 2 and Y 1 ⊕ Y 2 induced by D x F (x 0 , λ 0 ) as the Liapunov decomposition, and we see that F (x, λ) = 0 if and only if the following two equations are satisfied
For any x ∈ X, we can write x = v + w, where v = P x and w = (I − P )x. Define G :
and U 1 , W 1 are neighborhoods such that
Then the definition of G(v, w, λ) implies that G(v 0 , w 0 , λ 0 ) = 0 and our choice of function spaces ensures that
is bijective. The Implicit Function Theorem 2.6 then implies that there exist neighborhoods U 2 ⊂ U 1 , W 2 ⊂ W 1 and V 2 ⊂ V 1 and a continuous function
Insertion of ψ(v, λ) into the second equation in (2.9) yields a finite-dimensional problem
We observe that finding solutions (v, λ) to (2.12) is equivalent to finding solutions to F (x, λ) = 0 in a neighborhood of (x 0 , λ 0 ). We will refer to the finite-dimensional problem (2.12) as the Liapunov-Schmidt reduction of (2.7). With additional assumptions on the operator F (x, λ) and another application of the Implicit Function Theorem, we may conclude that all solutions to (2.12) are of the form
Therefore, all solutions to (2.12) in a neighborhood of v 0 must satisfy
Given that ker(D x F (x 0 , λ 0 )) is spanned byv 0 , then we can write v = sv 0 + v 0 . Substituting this into (2.14) we obtain
This reduction provides the basis of the following theorem taken from [18] , which allows us to determine a unique solution curve through the point (x 0 , λ 0 ).
Then there is a continuously differentiable curve through (x 0 , λ 0 ). That is, there exists
such that
and all solutions of F (x, λ) = 0 in a neighborhood of (x 0 , λ 0 ) belong to the curve (2.17).
Proof. See [12] or [18] .
In order to demonstrate that a nonlinear operator F (x, λ) exhibits a bifurcation point and has non-unique solutions to F (x, λ) = 0, one constructs the solution curve in Theorem 2.8 through a point (x 0 , λ 0 ) where D x F (x 0 , λ 0 ) has a nontrivial, one-dimensional kernel. One then analyzes the coefficients in the Taylor expansion of this solution curve at the critical points (x 0 , λ 0 ) using additional results from bifurcation theory to determine if it has a "fold". We will not employ this approach in our paper, as the operator
is not amenable such techniques. (However, see our related work in [12] .)
Instead, we rely on additional regularity of our solution curve in (2.17).
In particular, we demonstrate that our solution curve is analytic in a neighborhood of 0. The far-from-CMC existence results (A.11) combined with the analyticity of our curve will allow us to conclude that λ(s) cannot vanish identically in a neighborhood of zero. This is the crux of our argument. To demonstrate the analyticity of our solution curve, we must show that the one-parameter family g λ defined above (1.7) is analytic in λ in a neighborhood of zero. This will allow us to conclude that the operator F ((φ, w), λ) in (1.7) is analytic in a neighborhood of the critical point ((1, 0), 0), and therefore that our solution curve is analytic by the Implicit Function Theorem. We first prove the existence of the analytic, one-parameter family g λ for closed, 3-dimensional manifolds M that admit a metric with positive scalar curvature.
Properties of the Scalar Curvature Operator. The scalar curvature operator
takes the form
, where U j is a given coordinate chart and g ∈ A s,p . The main objective of this section is to show that for a given manifold M which admits a metric of positive scalar curvature, that there exists an analytic one-parameter family of metrics (g λ ) on M that satisfies R(g λ ) = λ for λ ∈ (−δ, δ). This family of metrics is necessary for the construction of the one-parameter family of non-linear problems in (1.7).
Using the definition of R(g), we have the first preliminary result. Proof. We first note that the scalar curvature operator is a smooth operator [9] . Fix a metric g 0 ∈ A s,p . Then for any w ∈ A s,p , let h = w − g 0 . Then by Theorem A.5, the remainder term R n for the n-th order Taylor series about g 0 has the form 20) where D n is the n-th Frechet derivative of R and
denote a smooth partition of unity subordinate to the U i . Then we have that 22) where supp(χ j ) ⊂ U i j . In each chart U i j , we have that
In local coordinates,
and
This together with (2.21) implies the result.
We will also have need for the following theorem from [9] , which allows us to decompose S s,p 2 using the linearization of R at a non-flat metric g 0 ∈ A s,p . Recall that on a 3-dimensional manifold M, non-flat (non-vanishing curvature tensor) is synonymous with a non-vanishing Ricci tensor.
Theorem 2.10. Let g 0 be a non-flat metric in
Proof. See Theorem 1 in [9] .
We now recall that if a 3-dimensional compact manifold M admits a metric with positive scalar curvature, then any f ∈ C ∞ is the scalar curvature of some Riemannian metric g on M [17, 2] . Therefore, for a given λ ∈ R, the set of metrics g on M that satisfy R(g) = λ will be non-empty. Using this fact, Theorems 2.9 and 2.10 and the Implicit Function Theorem 2.6, we can now prove the following theorem, which allows us to conclude the existence of an analytic, one-parameter family of metrics g λ that satisfies R(g λ ) = λ. Theorem 2.11. Suppose that M is a closed 3-dimensional manifold that admits a metric with positive scalar curvature. Then for λ in a neighborhood of 0, there exists an analytic one-parameter family of metrics (g λ ) through g 0 such that R(g λ ) = λ.
Proof. Because M admits a metric with positive scalar curvature, it admits a non-flat metric g 0 with zero scalar curvature. Indeed, for some fixed t 0 ∈ (0, 1), one obtains the metric g 0 = t 0 h 0 + (1 − t 0 )h 1 by taking a convex combination of a metric h 0 with negative scalar curvature and a metric h 1 with positive scalar curvature. In general, the Ricci tensor of g 0 will be nonzero. If it is zero, by fixing h 0 and perturbing h 1 to obtain h 2 = h 1 + λh 3 , where h 3 is non-flat metric that does not lie in the kernel of the linearized Ricci operator, one obtains the metric g 1 = t 1 h 0 + (1 − [2, 17] for more details.
Because g 0 is non-flat, Theorem 2.10 implies S s,p
* ) and define the operator
Theorem 2.10 and the splitting results in [9] 
By construction, D h G(0, 0) is invertible and we may apply the Implicit Function Theorem in a neighborhood of g 0 . We conclude that there exists a neighborhood
s,p , we observe that R(g λ ) − λ = G(ψ(λ), λ) = 0, which implies that R(g λ ) = λ and R(g 0 ) = 0. By Theorem 2.9 and the Implicit Function Theorem 2.6 the curve g λ is analytic in the variable λ.
Remark 2.12. The fact that ψ(λ) is analytic in a neighborhood of 0 means that for λ sufficiently small,
Moreover, the sum 
MAIN RESULTS
Let M be a closed, 3-dimensional manifold which admits a metric with positive scalar curvature that also admits a non-flat metric g 0 ∈ A
s,p such that R(g 0 ) = 0. Let (g λ ) be the analytic curve of metrics determined in Theorem 2.11. Define the operator
where a w,λ = 1 8
(λ 2 σ + Lw) ab (λ 2 σ + Lw) ab , and where ∆ λ , D λ and L λ are induced by (g λ ). We view F ((φ, w), λ) as a nonlinear operator, where
and if F ((φ 0 , w 0 ), λ 0 ) = (0, 0), then (φ 0 , w 0 ) solves (1.7) when λ = λ 0 . Clearly we have that F ((1, 0) , 0) = 0. Moreover, we will show that kerD X F ((1, 0) , 0) is one-dimensional. We can then use Theorem 2.8 to parametrize a solution curve ((φ(s), w(s)), λ(s)) through ((1, 0) , 0). The first of our two main results in this paper characterizes the behavior of solutions on this curve in a neighborhood of ((1, 0) , 0). , such that for each λ ∈ (−δ, δ), R(g λ ) = λ and g λ has no conformal Killing fields. Suppose that
is freely specified, and using this data and the one-parameter family g λ , define F ((φ, w), λ) as in (3.1) . Then at least one of the following two possibilities must occur:
(1) There exists a δ 0 ∈ (0, δ) such that for all λ ∈ (0, δ 0 ) there exists (φ 1,λ , w 1,λ ) and
Combining Theorem 2.10 and Theorem 3.1, we obtain our second main result. . Let
be freely specified data for the CTT formulation of the constraints (1.7). Then in any neighborhood U of g 0 there exists a metric g ∈ A s,p and a λ > 0 such that at least one the following must hold: • R(g) = λ and solutions to the CTT formulation of the Einstein Constraints with specified data (g, λ 2 τ, λ 2 σ, λ 2 ρ, λ 2 j) are non-unique • R(g) = −λ and there exists a solution to CTT formulation of the Einstein Constraints with specified data (g, λ 2 τ, λ 2 σ, λ 2 ρ, λ 2 j). 
Thus, in any neighborhood of a metric with zero scalar curvature and no conformal Killing fields, either there exists a Yamabe positive metric for which solutions to the CTT formulation are non-unique or there exists a Yamabe negative metric for which far-from-CMC solutions to the CTT formulation exist.

Remark 3.3. An important point of Theorem 3.2 is that the function τ is an arbitrary, continuously differentiable function. Therefore this function is allowed to have zeroes and is free of any near-CMC conditions.
Remark 3.4. Here we do not prove the existence of manifolds
PROPERTIES OF F ((φ, w), λ)
In this section we discuss some key properties of the operator F ((φ, w), λ) introduced in (3.1). Our general strategy to prove the main results in Section 3 will be to apply a Liapunov-Schmidt reduction to this operator. In order to apply this reduction, we seek a point ((φ 0 , w 0 ), λ 0 ) for which the linearization D X F ((φ 0 , w 0 ), λ 0 ) has a nontrivial kernel, where X = (φ, w).
In the following discussion, we assume that M is a closed, 3-dimensional manifold that admits an analytic, one-parameter family of metrics satisfying R(g λ ) = λ for λ ∈ (−δ, δ). Additionally assume that each g λ has no conformal Killing fields and
. Assuming that (τ, σ, ρ, j) is given data for the conformal formulation, we may define the operator F ((φ, w), λ) as in (3.1) and we have the following result:
Proposition 4.1. Let F ((φ, w), λ) be the nonlinear operator defined in (5.1). Then the following holds:
where ∆ and L are the Laplace-Beltrami operator and the negative divergence of the conformal Killing operator induced by g 0 .
Proof. This follows from the fact that the Gauteaux derivative and Frechet derivative coincide in a neighborhood of ((1, 0), 0). Therefore, for (φ, w) satisfying 0) , 0) t to obtain (4.1). Given that g 0 has no conformal Killing fields, it is clear that the kernel of (4.1) is spanned by 1 0 .
Remark 4.2. Clearly the operator D X F ((1, 0), 0) is a self-adjoint operator. Therefore, Proposition 4.1 also implies that ker((D
We will also require that the operator F ((φ, w), λ) have certain regularity properties in a neighborhood of the point ((1, 0) , 0). For this we have the following proposition: Proposition 4.3. In a neighborhood of ((1, 0), 0), the nonlinear operator F ((φ, w), λ) is an analytic operator between the spaces
Proof. Writing out F ((φ, w), λ) on a given chart element U j , the Hamiltonian constraint, which we will denote by F 1 ((φ, w), λ), takes the form
, that are formed from sums and products of the first and second derivatives of the components of g λ with respect to the spatial coordinate functions x i . See Proposition A.9 for details. Given that the g λ are analytic in λ ∈ (−δ, δ), Remark 2.12 and Proposition A.8 imply that these functions are also analytic for λ ∈ (−δ, δ). Similarly, the momentum constraint F 2 ((φ, w), λ) takes the form δ) ) and are analytic with respect to λ ∈ (−δ, δ). See Proposition A.10 for further discussion.
Expanding f ab 1 , ..., f a 7 about λ = 0 and (φ + 1) 5 , (φ + 1) −7 , (φ + 1) −3 about φ = 0, we obtain the following power series representation for the Hamiltonian constraint for ((φ, w), λ) in a neighborhood of ((1, 0), 0):
Similarly, by expanding out h
6 about φ = 0, we obtain a power series representation of the momentum constraint for ((φ, w), λ) in a neighborhood of ((1, 0), 0):
The regularity of the coefficients f 1 , · · · , f 7 , Proposition A.8, Remark 2.12 and the fact that φ ∈ C 2,α imply that the series in (4.4) converges to F 1 ((φ, w), λ) in C 0,α (M) for |φ| < 1 and |λ| < δ. Similarly, the series in (4.5) converges to F 2 ((φ, w), λ) in C 0,α (T M) for |φ| < 1 and |λ| < δ. Let h = ((φ, w), λ), x 0 = ((1, 0), 0). We can rewrite the power series representations of F 1 and F 2 in Eqs. (4.4) and (4.5) to express F ((φ + 1, w), λ) = F (x 0 + h) as a power series of multilinear operators. For a given multi-index
to be the resulting operator obtained by partially differentiating the power series representations of F 1 (x 0 +h) and F 2 (x 0 +h) with respect to the multi-index α = (α 1 , α 2 , α 3 ), where we differentiate α 1 times with respect to φ, α 2 times with respect to w, and α 3 times with respect to λ. Here D α F i (x 0 +h)| h=0 is an α 1 -multilinear operator on C 2,α , an α 2 -multilinear operator on C 2,α (T M), and an α 3 -multilinear operator on R. Then by a slight abuse of notation, we may succinctly write
α 1 times α 2 times α 3 times
We then define a k-linear operator for h ∈ C 2,α × C 2,α (T M) × R by letting
where the sums are over all three-tuples (α 1 , α 2 , α 3 ) such that α i ≥ 0. Then by Eqs. (4.4)-(4.5) we have that on each chart element U j ,
This follows since the expression M k (x 0 )h k is obtained by grouping all terms of combined order k in φ, w and λ in Eqs. (4.4)-(4.5). We may rearrange the series representations of F 1 (x 0 + h) and F 2 (x 0 + h) given that the series in Eqs. (4.4)-(4.5) converge absolutely in the sense of (2.6) for |λ| < δ and the power series expansions involving (φ + 1) −7 , (φ + 1) −3 converge uniformly for |φ| < 1. See Proposition A.8 for details. By the same reasoning, we also have that on each U j the series representation (4.8) will converge absolutely in the sense of (2.6). By a partition of unity argument, we can conclude that the operator F ((φ, w), λ) is an analytic operator if |φ| < 1 and |λ| < δ.
PROOF OF MAIN RESULTS
In this section we will parametrize solutions to F ((φ, w), λ) = 0 in a neighborhood of ((1, 0) , 0), where we recall that
where a w,λ =
is specified data and g λ is a one-parameter family of metrics defining the operators ∆ λ , L λ and D λ . Our approach is to apply the Liapunov-Schmidt reduction in Section 2.3.1 to (5.1) to determine an explicit solution curve through the point ((1, 0) , 0). The analyticity of F ((φ, w), λ) and g λ will imply that this solution curve is analytic in its parametrizing variable. This result along with the preexisting far-from-CMC solution theory established in [13, 14] will imply the results in Section 3.
Proof of Theorem 3.1. Let g λ be the one-parameter family of metrics defined in Theorem 3.
for the conformal equations, we then define an associated one-parameter family of nonlinear operators F ((φ, w), λ) as in (5.1). By Proposition 4.1 we know that kerD X F ((1, 0), 0) takes the form
where
3)
For justification that we can decompose X and Y in the manner described above, see the appendix of [12] .
Let P : X → X 1 and Q : Y → Y 2 be projection operators defined usingv 0 . Then by writing φ w = P φ w
where v ∈ X 1 and y ∈ X 2 , the Implicit Function Theorem 2.6 applied to 6) implies that solutions to F ((φ, w), λ) = 0 satisfy
in a neighborhood of ((1, 0), 0), where y = ψ(v, λ) in this neighborhood and where (0, 0) = ψ ((1, 0) , 0). 0) , 0)), and we can apply Theorem 2.8 to conclude there exists a δ > 0 such that all solutions to F ((φ, w), λ) = 0 in a neighborhood of ((1, 0) , 0) are parametrized by s ∈ (−δ, δ) in the following way: in a neighborhood of (1, 0) , and is obtained by applying the Implicit Function Theorem 2.6 to the operator QF (v+ψ(v, λ), λ), which is analytic in a neighborhood of ((1, 0) , 0). We write v = (s + 1)v 0 given that X 1 is 1-dimensional.
By Proposition
Now we observe that if we choose λ sufficiently small so that the size conditions in the positive Yamabe far-from-CMC results in Theorem A.11 are satisfied, then for any λ > 0 sufficiently small, solutions to F ((φ, w), λ) = 0 will exist. Therefore, after possibly shrinking the intervals (−δ, δ) and (−ǫ, ǫ), there must exist an s ∈ (−δ, δ) such that λ(s) = γ(sv 0 +v 0 ) = λ for each λ ∈ (0, ǫ). Now we summarize the properties of the function λ(s).
• λ(s) is analytic on the interval (−δ, δ).
• For any λ ∈ (0, ǫ), there exists an s ∈ (−δ, δ) so that λ(s) = λ.
• λ(0) = 0.
The first two properties tell us that the interval s ∈ (−δ, δ) cannot contain a set of zeros of λ(s) with a limit point in (−δ, δ). In particular, we conclude that λ(s) cannot vanish on any subinterval I ⊂ (−δ, δ). Therefore, one of following two possibilities must occur:
(1) There exists λ ∈ (0, ǫ) and
(2) There exists λ ∈ (−ǫ, 0) and s 0 ∈ (−δ, δ) such that λ(s 0 ) = λ.
If (2) occurs, then If (1) holds, then both
satisfy F ((φ i , w i ), λ) = 0 for i ∈ {1, 2}. We showed in [12] that the operator
The argument there followed by differentiating f (s) with respect to s and showing thaṫ f (0) = 0, which we can conclude from Proposition A.6. This fact ensures that for s in a small neighborhood of 0, the solutions (φ 1 , w 1 ) and (φ 2 , w 2 ) will be distinct. This completes the proof of Theorem 3.1.
Proof of Theorem 3.2.
If M admits a metric with positive scalar curvature and a scalar flat metric g 0 with no conformal Killing fields, we can apply Theorem 2.11 to conclude that there exists a one-parameter family of metrics g λ through g 0 such that R(g λ ) = λ. Moreover, since the set of metrics with no conformal Killing fields is an open dense set, for λ sufficiently small the metrics g λ will have no conformal Killing fields. See [5] for details. We can therefore apply Theorem 3.1 to conclude our result.
CONCLUSION
For a given closed, 3-dimensional manifold M that admits a metric with positive scalar curvature we showed in Section 2.4 that there exists an analytic, one-parameter family of metrics g λ that satisfies R(g λ ) = λ. By adding the extra assumption that M also admitted a metric g 0 with zero scalar curvature and no conformal Killing fields, we were able to obtain an analytic family g λ through g 0 with no conformal Killing fields that satisfied R(g λ ) = λ. Using this one-parameter family and given data (τ, σ, ρ, j) for the conformal equations, in Section 3 we constructed a nonlinear operator
ab , where solutions to F ((φ, w), λ) = 0 satisfy the conformal equations with given data (g λ , λ 2 τ, λ 2 σ, λ 2 ρ, λ 2 j). In Section 4, we then showed that the nonlinear operator (6.1) was analytic, and in section 5 we parametrized solutions to the nonlinear problem F ((φ, w), λ) = 0 in a neighborhood of ((1, 0) , 0).
The analyticity of F ((φ, w), λ) implied that our parametrized solution curve
3) was analytic for s ∈ (−δ, δ). Using the analyticity of the solution curve (6.2) and the preexisting far-from-CMC solution theory from [13, 14] , we were then able to conclude that one of the following two must possibilities must hold:
(1) There exists λ 0 ∈ (0, ǫ) and
(2) There exists λ 0 ∈ (−ǫ, 0) and s 0 ∈ (−δ, δ) such that λ(s 0 ) = λ 0 . These two possibilities and Theorem 2.11 implied the conclusions of Theorem 3.1 and Theorem 3.2, the two main results of our paper. Namely, we concluded that either the positive Yamabe, far-from-CMC solutions to the constraint equations must be nonunique, or that negative Yamabe, far-from-CMC solutions exist for this class of manifolds.
While this article does not provide specific criteria for when positive Yamabe, far-from CMC solutions are non-unique and when negative Yamabe, far-from-CMC solutions exist, it does show that one of these two possibilities must hold for this manifold class. Given that both of these aspects of the far-from-CMC solution theory are completely unresolved, these results further extend our understanding of the conformal method, and also provide some new analytical tools for obtaining additional results in this direction.
In an effort to push this line of research further, we are currently working on a concrete way to distinguish between the cases above. Our analysis lies in whether the first non-zero term in the Taylor expansion of λ(s) even or odd. That is, if λ(s) is of the form
then negative Yamabe, far-from-CMC solutions exist for this class of metrics. On the other hand, if
then the positive Yamabe, far-from-CMC solutions determined in [13, 14] are non-unique. In order to determine which form λ(s) has, one needs to express Another interesting oberservation that can be made from our results is that in Theorems 3.1-3.2, no distinction is made between the near-CMC and far-from-CMC cases. We simply don't assume that the near-CMC conditions hold. Given that solutions to the conformal equations are unique in the near-CMC case, we must have that solutions to the nonlinear problem F ((φ, w), λ) = 0 are unique in the event that the specified data τ satisfies the near-CMC assumption. Therefore, in the near-CMC case, the near-CMC solution theory forces us into the case that negative Yamabe solutions exist. As we have mentioned, the uniqueness and properties of the solution curve ((φ(s), w(s)), λ(s)) depend in large part on the first non-zero coefficient in the Taylor expansion of λ(s), which depends on the value of the operator F ((φ, w), λ) and its derivatives with respect to φ, w and λ at ((1, 0), 0). As τ does not depend on these parameters, in this case we would not expect that there should be a connection between the uniqueness properties of solutions to F ((φ, w), λ) = 0 and the prescribed data τ . This strongly suggests that the solution properties of the nonlinear problem F ((φ, w), λ) = 0 in a neighborhood of ((1, 0), 0) should be the same in the near-CMC and far-from-CMC cases. This line of reasoning suggests that negative Yamabe, far-from-CMC solutions exist for τ ∈ C 1 (M). However, this is merely speculation and a rigorous analysis of the solution curves of F ((φ, w), λ) = 0 needs to be done as τ varies from from a function satisfying the near-CMC condition to one not satisfying the near-CMC assumption. APPENDIX A. SOME SUPPORTING RESULTS A.1. Sobolev and Hölder norms on M. Fix a smooth background metric g ab and let v a 1 ,··· ,ar b 1 ,··· ,bs be a tensor of type r + s. Then at a given point x ∈ M, we define its magnitude to be
where the indices of v are raised and lowered with respect to g ab . We then define the Banach space of k-differentiable functions C k (M × R) with norm · k to be those functions u satisfying
where D is the covariant derivative associated with g ab . Similarly, we define the space C k (T r s M) of k-times differentiable (r, s) tensor fields to be those tensors v satisfying v k < ∞.
Given two points x, y ∈ M, we define d(x, y) to be the geodesic distance between them. Let α ∈ (0, 1). Then we may define the C 0,α Hölder seminorm for a scalar-valued function u to be
Using parallel transport, this definition can be extended to (r, s)-tensors v to obtain the C k,α seminorm [u] k,α [2] . This leads us to the following definition of the
for scalar-valued functions, and we may define the C k,α (T r s M) Hölder norm for (r, s) tensors in a similar fashion.
Finally, we also make use in the article of the Sobolev spaces
where we assume k ∈ N and p ≥ 1. If dV g denotes the volume form associated with g ab , then the L p norm of an (r, s) tensor is defined to be
We can then define the Banach space
The above norms are independent of the background metric chosen. Indeed, given any two metrics g ab andĝ ab , one can show that the norms induced by the two metrics are equivalent. For example, if D andD are the derivatives induced by g ab andĝ ab respectively, then there exist constants C 1 and C 2 such that
where · k,g denotes the C k (M) norm with respect to g. This holds for the W k,p and C k,α norms as well. We also note that the above norms are related through the Sobolev embedding theorem. In particular, the spaces C k,α and W l,p are related in the sense that if n is the dimension of M and u ∈ W l,p and [2, 3, 11, 21] for a complete discussion of the Sobolev embedding Theorem, Banach spaces on manifolds, and the above norms, and also [14] for a numbmer of related results specifically for the constraint equations.
A.2. Banach Calculus and Taylor's Theorem. Here we give a brief overview of some basic tools from functional analysis. The following results are presented without proof and are taken from [25] ; see also [22] . We begin with some notation.
Suppose that X and Y are Banach spaces and U ⊂ X is a neighborhood of 0. For a given map f : U ⊂ X → Y , we say that
We write L(X, Y ) for the class of continuous linear maps between the Banach spaces X and Y . F-differentiable at (x, y) . Then the partial F-derivatives f x and f y exist at (x, y) and they satisfy (A.3). Moreover, if f x and f y both exist and are continuous in a neighborhood of (x, y) then f ′ (x, y) exists as an F-derivative and (A.3) holds.
A.2.1. Taylor's Theorem. As we have mentioned, the n-th order Fréchet derivative of a given operator f : X → Y between Banach spaces in a n-multilinear operator. For a given x 0 ∈ X, define f (n) (x 0 )h n = f (n) (x 0 )(h, · · · , h ) (A.4) n times
Using this notation, we can state the following generalization of Taylor's Theorem for operators between Banach spaces. See [25, 22] for a proof and more details. A.3. Additional Bifurcation Theory. In this section we present without proof, some additional results from [18] which are relevant to our discussion. Proposition A.6 presents some useful properties of the maps Φ(v, λ), ψ(v, λ) and γ(v) defined in the (2.12), (2.11) and (2.13) in Section 2.3.1. and each of these operators has the same order of differentiability as F (x, λ).
Once we've obtained a unique solution curve (x(s), λ(s)) through (x 0 , λ 0 ), we analyzë λ(0) (where˙= d ds ) to determine additional information about the solution curve. In particular, we can determine whether or not a saddle node bifurcation or fold occurs at (x 0 , λ 0 ). This type of bifurcation occurs when the solution curve {x(s), λ(s)} has a turning point at (x 0 , λ 0 ). The next proposition, also taken from [18] , provides us with a method to determine information aboutλ(0). In particular, an application of the projection operator Q defined in (2.9) to (A.9) yields The significance of Proposition A.7 is that it gives explicit conditions that allow us to determine whether or notλ(0) is nonzero. Heuristically, the fact thatλ(0) = 0 means that λ(s) has a turning point at s = 0. This means that the graph of {x(s), λ(s)} looks like a parabola and that a "fold" or saddle node bifurcation occurs at s = 0 (cf. [18] ).
A.4. Local Representation of Conformal Equations. Here we determine the local representation of the Hamiltionian and momentum constraints in the one-parameter family (1.7) analyzed in this paper. Throughout this discussion, suppose that g λ ⊂ A s,p (s > 2 + 3/p) is the one-parameter family of metrics, analytic in λ, that is defined in Theorem 3.1. Let ∆ λ , L λ and D λ be the associated Laplace-Beltrami, conformal Killing, and covariant derivative operators. We begin with the following proposition, which describes the local representation of the one-parameter family of metrics g λ = g(x, λ). analytic then follows from Proposition A.8 and and the fact that f ab 1 , · · · , f a 7 are formed from sums, products, and coordinate derivatives of the metric.
We have a similar result concerning the local representation of the family of momentum constraint equations given in (3.1).
