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Multicriteria de Novo programming is a promising tool for optimal system 
design. However, there exist no algorithms for solving a general multicriteria de 
Novo program. Only special cases have been discussed. This paper proposes a two- 
step fuzzy approach based on the ideal and negative ideal solutions. It is shown that 
this approach is very etlicient and is applicable to the general multicriteria de Novo 
programming. The fuzzy version of this problem is also formulated and analyzed. 
Numerical examples are given to illustrate the approaches, 0 1990 Academic 
Press. Inc. 
1. INTRODUCTION 
Decision problems with multiple criteria have been studied by many 
researchers. Most of these investigations concentrated on the optimization 
of a given system, while de Novo programming deals with the design of an 
optimal system. In general, a de Novo program with multiple objectives 
can be formulated as [S] 
max Z, = t C,X,, 
j=l 
k = 1, 2, . . . . I, 
min W, = i C,Xj, s = 1, 2, . ..) r, 
j= 1 
subject o: (Pl) 
n 
1 avXj-bi<O, 
j=l 
m 
1 pibi=B 
j=l 
Xj20, 
i = 1, 2, . . . . m, 
j= 1, 2, . ..) n, 
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where Xj, bi are decision variables for projects and resources respectively, 
pi, represents the price of resources i, and B is the total available budget. 
Note that CT= I piaij = Ai represents the unit cost of product j. Using A,, 
problem (Pl) can be reformulated as 
max Z,= i C,X,, k = 1, 2, . . . . I, 
j=l 
min W,= t C,Xj, s = 1) 2, .*., Y, 
j= I 
subject o: W) 
i A,X,=B 
j=l 
xj 2 O9 j = 1, 2, . . . . n. 
If we maximize each of the objectives Z,, Z,, . . . . Z, or minimize each of the 
objectives W, , W,, . . . . W, independently and subject to the given con- 
straint, we obtain the ideal solution: 0* = (Z:, . . . . Z,? W:, . . . . W,?). This 
ideal solution 0* is generally infeasible. Thus, a nondominated feasible 
solution is needed. 
In the special case where the number of decision variables is equal to the 
number of decision criteria, this nondominated feasible solution can be 
obtained by solving a set of linear algebraic equations [7]. However, there 
exist no algorithms to solve the general de Novo programming problem. 
In this paper, the general de Novo programming problem is approached 
based on the fuzzy methodology. Furthermore, a fuzzy de Novo program- 
ming is also formulated and solved. This fuzzy approach is more flexible 
than the standard one in treating both the constraints and the objectives. 
Numerical examples are given to illustrate the approach. 
2. FUZZY APPROACH TO DE Novo PROGRAMMING 
Consider the general model of de Novo programming, (Pl ). Because 
only one budgetary constraint is involved, the optimal solutions with 
respect o each objective function can be obtained simply by finding 
Vk = 1, 2, . . . . 1: 
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then 
for j=j*, 
otherwise 
with 
for objectives Z, and 
Vs = 1, 2, . . . . r: 
(1) 
then 
I 
B 
i 
f pia,y, for j=j*, 
X;= j=l 
0, otherwise, 
with 
w,*= i c,x; (2) 
j= 1 
for objectives W,. The so-called ideal solution in compromise program- 
ming is given by 0* = (Z:, Zz, . . . . Zy, WT, . . . . WF). Obviously, this ideal 
solution is not a feasible solution for the current budget, but it shows the 
inherent goals for the multicriterion system design. 
Similarly, we can define the negative ideal solution and denote it by 
0 - = (Z;, Z;, . . . . Z; ; W;, W;, . . . . W; ). The negative ideal solution 
shows the worst possible performances of an admissible system design and 
Z; and W; are considered as the tolerance limits for each objective, 
respectively, and are obtained by: 
Vk= 1, 2, . . . . 1: 
100 
then 
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i 
B f Piao, for j=j-, 
xij = i= 1 
0, otherwise, 
with 
for Z, and 
z, = i CkjXG 
j=l 
(3) 
with 
I 
B i f Piau, for j=j- xs; = j= 1 
0, otherwise, 
ws- = i c, q; (4) 
j=l 
for W,. With reference to both ideal and negative ideal solutions, we 
redefine the required set of membership functions as follows: 
Vk = 1, 2, . ..) I: 
z, <z,<z,* 
and 
t/s = 1, 2, ..,) r: 
(Pl) 
I 
1 w,< w,* 
Pmr(W,) = 
w,- - w, 
w,-- w,*’ w,*< w,< w,- W) 
0 w*> w;. 
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These functions indicate the degree of satisfaction related to the selection 
reference points for each objective. We only need to maximize the overall 
satisfaction of the system design. Using these membership functions, 
problem (Pl) is transformed to [IS]: 
(z,* - z;), k = 1, 2, . . . . 1, 
( 
n 
1” < W, - 1 aqXj ( w*- - w.: )T s = 1, 2, . ..) r, (P3) 
j= 1 
i A,X,=B 
j=l 
;1 E [O, l], xj 3 Ov j= 1, 2, . ..) n. 
Because the “min” operator used in (P3) represents a “fuzzy and” which 
is compensatory, the solution given by (P3) may not be an efficient solu- 
tion. A nonefficient solution is less attractive to the decision maker. Several 
other operators have been suggested in the literature [3,9, lo]. All of them 
are fairly limited either due to nonefftcient solutions or due to the fact that 
the resulting models become nonlinear. 
We propose a two-step approach to solve this problem. This is a fairly 
natural approach which guarantees a nondominated system design. First, 
solve problem (P3) with noncompnesatory operator “min” to obtain the 
optimal value of A related to the logical “fuzzy and.” Then, formulate the 
following new problem (P4) with fully compensatory operator “C” to 
obtain the optimal arithmetic mean of all the membership values restricted 
by ll;>,A, Vi= 1, . . . . I+r: 
subject o: 
/IQ&< i c,x,-z; 
( v/t - z, 1, k = 1, 2, . . . . I, j=l 
(P4) 
(W*--W,“), s = 1, 2, . . . . r, 
j=l 
ik, llfE [O, 11, Xj209 j = 1) 2, . ..) n. 
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In a broad sense, this arithmetic mean value X represents the logical “fuzzy 
or.” The solution obtained from (P4) is efficient and the proof is obvious. 
To illustrate the approach, consider the same numerical example given in 
Zeleney [ 73 : 
EXAMPLE 1 
max Z, = 50x, + 100x, + 17.5~~ 
Z,=92x1+75x,+50x, 
Z,=25x,+lOOx,+75x, 
subject o: 
12x1+ 17x, Q 6, 
3x, + 9x, + 8x, d b2 
10x, + 13x, + 15x, <b, 
6x, + 16x, d b4 
12x2+7x, < bS 
9.5.~~ +9.5x, +4x, <b, 
0.75b, + 0.6b, + 0.35b, + 0.56, + 1.15b, + 0.65b, = 4658.75, 
which is equivalent to 
max Z= (Z,, Z,, Z,) 
subject o: 
23.475~~ + 42.675~~ + 28.7x, = 4658.75. 
using equations (l)-(4) we obtained the following ideal and negative ideal 
solutions: 
Zf = 10916.813, for xi = 0, x2 = 109.16813, x3 = 0; 
Z: = 18257.933, for xi = 198.4558, x2 = 0, xg = 0; 
Z: = 12174.433, for xi = 0, x2 = 0, x3 = 162.32578; 
Z; = 2840.7012, for x, = 0, x2 = 0, x3 = 162.32578; 
Z; = 8116.289, for xi = 0, x2 = 0, x3 = 162.32578; 
Z, = 2729.2033, for x, = 109.16813, x2 = 0, x3 = 0. 
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Using the notation introduced, we have 0* = (10916.813, 18257.933, 
12174.433) and O- = (2840.7012, 8116.289, 2729.2033). Based on these 
reference points, we can obtain the following set of membership functions 
by using equations (pl) and (p2). 
am, = (50x, + 100x, + 17.5x, - 2840.7012)/8076.1118, 
/L,(z,) = (92x, +75x, + 50x, - 8116.289)/10141.644, 
Pan = (25x, + 100x, + 75x, -2729.2033)/9445.2297. 
The original problem can thus be further transformed into 
max A 
subject o: 
It G PLi, tzi), i= 1, 2, 3, 
23.475~~ + 42.675~~ + 28.7x, = 4658.75, 
2 E F-4 1 I, x1rq,x3>0, 
which yields A = 0.56 and x = (111.43, 7.60, 59.89). Thus the optimal system 
design is: Z = (7379.13, 13815.46, 8037.02) with b = (1466.35, 881.80, 
2111.44, 1626.81, 510.42, 1370.34). It is easy to show that this solution is 
efficient. 
To illustrate the fact that the operator “min” is noncompensatory, let us 
consider the following example: 
EXAMPLE 2. 
max Z, = 2x, - 5x, + 7x, = xq 
z,=4x,+x,+3x,+11x, 
Z,=~X,+~X,+X,+~X, 
min IV, = 1.5x, + 2x2 + 0.3x, + 3x4 
w, = 0.5x, + x* + 0.73x, + 2x, 
subject o: 
3x, + 4.5x2 + 1.5x, + 7.5x, = 150 
x1,x2,x3,xl>o. 
The ideal solution is 0* = (700, 300,450; 30,250 and the negative ideal 
solution is O- = (20, 33.33,40; 75,70). The corresponding program to (P3) 
is 
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max 1 
subject to: 
2 d & (2x, + 5x, + 7x, + xq - 20) 
A< & (4x, + x2 + 3x, + 1 lx, - 33.33), 
~<~(OX,+~X,+X,+~X,-40), 
i 6 & (75 - 1.5x, - 2x, -0.3x, - 3x,), 
A d & (70 -0.5x, -x2 - 0.7x, - 2x,), 
3x, +4.5x, + 1.5x, + 7.5x, = 150, 
JE co, 11, XI, x2, x3, x,20. 
Using Lindo or Macrosolve computer programs, we obtained the following 
solution: A=min (0.55, 0.74, 0.5, 0.5, 0.5)=0.5)=0.5 and x=(20.71, 3.51, 
48.05, 0). Thus the system performance is Z= (395.32, 230.52, 245.00; 52.5, 
47.5). On the other hand, the corresponding program to (p4) is 
max A, +A,+&+i,+A, 
subject o: 
0.5 <A, d & (4x, + x2 + 3x, + 1 lx, - 33.33), 
0.5 d 23 6 -& (9x, + 3x, + x3 + 2x, - 40), 
0.5 < 1, < & (75 - 1.5x, - 2x, -0.3x3 - 3x,), 
0.5 < A, <A (70 - 0.5x, -x2 -0.7x3 - 2x,), 
3x, +4.5x2 + 1.5x3 + 7.5x, = 150 
AECO, 11,x1,x*,x~,-Ll~o, 
which yields I = (0.56, 0.81, 0.57; 0.50, 0.50) and X= (25.00, 0, 50.00, 0). 
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The optimal system performance is Z= (400.00, 250.00, 275.00; 52.50, 
47.50). 
Comparing the above results, it is clear that program (P3) gives only a 
nonefficient solution in which the system performance is either equal to or 
dominated by the ones given by program (P4). 
3. FUZZY DE Novo PROGRAMMING [2] 
Standard de Novo pogramming, like other traditional linear or non- 
linear multipbjective programs, requires a precisely known data structure. 
In the real world, however, it is often difficult to determine the coeflicients 
of the variables precisely. To make standard de Novo programming more 
flexible, we introduce a fuzzy environment into the general model of the 
Novo programming such that 
max 2, = i z’,X,, k = 1, 2, . . . . I, 
j= I 
” 
min IVs= C z’,X,, s = 1) 2, . ..) r, 
/=I 
subject o iti 6i,X,-b,d0, i= 1,2, . . . . m, (P5) 
f dibi=B 
i= I 
Xjk”, j = 1) 2, . ..) n, 
where parameters c,, ii,, P,, B are fuzzy numbers on R characterized by 
their membership functions PQ,, pay, pp,, pLg, respectively. 
Let (X), be a solution of (P5), where GLE [0, l] represents the degree of 
possibility to which the solution satisfies the problem. We have 
a =min Poss(2,) IVk= 1, 2, . . . . 1, Poss( m.Y) It’s= 1, 2, . . . . r, 
Poss t i P,n,x, =B 
( 
) 
i=l j=l >I 
where Poss denotes possibility, and 
Vk = 1, 2, . . . . I: 
Poss(z,)=min pc,(C,) 1 Vj= 1,2, . . . . n, Z,=C C,X, , 
J 
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V’s = 1, 2, . . . . r: 
Poss( FFS) = min 
i 
pcS,( C,) 1 Vj = 1, 2, . . . . n, W, = 1 C,X, , 
j I 
and 
Poss ( 5 i PidijXj= 8) 
i=l ,=I 
= sup min P~,(PJ, ~~,(a~), PB@) 
[Vi= 1, 2, . . . . m, j= 1, 2, . . . . n, 1 c P,a,X,= B . 
i j 
As shown in [ 1,2], if the decision maker can specify a type of interval 
[v, W’) for parameters c, and B, and a type of interval (Q’, Q*] for 
parameters 6, and pi, where superscript 0 means “risk free” and super- 
script 1 means “impossible,” then referring to the definition of CI, the 
original formulation of program (P5) can be transformed to 
max (pk),= i P$(cO xjf k = 1, 2, . . . . I, 
j= I 
min (tt,L= i ~$:(a)x,, s = 1, 2, . . . . r, WI 
j= I 
subject o 5 i ~fi;‘(~)Xj=~gl(~) 
i=l j=1 
CIE [O, l], Xj>O, j = 1, 2, . . . . n, 
where (T,),, (KS), are the or-cuts of 2, and @‘,, defined by 
@d,= {ZkER I PZJZkD4 k = 1, 2, . . . . I, 
(ma= {WsER I Pa(WJaal1 I s = 1, 2, . . . . r, 
and 
pg (a) = CEj - a(chj - CEj), 
p$a) = cij+a(c$- Cij), 
pg’(a)=P;+c((P;-Pf), 
pa;’ (a) = ai. + a(ai. - at), 
pi1 (a) = b” - a(b’ - 6’). 
k= 1, 2, . . . . 1, j= 1, 2, . . . . n, 
s = 1, 2, . . . . r, j = 1, 2, . . . . n, 
i = 1, 2, . . . . m 
i = 1, . . . . m, j = 1, 2, . . . . n 
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For a given a E (0, 11, the ideal solution 0* and the negative ideal 
solution 0 can be found from the following procedures: 
tlk = 1, . . . . I: 
Pj%) for j=jk**, 
X$= 
0, otherwise, 
and 
Vs = 1, 2, . . . . r: 
Pg%) for j=j,*, 
X$= 
0, otherwise, 
and 
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j, = j E (1, 2, . ..) 
1 
PLg%) 
I 
i P~,%)P~,,y~h for j = j,,- , 
xs; = I= 1 
0, otherwise, 
cm,= i P+)x,. 
j= 1 
As has been discussed previously, problem (P6) can be solved in two steps. 
The first step is to solve the problem: 
max (9, 
subject o 
GM ( i Pg; (a) x,- ac), af),* - (Z,), 1, k = 1, 2, . . . . 1 
J=I 
k$(‘,xJ ((@S), -@S,,*,, s=l,2 ,..., r, (P7) 
tl)ct E Co, l], xj 3 O, j = 1) 2, . ..) n. 
The second step is to solve the problem 
max & ‘< (X,)cf 
I- I 
subject o: 
Cx)ct 6 lx,), = ( i Pi;,’ (Co xj- ((zk)L)/(tzk): - tzk)i 19 
j= 1 
k = 1, . . . . 1 
(‘), G (‘S), = 
( 
(r;t,), - i: &;‘(‘) + m.S,, - ( w.S,,*,? s = 1, . . . . r, 
s = 1 
W3) 
(Xk)x, (x.s), E Co, l Iv xj 2 O, j = 1, . . . . n. 
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The advantage of this approach is that the decision maker is allowed to 
participate in the decision process by choosing his appropriate membership 
grade based on the risk factor he is willing to take. The following example 
illustrates the approach. 
EXAMPLE 3. 
max 2, = [2’, 5l) X, + 12X,, 
P*=3X,+[1°,3’)X,, 
min a,=X,+(11,40]X,, 
&=2X,+(2’,3O]X,, 
subject o ((0.5l, 2’]+ 2) X, + ((0.5’, 2’1, (l’, 4’) + (2’, 3’1) X, 
= [200°, 250’), X,, X2, X3 >/ 0. 
The parameters can be expressed by means of their membership functions 
for a given c( as: 
,uj$ (a) = 5 - 3a, p&i (a) = 12, p,d(a)=4, pFz:(a)=4-2a 
pu;,’ (Co = 1, pa;,’ (a) = 1 + 3a, p,,‘(a)=2, pLq:(a)=2+a, 
p;,‘(a)=O.5+ 1.5a, pFz’(a)= 1, pi1 (a) = 250 - 50a. 
Then the problem can be rewritten as 
max (2,), = (5 - 3a) X, + 12X, 
(2,), =4X, + (3 - 201) X,, 
min (@I)a=X1+(1+3a)X, 
(P&=2X1+(2+a)X, 
subject to: (2.5 + 1.5a) X, + (2.5 + 4a + 4.5a2) X2 = 250 - 50a 
a E CO, 1 I, X, , X2 2 0. 
To illustrate the approach, let a = 0.8, then Example 3 is reduced to a 
standard de Novo problem. The optimal solution becomes: il= 0.50 and 
X= (28.38, 12.24), which leads to the optimal design: (2, @, X, p}UroO. = 
((220.7, 130.7), (70.0, 91.0), (28.38, 12.24), 210). In the same way, we can 
also obtain the optimal system designs for a = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 
0.8, 0.9, 1.0 and this is shown in Fig. 1. 
409!153’1-8 
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FIG. 1. System designs for different values of a. 
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