One contribution of 12 to a theme issue 'Understanding images in biological and computer vision'. In computer vision, illumination is considered to be a problem that needs to be 'solved'. The colour cast due to illumination is removed to support colourbased image recognition and stable tracking (in and out of shadows), among other tasks. In this paper, I review historical and current algorithms for illumination estimation. In the classical approach, the illuminant colour is estimated by an ever more sophisticated analysis of simple image summary statistics often followed by a bias correction step. Bias correction is a function applied to the estimates made by a given illumination estimation algorithm to correct consistent errors in the estimations. Most recently, the full power, and much higher complexity, of deep learning has been deployed (where, effectively, the definition of the image statistics of interest and the type of analysis carried out are found as part of an overall optimization). In this paper, I challenge the orthodoxy of deep learning, i.e. that it is the best approach for illuminant estimation. We instead focus on the final bias correction stage found in many simple illumination estimation algorithms. There are two key insights in our method. First, we argue that the bias must be corrected in an exposure invariant way. Second, we show that this bias correction amounts to 'solving for a homography'. Homography-based illuminant estimation is shown to deliver leading illumination estimation performance (at a very small fraction of the complexity of deep learning methods).
Introduction
There are three important physical variables to consider in image formation. First, there are the objects in the scene and their surface reflectance properties. Second, we must consider the illumination or illuminations under which a scene is viewed. Lastly, the spectral characteristics of the sensors are an important variable. The interaction of surface, light and sensor is elucidated in the equation
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The above equation teaches that the light with spectral power distribution E(l) strikes a surface that reflects light on a per wavelength basis according to its reflectance function S(l). Then, an integrated response is calculated for each of three sensors Q k (l) (usually, short-, medium-and long-wave sensitive mechanisms or R, G and B). The integral is taken over the visible spectrum v. Remarkably, this equation, though simple, is a pretty accurate first-order model of image formation, i.e. if you can measure the spectral functions involved then evaluating equation (1.1) numerically-i.e. synthetically generating an R, G and B-will often predict the actual camera response rather well [1] . Of course, equation (1.1) does not account for all aspects of real images, e.g. specular highlights and mutual illumination are not in the model.
In computer vision, we would, ideally, like image colour (the RGB pixel values) to correlate with reflectance: when RGB is a stable object feature it can be used as part of the solution to a diverse range of problems from recognition [2] to tracking [3] to general scene understanding [4] . However, returning to equation (1.1), we see that illumination is as important a factor as surface reflectance in colour image formation. Naively assuming that RGBs are illumination independent can lead to a serious degradation in the performance of computer vision algorithms when they are not (for recognition, tracking, etc.).
Often in computer vision, it is useful to have access to socalled 'raw' images (i.e. the images that are as near as possible to that captured by the camera sensor). Usefully, raw images are linear in that if the light intensity in the scene doubles then the recorded RGBs also scale by a factor of 2. In physics-based computer vision methods this linearity is often a requirement for the developed method to work. The mapping from raw to 'rendered' (the final jpeg image is so-called 'rendered') involves numerous computational steps (see [5] for a review). One of the most important of these steps is called 'white balancing' and this is analogous to 'colour constancy' in human vision. Colour constancy is necessary in computer vision even when raw images are available.
In figure 1 , we illustrate the colour constancy problem. Colour constancy/white balance in computer vision is often framed as a two-step process. First, the colour cast due to illumination is estimated and, second, this cast is discounted from the image. The task of an illuminant estimation algorithm is to infer that the prevailing light on the left is bluish and then the blue cast is removed to give the correct (so that the image conveys our percept of the colour of the scene) image shown in figure 1b. Notice the green leaves now look green. Of the two constituent parts of the colour constancy problem, removing the colour cast and illuminant estimation, illuminant estimation is the most difficult. Indeed, if the illuminant colour is known (or correctly estimated) then it is straightforward to discount [1, [6] [7] [8] .
In illuminant estimation, it suffices to solve for the RGB of the illuminant
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By analogy [9] , the surface response is written as
The response to a light striking a surface, in this RGB representation, is [9] defined as (which is clearly wrong, the RGB of light multiplied by surface is, in this case, also [a b c]). Here, and henceforth, we assume that the RGB sensors integrate to 1.
Given the simple structure in equation (1.4), if we know r E k then it is straightforward to remove the colour bias due to the illumination. Given an estimate of the RGB of the light, we simply divide r Of course, that equation (1.4) might approximate equation (1.1) is far from obvious. In general, the former equation does not imply the latter. Specific examples where the RGB model does hold is when Dirac Delta functions (that are sensitive to a single wavelength of light) are used to model the spectral sensitivities of the sensors [10] or when reflectances and lights are represented by low dimensional linear models [11] (where there is a privileged 'sharp' linear combination of a sensor set where the RGB model is accurate). Optimization techniques exist for finding the linear combination of sensor response functions where the RGB model holds best [12] . For all sensor systems we are aware of, the RGB model of equation (1.4) , albeit in a privileged sensor basis, is a tolerable approximation of actual image formation, equation (1.1).
The simplest algorithm for illuminant estimation is the socalled grey world approach. Here the illuminant estimate is the average [13] or weighted average [14] of the red, green and blue image planes. The approach is called grey world because when the average surface colour in the scene is grey then the mean RGB must, following from the RGB model of image formation, be the same colour as the illuminant. Intuitively, the grey world algorithm has some merit because if we have an image under a white light (r 
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0.2m B ], i.e. the first-order moments are strongly biased by illumination). Under a very chromatic yellow light, the mean of the image will almost certainly be yellow. However, typical lights are less chromatic and range from bluish to whitish to yellowish (and on occasion into the oranges). When light is less chromatic it is less obvious that the mean RGB correlates directly with the light colour. Indeed, when there is a single predominant surface colour in a scene, e.g. the leaves in figure 1, then this greenness will be reflected in the average. The image reproduction calculated using the grey world estimate of the illuminant calculated for the input image (figure 1a) is shown in figure 1b. Because the average is greenish when we remove the colour bias, the result is an image with a magenta cast.
Although simple, the grey world approach captures the simple statistical essence of most algorithms for colour constancy. In [15] , a Minkowski p-norm is used rather than the normal mean is calculated. Empirically, it was found that a p ¼ 4 or p ¼ 5 norm, which in effect weights the contribution of brighter pixels more, delivers more accurate illuminant estimation. The Minkowski p-norm of an image channel (R, G or B when p ¼ 1 or p tends to infinity) calculates, respectively, the simple mean and maximum of the image channel (corresponding to the grey world [13, 14] and max-RGB algorithms [16] ).
Rather than basing a statistical analysis on RGBs it has been proposed that the image is linearly filtered first. Derivativetype or smoothing filters have been used [17, 18] . The 'grey edge' algorithm in its simplest formation is the average of the absolute value of the derivatives in the R, G and B image channels. The final important idea in 'simple statistical' methods for illumination, though less routinely deployed, is bias correction. The hypothesis here is that the simple statistical estimates calculated by an algorithm when compared with the groundtruth are systematically 'offset'. This 'offset' bias is corrected to yield better estimates [19] [20] [21] . Bias correction should not be confused with 'colour correction'. Given an estimate of the illuminant, a colour-correction algorithm will, based on the estimate, remove the colour bias due to illumination.
The simple statistical workflow for illuminant estimation, which accounts for the majority of published algorithms, is illustrated in figure 2 .
Of course, there are many much more complex algorithms for illuminant estimation which are not well captured by figure 2. In [22] , Forsyth (in effect) poses illuminant estimation as a constraint satisfaction problem. Given a set, or gamut, of image colours under an unknown light [22] estimates the set of maps (the reciprocal of estimated illuminant RGBs) that take the image gamut inside the set of all possible colours viewed under a reference light (inside the so-called canonical gamut). The genius of 'gamut mapping' is that it solves for the set of all plausible illuminants. That many (almost all) algorithms seek to find the single correct answer is misguided. They are, in fact, solving for the 'best' answer, in some sense. But, Forsyth's work draws attention to the fact that all illuminant estimation algorithms can and do (actually, must) make the wrong estimates some of the time-a fact rarely acknowledged in the preamble of illuminant estimation papers. Rather, some of the community is still seeking the mythical silver bullet, for an algorithm that returns exactly the correct answer.
We are now in the ascendant era of machine learning. Unsurprisingly, artificial intelligence (AI)-type methods have been deployed for illuminant estimation [23] [24] [25] and these deliver state-of-the-art performance. But, this performance is bought at a significant increase in complexity. Indeed, the method [24] is a multi-layer 'network' which has in excess of 1 000 000 free parameters that are fixed via a training regime. A central question of this paper is to ask whether this complexity is necessary. Could it be that the simple (and classical) approach of figure 2 suffices but that one or more of the three steps can be improved. And, in making this improvement, we wonder whether we can achieve performance close to (or better than) the multi-million parameter network approach?
In this paper, we answer this question positively. With respect to figure 2, we focus on the last 'bias correction' step, in part because it is the least studied but also because, although bias correction can improve performance, the performance increase reported hitherto is rather modest. The key deliverable of any bias correction investigation is the bias correction function that corrects for the estimation bias. This function is found by running an algorithm on a training set and then trying to move, bias correct, the algorithm's estimates closer to the ground-truth. In the literature, a simple 3 Â 3 linear mapping is often used for bias correction. In this paper, we adopt directly this linear bias correction but argue that the matrix must be calculated in an exposure (i.e. intensity) invariant way.
To illustrate our reasoning, let us imagine a world where a linear bias correction will precisely map an algorithm's initial estimate to the actual correct physical RGB of the light. For N images of N scenes, let us group the N Â 3 set of estimates in the matrix A. The corresponding ground-truth measurements are stored in the N Â 3 matrix B. Since, by assumption, we can linearly correct estimates to the correct answer, there is a 3 Â 3 matrix M such that
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Now, let us suppose the magnitudes of the estimates do not match the magnitudes of the ground-truths. Specifically, let the N Â N diagonal matrix D change the magnitudes of the rows of A. Cleary, if AM ¼ B and D is not the identity matrix then
RGB of achromatic surface is the 'correct' colour of the light . Top left, an input image is shown (taken from the dataset described in [21] ). The ground-truth correct answer for illuminant estimation is the RGB from the grey ball. In step 1 of illuminant estimation, the input image is linearly filtered (here by a large-scale Laplacian of Gaussian). The distribution of the filtered 'RGBs' is 'averaged' (in some way) in step 2 to yield an initial estimate of the illuminant. In step 3, the initial estimate of the illuminant is corrected by a function f() to remove the bias in the estimation.
Further, if we are given DA and B and solve for M in a leastsquares manner, we will recover the incorrect
A t DDB (here we are using the Moore-Penrose inverse, a book formula for least-squares regression, directly).
In [26] , it was argued that in order to find the best correction M (given training data A and B) we need to solve for both D and M. Once we have solved for M we do not need to consider the magnitude of the estimate (because we can only ever recover the illuminant colour up to a scalar).
In this paper, we make the new observation that M is actually a homography. Homographies are the apposite tool for describing the geometric distortion when co-planar image features distort, due to the camera position and perspective projection, in geometric vision. In photometric vision [27] , colour correction, colour transfer, colour indexing and radiometric calibration can all be cast as homography problems.
Later, we show that a simple homography-based bias correction step applied after the simple grey edge algorithm [17] delivers close to leading performance in terms of mean and median error. However, given a single RGB image as input for the hardest images (those that lead to the largest estimation errors) our method, remarkably, actually provides the best estimation performance. This augurs well for future research. When two illumination estimation algorithms deliver small errors (but one is 'better' than the other) both perform equally well for downstream vision tasks, e.g. if the task is image reproduction, both methods deliver perceptually almost indistinguishable pictures. Conversely, the current state of the art, including the algorithm developed in this paper, have errors that are sufficiently high that they can impact on computer vision algorithms that use colour as a correlate for reflectance. Necessarily, future research will focus on these harder case images. It is encouraging that the simple algorithm presented in this paper delivers leading performance for the hardest images.
In §2, we review the related work on illuminant estimation and, in particular, focus on the prior art that employs statistical moments, deep learning and the role of bias correction. In §3, we present our new algorithm and show how to calculate a homography-based bias correction matrix. Experiments are presented in §4. The paper concludes in §5.
Background

Grey edge
We adopt the illumination workflow of figure 2. In the linear filtering (step 1), we calculate derivatives and we use the Minkowski norm statistical moment (step 2). Minkowskinorm derivative-based illuminant estimates can be summarized in a single equation [17] ,
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In the above equation, the camera response RGB at image location x is the 3-vector r(x). The image is smoothed with a Gaussian averaging filter with standard deviation s pixels and the smoothed image, denoted r s (x), is differentiated with an order n differential operator (0 order means no differentiation). We then take the Minkowski p-norm average [15] of the absolute value of the derivatives over the whole image. Note k is an unknown scalar drawing attention to the fact that it is not possible to recover the true magnitude of the illuminant.
Deep nets
For comparison, we compare methods developed according to the workflow in figure 2 against the current deep learning methods. Deep learning approaches effectively hypothesize that the illuminant estimation algorithm is more complex than the simple formulation. So complex that the only way to discover the underlying computation is by adopting a generic network architecture that can be trained, given sufficient data to discover a good estimate of the illuminant.
The method [24] effectively solves for 'features' found by convolving an image with a mask found through optimization. In this sense, the first 'layer' of the network is similar to step 1 in figure 2 . However, rather than using a single 'edge' feature, many different filters are discovered and used. As part of the feature discovery process each feature map image, the output from one convolution, is at a lower resolution (the image is decimated compared with the original). The idea that the effective image size diminishes in the first few layers of a deep net is common.
The first 'feature layer' then feeds into a second layer that is characterized by yet more convolutions and again the output feature maps are decimated. The outputs from both of these feature discovery layers are 'rectified' (necessary to speedily learn a nonlinear function [28] ). Finally, the discovered features are regressed to compute the final illuminant estimate. An important point of detail is that this method is 'patch based'. The input image is split into patches and each patch is fed through the network to generate an estimate. The final estimate is the median from the individual patches.
Actually, the study [24] is yet more complex than we have described. So far, we have only summarized the 'branch A' path of the computation presented in [24] . There is also a second 'branch B' in the same network to allow two-perpatch illuminant estimates to be calculated. In effect this network is acknowledging Forsyth's observation [22] that there can be more than one solution to illuminant estimation. A whole separate network (of equal complexity) is then trained to choose between the two estimates. We refer the interested reader to Shi et al. [24] for more details. In terms of algorithm performance, the difference between the branch A performance only (summarized above) and the whole network (branch A and B-together called 'HypNet'-and the selection network, 'SelNet') is modest (approx. 10%).
Evidently, the deep specialized network for illuminant estimation [24] is much more complex than the grey edge approach, equation (2.1). The latter method is wholly characterized by a single convolutional filter (a Gaussian) and the estimation is a simple average. The grey edge can be computed at a frame rate available on devices such as typical smart phones. By contrast, the deep net [24] has approximately 3 million parameters that must be discovered by training. Even with a GPU to speed up the computation, to then run the trained deep net on a single image takes 3 s.
An algorithm whose complexity is somewhere between the simple (figure 2) and complex approaches is convolutional colour constancy. In [29] , Hubel et al. exploited the fact that in a log-chromaticity diagram when the illumination changes the log-chromaticities of image colours shift by a translation. Given a prior distribution-the log-chromaticity histogram of rsfs.royalsocietypublishing.org Interface Focus 8: 20180008 all surfaces observed under white light-the white point is estimated by convolving the prior with the log-chromaticity distribution for an actual image. The maximum correlation defines the white point. In the original work, the prior distribution was a so-called generative model: it was designed to capture real-world image statistics. More recently in [30] , the method was extended so that the prior distribution was found through optimization to best estimate the white point for a given training regime (the so-called discriminative approach).
Bias correction
Suppose that the average RGB surface colour in the world was [1 0.8 0.5] (the world is yellowish). Assuming that a given scene is 'average' and that the illuminant colour is white then the average RGB of that image will be proportional to [1 0.8 0.5]. By assumption (see discussion after equation (1.4) ), the device spectral sensitivities integrate to one which means white is proportional to [1 1 1] . If we divide by the grey world estimate then the true white colour is mapped to [1 1.25 2] (i.e. a bluish colour). The way out of this problem is to understand that the estimates are biased. In the example at hand because the scene average is a priori known we can divide our illuminant estimates by this average to recover the correct illuminant estimate (assuming grey world is a good algorithm).
The image average, and our estimate of the illuminant colour, is [1 0.8 0.5]. We now divide by the world average colour (in this case also [1 0.8 0.5]) and rightly conclude that the illuminant colour is [1 1 1] . It is left as an exercise to the readers to convince themselves that this strategy will always correct correctly the bias in illumination (assuming grey world works). In [21] , this is exactly the type of correction that is applied to improve grey world,
The above equation defines the bias-corrected grey world algorithm. In equation (3.1), the 3 Â 3 diagonal matrix D denotes the bias-correction operation.
Other methods for bias correction include a linear combination of the results of a variety of different algorithms [19] calculated in chromaticity space. In [26] , a linear regression approach is used but there it is argued that to find the best bias correction matrix the idea of 'image exposure' must be taken into account (see also the discussion in the Introduction, including equations (1.5) and (1.6)). In [20] , there is prior knowledge about the illuminant and estimates, which fall outside the set of prior lights, are mapped to the closest possible light in the set.
Homography-based illuminant estimation
In equation (3.1), we show the linear illuminant bias correction equation. Here, the initial estimate b r E found using the grey edge algorithm is mapped to the bias-corrected counterpart r E . We denote this bias correction matrix H because, as we argue below, this matrix is actually a homography which is designed to bias correct the chromaticities of the estimate,
Colour homographies
There is an unknowable uncertainty between how bright the light is in a scene and the reflectivity of the surfaces. It is not possible to distinguish between a set of bright surfaces viewed in dim lighting conditions and less reflective surfaces viewed in brighter lighting (because both scenes result in physically identical images). When we have an estimate of the illuminant calculated using, for example, equation (2.1), then this estimate scales with the brightness of the capture illuminant. Further, given the ground-truth measurement (e.g. the RGB from a white tile) taken from a scene, there need not be a direct correspondence between the magnitudes of this measurement and the estimate from an illumination algorithm. Indeed, apart from the white tile we could imagine a scene composed of the less reflective surfaces where the estimate is a fraction of the actual measurement. Another scene composed with more reflective objects could have the same estimate direction but the estimate would have a different magnitude. Dealing with this scaling ambiguity is crucial if we attempt to use a correction matrix H to map the estimate so it is closer to the ground-truth. Let us begin our discussion about homographies by starting with geometric computer vision. It is well known, for example, that given two images of a single planar region (taken from different viewpoints) one plane can be mapped to another by a homography. For the geometric planar homography, we write ax ay a 2), the scalar a cancels to form the image coordinate (x, y). The importance of homogeneous coordinates is that they both allow a simple means for projecting three-dimensional coordinates to two-dimensional (mathematically, we find the point where the three-dimensional 'ray' intersects with the image plane z ¼ 1) and accurately account for perspective projection (i.e. actual image formation in cameras). For all pairs of corresponding points (x, y) and (x 0 , y 0 ) that lie on the same plane in three-dimensional space, equation (3.2) exactly characterizes the relationship between their images [31] .
To map points from one image view to another, we first take a coordinate (x 0 , y 0 ) and convert it to its corresponding 'ray' (in the direction [x 0 y 0 1]). Here, we are, to the extent it is possible, inverting the perspective projection. We then apply a three-dimensional matrix transform. Finally, the mapped coordinate is found by reapplying the perspective projection (dividing by the third coordinate). In summary, the correct way to map the two-dimensional coordinates between coordinate frames is to (i) map two-dimensional points to threedimensional rays, (ii) correct the three-dimensional rays using a 3 Â 3 matrix, and (iii) re-project to two-dimensional points.
In [27] , it was argued that in colour we often represent three-dimensional colours (RGBs) in two-dimensional perspective coordinates (chromaticities) in exact analogy to pinhole optics (and perspective image formation).
Let us map an RGB r to a corresponding RGI (red-green intensity) r using a 3 Â 3 matrix C, Cr ¼ c rsfs.royalsocietypublishing.org Interface Focus 8: 20180008
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Interpreting the right-hand side of equation (3.2) as a homogeneous coordinate (e.g. as chromaticities), we see that
where
Let us return to the example in the Introduction where we have a set of N illuminant estimates in a matrix A and a set of ground-truth measured illuminant RGBs in the matrix B. That is, to find the best linear transform that maps corresponding sets of chromaticities, we-in direct analogy to geometric computer vision-(i) convert chromaticities to threedimensional colour 'rays', (ii) correct the rays by a 3 Â 3 matrix, and (iii) re-project by dividing by the third coordinate. We solve for H using the alternating least-squares method [27] .
Experiments
Here we report results on illuminant estimation for the National University of Singapore (NUS) dataset [32] . This dataset comprises 1853 raw images for nine different commercial digital cameras (approx. 200 images per camera). Each image rsfs.royalsocietypublishing.org Interface Focus 8: 20180008
has a Macbeth Colour Checker in the scene from which the scene illuminant RGB is measured. The image coordinates of the checker are also supplied so that, in the evaluation phase, the checker can be removed from the image. A few images from this dataset (rendered jpegs using the camera's own illuminant estimate) are shown in figure 3 .
For each camera, we run the grey edge algorithm for a variety of possible parameter settings. We either use first or second derivatives where the image is smoothed by a Gaussian filter with s.d. 0, 1, 3, 6, 9 or 12 pixels. A Minkowski norm in the integer range [1, 10] is calculated (as the norms increase so larger derivatives are more important) and in the range [0.1 to 1] (at 0.1 sampling, which allows smaller derivatives to be weighted more). All input images are down-sampled from the camera raw to approximated super video graphics array (SVGA) resolution before the illuminant estimation is carried out.
In terms of evaluating algorithm performance, we use the simple recovery angular error (first introduced in [33] ) because this is the measure used in the previous papers (although we are cognizant of the improved recovery metric [34] ). The recovery angular error is simply the angle in degrees between the actual and estimated RGBs of the light. Given a set of angular errors for a given dataset, we can then calculate a variety of summary statistics including the mean, median and 95% quantile error.
We adopt the threefold cross-validation testing procedure. Given three folds, each fold comprises approximately one-third of the images and all folds have no images in common. All folds taken together constitute the whole image set. In our experiments, we use the three folds supplied in [32] for each camera, because of the three folds defines a testing set. For each testing set, the remaining two folds are used to train the algorithm parameters. In the context of this paper, we find the homography-based bias correction matrix per fold.
We compare the performance of our method with a variety of other algorithms in table 1 (all statistics are accrued using the same threefold cross-validation methodology).
Note, in the table, we do not include the per camera parameters for the edge-based colour constancy. However, broadly, using first or second derivatives with a Minkowski p ¼ 1 norm and Gaussian smoothing with a standard deviation of 1 pixel will deliver similar results. For each camera, we have different bias correction matrices. The results in the first seven rows of the table are drawn from Shi et al. [24] and Barron [30] .
We include two rows for the deep learning method of Shi et al. [24] . The first is for 'branch A' only, i.e. where a million parameter network tries to estimate the light directly. The 'full' 3 million parameter network has two branches, 'A' and 'B', each of which makes a hypothesis to the colour of the light. A separate 'selection' network selects which is chosen.
The power of the deep learning approach is evident as the 'full' network clearly delivers the smallest mean and median errors. However, next best among the other algorithms is our simple homography bias-corrected grey edge algorithm. Moreover, for the average error in the worst 25% of images, this simple algorithm actually delivers the best performance overall. This is important. Small angular errors make little difference in terms of making a pleasing image reproduction. Performance on difficult cases is arguably a much more insightful way to rank algorithms. That on hard images a simple algorithm (Minkowski norm of a derivative image corrected by a 3 Â 3 matrix) beats a 3 million parameter deep net is highly significant. Indeed, we posit this may be evidence that for illuminant estimation (as opposed to many other problems) the full power of deep learning is not needed. Also, if we look at the 'single path' variant of [24] , we find that our simple method works best for all three-the mean, median and 95% quantile-error measures.
We draw the reader's attention to the performance of colour by convolution. We point out that this framework (and its update [35] ) can deliver even better performance than the deep net approach (although only a little better). We have not included these statistics here because that approach needs-in contradistinction to the workflow of figure 2-multiple image inputs. For example, the original RGB image might be used in tandem with an edge-type image.
As a final comment, in contrast to [26] , we only found a small benefit of solving for the bias correction in an exposure invariant here. On average, solving directly for the bias correction using direct least-squares was only about 5% worse in terms of performance (but for individual cameras could be more than 15% poorer).
Conclusion
The corrected-moment method [26] proposed a linear bias correction of simple statistical moments of an image (relevant to this paper, the average of the absolute value of a derivative image) for illuminant estimation. This paper extends this work in three ways. First, we show that the best linear bias correction involves solving a homography problem. Second, that a different homography should be found per camera. Last, there is a benefit to choosing from the full panoply of grey edge algorithms (defined by the order of the derivative, smoothing and the order of the Minkowski norm). The simple RGB Minkowski-type average of a derivative image corrected by a homography (this approach is parametrized by just 10 numbers) is shown to deliver leading performance comparable to the best deep net [24] with millions of parameters. The need for a deep learning approach to illumination estimation is not clear.
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