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SUMMARY
This research seeks to gain insight into the design of distributed multi-agent systems.
Distributed multi-agent systems present opportunities for accomplishing a goal using multiple
simple systems rather than a more complicated monolithic system. Distributed systems, if
properly designed, have the potential to exhibit self-organizing behavior which can lead to
systems that require less centralized control in addition to improved robustness, reliability,
scalability, and adaptability than traditional monolithic, centralized systems.
As engineered systems become more complex, their behavior is more difficult to char-
acterize and predict. Self-organizing systems are difficult to analyze and design since the
system behavior is emergent, i.e., the collective behavior only becomes apparent once the
system is integrated. The collective behavior is primarily driven by the local interactions of
the agents and their environment. This poses an enormous challenge for engineering these
systems. The task of system design—selecting the right rules and system parameters—is
difficult due to the opaque connection between inputs and responses. The goal of this
research is to develop a methodology that provides a way of systematically exploring the
design space in order to identify the conditions that give rise to emergent behavior. This
information can be used as part of the scientific process of providing feedback through the
iterative design process.
In order to address this goal, this research seeks to answer the question on how to define,
measure, and use the concept of emergence in the design of a multi-agent system. Similarly,
it will address the more general question about how to understand "complex systems" in
order to analyze and engineer them. This will be used to guide the development of an
appropriate methodology. This research develops the Systematic Exploration for Emergence
Detection (SEED) methodology for evaluating computer simulations of complex systems
in order to identify conditions that lead to emergent behavior. This research proposes a
new quantitative measure of emergence which can identify critical transitions in macro-level
xxiii
performance/function of the system due to changes in system context (i.e., environmental
conditions or system parameters). The methodology provides the framework for performing
a design space exploration using this measure of emergence to identify critical regions in
the design space. These regions help to characterize the design space and will help guide
the design process by providing insight into design points where the system behavior is
unexpected or changing rapidly, which are possible indicators of emergent behavior.
The SEED methodology is based on a statistical analysis approach. The design space is
efficiently sampled using Design of Experiments methods. At each of these design points,
the system behavior is characterized statistically using repeated runs of the simulation.
The proposed measure of emergence, Design Space Divergence, is then evaluated across
the design space and critical regions are identified using data visualization and clustering
methods.
A case study is performed on a multi-UAV distributed surveillance problem to investigate
whether this framework is capable of identifying emergent behavior. The SEED methodology
is used to explore the system design space, including the number of UAVs used in the system
and influential vehicle and system parameters. The results show that this methodology
provides insights into the landscape of system performance across the design space. More
specifically, it identifies a number of candidate designs which exhibit emergent behavior
where the system performance rapidly improves as the system undergoes a transition from
disorganized to organized behavior. The SEED methodology provides for a more rigorous,
traceable, and thorough design process for systems which have been difficult to understand




1.1 Introduction to Multi-Agent Systems
Decentralized and distributed systems are of great interest to engineers. They present
opportunities for accomplishing a goal using multiple simple systems rather than a more
complicated monolithic system. Distributed systems, if properly designed, have the potential
to exhibit self-organizing behavior which can lead to more robust systems that require less
centralized control in addition to improved robustness, reliability, scalability, and adaptability
than traditional monolithic, centralized systems [59, 170, 118]. On the other hand, distributed
self-organizing systems also have a number of disadvantages including low predictability and
understandability, difficulty of control, and difficulty of design and engineering [118]. An
important question is deciding whether a distributed multi-agent makes more sense than a
monolithic system. If the problem is inherently decentralized and has distributed information
availability, the multi-agent approach may be better [92]. Examples of aerospace multi-
agent distributed systems in the research literature include multi-static radar network using
unmanned aerial vehicles (UAVs) [62], low-altitude short-endurance UAVs for tracking fires
[61], a multi-UAV distributed communication system for agricultural monitoring [100], and
a multi-agent autonomous system for space exploration [242]. These examples demonstrate
reasons for using multi-agent systems such as the presence of a treacherous or adversarial
environment where the loss of vehicles is a significant risk (e.g., wild fire tracking) or in
situations where communication with a centralized controller is difficult due to bandwidth
limitations, power requirements, and communication delays (e.g., deep space exploration).
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1.1.1 Biologically-Inspired Design
The potential of improving robustness, scalability, and adaptability using multi-agent systems
is clearly enticing. A significant amount of the inspiration for multi-agent systems comes
from biological systems such as ants, bees, and other social insects. Through the course of
evolution, many biological systems have been able to reach remarkable levels of robustness,
efficiency, or adaptability. Using these types of systems as inspiration for designing evolvable
or robust engineered systems allows us to use the lessons of millions of years of adaptation.
Biological inspiration is particularly relevant for distributed multi-agent systems, where
cooperative behavior between autonomous agents is desired [135]. One of the enticing
aspects of designing systems based on collective behavior is the idea that effective and robust
behavior can be achieved with simple agents following simple rules. Natural systems provide
proof that systems of simple agents are capable of robustly performing tasks beyond the
capability of any single agent [59].
Using social insects societies as a design metaphor, it seems possible to create highly
effective systems comprised of relatively simple components [44]. Simple agents that exhibit
significant interactions can lead to collective behavior that far exceeds the capability of
an agent in isolation. In fact, it is the interaction between components that determines
the system behavior. As will be discussed later, the interaction between components is
what makes the analysis and design of these types of systems so difficult. Research into
ant colonies has shown that ants in highly social species (i.e., strongly interacting ants) can
be less complex than individual ants from less social species [8]. This suggests that there
can be a tradeoff between individual agent complexity and inter-agent interactivity while
maintaining system effectiveness. In other words, if we can increase the cooperation between
agents then we can decrease the complexity of the individual agents (thereby making them
cheaper and easier to design).
Ant-inspired behavior is a canonical example of a distributed multi-agent system and
is of interest in many fields [224]. The following quotes from Maier & Rechtin and Nicolis,
respectively, summarize why distributed multi-agent systems like foraging ants are so
compelling to the scientist and engineer:
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“Ant colonies, for example, exhibit complex and highly organized behaviors
that emerge from the interaction of behaviorally simple, nearly identical, sets
of components (the ants). The behavioral programming of each individual
ant, and its chaotic local interactions with other ants and the environment,
is sufficient for complex high-level behaviors to emerge from the colony as a
whole. There is considerable interest in using this truly distributed architecture,
but traditional top-down, decomposition-oriented models and their bottom-up,
integration-oriented complements do not describe it.” [177]
“What is most striking in many insect societies is the existence of two scales: one
at the level of the individual, characterized by a pronounced probabilistic behavior,
and another at the level of the society as a whole, where, despite the inefficiency
and unpredictability of the individuals, coherent patterns characteristic of the
species develop at the scale of an entire colony.” [204, p. 232]
1.2 Characterizing Multi-Agent Systems
The goal of this research is to gain insight into the design of multi-agent systems through
the development of a methodology for exploring the landscape of possible behaviors in
a multi-agent system (MAS). A multi-agent system consists of a group of agents, where
an agent is an autonomous robot capable of performing a task (e.g., manipulating the
environment or processing information). A defining feature of multi-agent systems is that
the agents are spatially distributed. However, since the agents are spatially distributed,
coordination of the agents becomes a fundamentally important aspect of the system design.
The first major decision is whether the system has centralized or decentralized control [59].
1.2.1 Centralized vs. Decentralized Control
Centralized control relies on a single controller having knowledge of the states of all of the
agents and directly influencing their behavior. If each agent is afforded little to no autonomy,
a centrally controlled system will resemble a traditional monolithic system with spatially
distributed components. Decentralized systems can be divided into either hierarchical
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or distributed control schemes. In hierarchical decentralized systems, specialized agents
exert control influence upon other agents within their zone of influence. In a completely
distributed system, the control laws are identical among all of the agents and there is no
explicit hierarchy or preference built into the system. This breakdown of multi-agent systems
according to control structure is shown in Figure 1.
Multi-Agent Systems
Centralized Control Decentralized Control
Hierarchical Distributed
Figure 1: Multi-agent systems: centralized versus decentralized
Multi-agent systems with decentralized and distributed control, highlighted in Figure
1, will be the focus of this research. Although this class of problem is the most difficult
to analyze and design, it also represents a revolutionary approach for engineering systems.
It is clear that if we are to take advantage of multi-agent systems, we must maintain the
individual agent’s autonomy and leave open degrees of freedom. This autonomy (i.e., open
degrees of freedom) provides both the benefits seen in multi-agent systems, but also leaves the
possibility of misbehavior and other undesirable effects. However, the benefit of decentralized
systems is that they are easier to scale. There is less effort required as the system grows in
size compared to a monolithic system with an equal number of subsystems. The control
laws are fixed at the agent level, so there is little additional effort required of a system of
100 agents compared to 10 agents.
1.2.2 Differentiation
Differentiation refers to the diversity of agent types within a multi-agent system. A ho-
mogeneous group is a more straightforward approach and is a common assumption within
swarm engineering [59]. A heterogeneous group allows for agent specialization; however,
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this requires additional effort for the coordination required to take advantage of specialized
agents. At the extreme end of the spectrum, a completely heterogeneous group results in
a system where each agent can only complete one task, thus defeating one of the main
benefits of using swarms. A large degree of agent homogeneity is required to take advantage
of redundancy in multi-agent systems [221]. Within the context of this research, agent
homogeneity will be assumed.
1.3 Self-Organization and Emergence
The goal of swarm engineering is to achieve a self-organizing system. Self-organization
is a “set of a dynamical mechanisms whereby structures appear at the global level of a
system from interactions among its lower-level components” where the “rules specifying the
interactions among the system’s constituent units are executed on the basis of purely local
information, without reference to the global pattern, which is an emergent property of the
system rather than a property imposed upon the system by an external ordering influence”
[48]. While spatial structure is the easiest to observe, structure can refer to spatial, temporal,
or functional structure [91]. The most important feature of self-organization is the lack of
external or centralized control [15, 91, 190].
As Cao et al. explain, “the behavior of decentralized systems is often described using
such terms as ‘emergence’ and ‘self-organization’ ” [59]. This naturally leads to the research
questions: (1) what is emergence? and (2) what is self-organization? Many authors have
used the terms emergence and self-organization interchangeably. As Di Marzo Serugendo et
al. explain, “emergent properties appear transcending the properties of all the individual
sub-units of the system” [97]. However, there are a number of conflicting positions in
the literature. While a number of definitions of emergence include the requirement of
self-organization, others argue that emergence is possible without self-organization, and vice
versa [90, 91, 76]. Within the context of this research, the emergent behavior of interest is
the self-organization of the system.
A swarm is a distributed multi-agent system that emphasizes using a large number of
robots that are autonomous, relatively simple, and are typically homogeneous [59]. Bonabeau
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and Théraulaz argue “the potential of swarm intelligence is enormous. It offers an alternative
way of designing systems that have traditionally required centralized control and extensive
preprogramming. It instead boasts autonomy and self-sufficiency, relying on direct or indirect
interactions among simple individual agents” [47]. The goal is for the desired collective
behavior to emerge from these interactions between the agents and environment [221].
Self-organization is central to swarm robotics [170], which makes the field very relevant to
understanding how self-organization can be engineered. Thus, the objective when designing
swarm systems is to understand how to achieve self-organization.
1.4 Emergence in Multi-Agent Systems
Distributed systems with strongly interacting components have the potential to exhibit
emergent behavior which is difficult to predict [1, 2]. This emergent behavior can be either
beneficial or detrimental to the performance of the system. Emergence can be a mechanism
to achieve robustness and improve system capabilities. If subsystems were allowed to be
self-organizing or adaptive, a whole new range of functionality may be uncovered. “Because
systems with emergent functionality rely on self-organizing processes that require less
control, they tend to be not only more adaptive and robust but also cheaper” [208]. However,
emergence can also be undesirable and detrimental. In the same way that emergence can
lead to new beneficial functionalities, it can also lead to emergent vulnerabilities. Predicting
the conditions under which this behavior will occur is challenging. In complex systems,
there is an emergence of behaviors at higher levels of organization which cannot be predicted
at the subsystem level. These unexpected behaviors can be a result of a myriad intricate
interdependencies and interactions between components, sensitivity to initial conditions
or boundary conditions, enforcement of higher-level constraints on the system, or latent
functions or variables in the system. These mechanisms leading to emergence will be
discussed in more detail in Chapter 3.1.1. Emergence is a highly debated topic that will be
discussed in detail in Chapter 2 and Appendix A. The concept of emergence is well-known
and often discussed in biology, sociology, artificial life, solid state physics, and other fields.
While scientists from many fields have attempted to study and understand emergence for over
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a hundred years, the concept of engineering for emergence has taken hold only within the last
several decades. This is because it has been difficult up to this point to quantify emergence in
a way which makes it a usable concept within engineering design. The fragmented concept of
emergence has also resulted in long standing debates about the definition and interpretation.
Some conceptions of emergence have resulted in a definition that is essentially “I’ll know it
when I see it.” Clearly this type of definition makes the concept of emergence of little use
in engineering. This work will attempt to highlight the issues of defining emergence and
will propose a definition of emergence that is useful in engineering design. The goal is to
address not only emergence in distributed multi-agent systems, but to propose solutions
that can be generally applicable towards many complex systems relevant to engineering.
As engineered systems continue to grow in complexity, techniques need to be developed to
either take advantage of or inhibit emergent phenomena. But before we can use emergence,
we have to identify it first. As Ryan asks, “is it possible to measure and detect emergence in
simulations and in the real world?” [219, p. 177]. In order to help address this question, the
first research question (RQ1) is posed:
Research Question (RQ):
• (RQ1) What is emergence?
– (RQ1.1) What are the characteristics of emergence and what makes it difficult
to understand and predict?
– (RQ1.2) How can emergence be defined?
– (RQ1.3) How can emergence be detected or measured?
– (RQ1.4) How can emergence be understood in the context of engineering?
Research Objective: The objective of this research is to develop a method for identifying
emergent behavior, both beneficial and detrimental, in complex systems.
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1.5 Multi-Agent Systems as a Complex System
The scale of engineered systems has followed an increasing trend. Complexity, which often
follows with scale, has like-wise increased. Bar-Yam claims that “all systems contain a
fundamental tradeoff between complexity and scale” [26]. Initially, engineers designed
mechanisms and simple, independent systems. As design, analysis, and manufacturing
techniques improved, the capability of designing more complex systems improved. Systems
that are more complex provide improved capabilities but are harder to design and analyze.
Maier and Rechtin argue that “increasing complexity is at the heart of the most difficult
problems facing today’s systems architecting and engineering” [177]. We can analyze and
design simple systems (e.g., mechanical clocks) with minimal engineering effort. In simple
systems, the interactions between components are minimized or well-defined so that the
system can be analyzed individually. In these types of simple systems, there is minimal
iteration and testing required. In complex systems (such as distributed multi-agent systems),
the interactions of the components determine the system behavior to the same degree as (or
even greater than) the individual components themselves. With increased complexity, we
can still analyze and design much more complicated systems (e.g., cars, aircraft). However,
these types of systems have required long design cycle times even with the use of systems
engineering techniques. Increased complexity is dealt with using iterative design cycles and
extensive testing. The goal of the iterative design process is to converge on a design by
identifying the interaction effects caused by each design decision. However, in truly complex
systems, the interactions are of the same order of importance as the primary effects of the
component. This means that it may not be possible to converge to a design using an iterative
approach within the typically small number of iterations during the design process.
While increasing scale (in the form of systems comprising a much greater amount of
subsystems) is one source of complexity, complexity can also be a result from increased
autonomy of the components of a system (as is the case for multi-agent systems). Engineering
design has traditionally attempted to restrict the amount of interactions and autonomy of a
subsystem in order to keep the behavior predictable. However, it is clear that as systems
continue to increase in complexity, the existing paradigm of minimizing interactions is not
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sustainable—in fact, it is likely stifling the performance of the system and burdening the
design process. Bar-Yam argues that the “fundamental reason for the difficulties with modern
large engineering projects is their inherent complexity” [27]. As engineered systems become
more complex, their behavior is more difficult to characterize. More critically, complex
systems exhibit behaviors that are unexpected during design that only become apparent
when the system is integrated and tested. Complexity is caused by the interdependence
of various parts and levels within the system. This is problematic because the dominant
engineering design paradigm up to this point has been top-down subsystem-based design,
where components of a system are designed separately and later integrated to build the
complete system [99, pp. 212–218]. However, complex systems often cannot be decomposed
in such a way to eliminate descriptions of interdependencies [24]. In fact, we can roughly
characterize complex systems as those in which the behavior of the system is dominated
by interaction effects between components and the environment. There is a strong context
dependence in which the subsystems cannot be analyzed separately from other components
and the environment in which they operate. Informally, systems are cast as “complex” when
traditional analysis and engineering techniques have failed to work [219]. This leads to the
next research question (RQ2), which seeks to answer the question of what makes a system
complex and how can we analyze them.
Research Question (RQ2):
• (RQ2) How do we analyze and design complex systems?
– (RQ2.1) What characterizes a complex system?
– (RQ2.2) What causes a system to be complex?
– (RQ2.3) How can the complexity of a system be measured?
– (RQ2.4) How should a complex system be analyzed?
The purpose of studying not just distributed multi-agent systems, but the larger topic
of complex systems, is to gain insight into the greater problem and to hopefully be able
to utilize analysis and design techniques used across the spectrum of complex systems. A
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number of real world engineered systems have been identified that exhibit complex behavior.
Examples include smart energy grids [67], manufacturing systems [247, 248, 95], and road
networks [179]. Within the domain of aerospace engineering, air transportation systems and
air traffic management have been shown to be complex systems [111, 228, 121, 113]. The
dynamics of an airplane moving between airports can exhibit nonlinear, complex behavior
[201]. Bouarfa et al. [53] study air transportation system safety using agent-based modeling
to identify emergent behavior and lever-points in the system which can improve safety for
runway crossing operations. In addition to existing complex systems, there are visions for
future systems that truly take advantage of self-organization in order to achieve mission
effectiveness. The goal will be to identify common threads in these types of systems that
may enable us a greater understanding of how to solve these engineering problems.
1.5.1 Importance of Understanding Complex Systems
There are two important reasons for understanding complex systems and developing the
appropriate engineering methodology. The first reason is to avoid system failures as a
result of unforeseen behaviors. For critical systems, the importance of understanding the
behavior and vulnerabilities of complex systems cannot be overstated. In the field of critical
infrastructure protection [4], “vulnerabilities resulting from system complexity are expanding
at a much faster pace than our means of understanding them” [199]. Not only are the
number of possible vulnerabilities increasing, but the nature of the vulnerability is different
as well. This is different from how typical vulnerability analysis is viewed—the vulnerability
cannot be traced to a single system or component. The vulnerability exists because of the
interactions between components. Emergent vulnerabilities are certainly one of the most
important reasons for studying emergent behavior in complex systems. For applications
like critical infrastructure, the amount of damage a vulnerability can inflict is staggering.
Mussington argues that complex adaptive systems modeling approaches are necessary to
understand interdependencies between critical infrastructure components leading to emergent
vulnerabilities [199]. Although critical vulnerabilities are of course important, there are
lesser degrees of undesirable behavior that cause deviation from the desired behavior or
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reduced effectiveness.
The second reason is that complex systems also have the potential to be more robust,
flexible, and effective than monolithic systems. If complex systems are properly understood
and designed, there can be improved system performance. Emergent behavior can be
beneficial: “emergent complexity is often more robust, flexible and fault-tolerant than
programmed, top-down organized complexity” [176]. Therefore, the engineered systems
that utilize emergent behavior can benefit from better performance. As was noted earlier,
traditional engineering approaches aim to isolate subsystems and minimize and control
subsystem interactions. The purpose of this research is to improve system tractability and
understanding. As Bar-Yam notes, “conventional engineering places [limitations] on system
capabilities,” capabilities that might otherwise “be exclusive to systems that have strong
emergent behaviors” [24]. Emergent behavior can “unlock” highly desirable properties and
behaviors in systems.
Additionally, one of the major uses of simulation during design is to gain an understanding
of the system being studied. Emergent behavior is often characterized as being “surprising.”
Understanding surprising behavior is one of the best learning opportunities because it
represents a condition that can yield the most amount of information. In the aerospace
field (and probably others), it is commonly said that a failure during a test of a system is
more useful than a success. A failure provides the opportunity to uncover flaws and remedy
them. Similarly, finding the conditions for emergence would be very useful during design. It
allows designers to scientifically examine the behavior and to take additional steps to either
promote or inhibit its occurrence.
1.6 Difficulty of Analysis and Design of Multi-Agent Systems
One of the biggest difficulties when designing multi-agent systems is understanding how
individual agent rules and properties affect the system level behavior [170]. The collective
behavior of the agents cannot be predicted from the individual agent’s rules [46]. The
fundamental reason for this is due to various mechanisms common to complex systems.
Mechanisms such as nonlinearity and chaos tend to separate the causes from the effects
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in such a way as to make the connection between them very difficult to predict. The lack
of analytical solutions necessitates the need for simulation for analysis. In fact, as will be
discussed in Chapter 2.3.1 and Appendix A.2.5.2, simulation is the fundamental analysis
tool for the study of emergence. A bottom-up simulation approach, especially agent-based
modeling, is the best way of observing the collective (i.e., emergent) behavior in the system
behavior of distributed multi-agent systems [46]. Although defining the rules a priori that
yield a particular behavior is difficult (i.e., inverse design), explaining the behavior of a
simulation is straightforward since each agent acts according to the rules [208].
1.6.1 The Ad Hoc Nature of Design
As Brambilla et al. explains, “unfortunately, in swarm robotics there are still no formal or
precise ways to design individual level behaviors that produce the desired collective behavior.
The intuition of the human designer is still the main ingredient in the development of swarm
robotics systems” [54]. Similarly, Pfeifer and Bongard [208] argue that “design for emergence”
lacks a systematic framework and is an art rather than a science. Bonabeau et al. [46]
provide two reasons why the design of swarms is ad hoc: (1) there is lack of mathematical
detector for collective behavior, and (2) all of the possible behaviors of the system are not
known ahead of time. To address the first limitation, this research will identify measures
that can be used to quantify the degree of emergence (see RQ1.3). The use of a quantitative
measure enables the use of automated tools to evaluate designs. In particular, it allows for
parameter tuning to identify the conditions for cooperative behavior (i.e., emergence) to take
place [59]. The second limitation will be addressed by the formulation of a methodology that
enables an thorough exploration of the design space. This provides a characterization of the
design space and gives insight into the range of possible behaviors the system is capable of.
Identified Gap 1: The design process for distributed multi-agent systems is ad hoc and
heavily based on designer intuition. To overcome this problem, a methodology is needed for
systematically exploring the design space in order to make the design process more thorough
and traceable.
Since traditional engineering methods often fail for designing complex systems and ad
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hoc methods lack a scientific basis, this naturally leads to the third research question (RQ3).
Research Question (RQ3):
• (RQ3) What is the appropriate methodology for engineering complex systems?
1.7 Developing a Framework for Engineering Emergence
There is a need for a well-developed methodology for carrying out the exploration of complex
systems. Holland explains that “complex adaptive systems are so intricate that there
is little hope of a coherent theory without the controlled experiments that a massively
parallel computer makes possible. At the same time, in an area this complex, experiments
unguided by an appropriate theoretical framework usually amount to little more than
‘watching the pot boil’ ” [142]. High performance computers have allowed for massive
explorations of simulations; however, these simulations have to be properly designed in
order to provide information effectively and efficiently. The types of uncertainties that
are inherent in complex systems are statistically characterized variables (i.e., inherently
stochastic) and known-unknowns (i.e., uncertainty that is understood in principle but nearly
impossible to track due to combinatorial explosion, chaotic behavior, or context-dependence).
Uncertainties pose risks of system failure or degradation (i.e., vulnerabilities) but also may
allow for beneficial emergent behavior. The best way to understand these uncertainties is
through tradespace exploration (e.g., parameter tuning) and design space characterization.
Unfortunately, the traditional paradigm of the engineering design process does not
translate well to complex systems. De Wolf and Holvoet argue that a “fundamental problem
is the lack of a step plan that allows to systematically specify desirable macroscopic properties,
map them to the behaviour of individual agents, build the system, and verify it to guarantee
the required macroscopic properties, i.e. a full life-cycle engineering process or methodology”
[92]. Significant parts of the design process needs to be modified to meet the needs of
complex systems. In Figure 2, De Wolf and Holvoet [92] show an attempt to modify the





















Figure 2: The traditional engineering design process annotated with modifications for
dealing with emergent behavior (from [92])
The most important modification to the traditional engineering process is the addition of
feedback loops as a way of introducing mechanisms to properly guide the emergent behavior
toward the desired outcome. In the traditional engineering design process, there is exploration
of the design space during iteration that is guided by optimization methods. Even though
optimization is credited with helping to turn engineering design from art into a science
[253, pp. 9–10], as will be discussed in Chapter 4.3.4, optimization is often inappropriate
for complex systems. To replace the role that optimization held in the traditional design
process, complex systems engineering needs an objective and widely-applicable measure of
emergence and a way to explore the design space to identify it.
The path from design to verification and testing is long and difficult. To make matters
worse, the design process will require a significant amount of iterations. In Figure 3, De
Wolf and Holvoet [92] show how the emphasis on various portions of the scientific analysis
feedback loop changes as a function of the iteration. Early iterations focus on setting up the
elements of the system so that they are capable of performing a high-level function. Later
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Figure 3: Different focus in early iterations versus later iterations in the scientific analysis
feedback loop (from [92])
To address Identified Gap 1, the focus of this research presented in this thesis cor-
responds with the parameter-tuning and design space characterization steps of the design
process. The goal of this research is to provide a methodology for carrying out this portion
of the scientific analysis. By improving the effectiveness of this step, the secondary goal is
to help shift parameter-tuning and characterization of macroscopic behavior to earlier in the
design process. Complex systems can be strongly influenced by these tuning parameters; it
is clearly not beneficial to wait until late in the design process before understanding how
these parameters affect the system behavior. As Cavallo explains, “design cycles that cannot
adapt to rapidly changing conditions miss emergent phenomena that either need correction
because they are undesirable, or need capitalization if desirable” [63]. Understanding complex
systems and emergent behaviors is one of the major keys to reduce re-design work during
development and system failures during deployment. Thus, the overall research goal can be
stated as follows:
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Research Goal: The proposed methodology should be able to: 1) identify design points
(i.e., parameter settings) which are candidates for emergent behavior, 2) present the candidate
points in a manner which allows the designer to characterize the design space and make
proper inferences in coming up with strategies to exploit or avoid behavior. The success of
this research will be judged based on the ability of the proposed approach to rigorously and
robustly identify the design space parameters which lead to emergent effects.
The successful application of this methodology has the potential to improve system
behavior assurance. Behavior assurance is becoming a more important part of engineering
complex systems [217, 256]. Wulf, in a National Academy of Engineering report, wrote
that “the key point is that we are increasingly building engineered systems that, because of
their inherent complexity, have the potential for behaviors that are impossible to predict
in advance. Let me stress what I just said. It isn’t just hard to predict the behavior of
these systems, it isn’t just a matter of taking more into account or thinking more deeply—it
is impossible to predict all of their behaviors” [261]. He goes on to ask, “How do we
ethically engineer when we know this—when we know that systems will have behaviors,
some with negative or even catastrophic consequences—but we just don’t know what those
behaviors will be?” [261]. Alderson and Doyle argue that “we are better at ‘trial and error
via deployment’ than provable guarantees on performance, stability, etc. Moreover, it has
perhaps given the false impression that the emergence of collective behavior is sufficient as a
design outcome. However, as technological visions increasingly emphasize ubiquitous control,
communications, and computing, with systems requiring a high degree of not only autonomy
and adaptation, but also evolvability, scalability, and verifiability, a more rigorous, coherent,
and reasonably complete mathematical theory underpinning . . . is needed” [4].
To be clear, the methodology proposed in this research is not designed for system
certification. This methodology is intended for conceptual design where the goal is gain
insight into the design space and the landscape of possible system behaviors. This will enable
the downselection of appropriate concepts for further study. Validation and certification of
the system will need to take place once the system is embodied. A significant portion of the
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research on behavior assurance is based on the use of formal methods [217]; however, formal
methods are not appropriate for conceptual design since there will be crucial differences
between the initial concept and the fielded system. This difference will invalidate the results
of the formal methods. Instead, it is more likely that behavior assurance for complex
system will be accomplished probabilistically and test via simulation [255]. However, by
characterizing the design space early in the design process, there can be more confidence
that the concepts chosen represent desirable solutions including initial estimates for the
statistical performance of the system.
1.8 Research Road Map
A mapping between the research questions introduced in this Introduction and the chapters
within this dissertation that will address these questions is shown in Figure 4. Chapter 2
and Appendix A will examine the concept of emergence and attempt to address the some of
the research questions posed by RQ1. Chapter 3 examines complex systems and the idea of
complexity, including how complexity comes about and ways of measuring it. This chapter
addresses RQ2. Chapter 4 is a discussion on the approaches taken to analyze and design
complex systems. This chapter explains why traditional design approaches are not well
suited for multi-agent distributed systems. Chapter 5 reviews many of the approaches that
researchers have taken when trying to develop a method for measuring emergence in a system.
This chapter addresses a portion of RQ1 and contains the emergence measure proposed as
part of this research. Chapter 6 introduces Distributed Multi-Agent Surveillance Simulation
(Distributed-MASS), an example of a distributed multi-agent system that will be used to
test the methodology developed in this research. Chapter 7 contains the development of the
Systematic Exploration for Emergence Detection (SEED) methodology that is proposed as
the solution for exploring the design space of a complex system in order to identify emergent
behavior. This chapter addresses RQ3. Chapter 8 contains the results from the experiments
as part of the methodology development. A case study, based on the Distributed Multi-Agent
Surveillance Simulation, is shown in Chapter 9. Finally, Chapter 10 summarizes the results
from this research and offers conclusions about the success of this research. Appendix B
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provides a basic overview of information theory. Information theory has deep and useful
connections for the study of complex systems and some of the basic results from information
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Chapter Road Map: The goal of this chapter is to define the concept of emergence and
to work towards a definition that can be used in this research to identify emergent behavior
in a distributed multi-agent system. This chapter addresses research question RQ1 and
related sub-questions:
• (RQ1.1) What are the characteristics of emergence and what makes it difficult to
understand and predict?
• (RQ1.2) How can emergence be defined?
2.1 Introduction
The concept of emergence was introduced in Chapter 1. For distributed multi-agent systems,
emergence has an intuitive definition: the collective behavior “emerges” from the interactions
between agents and the environment. This collective behavior far exceeds the capabilities of
any single agent. As discussed earlier, social insects can be used as inspiration and provide
concrete examples of how their underlying mechanisms can give rise to robust, effective, and
interesting behavior. However, the concept of emergence is present in fields as diverse as
solid state physics, biology, sociology, and economics. In fact, the landscape of definitions
and applications of emergence is more diverse than at any time in the history of the concept.
Each of these fields has their own understanding of what emergence means. Unfortunately,
trying to unify these ideas into a single coherent definition is difficult.
The concept of emergence has a long and contentious history. In fact, the debate about
what emergence is and its validity in scientific understanding continues to this day. To
deeply understand emergence, it is best to understand the circumstances under which the
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term has been used, including its historical context. At its historical roots, emergence is a
concept deeply rooted in philosophy of science and metaphysics. There are many concepts
in philosophy of physics and metaphysics that are useful for understanding what emergence
is and why it is a contentious topic. While emergence originated in the philosophy of
science in the mid-nineteenth century, it has become common in scientific and engineering
literature today. However, in between, emergence has a cyclical history that closely follows
the successes and failures of various scientific programs. Unfortunately, some scientific and
philosophical failures have left a trail of mischaracterizations that persist to this day. These
issues are discussed in detail in Appendix A. Although that discussion is useful to understand
the issues in defining emergence, it is not strictly necessary for understanding the results
presented in this chapter and within the remainder of the research. It is therefore left for
the Appendix for the interested reader.
There are two major goals when it comes to emergence: 1) defining emergence, and 2)
quantifying or detecting emergence. The first goal is straight forward—provide a definition
that is coherent, specific, and useful. The second goal is dependent upon meeting the first
goal. Meeting the second goal of identifying emergence will give us the ability to understand,
explain, and perhaps even design for emergence. Detecting emergence can take on a number
of different interpretations depending on the application and goal. It could mean testing
a candidate behavior to prove that it meets our definition of emergence. It could also be
interpreted to mean observing a system or process and identifying whether or not emergence
is part of the system’s behavior. Or, as is the goal of this thesis, searching through the
landscape of possible configurations and conditions of a given system to see if emergence
can be identified. At its core, identifying emergence requires a definition that is objective,
concrete, and actionable.
While the primary goal of this research is to develop a methodology capable of providing
solutions to the distributed multi-agent problem, a secondary goal is to create a methodology
(including appropriate definitions for emergence) that can be expanded to a wider range of
complex systems. After all, design methods like optimization have reached wide-use because
of their applicability to a wide range of problems. So too must emergence eventually reach a
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point of consistency and acceptance across the range of disciplines if it is to become a useful
tool.
2.2 Defining Emergence
Having a definition of emergence is critical for this research. Identification of emergence can
only occur once a definition is made. However, the history of emergence has shown that the
definition of emergence is inconsistent and sometimes controversial. Part of this is due to
history. Emergence started as an empirical phenomenon. Therefore, it could not be defined
axiomatically. Emergence was observed and then a definition was created that attempted
to capture the characteristics of the observation. A universal definition of emergence may
not be possible (although we should continue to try until we have evidence that emergence
escapes a rigorous definition). A universal theory of emergence must be consistent with
the underlying causality. Such a theory should be metaphysically rigorous and logically
coherent—but it might be a long time before such a theory exists. In the mean time, a
definition that simply captures the observed behavior might be sufficient for engineering
design. Presented below is a small sampling of the definitions from the literature:
• Assad and Packard (1992): Coming from the perspective of artificial life, Assad
and Packard’s definition reflects the field’s characteristic approach of using simple
rules to exhibit surprisingly complex behavior. In their definition (which is based on
a characterization of the body of literature in their field rather than a prescriptive
definition), emergence can be described as “unexpected macroscopic behavior that is
not immediately predictable upon inspection of the specification of the system” [12].
They acknowledge the subjectivity in this definition. The characterization of emergence
using terms like surprise or unexpectedness is troublesome. This language implies the
subjectivity of the observer or the epistemological nature of emergence. The trouble
with using a subjective definition, as well as the general misunderstanding of this
approach, will be discussed in detail later in this chapter. Assad and Packard also
attempted to introduce a spectrum of emergence depending on the difficulty level on the
deducibility of the emergent behavior. They proposed a scale from “weak” emergence
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that is simple to deduce in hindsight, up to “strong” emergence that is impossible to
deduce from the specification of lower levels [12]. The final contribution from Assad
and Packard is the distinction between three different types of emergence: structure
(emergence of patterned structure), computation (emergence of novel computational
processing capabilities), and functionality (emergence of novel functions that are used
by the micro-level components) [12]. Furthermore, they hypothesize that these types
of emergence are hierarchical where the first type of emergence is required before the
subsequent type can take place, thus, functionality emergence requires emergence of
computation which requires emergence of structure.
• Bonabeau (1995): “emergence is a dynamic process through which some quantity
[complexity] is rapidly/dramatically varying with respect to the time constant/the
spatial granularity, or more generally to the model or the level of description used by
the observer.” [45].
• Chalmers (1996): “an interesting property that is unexpected, given the underlying
principles governing the system” [64, p. 253].
• Crutchfield (1994): “Emergence is generally understood to be a process that leads
to the appearance of structure not directly described by the defining constraints and
instantaneous forces that control a system. Over time ‘something new’ appears at
scales not directly specified by the equations of motion. An emergent feature also
cannot be explicitly represented in the initial and boundary conditions” [82].
• Wimsatt (1997): “An emergent property is—roughly—a system property which is
dependent upon the mode of organization of the system’s parts” [254].
• Holland (1998): “Emergence is above all a product of coupled, context-dependent
interactions. Technically these interactions, and the resulting system, are nonlinear :
The behavior of the overall system cannot be obtained by summing the behaviors of
its constituent parts.” [143, p. 121–122]
• Goldstein (1999): Emergence is “the arising of novel and coherent structures,
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patterns, and properties during the process of self-organization in complex systems”
[128, p. 49]. Emergence has the properties of being or having: 1) radical novelty, 2)
coherence or correlation, 3) global or macro level, 4) dynamical, and are ostensive
[128].
• Kim (1999): Emergent properties have two main characteristics: 1) “emergent proper-
ties are ‘novel’ and ‘unpredictable’ from knowledge of their lower-level bases, and that
they are not ‘explainable’ or ‘mechanistically reducible’ in terms of their underlying
properties;” b) emergents have “novel causal powers irreducible to the causal powers
of their basal constituents.” These causal powers “influence and control the direction
of the lower-level processes from which they emerge.” They are novel in that they “did
not exist before its emergence” [158].
• Ryan (2007): “Emergence is the process whereby the assembly, breakdown or re-
structuring of a system results in one or more novel emergent properties. Assembly
and breakdown are the dual processes of adding and removing interactions between
system components that change the cardinality of the set of components in the system,
while restructuring changes interactions between components without changing the
cardinality” [220, p. 73].
There are a number of common themes in the above definitions: nonlinearity, irreducibility,
novelty, and hierarchy. Each of these topics is discussed at length in Appendix A.2. These
terms will be briefly summarized. Nonlinearity generally refers to small inputs to a system
causing disproportionately large responses or a non-additivity when coming effects. Irre-
ducibility is the inability to describe a property or behavior using properties or behaviors
from the constituent parts. Novelty refers to the creation of new properties or behaviors
that were not present in the past or under different conditions. Hierarchy refers to either
the creation of physical organization and connectedness of the constituent parts or to the
levels of description that describe the properties or behavior.
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2.3 Emergence in Simulation
In the beginning, the concept of emergence was studied in physical and biological systems.
While emergence in natural systems is an active field of research, much of the current research
is on the study of emergent properties within computational models. The purpose of this
section is help establish a foundation of part of this research. The exploration of computer
models for the purpose of understanding emergence is well established. This section will
review a few concepts with respect to emergence within computational models.
2.3.1 Computational Emergence
Irreducibility, the idea that a property cannot be deduced from the properties of its con-
stituent parts, takes on a more concrete notion when dealing with simulation in the form
of computational irreducibility. A system is considered computationally irreducibility if the
outcome of its evolution can only be found through direct simulation [258]. There is no
shortcut in deriving the output short of carrying out the computational steps that govern
the underlying dynamics. Wolfram claims that “many complex or chaotic dynamical systems
are expected to be computationally irreducible, and their behavior effectively found only
by explicit simulation” [258]. In the same way that irreducibility was one of the defining
characteristics of emergence, we can extend that concept and say that simulations of complex
systems are characterized by computational irreducibility. Darley’s definition of emergence
is based on this concept of computational irreducibility: “emergent phenomena are those
for which the amount of computation necessary for prediction from an optimal set of rules,
classifications and analysis, even derived from an idealised perfect understanding, can never
improve upon the amount of computation necessary to simulate the system directly from
our knowledge of the rules of its interactions” [86].
2.3.2 Artificial Life
The study of emergence in the computational domain is well-established, especially in the
field of artificial life. Artificial life is particularly focused on emergence that comes about
through self-generated complexity—the repeated application of a simple set of rules that
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leads to complex behavior which mimics behaviors observed in nature. In his well-known
paper, Reynolds [214] showed how simple rules for agents can demonstrate flocking behavior.
Langton is credited [31] with coining the phrase “artificial life” and setting the foundation for
the field. He defined the key features of artificial life as: 1) populations of simple programs
or specifications, 2) no central controller, 3) rules describing how the simple entity reacts
to local situations in its environment, 4) no rules dictating global behavior, 5) behavior at
levels higher than the individual programs are automatically emergent [166].
2.3.3 Cellular Automata
Cellular automata (CA) is a dynamic system consisting of a lattice of discrete, deterministic
machines [150]. Each cell’s state is governed by a rule-set which governs its transition
behavior. These rules are a function of the states of the neighboring cells, resulting in
macro-level behavior that is a due to micro-level rules. CA are computationally irreducible,
which, along with the micro- to macro-level dynamics, makes them a candidate for exhibiting
emergent behavior. Cellular automata are widely studied in the field of complexity science
[33, 150]. They were introduced by von Neumann to study the behavior of extended complex
systems. This approach helped to form the ideas and methods of Artificial Life. Additionally,
CA can be used as discrete approximations to a set of partial differential equations, allowing
them to model many physical phenomena [258]. Of particular interest to the aerospace field
is the use of CA to model fluid flows in the form of lattice gas models. Ilachinksi [150, p. 18]
outlines variations of CA that allow for stochasticity, non-homogeneity, mobility of cells, and
even structurally dynamic lattices; however, once more than one of the key characteristics
of CAs are modified or removed, it can be argued that the system more closely resembles
another modeling technique, such as agent-based modeling. In fact, cellular automata can
be considered as part of the roots of agent-based modeling [109, p. 306], another widely
used modeling and simulation technique in the study of complex systems.
As Dogaru explains, “complex emergent behaviors in cellular automata are rare, and
consequently difficult to locate” [101, p. 70]. This difficulty has lead to the large amount of
research to identify the principles and rules which lead reliably lead to emergence. Kauffman
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found that there is an optimal (intermediate) degree of connectivity that leads to emergence
and Chua found that an array of Boolean cells must be not linearly separable to lead to
emergence [101].
2.3.3.1 Conway’s Game of Life
Conway’s Game of Life (GOL) [120] is an application of cellular automata. It is one of the
most studied examples of emergence using cellular automata. The Game of Life is based
on a cellular automata in which each cell follows a simple rule at each iteration: a living
cell remains alive if and only if either two or three of its neighbors are alive; a dead cell
becomes alive if and only if three of its neighbors were alive at the previous iteration. The
resulting dynamics exhibit a wide range of complex behavior, including the generation of
structures which move cohesively through the domain (“gliders”). The glider and other
structures and properties in the Game of Life are recognized by many researchers as being
an example of emergence [165, 33, 216, 101]. As Holland explains, “the possibility of such a
spatially coherent moving pattern is not something easily determined by direct inspection of
the laws of Conway’s universe. The possibility only exists because of the strongly nonlinear
interactions of the particles (states) in adjacent cells” [143, p. 140]. The macro-level laws
“comes from our prior empirical observations of how the systems behave under different
initial conditions” [33].
The Game of Life also has a number of interesting properties that make it an attractive
system of study and as an archetype of emergent systems. The GOL is computationally
irreducible. The R-pentomino, a five-cell edge-connected unstable pattern, has been shown
to be underivable [34]. Additionally, it has been shown that the GOL can be designed to
function as a Universal Turing Machine [40], and is therefore capable of computing any
algorithm, at least in principle.
2.4 Characterizing Emergence in Complex Systems
The discussion in the previous section provides insights but not any practical solutions
for defining emergence. Although we expect our simulation to exhibit computational
irreducibility, it is not a sufficient condition for emergence. As a counter example, a simple
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chaotic system (e.g., a double pendulum) would be computationally irreducible but would not
meet our intuitive understanding of emergence. Beni [37] defines an intelligent swarm as a
group of non-intelligent machines capable of universal material computation (i.e., the ability
to arbitrarily transform matter, energy, or information). What Beni calls “unpredictability”
is the concept of computational irreducibility, whereby there is no prediction possible
that is more efficient than simulation. In addition to the already mentioned problem
that computational irreducibility is not a sufficient condition for emergence, a proof of
irreducibility would be very difficult to achieve. The best case scenario is a proof by counter-
example; however, even a counter-example would not provide much insight into system
behavior.
Other investigations into emergence in simulations like artificial life and cellular automata
have focused almost exclusively on pattern formation. While pattern formation is eye-
catching, it is unlikely to be a useful paradigm for engineering design. Pattern-formation
and investigations of complexity using analysis of structure will be discussed in Chapter
3; however, patterns and structure are not a generally applicable and useful approach for
designing engineering systems. Although there will often be some correlations between the
degree of organization and system effectiveness, the connection is not clear. Using foraging
ants as an example, completely disorganized and random paths by all of the agents is a
clear sign that the system has not achieved self-organized behavior. However, at the other
end of the spectrum, a perfectly fixed structure is not ideal either. The robustness of ant
foraging allows for paths to dynamically change in response to changes in the environment
and due to the natural exploration behavior of the ants. Another example is an ant mill,
which is a completely degenerative behavior in which ants form a closed loop which they
traverse until their exhaustion and death. It should be clear that analysis of patterns is not
the right approach; instead, we need to examine the function of the system as a measure of
the effectiveness.
Claim: Direct measures of system effectiveness are a better way of comparing system
behavior rather than indirect methods such as pattern analysis.
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Characterizations of complex behavior are naturally probabilistic. Despite the added
complications of representing distributions, a probabilistic viewpoint is also useful and
relatively well behaved in the sense that a probability distribution is bounded. Nicolis and
Prigogine explain how “the problem of instability and multiplicity of solutions, familiar
from the study of bifurcations in nonlinear dynamical systems, simply does not arise at the
probabilistic level. . . . Bifurcation is reflected by a qualitative change in the structure of
the underlying probability distribution, such as the appearance of multiple humps, rather
than by the multiplicity of the probability distribution itself” [204, p. 162]. Kernstine
et al. found that the design spaces of complex systems are typically characterized as
stochastic, heteroscedastic, and conditionally variant [157, p. 2]. Kernstine gives three
characteristics of emergence: nonlinearities, changes in variance, and discrete changes in the
metric [156, p. 245]. All three of these characteristics are easily generalized when dealing
with probability distributions: discrete changes are manifested as either rapid shifts in
the probability distribution or the existence of a multimodal distribution, where there is
more than one peak in distribution. An example of a probability distribution changing as a
function of a parameter (in this case time, but generalizable to any parameter space) is shown
in Figure 5 (a) while a bimodal distribution is shown in Figure 5 (b). Nonlinearities are
manifested as rapidly changing probability distributions for small changes in the parameter
space. Kernstine writes that “neighboring points in a simulation [design space] are expected
to have similar features, and transitions from one distribution or state are expected to be
smooth far from emergent behaviors” [156, p. 83]. While Kernstine argues that “areas of
high variance may be indicative of an emergent behavior” [156, p. 178], I do not believe
that high variance is necessarily an indicator for emergence. Typically, the emergence of
self-organization is manifested by reduced variance. Therefore, all variance shifts should be
regarded as possible indicators of emergence.
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Figure 5: (a) Probability distribution shifts in both time and parameter space; (b) Bimodal
probability distribution (both from [109])
Claim: Emergence is manifested by qualitatively different probability distributions compared
to non-emergent design points. Both mean and variance shifts, relative to neighboring design
points, are important in identifying emergent behavior. Emergent behavior can be identified
by locating shifts in the shape of a metric’s probability distribution.
2.5 Synthesizing a Definition of Emergence
Part of the difficulty of defining emergence is that there are really two related tasks. The
first task is to define emergence with respect to the various types of systems that exist. The
second task is defining emergence for a specific system. While the former task seeks to
classify the wide range of possible systems, the latter is focused on the specific states in a
single given system that are associated with emergence. Since this research is looking at
the design of a single system under investigation, the definition presented here is within the
context of identifying system states associated with emergence. Although some parts of
the definition attempt to capture entire classes of systems, other parts of the definition are
specific to a system’s states. This difference between the two tasks is the reason why the
presented definition will have multiple components.
There is no shortage of definitions of emergence in the literature. While I disfavor an
addition to the list of definitions, the lack of a clear, comprehensive, and accepted definition
necessitates the creation of a refined definition. The definition of emergence I propose will
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be synthesized from the ideas presented in this chapter. The goal is to capture the following
properties of emergence:
• Novelty: The instantiation of new, unexpected properties and qualitative change in
behavior.
• Context dependence: The system exhibits qualitatively different behavior depending
on the context (e.g., inputs, the environment, memory effects).
• Irreducibility: Borrowing from Bedau [34], Darley [86], and Huneman [148], emergence
requires discovery through simulation due to its computational irreducibility.
I propose the following definition of emergence:
Emergence: Emergence is the phenomenon in a complex system that is characterized by
unexpected qualitative changes in macro-level behavior due to context-dependence of the
micro-level components.
However, it is not clear how this definition could be used in a quantitative and useful
way. What is lacking is the engineering perspective: a definition of emergence that also
includes a concept of affecting change. From an engineer’s perspective, emergence is only
useful if it helps us to achieve a function. Therefore, a second related definition will be
proposed. As will be discussed in the Chapter 5, the idea of a critical transition is common
in many measures of emergence. As Fromm explains, using “the colloquial meaning [of]
‘appearance’ in the broad sense, the sudden emergence of something is always possible at a
clear boundary or border of something, someone, or some form of system” [118]. Therefore,
I introduce a secondary definition for engineered emergence:
Engineered Emergence: Engineered emergence is the critical transition in macro-level
behavior due to changes in system context (i.e., environmental conditions or system parame-
ters).
This second definition is actionable since unexpected qualitative changes, which is a
nebulous concept, is replaced with a critical transition, which can be measured directly.
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2.6 Emergence for a Distributed Multi-Agent System
The final section in this chapter will examine whether the proposed definition of emergence
is consistent with the concept of emergence for distributed multi-agent systems. More
generally, the question is: what does emergence look like for distributed multi-agent systems?
Again, we can use social insects to help understand the collective behavior of multi-agent
systems. Characterization of foraging ant species has shown that there is a nonlinear phase
transition between organized and disorganized behavior upon reaching a critical colony size
[36]. Similarly, Bonabeau et al. argue that a characteristic signature of self-organization
is “the existence of bifurcations when some parameters are varied: the behavior of a self-
organized system changes dramatically at bifurcations” [48]. This idea of a phase transition
is consistent with the “critical transition in macro-level behavior” in the proposed definition
for engineered emergence. Furthermore, it has been demonstrated in ant foraging models
that the system is sensitive to fairly small changes in the properties of the individual ant
[105]. This idea is consistent with the second half of the engineered emergence definition
where we are searching for shifts in behavior as system parameters change. Thus, emergence
in the distributed multi-agent system is going to consist in searching the design space to




Chapter Road Map: The goal of this chapter is to define what it means for a system to be
“complex.” This chapter will also explore the mechanisms that drive complex behavior and
various measures that have been proposed to measure the amount of complexity in a system.
Although complexity and emergence are not equivalent, there are enough similarities and
overlap in features that warrant the discussion about complex systems in this research. This
chapter addresses most portions of Research Question 2 (RQ2):
• (RQ2) How do we analyze and design complex systems?
– (RQ2.1) What characterizes a complex system?
– (RQ2.2) What causes a system to be complex?
– (RQ2.3) How can the complexity of a system be measured?
3.1 Characterizing Complex Systems
It has been argued in Chapter 1 that distributed multi-agent systems are an example of a
complex system. The goal of this chapter will be to understand what causes a system to be
complex and to gain insight into how complex systems should be analyzed and designed.
The simplest definition of a complex system is given by Crutchfield, a “highly-structured
collective behavior emerges over time from the interaction of simple subsystems” [80]. It
is this juxtaposition of simple components with “complex” behavior that make complex
systems such a compelling topic of study. Weaver [250] proposed three classes of problems:
simple, disorganized complexity, and organized complexity. Simple problems, such as in
classical mechanics, have a deterministic solution. At the other end of the spectrum, is
disorganized complexity; however, this class of problems has a probabilistic solution (e.g.,
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classical thermodynamics). The hardest set of problems is organized complexity. These
problems are too big to be solved using traditional analysis methods but they are too small
to be solved using strictly probabilistic methods. These problems involve both randomness
and structure. Organized complexity is observed in a range of systems. These include
many physico-chemical systems that exhibit phase transitions or the formation of patterns.
Moving up in scale, the Earth’s weather and climate system exhibits many characteristics of
complexity [204, pp. 226–232]. Biological systems, from biological subsystems like the brain
[244, Ch. 5] and the immune system to social insects [204, pp. 232–238] to human systems,
are the epitomic examples of organized complexity. One of the issues raised by multi-agent
systems is the size of the system under investigation. There are extensive techniques available
for analyzing and designing small monolithic systems. At the other end of the spectrum,
statistical techniques can be used for characterizing very large systems. However, systems
of intermediate size are proving to be the most difficult due to the lack of methods for
analyzing and designing these systems.
One way of understanding complex systems is contrasting them with simple systems.
Erdi lists three important characteristics of simple systems: 1) single cause and single effect;
2) a small change in the cause implies a small change in the effects; and 3) predictability [109,
p. 6]. These are directly opposed to characteristics of complex systems: 1) circular causality,
feedback loops, 2) small change in the cause implies dramatic effects, 3) emergence and
unpredictability [109, p. 7]. Prokopenko et al. list other important characteristics of complex
systems: 1) complex systems are open to the transfer of energy, information, and/or matter
from the environment; 2) a large ensemble of individual components interact in a nontrivial
fashion; and 3) the nontrivial interactions result in internal constraints which results in
coherent global behavior [212]. Complex systems are intimately tied with emergence. In fact,
many have defined a complex system as a system that exhibits emergence. Complex systems
“typically have a large number of components, where the interactions lead to collective
emergent behaviours that cannot, even qualitatively, be derived as a plain resultant from the
individual components’ behavior” [222, p. 248]. This is in contrast to complicated systems
that “have a large number of components which behave in a well-understood way and
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have well-defined roles leading to the resulting effect” [222, p. 248]. Nicolis and Prigogine
claim that the “fingerprint of complexity” is the “emergence of a new level of description
brought out by the underlying dynamics” [204, p. 191, original emphasis]. In this way, the
characterization of complex systems follows closely with that of emergence.
One important question, similar to the question of emergence, is whether or not complexity
is a fundamental property of a system/process or whether it is a reflection of our ability
to understand it. While the complexity of physical systems is distinct from computational
complexity, they also share some similarities that may help to understand properties of
emergence. Moore and Mertens explain that, in the field of computational complexity theory,
the complexity class is a “fundamental property of a problem” and not a “subjective question
about our abilities to compute” [191, p. 29]. Likewise, emergence and complexity of physical
systems are intrinsic properties.
3.1.1 Mechanisms of Complex Behavior
We seek to understand how basic low-level interactions can give rise to complex behaviors.
Huygen’s pendulum clock is an interesting example of a relatively simple system that still
exhibits complex behavior. Wimsatt describes Huygen’s discovery in 1656 of the coupled
oscillation in pendulum clocks as an example of an emergent effect: “clocks hung together
on a beam became synchronized and kept better time than either did alone” [254]. This
effect was due to the arrangement of the pendulum clocks with a connecting rod between
them that provided the mechanism for the coupled dynamics. While this would seem to be
a fairly simple system, it was profound for several reasons. The first is the unexpectedness
of the result. Huygens was eventually able to determine the mechanism for the coupling
effect as “the imperceptible movements” of the connecting beam [39, p. 565]. This stark
difference in scale between the large motions of the pendulums and the “imperceptible”
motion of the connecting beam is characteristic of many complex systems. The system is
also governed by nonlinear dynamics that escape easy characterization, especially at the
time of its discovery. The second reason for the importance of this observed example of
emergence is the importance of the nonseparability of the system. While many current
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discussions of complex systems deal with large, engineered systems, Nicolis and Prigogine
explained in their book Exploring Complexity: An Introduction (1989) [204] how
relatively simple physico-chemical systems can also exhibit complex behavior. There are
a number of characteristic mechanisms that are associated with complex behavior. The
following is a list of some of the most common and their description.
3.1.1.1 Nonlinearity
In a linear system, the property of superposition holds. The combined effect of two causes is
the superposition of the causes taken individually. Systems that are either linear or can be
approximated by a linear system are of great interest to scientists and engineers because of
this simplification. A system which can be recast as a summation of a number of simpler
systems can often be solved by the summation of the solutions to each of the simpler systems.
In the case of a nonlinear system, this simplification is not possible. Furthermore, the effects
are not proportional to the causes—a small change in the cause leads to a disproportionately
large change in the effect. Amaral and Ottino [6] argue that nonlinearity is the key to novel
behaviors in complex systems since nonlinear effects drive the system to qualitatively new
operating regimes.
3.1.1.2 Chaos
Chaos is a phenomenon where the behavior of the system exhibits extreme sensitivity to
initial conditions. Two trajectories of a system will eventually diverge, even for infinitesimal
differences in initial conditions. The unique property of chaotic systems is that fluctuations
at the microlevel are amplified by the dynamics and affect the macrolevel behavior. This is
different from most other systems, where microlevel fluctuations are local effects only (e.g.,
a gas system). This makes analyzing and designing systems which exhibit chaotic motion
difficult, since their state at any future point in time cannot be predicted with any certainty
more than an ensemble of possible trajectories. This requires that analysis and design of
chaotic systems has to rely on statistical and geometric properties rather than on detailed
prediction [79].
Chaos is an interesting topic to study because it is a mechanism which leads to complex
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behavior, but it also exhibits many of the properties of emergence by itself. Crutchfield
et al. describe chaos as “the interaction of components on one scale can lead to complex
global behavior on a larger scale that in general cannot be deduced from knowledge of
the individual components” [79]. This is the same language of emergence. Chaos also
faces the philosophical issue of whether the lack of predictability comes from an intrinsic
property of the system or from limitations of the observer. Crutchfield et al. claim it
is a “product of both the complicated behavior of nonlinear dynamical systems and the
limitations of the observer” [79]. However, I would place more emphasis on unpredictability
being a fundamental property of the system. When prediction requires an infinite amount
of information (i.e., infinite precision on the state variables), the limitations on the observer
are fundamental and unchangeable.
The types of systems that are considered chaotic has increased greatly. Initially, only
small systems which could be analytically studied were found to be chaotic. In 1963, Lorenz
discovered chaotic behavior in a low-dimensional model of fluid flow describing the weather
system [204, pp. 124]. While simple systems could be analytically studied, larger systems
had to be studied using computer simulations [234]. Since then, information systems [181],
manufacturing, combat systems [174], and others have been shown to be chaotic.
3.1.1.3 Feedback
Feedback is a common mechanism in both natural and engineered systems. Feedback
occurs when the system’s effect influences the action of the cause. This process leads to
complexity because causation is iterative—both causes and effects are linked through a
circular connectivity. Since the concept of feedback is well-known, in both regular and
complex systems analysis, this mechanism will not elaborated further in this section.
3.1.1.4 Symmetry-breaking and Bifurcations
Symmetry-breaking is the phenomenon where there exists an intrinsic differentiation between
different parts of a system, or between the system and its environment where there was none
before [204, p. 74]. Anderson describes symmetry-breaking as the “shift from quantitative
to qualitative differentiation” [9]. Phase transitions in materials are common examples of
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broken symmetry phenomena. Superconductivity, antiferromagnets, ferroelectrics, liquid
crystals are all material phenomena that are governed by symmetry-breaking mechanisms
[9]. Nicolis considers symmetry-breaking and bifurcations to be one of the prerequisites to
complex behavior [204, pp. 73–74]. Symmetry-breaking also has deep connections to the
concept of information; symmetry-breaking is a prerequisite to information and information
processing [204, p. 143]. It is the selection between possible states that is the basis for
information; symmetry-breaking is the selection process.
3.1.1.5 Large Differences in Spatiotemporal Scales
There is an order of magnitude (or more) difference in the spatiotemporal scale between
the lowest and highest levels within the hierarchical structure of complex systems. The
fundamental “unit” of a system is orders of magnitude smaller than the overall system or the
highest-level at which coherent behavior occurs; however, the unit is important to the overall
behavior of the system and cannot be abstracted away. This effect is often seen in chaotic
systems, where small variations at the microlevel are amplified by the dynamics and bring
about changes at the macrolevel. The connection between the micro and macro levels vary
greatly. Some systems can be represented using continuum models where the micro level are
almost completely abstracted. As Batterman explains, “continuum model equations such as
the Navier-Stokes equations of hydrodynamics or the equations for elastic solids work despite
the fact that they completely (actually, almost completely) ignore small scale or atomistic
details of various fluids” [30, p. 256]. However, it should be noted that it is often the case
that continuum models are not derived from micro-level models [30, p. 271]. Other systems
exhibit some regularity or statistical similarity that allow for “coarse-graining” procedures
where microlevel effects are replaced with statistical averages. “Much philosophical confusion
about reduction, emergence, atomism, and antirealism follows from the absolute choice
between bottom-up and top-down modeling that the tyranny of scales apparently forces
upon us” [30, p. 257].
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3.1.1.6 Large Number of Components
Complex behavior is often attributed to systems that comprise many elements. Physico-
chemical systems have an astronomical number of elements. Similarly, biological systems and
sociological systems also contain a large number of interacting entities. This characteristic is
inherently related to systems that exhibit large differences in spatiotemporal scales; therefore,
the treatment of these types of problems is often through statistical averaging [204, p. 66].
3.1.1.7 Self-generated Complexity
Self-generated complexity comes about from the (infinite) iteration of a few finite rules
[17, pp. 9, 249]. Phelan argues that “one of the defining characteristics of complexity
research” is the search “for the simple rules that purportedly explain the behavior of complex
systems” [209, p. 239]. Some examples of self-generated complexity include fractal geometry,
symmetry breaking of superconductors, long-ranged correlations of phase transitions, and
Conway’s Game of Life. This mechanism is similar to that seen in nonlinear dynamics,
where the repeated application of a simple map leads to chaotic behavior.
3.1.1.8 Adaptation or Evolution
Evolution and adaptation can be considered as a special case of a feedback process [76],
where the system or the components of the system adapt (i.e., change their behavior) in
response to their environment or other components in the system in order to maximize their
fitness. Evolution is adaptation that takes place over successive generations of agents, whose
fitness improves over time.
If the dominant mechanism driving complex behavior is adaptation, the resulting system
can be classified as a Complex Adaptive Systems (CAS). CAS are class of complex systems
in which a large number of less complex agents work together to produce coherent high
level behaviors. More importantly, these systems have three key characteristics: evolution,
aggregate behavior, and anticipation (internal models). Anticipation (“basing current actions
on expected outcomes” [142]) is the defining feature of adaptive systems and what separates
them from other complex systems. Holland [144] gives four properties of complex adaptive
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systems: 1) aggregation, 2) nonlinearity, 3) flows, and 4) diversity. The nonlinearity property
makes possible “lever points” where “a small input can produce major predictable, directed
changes—an amplifier effect” [144, p. 5]. Additionally, there are three mechanisms which
facilitate the coordinated behavior: 1) tagging, 2) internal models, and 3) building blocks
[144]. The tagging mechanism “consistently facilitates the formation of aggregates” [144, p.
12]. This aggregation gives rise the hierarchical structure. The property of diversity and
the internal model mechanism allows for adaptation. “The three essential functions for an
adaptive mechanism are generating variety, observing feedback from interactions with the
environment, and selection to reinforce some interactions and inhibit others” [212, p. 23].
3.1.1.9 Large Number of Dimensions
As the number of characteristic dimensions of the system increases, there is the possibility
of new behaviors that the additional degrees of freedom allow [204, pp. 82]. Any degree of
freedom that is not fully constrained leaves the system open to traverse the state-space and
encounter states that are not being controlled.
3.1.1.10 Fluctuations
The system being open to the influx of matter or energy from the environment introduces
fluctuations into the system state variables. “Physico-chemical systems are capable of
exploring the phase space continuously and of performing excursions around the state
predicted by the solution of the phenomenological, deterministic equations that describe the
systems” [204, p. 148]. These excursions of the phase space provide the variety of the large
number of trajectories of each of system components. This mechanism provides “access to
novelty” [79] that enables other mechanisms like adaptation or high-dimension dynamics to
take hold.
Certainly there are other mechanisms than the ones listed above which lead to complex
behaviors. Complex behavior is possible in under-determined systems, where there are many
important degrees of freedom that are determined by outside or context-dependent factors.
Similarly, emergence is common in open-systems, where the system exchanges energy and
matter with its environment. As Polanyi explains, “the structure and functioning of an
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organism is determined, like that of a machine, by constructional and operational principles
that control boundary conditions left open by physics and chemistry” [211, p. 219].
3.1.2 Pattern-Formation
Patterns are often considered evidence of complex behavior. However, it would be incorrect
to say that all patterns are signs of complex behaviors and are due to the same mechanism.
Patterns reflect a spectrum of behaviors that range from the pattern itself being fundamental
unit of the system to being a mere epiphenomenon. In the former case, the patterns seen in
Conway’s Game of Life represent the fundamental entities in the system and the patterns
are the reason the behavior has been studied extensively. On the other extreme are patterns
like rainbows; while they may be indicative of a certain arrangement and conditions in
the atmosphere, they are observer-dependent and they have no meaningful feedback on
the system. In the middle of this spectrum is a wide range of systems that have coherent
patterns that reflect the state of the underlying system and but also have some causal effect
due to feedback effects. Examples include Bénard cells in convective flows or vortices in
fluid flows.
A pattern can be defined as a series where there exists “some more efficient way of
describing it” [94]. A pattern is therefore a sign of structure that “relates the components”
that act “like a constraint in the product space of possibilities” [220, p. 70]. What is the
connection between pattern formation and complexity and emergence? Boschetti explains
that “pattern formation captures the most intuitive view of emergence. The interaction of
low-level simple entities, leading to symmetry breaking, generates a coordinated behaviour;
this is expressed by patterns which are novel and identifiable as such by an external observer”
[51]. This explanation leads to two questions: Does the pattern have causal influence in
order to coordinate behavior? And is the pattern objective? To answer the first question,
Crutchfield defines intrinsic emergence as features that are “important within the system
because they confer additional functionality on the system itself” [82]. While Crutchfield
acknowledges that patterns can be intrinsic emergence, they are observer-dependent in that
the structure and novelty of the patterns is in the eye of the beholder and are subject to
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their biases [82, 80].
3.2 Types of Complexity: Structural and Behavioral
While there are many examples of complexity, most can be classified as either structural or
behavioral complexity. Structural complexity is the complexity of the organization of the
components of a system and their connections. Structural complexity deals with the physical
organization and the flow of matter, energy, and information between components and the
environment. Behavioral complexity deals with how the system responds throughout the
range of possible inputs. Erdi calls this “dynamical” complexity [109]. Similarly, Deshmukh
et al. argue for two types of complexity measures for a complex manufacturing system:
static complexity related to the structure of the system and dynamic complexity [95].
Balestrini-Robinson argues that “understanding the relationship between topology (struc-
ture) and dynamics (behavior) is of critical importance to understanding the behavior of
complex systems” [20]. However, I argue that the greater and more fundamental challenge
is understanding and managing the behavioral complexity—after all, the function (behavior)
of the system is our end goal. What is the connection between structural and behavior
complexity? Erdi argues that “there is no strict correlation between structural and dynamical
complexity” [109, p. 3]. Many researchers attempt to measure structural complexity (some
of which will be reviewed in this chapter), but it is not clear that there is any fundamental
reason to believe that structural complexity is correlated with behavioral complexity in a
context-independent way. Systems with large structural complexity can produce simple
behaviors, and systems with simple structural complexity can produce complex behavior
(one of the hallmarks of emergence). “The structure of a system need not be complicated
for its behavior to be highly complex” [258]. The structure and organization of a system
clearly influences its behavior; therefore, behavior is function of the organization. An even
more interesting case is when the behavior of the system drives its organization, as in
self-organizing systems.
Structural complexity, without behavioral complexity, can be handled by systems engi-
neering methods in principle. Although the large number of components typical of complex
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systems makes systems engineering difficult, the systems engineering process can decompose
the system and define interfaces. Granted, the number of interfaces can grow exponentially
large if there are a large number of heterogeneous components with many possible connec-
tions. However, the greater challenge arises only when behavior complexity is added. It
is here that systems engineering methods generally fail. Kitto argues that “the systems
most consistently defying our techniques are those that exhibit contextual behaviour” [160,
p. 1]. As Muncion et al. explains, the connections in a complex system “may be created
and destroyed dynamically” and the structure, “instead of being engineered beforehand
and imposing its constraints to the system, is the emergent result of the local interactions
between the entities of the system” [190]. This coupling between behavior and structure
of the system makes analyzing the structural complexity difficult. In that case, structural
complexity has to be itself dynamic or considered as a maximum (i.e., worst-case scenario).
When the behavior and the structure of the system change in various contexts, especially
feedback between structure and behavior, new methods are required to study these systems.
Claim: Since emergent behavior is not correlated with structural complexity, its study is
more fundamentally tied to behavioral complexity.
Scope: This work does not attempt to measure the structural complexity. It also does not
assume or imply any connection between structural complexity and behavioral complexity.
The goal of this research is to focus strictly on the behavioral/dynamical complexity.
3.3 Measures of Complexity
One of the main goals of complexity science is to develop a measure of the amount of
complexity present in a system. Complexity is inherently tied to processes that can be
described on a spectrum between random or structured. Figure 6 depicts two conceptions of
complexity: deterministic and statistical [82]. Deterministic complexity is a monotonically
increasing function of the degree of randomness in a process, governed by the Shannon
entropy rate ℎ𝜇 [82]. However, statistical complexity is maximal somewhere between a
process that is purely ordered (no randomness) and purely disordered (complete randomness).
It reflects that our intuitive notion of complexity lies somewhere between these two extremes.
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Like the distinction between Weaver’s [250] simple, organized complexity, and disorganized




































Figure 6: Complexity vs. randomness for deterministic (a) and statistical (b) complexity
(from [82])
A number of measures exist that attempt to quantify the amount of complexity in a
system. A number of complexity measures will be discussed in this chapter. Although the list
of discussed measures is nowhere near exhaustive, it does represent a good cross-section of
complexity measures. The complexity measures presented here are grouped into three classes:
descriptive complexity, statistical complexity, and entropy-based. Descriptive complexity
measures are based on the idea that complex systems require more “description” in order
to reproduce their behavior. The Information Processing class of measures try to capture
the idea that patterns in the system state carry transmit information that can be used to
understand and predict the system.
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Table 1: Taxonomy of complexity measures
Class Complexity Measure Key References
Descriptive Complexity Kolmogorov-Chaitin
Complexity
Descriptive Complexity Logical Depth Bennett [38]
Descriptive Complexity Effective Complexity Gell-Mann and Lloyd [123,
122]
Information Processing Predictive Information /
Effective measure complexity /
Excess entropy
Bialek et al. [41], Grassberger
[131]
Information Processing Thermodynamic Depth Lloyd and Pagels [173]
Statistical Structure Multiscale Complexity Bar-Yam [23]
3.3.1 Descriptive Complexity Measures
The Descriptive Complexity class of measures is based on the idea that complexity is “the
amount of information needed to describe a process, a system, or an object” [212, p. 14].
All of the complexity measures in this class use the notion of a computational algorithm as
a model for describing the system.
3.3.1.1 Algorithmic Complexity
Algorithmic complexity is a measure of how complex a corresponding algorithm would be
to reproduce a certain output based on an input. This type of complexity is known as
Kolmogorov-Chaitin complexity or Minimal Descriptive Length (MDL). Kolmogorov-Chaitin
complexity, 𝐾 (𝑥), is (the number of bits of) the smallest computer program that will run
on a Universal Turing Machine that outputs 𝑥 and then halt. There are several fundamental
problems with Kolmogorov-Chaitin complexity. The first is that this measure does not match
our intuitive understanding of complexity. Algorithmic complexity is maximized by complete
randomness, where the shortest program is simply the data set itself. In this case, the data
set is considered incompressible—there is no way to represent the data short of printing the
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data itself. This brings us to the intuitive mismatch in understanding complexity. Systems
that are completely random do not exhibit coherent structure and are therefore not complex.
On the other hand, periodic behavior would have a very low algorithmic complexity even
though the underlying behavior is more representative of what we intuitively consider as
complex. This difference in types of complexity is illustrated in Figure 6 (b). Therefore,
algorithmic complexity is often a poor representation of complex behavior between the two
extremes of interpretation [204, p. 28]. Related to the above issue is when a process has
both structured and random processes occurring simultaneously. In this case, it is likely
that the Kolmogorov-Chaitin complexity metric will be dominated by the random portion
and will obscure any structured processes. The last problem with Kolmogorov-Chaitin,
and all MDL-based approaches, is that they are generally uncomputable [82, 229]. For any
practical problem, Kolmogorov-Chaitin complexity is considered biased since the shortest
computer program is dependent on both the type of data and the computer language used
to implement the program. Clearly, some languages represent a class of data using a shorter
syntax and more efficient data structures than others.
Crutchfield et al. argue that all algorithmic complexity approaches are flawed: “Unfortu-
nately, almost all interesting mathematical and quantitative questions about these measures
of structure inherit the uncomputability associated with [Universal Turing Machines]. More
fundamentally, though, the idea that everything in the world is really a discrete-state
computer strikes one as inadequate; at a minimum nature is parallel, continuous, spatially
extended, noisy, and quantum mechanical” [84]. Furthermore, Crutchfield argues that
algorithmic complexity requires an exact replication of a string; therefore, it is dominated
by the randomness in the input [81].
3.3.1.2 Logical Depth
Logical depth, developed by Bennett [38], is the run time of the Universal Turing Machine
that uses the minimal algorithmic description. It is similar to the minimal descriptive length
approach. Logical depth “mediates between algorithmic information, where the size of the
shortest program is considered, and computational complexity, where the run time for the
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fastest program is investigated” [17, p. 236] However, since this approach relies on a minimal
algorithmic description, it is effectively uncomputable [17, p. 237].
3.3.1.3 Effective Complexity
Gell-Mann and Lloyd’s [123, 122] Effective Complexity measure is based on the concept of
a minimum descriptive length, which they call the algorithmic information content. They
split the algorithmic information content measure into two parts: one term (the Effective
Complexity) to capture the regularities in the system and the other for random components.
Thus, the Effective Complexity is a measure of the minimum descriptive length of the
system’s regularities [122]. This approach is similar to the idea that the “best” model of
a system is one that minimizes sum of the model size and the unmodeled errors. A poor
model may have a small model size but at the expense of an increased unmodeled errors. On
the other hand, reducing the unmodeled errors usually requires a larger model. By finding
the minimum descriptive length for the total information, the Effective Complexity is the
best description of the system’s regularities.
3.3.2 Information Processing Measures
Algorithmic complexity deals with the amount of work it takes to reproduce an output
exactly. This description is not appropriate for real systems that have noise and must be
treated statistically. To address this issue, Crutchfield and Young introduced statistical
complexity, 𝐶𝜇 [85]. Statistical complexity is that it is the minimum amount of information
about the past required to make optimal prediction of the future at the error rate ℎ𝜇 [82]. It
measures the degree the system departs from statistical independence [229]. In other words,
statistical complexity is a measure of the average amount of historical information stored in
the current state [84].
3.3.2.1 Predictive Information
A measure that tries the capture how well past information helps to predict the future states
is predictive information [41]. It is the amount of information that past observations 𝑇
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This concept has been defined by a number of different researchers under a number of
names. Excess entropy is a measure of the total apparent memory or structure in a source
[83, 127]. It considers how much is explained away by considering larger sets of observations
(i.e., further back in time). Effective measure complexity is the amount of information
required for optimal prediction [131, 16]. All of these measures, including others like stored
information, are based on the same idea. These are also similar to statistical complexity,
which is always at least as large as the predictive information [229].
3.3.2.2 Thermodynamic Depth
Lloyd and Pagels [173] introduce a measure called Thermodynamic Depth. As they explain,
“thermodynamic depth identifies the complexity of a state of a physical system with the
amount of information processed in the course of constructing that state” [173]. The
thermodynamic depth is calculated as the difference in entropy of the macro and micro-level
of the system.
3.3.3 Statistical Structure Measures
The final class of complexity measures uses statistical methods to measure the amount of
structure present in a system.
3.3.3.1 Multiscale Complexity
Bar-Yam proposes a complexity measure called Multiscale Complexity [23]. Entropy-based
measures are one of the most common measures of complexity. Although some of the previous
measures are closely related to entropy and other information-theoretic concepts, Multiscale
Complexity uses a more traditional interpretation of entropy. In its simplest interpretation,
entropy is a measure of the system’s state space volume [23] (i.e., the distribution of possible
states). He examines how entropy changes as the system is viewed from various scales of
observation, thus building a “complexity profile” of a system.
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3.4 Conclusions
3.4.1 Measures of Complexity versus Measures of Emergence
One point of confusion may be the difference between complexity measures and emergence
measures. This confusion is natural since some authors use these terms interchangeably.
However, in general, there is no evidence that high complexity measures necessarily leads
to emergence, and vice versa. Furthermore, even the relationship between complexity and
entropy-based measures is not established. Li argues that “there is no universal relationship
between complexity and entropy independent of the underlying sequences” [172].
Therefore, I have attempted to keep separate strictly complexity measures (where
emergence is not concerned) and measures where emergence is explicitly sought. The
latter measures will be explored in more detail in the section of Measures of Emergence.
Complexity measures, without necessarily emergence, are included here since many measures
of emergence are related to complexity measures and use similar underlying techniques.
Furthermore, a discussion on complex systems cannot be complete without the inclusion of
complexity measures.
3.4.2 From Structure to Function
Many of the complexity approaches presented above focus on either the complexity of
description or the spatiotemporal structure of the system. In particular, many complexity
measures are based on entropy. Bialek et al. criticize the over-reliance on “disorder” based
complexity measures: “In an attempt to create a universal measure, the constructions can
be made over-universal: many proposed complexity measures depend only on the entropy
density 𝑆 and thus are functions only of disorder—not a desired feature. In addition,
many of these and other definitions are flawed because they fail to distinguish among the
richness of classes beyond some very simple ones” [41]. Another criticism of entropy-based
statistical structural measures is that “the relationship between complexity and entropy is
not one-to-one, but rather many-to-one or one-to-many” [172]. Therefore, entropy does not
provide a unique measure of complexity.
However, what is lacking from this viewpoint is a focus on system function. The shift
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towards a function-based complexity measure becomes much more important as we move
from understanding canonical systems towards engineering realistic systems. It is not clear
that there exists a logical connection between the complexity of description or structure
and the system’s efficacy. Hazen et al. [138] argue against an algorithmic interpretation
of complex systems; instead, they claim that function is “the essence of complex systems.”
They propose a measure, degree of function (𝐸𝑥), of a configuration’s ability to perform a
specific function 𝑥. They consider the distribution of system states, 𝐹 (𝐸𝑥), that achieves a
minimum degree of function. They define the functional information as shown in Equation
2.
𝐼 (𝐸𝑥) = − log2 [𝐹 (𝐸𝑥)] (2)
Although this approach is a good step towards the goal of using complex systems to
accomplish a useful function, this formulation is not well-suited for the engineering design
problem. Its first flaw is that it requires the evaluation of every system configuration.
State-space explosion for realistic-sized systems would make this infeasible. This approach
also does not guide us in the parameter-tuning process.
Takeaway: The study of complexity has focused too much on structure and representation
but has neglected function. A more useful complexity measure must include how well the
system can perform a function.
This argument is consistent with the claim made in Chapter 2.4 that direct measures
of system effectiveness are a better way of evaluating system behavior rather than indirect
methods such as analysis of structure or information processing.
3.4.3 Complexity in the Distributed Multi-Agent Problem
Returning to the distributed multi-agent problem, it is clear that it has many of the
hallmarks of complexity such as nonlinearity, feedback, differences in spatiotemporal scales,
large number of components, self-generated complexity, and fluctuations. By having many
of the mechanisms and characteristics of complex systems, it will be easier to see that the
methodology presented in this research should be generally applicable to other complex
systems.
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The research presented in this chapter has shown that complexity measures do not appear
to be appropriate for detecting emergence. A review of various complexity measures has
not shown the necessary connection between the measures of complexity and corresponding
changes in system function. It was argued in Chapter 2 that emergence in distributed




ENGINEERING OF COMPLEX SYSTEMS
Chapter Road Map: The goal of this chapter is to address the overall research question,
“how can complex systems that exhibit emergent behavior be engineered?” Various approaches
to engineering complex systems are discussed with the goal of developing a methodology
that is capable of addressing the challenges posed by complexity and emergent behavior.
This chapter addresses portions of Research Question 1 (RQ1), Research Question 2 (RQ2),
and Research Question 3 (RQ3):
• (RQ1.4) How can emergence be understood in the context of engineering?
• (RQ2.4) How should a complex system be analyzed?
• (RQ3) What is the appropriate methodology for engineering complex systems?
4.1 Engineering Complex Systems
Engineering requires the analysis and design of a system in order to meet a given set of
requirements. Analysis involves the methods used to understand, explain, and predict how
a system will behave under a given set of conditions. Design is the process of selecting
the configuration and parameters of a system to achieve a desired outcome. This chapter
will examine important issues in both the analysis and design of complex systems. In
the same way that “emergence” was initially a catch-all term for behaviors that seemed
unexplainable, researchers have noticed that systems are similarly cast as “complex” when
traditional analysis and engineering techniques have failed to work [219, p. x]. Therefore,
we need a new set of methods to study complex systems. Complex systems are often
characterized by the difficulty of analysis. Complex systems require analysis and design
through a different viewpoint when compared those used on simpler systems. The methods
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used in the analysis of complex systems come from many different fields of math and science.
Important contributions have come from the fields of nonlinear dynamical systems, systems
analysis, cybernetics, biology, and the social sciences.
Rouse [218] proposes four views of systems engineering that reflect how researchers have
approached understanding and engineering complex systems. These four views, along with
the dominant engineering approach and focus, is shown in Table 2. The first view, which he
calls Hierarchical Mappings, is the traditional systems engineering approach. In this approach,
the system is viewed as a hierarchical decomposition of components. The components are
well-defined and the behavior of the overall system is a straightforward aggregation of the
behavior of the components. This view of systems engineering is compatible with the top-
down engineering approach using system decomposition followed by synthesis and verification.
The second view, named State Equations, seeks to understand and control the state of the
system. This view focuses understanding state transitions and on feedback mechanisms
to control the system. This viewpoint can be traced back to the Systems Analysis and
Cybernetics studies of complex systems. The third view, Nonlinear Mechanisms, sees complex
behavior as the product of nonlinear interactions between components. The key insight is that
“many apparently complex phenomena can be attributed to surprisingly simple mechanisms”
[218]. This view is most often seen in the field of physics (i.e., nonlinear dynamics) where
complex observed behavior, such as chaos, has a relatively simple mechanistic cause. The
final view, Autonomous Agents, sees complexity as the interaction of a large number of
relatively simple agents. Because of the dominance of the interactions in determining
behavior, these systems cannot be decomposed. In this view, the focus is on emergent
behavior.
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Table 2: Contrasting views of systems engineering of complex systems (adapted from [218])
View Approach Focus
Hierarchical Mappings Design composition Engineering solutions
State Equations Axiomatic derivation Control performance
Nonlinear Mechanisms Behavior demonstration Basis of complexity
Autonomous Agents Empirical assessment Emergent behaviors
The Autonomous Agents view of empirical assessment using autonomous agents to
study emergent behavior is consistent with the methodology presented in this thesis. It is
important to understand that these views are not mutually exclusive or exhaustive. Various
views can be used for different aspects of the system or phases of the design. As Rouse
argues, “investments in systems engineering research should focus on elaboration of the
multiple views and creation of means for translating among these views” [218]. Although
the methodology proposed in this thesis will be based on the Autonomous Agents view, the
other methods of understanding complex systems will be discussed in this chapter.
4.2 Methods for the Analysis of Complex Systems
4.2.1 Nonlinear Dynamics
Nicolis and Prigogine argue that physico-chemical systems can act as archetypes for under-
standing other types complex systems [204, pp. 217–218]; however, the types of complex
systems we are interested in are not amenable to the types of analysis used on classical
dynamical systems. Typically, we have many more dimensions and number of parameters in
engineered complex systems than we do in physico-chemical systems. Engineered complex
systems are also heterogeneous, with many constituent components operating under vastly
different governing dynamics. Because of this, we are not able to use any kind of analytic
method, such as those used to study nonlinear dynamical systems. We cannot come up with
a unified set of governing equations and analytically study the solutions to those equations.
Statistical mechanics has dealt with the issue of large-scale, multi-scale, stochastic, dynamic,




Both systems analysis and complex systems approaches focus are centered on complex
systems. However, there is a difference in philosophy between the two fields. As Phelan
explains, “systems theory is predominantly focused on intervention, whereas complex systems
is more interested in exploration and explanation” [209]. Systems theory sees complexity
as a result of a large number of constituent parts and interactions. On the other hand,
complex systems sees complexity as a result of simple rules of agents (i.e., self-generated
complexity). Systems theory examines feedbacks [209, p. 239–240] among subsystems;
complex systems looks at iterated interactions. Feedback and self-referentiality is important
in both, but the emphasis is different. In complex systems, the feedback mechanisms can
be context dependent and may be relayed through the environment instead of through
direct measurement. As Phelan notes, these differences are not necessarily irreconcilable
differences in philosophy; rather, they reflect the state of the art and overall goals at the
time of their prominence. This means that as our understanding and analysis capabilities
increase, we can unify the approaches of both complexity science and systems analysis. Since
the approach advocated in this thesis is primarily focused on exploration and explanation,
there will generally be more overlap with terminology and methods from complexity science
as compared to systems engineering methods.
Another important difference between systems analysis and complex systems is the
assumption of fixed structure. As Manson explains, while complex systems “concerns
non-linear relationships between constantly changing entities. Systems theory, in contrast,
studies static entities linked by linear relationships defined by flows and stocks (e.g., of
energy, information)” [180]. In systems theory, even though the overall behavior may be
nonlinear, the underlying relationships are fixed. This structure allows the use of traditional
analysis methods, such as solving systems of differential equations.
Systems analysis has its roots in von Bertalanffy’s General Systems Theory that used
interdisciplinary principles to study open systems. However, of more relevance to the work
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in this thesis is the theory of cybernetics. Cybernetics is better suited to the study of
behavioral complexity; therefore, it will be especially useful for developing the theoretical
underpinnings of this thesis. It is important because it provides context and establishes
the use of several techniques and ideas, especially the use of black-box analysis and the
connection to information theory.
4.2.3 Cybernetics
Cybernetics was the study of how to coordinate, regulate, and control behavior of machines.
It is important to the study of complex systems for several reasons. The first is that
cybernetics helped to establish the connection between information theory and all systems
(not just communication systems). The second is that cybernetics also helped to support the
view that complex systems have to be viewed as an ensemble. Norbert Wiener and W. Ross
Ashby were particularly influential in establishing the cybernetics movement in the 1950s.
Wiener was a mathematician and originally motivated by his work in computing machines
used for prediction theory in anti-aircraft systems. He coined the term cybernetics to refer
to “the entire field of control and communication theory, whether in the machine or in
the animal” [253, p. 11]. The term is derived from the Greek word for “steersman” and
reflects the study of mechanisms (i.e., feedback) that are used to control systems. In 1948,
Wiener developed a statistical theory of information when working on the “problem of
noise and message in electrical filters” [253, p. 10–11]. Many aspects of Wiener’s statistical
theory of information were later formalized and captured by Shannon’s information theory.
Wiener wrote, “Just as the amount of information in a system is a measure of its degree of
organization, so the entropy of a system is a measure of its degree of disorganization; and the
one is simply the negative of the other” [253, p. 11]. This connection to information theory
would be an important contribution of cybernetics to the study of complex systems that
continues to be used to this day. Wiener advocates for the statistical analysis of complex
systems [253, p. 33, 37, 92–93]. Although Wiener did not discuss emergence in the same
explicit way that Ashby would do, he did claim that the transition from classical mechanics
(reversible Newtonian) to irreversible Gibbsian mechanics enabled a framework that allowed
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the novelty seen in complex systems to exist and parallels the divide between mechanism
and emergence [253, pp. 37–38].
While Wiener focused on applications in engineered systems, Ashby was a psychiatrist
and focused on studying the brain. According to Ashby, cybernetics sought to ask “what are
all possible behaviors that a machine can reproduce?” [11, p. 3]. Ashby applied Shannon’s
information theory to the study of systems. He recognized that a communication channel
can be generalized to include any process that describes “behavioural relations between two
points” [11, p. 180]. Cybernetics embraced complex systems and recognized that systems that
large can only be treated statistically. Cybernetics also realized the importance of feedback
in systems, which is a circularity of affect. In a way, cybernetics is the study of change in
a system. It seeks to identify the transformations between the possible states of a system
focusing on what happens instead of why it happens [11, p. 11]. This causation-agnostic
approach allows Ashby to use a black-box approach to study systems. This is necessitated by
very large systems that can only be specified incompletely (i.e., statistically) and/or direct
observations of the system were not possible. In a black box analysis, once the inputs and
outputs are given, no more information can be gained. There is no unique transformation
between inputs and outputs. The canonical representation specifies a mechanism up to an
isomorphism. Ashby conceived of emergence arising only in the case that information is
incomplete. If the canonical representation of a black box and all of its arrangements is
known, then the outcome is completely determinate (i.e., predictable) and emergence is
not possible [11, pp. 110–111]. However, Ashby recognizes that it is often the case that
complete knowledge of a black box is not possible, which means that emergence is likely in
real systems. Nevertheless, emergence as a concept had a limited role in cybernetics.
Ashby proposed the Law of Requisite Variety as a useful principle within cybernetics
[11]. This law stated that the variety in a controller had to be at least as large as the variety
of disturbances that it encountered. If the variety in the system was greater than the variety
within the controller, the system could not be effectively controlled [26]. Using this law, we
can see why complex systems are so difficult to control. In a complex system, the many
interacting components have the potential to create an astronomical number of possible
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states in the system. Although it is not necessarily the number of system states that is
the issue, the variety of possible disturbances within the system is likely to increase as the
number of possible states increases.
Cybernetics is particularly important because it provided a framework for analyzing
the behavior of complex systems that was based on a statistical analysis of behaviors. It
provided the connection to information theory, a common technique in the study of complex
systems today.
4.3 Characterizing the Difficulty of Engineering Complex Systems
There are a number of characteristics of complex systems that make traditional engineering
analysis difficult. The failure of hierarchical decomposition severely hinders the use of
traditional, top-down systems engineering methods. This failure is an impediment to the
Hierarchical Mappings view presented earlier. State-space explosion occurs when the number
of possible states describing the system reaches astronomical numbers due to the number
of components, number of interactions, combinations of components, and unconstrained
behaviors. The State-Equation view described above becomes impossible to rigorously apply
in the face of state-space explosion. Another major issue is the lack of predictability and
optimality for complex systems. There are a number of mechanisms—enumerated in the
Section Complex Systems: Mechanisms of Complex Behavior (Chapter 3.1.1)—that can
contribute to the system having a fundamental property of unpredictability. In the domain
of nonlinear physics, most interesting behavior occurs “far-from-equilibrium” [75]. Both of
these characteristics contribute to the notion that optimality either does not exist or, more
importantly, is not the most interesting and important behavior that we are after. These
issues, described in more detail below, make traditional engineering methods inappropriate
for studying complex systems.
4.3.1 Failure of Simple Decomposition
The problem of studying and designing complex systems is difficult because the traditional
engineering approach is ill-suited for studying complex systems. Traditional engineering
design has relied on decomposing the system into modular components that have well-defined
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interfaces. As Bar-Yam explains, “modularity incorrectly assumes that complex system
behavior can be reduced to the sum of its parts. As systems become more complex, the
design of interfaces between parts occupies increasing attention and eventually the process
breaks down” [25]. The V-Model [192] for systems engineering (typically applied to software
systems), shown in Figure 7, is based on two phases of the engineering process: decomposition
and definition followed by integration and verification. The failure of decomposition makes
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Figure 7: V-model for systems engineering (from [192])
Emergence can only be discovered in a bottom-up approach. In a bottom-up approach,
individual components are designed and then integrated to yield the complete system.
However, traditional engineering design has often followed a top-down approach where an
overall system is designed and then decomposed into subsystems to achieve the overall
functionality. This mismatch between approaches is one of the reasons that emergent effects
are missed when using a top-down design methodology. Haglich et al. explain how systems
with “emergent behavior simply cannot be fully considered through the use of traditional
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system development methods, such as testing and model checking” [133]. Emergent behavior
cannot be anticipated and designed for. It must be observed through inductive methods
(i.e., experiments and simulations).
4.3.2 State-Space Explosion
Searching for emergence in the design space is difficult because of high dimensionality.
Surprising results can occur from the combination of state spaces of the systems, which
can become astronomically large due to the curse of dimensionality and the large number
of components in a system. The number of interactions between components increases
combinatorially with the number of components. The complexity of the systems, coupled
with the high dimensionality and uncertainty of the scenario space make this task very
difficult. Identifying emergent behavior is challenging because they are often the result of a
confluence of many uncertain factors and component interactions. Many of these complex
systems operate in highly uncertain environments in which uncertainty masks underlying
behavior by confounding the conditions for which the behavior appears. These factors, along
with the large number of components in a complex system make the problem intractable for
any decision maker or designer. It becomes clear that any analysis technique that requires
enumeration of the state-space or its transitions for the system is infeasible [112, 141].
While this combinatorial explosion does make the problem difficult to engineer, it also has
the potential to enable new behaviors. As Minai et al. explain, complex systems “benefit from
the combinatorial explosion. In combination with a mechanism for selective reinforcement,
the diversity provided by exponential possibilities represents an opportunity rather than a
problem. The extreme diversity of configurations makes it likelier that solutions to difficult
sub-problems are present within this space, and complex systems—notably exemplified by
biological evolution—have discovered ways to ‘mine’ it” [188].
4.3.3 Open Degrees of Freedom
Complex systems are characterized by having unconstrained degrees of freedom [188, 56].
This is both a blessing and a curse. The unconstrained degrees of freedom allow for the system
to exhibit emergent behavior such as self-organization and adaptation; however, leaving open
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important degrees of freedom goes against the traditional engineering design. As Wolfram
explains, “Conventional engineering requires detailed specification of the precise behaviour
of each component in a system. To make use of complex systems in engineering, one must
relax this constraint, and instead require only some general or approximate specification of
the overall behaviour of systems” [257]. The unconstrained degrees of freedom may exist for
several reasons: either they must be left open by design to allow the system to adapt to its
environment, or the degrees of freedom cannot be constrained due to deep uncertainty about
the environment, or because it is infeasible to apply any constraint on a particular degree of
freedom. As an example of the last point, any system which has a human element will be
difficult to constrain the interaction between the human and the other parts of the system.
Although training and carefully designed interfaces help, making sure humans interacts with
the system as designed is a herculean task.
4.3.4 Inappropriateness of Optimization
While many have argued towards the use of modeling and simulation for exploratory analysis,
the dominant use of simulations in engineering is used for prediction and analysis. When
models of systems are well-understood and well-behaved, they can be used for prediction
and design. However, in complex systems, the ensemble approach must be used to account
for all of the possible range of behaviors. Prediction typically implies the determination
of a single outcome, which does not make sense with respect to complex systems. Much
of the current design paradigm is based around the use of models for predictive analysis,
which consequently allows the use of optimization methods for the purpose of design. Design,
simply stated, is the process of making choices in order to meet some objective. Norbert
Wiener, one of the founders of the Cybernetics movement, describes how “engineering design
has been held to be an art rather than a science. By reducing a problem of this sort to a
minimization principle, we had established the subject on a far more scientific basis” [253, pp.
9–10]. Maier and Rechtin, nevertheless, advocate for the necessity of the “art” in complex
systems design, despite it being “a process of insights, vision, intuitions, judgment calls,
and even ‘taste’ ” [177]. Design is often considered an “art” rather than a science because
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the choices are often made based on intuition and there is little documentation along the
way that describes each choice and why it was made that way. While we certainly cannot
capture every decision that goes into designing and implementing a system, it is my goal for
this research to add rigor to the design space exploration phase of conceptual design.
The introduction of optimization methods coupled with analytic models helped to trans-
form engineering design from art to science. However, the scientific rigor that optimization
methods lent to engineering design gets lost with complex systems. John Holland, one of
the preeminent complex systems researchers as well as writing one of the seminal works
on genetic algorithms, writes that “optimization in complex adaptive systems is rarely
possible, and it is often not even meaningful” [143, pp. 244–245]. Complex systems are
characterized by unpredictable, stochastic, and sometimes chaotic behavior—all of which
make optimization around a single design point meaningless.
Davis [87] argues for “demoting the paradigm of optimization” when dealing with
models that exhibit adaptive and complex behavior. He argues that we must embrace the
inconvenience and messiness caused by the use of agent-based models. I would agree that
complex behavior should be treated with the same rigor as traditional models. However,
new techniques and viewpoints will be required to understand complex behavior. At this
point, the design of complex systems is not yet a science and still lives in the “art” world.
If complex systems cannot be treated as an optimization problem, then how do we design
them rigorously? The method proposed in this thesis will provide traceability to the design
process of complex systems by helping to eliminate the subjectivity of judgments by the
designer. No longer will we rely on luck on the part of the designer to identify interesting
behavior.
Observation: Traditional, optimization-based engineering design does not make sense
for complex systems. Emergent behavior and other unexpected results yield more insight
into the system than do "optimal" points. Furthermore, complex systems and modeling
approaches demand a shift from simulation for prediction to simulation for insight.
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Research Objective: The goal is to develop a method that will help to guide the design
space exploration process. It will be based on an objective and quantitative approach toward
identifying informative regions of the design space that will yield the most insight into the
system behavior.
Claim: An empirical, agent-based approach is the most consistent and feasible method of
understanding emergent behavior in complex systems.
4.4 Design Methodologies (i.e., Design for Emergence)
Maes asks, “How can a globally desired structure or functionality be designed on the basis
of interactions between many simple modules?” [176]. This is the issue facing designers
of complex systems. The section above detailed a number of issues that make engineering
complex systems difficult. A number of various approaches have been proposed, which will




3. Design patterns (i.e., analogy, mimicry)
4. Evolutionary methods
These four approaches should not be seen as alternatives; rather, elements from each of
these approaches can be used as necessitated by the problem at hand.
4.4.1 Top-down Engineering
The first approach, top-down engineering, is the traditional engineering process where
requirements, subsystems, and interfaces are specified very early in the design process. By
definition, emergent behavior is not specified in the system description. Since macro-level
behavior (i.e., the system response) cannot be predicted from the micro-level specification,
top-down engineering is precluded from being the primary design approach.
63
As discussed earlier, complex system behavior cannot be predicted from component
specifications. Top-down engineering is a poor fit for designing complex systems. It is not
difficult to construct a system which exhibits emergent behavior; however, engineering a
system for a specific global behavior is difficult. The global behavior is not predictable and
therefore the local behaviors cannot be defined a priori in order to meet some target global
behavior. Emergent behavior can only be identified a posteriori of the integration of the
system.
4.4.1.1 Traditional Design Process
Figure 8 shows the steps of the conceptual and embodiment design within the traditional
engineering design process [99]. This design process is strongly linear and relies heavily
on designer intuition. This design process is incompatible with complex systems due to
the failure of decomposition and the inability to separate the concept evaluation, product
architecture, configuration design steps, and parametric design steps. In a complex system,
all four of these steps are strongly coupled and must be evaluated concurrently.
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Figure 8: Traditional engineering early design process (from [99])
4.4.1.2 Spiral Development
The traditional engineering design process is inherently linear and makes it difficult to
account for complexity within the design process. The spiral development process [177],
shown in Figure 9, has built in iteration that allows for changes in the system design to
account for better information about changing requirements, system performance, and other
sources of uncertainty. It is clear that the spiral development process is a better fit for
engineering complex systems. However, it is likely that the spiral development process for a
complex system is likely to need many more iterations than is practical. Thus, although
spiral development offers a better design process, the number of iterations required to











Figure 9: Spiral development model for systems engineering (from [177])
4.4.2 Bottom-up Simulation
Bottom-up simulation is based on the recognition that top-down specification is not feasible
and that system behavior must be determined through building a sufficient model of the
system and then simulating the behavior. Ulieru and Doursat argue that engineering complex
systems needs to shift from a top-down to a bottom-up approach, which enables the system
to manifest its emergent properties [243, p. 41]. However, by itself, bottom-up simulation
is not a design methodology—it is just a small part of a much larger process. Although
it would appear as though top-down and bottom-up methodologies are incompatible, it is
likely that the correct design methodology will need to use a mixture of the two. High-level
design requirements and partial specification of subsystems and interfaces may be specified
in a top-down manner, while many other system parameters are left unspecified until the
system can be simulated and the effects of the parameters can be evaluated.
However, bottom-up design is not a panacea for the difficulties associated with top-down
engineering. As Carreras et al. [60] note, bottom-up approaches simply shift the difficulty
from the initial specification to the design of the appropriate framework and components
which will be capable of generating the desired behavior. The design process attempts to
develop the correct set of rules, and the right mixture of components, that will reliably
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achieve the goal behavior. Fromm notes that a bottom-up approach faces a severe challenge
as “the number of combinations and configurations grows exponentially with the number of
states, elements, and rules” [117].
4.4.3 Design Patterns
Design patterns are reusable coordination methods which result in a desired behavior[237,
60]. For a limited set of problems, design patterns provide a short-cut to bridging the gap
between micro-level coordination and macro-level behavior. There are many examples of
nature generating elegant or robust systems. Analogy and mimicry are attempts to replicate
natural processes in the design of engineered systems. If a system can be designed in a
way that is analogous to a well-understood phenomenon, analogous mechanisms can be put
in place to achieve a similar behavior observed in nature. However, it is likely that most
problems that system designers are not amenable to natural systems. Additionally, many
natural systems may not be as efficient as required or we may not be able to tolerate failure
in individual components as nature would (e.g., the loss of a small number of ants in an
ant colony is not a problem; however, if we use that analogy when designing transportation
systems, we would not want to tolerate the loss of vehicles if lives are at stake).
Although not necessarily, almost all design patterns used have been taken from nature
[97]. Sudeikat and Renz [237] provide a list of design patterns from nature: molding and
aggregation, quorum, web weaving, morphogenesis, brood sorting, flocking, schooling and
herding, nest building, and foraging. These design patterns provide a catalog of possible
coordination mechanisms; however, these are only a small fraction of possible coordination
mechanisms and are not general enough to be a solution to the design problem.
4.4.4 Evolutionary Design
Bottom-up simulation approach does not specify how to manipulate the system and the rules
in order to achieve a specified behavior. Although design patterns offer a solution in cases
where the analogy is appropriate, more generally, it is not clear how to modify the micro-level
behavior. There are many researchers advocating a design methodology that takes advantage
of evolutionary techniques [25, 178, 27, 188, 231]. Ulieru and Doursat propose a methodology
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called emergent engineering (EE) which uses general principles that will produce the desired
global behavior without dictating them using an evolutionary meta-design process [243, 103,
104]. The meta-design process is based on “designing the components of the system and
endow them with capabilities of dynamic self-assembly, disassembly, and re-assembly, in
order to enable evolve-ability” [243, p. 44]. The goal of the meta-design process is to come
up with the correct framework of components and rules that are able to evolve towards the
desired functionality.
When using evolutionary techniques in the design process, there are generally two
approaches. The first approach uses evolutionary algorithms, most commonly genetic
algorithms, to optimize system parameters to improve the fitness of the system. The second
approach, called interactive evolution [7, 46], replaces the evolutionary algorithm with a user
who guides the evolutionary process by selecting the winning design at each iteration. The
motivation for this approach is to take advantage of the user’s insight, experience, and ability
to evaluate patterns and other interesting behaviors. However, this approach may also be
biased by the user—a user’s “experience” may make them less likely to select unorthodox
solutions. Rather, the goal should be to minimize the designer’s bias towards a particular
outcome [42]. One major problem with both of these approaches is the lack of traceability.
Especially within interactive evolution, it is difficult to understand and document how the
final solution was obtained.
Similar to the other approaches presented above, evolutionary methods alone are not
sufficient as a design methodology. Edmonds [106] argues that we need an approach that
combines engineering and adaptation. Evolutionary methods focus too much on adapting
random designs while formal methods rely too much on strict proofs. Bottom-up simulation,
combined with evolutionary techniques, offers a more complete picture about a possible
methodology.
Genetic algorithms (GA) are a popular way of implementing evolutionary design [32].
However, GA suffer from a number of issues. They do not scale well to large design problems
that have many design variables with many potential settings. GA also only consider the final
solutions and do not take advantage of the structure of the solution space [251]; therefore,
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they are inefficient evaluators of models that are also plagued by stochasticity and that
require long execution times. Because of these issues, it is not likely that GA will be able to
handle exploring the entire design problem. Additionally, we will always have some design
parameters under our control. The desired methodology should include a way to evaluate
the design parameters we control along with those that are subject to evolutionary changes.
Observation: The desired methodology needs to be able to evaluate the influence of both
design variables under our control and those under evolutionary influence.
4.5 Developing a Methodology
One of the most important elements of a design for emergence is a methodology for searching
the system design space to identify emergent behavior. As Dogaru explains, “it is of practical
interest to develop methods to locate in this space of parameters the regions where emergent
phenomena are likely to occur. This question is in fact difficult to answer since ‘the surprise
effect’ associated with emergence does not allow us to specify in advance what we are
looking for i.e. the desired emergent behavior” [102, p. 4]. The design space exploration
methodology should be general enough to allow us to identify specific design points while
still allowing us to evaluate the points within the greater context of the landscape of possible
behaviors of the system. This leads to the general research question below:
Research Question (RQ3.1): What are the required features of a design methodology
for emergence?
A partial answer has already been identified as a crucial part of the design methodology—
the systematic exploration of the design space.
Claim: Design space exploration is required in order to identify emergent behavior in a
system.
4.5.1 Design Space Exploration
Design space exploration is the key element in a design for emergence methodology. Design
space exploration, simply stated, is the evaluation of various candidate solutions. The goal
is to understand the system behavior as the various design variables are modified. As shown
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Design Space Performance Space
Figure 10: Mapping between the design space and performance space (adapted from [71])
in Figure 10, both the design and performance space can be represented as a hypercube,
where each dimension in each space represents either a design variable or a performance
measure, respectively.
There are two complementary goals when performing design space exploration: 1)
parameter tuning, and 2) design space characterization. Parameter tuning is the selection of
appropriate values of the design variables in order to achieve a particular behavior. Design
space characterization is a less well-defined process; however, it is generally the identification
of all possible behaviors the system is capable of exhibiting over a range of initial conditions.
This step also includes features such transition points in behaviors and any other “interesting”
features.
Davis [88] argues that the appropriate method of evaluating complex systems is using
exploratory analysis, in which the entire domain of possible initial states is evaluated.
Hastings and McManus [137] note the importance of performing this exploration in order
to identify both the positive and negative outcomes so that they can either be exploited
or mitigated, respectively. Dogaru [102] proposes a “design for emergence” approach that
focuses on the parameter tuning aspect of the process; however, the proposed approach
cannot be applied to the general design space exploration problem because of its reliance on
cellular neural networks. Despite the lack of applicability of Dogaru’s method, it does help
to establish the body of methodologies that try to identify the parameter settings that lead
to emergent behavior. Both De Wolf and Holvoet [92] and Welch et al. [252] advocate a
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scientific-approach to parameter tuning; however, neither suggest a specific methodology of
exploring the parameter space. This leads to a sub-question of Research Question 3 (RQ3):
Research Question (RQ3.2): How can the design space of a complex system be system-
atically explored in order to identify emergent behavior?
A review of various design space exploration techniques will be explored below.
4.6 Design Space Exploration Methods
The appropriate method for design space exploration depends on the characteristics of the
design space and response variables. A number of strategies are shown in Figure 11 based on
the characteristics of the design space 𝜃 and the response variable 𝑓 of interest. If the design
space is discrete and the response is deterministic, an exhaustive evaluation and ranking of
all design points can be performed for small design spaces while search methods will have
to be used for large design spaces. If the design space is continuous and the response is
deterministic and continuous, surrogate models and gradient-based optimization can be used.
The goal of this research is to develop a method for design space exploration if the design
space is continuous but the response variable is stochastic. This is stated as a research
question:
Research Question (RQ3.3): What is the appropriate way to perform design space
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Figure 11: Optimization strategies for various problems based on design space, 𝜃, and
response, 𝑓 , characteristics (adapted from [22])
4.6.1 Ad Hoc
Many steps in the design process rely on the designer’s intuition, thus making them ad hoc.
Although design’s intuition can serve as a shortcut, it eliminates the traceability of a design.
More importantly, unexpectedness is a common characteristic of emergence—intuition will
no longer be valid. Instead, a systematic and thorough exploration of the options must be
carried out.
4.6.2 Design of Experiments
Design of Experiments (DOE) is a set of methods for structuring experimental setups in
order to yield the most amount of information from the data. Given the factors we wish
to explore and their ranges, DOE methods can tell us the combinations of factors to run
in the most effective manner. The method used depends on the goal of the experiment. A
full-factorial design is the most exhaustive way of sampling the design space; however, the
number of points grows exponentially with the number of dimensions. Fractional factorial
designs use a fraction of the full factorial design in order to cut down on the number of points
required at the expensive of confounding in determining the interactions between factors.
Building a 2nd-order response surface model can be done effective using a central composite
design. However, these last two methods are primarily useful for building regression models,
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which is not the goal within this research. The sampling used for the fractional factorial and
response surface is generally fairly sparse and assumes that the underlying model or process
is fairly well-behaved and follows the principle of parsimony, where the number of factors
and interactions are relatively small. For the purpose of this research, the objective of DOE
methods will be to thoroughly sample the design space; therefore, full-factorial designs and
space-filling designs are appropriate candidate solutions.
4.6.3 Surrogate Modeling
Surrogate modeling is a design space exploration technique that can be used to rapidly
evaluate the design space [88]. In this approach, a mapping between the design space and the
performance space is created using a mathematical function, usually a statistical regression.
The surrogate model is a deterministic function that is easy to evaluate. Surrogate models
are limited to capturing a single valued regressed variable and not a distribution that we need
to accurately capture the range of possible outcomes. In the surrogate modeling approach,
𝑓 (𝜃) is the system response as a function of the design variables, where 𝜃 is the vector of
design variables of the system. Typically, the surrogate model is the expected value of some
system performance measure 𝑌 (𝜃) as shown in Equation 3.
𝑓 (𝜃) = 𝐸 (𝑌 (𝜃)) (3)
Although surrogate models are purportedly developed based on stochastic response
functions, the nature of the assumed uncertainty is very limited. The range of behaviors in
the performance space of a complex system are not due to simple uncertainty. In traditional
engineering design problems, the variation in the response can be treated as a “noise”
variable where there is a relatively small variation around the mean. As an example of this
assumption, in the Response Surface Methodology, the response is modeled as a deterministic




that is assumed to be normally distributed with
a constant variance (i.e., homoscedastic). Uncertainty is always present; however, the degree
to which it influences the outcome is the difference in whether we are able to treat it as noise
or as a deep and fundamental uncertainty in the range out possible outcomes. In the latter
case, the range in possible behaviors may be driven by adaptive or evolutionary behavior.
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Claim: Due to the inability of surrogate models to capture nonparametric distributions,
the surrogate modeling approach is not an appropriate design space exploration method for
complex systems.
This approach assumes a form (i.e., model) of the performance space. Although some
surrogate model approaches (e.g., neural nets) are capable of handling nonlinear responses,
they still impose a limitation on the form of the response. Kriging methods are more
general than polynomial models but similarly assume a smooth response function [22].
Kriging models generally perform better when attempting to model the global response of a
simulation [161].
Kernstine’s research focused on creating surrogate models of complex systems. He
showed the difficulty of creating surrogate models of stochastic design spaces [156, 157, 155].
Kriging is an interpolation method that is often used as a surrogate modeling technique. Its
response is traditionally a single deterministic value; however, using a “nugget” parameter, a
stochastic response can be attained. The “noise” in the response is assumed to be normally
distributed and with constant variance (i.e., homoscedastic), which is not a good model for
complex systems [156]. Kernstine et al. found that both Kriging and the Beers method
performed poorly with complex systems [157]. Due to Kriging’s computational expense, it is
not capable of handling very large data sets. Kriging was found to be prohibitively slow for
data sets above 500 points [156]. Additionally, it was found that MARS methods “may be
incapable of determining interactions in the presence of noise” [156]. In summary, Kernstine
writes, “it can be concluded that [system of systems (i.e., complex systems)] simulations
may not follow traditional assumptions for regression methods (parametric, normally and
identically distributed)” [156]. However, his work focused on capturing mean and variance,
but not the actual distribution, greatly limiting the amount of information we could get
from a complete distribution.
It is clear that regression methods that only capture a single value (often just the
deterministic response or the mean of a stochastic response) are insufficient for adequately
characterizing the behavior of a system. One proposed approach is the use of quantile
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regression, where regions of the probability distribution are modeled as a way of characterizing
the system behavior [213]. Although this is a step in the right direction, a fully nonparametric
model of the probability distribution is superior to regressions based on quantile subsets of
the distribution. A data-driven approach is necessary to avoid introducing artifacts in the
response that may not be actually be present in the underlying data.
4.6.4 Optimization
Optimization methods are well-suited for the task of automatic parameter tuning. Once an
objective function has been defined, an optimization algorithm can be used to modify the
design variables to improve the value of the objective function. Terano [240] uses genetic
algorithms to explore the parameter space of an agent-based simulation. The parameter
values which lead to the best solution at the end of the optimization are selected. This
approach has the benefit of providing objective, specific solutions. The use of the objective
function results in all candidates being evaluated rigorously and consistently. As mentioned
earlier, the use of optimization helped to turn design from “art” to “science.”
However, optimization methods have several flaws as a design space exploration method.
They focus heavily on the specific solutions at the expense of characterizing the landscape of
all behaviors in the design space. The singular focus on maximizing the system performance
(i.e., optimality) often leads to solutions that are not robust.
Observation: Optimization methods have the beneficial property of focusing on specific
solutions and can be used to reduce the ad hoc nature of design. The proposed methodology
should likewise be an objective measure that leads to specific candidate designs.
4.6.5 Inverse Design
Another common method for design space exploration is the use of inverse design. In
inverse design, the design space is sampled thoroughly and the corresponding responses
are stored. Afterward, the desired responses are selected based on their ability to meet
the desired performance metrics and constraints. The design points which result in these
selected configurations are chosen as candidate designs. This process works well if there is a
one-to-one mapping between outcomes and input design points. However, this approach does
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Figure 12: Mapping between the design space and performance space for complex systems
not work when dealing with complex systems where the metrics are ensembles of possible
outcomes. This one-to-many mapping between design points and outcomes means that it is
impossible to invert the problem. In a complex system, the performance space is uncertain
and has to be treated as an ensemble (i.e., the set of all possible outcomes). Figure 12 shows
the difficulty of mapping the performance space back to the design space. It is likely that
any selection from the performance space will not lead to a unique design point.
Observation: Current design methods make it difficult to explore design space for complex
systems. In particular, inverse design methods are difficult to interpret for complex systems.
4.6.6 Sensitivity Analysis
There are two types of sensitivity analyses: local and global. Local sensitivity determines the
sensitivity around a specific solution; on the other hand, global sensitivity determines the
sensitivity of the entire model to the inputs. Local sensitivity examines the perturbations
on the response from each of the individual function dimension. Given a model 𝑦 = 𝑓 (x),
where x = (𝑥1, . . . , 𝑥𝑖, . . . , 𝑥𝑛), the local sensitivity of the solution 𝑦* = 𝑓 (x*) is the partial
derivative (𝜕𝑦/𝜕𝑥𝑖)𝑥=𝑥* . Local sensitivities are typically evaluated one dimension at a time.
Because of this, they may not capture the coupling between variables. Complex systems
often have highly-coupled variables, so this limitation is significant. Furthermore, local
sensitivity is usually formulated with a scalar response; however, complex systems are
inherently stochastic, so local sensitivity needs to be re-formulated to capture more general
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changes in probability distributions. Despite these limitations, the idea of a local sensitivity
may still be useful within the context of complex system design. Complex systems are
context-dependent (i.e., their behavior is strongly influenced by the parameters of the system
and the environment), so it is useful to find the design points x* that have a highly sensitive
response, which may indicate a system lever-point that allows the designer to affect behavior.
Global sensitivity considers the response 𝑦 of the model as all of the inputs are varied
simultaneously over the domain of x. The local sensitivity studies a specific solution while
the global sensitivity studies the model as a whole [235]. Most sensitivity analysis techniques
are local [71, p. 97], but the Monte Carlo approach described briefly in the next section is an
example of a global sensitivity method. The drawback with the global sensitivity approach
for complex systems is not useful for parameter value selection—it does not tell us how to
achieve a particular behavior.
4.6.7 Monte Carlo Methods
Markov chain Monte Carlo (MCMC) techniques use repeated samples from allowed input
distributions to estimate output distributions. MCMC techniques are also used to estimate
numerical integrals over a large number of dimensions. They are useful because of the
relative ease in which they can be implemented. Additionally, MCMC techniques are not
affected by the number of dimensions—the accuracy of an estimate is not dependent on
the dimensionality of the problem, although getting independent samples becomes more
difficult as the dimensionality increases [229, pp. 42–43]. The Metropolis algorithm [186] is
the classical implementation of the MCMC sampling method. Another use of Monte Carlo
methods is for sensitivity analysis. Monte Carlo can be used to examine the global system
sensitivity subject to the distributions on the inputs [235].
4.7 Conclusion
The research presented in this chapter examined various types of design methodologies
as well as techniques for performing design space exploration. It is clear that top-down
methods are incompatible with our current understanding of emergence. On the other
hand, bottom-up simulation fits perfectly with the theory and practice of complex systems.
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Bottom-up simulation is an appropriate choice for designing a methodology. The final two
possibilities have limitations that will eliminate their further consideration. Design patterns
are great because they provide us with examples and mechanisms for building complex
systems. However, as discussed earlier, design patterns have limited applicability and are
unlikely to be helpful outside of very specific applications. Finally, evolutionary design
can solve the problem of parameter tuning but leaves out the equally important task of
design space characterization. Evolutionary design is based on optimization techniques, so
they suffer from all of the issues related to optimizing complex systems. This approach
would also only show beneficial emergent conditions but would completely neglect emergent
vulnerabilities, which are equally important.
The final outcome from the research in this chapter is the selection of the design space
exploration technique. It was clear that several approaches are inappropriate. Surrogate
modeling, optimization, and inverse design techniques were argued as flawed due to several
important considerations. However, Design of Experiments offers a potential solution
for performing design space characterization. DOE techniques can be used to efficiently
sample the design space to understand how the system changes behavior. Sensitivity
analysis also offered some insights that proved to be useful. The proposed definition for
engineered emergence (as a reminder, engineered emergence is the critical transition in macro-
level behavior due to changes in system context (i.e., environmental conditions or system
parameters)), is analogous to a measure of local sensitivity. Thus, evaluating the proposed
emergence measure will be similar to evaluating local sensitivities with modifications to take




Chapter Road Map: For emergence to be a useful concept, there must exist a way to
quantify it in an objective manner. This goal is often called quantitative emergence. This
chapter will review different approaches that researchers have taken to measure the amount
of emergence in a system or process. Finally, a measure of emergence for the methodology
presented in this thesis will be presented. This chapter addresses portions of the Research
Question 1 (RQ1):
• (RQ1.3) How can emergence be detected or measured?
5.1 Overview
There are a variety of approaches used to measure or detect emergence. These methods
will be organized into three groups: model-based, multi-scale, and metric-based. Model-
based methods recast the system using a particular formalism that enables detection via a
fundamental feature of the formalism. By using a model that naturally lends itself to an
interpretation of emergence, model-based approaches offer a rigorous and self-consistent
method for emergence detection. However, model-based approaches are also the most
restrictive. They are limited in their ability to model systems of all types. Many model-
based approaches (e.g., those based on automata theory) become unwieldy when faced with
realistic systems due to state-space explosion. Like many model-based approaches, multi-scale
methods corresponds nicely with a particular interpretation of emergence. While coarse-
graining is good for identifying coherent structures in a multi-scale system, its usefulness for
finding general forms of emergence is limited. Coarse-graining is well-suited for examining
systems large-scale systems exhibiting spatial and temporal patterns. This type of emergence
is common in biology, chemistry, and condensed-matter physics; however, it may not be as
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common in engineered systems. The last group of methods are the metric-based methods.
These methods attempt to detect emergence by measuring some aspect of the system state
or a measure of system performance. This approach provides the most generality since it
can be applied to almost any system or model. The main drawback of this approach is that
the connection to emergence (especially any of the formal definitions of emergence) is more
tenuous. All three groups of methods will be discussed in more detail below.
5.2 Model-Based Methods
Model-based methods attempt to understand and classify the underlying dynamics of the
system rather than measuring the state of the system directly. They can be thought of as a
meta-model approach: build a model to capture the observed dynamics and then study the
behavior or complexity of the meta-model in order to understand the behavior of the original
system. The goal is to select a model which both captures the structure and dynamics of
the system while also having a correspondence with a definition of emergence.
Many of the model-based approaches have used automata theory to model the behavior of
the system. This approach was convenient because the study of the formal languages of the
automata systems allowed for a rigorous comparison between the language of the individual
components and the whole system. Other research has focused on the computational
complexity of the resulting automata machines. The machine complexity, rather than the
state or output, is examined. A number of methods using this approach are described below.
5.2.1 Automata Theory
A number of techniques used to model and detect emergence are based on automata theory
and the resulting symbolic dynamics of the system. An automaton is a discrete finite model
that process sets of symbols (i.e., strings that map to discrete states). The automaton
operates under a set of rewriting rules (i.e., grammar system) on the input, and outputs a
formal language, L , that is the set of all finite strings that it can produce.
Kubik [165] uses grammar systems to study multi-agent systems. In this language-
theoretic approach, he studies the difference in language that can be generated by the
whole grammar system compared with the languages generated by individual grammars
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of individual agents. The summation of agents’ languages is considered to be the overall
system behavior. Kubik calls this the “sum of conditions the agents can bring about in
the environment if they act individually in the environment” [165, p. 51]. A language (i.e.,
behavior) is considered emergent if it can be generated in the whole system but cannot be
generated in the individual agents.
Some limitations of this approach include how the formalism restricts it to fairly simple
idealized systems. Since the automaton is discrete and must operate on a finite alphabet,
continuous systems and time-series data must be partitioned, where an interval in the
continuous domain corresponds with a symbol in the discrete domain. However, the
dynamics of the system are quite sensitive to the choice of partitions when transforming
continuous systems into discrete [229]. As Bollt explains, “the consequence of a misplaced
partition can be severe, including significantly reduced topological entropies and a high
degree of non-uniqueness” [43]. Similarly, if the time-series is constructed from a measuring
instrument, noise can lead to measurement-induced complexity [82]. The other serious issue
is that this approach suffers from state-space explosion due to the combinatorial nature of
the sets of strings that comprise the language observed in the system [239].
5.2.1.1 Computational Mechanics
In Crutchfield’s intrinsic emergence, emergent structures “confer additional functionality
which supports global information processing” which leads to “an increase in intrinsic
computational capability” [80]. Emergence, in this computation-theoretic approach, is
defined if “a process undergoes emergence if at some time the architecture of information
processing has changed in such a way that a distinct and more powerful level of intrinsic
computation has appeared that was not present in earlier conditions” [80]. A computational
model is constructed that attempts to predict a discrete series of measurements from a
process. The architecture and complexity of the resulting machines therefore reflects the
information processing capabilities of the system it models. The computational machines are
classified according to their computational resources: amount of historical data, available
memory, and time available for estimation [82]. This approach is known as computational
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