This report summarizes research conducted during the past three and a half years aimed at developing and testing a turbulence/transition model applicable to high-speed turbulent flows. The first two years of the project focused on fully turbulent flows, while emphasis shifted to boundary-layer development in the transition region during the final year and a half. This report includes a brief summary of research accomplished during the first three years and cites publications that describe research results in greater detail.
The main body of this report summarizes research conducted during the final six months of the period of performance. The primary results of the last six months of the project are elimination of the k-w model's sensitivity to the freestream value of w and development of a method for triggering transition at a specified location, independent of the freestream turbulence level. Publications 1, 3, 4 and 7 deal primarily with fully-turbulent, high-speed flows, and represent research results for the first two years of the project. One of the primary accomplishments was discovery that separating dissipation into solenoidal and dilatation contributions improves predictive accuracy for the compressible mixing layer at the expense of a loss in predictive accuracy for boundary layers. We identified the cause of this problem and postulated a dilatation-dissipation correction that is accurate for the mixing layer and the boundary layer. A second accomplishment was identification that the k-W model faithfully reproduces the compressible law of the wall for high-speed flows while the k-i model does not. Perhaps the most important accomplishnmet was the demonstration, in Publications 4 and 7 that dilatation dissipation does little to improve two-equation-model predictions for shock-separated flows. Rather, the research verifies that using a second-order closure model greatly improves predicted size of the separation region, although other flow properties are not accurately predicted (e.g., velocity profiles downstream of the reattachment point).
I( LAimi NOTIcl
Publications 2, 4 and 6 introduce low-Reynolds-number corrections for the k-w model that permit the model to accurately describe near-wall properties of high-speed boundary layers. The modifications presented in the first two publications ultimately have been superseded by those postulated in Publication 6. The latter Publication represents much of the basic research conducted during the third year of the project.
Publications 5 and 6 focus on application of the low-Reynolds-number k-w model to a collection of transitional flows. The publications show that the model accurately predicts properties in the transitional region provided transition Reynolds number is relatively small. By contrast, predicted transition width is generally smaller than measured for transition at high Reynolds numbers. Additionally, computed results show a stronger-than-desired sensitivity to the freestream value of w, and the need for a simple method of triggering transition at a specified location.
During the final six months of tile project, we have eliminated two of the three outstanding problems with the model as it applies to transitional boundary layers. Specifically, we have devised a modification that eliminates solution sensitivity to the freestream value of w, and we have devised a straightforward method for triggering transition at a specified location. However, limited funding has precluded solving the problem of the too-abrupt transition at high Reynolds numbers.
As summarized in Publication 5, the overall objective of our approach to the transition problem is to use the Wilcoxl k-w turbulence model as the foundation for studying and modeling the transitional flow region. Consistent with the needs of NASA, tile transition point is assumed to be known a priori. CoImiputations can thus be initiated at the known transition location and continued downstream through the transitional flow region and well into the fully turbulent region. To develop the model, we have followed a sequence of interrelated steps. 
1.

3.
In Publication 5, we tested the model against 10 two-dimensional, fully turbulent boundary layers, including both incompressible and compressible cases. We have repeated 5 of these cases in this report.
4.
In Publication 5, we tested the model against all of the two-dimensional cases presented by Singer, Dinavahi, and Iyer. 9 We have repeated all of these cases in this report.
5. We have analyzed the compressible log layer to explain why adding a crossdiffusion term to the w equation can have an adverse effect on predicted skin friction.
As noted above, addressing Items I and 2 has produced a low-Reynoldsnumber version of the k-w model. Publication 6 describes the model and presents applications to fully turbulent channel and pipe flow, and for a transitional, incompressible flat-plate boundary layer. In this report we propose a modified version of the model that eliminates freestream boundary-condition sensitivity. This report applies the model to 5 turbulent boundary-layer test cases, two free shear flow cases and to more than 20 transitional flows for which experimental data are available.
Chapter 2 summarizes the revised low-Reynolds-number version of the k-w model. Chapters 3, 4 and 5 present results of our applications. Chapter 6 summarizes results of the research. The effect of a model revision on the compressible law of the wall is discussed in Appendix A. [.
In Equations (2.1)-(2.5), t and zi denote time and position vector; p and p are density and pressure; ui is mass-averaged velocity vector; E and H are total energy and total enthalpy; rij and qj are the total stress tensor and the total heat flux vector; rjT is the Reynolds stress tensor; k and w are turbulence kinetic energy and specilic dissipation rate; and, a, 3, [3 The primary difference between this model and the niodel introduced by Wilcox'" is the introduction of the term in Equation (2.5) proportional to adThis term is similar to Menter's1 2 cross-diffusion terni. The effect of this terni is to replace the entrainment velocity, v, in the w equation by (v -O'dW-'k/Oy). Since k decreases approaching the shear layer edge (assuming ad > 0), the net effect is to make the effective entrainment velocity positive (or at least less negative). As a result., w diffuses from the turbulent region into the nonturbulent region, which is the opposite of what happens with the k-w model. Thus, the freestream value of w has no effect on the solution.
As shown by Wilcox 1 3 , it is important to suppress the cross-diffusion term close to solid boundaries for wall-bounded flows. The prescription in Equation (2.15) causes Cd to vanish near a solid boundary since k increases and w decreases in the viscous sublayer. This modification to the w equation eliminates the ntodel's sensitivity to the freestream value of w. The values of several closure coefficients nmust be modified to achieve optinunt results for both boundary layers and free shear layers. Specifically, a and o,* must assume values larger than used in the Standard k-w model. This, in turn, requires changing a and R, to maintain a satisfactory law of the wall in the turbulent boundary layer. 
Turbulent Boundary-Layer Applications
A key objective of research during the final year and a half of this project has been to describe boundary-layer development through transition from laminar to turbulent flow. Of course, it is important that we provide an accurate description in the turbulent region ininiediately following transition, i.e., we insist that our model approach the proper limiting state of the boundary layer. Consequently, since the k-w model without viscous corrections generally is very accurate for turbulent boundary layers, a round of tests is in order to make sure model predictions are not adversely affected by the viscous corrections. We have performed five boundary layer computations including effects of adverse and favorable pressure gradient, and for Mach numbers as high as 10. 'Fable 3.1 lists the five cases.
" Incompressible Flat Plate. Figure 3 .1 compares computed and measured skin friction, cf, and sublayer-scaled velocity, u+. As shown, the only significant difference between predictions with and without viscous corrections is in the transitior' point. The unmodified model undergoes transition much earlier than the model with viscous corrections. Skin friction at. the final station is 2.51 .10-3 with viscous modifications compared to 2.49. 10-' without.
Samuel-Joubert. This incompressible adverse pressure gradient boundary layer was supposed to be a simple application in Stanford Olympics 10.'7 On the contrary, it proved to be very difficult for all models and has become a key test case for how well a turbulence model predicts effects of adverse pressure gradient. Figure 3 .2 shows that both high-and low-iRe'ynolds-nunb1wr vwrsions of the imodel nearly duplicate measured skin friction and velocity profile at the last station. At the final station, cf = 1.35-10-'• with viscous corrections and 1.25. 10-3 without.
Compressible Flat Plates. As shown in Figures .3, 3 .4 and 3.5, the viscous corrections have virtually no effect on skin friction and velocity profiles in the fully turbulent region for these three applications. For all three cases, skin friction differs by less than one percent at the final station.
In summary, for all 5 cases considered, differences between computed flow properties with and without viscous corrections are less than 8%, arid are generally less than 2%. Additionally, although not shown here, we have computed (under separate funding) 14 more incompressible boundary layers, 3 with favorable pressure gradient and 11 with adverse pressure gradient. Along with the flat-plate boundary layer and the Samnuel-Joubert case, these are the 16 boundary layers analyzed by Wilcox'". As with the cases discussed above, the low-Reynolds-number k-w model is as accurate as the basic model without viscous modilications. Ilence, the viscous corrections leave the best features of the k-model intact, i.e., the model still :.ccurately predicts effects of pres9ure gradient and compressibility up to Mach 5.
While the cross-diffusion term in the w equation greatly reduces the model's sensitivity to the freestream value of w, it does not entirely remove it. A larger value of -,j is needed to completely remove the sensitivity. However, as shown in Appeedix A, using a larger value for ad yields an inaccurate prediction for the compressible law of the wall. Free Shear Flow Applications
10.
While k-w model boundary-layer computations display a mild sensitivity to the freestream value of w, the sensitivity is much stronger for free shear flows. As shown by Wilcox1 3 , the spreading rate for the incompressible mixing layer varies between 0.103 and 0.141; the measured spreading rate is 0.115. Similarly, for the far wake, computed spreading rate varies from 0.301 to 0.500, as compared to a measured value of 0.365.
The new model almost completely eliminates this problem. We have attempted computations for the plane and round jets, but have encountered numerical difficulties in obtaining converged solutions. This illustrates a key problem attending use of the cross-diffusiou term. In general, the term greatly increases the stiffness of the model equations by altering the effective time scale (w-') near a turbulent/nonturbulent interface. As a consequeuce, the convergence rate of the numerical algorithm tends to be reduced. Transitional Boundary-Layer Applications
Triggering Transition
The question of how to trigger transition for a given application raises an important point about using turbulence-model equations for transitional flows. We must keep in mind that transition is a complicated phenomenon. Transition is triggered by a disturbance in a boundary layer only if the frequency of the disturbance falls in a specific band. Reynolds averaging has masked all spectral effects, and all the model can represent with k and w is the intensity of the disturbance and an average frequency. Hence, it is possible for the turbulence model to predict transition when it shouldn't occur. If we choose to trigger transition via the presence of a freestream disturbance, using turbulence-model equations is sensible only if the triggering disturbance is broad band, i.e., contains all frequencies. In devising the model, the closure coefficients a* and a. [Equation (2.16)] have been chosen to match the minimum critical Reynolds number for the Blasius boundary layer. Consequently, the model can be expected to yield sensible transition predictions for constant-pressure, incompressible boundary layers. Unfortunately, the model equations must be recalibrated (i.e., 01: and a, must be adjusted) to accommodate each new complicating effect [see Wilcox ct al. 2 -7 ] . In this project, the goal has been to assume the transition point is given and to use the model equations through the transitional region and into the turbulent part of the flow. To date, the freestream turbulence intensity, proportional to the freestream value of k, has been adjusted to match the measured transition point. This is satisfactory when the transition point occurs at a large Reynolds number, which requires ko, to be small relative to U.. However, for high-speed flows in which transition occurs at a relatively small Reynolds number, we have found that unreasonably large values of k. are needed to trigger transition, so large as to affect the total energy in the freestream in a physically unrealistic manner. Thus, a new method for triggering transition is needed.
To devise an alternative method, we can take advantage of a unique feature of the k-w model. Specifically, by using a finite value for W at the surface, we can simulate surface roughness with the model. For fully turbulent boundary layers, Wilcox 1 shows that
where u, is friction velocity and SR is a dimensionless function of the surface roughness height, kR, defined by (with k+ = uckR/v):
Since increasing the surface roughness height corresponds to decreasing the surface value of w (and thus the dissipation in the k equation), the model predicts that roughness will have a destabilizing effect. This is consistent with measurements, and patches of surface roughness are often used to trigger transition in experiments. Thus, a possible way to trigger transition with the model equations is to numerically simulate a roughness strip via Equations (5.1) and (5.2).
We have run more than 20 two-dimensional transitional boundary layer cases to test this idea; results of the computations are given in the next section. We have been able to trigger transition at the desired location for all of the cases considered using a roughness strip with kR and the streamwise extent of the strip, As, given by the following correlations.
4) 6t
The quantities 6$ and Re,, are the boundary-layer thickness and transition Reynolds number based on arc length.
Applications
In order to test the new transition-triggering method, we have computed all of the two-dimensional transitional boundary layer cases considered by Singer, et al. 9 Our applications also include a Mach 20 re-entry case. Table 5 .1 summarizes the cases we have done. In all cases, computation begins at the plate leading edge, and the turbulence kinetic energy is initially set to an extremely small value, viz., 10-"U., throughout the boundary layer. This value is too small to trigger transition naturally. The initial w profile is given by the exact laminar-flow solution to the model equations. 11 In addition to testing the transition triggering method described above, we have tested the effect of the cross-diffusion term in Equation (2.5). A disappointing feature of our previous transition predictions was a mild sensitivity of transition location to the initial w profile. The sensitivity was caused by the small, but noticeable, effect of the freestream value of w on the laminar-flow solution for w. The primary reason for introducing the cross-diffusion term was to eliminate this sensitivity for transition predictions. As shown in the preceding chapters, the cross-diffusion term eliminates most of the sensitivity for turbulent shear flows. Numerical experimentation for several of the transitional cases listed in Tfable 5.1 verifies that this is true for transitional flows also. That is, our computations verify that transition predictions are completely insensitive to the initial w profile, even when transition is triggered by freestream turbulence.
Incompressible Flat Plate. The first case is Flow 1 from Singer, et al. 9 This is an incompressible flat-plate boundary layer that undergoes transition at a plate length between 1.6 m. and 1.8 m. According to Equations (5.3) and (5.4), this flow requires a roughness strip with kR/1b = 3.0 and As/6t = 25. Numerical experimentation shows that a shorter transition strip, i.e., As/6, = 7 is sufficient to trigger transition at the desired location for this case. Figure 5 .1 compares computed and measured skin friction throughout the transition region for the model with and without the cross-diffusion term. In both cases, computed and measured c! differ by less than 16% of the peak skin friction. Note that with cross-diffusion included, the distance between minimum and maximum skin friction is a bit less than that without cross diffusion. Favorable Pressure Gradient Boundary Layers. The next applications are for incompressible boundary layers in a favor:,ble pressure gradient. The boundary layers considered correspond to Flow 2/Cases I and 2 of Singer, et al. In addition to having adverse pressure gradient, the surface is cooled. Figure 5 .2 compares computed and measured Stanton number for the two cases. Case 2 has a stronger favorable pressure gradient than Case 1. The dimensions of the roughness strip required to match the measured transition point are (kR/6t, As/6t) = (10, 10) and (4, 9), respectively, for Cases I and 2. Equations 2 '). Table 5 .2 summarizes the transition Reynolds number, Re.,, and Reynolds number based on transition width, Re,&,, for all 7 cases, for the new and old low-Reynolds-number k-w models. Freestream T•bulence Effects. We turn now to effects of freestream turbulence, i.e., Flow I of the Singer, et al. study. All of the cases considered are for incompressible boundary layers. Table 5 .3 shows that computed transition width for Cases 1-5 is consistently smaller than measured, and noticeably smaller than the model without cross diffusion. For Cases 6, 7 and 8, Figure 5 .3 shows that predicted peak skin friction is about 10%-15% lower than measured. The results for these three cases are very similar to those obtained without cross diffusion.
Incompressible Flow Past a Spheroid. This cawe is Flow 5 froL: Singer, et al. The flow examines transition of a boundary layer over a prolate spheroid at zero angle of attack, with transition triggered by a roughness strip. Experimental data have been provided by Meier, Kreplin and Ming.25 'fable 5.4 summarizes the four cases.
Figures 5.4 through 5.7 compare computed and measured skin friction (based on local boundary-layer edge velocity) as a function of arc length along the spheroid. As shown, computed and measured skin friction are closest when transition is induced by the roughness strip. Without the roughness strip, the predicted transition occurs more abruptly than measured. The cross-diffusion term is very effective in eliminating solution sensitivity to the freestream value of w for turbulent boundary layers, free shear flows and transitional boundary layers. However, this has been accomplished at the cost of a noticeable increase in the stiffness of the equations of motion.
While the new transition-triggering method has proved to be very effective, and the cross-diffusion term eliminates transition sensitivity to the initial w profile, computed transition width is actually reduced somewhat with cross diffusion included. Equation (5.3) is an upper bound for the roughness height required to trigger transition for all of the cases considered. In many cases, a smaller roughness height is sufficient, and the user should try different roughness heights, if possible, to determine the optimum height for a given application. Equation (5.4) is less certain. The formula also expresses an upper bound that covers all of the cases considered. The actual values used permits the roughness strip to persist for at least three streamwise finite-difference cells. 'lb explain the adverse effect of cross diffusion on the compressible law of the wall, this appendix examines k-w model predicted compressible log-layer structure. The results are particularly illuminating and clearly demonstrate why using too large a ratio of o-d to a7 in the cross-diffusion term adversely affects compressible boundary-layer predictions. Aside from inclusion of the cross-diffusion term, the analysis is the same as that presented by Wilcox.
z
The log layer is the region sufficiently close to the solid boundary for neglect of convective terms and far enough distant for molecular diffusion terms to be dropped. In the log layer, the equations of motion based on the k-w model simplify to the following. The quantity uT is friction velocity defined as •'V'r7wp where r. is surface shear stress and pa is density at the surface. Also, 1• is surface temperature, q. is surface heat flux and Cp is specific heat at constant pressure. Finally, y is distance from the surface.
We now change independent variables from y to u. Consequently, derivatives transform according to where r is a constant to be determined. Substituting Equations (A.11) and (A.12) into Equation (A.9), and noting that M2 = 2rM 2 , leads to the following cubic equation for r.
Il [ where B is a true constant. As discussed by Wilcox, 29 the difference between K,,, and the KirmAn constant is of no great consequence. However, the variation of B" with the density ratio has a large effect on both skin friction and the predicted law of the wail. As clearly demonstrated by Wilcox, 13 the magnitude of the power to which P/p. is raised determines the degree of distortion of the velocity profile. For example, the Standard k-c model is equivalent to a k-w model with Od = 2a. This corresponds to an exponent of 5/4, while the unmodified k-w model has an exponent of 1/4. As shown in Figure A .1, there is virtually no distortion of the compressible law of the wall when ad = 0. By contrast, for the U'd = 0.3 and ad = 0.5 cases we have used o = 0.6 and a = 0.5, respectively, so that the corresponding exponents are 1/2 and 3/4, respectively. The figure shows increasing distortion of the compressible law of the wall as 9d increases. Although not shown, the k-t model departs even farther from the compressible law of the wall.
As a final comment, if we had written the cross-diffusion term as
Cross diffusion -a!d O(pk ) 8w (A.27) w Ozx Ozj the exponent in Equation (A.26) would be reduced to 1/4, independent of the value of ad. This is true only for the constant-pressure case since pk is approximately constant in the log layer. The same statement cannot be made for boundary layers with nonzero pressure gradient, however. A shortage of Contract funds precluded testing this alternative.
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