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Abstract
We devise a dimensional regularization scheme for quantum field theories with Fermi surface to
study scaling behaviour of non-Fermi liquid states in a controlled approximation. Starting from a
Fermi surface in two space dimensions, the co-dimension of Fermi surface is extended to a general
value while the dimension of Fermi surface is fixed. When Fermi surface is coupled with a critical
boson centred at zero momentum, the interaction becomes marginal at a critical space dimension
dc = 5/2. A deviation from the critical dimension is used as a small parameter for a systematic
expansion. We apply this method to the theory where two patches of Fermi surface is coupled
with a critical boson, and show that the Ising-nematic critical point is described by a stable non-
Fermi liquid state slightly below the critical dimension. Critical exponents are computed up to the
two-loop order.
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I. INTRODUCTION
It is of central importance in condensed matter physics to understand universal properties
of phases using low energy effective theories. In critical states of quantum matter, effective
theories take the form of quantum field theories which describe low energy degrees of freedom
and their interactions. Although the most generic critical state of electrons in solids is
metal, quantum field theories of metals are less well understood compared to relativistic
field theories due to low symmetry and extensive gapless modes that need to be kept in low
energy theories.
In Fermi liquid metals[1], quasiparticles provide a single-particle basis in which the low
energy field theories can be diagonalized[2, 3]. In non-Fermi liquid states, there exist no such
single-particle basis, and the low energy physics is described by genuine interacting quantum
field theories. Non-Fermi liquid states can arise when Fermi surface is coupled with a gapless
boson in many different physical contexts. A boson can be made gapless either by fine tuning
of microscopic parameters entailing non-Fermi liquid state at a quantum critical point, or as
a result of dynamical tuning, which gives rise to non-Fermi liquid phases within an extended
region in the parameter space. The examples for the former case include heavy fermion
compounds near magnetic quantum critical points[4, 5], quantum critical point for Mott
transitions[6, 7], and the nematic quantum critical point [8–23]. The ν = 1/2 quantum Hall
state[24] and Bose metals which support fractionalized fermionic excitations along with an
emergent gauge field[25–28] are among the examples for the latter case.
From earlier works[29–32], it was pointed out that the low energy properties of Fermi
surface can be qualitatively modified by the coupling with gapless boson. In three space
dimensions, logarithmic corrections arise due to the Yugawa coupling[29, 30, 33]. In two
space dimensions, theories of non-Fermi liquids flow to strongly interacting fixed points at
low energies. For chiral non-Fermi liquid states[34], where only one patch of Fermi surface is
coupled with a critical boson, exact dynamical information can be extracted thanks to the
chiral nature of the theory[35]. It is much harder to understand non-chiral theories which
include two-patches of Fermi surface with opposite Fermi velocities. One strategy to make a
progress in non-chiral theories is to deform the original theory into a perturbatively solvable
regime in a continuous way.
There can be different and complimentary ways to obtain perturbative non-Fermi liquid
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states. One attempt is to introduce a large number of flavors[36–38]. This is arguably
the most natural extension in the sense that extra flavors do not introduce qualitatively
new element to the theory except that the flavor symmetry group is enlarged. However,
it turns out that even the infinite flavor limit is not described by a mean-field theory due
to a large residual quantum fluctuations of Fermi surface[34, 39]. One way to achieve a
controlled expansion is to deform the dynamics of the theory, for example the dispersion
of a critical boson, to suppress quantum fluctuations at low energies[40, 41]. One can also
try to access two-dimensional non-Fermi liquid states by increasing the number of one-
dimensional chains, where bosonization provides a controlled analytical tool[42]. Finally,
one can modify the dimension of spacetime continuously to gain a controlled access to non-
Fermi liquid states. In doing so, one can extend either the dimension of Fermi surface[43] or
the co-dimension[44]. In this paper, we devise a dimensional regularization scheme where the
co-dimension of Fermi surface is extended to obtain a perturbative non-Fermi liquid state
which describes two patches of Fermi surface coupled with a critical boson. This scheme
has an advantage that Fermi surface remains one-dimensional and has only one tangent
vector. Because fermions in one region of the momentum space near the Fermi surface
are primarily coupled with the boson whose momentum is tangential to the Fermi surface,
fermions in different momentum patches (except for the ones in the exact opposite direction)
are decoupled from each other in the low energy limit. Because of this, one can focus on local
patches in the momentum space, which allows one to develop a systematic field theoretic
renormalization group scheme. If the dimension of Fermi surface is extended, each patch
has more than one tangent vectors. Since one can not ignore couplings between different
patches, the whole Fermi surface has to be included in the low energy theory. Recently, a
non-Fermi liquid state was studied through a Wilsonian renormalization group scheme in
d = 3− ǫ space dimensions with co-dimension of Fermi surface fixed to be one[45].
The paper is organized as follows. In Sec. II, we introduce a (2 + 1)-dimensional theory
which describes two patches of Fermi surface coupled with a critical boson. Depending
on the way the boson is coupled with the patches, the theory describes either the Ising-
nematic critical point or the quantum electrodynamics with a finite density. In this paper,
we will focus on the Ising-nematic theory. We then generalize the theory to a (d + 1)-
dimensional theory with general space dimension d. For this, we first combine particle in
one patch and hole in the opposite patch to construct a spinor with two components. In
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this representation, fermionic excitations near the Fermi surface in the original (2 + 1)-
dimensional theory can be formally viewed as (1 + 1)-dimensional Dirac fermions with a
continuous flavor that corresponds to the momentum along the Fermi surface. Then the
Dirac fermion is extended to general dimensions, where the energy of fermion disperses
linearly away from the gapless point in (d − 1) directions. Physically, this describes a
one-dimensional Fermi line embedded in d-dimensional momentum space. In d = 3 with
SU(2) flavor (spin) group, this theory describes a p-wave spin-triplet superconducting state
which supports a line node. The Yugawa coupling between fermion and boson becomes
marginal at the critical dimension, dc = 5/2, and non-Fermi liquid states arise in d <
5/2. Using ǫ = 5/2 − d as an expansion parameter, one can access the non-Fermi liquid
state perturbatively. The following section is devoted to the RG analysis of the theory
based on the dimensional regularization scheme. In Sec. III. A, the minimal local action is
constructed. In Sec. III. B, the symmetry of the regularized theory is discussed. Because
the extension to higher dimensions involves turning on flavor non-singlet superconducting
order parameter, the regularized theory breaks the charge conservation and some of the
flavor symmetry. In Sec. III. C, the renormalization group equation is derived using the
minimal subtraction scheme. In Sec. III. D, we demonstrate that the expansion is controlled
in the small ǫ limit with fixed N where N is the number of fermion flavour. In Sec. III. E,
we summarize the computation of the counter terms up to the two-loop level. Some three-
loop results are also included. Based on the results, the dynamical critical exponents and
the anomalous dimensions are computed in Sec. III. F. While the interaction modifies the
dynamics of fermion in a non-trivial way, the boson does not receive a non-trivial quantum
correction up to the three-loop diagrams that we checked. In Sec. IV, the scaling forms of
the thermodynamic quantities and 2kF scattering processes are obtained. We finish with a
summary and some outlook in Sec. V. Details on the computation of Feynman diagrams
can be found in the appendices.
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FIG. 1: The right-moving and left-moving modes near the Fermi surface can be combined into a
two-component Dirac fermion.
II. MODEL
We consider a theory where two patches of Fermi surface are coupled with one critical
boson in (2 + 1)-dimensions,
S =
∑
s=±
N∑
j=1
∫
d3k
(2π)3
ψ†s,j(k)
[
ik0 + sk1 + k
2
2
]
ψs,j(k)
+
1
2
∫
d3k
(2π)3
[
k20 + k
2
1 + k
2
2
]
φ(−k)φ(k)
+
e√
N
∑
s=±
N∑
j=1
∫
d3kd3q
(2π)6
λs φ(q) ψ
†
s,j(k + q)ψs,j(k). (1)
Here ψ+,j (ψ−,j) is the right (left) moving fermion with flavor j = 1, 2, .., N whose Fermi
velocity along the k1 direction is positive (negative). The momenta are rescaled in such a way
that the absolute value of Fermi velocity and curvature of the Fermi surface are equal to one.
φ is a real critical boson, and e is the fermion-boson coupling. Although the velocity of boson
is in general different from that of fermion, the dynamics of boson is dominated by particle-
hole excitations of fermion at low energies. As a result, the bare velocity of boson, which is
also set to be one in the action, does not matter for the low energy effective theory. λs controls
the way the fermions are coupled with the boson. The case with λ+ = λ− = 1 describes
the Ising-nematic critical point. The coupling with λ+ = −λ− = 1 describes the quantum
electrodynamics at a finite density, where φ corresponds to the transverse component of
the U(1) gauge field. The action in Eq. (1) admits a self-contained renormalization group
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analysis[39].
In the following, we will focus on the Ising-nematic critical point. Quantum phase transi-
tions to nematic states with broken point group symmetry[46] have been observed in cuprate
superconductors[47–50], ruthenades[51], and pnictides[52–55]. The Ising-nematic order pa-
rameter is represented by a real scalar boson which undergoes strong quantum fluctuations
at the quantum critical point.
Because the energy of fermion disperses only in one direction near the Fermi surface, the
(2+ 1)-dimensional fermion can be viewed as (1+ 1)-dimensional Dirac fermions, where the
momentum along the Fermi surface is interpreted as a continuous flavor. To make this more
precise, the right and left moving fermions are combined into one spinor (see Fig. 1),
Ψj(k) =

 ψ+,j(k)
ψ†−,j(−k)

 . (2)
In this representation, the action in Eq. (1) becomes
S =
∑
j
∫
d3k
(2π)3
Ψ¯j(k)
[
ik0γ0 + i(k1 + k
2
2)γ1
]
Ψj(k)
+
1
2
∫
d3k
(2π)3
[
k20 + k
2
1 + k
2
2
]
φ(−k)φ(k)
+
e√
N
∑
j
∫
d3kdq
(2π)6
φ(q)Ψ¯j(k + q)WΨj(k), (3)
where γ0 = σy, γ1 = σx are the gamma matrices for the two component spinor, and Ψ¯ ≡
Ψ†γ0. W = iγ1 (W = γ0) for the Ising-nematic system (quantum electrodynamics). For
the rest of the paper, we will focus on the Ising-nematic case. The fermionic kinetic term is
indeed identical to that of the (1+1)-dimensional Dirac fermion where the location of Dirac
point depends on k2.
Now we promote the theory to general dimensions. The action that describes Fermi
surface with a general co-dimension is written as
S =
∑
j
∫
dd+1k
(2π)d+1
Ψ¯j(k)
[
iΓ ·K+ iγd−1δk
]
Ψj(k)
+
1
2
∫
dd+1k
(2π)d+1
[|K|2 + k2d−1 + k2d]φ(−k)φ(k)
+
ie√
N
√
d− 1
∑
j
∫
dd+1kdd+1q
(2π)2d+2
φ(q)Ψ¯j(k + q)γd−1Ψj(k). (4)
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FIG. 2: (a) The one-dimensional Fermi surface embedded in the d-dimensional momentum space.
(b) For each kd, there is a Fermi point at (k1, k2, ..., kd−2, kd−1) = (0, 0, .., 0,−
√
d− 1k2d) which is
denoted as a (red) dot. Around the Fermi point, the energy disperses linearly like a two-component
Dirac fermion in (d− 1)-dimensional space.
Here K ≡ (k0, k1, . . . , kd−2) represents frequency and (d − 2) components of the full (d +
1)-dimensional energy-momentum vector, (k0, k1, ..., kd). k1, .., kd−2 are the newly added
directions which are transverse to the Fermi surface. δk = kd−1 +
√
d− 1k2d is the energy
dispersion of the fermion within the original two-dimensional momentum space. The gamma
matrices associated with K are written as Γ ≡ (γ0, γ1, . . . , γd−2). Since the actual space
dimension of interest lies between 2 and 3, the number of spinor components is fixed to
be two. We will use the representation where γ0 = σy and γd−1 = σx are fixed in general
dimensions.
The spinor has the energy dispersion with two bands,
Ek = ±
√√√√(d−2)∑
i=1
k2i + δ
2
k. (5)
The energy vanishes if
ki = 0, for i = 1, . . . , d− 2
kd−1 = −
√
d− 1k2d. (6)
Therefore the Fermi surface is a one-dimensional manifold embedded in the d-dimensional
momentum space as is shown in Fig. 2.
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FIG. 3: Fermi lines in three dimensional momentum space can be obtained by turning on p-wave
superconducting order parameter that gaps out the cylindrical Fermi surface except for the line
node denoted by the thick (red) line.
Before we delve into the RG analysis in an abstract dimension d, we consider a concrete
physical realization of the theory in d = 3 with N = 2, where two flavors represent spin 1/2
degree of freedom. In the basis where γ0 = σy, γ1 = σz, γ2 = σx, the quadratic action for
the fermions becomes
S =
∫
d4k
(2π)3
{∑
s=±
∑
j=↑,↓
ψ†s,j(k)
(
ik0 + sk2 +
√
2k23
)
ψs,j(k)
−k1
(
ψ†+,↑(k)ψ
†
−,↑(−k) + ψ†+,↓(k)ψ†−,↓(−k) + h.c.
)}
. (7)
The last term represents a pairing which can be written as
i
(
ψ†+,↑(k), ψ
†
+,↓(k)
)(
d(k) · σ
)
σy

 ψ†−,↑(−k)
ψ†−,↓(−k)

+ h.c. (8)
with d(k) = ik1yˆ. It is noted that d(k) transforms as a vector under SU(2) spin rotations.
Therefore this describes a p-wave spin triplet superconducting state. Without the pairing
term, one has the cylindrical Fermi surface with co-dimension one at ±k2 +
√
2k23 = 0. The
pairing gaps out the Fermi surface except for the line node at k1 = 0. This is illustrated
in Fig. 3. The triplet pairing breaks the U(1) symmetry associated with the fermion
number conservation to Z2 and the SU(2) spin rotational symmetry to U(1). The theories
in general dimensions continuously interpolate the Fermi surface in two dimensions to the
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triplet superconducting state in three dimensions. In terms of symmetry, the theory in d = 2
is a special point with an enhanced symmetry.
III. RENORMALIZATION GROUP
A. Minimal Action
To start with a renormalization group analysis, we first focus on the quadratic action in
Eq. (4). The leading terms in the quadratic action are invariant under the scale transfor-
mation,
K =
K′
b
, (9)
kd−1 =
k′d−1
b
, (10)
kd =
k′d√
b
, (11)
Ψ(k) = b
d
2
+ 3
4Ψ′(k′), (12)
φ(k) = b
d
2
+ 3
4φ′(k′). (13)
Under the scaling with b > 1, the fermion-boson coupling scales as
e′ = b
1
2
( 5
2
−d)e. (14)
The coupling e is irrelevant for d > dcr = 5/2, and is relevant for d < 5/2. This allows one
to access an interacting non-Fermi liquid state perturbatively in d = 5/2 − ǫ using ǫ as a
small parameter.
We note that |K|2φ∗(k)φ(k) and k2d−1φ∗(k)φ(k) are irrelevant in the low energy limit.
Only k2dφ
∗(k)φ(k) is kept in the quadratic action of the boson. The frequency dependent self
energy of the boson will be dynamically generated by particle-hole fluctuations. Therefore,
the minimal local action is given by
S =
∑
j
∫
dd+1k
(2π)d+1
Ψ¯j(k)
[
iΓ ·K+ iγd−1δk
]
Ψj(k)
+
1
2
∫
dd+1k
(2π)d+1
k2dφ(−k)φ(k)
+
ieµǫ/2√
N
√
d− 1
∑
j
∫
dd+1kdd+1q
(2π)2d+2
φ(q)Ψ¯j(k + q)γd−1Ψj(k), (15)
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where a mass scale µ is introduced to make the coupling constant dimensionless. Short-
ranged four fermion interactions and the φ4 term for the boson are not included in the
minimal action because they are irrelevant near d = 5/2. There is no further BCS instability
that gaps out the line nodes near d = 5/2 because the density of state vanishes at Fermi
energy.
For d > 5/2, the interaction is irrelevant and the low energy physics is governed by the
scaling in Eqs. (9)-(13) with the dynamical critical exponent z = 1. For d < 5/2, the scaling
will be modified such that the interaction plays the dominant role. In order to see this, one
can choose an alternative scaling,
K =
K′
bz
, (16)
kd−1 =
k′d−1
b
, (17)
kd =
k′d√
b
, (18)
Ψ(k) = b
(d−1)z
2
+ 5
4Ψ′(k′), (19)
φ(k) = b
(d−1)z
2
+ 5
4φ′(k′). (20)
The condition that the interaction is kept marginal at the expense of making the first
quadratic term in Eq. (15) irrelevant uniquely fixes the dynamical critical exponent to be
z = 3
3−2ǫ
at the tree level. As will be shown later, this is indeed what we obtain from a
full-fledged computation modulo a correction coming from the anomalous dimension of the
boson field.
B. Symmetry
In this section, we discuss about the symmetry of the action in Eq. (15). The (2 + 1)-
dimensional theory in Eq. (3) has two classical U(N) symmetries given by
UA(N) : Ψi → [eiθαTα]ijΨj, (21)
UB(N) : Ψi → [eiσzϕαTα ]ijΨj , (22)
where T α with α = 1, 2, .., N2 represent N × N Hermitian matrices. UA(N) and UB(N)
respectively correspond to the global and axial symmetry groups of the underlying (1 + 1)-
dimensional theory when k2 is interpreted as an internal flavor. The generators of the two
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U(N) groups are given by
jαA0 = ψ
†
+,iT
α
ijψ+,j − ψ†−,i(T α)Tijψ−,j , (23)
jαB0 = ψ
†
+,iT
α
ijψ+,j + ψ
†
−,i(T
α)Tijψ−,j, (24)
where (T α)T denotes the transpose of T α. In general dimensions, only the UA(N) symmetry
is kept. The axial UB(N) symmetry is absent in d > 2 because fermions with opposite
chiralities are mixed. The inability to keep both symmetries is related to the chiral anomaly
in (1 + 1) dimensions.
The theory in general dimensions retain the Ward identity and the sliding symmetry
of the (2 + 1)-dimensional theory[39]. In the Ising-nematic case, the boson couples to the
(d− 1)-th component of the UA(1) current. This implies the Ward identity
Γ(k, 0) =
∂G−1(k)
∂kd−1
, (25)
where Γ(k, q) is the fermion-boson vertex function, and G(k) is the fermion propagator. The
theory also has the sliding symmetry along the Fermi surface given by
Ψ(K, kd−1, kd) → Ψ(K, kd−1 −
√
d− 1(2θkd + θ2), kd + θ),
φ(Q, qd−1, qd) → φ(Q, qd−1 − 2
√
d− 1θqd, qd). (26)
As a result, the fermion propagator depends on kd−1 and kd only through δk, and the boson
propagator is independent of qd−1,
G(K, kd−1, kd) = G(K, δk),
D(Q, qd−1, qd) = D(Q, qd). (27)
Finally, the action respects the (d− 1)-dimensional rotational symmetry in the space of K
and the time-reversal symmetry.
C. Renormalization Group Equation
We use the field theoretical renormalization group approach to study the scaling behaviour
of the theory in d < 5/2, using ǫ = 5
2
− d as a perturbative parameter. At each order in the
loop expansion, we add counter terms to cancel divergent terms in 1/ǫ using the minimal
11
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FIG. 4: The one-loop boson self-energy.
subtraction scheme. The bare propagator for fermions is given by
G0(k) =
1
i
Γ ·K+ γd−1δk
K2 + δ2k
. (28)
Since the bare kinetic term of boson depends only on kd, one has to include the lowest
order quantum correction to ensure IR and UV finiteness. Therefore, we use the dressed
propagator for boson which includes the one-loop self-energy as is shown in Fig. 4,
D1(k) =
1
k2d − Π1(k)
=
1
k2d + βde
2µǫ |K|
d−1
|kd|
, (29)
where
βd =
√
d− 1Γ2(d/2)
2dπ(d−1)/2 | cos(πd/2)|Γ(d−1
2
)Γ(d)
. (30)
We use the sign convention where the self energy subtract the bare action in the dressed
propagator as D(k) = 1
D−11 (k)−Π(k)
, G(k) = 1
G−10 (k)−Σ(k)
, where Π(k) and Σ(k) are the self
energies of boson and fermion respectively. The one-loop boson self-energy Π1(k) is finite
for 2 ≤ d < 3. At d = 5/2, it has the same scaling dimension as k2d as expected. For
computation of Π1(k), see Appendix A1.
We note that the inclusion of the one-loop boson self energy in the zero-th order quantum
effective action is nothing but a rearrangement in the perturbative expansion of a local
theory. This is because the non-local self energy is dynamically generated from the local
action. The fact that the one-loop boson self energy has to be included from the beginning
has some consequences. First, the ‘loop-expansion’ we are going to use is defined modulo
the inclusion of the one-loop self energy of boson. For examples, the diagrams in Fig. 5
are regarded as one-loop diagrams although the boson propagators in the diagrams already
include the RPA sum of boson self energy. Second, the dynamics of boson has a intrinsic
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crossover scale at kd ∼ e2/3|K|(d−1)/3 which goes to zero in the weak coupling limit. Because
of this, the actual parameter that controls the loop expansion is not e as will be discussed
in Sec. III D in more detail.
The counter terms take the same form as the original local action,
SCT =
∑
j
∫
dd+1k
(2π)d+1
Ψ¯j(k)
[
iA1Γ ·K+ iA2γd−1δk
]
Ψj(k)
+
A3
2
∫
dd+1k
(2π)d+1
k2dφ(−k)φ(k)
+ A4
ieµǫ/2√
N
√
d− 1
∑
j
∫
dd+1kdd+1q
(2π)2d+2
φ(q)Ψ¯j(k + q)γd−1Ψj(k), (31)
where
An =
∞∑
k=1
Zn,k(e)
ǫk
. (32)
In the mass independent minimal subtraction scheme, the coefficients Zn,k(e) depend only
on the coupling. An and Zn,k can be further expanded in the number of loops. We use A
(L)
n
and Z
(L)
n,k to denote L-loop contributions modulo the one-loop self energy of boson which is
already included in Eq. (29). Note that the (d− 1)-dimensional rotational invariance in the
space perpendicular to the Fermi surface guarantees that ΓiKi are renormalized in the same
way for 0 ≤ i ≤ (d− 2). Similarly, the sliding symmetry along the Fermi surface guarantees
that the form of δk is preserved. However, A1 and A2 are in general different due to a lack
of the full rotational symmetry in the (d + 1)-dimensional spacetime. This will leads to a
non-trivial dynamical critical exponent as will be shown later. The Ward identity in Eq.
(25) forces A4 = A2.
Adding the counter terms to the original action, we obtain the renormalized action which
gives the finite quantum effective action,
Sren =
∑
j
∫
dd+1kB
(2π)d+1
Ψ¯Bj(kB)
[
iΓ ·KB + iγd−1δkB
]
ΨBj(kB)
+
1
2
∫
dd+1kB
(2π)d+1
k2BdφB(−kB)φB(kB)
+
ieB√
N
√
d− 1
∑
j
∫
dd+1kBd
d+1qB
(2π)2d+2
φB(qB)Ψ¯Bj(kB + qB)γd−1ΨBj(kB), (33)
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where
K =
Z2
Z1
KB,
kd−1 = kB,d−1,
kd = kB,d,
Ψ(k) = Z
−1/2
Ψ ΨB(kB),
φ(k) = Z
−1/2
φ φB(kB),
eB = Z
−1/2
3
(
Z2
Z1
)(d−1)/2
µǫ/2e (34)
with Zn = 1+An, ZΨ = Z2
(
Z2
Z1
)(d−1)
and Zφ = Z3
(
Z2
Z1
)(d−1)
. In Eq. (33), there is a freedom
to change the renormalizations of the fields and the renormalization of momentum without
affecting the action. Here we fix the freedom by requiring that δkB = δk. This amounts to
measuring scaling dimensions of all other quantities relative to that of δk.
The finite renormalized Green’s function is defined by〈
Ψ¯(k1)..Ψ¯(km) Ψ(km+1)..Ψ(k2m) φ(k2m+1)..φ(k2m+n)
〉
= G(m,m,n)({ki}; e, µ) δd+1
(
m∑
i=1
ki −
2m+n∑
j=m+1
kj
)
, (35)
where the flavor and spacetime indices of fermions are suppressed. It is related to the bare
Green’s function defined by〈
Ψ¯B(kB1)..Ψ¯B(kBm) ΨB(kBm+1)..ΨB(kB2m) φB(kB2m+1)..φB(kB2m+n)
〉
= G
(m,m,n)
B ({kBi}; eB) δd+1
(
m∑
i=1
kBi −
2m+n∑
j=m+1
kBj
)
, (36)
through the multiplicative renormalization,
G(m,m,n)({ki}; e, µ) = Z−mΨ Z
−n
2
φ
(
Z2
Z1
)d−1
G
(m,m,n)
B ({kBi}; eB). (37)
Using the facts that the bare Green’s function is independent of µ and that G(m,m,n) has
the engineering scaling dimension −(2m+ n)4−ǫ
2
+ (3− ǫ), one obtains the renormalization
group equation,{
2m+n∑
i=1
(
z(e)Ki · ∇Ki + ki,d−1
∂
∂ki,d−1
+
ki,d
2
∂
∂ki,d
)
− β(e) ∂
∂e
− 2m
[
−4− ǫ
2
+ ηψ
]
−n
[
−4− ǫ
2
+ ηφ
]
−
[
z(e)
(
3
2
− ǫ
)
+
3
2
]}
G(m,m,n)({ki}; e, µ) = 0. (38)
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From the equation, it is clear that the dimension of K is renormalized to z, and the total
dimension of spacetime becomes − [z (3
2
− ǫ) + 3
2
]
accordingly. Here z is the dynamical
critical exponent, β is the beta function, and ηψ (ηφ) is the anomalous dimensions for
fermion (boson) which are given by
z(e) = 1− ∂ ln(Z2/Z1)
∂ lnµ
,
β(e) =
∂e
∂ lnµ
,
ηψ(e) =
1
2
∂ lnZΨ
∂ lnµ
,
ηφ(e) =
1
2
∂ lnZφ
∂ lnµ
. (39)
We use the convention that the beta function describes the flow of the coupling with in-
creasing energy scale. These four equations can be rewritten as
β(Z1Z
′
2 − Z2Z
′
1) + Z1Z2(z − 1) = 0,
e
[
− ǫ
2
z +
3
4
(z − 1)
]
Z3 −
[
Z3 − e
2
Z
′
3
]
β = 0,
Z2ηψ − β
2
Z
′
2 +
(
3
4
− ǫ
2
)
(z − 1)Z2 = 0,
Z3ηφ − β
2
Z
′
3 +
(
3
4
− ǫ
2
)
(z − 1)Z3 = 0, (40)
where primes represent derivatives with respect to e. One can readily see that the regular
part of Eqs. (39) in the ǫ→ 0 limit requires the solutions of the form,
z = z(0),
β = β(1)ǫ+ β(0),
ηψ = η
(1)
Ψ ǫ+ η
(0)
Ψ ,
ηφ = η
(1)
φ ǫ+ η
(0)
φ . (41)
Using this form, one can solve Eqs. (40) at each order in ǫ. z, β, ηψ, ηφ are determined from
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the simple poles of the counter terms as
z =
2
2 + e(Z
′
1,1 − Z ′2,1)
, (42)
β =
(
− ǫ
2
z +
3
4
(z − 1)
)
e− ze
2
4
Z
′
3,1, (43)
ηψ = −(z − 1)(3− 2ǫ)
4
− ze
4
Z
′
2,1, (44)
ηφ = −(z − 1)(3− 2ǫ)
4
− ze
4
Z
′
3,1. (45)
In Eq. (42), we see that the dynamical critical exponent is renormalized by quantum effects.
In other words, the first (d − 1) components of the energy-momentum vector acquires an
anomalous dimension (z − 1). The anomalous dimension of spacetime affects the scaling
dimension of the coupling and the anomalous dimensions of the fields in Eqs. (43), (44) and
(45). Once Z
′
n,m are computed, one can obtain the beta functions and the critical exponents.
The theory has the Gaussian fixed point at which e = 0, z = 1, ηψ = ηφ = 0. As a
small coupling is turned on, the theory flows to an interacting fixed point with e∗ 6= 0 at
low energies. The condition that the beta function vanishes at the interacting fixed point
determines the dynamical critical exponent to be
z∗ =
3
3− 2ǫ− e∗Z ′3,1
. (46)
It is remarkable that the dynamical critical exponent at the fixed point is independent of
Z1 and Z2. If Z3,1 = 0, z
∗ is exactly given by z∗ = 3
3−2ǫ
which monotonically increases from
1 to 3/2 as d changes from 5/2 to 2. At the fixed point, the scaling dictates the form of the
two-point functions as
D(k) =
1
(k2d)
1−(z−1)(3/2−ǫ)−2ηφ
f
( |K|1/z
k2d
)
, (47)
G(k) =
1
|δk|1−(z−1)(3/2−ǫ)−2ηψ
g
( |K|1/z
δk
)
, (48)
where f(x) and g(x) are universal cross-over functions. The flavor and the spinor indices
are suppressed in g(x). If the anomalous dimensions are large enough, the singularity in the
Greens functions can in principle turn into an algebraic gap[56]. However, the anomalous
dimensions are small near the upper critical dimension.
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D. Expansion parameter
We take the small ǫ limit with fixed N . In this section, we show that the loop expansion
is controlled in this limit. Although the bare fermion-boson vertex includes e, it is not the
actual expansion parameter. This is due to the fact that the boson propagator includes the
self energy which vanishes in the e → 0 limit. To examine this issue more closely, let us
consider a boson propagator which carries an internal momentum k within a diagram. The
integration over k is of the form,∫
dk F (k, {qi}) 1
k2d + βde
2µǫ |K|
d−1
|kd|
, (49)
where {qi} is a set of other internal and external momenta, and F (k, {qi}) represents the
contribution from other propagators. When kd can be arbitrarily small in magnitude, the
integration is in general IR divergent in the e → 0 limit. The IR divergence is cut-off
at a scale kd ∼ e2/3|K|(d−1)/3, and the result of the integration becomes order of e−2/3.
Therefore, each boson propagator contributes an IR enhancement factor of e−2/3 provided
that the internal momentum that runs through each boson propagator is allowed to vanish
independently.
If there is a kinematic constraint that keeps kd from becoming arbitrarily small in mag-
nitude, kd integration is convergent in the e → 0 limit. Then there is no IR enhancement
factor. However, one still has to worry about UV divergence in the e → 0 limit. In par-
ticular, the integration over K can be UV divergent without the self energy in the boson
propagator. In the presence of the self-energy, quantum corrections to marginal operators
can have at most log divergences by power counting. In the e → 0 limit, they can have
power-law UV divergences because the boson propagator no longer depends on K. The
degree of UV divergence for marginal operators is at most Ib, where Ib is the number of
internal boson propagators. This is because only the boson propagator depends on e, and
each boson propagator carries the scaling dimension −1. In the presence of the boson self
energy, the power-law divergence is cut-off at a scale |K| ∼ e−2/(d−1)k3/(d−1)d . In d = 5/2, the
UV divergence in the e = 0 limit can introduce an enhancement factor of e−4/3Ib . However,
we emphasize that this is an upper bound for the enhancement factor. Typical diagrams
have weaker UV divergence in the e → 0 limit due to kinematic constraints, which results
in a smaller enhancement factor.
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In the presence of the IR and UV enhancement factors, a L-loop diagram goes as
e2L−Y Ib = e(2−Y )L−(Ef/2−1)Y . (50)
Here 2/3 ≤ Y ≤ 4/3 is the average enhancement factor per boson propagator, which is
specific to each diagram. The identity Ib = L − 1 + Ef/2 is used, where Ef is the number
of external fermion lines. From explicit calculations, we will see that all diagrams up to
two-loop level have Y = 2/3. At the three-loop order, we will see an example where Y = 1.
At present, we don’t have any example with Y > 1. Up To the three-loop diagrams that we
have checked, all L-loop diagrams are suppressed by e4/3L, compared to the bare action and
the one-loop self energy of boson. This suggests that the actual average enhancement factor
may be strictly smaller than 4/3. Although we don’t know the precise expansion parameter,
all L-loop diagrams are suppressed at least by the factor of e2/3L, and the loop expansion is
controlled.
E. Computation of counter terms
In this section, we summarize the results of the counter terms computed up to two loops.
Some three-loop diagrams are also computed.
1. One-loop level
The one-loop self energy of boson has been already taken into account in the dressed
propagator, D1(k). The one-loop fermion self energy shown in Fig. 5 (a) is given by
Σ1(q) =
(ie)2µǫ
N
(d− 1)
∫
dk
(2π)d+1
γd−1G0(q − k)γd−1D1(k), (51)
where
D1(k) =
1
k2d + βde
2µǫ
|K|d−1
|kd|
. (52)
As is computed in Appendix A2, the resulting self energy is given by
Σ1(q) =
(
−e
4/3
N
u1
ǫ
+ finite terms
)
(iΓ ·Q) (53)
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q
k
k + q
l−k
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l + q
(b)
FIG. 5: (a) The one-loop fermion self-energy. (b) The one-loop vertex correction.
with
u1 =
1
25/2π3/4
√
3β
1/3
5/2Γ(3/4)
≈ 0.08758634. (54)
It is noted that not only the UV divergent part but also the finite part in Σ1(k) is proportional
to Γ ·Q. This fact simplifies the calculation at higher loops as will be discussed in the next
section. To cancel the UV divergence, we only need the counter term of the form,
S
(1loop)
CT =
∑
j
∫
dk
(2π)d+1
Ψ¯j(k) iA
(1)
1 (Γ ·K) Ψj(k) (55)
with
A
(1)
1 = −
e4/3
N
u1
ǫ
. (56)
The absence of δk dependence in the fermion self energy combined with the Ward identity
in Eq. (25) implies that there is no vertex correction at the one-loop. This is explicitly
checked in Appendix A3.
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(d) (e)
FIG. 6: The diagrams for two-loop boson self energy.
q
p
l
(a)
(b) (c)
qp + q l + ql + p + q
FIG. 7: The diagrams for two-loop fermion self energy.
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(g) (h) ( i) ( j)
FIG. 8: The diagrams for two-loop vertex corrections.
2. Two-loop level
The two-loop diagrams are listed in Figs. 6 ,7 and 8. The black circles in Figs. 6 (d)-(e),
7(c) and 8(i)-(j) denote the one-loop counter term for the fermion self energy,
iA
(1)
1 Ψ¯(Γ ·K)Ψ. (57)
To examine which diagrams can give non-zero contributions, we first note that the fermion
self-energy of the form
Σ(k) = −iξ(K)[Γ ·K] (58)
with K = |K| solves the Eliashberg equations for the bosonic and fermionic self-energies. If
one uses the dressed fermionic propagators
G(k) = [G−10 (k)− Σ(k)]−1 (59)
in lieu of the bare one, one obtains the same self energies, Σ1(q) and Π1(q) which are obtained
by using G0. This can be understood from the fact that the dependence on ξ(K) drops out
in Eqs. (51) and (A1) once kd−1 and kd are integrated out. We also note that the full one-
loop fermion self-energy in Eq. (A23) has the form of Eq. (58). As a result, the diagrams
21
in Figs. 6(b), (c) and 7(b) vanish because they can be obtained by expanding the dressed
propagators in powers of Σ1(q) in the corresponding expressions for the one-loop diagrams.
Since the one-loop counter term is also of the same form, the diagrams in Figs. 6(d)-(e) and
7(c) vanish as well. This feature can be checked by explicit computation. We thus conclude
that the only two-loop diagrams that need to be computed for the self-energies are those in
Figs. 6(a) and 7(a). The vertex correction can be obtained from the Ward identity.
The diagram in Fig. 6(a) is computed in Appendix B 2. Although it is UV finite, it
renormalizes βd in the boson propagator by a finite amount, β
6a
d ∼ O(e4/3/N). Once this
correction is fed back to the one-loop fermion self energy in Eq. (51), we obtain a correction
to the UV-divergent fermion self energy,
Σ6a2 (k) = −
β6ad
3βd
Σ1(k)
=
(
−e
8/3
N2
u
′
2
ǫ
+ finite terms
)
(iΓ ·K), (60)
where
u
′
2 ≈ 0.0016449. (61)
The two-loop fermion self-energy in Fig. 7(a) is given by
Σ7a2 (q) =
(ie)4µ2ǫ
N2
(d−1)2
∫
dpdl
(2π)2d+2
D1(p)D1(l)γd−1G0(p+q)γd−1G0(p+l+q)γd−1G0(l+q)γd−1.
(62)
The computation described in Appendix B 3 results in
Σ7a2 (q) = −
e8/3
N2
u2(iΓ ·K)− e
8/3
N2
v2(iγd−1δk) + finite terms, (63)
where
u2 ≈ −0.0194218
v2 ≈ 0.000867775. (64)
From the Ward identity, one has to include the vertex correction at the two-loop level.
The counter terms that are necessary to cancel the UV divergence at the two-loop level is
given by
S
(2loop)
CT =
∑
j
∫
dk
(2π)d+1
Ψ¯j(k) [iA
(2)
1 (Γ ·K) + iA(2)2 γd−1δk] Ψj(k) +
+ A
(2)
2
ieµǫ/2√
N
√
d− 1
∑
j
∫
dkdq
(2π)2d+2
φ(q)Ψ¯j(k + q)γd−1Ψj(k), (65)
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FIG. 9: Aslamazov-Larkin-type contributions to boson self-energy. Diagrams (a) and (b) corre-
spond to the particle-particle and particle-hole channels respectively.
where
A
(2)
1 = −
e8/3
N2
(u2 + u
′
2),
A
(2)
2 = −
e8/3
N2
v2. (66)
3. Three-loop Aslamazov-Larkin-type contribution to boson self-energy
The number of diagrams increases dramatically at higher loops. This makes it hard to go
beyond the two-loop level systematically. It is of interest, however, to consider some three-
loop diagrams that can potentially contribute to anomalous dimension of boson through a
non-trivial correction to Z3, given that Z3 = 1 up to the two-loop order. For this, we consider
the Aslamazov-Larkin-type diagrams shown in Fig. 9 which is the lowest known diagrams
that renormalize the boson kinetic term. Metlitski and Sachdev evaluated these diagrams
in Ref. [39], and showed that they introduce a finite renormalization to the kinetic energy
of bosons, which violates the genus expansion in the two-patch theory. A finite quantum
correction to the kinetic energy is also found by Mross et. al in Ref. [41].
23
To extract the term that renormalizes the q2d term in the boson action, we compute the
diagrams at Q = 0. Details of computation are presented in Appendix C. The final result
can be written as
ΠAL(qd) = q
2
d ·
e6
N
(
µ
q2d
)3ǫ
(d− 1)3d/2
∫
dPdKdL
(2π)3(d−1)
Jd(L)
{(P + |P+ L|+K + |K+ L|)2 + 1}
· ([K · (K+ L)]−K |K+ L|) ([P · (P+ L)]− P |P+ L|)
2PK |P+ L| |K+ L| [P + |P+ L|+K + |K+ L|] , (67)
where
Jd(L) =
∫ 1
0
dld
2π
23d−6 [ld(1− ld)]2(d−1)
l4−dd + βde
2 (µ/q2d)
ǫ
[2
√
d− 1(1− ld)L]d−1
· 1
(1− ld)4−d + βde2 (µ/q2d)ǫ [2
√
d− 1ldL]d−1
. (68)
Here P,K,L have been rescaled to be dimensionless in the unit of q2d. We see that ΠAL(qd) ∝
q2d in the ǫ → 0 limit. One can also check that the coefficient of the k2d term is finite at
d = 5/2. To see this, we introduce a 9/2-dimensional vector X = (L,P,K). Since J5/2(L)
decays as 1/L3 in the L→∞ limit, Eq. (67) behaves as ∫ dX/X5/2 at large momenta, which
is UV convergent. Infrared convergence is explicit as well. To estimate the dependence on e,
we note that J5/2(L) has a non-trivial dependence on e, and behaves differently depending
on whether L is large or small compared to L∗ = 1/e
4/3 ≫ 1 (in the unit of q2d) :
J5/2(L) ≈


C1, L≪ L∗
C2
e4L3
, L≫ L∗,
(69)
where C1 and C2 are constants which are independent of e. It is not an easy to perform the
integration over P, K explicitly. However, based on the scaling arguments, one can write
that
ΠAL(qd) =
e6
N
· q2d
∫
dL L1/2F(L)J5/2(L), (70)
where F(L) can be considered approximately constant when L >> 1. Breaking the integra-
tion into the regions 0 < L < L∗ and L∗ < L <∞, and taking into account the asymptotics
given by Eq. (69), we obtain
ΠAL(qd) = C3
e4
N
· q2d. (71)
C3 is a numerical constant independent of e. Thus the Aslamazov-Larkin diagrams con-
tribute a finite renormalization to the boson kinetic term. Therefore, we still have Z3 = 1.
It is an outstanding question whether Z3 ever receives a non-trivial quantum correction,
and, if so, at which order the first quantum correction appears.
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F. Critical exponents
Collecting all the results, the counter terms up to the two-loop level are given by
Z1,1 = −e
4/3
N
u1 − e
8/3
N2
(u2 + u
′
2),
Z2,1 = −e
8/3
N2
v2,
Z3,1 = 0,
(72)
where
u1 ≈ 0.08758634,
u2 ≈ −0.0194218,
u
′
2 ≈ 0.0016449,
v2 ≈ 0.000867775. (73)
The beta function becomes
β = − ǫ
2
e+ 0.02920
(
3
2
− ǫ
)
e7/3
N
− 0.01073
(
3
2
− ǫ
)
e11/3
N2
(74)
which has a stable interacting fixed point at
e∗4/3
N
= 11.417ǫ+ 55.498ǫ2. (75)
Therefore we conclude that the theory flows to a stable non-Fermi liquid state in the low
energy limit. To the two-loop order, the dynamical critical exponent and the anomalous
dimensions at the critical point are given by
z =
3
3− 2ǫ, (76)
ηψ = − ǫ
2
+ 0.07541ǫ2, (77)
ηφ = − ǫ
2
, (78)
and the propagators are given by
D(k) =
1
k2d
f
( |K|1/z
k2d
)
, (79)
G(k) =
1
|δk|1−0.1508ǫ2 g
( |K|1/z
δk
)
. (80)
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It is noted that the contribution of the dynamical critical exponent to the anomalous dimen-
sions of the fields, that is the first term in Eqs. (44) and (45), drops out in the two-point
functions because of the cancellation with the dynamical critical exponent in the delta func-
tion which enforces the energy-momentum conservation in the Green’s functions. However,
the contribution of the dynamical critical exponent shows up in higher point functions.
The upper bound on the enhancement factor discussed in Sec. III D suggests that there
can be, in principle, quantum corrections of the order of e2 ∼ ǫ3/2 at the three-loop order,
which is larger than the corrections at the two-loop order. However, this does not mean
that the expansion is uncontrolled. If L-loop corrections are indeed suppressed only by
e2/3L ∼ ǫL/2, one has to compute up to 2n-loop level in order to compute critical exponents
to the order of ǫn.
IV. PHYSICAL PROPERTIES
A. Thermodynamic quantities
Observables that are local in momentum space, such as the self energy of a fermion near
the Fermi surface and scattering amplitudes with small momentum exchange, are insensitive
to other modes which are separated in the momentum space. This is due to the emergent
locality in the momentum space[36, 57], which makes the patch description valid in non-
Fermi liquid states. Therefore temperature dependences of the quantities that are local in
momentum space are solely dictated by their scaling dimensions.
The scaling of thermodynamic quantities are different from those observables that are
local in momentum space. This is because all low energy modes near the Fermi surface
contribute to the thermodynamic responses. In order to examine the scaling behavior of
thermodynamic quantities, we consider the free energy density at finite temperature. The
scaling dimension of the free energy density is set by the dimension of spacetime, (d− 1)z+
1+ 1/2. If the free energy was insensitive to all UV cut-off scales, one would have the form
of f(T ) ∼ T (d−1)+ 32z . However, this is not the case in theories with Fermi surface because
the free energy is a global quantity which depends on all low energy modes around the Fermi
surface. Since low energy effective theory is local in momentum space, the singular part of
the free energy linearly depends on the size of the Fermi surface[57], which then leads to a
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violation of hyperscaling. In our local patch description, the size of the Fermi surface is set
by the largest momentum Λ along the kd direction. Because Λ has scaling dimension 1/2,
the free energy density should scale as f(T ) = ΛT (d−1)+
1
z .
Let us also consider an external field hα which sources the flavor quantum number given
by
ρα = ψ†+,iT
α
ijψ+,j + ψ
†
−,iT
α
ijψ−,j . (81)
Note that ρα is the physical flavor quantum number under which ψ+,i and ψ−,j transform in
the same manner. Although all components of ρα are conserved in d = 2, only parts of them
are conserved in d > 2 due to the absence of the axial flavor symmetry. In the example of
d = 3 with N = 2, this can be easily understood from the fact that the spin triplet pairing
leaves only σy as a conserved flavor among T α = {I, σx, σy, σz}. For general N , only the
flavor density with anti-symmetric T α is related to the conserved charge density,
ραa = j
α
A0, for (T
α)T = −T α. (82)
The symmetric flavor density ραs with (T
α)T = T is not a conserved density. Although ραa
is not a density of a conserved current, it is related to the (d − 1)-th component of the
conserved current
ραs = j
α
A,d−1, (83)
where jA,d−1 = iΨ¯iT
α
ijγd−1Ψ. Because ρ
α
a and ρ
α
s are parts of different components of the
conserved current, the fields that couples to them have different scaling dimensions,
[hαa ] = z, [h
α
s ] = 1. (84)
From the above considerations, we write the scaling form of the free energy density as
f(T, hs, ha) = ΛT
(d−1)+ 1
z f˜
(
hsT
−1/z, haT
−1
)
. (85)
This leads to the scaling behavior of the specific heat and the flavor susceptibility,
c ∼ T (d−2)+ 1z , (86)
χss ∼ T (d−1)− 1z , (87)
χaa ∼ T (d−3)+ 1z . (88)
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Note that the flavor susceptibility is anisotropic because of the absence of the full flavor
symmetry. Nonetheless, their scaling dimensions are completely set by the dynamical critical
exponent because they are parts of the conserved current. In d = 2, Eqs. (86) and (88) are
consistent with the results obtained for the specific heat and the susceptibility of conserved
spin in Ref. [58]. For d > 2, the low temperature response functions are suppressed by a
higher powers of temperature because of the suppression of density of state with a larger
co-dimension of Fermi surface.
B. 2kF scattering
In order to examine how the back-scattering is affected by interaction in the non-Fermi
liquid state, we add an operator which carries momentum 2kF ,
S2kF = −2µr
∑
j
∫
dk
(2π)d+1
((ψ†+,j(k)ψ−,j(k) + ψ
†
−,j(k)ψ+,j(k)), (89)
where r is the source. In the spinor representation, Eq. (89) can be written as
S2kF = iµr
∫
dk
(2π)d+1
(ΨT (k)γ0Ψ(−k) + Ψ¯(k)γ0Ψ¯T (−k)). (90)
To cancel UV divergences, we need to add a counter term of the same form,
SCT2kF = iµr(Zr − 1)
∫
dk
(2π)d+1
(ΨT (k)γ0Ψ(−k) + Ψ¯(k)γ0Ψ¯T (−k)), (91)
which renormalizes the insertion into
Sren2kF = irB
∫
dkB
(2π)d+1
(ΨTB(k)γ0ΨB(−k) + Ψ¯B(k)γ0Ψ¯TB(−k)), (92)
where rB = µZrZ
−1
ψ
(
Z2
Z1
)(d−1)
r with Zr = 1 + Zr,1/ǫ + .... The beta function of r is given
by
βr = −(1− γr)r, (93)
where γr =
e
2
z(Z
′
r,1 − Z ′2,1) is the anomalous dimension of the operator. We can easily
calculate Zr,1 at the one-loop level. The diagrams that renormalize r are shown in Fig. 10.
Calculations are done in Appendix D, where it is shown that
Zr = 1 +
e4/3
N
ur
ǫ
, (94)
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FIG. 10: The one-loop diagrams that renormalize the 2kF scattering amplitude r.
with the positive value of ur given by Eq. (D5). From this we obtain the anomalous dimen-
sion,
γr = 2ǫ+ 11.2059ǫ
2. (95)
As expected, the quantum correction suppresses the 2kF scattering at low energies.
V. CONCLUSION
In summary, we develop a dimensional regularization scheme where Fermi surface of
dimension one is embedded in general dimensions by combining low energy fermionic exci-
tations on opposite patches of Fermi surface into a Dirac fermion. When Fermi surface is
coupled with a critical boson whose momentum is centered at zero, the Yugawa coupling
becomes marginal at a critical space dimension dc = 5/2. Using ǫ = 5/2 − d as a pertur-
bative parameter, we show that the Ising-nematic phase transition is described by a stable
non-Fermi liquid fixed point near the critical dimension. Critical exponents and temperature
dependences of thermodynamic quantities are computed to the two-loop order.
The dimensional regulairzation scheme is complimentary to other expansion schemes[40,
41]. The pro of the dimensional regularization scheme is that the locality is maintained
in the regularization. The con is that some symmetry is broken by regularization. In the
expansion scheme based on dynamical modification, one has to give up some locality in the
action, but the original symmetry can be easily kept. Despite the difference in the approach,
both schemes provide similar conclusions regarding the existence of stable non-Fermi liquid
fixed points in the perturbative limit and the absence of anomalous dimension of boson up to
the three-loop order. In the dimensional regularization scheme, there is a room for the boson
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to acquire a non-trivial anomalous dimension through a renormalization of the kinetic term
because all operators in the local action can in principle receive quantum corrections unless
protected by a symmetry. It is an open question at which order the anomalous dimension
first shows up.
The dimensional regularization scheme may be applied to different systems. However,
the direct application of this scheme to quantum electrodynamics at finite density is subtle
because of the fact that the superconducting order introduced by the dimensional regular-
ization scheme gaps out the gauge field. It will be interesting to find an alternative scheme
where the global U(1) symmetry is preserved by regularization. For quantum critical points
associated with spin/charge density wave[59], the critical dimension turns out to be dc = 3
in the dimensional regularization scheme. In this case, one does not need to break the global
U(1) or the spin rotational symmetry because one can linearize the dispersion of fermions
near the hot spots[60].
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Appendix A: Computation of Feynman diagrams at one loop
1. Boson self-energy
Here we compute the one-loop self-energy of boson,
Π1(q) = −(ie)2(d− 1)µǫ
∫
dd+1k
(2π)d+1
Tr [γd−1G0(k + q)γd−1G0(k)] , (A1)
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where G0(k) is the bare fermion propagator given by Eq. (28). Since we are interested in
2 ≤ d < 3, we use the formulas for the 2× 2 gamma matrices,
Tr{γi} = 0,
Tr{γiγk} = 2δik,
Tr{γiγkγlγm} = 2(δikδlm − δilδkm + δimδkl), (A2)
where the indices run from 0 to d− 1. The general strategy of computation that applies not
only to Eq. (A1) but also to all other Feynman diagrams is to perform the integrations over
kd−1 and kd explicitly and then over K in general dimensions.
From the commutation relations between the γ-matrices, we write the self energy as
Π1(q) = 2e
2µǫ(d− 1)
∫
dd+1k
(2π)d+1
K · (K+Q)− δkδk+q
[K2 + δ2k] [(K+Q)
2 + δ2k+q]
, (A3)
where δk and δk+q are defined as
δk = kd−1 +
√
d− 1k2d, δk+q = kd−1 + qd−1 +
√
d− 1(kd + qd)2. (A4)
It is straightforward to do the integration over kd−1 using the formulas in Eq. (B1) prsented
in Appendix B 1, and obtain
Π1(q) = 2e
2µǫ(d− 1)
∫
dkddK
(2π)d
(|K+Q|+ |K|) [K · (K+Q)− |K| |K+Q|]
2|K| |K+Q| [(δq + 2√d− 1qdkd)2 + (|K+Q|+ |K|)2] .
(A5)
Making a change of variable,
δq + 2kdqd
√
d− 1→ k˜d, (A6)
and integrating over k˜d, we arrive at the result,
Π1(q) =
e2µǫ
√
d− 1
4|qd| I1(d− 1,Q), (A7)
where
I1(d− 1,Q) =
∫
dK
(2π)d−1
{
K · (K+Q)
|K| |K+Q| − 1
}
. (A8)
The d− 1-dimensional integral in I1(d− 1,Q) can be done using the Feynman parametriza-
tion,
1
AαBβ
=
Γ(α + β)
Γ(α)Γ(β)
∫ 1
0
xα−1 (1− x)β−1 dx
[xA + (1− x)B]α+β , (A9)
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where α = β = 1/2 and
A =
d−2∑
µ=0
(kµ + qµ)
2, B =
d−2∑
µ=0
k2µ. (A10)
A change of variables K→ K− xQ leads to
I1(d− 1,Q) =
∫
dK
(2π)d−1
· 1
π
∫ 1
0
dx√
x(1 − x)
{
K2 − x(1 − x)Q2
K2 + x(1− x)Q2 − 1
}
. (A11)
Rescaling K→√x(1− x)K and integrating over x using the formula∫ 1
0
[x(1 − x)](d/2)−1 dx = Γ
2(d/2)
Γ(d)
, (A12)
we obtain
I1(d− 1,Q) = − Γ
2(d/2)Q2
2d−3π(d+1)/2Γ(d−1
2
)Γ(d)
∫ ∞
0
Kd−2dK
K2 +Q2
. (A13)
The integral over K is convergent for 2 ≤ d < 3 and is equal to −π/(2Q3−d cos πd/2). As a
result, the boson self-energy is
− Π1(q) = βde2µǫ |Q|
d−1
|qd| , (A14)
with
βd =
√
d− 1Γ2(d/2)
2dπ(d−1)/2 | cos(πd/2)|Γ(d−1
2
)Γ(d)
. (A15)
Note that βd is singular at d = 3, which is due to a logarithmic UV divergence in the
coefficient of the Landau damping. However this is not relevant to us because we are
concerned about d below 5/2.
In Eq. (A3), one may attempt to perform integrations by treating δk and δk+q as in-
dependent variables. However, this change of variables, which gives rise to a spurious UV
divergence, is not justified because the integrations over δk and δk+q are not strictly UV
convergent, while the integration over the original variables are convergent.
2. Fermion self-energy
Here we compute the one-loop fermion self energy. From Eqs. (51) and (52), the self
energy is written as
Σ1(q) = i
e2µǫ
N
(d− 1)
∫
dk
(2π)d+1
D1(k)
γd−1δq−k − Γ · (Q−K)
(Q−K)2 + δ2q−k
. (A16)
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Shifting the variable kd−1 → kd−1 + qd−1 + (qd + kd)2 and integrating over kd−1 and kd using
1
2π
∫ ∞
−∞
|x|dx
|x|3 + a2 =
2
3
√
3
1
a2/3
, (A17)
we obtain
Σ1(q) = i
e4/3µ2ǫ/3
N
(d− 1)
3
√
3β
1/3
d
I2(d− 1,Q), (A18)
where
I2(d− 1,Q) =
∫
dK
(2π)d−1
Γ · (K−Q)
|K|(d−1)/3 |K−Q| , (A19)
and βd is given by Eq. (30). The d−1-dimensional integral in I2(d−1,Q) can be calculated
using the Feynman parametrization (A9). For α = 1/2, β = (d − 1)/6, and A, B given by
Eq. (A10), we obtain
I2(d−1,Q) = −
Γ(d+2
6
)
Γ(d−1
6
)
√
π
∫ 1
0
dx (1− x)(d−1)/6√
x
∫
dK
(2π)d−1
(Γ ·Q)
[K2 + x(1− x)Q2](d+2)/6 (A20)
after a change of variable kµ → kµ+ xqµ. Rescaling K→
√
x(1 − x)K and integrating over
x lead to
I2(d− 1,Q) = −
Γ(d+2
6
)Γ(d−1
3
)Γ(d
2
)√
πΓ(d−1
6
)Γ(5d−2
6
)
(Γ ·Q)
∫
dK
(2π)d−1
1
[K2 +Q2](d+2)/6
. (A21)
From the (d− 1)-dimensional integration,∫
dK
(2π)d−1
1
[K2 +Q2](d+2)/6
=
2π(d−1)/2
(2π)d−1Γ(d−1
2
)
∫
Kd−2 dK
[K2 +Q2](d+2)/6
=
Γ(5−2d
6
)
2d−1π(d−1)/2Γ(d+2
6
)
· 1
Q(5−2d)/3
, (A22)
the self energy is obtained to be
Σ1(q) = −ie
4/3
N
(
µ
Q
)2ǫ/3 (d− 1)Γ(5−2d
6
)Γ(d−1
3
)Γ(d
2
)
3
√
3β
1/3
d 2
d−1πd/2 Γ(d−1
6
)Γ(5d−2
6
)
(Γ ·Q). (A23)
For small ǫ, Γ(5−2d
6
) ≈ 3/ǫ. In the ǫ→ 0 limit, the self energy becomes
Σ1(q) =
(
−e
4/3
N
u1
ǫ
+ finite terms
)
(iΓ ·Q), (A24)
where
u1 =
1
25/2π3/4
√
3 β
1/3
5/2 Γ(
3
4
)
. (A25)
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3. Vertex renormalization
At the one-loop level, A2 is zero. The Ward identity in Eq. (25) implies that there is no
quantum correction to the vertex at the one-loop level. Here we check this by computing
the one-loop vertex correction shown in Fig. 5 (b).
In general, the fermion-boson vertex function Γ1(k, q) depends on both k and q. In order
to extract the leading 1/ǫ divergence, however, it is enough to look at the zero momentum
limit,
Γ1(k, 0) =
(ie)2µǫ
N
(d− 1)
∫
dl
(2π)d+1
γd−1G0(l)γd−1G0(l)γd−1D1(l − k). (A26)
Using the propagators for fermion and boson in Eqs. (28) and (52), and the commutation
relation between gamma matrices, we write the vertex correction as
Γ1(k, 0) =
e2µǫ
N
(d− 1)
∫
dl
(2π)d+1
D1(l − k) γd−1 δ
2
l − L2 − 2γd−1(Γ · L)δl
[L2 + δ2l ]
2
. (A27)
One can readily check that the vertex correction vanishes from the identity,
∫∞
∞
(x2−a2)/(x2+
a2)2 = 0.
Appendix B: Computation of Feynman diagrams at two loops
1. Some useful integrals
Here we list some integration formulas which are useful in the two-loop calculations.
1
2π
∫ ∞
−∞
(x+ a)(x+ b)dx
[(x+ a)2 + A2][(x+ b)2 +B2]
=
|A||B|(|A|+ |B|)
2|A||B|[(a− b)2 + (|A|+ |B|)2] , (B1)
1
2π
∫ ∞
−∞
dx
[(x+ a)2 + A2][(x+ b)2 +B2]
=
(|A|+ |B|)
2|A||B|[(a− b)2 + (|A|+ |B|)2] , (B2)
1
2π
∫ ∞
−∞
(x+ a)dx
[(x+ a)2 + A2][(x+ b)2 +B2]
=
(a− b)|A|
2|A||B|[(a− b)2 + (|A|+ |B|)2] , (B3)
1
2π
∫ ∞
−∞
(x+ b)dx
[(x+ a)2 + A2][(x+ b)2 +B2]
=
(b− a)|B|
2|A||B|[(a− b)2 + (|A|+ |B|)2] . (B4)
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2. Boson self-energy
Here we compute the two-loop boson self-energy shown in Fig. 6 (a),
Π2(q) = −e
4µ2ǫ
N2
N(d− 1)2
∫
dl
(2π)d+1
dp
(2π)d+1
D1(l)
× Tr{γd−1G0(p)γd−1G0(p+ l)γd−1G0(p+ l + q)γd−1G0(p+ q)}. (B5)
Taking the trace, we obtain
Π2(q) = −e
4µ2ǫ
N2
N(d − 1)2
∫
dl
(2π)d+1
dp
(2π)d+1
D1(l)
B1
D1 , (B6)
where
B1 = 2[δp+lδp+q+l − (P+ L) · (P+ L+Q)] [δp+qδp − (P+Q) ·P]
− 2[(P+ L) · (P+Q)][(P+ L+Q) ·P]
+ 2[(P+ L) ·P][(P+ L+Q) · (P+Q)]
− 2[δp+l(P+ L+Q) + δp+l+q(P+ L)] · [δp+qP+ δp(P+Q)], (B7)
D1 = [δ2p +P2][δ2p+q + (P+Q)2][δ2p+l + (P+ L)2][δ2p+l+q + (P+ L +Q)2]. (B8)
We then shift the variables as
pd−1 → pd−1 −
√
d− 1p2d, ld−1 → ld−1 − pd−1 −
√
d− 1(ld + pd)2, (B9)
to write
δp → pd−1, δp+q → pd−1 + 2
√
d− 1pdqd + δq, (B10)
δl+p → ld−1, δp+l+q → ld−1 + 2
√
d− 1qd(pd + ld) + δq. (B11)
The integration over pd−1, ld−1 can be done using the formulas given in section (B 1) to
obtain
Π2(q) = −e
4µ2ǫ
N2
N(d− 1)2
∫
dlddL
(2π)d
dpddP
(2π)d
D1(l)
B2
D2 , (B12)
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where
B2 = 2 (|P+ L|+ |P+ L+Q|) (|P+Q|+ |P|)
×
{
[|P+ L||P+ L+Q| − (P+ L) · (P+ L +Q)] [|P+Q||P| − (P+Q) ·P]
− [(P+ L) · (P+Q)][(P+ L+Q) ·P] + [(P+ L) ·P][(P+ L+Q) · (P+Q)]
}
− 2
(
2
√
d− 1qd(ld + pd) + δq
)(
2
√
d− 1pdqd + δq
)
× [|P+ L+Q|(P+ L)− |P+ L|(P+ L+Q)] · [|P+Q|P− |P|(P+Q)] , (B13)
D2 = 4|P+ L||P+Q+ L||P||P+Q|
×
[(
2
√
d− 1qd(ld + pd) + δq
)2
+ (|P+ L|+ |P+Q+ L|)2
]
×
[(
2
√
d− 1qdpd + δq
)2
+ (|P|+ |P+Q|)2
]
. (B14)
After we make a further change of variables as
L → L−P,
P → P− Q
2
,
2
√
d− 1qdpd → pd − δq, (B15)
and integrate over pd, we obtain
Π2(q) = −e
4µ2ǫ
N2
N(d− 1)2
∫
dlddL
(2π)d
dP
(2π)d−1
D1(ld, |L−P|) B3(L,P,Q)D3(L,P,Q; ld) , (B16)
where
B3(L,P,Q) =
{
|L−Q/2|+ |L+Q/2|+ |P−Q/2|+ |P+Q/2|
}
×
{(|L−Q/2||L+Q/2| − L2 +Q2/4) (|P−Q/2||P+Q/2| −P2 +Q2/4)
− [(L−Q/2) · (P+Q/2)] [(L+Q/2) · (P−Q/2)]
+ [(L−Q/2) · (P−Q/2)] [(L +Q/2) · (P+Q/2)]
− |L+Q/2||P+Q/2|[(L−Q/2) · (P−Q/2)]
+ |L+Q/2||P−Q/2|[(L−Q/2) · (P+Q/2)]
+ |L−Q/2||P+Q/2|[(L+Q/2) · (P−Q/2)]
− |L−Q/2||P−Q/2|[(L+Q/2) · (P+Q/2)]
}
, (B17)
D3(L,P,Q; ld) = 8
√
d− 1|qd||L−Q/2||L+Q/2||P−Q/2||P+Q/2|
×
{
4(d− 1)q2dl2d + (|L−Q/2|+ |L+Q/2|+ |P−Q/2|+ |P+Q/2|)2
}
.
(B18)
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One can see that Π2(q) does not depend on δq and vanishes for Q = 0. It is not difficult
to check that B3 = 0 in d = 2 in agreement with Ref. [39], although Π2(q) is non-zero in
general dimensions. To extract the leading behaviour of Eq. (B16) for small e, we note that
the main contribution to the integral over ld comes from ld ∼ e2/3|L−P|1/2, which implies
that q2dl
2
d ∼ e4/3|L − P|q2d. This implies that we can drop the ld dependence in D3 to the
leading order in e. Alternatively, one could rescale ld → e2/3ld and keep the leading order
terms in e.
In order to extract the dependence on Q, we write Q = Qn, where n is a unit vector,
and rescale the momenta as
L→ LQ, P→ PQ, (B19)
to write
Π2(q) = −e2µǫQ
d−1
|qy|
[
e4/3
N
(
µ
Q
)2ǫ/3
(d− 1)3/2
12
√
3β
1/3
d
∫
dLdP
(2π)2d−2
1
|L−P|(d−1)/3
B3(L,P,n)
D˜3(L,P,n; 0)
]
,
(B20)
to the leading order in e, where
D˜3(L,P,n; 0) = |L−Q/2||L+Q/2||P−Q/2||P+Q/2|
×
{
|L−Q/2|+ |L+Q/2|+ |P−Q/2|+ |P+Q/2|
}2
. (B21)
In order to see that Eq. (B20) is UV finite in d ≤ 5/2, let us investigate the behaviour of
the integrand for P ≫ 1 and L≫ 1. Using the fact that
|L± n/2| ≈ L± L · n
2L
+
1
8L
− (n · L)
2
8L3
, (B22)
one obtains
B3(L,P,n) ≈ 2(L+ P ) {(L ·P)− (L · n)(P · n)
− 1
LP
[
(L ·P)(L · n)(P · n) + L2P 2 − (L · n)2P 2 − (P · n)2L2]} . (B23)
Neglecting the n dependence in D˜3, and using the symmetry properties of the integrand
under the transformations Lµ → −Lµ, Pµ → −Pµ, it is easy to show that
B3(L,P,n)
D˜3(L,P,n; 0)
→ 2(L+ P )
(d− 1)D˜3(L,P, 0; 0)
{
(d− 2)(L ·P)− (d− 3)LP − (L ·P)
2
LP
}
. (B24)
If we then formally combine L and P into a 2(d − 1)-dimensional vector X = (L,P), we
note that Eq. (52) behaves as
∫
dX/X(17−5d)/3 at large X , which is UV finite.
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Now we compute Π2(q) explicitly. For this, we introduce the (d−1)-dimensional spherical
coordinate in which the inner products between n, P, L become
P · n = P cos θp,
L · n = P cos θl,
P · L = PL(cos θp cos θl + sin θp sin θl cosφl). (B25)
In this coordinate system, the integration measure is
dP =
2π
d−2
2
Γ
(
d−2
2
)P d−2 sind−3 θp dP dθp,
dL =
2π
d−3
2
Γ
(
d−3
2
)Ld−2 sind−3 θl sind−4 φl dL dθl dφl, (B26)
and the integration in Eq. (B20) becomes
I6a =
∫
dLdP
(2π)2d−2
1
|L−P|(d−1)/3
B3(L,P,n)
D˜3(L,P,n; 0)
=
∫
dPdLdθpdθldφl
1
22d−4π
2d+1
2 Γ
(
d−2
2
)
Γ
(
d−3
2
) ×
(PL)d−2 sind−3 θp sin
d−3 θl sin
d−4 φl(
L2 + P 2 − 2LP (cos θp cos θl + sin θp sin θl cosφl)
)(d−1)/6 B3(L, P, θp, θl, φl)D˜3(L, P, θp, θl) .
(B27)
It is noted that both the measure and the integration over φl are ill-defined at d = 5/2.
However, these two ill-defined quantities cancel each other in general d. To obtain a finite
result, it is important to integrate over φl in general d, and then set d = 5/2 in the resulting
expression. The rest of the integrations can be done numerically at d = 5/2, which gives
Π2(q) = β
6a
d e
2Q
d−1
|qy| , (B28)
with
β6ad ≈ 0.003687
e4/3
N
. (B29)
3. Fermion self-energy
Here we compute the two-loop contribution to the fermion self-energy given by Eq. (62).
Simple algebra of the gamma matrices shows that the self energy can be divided into two
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parts,
Σ2(q) = Σ2a(q) + Σ2b(q), (B30)
where
Σ2a,2b(q) =
ie4µ2ǫ
N2
(d− 1)2
∫
dpdl
(2π)2d+2
D1(p)D1(l)×
Ca,b
[(P+Q)2 + δ2p+q][(P+ L+Q)
2 + δ2p+l+q][(L+Q)
2 + δ2l+q]
(B31)
with
Ca = γd−1 {δp+qδp+l+qδl+q − δl+q[Γ · (P+Q)][Γ · (P+ L+Q)]
− δp+q[Γ · (P+ L+Q)][Γ · (L+Q)]− δp+l+q[Γ · (P+Q)][Γ · (L +Q)]} , (B32)
Cb = [Γ · (P+Q)][Γ · (P+ L +Q)][Γ · (L +Q)] − δp+qδl+q[Γ · (P+ L+Q)]
− δp+l+qδl+q[Γ · (P+Q)]− δp+qδp+l+q[Γ · (L+Q)]. (B33)
After we shift the variables as
pd−1 → pd−1 − δq − 2
√
d− 1pdqd −
√
d− 1p2d
ld−1 → ld−1 − δq − 2
√
d− 1ldqd −
√
d− 1l2d, (B34)
we perform the integrations over pd−1 and ld−1 using formulas given in Appendix B 1 to
obtain
Σ2a(q) =
ie4µ2ǫ
N2
(d− 1)2
∫
dPdL
(2π)2d−2
dpddld
(2π)2
D1(p)D1(l)×
γd−1(δq − 2
√
d− 1pdld) C¯a(L,P,Q)
4{(δq − 2
√
d− 1pdld)2 + [|P+Q|+ |L+Q|+ |P+ L+Q|]2}
, (B35)
Σ2b(q) =
ie4µ2ǫ
N2
(d− 1)2
∫
dPdL
(2π)2d−2
dpddld
(2π)2
D1(p)D1(l)×
[|P+Q|+ |L+Q|+ |P+ L +Q|] C¯b(L,P,Q)
4{(δq − 2
√
d− 1pdld)2 + [|P+Q|+ |L+Q|+ |P+ L+Q|]2}
, (B36)
where
C¯a(L,P,Q) = 1− [Γ · (P+Q)][Γ · (P+ L+Q)]|P+Q| |P+ L+Q|
− [Γ · (P+ L +Q)][Γ · (L +Q)]|P+ L +Q| |L+Q| +
[Γ · (P+Q)][Γ · (L+Q)]
|P+Q| |L+Q| , (B37)
C¯b(L,P,Q) = [Γ · (P+Q)][Γ · (P+ L +Q)][Γ · (L +Q)]|P+Q| |P+ L+Q| |L+Q|
− [Γ · (L +Q)]|L+Q| +
[Γ · (L+P+Q)]
|L+P+Q| −
[Γ · (P+Q)]
|P+Q| . (B38)
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We note that that Σ2a(q) vanishes for δq = 0 regardless of the value ofQ. On the other hand,
Σ2a(q) vanishes for Q = 0. Thus we can extract the UV divergent pieces by setting Q = 0
in Eq. (B35) and expanding the integrand for small Q in Eq. (B36). We can also neglect the
term 2
√
d− 1pdld in the integrands to the leading order in e for the same reason discussed
after Eq. (B18). We then integrate over ld and pd to arrive at the following expressions,
Σ2a(q) = iγd−1δq · e
8/3µ4ǫ/3
N2
(d− 1)2
27β
2/3
d
∫
dPdL
(2π)2d−2
C¯a(L,P, 0)
(LP )(d−1)/3{δ2q + [P + L+ |P+ L|]2}
,
(B39)
Σ2b(q) = i(Γ ·Q) · e
8/3µ4ǫ/3
N2
(d− 1)2
27β
2/3
d
∫
dPdL
(2π)2d−2
C′b(L,P, δq)
(LP )(d−1)/3{δ2q + [P + L+ |P+ L|]2}
,
(B40)
where
C′b(L,P, δq) =
P + L+ |P+ L|
PL |P+ L|
[
(d− 2)
(d− 1)
(
L2 + P 2 + (P · L) + PL− (P + L)|P+ L|)
+
2P 2L2 − 2(P · L)2
(d− 1) |P+ L|2
]
+
[
δ2q − [P + L+ |P+ L|]2
δ2q + [P + L+ |P+ L|]2
]
×(
1 +
(P · L)
PL
)
(P + L− |P+ L|)(P + L+ 2|P+ L|)
(d− 1) |P+ L|2 . (B41)
In Eq. (B41), we use an equality (P ·Q)(Γ ·L) = (P ·L)(Γ ·Q)/(d−1), which holds inside the
integration because the denominator in Eq. (B40) is invariant under the (d−1)-dimensional
rotation and the transformations Pµ → −Pµ, Lµ → −Lµ for each µ.
We then perform the rescaling
Pµ → Pµ|δq|, Lµ → Lµ|δq|, (B42)
in Eqs. (B39)-(B41) and introduce the spherical coordinate in (d−1) dimensions to integrate
over dL dP. Let θ be the angle between L and P. Making a change of variables
L→ P l (0 < l <∞), P → P, (B43)
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we obtain
Σ2a(q) = iγd−1δq · e
8/3
N2
(
µ
|δq|
)4ǫ/3
(d− 1)2
27β
2/3
d
4π(2d−3)/2
Γ(d−1
2
)Γ(d−2
2
)
∫ ∞
0
∫ ∞
0
dldP
(2π)2(d−1)
×
P 1+2(2d−5)/3l(2d−5)/3
∫ π
0
dθ sind−3 θ
1 + cos θ
1 + P 2[1 + l + η]2
(
1− 1 + l
η
)
, (B44)
Σ2b(q) = i(Γ ·Q) · e
8/3
N2
(
µ
|δq|
)4ǫ/3
(d− 1)
27β
2/3
d
4π(2d−3)/2
Γ(d−1
2
)Γ(d−2
2
)
∫ ∞
0
∫ ∞
0
dldP
(2π)2(d−1)
×
P 1+2(2d−5)/3l(2d−5)/3
∫ π
0
dθ sind−3 θ
{
1 + l + η
1 + P 2(1 + l + η)2
1
lη
×[
(d− 2) (1 + l2 + l(1 + cos θ)− (1 + l)η)+ 2l2 sin2 θ
η2
]
+
1− P 2(1 + l + η)2
[1 + P 2(1 + l + η)2]2
· (1 + l − η)(1 + cos θ)(1 + l + 2η)
η2
}
, (B45)
where
η ≡ η(l, θ) ≡
√
1 + l2 + 2l cos θ. (B46)
In order to extract the leading 1/ǫ contribution in Eqs. (B44)-(B45), we use∫ ∞
0
dP P 1+2(2d−5)/3
1 + P 2(1 + l + η)2
= − π
2 sin (2d+1)π
3
1
(1 + l + η)4(d−1)/3
, (B47)
∫ ∞
0
dP P 1+2(2d−5)/3[1− P 2(1 + l + η)2]
[1 + P 2(1 + l + η)2]2
=
(4d− 7)π
6 sin (2d+1)π
3
1
(1 + l + η)4(d−1)/3
, (B48)
and
1
sin[(2d+ 1)π/3]
≈ − 3
2πǫ
. (B49)
Setting d = 5/2 everywhere else in the integrands, we can single out the UV divergent
contributions,
Σ2a(q) = −ie
8/3
N2
v2
ǫ
γd−1δq + finite terms, (B50)
Σ2b(q) = −ie
8/3
N2
u2
ǫ
(Γ ·Q) + finite terms, (B51)
where
v2 =
1
16π2β
2/3
5/2Γ(3/4)Γ(1/4)
∫ ∞
0
l dl
∫ π
0
sin3/2 θ dθ
[1 + l + η]3η
≈ 0.000867775, (B52)
u2 = − 1
48π2β
2/3
5/2Γ(3/4)Γ(1/4)
∫ ∞
0
dl
∫ π
0
sin−1/2 θ dθ
[1 + l + η]
{
1 + l2 + l(1 + cos θ)− (1 + l)η
2lη
+
2l sin2 θ
η3
−
(
1 + cos θ
η2
)
· (1 + l − η)(1 + l + 2η)
1 + l + η
}
≈ −0.0194218. (B53)
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Appendix C: Computation of the Aslamazov-Larkin-type contribution to boson
self-energy
The Aslamazov-Larkin-type diagrams shown in Fig. 9 give a three loop contribution to
boson self-energy,
ΠAL(q) = Πpp(q) + Πph(q) =
∫
dl
(2π)d+1
D1(l)D1(l − q)f(l, q)[f(l, q) + f(−l,−q)], (C1)
where
f(l, q) = −(ie)
3µ3ǫ/2
N3/2
N(d−1)3/2
∫
dp
(2π)d+1
Tr{γd−1G0(p+ l)γd−1G0(p+ q)γd−1G0(p)} (C2)
is the sub-diagram formed by a triangle of a fermion loop. Since we are interested in quantum
correction to the local kinetic term of boson, we focus on the case of Q = 0. Taking the
trace in Eq. (C2), we obtain
f(l, q;Q = 0) = −2e
3µ3ǫ/2√
N
(d−1)3/2
∫
dp
(2π)d+1
δp+lδp+qδp − (δp + δp+q)[(P+ L) ·P]− δp+lP 2
[δ2p + P
2] [δ2p+q + P
2] [δ2p+l + (P+ L)
2]
.
(C3)
We then make the following shifts of variables
pd−1 +
√
d− 1p2d → p˜d−1, 2
√
d− 1pdqd + δq → p˜d, (C4)
so that
δp → p˜d−1, δp+q → p˜d−1 + p˜d
δp+l → p˜d−1 + ld
qd
p˜d +∆(l, q) (C5)
with ∆(l, q) = δl − ldqd δq. We then integrate over p˜d and p˜d−1, using a simple generalization
of Eqs. (B1) to obtain
f(l, q;Q = 0) = −e
3µ3ǫ/2√
N
(d− 1)
qd
∫
dP
(2π)d−1
([P · (P+ L)]− P |P+ L|) ∆(l, q) [Θ(ld)−Θ(ld − qd)]
2P |P+ L| [(P + |P+ L|)2 +∆2(l, q)] . (C6)
Note that f(l, q = 0) = 0 follows from Eq. (C6).
For the particle-particle channel which contains f(l, q)f(l, q), we make a shift ld−1 →
ld−1 −
√
d− 1l2d + (ld/qd)δq, and integrate over ld−1 to obtain
Πpp(q) =
e6µ3ǫ
N
(d− 1)2
q2d
∫
dPdK
(2π)2(d−1)
dlddL
(2π)d
D1(l)D1(l − q)×
([P · (P+ L)]− P |P+ L|) ([K · (K+ L)]−K |K+ L|) [Θ(ld)−Θ(ld − qd)]2
8PK |P+ L| |K+ L| [P + |P+ L|+K + |K+ L|] . (C7)
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To calculate the contribution in the particle-hole channel with f(l, q)f(−l,−q) we substitute
ld−1 → ld−1 + (ld/qd)qd−1. Integration over ld−1 gives
Πph(q) = −
e6µ3ǫ
N
(d− 1)2
q2d
∫
dPdK
(2π)2(d−1)
dlddL
(2π)d
D1(l)D1(l − q)×
([P · (P+ L)]− P |P+ L|) ([K · (K+ L)]−K |K+ L|) [Θ(ld)−Θ(ld − qd)]2
8PK |P+ L| |K+ L| ×
[P + |P+ L|+K + |K+ L|]
[P + |P+ L|+K + |K+ L|]2 + 4(d− 1)l2d(ld − qd)2
. (C8)
Note that Πpp(q) and Πph(q) are individually UV divergent. Their sum, however, leads to a
UV finite correction. Rescaling ld as
ld → ld|qd| (C9)
to make the integral over ld run from 0 to 1, and rescaling
Lµ → 2
√
d− 1q2d ld(1− ld)Lµ,
Pµ → 2
√
d− 1q2d ld(1− ld)Pµ,
Kµ → 2
√
d− 1q2d ld(1− ld)Kµ, (C10)
we arrive at the expression in Eq. (67).
Appendix D: Renormalization of the 2kF scattering amplitude
The diagrams in Fig. 10 renormalize the 2kF scattering amplitude r as
γ0r → γ0r + r (ie)
2µǫ
N
(d− 1)
∫
dl
(2π)d+1
γTd−1G
T
0 (l + k)γ0G0(−l − k)γd−1D1(l), (D1)
where the superscript T denotes transpose of matrices. If d = 3, we have γT0 = −σy = −γ0,
γT1 = σz = γ1 and γ
T
2 = σx = γ2. For 2 < d < 5/2, we generalize this as
γT0 = −γ0,
γTµ = γµ, for µ = 1, . . . , d− 1. (D2)
Using this, we obtain that the one-loop correction,
δr1 = −re
2µǫ
N
(d− 1)
∫
dlddL
(2π)d
D1(l)
(L+K)2 −√d− 1(ld + kd)2γd−1[Γ · (L +K)]
2|L+K|[(d− 1)(ld + kd)4 + (L +K)2] . (D3)
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Since one can ignore ld dependence everywhere except for D1(l) to the leading order in e,
the leading contribution comes from the first term in the numerator. For K = 0, we obtain
δr1 = −re
4/3
N
(
µ√
d− 1k2d
)2ǫ/3
(d− 1)
3
√
3β
1/3
d
∫
dL
(2π)d−1
L(4−d)/3
L2 + 1
= −re
4/3
N
ur
ǫ
(D4)
with
ur =
√
3
4
√
2β
1/3
5/2π
3/4Γ(3/4)
= 0.2627590. (D5)
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