Definition 3. Let us consider an incidence structure J = (G, M, I) and a positive integer p 2. Let G p and M p be the sets of all independent sets of G and M,
is an incidence structure of independent sets of J , where A I p B if and only if there exists an A-norming map
(a) = ∅ for all a ∈ A and there exists a set B ∈ M p and a norming map α :
For every incidence structure J and for every p 2 there exists a unique incidence structure J p .
Definition 4. J = (G, M, I) is said to be an incidence structure of type (p, n),
Remark 3. If J is the structure of type (p, n), then the incidence graph of the structure J p can be drawn in the form
and J p is called a simple join.
. . , n − 1}, there exist norming
Let us suppose that there exist two distinct elements
(b) It can be proved similarly to (a).
In a similar way we put
Remark 4. In Theorems 3-7 we suppose that an incidence structure
and all former notation is respected.
and thus
for each i ∈ {0, . . . , n − 2} by Definition 4, there exist norming mappings β i :
1. There exists a norming mapping α i :
a is a norming mapping of A i onto B i+1 . Thus
. It is a contradiction.
2. There exists a norming mapping β i :
and thus (by assumption)
Accepting the former notation we have
By Theorem 3 we obtain
Let us assume that either
By Theorem 3 we obtain {a i+1
and the equality a i+2 = a i+2 implies that
Hence there exists a norming mapping β i :
m is a norming mapping of the set
. This is a contradiction.
Let
i and a i ∈ R i . This is a contradiction again.
3. We prove that a i = a i+2 . Since A i I p B i , there exists a norming mapping 
Theorem 4 we get m i / ∈ {a i+2 } ↑ . Hence a i I m i , a i+2 / I m i and thus a i = a i+2 . If m i ∈ {a i } ↑ , then we can proceed similarly.
4. We show that a i = a i+2 . If a i+2 = a i+2 , then a i = a i+2 according to 3. Let
This is a contradiction to 1. Hence a i+1 = a i+2 . From a i+2 ∈ R i+1 we obtain a i+2 ∈ R i and thus a i = a i+2 .
Remark 6. In an incidence structure of type (p, n) the case a i = a i+3 is possible, as is shown in Fig. 5 .
. Analogous to Theorem 6. 
|A
with respect to the former notation. Then all sets A i , B i are independent in G, M, respectively, and
. . , n − 2} and a norming mapping α i :
∈ M p and there exist norming mappings β i :
We have
is a norming mapping of the set B i onto A i+1 . Hence
If we put
.
By assumption 1 we get
2 and so on.
Remark 7. Let the assumptions from Theorem 8 be valid. If we put G
Theorems 2-7 can be used to construct incidence structures of type (p, n), as is shown in the following example.
Example. Let us construct the incidence tables of some incidence structures of type (3, 3) . Let J = (G, M, I) be an incidence structure of type (3.3). Then G
and
In what follows we suppose that G =
From Theorem 2 we obtain
Moreover, we will assume that the following conditions are satisfied:
According to (P1), (P3) and Theorem 6, a i , a j are distinct elements for all possible i, j. From R 0 = R 1 and R 1 = R 2 we obtain a 1 ∈ R 0 and a 2 ∈ R 1 . The condition
Similarly m 1 ∈ Q 0 . If we put Q 0 = {m 1 , m 2 }, then m i , m j are distinct elements and
There exist a norming set α : A 0 → B 0 by assumptions.
1. Assume that α(a 0 ) = m 0 . We select such a notation that α(a 1 ) = m 1 , α(a 2 ) = m 2 (see Tab. 1). By Theorem 3 we get 1 . This is a contradiction and hence a 0 I m 2 . Table 1 .
My colleague Dr. V. Tichý has devised a computer program assigning to every incidence structure J = (G, M, I) for |G|, |M | < 12 all incidence structures J p of independent sets of J . In the figures enclosed part a) shows the incidence table of the structure J , parts b), c) show all independent sets in G, M, respectively, and part d) ahows the incidence graph of the structure J p . Fig. 1 illustrates the described incidence structure J for a 3 / I m 0 and Fig. 2 for a 3 I m 0 . Both structures are of type (3,3). 2. Assume that α(a 0 ) = m 0 . Let for instance α(a 0 ) = m 2 , α(a 1 ) = m 1 , α(a 2 ) = m 0 . Fig. 3 shows such an incidence structure J of type (3, 3) which is assigned similarly to 1.
Incidence structures in Figs. 1, 2, 3 are not isomorphic.
Figs. 4, 5 illustrate incidence structure of type (3, 3) , in which conditions (P 1 ), (P 2 ) are satisfied but a 3 = a 0 , a 1 = a 2 , and a 3 = a 0 , a 1 = a 2 , respectively.
An incidence structure of type (5,4), where R 
