Sorting permutations by transpositions is an important problem in genome rearrangements. A transposition is a rearrangement operation in which a segment is cut out of the permutation and pasted in a different location. The complexity of this problem is still open and it has been a 10-year-old open problem to improve the best known 1.5-approximation algorithm. In this paper, we provide a 1.375-approximation algorithm for sorting by transpositions. The algorithm is based on a new upper bound on the diameter of 3-permutations. In addition, we present some new results regarding the transposition diameter: We improve the lower bound for the transposition diameter of the symmetric group and determine the exact transposition diameter of simple permutations.
INTRODUCTION
W HEN estimating the evolutionary distance between two organisms using genomic data, one wishes to reconstruct the sequence of evolutionary events that transformed one genome into the other. In the 1980s, evidence was found that some species have essentially the same set of genes, but that their gene order differs [20] , [16] . This suggests that global rearrangement events, such as reversals and transpositions of genome segments, can be used to trace the evolutionary path between genomes. As opposed to local point mutations (i.e., insertions, deletions, and substitutions of nucleotides), global rearrangements are rare and may therefore provide more accurate and robust clues to the evolution.
In the last decade, a large body of work was devoted to genome rearrangement problems. Genomes are represented by permutations, with the genes appearing as elements. Circular genomes (such as bacterial and mitochondrial genomes) are represented by circular permutations. The basic task is, given two permutations, find the shortest sequence of rearrangement operations that transforms one permutation into the other. Assuming that one of the permutations is the identity permutation, the problem is to find the shortest way of sorting a permutation using a given rearrangement operation or set of operations. For more background on genome rearrangements, the reader is referred to [21] , [23] , [24] .
The problem of sorting permutations by reversals has been studied extensively. It was shown to be NP-hard [8] and several approximation algorithms have been suggested [4] , [7] , [9] . On the other hand, for signed permutations (every element of the permutation has a sign, + or -, which represents the direction of the gene), a polynomial algorithm for sorting by reversals was first given by Hannenhalli and Pevzner [13] . Subsequent work improved the running time of the algorithm and simplified the underlying theory [17] , [6] , [3] , [25] .
There has been significantly less progress on the problem of sorting by transpositions. A transposition is a rearrangement operation in which a segment is cut out of the permutation and pasted into a different location. The complexity of sorting by transpositions is still open. It was first studied by Bafna and Pevzner [5] , who devised a 1.5-approximation algorithm with quadratic running time. The algorithm was simplified by Christie [9] and further by Hartman and Shamir [14] , who also proved that the analogous problem for circular permutations is equivalent. Eriksson et al. [11] provided an algorithm that sorts any given permutation on n elements by at most 2n=3 transpositions, but has no approximation guarantee. The problem of sorting by both reversals and transpositions was addressed in [12] , [18] , [15] .
The transposition diameter of the symmetric group S n is unknown. Bafna and Pevzner [5] proved an upper bound of 3 4 n, which was improved to 2 3 n by the algorithm of Eriksson et al. [11] . A lower bound of b nÀ1 2 c þ 1 (for circular permutations) is given in [9] , [11] , [19] , where it was conjectured to be the transposition diameter, except for n ¼ 13 and n ¼ 15.
In this paper, we study the problem of sorting permutations by transpositions. We begin with some results regarding the transposition diameter. We prove a lower bound of b n 2 c þ 1 on the transposition diameter of the symmetric group of circular permutations, which shows that the conjecture of [9] , [11] , [19] is not accurate. Next, we deal with two subsets of the symmetric group that have been considered in the genome rearrangement literature [9] , [14] , [18] , [15] : simple permutations and 3-permutations. We show that the diameter for simple permutations is b n 2 c, and prove an upper bound of 11b n 24 c þ b3 ðn=3mod8Þ 2 c þ 1 % 11 24 n on the diameter of 3-permutations. Then, we derive our main result: a quadratic-time 1.375-approximation algorithm for sorting by transpositions, improving on the 10-year-old 1.5 ratio. This answers a challenge posed by Pevzner and Waterman in 1995 [22, Problem 14] .
Our main result, like many other results in genome rearrangements, is based on a rigorous case analysis. However, since the number of cases is huge, we developed a computer program that systematically generates the proof. Each case in the proof is discrete and consists of a few elementary steps that can be verified by hand and, thus, it is a proof in the conventional mathematical sense. Since it is not practical to manually verify the proof as a whole, we have written a verification program which takes the proof as an input and verifies that each elementary step in the proof is correct. The proof, along with the program, is presented in a user-friendly Web interface [1]. A wellknown example of a computer-assisted proof is that of the Four Color Theorem [2] (see [26] for a list of other proofs).
The paper is organized as follows: Background on permutations and their representation is given in Section 2. The transposition diameter results are described in Section 3. In Section 4, we provide our 1.375-approximation algorithm for sorting by transpositions. Finally, in Section 5, we prove some properties which are used in the central proofs.
PRELIMINARIES
Let ¼ ð 1 . . . n Þ be a (linear or circular) permutation on n elements. Define a segment A in as a sequence of consecutive elements i ; . . . ; k ðk ! iÞ.
A transposition on is an exchange of two contiguous segments. If the segments are A ¼ i ; . . . ; jÀ1 and B ¼ j ; . . . ; kÀ1 , then the result of applying on , denoted Á , is ð 1 . . . iÀ1 j . . . kÀ1 i . . . jÀ1 k . . . n Þ (note that the end segments can be empty if i ¼ 1 or k À 1 ¼ n). The permutation ð1 2 . . . nÞ is called the identity permutation.
The problem of finding a shortest sequence of transpositions, which transforms a permutation into the identity permutation, is called sorting by transpositions. The transposition distance of a permutation , denoted by dðÞ, is the length of the shortest sorting sequence.
The problem of sorting linear permutations of size n is equivalent to sorting circular permutations of size n þ 1 [14] . Many of the following definitions, as well as the presentation of the algorithm, are clearer for circular permutations. Therefore, we present our results for circular permutations and, due to the equivalence, they are true also for linear ones. In a circular permutation, there is an element 0 and the equivalent linear permutation can be obtained by simply removing this element.
Breakpoint Graph
The breakpoint graph [5] is a graph representation of a permutation, which is classical in the genome rearrangements literature. In this graph, every element of the permutation is represented by a left and a right vertex. As defined below, every vertex is connected to one black and one gray edge. The intuitive idea is that the black edges describe the order in the permutation and the gray edges describe the order in the identity permutation. Throughout the paper, all permutations are circular and, therefore, for both indices and elements, we identify n and 0.
The breakpoint graph GðÞ is an edge-colored graph on 2n vertices fl 0 ; r 0 ; l 1 ; r 1 ; . . . ; l nÀ1 ; r nÀ1 g. For every 0 i n À 1, connect r i and l iþ1 by a gray edge and, for every i , connect l i and r iÀ1 by a black edge, denoted by b i . It is convenient to draw the breakpoint graph on a circle such that black edges are on the circumference and gray edges are chords (see Fig. 1a ).
Cycles
Since the degree of each vertex is exactly 2, the graph uniquely decomposes into cycles. Denote the number of cycles in GðÞ by cðÞ. The length of a cycle is the number of black edges it contains. A k-cycle is a cycle of length k and it is odd if k is odd. The number of odd cycles is denoted by c odd ðÞ and let Ác odd ð; Þ ¼ c odd ð Á Þ À c odd ðÞ. Bafna and Pevzner proved the following useful lemma:
Lemma 1 (Bafna and Pevzner [5] ). For all permutations and transpositions , Ác odd ð; Þ 2 fÀ2; 0; 2g.
Let nðÞ denote the number of black edges in GðÞ. The maximum number of cycles is obtained iff is the identity permutation. In that case, there are nðÞ cycles and all of them are odd (in particular, they are all of length 1). Starting with with c odd ðÞ odd cycles, Lemma 1 implies the following lower bound on dðÞ:
Theorem 2 (Bafna and Pevzner [5] ). For all permutations , dðÞ ! nðÞÀc odd ðÞ 2 .
By definition, every transposition must cut three black edges. The transposition that cuts black edges b i , b j , and b k is said to apply on these edges (see Fig. 1b ). If these black edges are in cycle C, then the transposition is said to apply on C. A transposition is a k-move if Ác odd ð; Þ ¼ k. A cycle is called oriented if there is a 2-move that is applied on three of its black edges; otherwise, it is unoriented.
Throughout the paper, we also use the term permutation when referring to the breakpoint graph of the permutation (as will be clear from the context). For example, when we say that contains an oriented cycle, we mean that GðÞ contains an oriented cycle.
Simple Permutations
A k-cycle in the breakpoint graph is called short if k 3; otherwise, it is called long. A breakpoint graph is simple if it contains only short cycles. A permutation is simple if GðÞ is simple and it is a 2-permutation (respectively, 3-permutation) if GðÞ contains only 2-cycles (3-cycles).
A common technique in the genome rearrangement literature is to transform permutations with long cycles into simple permutations. This transformation consists of inserting new elements into the permutations and thereby splitting the long cycles. The reader is referred to [14] for a thorough description. If is the permutation attained by inserting elements into , then dðÞ dðÞ since inserting new elements only can result in a permutation that requires more moves to be sorted. Such a transformation is called safe if it maintains the lower bound of Theorem 2, i.e., if nðÞ À c odd ðÞ ¼ nðÞ À c odd ðÞ. [18] ). Every permutation can be safely transformed into a simple one.
Lemma 3 (Lin and Xue
Note that the transformation only maintains the lower bound, not the exact distance. 1 We say that permutation is equivalent to permutation if nðÞ À c odd ðÞ ¼ nðÞ À c odd ðÞ.
Lemma 4 (Hannenhalli and Pevzner [13] ). Let be a simple permutation that is equivalent to , then every sorting of mimics a sorting of with the same number of operations.
The 1.375-approximation given in this paper first transforms the given permutation into an equivalent simple permutation, then it finds a sorting sequence for, and, finally, the sorting of is mimicked on . Therefore, throughout most of the paper, we will be concerned with simple permutations and short cycles.
Interactions between Cycles
Two pairs of black edges, ða; bÞ and ð; Þ, are said to intersect if their edges occur in alternated order in the breakpoint graph, i.e., in order a; ; b; . Cycles C and D intersect if there is a pair of black edges in C that intersects with a pair of black edges in D (see Fig. 2c ). Similarly, two triplets of black edges ða; b; cÞ and ð; ; Þ are interleaving if their edges occur in alternated order, i.e., in order a; ; b; ; c; . Two 3-cycles are interleaving if their edges interleave (see Fig. 2e ). A 3-cycle C is shattered if each pair of black edges in C intersects with a pair of black edges from some other 3-cycle.
Configurations and Components
A configuration of cycles is a subgraph of the breakpoint graph that is induced by one or more cycles. There are only two possible configurations of a 3-cycle in a breakpoint graph, which are shown in Figs. 2a and b. It is easy to verify that the 3-cycle in Fig. 2a is oriented and Fig. 2b is unoriented. Configuration A is a subconfiguration of configuration B if the cycles in A form a subset of the cycles in B. Configuration A is connected if, for any two cycles c 1 and c k in A, there are cycles c 2 ; . . . ; c kÀ1 2 A such that, for each i 2 ½1; k À 1, c i intersects or interleaves with c iþ1 . A component is a maximal connected configuration in a breakpoint graph. The size of configurations and components is the number of cycles they contain and are said to be oriented (respectively, unoriented) if all their cycles are oriented (unoriented). They are called small if their size is at most 8; otherwise, they are big.
In a configuration, an open gate is a pair of black edges of a 2-cycle or an unoriented 3-cycle that does not intersect with another cycle of that configuration. A configuration not containing open gates is referred to as a full configuration. 2 For example, the configuration in Fig. 2e is full, whereas Fig. 2c has two open gates. The following is an important lemma by Bafna and Pevzner.
Lemma 5 (Bafna and Pevzner [5] ). Every open gate intersects with some other cycle in the breakpoint graph.
A framed interval in , denoted by ½i; i þ k, is an interval of the form: i jþ1 jþ2 . . . jþkÀ1 i þ k, such that all integers between i and i þ k belong to the interval [6] . Hence, every framed interval describes a permutation of the elements ½i; i þ k. We say that a framed interval is odd if, in the breakpoint graph, it contains only odd cycles.
Sequence of Transpositions
An ðx; yÞ-sequence of transpositions on a simple permutation (for x ! y) is a sequence of x transpositions such that, at least y of them are 2-moves and that leaves a simple permutation at the end. For example, a 0-move followed by two consecutive 2-moves (which is called a ð0; 2; 2Þ-sequence in previous papers [9] , [14] ) is a ð3; 2Þ-sequence. An In this paper, we will refer to 11 8 -sequences. A configuration (or component or permutation) has an ðx; yÞ (or a b ) sequence if it is possible to apply such a sequence on its cycles. Lemma 6 (Hartman and Shamir [14] ). For every permutation that contains a shattered 3-cycle there exists a ð3; 2Þ-sequence.
The following result is the basis of previous 1.5-approximation algorithms and will be used throughout the paper.
1. Unlike in the problem of sorting by reversals [13] in which the analogous transformation maintains the exact distance.
2. Note that there are full configurations which do not describe a breakpoint graph. However, by Lemma 24, components are full configurations that do describe a breakpoint graph. Lemma 7 (Christie [9] , Hartman and Shamir [14] ). For every permutation (except for the identity permutation), there exists either a 2-move or a ð3; 2Þ-sequence.
Transposition Diameter
The transposition diameter, TDðnÞ, of the symmetric group is the maximum value of dðÞ taken over all permutations of n elements, i.e., TDðnÞ ¼ 4 max :nðÞ¼n dðÞ. Similarly, the transposition diameter of simple permutations (denoted by TDS), 2-permutations ðTD2Þ, and 3-permutations ðTD3Þ is the longest distance for any such permutation to the identity. 3 
TRANSPOSITION DIAMETER RESULTS
In this section, we first provide a lower bound on the transposition diameter. Then, we determine the exact transposition diameter of simple permutations and show an upper bound for the diameter of 3-permutations. Recall that, throughout the paper, by permutations we mean circular permutations. However, sorting linear permutations of size n is equivalent to sorting circular permutations of size n þ 1 [14] . Therefore, all bounds can be applied directly to linear permutations by replacing n with n þ 1.
Transposition Diameter of the Symmetric Group
The permutation r ¼ ð0 n À 1 . . . 1Þ is called the reverse permutation. The distance of the reverse permutation was determined exactly:
Lemma 8 [11] , [9] , [19] . dðrÞ ¼ b nÀ1 2 c þ 1.
Previous works [11] , [9] , [19] on the transposition diameter have conjectured 4 that the most distant permutation is the reversed permutation ð0 n À 1 . . . 1Þ, which would imply that T DðnÞ ¼ b nÀ1 2 c þ 1. Here, we disprove this conjecture by showing that T DðnÞ ! b n 2 c þ 1. Although the improvement in the bound is minor, we believe that this result is important since lower bounds on transposition problems are quite rare and hard to obtain.
Observation 9 (2-moves).
1. A 2-move cannot increase the number of even cycles. 2. A 2-move that is applied on more than one cycle is applied on two even cycles. 3. There is no 2-move that is applied on two cycles such that one of the cycles is from an odd interval.
Proof.
1.
A transposition can increase the number of cycles by at most two [5] . Since a 2-move adds two odd cycles, it does not increase the number of even cycles.
2.
A transposition that is applied on more than one cycle does not increase the number of cycles. Thus, the only way that it can be a 2-move is if it is applied on two even cycles and converts them into two odd cycles. 3. Follows directly from the fact that an odd interval contains only odd cycles and by the previous item. t u
For odd values of n, the bound is achieved by the reversed permutation [11] , [9] , [19] . We proceed and prove that the bound holds for values ðn 2Þ mod 4 by showing that permutations of size n ¼ 14 þ 2k (where k is even and i ¼ 0; . . . ; k À 1) of the form Fig. 3 . These permutations consist of three framed intervals: ½0; 5, which consists of a 5-cycle, ½5; 14, which consists of a 9-cycle, and ½14; 0, which consists of k 2-cycles. The lower bound of Theorem 2 implies that dðÞ ! n 2 À 1 and, therefore, it suffices to prove that at least two 0-moves or one (-2)-move are required to sort .
A sequence of transpositions sorts an interval separately if they sort the interval and are applied only on black edges from the interval. can be sorted by sorting each interval separately or by applying transpositions that mix the intervals, i.e., moves that are applied on black edges from different intervals. We now proceed with a case analysis over the different ways of sorting the intervals and show that, in each case, at least two 0-moves or one (-2)-move are required.
. Case 1. If ½14; 0 is sorted separately, then ½0; 14 is also sorted separately. As shown by Eriksson et al. [11] , the latter permutation requires at least two 0-moves to be sorted. . Case 2. If ½0; 5 is sorted separately, then intervals ½5; 14 and ½14; 0 have to be mixed (otherwise, by the previous case, two 0-moves are required). The interval ½0; 5 is an odd interval with no oriented cycle and, thus, by Observation 9.3, requires a 0-move. Moreover, by Observation 9.1, the cycles in the interval ½5; 14 will remain odd unless a 0-move is applied. Therefore, by Observation 9.3, 3 . The term diameter is somehow misleading for subsets of the symmetric group which are not a subgroup. However, we will stick to this term for the sake of consistency.
4. Eriksson et al. [11] conjectured that this was the case with exceptions for n ¼ 14 and n ¼ 16.
5.
For linear permutations of size n, the lower bound is given by b nþ1 2 c þ 1. there cannot be a 2-move that is applied to black edges from both ½5; 14 and ½14; 0, i.e., an additional 0-move is required to mix the two intervals. . Case 3. Sorting ½5; 14 separately is equivalent to the previous case since both ½0; 5 and ½5; 14 are odd reversed sequences. . Case 4. There is no interval that is sorted separately. This means that we may first apply transpositions within the intervals, then mix them, and continue the sorting. By Observation 9, after applying 2-moves within the intervals, we still have two odd intervals and an interval that contains only 2-cycles. There are several ways of mixing the intervals:
-Mixing all three intervals in one move is a (-2)-move since such a move must be applied on two odd cycles and one even cycle.
-
If we mix ½14; 0 and one of the odd intervals, then it is a 0-move. However, we are still left with an odd interval, thus, another 0-move is required (Observation 9).
If we mix the two odd intervals, then either it creates two even cycles and, thus, is a (-2)-move, or it is a 0-move but creates an odd interval and then another 0-move is required (Observation 9). For ðn 0Þ mod 4, it can be shown, in a similar manner, that the following permutation 
Diameter for Simple Permutations
We begin with some definitions and lemmas, most of them due to Christie [9] .
Lemma 11 (Christie [9] ). Let be a 2-permutation, then dðÞ ¼ n 2 . Corollary 12. TD2ðnÞ ¼ n 2 . Observation 13 (Christie [9] ). Every permutation with two intersecting 2-cycles has a ð2; 2Þ-sequence creating four 1-cycles.
Let be a permutation on n elements with k 1-cycles and let glðÞ be a permutation on n À k elements such that GðglðÞÞ is obtained by removing all 1-cycles of GðÞ.
Lemma 14 (Christie [9] ). dðÞ ¼ dðglðÞÞ.
Now, we are ready to prove the transposition diameter for simple permutations. Theorem 15. TDSðnÞ ¼ b n 2 c. Proof. We first show that, for every n, there is a permutation of size n such that dðÞ ! b n 2 c and, thus, TDSðnÞ ! b n 2 c. We consider four cases: . Case 1. n ¼ 4k, where k is an integer. Let be a 2-permutation of size n. Then, by Lemma 11,
Let be a permutation that consists of one 3-cycle and 2k 2-cycles. Then, by Theorem 2, dðÞ ! b n 2 c. . Case 3. n ¼ 4k þ 2. As in Fig. 4 , let be a permutation of the form 0 5 4 3 2 1 6 2k À 2 2-cycles;
i.e., there are 2k À 2 2-cycles and the framed interval ½0; 6 of two interleaving unoriented 3-cycles. By Theorem 2, dðÞ ! b n 2 c À 1. Note that this lower bound is tight if the sorting is done by 2-moves only. Thus, in order to prove that dðÞ ! b n 2 c, it suffices to show that, in every sorting sequence, there is at least one 0-move or (-2)-move. By Observation 9.3, since the framed interval ½0; 6 consists of only odd unoriented cycles, the permutation requires at least one 0-move to be sorted. . Case 4. n ¼ 4k þ 1. As in Fig. 4 , let be a permutation of the form 0 5 4 3 2 1 6 8 7 9 2k À 4 2-cycles;
i.e., there are 2k À 4 2-cycles, one oriented 3-cycle, and the framed interval ½0; 6 of two interleaving unoriented 3-cycles. Using the arguments of the previous case, we can show that dðÞ ! b n 2 c. Now, we prove by induction that the lower bound is tight, i.e., TDSðnÞ b n 2 c. Our induction hypothesis is that every simple permutation of size at most n À 1 can be sorted by b nÀ1 2 c transpositions. In the induction step, we argue that every simple permutation of size n can be reduced (by removing 1-cycles, as in Lemma 14) into a smaller simple permutation 0 by at most m transpositions such that m þ dð 0 Þ b n 2 c. That is, it is possible to apply m transpositions on , obtaining a permutation 0 with k 1-cycles such that m k=2. By the induction assumption, we have
where the equality is by Lemma 14.
. Case 1. If has an oriented 3-cycle, then a transposition on it creates three 1-cycles, i.e., m ¼ 1 and k ¼ 3. Fig. 4 . Simple permutations that achieve the diameter; the permutation to the right is of size n ¼ 4k þ 2 and the one to the left is of size n ¼ 4k þ 1.
. Case 2. If has intersecting 2-cycles, then, by Observation 13, four 1-cycles can be created in two moves. . Case 3. If has two interleaving 3-cycles, then there is a ð3; 2Þ sequence creating six 1-cycles [14] . . Case 4. If has a 3-cycle that is shattered by some other 3-cycles, then, by Lemma 6, there is a ð3; 2Þ-sequence creating six 1-cycles. . Case 5. Otherwise, let C be a 3-cycle that is not shattered by 3-cycles. By Lemma 5, C intersects with one or more 2-cycles. By Corollary 26, the component of C has at least two 2-cycles. There are two cases:
1. C intersects with two nonintersecting 2-cycles (as in Fig. 1a ). Then, there is a ð3; 3Þ-sequence creating seven 1-cycles, as follows. By applying a transposition on the two 2-cycles ( Fig. 1b) , we obtain one 1-cycle and two interleaving 3-cycles, one of which is oriented. A ð2; 2Þ-sequence is possible on the two interleaving cycles.
C intersects with another 3-cycle and two
2-cycles intersect with each of the two 3-cycles; there are five such configurations ( Fig. 5 ). Note that each of the five configurations is a complete breakpoint graph for some permutation. Hence, there is a sorting as follows: a) Apply a transposition on the two 2-cycles, leaving one 1-cycle and three unoriented 3-cycles, b) then, by Lemma 7, a ð3; 2Þ-sequence can be applied, leaving six 1-cycles and one 3-cycle, and c) by Lemma 5, the last 3-cycle is oriented and, thus, a 2-move can be applied, creating three 1-cycles. Overall, 10 1-cycles are created in five moves. t u
Diameter for 3-Permutations
The main result given in this section is an upper bound for the diameter of 3-permutations, which is the basis of the 1.375-approximation algorithm for sorting by transpositions (Section 4). This result, like many other results in genome rearrangements, is based on a rigorous case analysis. However, since the number of cases is huge, we developed a computer program that systematically analyzes all the cases. Below, we describe the case analysis.
Our goal is to show that every 3-permutation with at least eight cycles has an 11 8 -sequence. Thus, in the sequel, when we say configurations we refer to unoriented configurations. The case analysis is done in two steps. In the first step, all big components are shown to have an 11 8 -sequence. In the second step, we consider permutations with at least eight cycles such that all components are small and also prove that these permutations have an 11 8 -sequence.
Analysis of Unoriented Configurations
In order to do a systematic enumeration over all components, we start from the basic configurations: connected configurations consisting of two unoriented cycles. There are only two such configurations, the unoriented interleaving pair ( Fig. 2e ) and the unoriented intersecting pair (Fig. 2c ). From these two configurations, it is possible to build any other unoriented connected configuration by successively adding new unoriented cycles to the configuration. Adding a cycle to a configuration is done by inserting its black edges somewhere in the configuration. If it is possible to create a configuration B by adding a cycle to a configuration A, then B is said to be an extension of A. From the discussion above, it follows that there are two types of extensions that are sufficient for building any component. These sufficient extensions are 1) extensions closing open gates and 2) extensions of full configurations such that the extended configuration has at most one open gate. We refer to configurations that are realizable through a series of sufficient extensions from either the unoriented interleaving pair or the unoriented intersecting pair as sufficient configurations. Note that, in particular, this means that every sufficient configuration has at most two open gates.
The following lemma is proven by our computerized case analysis: Lemma 16. Every unoriented sufficient configuration of nine cycles has an 11 8 -sequence.
By definition, every big component has a sufficient configuration of size 9. Therefore, the above lemma states that, if a permutation contains a big component, then there is an 11 8 -sequence. One way of proving Lemma 16 would be to give a sorting for each of the sufficient configurations of nine cycles. Such a case analysis would be too time consuming even for a computer. Instead, we utilize the notion of sufficiency and the fact that, if we find a sorting sequence for a configuration, there is no need to extend it further. In Fig. 6 , we describe the case analysis which, intuitively, can be thought of as a breadth first search. When performing the analysis, it turns out that no configuration of 10 cycles is added to the queue. This means that all sufficient configurations of nine cycles have an 11 8 -sequence. It should be stressed that the program itself is not a proof of the lemma. The proof is the case analysis which is the output of the program. Although each separate case can be verified by hand, it is not an appealing thought to verify 80,000 such cases. To remedy this, the case analysis is presented in a user-friendly Web interface [1] facilitating a general understanding of its correctness. Moreover, to affirm the correctness, we have written a small verification program. This program verifies the proof by verifying 1) that every given sorting is a correct sorting and 2) that all sufficient extensions are considered. Thus, the proof as a whole can be checked by verifying the correctness of this small program.
To complete the analysis, we now consider small components, i.e., full configurations that can occur separately in a breakpoint graph (see Lemma 24) . Small components that do not have an 11 8 -sequence are called bad small components. Our computerized enumeration found that there are only five such components. These are listed in the following lemma. 6 An unoriented necklace of size k is an unoriented component of k cycles in which no two cycles are interleaving and each cycle intersects with exactly two other cycles.
Lemma 17. The bad small components are:
1. the unoriented interleaving pair ( Fig. 2e) , 2. the unoriented necklaces of size 4 (Fig. 7a) , 5, 6, and 3. the component in Fig. 7b , which is quite similar to the unoriented necklace of size 4 and is called a twisted necklace.
We show, with the help of another computer-aided enumeration, the existence of an 11 8 -sequence in permutations with at least eight cycles that contain only bad small components.
Lemma 18. Let be a permutation with at least eight cycles that contains only bad small components. Then, has an ð11; 8Þ-sequence.
Here, we considered all breakpoint graphs of minimal size with at least eight cycles such that all components are bad small components. Altogether, there are 210 such breakpoint graphs and these are found through a computer generated case analysis, the details of which can been seen in Fig. 8 . Also, this proof is presented in the Web interface along with a verification program [1].
The conclusion of the case analysis in this section is the corollary below. It follows from Lemmas 16 and 18 and is the basis of the 11 8 ¼ 1:375 approximation algorithm. Corollary 19. Every 3-permutation with at least eight cycles has an 11 8 -sequence.
The Diameter for 3-permutations
Here, we present an upper bound on the diameter for 3-permutations. In 3-permutations of size n, the number of cycles is c ¼ n=3. Let gðcÞ ¼ 4 11bc=8c þ b3ðc mod 8Þ=2c and define f as follows: Proof. Let be a 3-permutation of size n with c cycles. The essence of this proof is to show that any sorting of that continually applies 11 8 -sequences, as guaranteed by Corollary 19, until less than eight cycles remain and Fig. 6 . A brief description of the case analysis.
6. We believe that this lemma is important for further investigation of the sorting by transpositions problem since it provides insight into the structure of components that are hard to sort. In the analogous problem of sorting by reversals, the deep understanding of hard-to-sort components, called hurdles, is a key to the exact polynomial algorithm of [13] . thereafter applies ð3; 2Þ-sequences to sort , uses at most fðcÞ moves. The proof is by induction.
If c < 8, then TD3ð3cÞ fðcÞ. First note that TD3ð0Þ ¼ 0 and TD3ð3Þ ¼ 1. By Lemma 7, there is always a ð3; 2Þ-sequence and, thus, TD3ð3cÞ TD3ð3ðc À 2ÞÞ þ 3. This recursive formula is used in row 2 of Table 1 to show that TD3ð3cÞ fðcÞ for c < 8.
If c ! 8, then TD3ð3cÞ fðcÞ. We assume that T D3ð3c 0 Þ fðc 0 Þ for c 0 < c. By Corollary 19, there is an 11 8 -sequence, i.e., there is either a ð1; 1Þ, ð4; 3Þ, ð5; 4Þ, ð6; 5Þ, ð7; 6Þ, ð8; 6Þ, ð9; 7Þ, ð10; 8Þ, or an ð11; 8Þ-sequence. Therefore, TD3ð3cÞ maxðTD3ð3ðc À xÞÞ þ yÞ maxðfðc À xÞ þ yÞ;
where the maximum is taken over all values ðx; yÞ listed above and the second inequality is by the induction assumption. Next, by listing all possibilities, we show that maxðfðc À xÞ þ yÞ fðcÞ and, subsequently, that TD3ð3cÞ fðcÞ. fðz þ 1Þ fðzÞ þ 2 ) fðc À 7Þ þ 9 fðc À 8Þ þ 11 fðz þ 2Þ fðzÞ þ 3 ) fðc À 6Þ þ 8 fðc À 8Þ þ 11 fðz þ 3Þ fðzÞ þ 5 ) fðc À 5Þ þ 6 fðc À 8Þ þ 11 fðz þ 4Þ fðzÞ þ 6 ) fðc À 4Þ þ 5 fðc À 8Þ þ 11 fðz þ 5Þ fðzÞ þ 7 ) fðc À 3Þ þ 4 fðc À 8Þ þ 11 fðz þ 7Þ fðzÞ þ 10 ) fðc À 1Þ þ 1 fðc À 8Þ þ 11:
On the left-hand side of the implication signs, we have listed formulas that are easily verifiable from row 3 of Table 1 . To the right, each such formula has been rewritten to prove that fðc À 8Þ þ 11 is an upper bound when one particular 11 8 -sequence is applied, e.g., in the first row, the ð9; 7Þ-sequence is considered. Note that, if c is rewritten as c ¼ 8l þ r, then it is easy to see that fðcÞ ¼ 11l þ fðrÞ and, in particular, that fðcÞ ¼ 11 þ fðc À 8Þ. t u 4 THE APPROXIMATION ALGORITHM Now, we are ready to present our main result: Algorithm Sort, which is a 1.375-approximation algorithm for sorting by transpositions ( Fig. 9 ). Intuitively, the algorithm sorts the permutation by repeatedly applying ð11; 8Þ-sequences and, since 11 8 ¼ 1:375, we get the desired approximation ratio (based on the lower bound of Theorem 2). The following lemma analyzes the time complexity of the algorithm: . If there are (at least) four 2-cycles, there is a ð2; 2Þ-sequence (Christie [9] ). . If there are two intersecting 2-cycles, there is a ð2; 2Þ-sequence (Observation 13). . If there are two nonintersecting 2-cycles, apply a transposition on three of the four black edges of the two 2-cycles (check all four possibilities). This is a 2-move [9] . There is a ð2; 2Þ-sequence iff, in the resulting graph, there is an oriented cycle. . Otherwise, the permutation is a 3-permutation. If all cycles are unoriented, there is no ð2; 2Þ-sequence. . Otherwise, for each oriented 3-cycle, check if, after applying a 2-move on it, there is an oriented cycle in the resulting graph. There is a ð2; 2Þ-sequence iff the answer is yes for some cycle. As for the running time of Step 5, since the number of iterations is OðnÞ, it suffices to prove that each iteration can be done in linear time. We now describe how to sufficiently extend a cycle. Our first attempt will be to do a sufficient extension type 1 (add a cycle that closes an open gate). This can be done by picking an arbitrary open gate and finding another cycle that intersects with the open gate by scanning all cycles (such a cycle is guaranteed to exist by Lemma 5) . If the configuration is full, i.e., there are no open gates, we do sufficient extension type 2 by scanning all cycles until one is found that intersects with the configuration (the configuration is of constant size, so the scanning is done in linear time). If such a cycle is found, we extend the configuration by this cycle (otherwise, it is a component of size < 9). Upon finding a sufficient configuration of size 9, we find the required 11 8 -sequence either by exhaustive search on the configuration (which takes constant time) or by referring to a look-up table, constructed in advance from the output of the case analysis program [1].
In Step 6, we pick an arbitrary cycle and sufficiently extend it until reaching a component. In a similar manner. we find another component until we have several components such that the sum of the sizes of these components is at least 8. Now, we apply an 11 8 -sequence, guaranteed to exist by Lemma 18 (again, finding the actual 11 8 -sequence can be done either by exhaustive search or be referring to a look-up table).
Step 7 can be done by exhaustive search (the number of cycles in is less than 8).
t u Theorem 22. Algorithm Sort is a 1.375-approximation algorithm for sorting permutations by transpositions and it runs in quadratic time.
Proof. The running time is shown in Lemma 21. We now prove the approximation ratio. Depending on Step 2, there are two cases: Either there is a ð2; 2Þ-sequence or not. Let c 3 (respectively, c 2 ) represent the number of 3-cycles (2-cycles) in GðÞ after Step 2.
. Case 1. A ð2; 2Þ-sequence exists. According to the lower bound in Theorem 2, the best possible sorting is that using only 2-moves. Specifically, this means that cannot be sorted better than first applying two 2-moves and then another c 3 þ c 2 2-moves to sort the remaining cycles. Therefore, dðÞ ! c 3 þ c 2 þ 2. The algorithm gives a sorting using 2 þ c2 2 þ fðc 3 þ c2 2 Þ moves; two moves in Step 2, c2 2 moves in Step 3, creating c2 2 3-cycles, and, by the proof of Theorem 20, at most fðc 3 þ c2 2 Þ moves in Steps 5b, 6, and 7. Thus, the approximation ratio of the algorithm is
where x ¼ c 3 þ c2 2 and y ¼ c2 2 and the last inequality is shown in Table 2 . . Case 2. A ð2; 2Þ-sequence does not exist. Hence, at least one 0-move is required. By Theorem 2, there are at least c 3 þ c 2 2-moves, thus dðÞ ! c 2 þ c 3 þ 1.
The algorithm gives a sorting using c 2 2 þ fðc 3 þ c 2 2 Þ moves. Therefore, the approximation ratio of the algorithm is
where, again, x ¼ c 3 þ c 2 2 and y ¼ c 2 2 , and the last inequality is shown in Table 2 t u.
CONFIGURATION OR BREAKPOINT GRAPH?
There are two important results in this section. These results were used in some of the proofs in previous sections, but are also interesting in their own right. Note that, as in Fig. 10a and Fig. 10b , this replacement is the same as cyclically shifting the black edges to the right. Similarly, given a configuration C, the complement configuration C is formed by cyclically shifting the black edges to the right as has been done in Fig. 10c and Fig. 10d .
Observation 23. A configuration is a breakpoint graph if and
only if the complement configuration is Hamiltonian.
Proof. The complement of a breakpoint graph GðÞ is Hamiltonian. This is immediate from the construction. The complement configuration is described by the Hamiltonian cycle r 0 ; l 1 ; r 1 ; l 2 ; . . . ; r n ; l 0 ; the edges ðr i ; l iþ1 Þ are gray edges and edges ðl i ; r i Þ are complement black edges.
If the complement of a configuration C is Hamiltonian, then there is a breakpoint graph GðÞ that is isomorphic to C. We describe an algorithm for attaining the permutation.
Step 1: Choose an arbitrary black edge in the complement configuration, label it 0.
Step 2: Follow the Hamiltonian cycle by traversing black edges in the clockwise direction and label the ith black edge with integer i. Step 3: The permutation is given by the clockwise cyclic order of the labels.
t u Lemma 24. If C is the subgraph induced by a component in a breakpoint graph GðÞ, then the complement configuration C is Hamiltonian.
Proof. By Observation 23, if GðÞ consists of one single component C, then the complement is Hamiltonian. Therefore, consider an arbitrary component C consisting of a subset of the black edges in GðÞ. Let fb 0 ; b 1 ; . . . ; b n g denote the black edges of GðÞ and let the subset fb i 1 ; b i 2 ; . . . ; b i k g be the black edges in C. It needs to be shown that removing all vertices in GðÞ that are not part of C does not disrupt the Hamiltonian nature of the complement configuration or, equivalently, that the component describes a breakpoint graph. Consider two consecutive black edges of C that are not consecutive in GðÞ. Let b ij and b ijþ1 be these two edges, where i jþ1 À i j ¼ k þ 1 > 1 (see Fig. 11 ). Below, it is proved that the complement configuration is also Hamiltonian after removing the black edges ½b i j þ1 ; b i jþ1 À1 , i.e., those that are not part of C. This completes the proof of the lemma since the argument can be applied for any two nonconsecutive black edges of C.
By definition of a component, all cycles in GðÞ that intersect with cycles in C are part of C. Therefore, there are no cycles with black edges both inside and outside the interval ½b ijþ1 ; b ijþ1À1 or, equivalently, there is no gray edge connecting a black edge from within the interval with a black edge from outside the interval. This means that the elements of the permutation between the two black edges form a framed interval. That is, b i j ¼ ðl x ; r y Þ and b i jþ1 ¼ ðl z ; r xþk Þ and all permutation-elements in the interval ½x; x þ k lie in between the two black edges.
As in Fig. 11b , consider the Hamiltonian cycle of the complement breakpoint graph. Since all vertices l x ; r x ; . . . ; l xþk ; r xþk lie in the framed interval, the Hamiltonian cycle passes through the interval by entering at l x and exiting at r xþk . Now, we remove the black edges ½b ijþ1 ; b ijþ1À1 , i.e., vertices r x ; . . . ; l xþk are removed and vertices l x and r xþk are kept. Notice that, after this removal, the complement graph is still Hamiltonian since l x is connected to r xþk by a complement black edge. In terms of the permutation, the removal is equivalent to compacting all elements in the interval ½x; x þ k into one single element. t u
The following result is due to Christie:
Lemma 24 (Christie [9] ). Every permutation has an even number of even cycles.
By Lemma 24 and Observation 23, every component is a breakpoint graph and, therefore, by Lemma 25, we have: Corollary 26. Every component has an even number of even cycles and every simple permutation has an even number of 2-cycles.
DISCUSSION AND OPEN PROBLEMS
The main result of this paper is a 1.375-approximation algorithm for sorting by transpositions. In addition, there are some new advances regarding the transposition diameter. The main open problems are to determine the complexity of sorting by transpositions and to find the transposition diameter. We believe that our results give new insights for further investigation of these problems. In particular, our characterization of bad small components, which are "hard-to-sort," may be a key to better lower bounds and approximation algorithms. Empirical evidence indicates that our upper bound for the diameter of 3-permutations is very close to the true diameter. If this is correct, then there are permutations at distance 1.375 times the lower bound of Theorem 2. That is, finding a better lower bound is essential for improving the approximation ratio of our algorithm. 
