Introduction
The Proportional-integral-derivative (PID) controller is widely used in various industrial fields because of simple structure, few tuning parameters, and easy implementation. Traditional PID controller has been adjusted by empirical methods, such as Ziegler-Nichols (Z-N) methods and Cohen-Coon method. Z-N methods [1] , [2] include continuous cycling (C-C) method and process reaction curve (PRC) method, while the PRC method is specially proposed for controlled processes with time delay. The Cohen-Coon method in [3] is presented for first order plus time delay (FOPTD) processes. The empirical methods sometimes may bring about the oscillation response. However, optimal controller can usually provide good performance. In past decades, many design methods have been proposed to develop the optimal PID controller. The design methods in [1] - [34] , [35] - [38] could be roughly classified as the empirical methods, intelligent algorithm methods, parametric optimization methods, classical optimal control methods, robust design methods, the IMC methods, and pole placement methods. In this paper, a systematic new method is presented to design the optimal PID controller with dynamic performances constraint. The augmented integral squared error (AISE) and AISEhybrid dynamic performance items (HDPI) performance index is presented to design the optimal PID controller for a third-order non-minimum phase plant, FOPTD plant, and second-order plus time delay (SOPTD) plant, respectively. The proposed method is unlike the classical optimal control methods which need to solve the algebraic Riccati equation. First, the original optimal control problem is approximate equivalently transformed into intermediate optimal control problem by dominant poles analysis method. Second, the intermediate optimal control problem can be equivalently transformed into a nonlinear constraint optimization (NLCO) problem. Therefore, the proposed optimal control problem can be approximate equivalent transformed into a NLCO problem through Lyapunov theorems and dominant poles method. Then the optimal PID controller is obtained by solving a NLCO problem. This paper is arranged as follows: in Section 2, the preliminary and statements of optimal control problem are presented. In Section 3, the theoretical analysis of proposed optimal control problem is presented, and the original optimal control problem is transformed into intermediate optimal control problem. In Section 4, the specific design procedures of the proposed method are presented. In Section 5, the proposed optimal PID controllers are presented for a third-order non-minimum process, FOPTD process with large delay time, and SOPTD process under various control weight matrices.
Step response results and dynamic performances of different tuning method are presented to discuss the comprehensive system performances. To deep study the proposed method, different tuning methods' robustness is investigated to discuss the robust performances. A robustness evaluation function is proposed to assess the robust performances. To further validate the proposed method, the disturbance rejection ability of different tuning methods is investigated as well. In Section 6, the study contents are reviewed, and some conclusions are made.
Preliminary and Optimal Control Problem Statements

Preliminary
A systematic method is proposed to design the optimal PID controller with dynamic performances constraint. Following theorems are utilized to design the optimal PID controller, and the detail proofs of theorems can refer to [39] , [40] .
Theorem 1 [39] , [40] . Sufficient and necessary conditions for the linear time invariant (LTI) systeṁ x(t) = Ax(t) asymptotical stable in a large scope are that: for any given Q = Q T > 0, there exists a matrix P = P T > 0 that satisfies the Lyapunov algebraic equation: A T P + P A = −Q.
Theorem 2 [39] , [40] . If the LTI systemẋ(t) = Ax(t), and x(0) = x 0 is asymptotical stable, for any given matrix Q = Q T > 0, then the performance index J will have following equivalent relationships.
T Qx(t)dt = x(0) T P x(0), A T P + P A = −Q
Optimal Control Problem Statements
To propose the optimal control problem, we assume that controlled processes could be described by general transfer M (s) = s n + a 1 s n−1 + · · · + a n−1 s + a n (n, w ∈ Z + , n > w)
where b 1 , b 2 , . . . , b w+1 , a 1 , a 2 , . . ., and a n are the system parameters, M (s) and N (s) are the denominator and numerator of the transfer function G p (s), respectively. The orders of the denominator and numerator are deg{M (s)} = n and deg{N (s)} = w, respectively. For most practical control systems, the number of poles n is larger than the number of zeros w (n > w), and n and w are the positive integer. It is known that for the all-pole plants b 1 , b 2 , . . . , b w = 0, and additionally for the type-1 plants a n = 0, and for the type-2 plants a n−1 = a n = 0, and so on. The feedback system is shown in Fig. 1 . Therefore, the control system can be described by following equations:
where e(s) is the control error, R(s) is the command signal, y(s) is the system output, u(s) is the control signal, G c (s) is the PID controller, and D 1 (s) and D 2 (s) are the control disturbance and output disturbance, respectively. To facilitate the analysis of the control system, the disturbances D 1 (s) and D 2 (s) are set to zero (D 1 (s) = D 2 (s) = 0). Thus, following equation is obtained as:
Therefore, the transfer function of control error and system output could be obtained:
By inversing Laplace transform of control error equation, the error differential equation could be obtained:
where δ is the differential operator. When the command signal r(t) is constant or zero (r(t) = 0), even the piecewise constant, then the error differential equation will yield:
Considering the polynomial differential operator M (δ) and N (δ), the error differential equation could be obtained as:
where m k is the intermediate parameter. Then the parameter m k (k = 1, 2, . . . , w + 3) could be obtained:
Therefore, the corresponding state-space model of the error differential equation can be acquired:
where x is state variable and A is state matrix. The state variable and state matrix yield:
where C 1×n is parameter vector, O n×1 is zero vector, and I n×n is unit matrix. Then, the characteristic polynomial of the control system could be acquired:
where D(s) is characteristic polynomial. Then the transfer function of the disturbance D 1 (s) and D 2 (s) could be obtained as:
where y c d (t) and y o d (t) are the system output of disturbances D 1 (t) and D 2 (t), respectively. To obtain the optimal PID controller, it needs to select suitable performance index. The performance index such as the integral squared error, integral absolute error, integral time absolute error, and integral time squared error are often used for criteria. Precision and steady-state characteristic of control system are directly reflected by control error. In this paper, the AISE [21] , [22] and AISE-HDPI performance index are proposed to design the optimal PID controller. Hence, the optimal PID controller not only stabilizes the control system but also satisfies the dynamic performance requirement of the control system. Then, the proposed optimal control problem can be stated as: (i) the optimal PID controller stabilizes the control system, (ii) the optimal PID controller minimizes the given performance index, and (iii) the optimal PID controllers can satisfy the requirements of dynamic performance constraint and possess good ability to reject external disturbance. Finally, the proposed optimal control problem can be obtained:
where Q is a control weight matrix and at least a positive semi-definite real symmetric matrix, ϕ(γ, η) is the dynamic performance function, Re{·} is the real part of the matrixeigenvalue, γ is the dynamic performance weight vector, η is the dynamic performance item vector, and f 1 , . . . , f w is the linear function. Not all dynamic performance items have to be considered, which depend on the controller design object and control system requirements. If the control system has no requirements on some dynamic performance items, then some performance items can be neglected. Therefore, it can select suitable dynamic performance function ϕ(γ, η).
Analysis of Proposed Optimal Control Problem
The optimal control problem (15) is unlike the traditional optimal control problem which usually does not include the algebraic constraint, inequality constraint, and system performance constraint. To analyse the proposed optimal control problem, it needs to analyse the control system's time response. The time domain response is determined by the closed-loop transfer function which is depicted by the following equation:
where Φ(s) is the closed-loop transfer function, N (s) is closed-loop zeros polynomial, and r k (k = 1, 2, . . . , w + 3) is the system parameter. Zeros polynomial and system parameter r k will yield:
The closed-loop zeros polynomial are determined by the PID controller and open-loop zeros polynomial. The system parameter r w+3 is equal to intermediate parameter
The order of the polynomial D(s) and N (s) are n + 1 and w + 2, respectively (deg {D(s)} = n + 1, deg{N (s)} = w + 2). The characteristic polynomial D(s) could be decomposed into the multiplier polynomial V (s) and dominant polynomialD(s); therefore, the characteristic polynomial D(s) could be expressed as:
where
is the coefficient of the V (s), and ξ and ω n are the damping factor and natural frequency of the dominant polynomial, respectively. The order of multiplier polynomial and dominant polynomial are (n − 1)th and 2nd, respectively. Likewise, the closedloop zeros polynomial can also be decomposed into negative zeros polynomial β − (s) and non-negative zeros polynomial
where β − (s) is negative zeros polynomial, β + (s) is nonnegative zeros polynomial, λ 
As known, it does not have good analytical formulas to compute dynamic performances for high-order control systems. It is also difficult to acquire the accurate dynamic performances for high-order control systems. Therefore, it is hard to analyse the time domain response of high-order control systems. Reducing system order plays a critical role in analysing dynamic performances of high-order control systems. Many system order reduction methods could be used to reduce the system order for high-order control systems. Model order reduction methods in [41] - [45] such aspadé method, Routh method, balanced truncation method, dominant poles method, and so on are often used to reduce the system order. In this paper, dominant poles method is used to analyse and estimate the dynamic performances of high-order control systems. To reduce the system order, then the multiplier polynomial V (s) and negative zeros polynomial β − (s) should satisfy following constraints:
where CPDR and CZDR are the abbreviation of closedloop poles dominant ratio (CPDR) and closed-loop zeros dominant ratio (CZDR), respectively. CPDR and CZDR reflect the physical meaning that high-order control systems' dynamic performances can be approximated by loworder systems. It can choose the suitable CPDR and CZDR to design the optimal PID controller with dynamic performances constraint. The inequality (21) can guarantee the closed-loop dominant poles to play a major role in the control system. Thus, closed-loop transfer function Φ(s) could be approximated by dominant transfer function. (22) whereΦ(s) is the dominant transfer function.Φ(s) is the approximate system of the original system Φ(s). Therefore, original high-order system is approximated into a secondorder control system via dominant poles method. Then dynamic performances of the original system such as delay time t d , rise time t r , peak time t p , setting time t s , and peak overshoot M p can be approximated by dynamic performances of the approximate system. Therefore, dynamic performances of the original system and approximate system will have approximate equivalent relationships:
Wheret d ,t r ,t p ,t s , andM p are the dynamic performances of approximate systemΦ(s). Therefore, it can directly compute dynamic performances of approximate system. Dynamic performances of second-order systems have been well studied, and the formula (24) in [46] , [47] , [48] could be used to compute dynamic performances of the approximate system.
where Δ is the tolerant error band. The damping factor ξ can denote the dynamic performance of the approximate system. If the damping factor ξ is smaller than 1 (0 < ξ < 1), equal to 1, and larger than 1, then approximate system is the under-damped system, critical damped system (ξ = 1), and over-damped (ξ > 1) system, respectively. The under-damped system will bring overshoot, while the critical damped system and over-damped system do not bring oscillatory response and overshoot. Therefore, the constraint (3) in optimal control problem (15) will have following approximate equivalent (a.e) relationships.
Thus, original optimal control problem (15) is transformed into intermediate approximate equivalent optimal control problem (26) .
whereφ (γ,η) is the dynamic performance function of the approximate system. Functionφ (γ,η) can be seen as the approximate dynamic performance function of the original system Φ(s).
Optimal Controller Design Procedures
Without losing the generality, a standard third-order controlled process is considered in the unity feedback system. The controlled process and PID controller have the following form, respectively:
According to the previous deviations, the corresponding state-space model of third-order processes could be obtained:ẋ
where x is the state variable and A is the state matrix. The state variable x and state matrix A will yield the following:
where m j (j = 1, 2, . . . , 5) and m 
Thus, the proposed optimal control problem for thirdorder processes is obtained as:
The time domain response is determined by the closedloop transfer function. The closed-loop transfer function yields:
where Φ(s) is the closed-loop transfer function and r k (k = 1, . . . , 5) is the system parameter. The closed-loop zeros polynomials are determined by the following equation.
Then, the characteristic polynomial D(s) can be decomposed into the polynomial V (s) andD(s):
Likewise, the closed-loop zeros polynomial N (s) can also be decomposed into the polynomial β − (s) and β + (s)
To reduce the system order and estimate dynamic performances of the original system, the polynomial V (s) and β − (s) should satisfy the following requirements:
The inequality (36) can guarantee closed-loop dominant poles to play a major role in the control system. 6
Hence, original system and its dynamic performances could be approximated by the approximate system and dynamic performances.
Therefore, the constraint (3) in optimal control problem (31) will have following approximate equivalent relationships.
Therefore, original optimal control problem (31) for third-order processes is transformed into following intermediate equivalent optimal control problem:
If the optimal control problem (39) is solved, then the proposed optimal PID controller could be obtained. The constraint (2) can assure that the control system is symptotic stable. The constraint (2) (2) is equivalently transformed into the following inequality:
The inequality (40) is obtained from Routh-Hurwitz stable criterion. The inequality determines decision variables and controller parameters' stable scope. The inequality (40) can assure that the control system is asymptotic stable. Therefore, the control system is asymptotic stable in a large scope. According to Lyapunov theorem (1-2), the performance index J in optimal control problem (39) will have following equivalent relationships
where P is a positive definite real symmetric matrix. The matrix P satisfies the Lyapunov algebraic equation:
Equation (41) shows that the performance index J is determined by the matrix P and the initial state. Therefore, performance index J and constraint (1) are equivalently transformed into the algebraic equation and algebraic constraint, respectively. Constraint (3) includes dynamic performances constraint, the dominant poles constraint, negative zeros constraint, and polynomial coefficient constraint. The dominant poles and negative zeros constraints guarantee original system to be approximated by new system. The dominant poles constraint is equivalently transformed into the following equation:
Therefore, the negative zeros constraint β − (s) can be equivalently transformed into following equation:
The negative zeros β − (s) may be 4th-order, 3rd-order, and 2nd-order polynomial. Then, the negative zeros β − (s) constraint can be equivalently transformed into following inequality:
or : ⇔r 2 = r 2 − 4zr 1 ,r 3 = r 3 − 3zr 2 + 6z 2 r 1 , r 4 = r 4 − 2zr 3 + 3z 2 r 2 − 4z 3 r 1 ,r 5 = r 5 −zr 4 +z 2 r 3 −z 3 r 2 +z 4 r 1 ,z = CZDR × (−ξω n ), r 1 ≥ 0,r 2 ≥ 0,
Therefore, the constraint (3) is equivalently transformed into the corresponding algebraic inequality and equality constraint. The disturbance constraint (4) reflects disturbance rejection ability of the PID controller. It assumes that the control disturbance D 1 (s) and output disturbance D 2 (s) is step constant disturbance or piecewise constant disturbance. Therefore, the output of disturbance D 1 (s) and disturbance D 2 (s) could be obtained, and the constraint (4) could be equivalently transformed into following inequality:
Therefore, the original optimal control problem could be equivalently transformed into problem NLCO by Lyapunov theorem (1-2) and dominant poles method. Finally, the original optimal control problem is approximate equivalently transformed into NLCO problem. Therefore, the optimal PID controller with dynamic performance constraint can be depicted by NLCO problem (46) .
The proposed optimal control problem is deduced into the issue that it pursues a suitable matrix P which minimizes performance index J for the given control weight matrix and initial states. It assumes that the control system is static, an unit step command r(t) = 1(t) is inputted into the system, and the initial states can be obtained x 1 (0) = 1, x 2 (0) = 0, x 3 (0) = 0, x 4 (0) = 0. The weight matrix Q = diag(q 1,1 q 2,2 q 3,3 q 4,4 ) = diag(q 1 q 2 q 3 q 4 ) Q is a diagonal matrix. The NLCO problem (46) apparently has five decision variables, In fact, the NLCO problem (46) has three independent variables. Different optimization methods can be applied to solve the NLCO problem. Many optimization methods and toolboxes such as the Newton's method, quasi-Newton method, Lagrange method, conjugate gradient method, interior point method, linear programming method, sequential quadratic programming method, particle swarm algorithm, genetic algorithm, evolution algorithm, and other intelligent algorithms in [5] - [7] , [9] - [11] , [49] - [59] have been well established to solve the NLCO problem. Therefore, optimal parameters m * k (k = 1, . . . , 5) and the proposed optimal PID controller could be acquired. It should be noted that (i) the proposed method is suitable for first-order plants, second-order plants, and high-order plants; (ii) the proposed method is still suitable for the non-unit feedback system. If the control system is non-unit feedback system, then the control system can be transformed into unit feedback control system through transfer function equivalent principle; (iii) the proposed method is also suitable for controlled processes with time delay. The time delay could be approximated by the padé approximation and other approximations; (iv) the proposed method can be further extended into the multiple inputs and multiple outputs (MIMO) plants; (v) not all dynamic performance items have to be considered, and it can select dynamic performance function ϕ(γ, η) or dynamic performance weight vector γ. It depends on the control system requirements and design object.
Numerical Simulation Results
To illustrate the proposed method, we design the optimal PID controller via the proposed method for three different processes. The plant 1 G p1 (s) [46] is a third-order nonminimum phase process, the plant 2 G p2 (s) [47] and plant 3 G p3 (s) [8] are the FOPTD process and SOPTD process, respectively.
To design the proposed optimal PID controller for plant 2 and plant 3, the time delay can be approximated by the padé approximation. The time delay of the plant 2 and plant 3 is approximated by e −2s ≈ (s 2 − 3s + 3)/ (s 2 + 3s + 3) and e −0.5s ≈ (1 − 0.25s)/(1 + 0.25s), respectively. Therefore, the approximate transfer functions are (s 2 − 3s + 3)/(s 3 + 5s 2 + 9s + 6) and (−s + 4)/(s 3 + 6s 2 + 9s + 4), respectively. In this paper, the proposed method is used to design the optimal PID controller with dynamic performance constraints for three different processes, and the proposed optimal PID controller under various control matrices are presented in Table 1 . The step response results and dynamic performances are presented to discuss the dynamic performances of different tuning methods. Different tuning methods' robustness is also investigated 9 when multiple system parameters appear large perturbations. Finally, to further validate the proposed method, disturbance response results are also presented to study the disturbance rejection ability of different tuning methods. The simulation results show effectiveness, usefulness, and robustness of the proposed method.
Dynamic Performances of Different Tuning Methods
For plant 1, the proposed method, Z-N method [1] , gain and phase method (GAPM) [30] , modified relay feedback (MRF) method (GPM) [30] , and MRF method (Z-N method) [30] are used to study dynamic performances of the control system. In this paper, the proposed method refers to the PID controller under performance index J 1 and performance index J 2 . The step response results of different tuning methods are presented in Fig. 2 . The corresponding dynamic performances of the different tuning methods are presented in Table 2 . The results intuitively reflect that the proposed method, gain and phase method, and MRF method (GPM) show smooth response. However, the response of the Z-N method and MRF method (Z-N method) appear to have minor oscillation. Because the integral gain is small, the gain and phase method and MRF method (Z-N method) do not have overshoot and peak time, and they have larger setting time and rise time than the rest methods. Z-N method has smaller rise time and delay time than other methods, and MRF method (GPM) has smaller overshoot than the proposed method and Z-N method. The overshoot and setting time (5% error band) of the proposed method under the performance index J 1 and J 2 are about 6.15% and 6.495 s, and 4.60% and 3.975 s, respectively. The results show that the proposed method, Z-N method, and MRF method (GPM) have good comprehensive performances.
The plant 2 is a FOPTD process with large dead time ratio (τ /T = 4.0). The proposed method, Z-N method (C-C method) [1] , Z-N method (PRC method) [2] , CohenCoon method [3] , gain and phase method (GAPM), MRF method (GPM), C.R. Madh method [4] , and LQR method (J.B. He) [13] are used to discuss dynamic performances of control system. The step response results of different tuning methods are presented in Fig. 3 . The results intuitively show that Z-N method (C-C method), C.R. Madh method, and LQR method (J.B. He) appear to have severely oscillation behaviour with large overshoot. The proposed method shows small overshoot and setting time; however, the Z-N method (C-C method), C.R. Madh method, and LQR method (J.B. He) show large overshoot and setting time. Because the integral gain is small, the Z-N method (PRC method), Cohen-Coon method, gain and phase method, and MRF method (GPM) do not show overshoot and peak time, and they show large setting time and rise time. The results also reflect that the proposed method and MRF method (GPM) show smooth response among the methods. It can be found that the LQR method (J.B. He) shows the largest overshoot, and Z-N method (PRC method) shows the largest setting time, delay time, [10] , gain and phase method [8] , C.R. Madh method [4] , MRF method (GPM) [30] , MRF method (Z-N method) [30] , and LQR method (J.B. He) [13] show their own advantages. The step response results of different tuning methods are presented in Fig. 4 . The results intuitive reflect that Z-N method and MRF method (Z-N method) show the largest overshoot and setting time, respectively. Because the integral 
Robustness of Different Tuning Methods
The robustness can reveal the control system's ability to resist parameter perturbation. A robustness evaluation function is proposed to assess the robust performance of different tuning methods and the evaluation function is given in Appendix1. The robustness evaluation function includes the system output variations and dynamic performance variations.
For plant1, response results of different tuning method under multiple parameters perturbation are presented in Fig. 5 . The response results under multiple parameters perturbation intuitively reflect that the proposed method, gain and phase method, and MRF method (GPM) show better robustness than other tuning methods. However, the Z-N method and MRF method (Z-N method) show the poorest robustness when multiple parameters appear perturbation. The Z-N method and MRF method (Z-N method) show very serious oscillation behaviour, output variations, and dynamic performance variations. The MRF method (Z-N method) appears unstable oscillation behaviour, which indicates that the control system has become unstable system. The proposed method, gain and phase method, and MRF method (GPM) have minor variations. The system parameters' absolutely uncertain perturbation (AUP) and relative uncertain perturbation (RUP) of the perturbed plant1-1, perturbed plant1-2, and perturbed plant1-3 are Δb 2 = 2, σ b2 = Δb 2 /b 2 = 33.33%; Δb 2 = 4, σ b2 = Δb 2 /|b 2 | = 66.67%; and Δa 2 = 2, Δb 2 = 2, σ a2 = Δa 2 /a 2 = 11.11%, σ b2 = Δb 2 /|b 2 | = 66.67%, respectively. Therefore, response results under multiple parameters perturbation reveal that the proposed method, gain and phase method, and MRF method (GPM) show good robust performance.
For plant 2, response results of different tuning methods under multiple parameters perturbation are presented in Fig. 6 . The response results obviously reveal that the proposed method and MRF method (GPM) show better robustness than other tuning methods. The proposed method and MRF method (GPM) show small output and dynamic performance variations, and they show smooth response without oscillation when multiple parameters appear perturbation. However, the rest tuning methods show large output variations, dynamic performance variations, and serious oscillation behaviour when multiple system parameters appear perturbation. The Z-N method (PRC method) and gain and phase method do not appear serious oscillation behavior; however, dynamic performances appear to have large variations. The AUP and RUP of the perturbed plant 2-1, perturbed plant 2-2, and perturbed plant 2-3 are the Δa 2 = 0.5, σ a2 = Δa 2 /a 2 = 25%; Δa 2 = 1, ΔT = 1, σ a2 = Δa 2 /a 2 = 50%, σ T = ΔT /T = 50%; and Δa 1 = 0.1, ΔT = 0.5, σ a1 = Δa 1 /a 1 = 10%, σ T = ΔT /T = 25%, respectively. Therefore, response results under multiple parameters perturbation indicate that the proposed method and MRF method (GPM) show good robust performance.
For plant 3, response results of different tuning methods under multiple parameters perturbation are presented in Fig. 7 . The response results reveal that the proposed method, MRF method (GPM), and LQR method (J.B. He) show better robustness than other tuning methods, and the Z-N method, A-H method, gain and phase method, and C.R. Madh method have very poor robustness when multiple parameters appear perturbation. The proposed method, MRF method (GPM), and LQR method (J.B. He) show small output and dynamic performance variations. However, the Z-N method, A-H method gain and phase method, and C.R. Madh method show large output and dynamic performance variations, and they appear to have very serious oscillation behaviour. The A-H method and C.R. Madh method show larger oscillation behavior than the Z-N method and gain and phase method. The MRF method (Z-N method) does not appear to have oscillation behaviour, but it shows large output and dynamic performance variations. The AUP and RUP of the perturbed plant 3-1, perturbed plant 3-2, and perturbed plant 3-3 are Δa 1 = 1, ΔT = 0.1, σ a1 = Δa 1 /a 1 = 50%, σ T = ΔT /T = 20%; Δa 1 = 2, Δa 2 = 0.5, ΔT = 0.2, σ a1 = Δa 1 / a 1 = 100%, σ a2 = Δa 2 /a 2 = 50%, σ T = ΔT /T = 40%; and Δa 2 = 0.5, ΔT = 0.3, σ a2 = Δa 2 /a 2 = 50%, σ T = ΔT /T = 60%, respectively. Therefore, the response results indicate that the proposed method, MRF method (GPM), and LQR method (J.B. He) show good robust performance.
Disturbance Rejection Ability of Different Tuning Methods
The disturbance rejection ability is a key property of the control system. The disturbance rejection ability of different tuning methods is studied. The disturbance rejection characteristic is used to evaluate disturbance rejection ability of the controller or control system. Disturbance rejection characteristic could depict the disturbance's effects on the control system, and includes disturbance response amplitude (DRA), disturbance attenuating time (DAT), and disturbance response overshoot (DRO). For plant 1, disturbance rejection results of different tuning methods are presented in Fig. 8 . For control disturbance D 1 (t) = 0.5u(t − 30), the disturbance response 13 C.R. Madh method show smaller DRA than other tuning methods. For output disturbance D 2 (t) = 0.5u(t − 60), the disturbance response results intuitively reflect that all the tuning methods show the same DRA, and the MRF method (Z-N method) shows the largest DAT and the rest tuning methods show small DAT. The Z-N method and gain and phase method have the smallest DAT. In addition, the proposed method and LQR method (J.B. He) show roughly the same DAT, and the Z-N method shows the largest DRO. Disturbance response results reveal that the proposed method, Z-N method, A-H method, gain and phase method, and C.R. Madh method show good disturbance rejection ability. By studying different tuning methods' disturbance rejection ability for different plants, it may be found that the proposed method shows good disturbance rejection ability.
Conclusions
In this paper, a systematic tuning method is proposed to design the optimal PID controller with dynamic performance constraint for different processes. The optimal PID controller can be acquired by minimizing an AISE-HDPI performance index. AISE-HDPI performance index is constituted by the error items and dynamic performance items which at least include one dynamic performance item. The optimal control problem is transformed into a NLCO problem through Lyapunov theorems and dominant poles method. Therefore, the optimal PID controller can be obtained from solving the NLCO problem. The dominant poles analysis method guarantees dynamic performances of the original control system to be approximated by a secondorder system which contains a pair of dominant poles. The proposed method is utilized to design the optimal PID controller for a third-order non-minimum phase process, FOPTD process with large delay time ratio (τ /T =4), and SOPTD process, respectively. The proposed optimal PID controllers under various control weight matrices are presented for the processes. The response results and dynamic performances of different tuning methods are presented to discuss the overall performances. To deep study the proposed method, the robustness of different tuning methods is also investigated and a robustness evaluation function is proposed to assess robust performances of different tuning methods. To further validate the proposed method, different tuning methods' disturbance rejection ability is also investigated. In addition, the proposed method has the following feature: (i) the proposed method is also suitable for different processes, (ii) the proposed method is both suitable for the unit and non-unit feedback system, (iii) the proposed method is also suitable for the processes with time delay, and (iv) the proposed method can be further extended into the MIMO plants.
Appendix 1
The proposed robustness evaluation function for different tuning methods: 
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