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This paper treats some 2-dimensional zero-mean stationary Gaussian processes 
with some long-range dependence and gives the limit theorems for the time spent by 
those processes in some domains in R* as an application of the non-central limit 
theorem. 0 1986 Academic Press, Inc. 
1. INTRODUCTION AND RESULTS 
Let (C&F, P) be a probability space and let (X(t)= (X,(t), X,(t))‘, 
t >O} be a measurable separable 2-dimensional stationary Gaussian 
process, where x’ is the transposed vector of x. Suppose that 
EX(t)=O, 
r(t) and p(t) are continuous, 
r(t)-traL(t) as t+m (1.1) 
for some 0: > 0 and for some positive slowly varying function L(t) bounded 
on bounded intervals, 
and 
p(t) = 44t)) as t-co, (1.2) 
r(O) = 1 
P(O) = P (O<p< 1). 
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In this paper, we shall study the limiting distributions of sojourn 
functionals 
M(t) = j’Z[X(s) E D] ds, t > 0, 
0 
where I[ .] is the indicator function and D is a subset in R* as follows: 
(i) D,={(~,,x~)‘~u~x~+b~x~Ql} forsomeO<a<b, or 
(ii) D, = {(x,, x2)’ 1 a2 < .xf + xi d b2} for some 0 <a < 6. 
In the following, we write 
Mi(t) = f’ Z[X(s) E D;] ds, i= 1, 2. 
0 
The main idea in the proof of the results is to use the Hermite expansion of 
sojourn functionals in 2-dimensional case. This idea has been used for the 
l-dimensional case in many recent papers [l, 2, 5, 6, and lo]. Also, the 
limiting distributions will be obtained by the non-central limit theorem [2, 
lo] and the same idea therein. 
To formulate our theorems, we first state the non-central limit theorem. 
Let d(x) = (27~)‘/~ exp( -x2/2) and let H,(x), n = 0, 1, 2,..., denote the nth 
normalized Hermite polynomial defined by 
THEOREM A (The non-central limit theorem [2, lo]). Let m be a 
positive integer and let X(t), t > 0, be a real-valued stationary Gaussian 
process with EX(t) = 0, EX(t)2 = 1 and with the continuous covariance 
function r(t) satisfying ( 1.1) f or some CI with 0 < CI < I/m. Then as t -+ co 
ft Al ds 
0 
converges in law to 
Z,=C(m,a)Icu dB(u,)f”I 
-ix, -00 
dB(u2)+..IUm-‘dB(u,) 
~ ,x 
1 m 
X 
In o i=l (S-W 
a’2 ~ “2 Z[ ui < s] ds, 
where C(m, a) is some positive constant determined by m and a, and where 
B( . ) is a standard Brownian motion. 
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We now state our theorems. Define 
c= d’ d - - 
(1 +p)2+(I -p)2 -z,+-z; 
I+P 1-P 
(1.4) 
where Z, is defined in (1.3) and Z; is an independent copy of Z,. The form 
of the characteristic function of Zz is 
where ck’s are positive constants depending on CI in ( 1.1) [7]. 
THEOREM 1. Consider D, . Suppose ( 1.1) holds,for some c( with 0 < c( < $: 
(I) Zfp(t)=Ofor all t30, then as t--,x 
{~l(t)-~~,(t)}l{Var~l(r)}‘~2 (1.5) 
converges in law to Z(C, , C,; 0), where C, and Cz will be determined in the 
proof later, in (3.2) and (3.3), respectively. 
(II) Zf a= b, then (1.5) converges in law to Z(C,, C,; p), where C, 
and C4 will be determined in the proof later, in (3.4) and (3.5), respectively. 
THEOREM 2. Consider D,. Suppose ( 1.1) holds,for some c1 with 0 < c1< f : 
(I) Suppose a and b satisfy a*&a) = b’&b) and a is sufficiently small 
(consequently b is sufficientl-v large). If p # 0, then as t --t nj 
{M,(t)-EM2(t)}/{VarM2(t))“2 (1.6) 
converges in law to Z( C,, C, ; p), where C, and C, will be determined in the 
proof later, in (3.9) and (3.10), respectively. 
(II) Suppose a and b satisfy a < fi < b and u’~(u) # b*&b). Zfp = 0, 
then (1.6) converges in law to Z( 1, 1; 0). 
Remark. ( 1) In Theorem 1, if p(t) # 0 for some t 3 0 and if a # b, then 
the limiting distribution, the type of which is different from Z(c, d; p), may 
be given. Also, in Theorem 2, if p = 0 in (I) or if p # 0 in (II), the different 
type of limiting distributions may occur. More detailed discussions will be 
given in the last section. 
(2) The distribution of Z, is called the Rosenblatt distribution. (See 
[7 and 83.) Hence the limiting distributions which appear in the above 
theorems are the convolution of the random variables of the Rosenblatt 
type. 
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2. A GENERAL LIMIT THEOREM 
Let 
Xl, x*Y &XI) cb(x2) dx, dx, < a . 
As is well known (see, e.g., [3]), we have the following expansion of f~ F 
by the Hermite polynomials {H,(x)}: 
Sb,, x,1= f 2 cfn,, n2) f&(x,) H?Jx,) (2.1) 
n=On,+n~=n 
in the mean square sense with respect to 4(x,) 4(x,), where 
Hence if X1 and X, are two independent standard Gaussian random 
variables, we also have 
.Dx, 3 X*) = f c c(nl, 4) H,,(X,) ffn,(X,) (2.3) 
n=On,+“~=n 
in the sense of L2(Q). 
Let 
T= (2(1 +p))-“* {W +d-“* 
( {2(1-p)) -1'2 -(2(1-p)} P1’2 1 
and define Y(t) = (Y,(l), Y,(t))’ by 
(Y,(f), Yz(f))’ = m-,(f), X2(t))‘. 
Then 
/ r(t) + P(l) 
ii(t) s EY(0) Y(r)’ = l+P 0 
L 1 r(t)-p(t) . 
(2.4) 
0 1-P 
Therefore, { Y,(t)} and { Y*(r)} are inependent Gaussian processes. 
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Then we have 
hf(t)=/‘Z[X(s)~D] ds=i’I[Y(s)&] ds, 
0 0 
where 
Since Yi(t) and Y*(t) are independent, by (2.3), 
M(t)= f c 01, n2) 
n=On,+n~=n s 
’ H,,( Y,(s)) H,,( Y,(s)) 4 (2.6) 
0 
where 
If p(t) = 0 for all t Z 0, {Xl(t)} and {X2(t)} are independent, so we do 
not have to transform {X(t)} to { Y(t)} to get the Hermite expansion (2.3). 
For proving the theorems, we first show a more general result. For any 
f E IF, define m by 
m=min{n>l 1 thereexistsc(n,,n,)#Owithn,+n,=n 
in the expansion (2.1) }. 
This m will be called the Hermite rank off E IF. (See [lo] for the original 
definition of the Hermite rank of the function of one variable.) 
PROPOSITION 1. Suppose that the Hermite rank off is m and (1.1) is 
satisfied for some c( with 0 < c1 -C I/m. Write 
K(t) = j’f (Y,(s), Y,(s)) ds 
0 
and 
I(t)= 1 MI 1 m2) s ’ H,,( Yl(s)) H,,( Y,(s)) 4 m,+m*=m 0 
c(m,, m2) being given as in (2.2). Then 
{K(t)-EK(t))/{VarK(t)}“’ 
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and 
Z(t)/{Var Z(t)}“2 
have the same limiting distributions for t + co in the sense that if one exists 
then so does the other and the two are equal. 
We state one lemma, which is a special case of Lemma 3.2 in Taqqu [9]. 
LEMMA 1. Let { 5,) 12, t3, t4) be a Gaussian system such that 
Et, = 0, Et; = 1, 
ESitj=rI if (i,j)= (1, 3), 
= r2 if (i,j) = (2,4), 
=o otherwise. 
Then 
where 6,,, = 1 or 0 according as n = m or n #m. 
Proof of Proposition 1. The idea of the proof is similar to that of 
Dobrushin and Major [2]. By (2.2), EK(t) = ~(0, 0) t. Since the Hermite 
rank off is m, we have that c(nl, nz) = 0 for any n, and n2 with n, + n2 = n, 
1 bn<m- 1, so that 
K(t)-EK(t)=Z(t)+R(t), (2.7) 
where 
R(t)= 2 n=m+ln +~=~c(n,,n?)f~H,,(Y,(s))H,,(Y,(s))ds. 
I 
Note that EZ( t) = 0 and ER( t) = 0. Now 
however, 
El(t) R(t)= f 1 C c(m,, m2) c(n,, n2) 
n=m+lm,+m*=m”,+n~=n 
’ X IS ’ EH,,( Y,(u)) Hm,( Y,(u)) fL,( Y,(v)) Hn,( Y,(v)) du dv 0 0 
= 0 
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by Lemma 1. Hence 
Var K(t)=Var Z(t)+Var R(t). 
Now 
Var Z(t) = c c(m,, m,) cw,, k,) 
mf+m2=m k,+kz=m 
’ X ff ’ Eff,n,( y,(U)) Hm,( y,(U)) Hk,( y,(u)) Hk2( y,(u)) du dc 0 0 
X 
( 
r(u-u)-p(u-u) “‘!dudu 
1-P 1 
by Lemma 1 and (2.4), so that 
VarI(t)=2 C c(m,,mJ2m,!m,! :(I-3) r(s~~~(s))“’ 
m,+m2=m J ( 
-2 c c(m,, rn2)I m, ! mz! 1 
m,+m2=m (1 +P)“‘(l -P)“’ s 
(t-s)sP”L(.~)~ds 
0 
by (1.1) and (1.2). Hence 
where 
2 
“(1 -mct)(2-ma) c 
c(m,, m2)’ m,! m,! 
m,+m2=m (1 +P)“‘(l -PP 
On the other hand, 
VarR(t)=2 f c(n,, n2)2 n,! n,! 
n=m+l n,+n*=Jl 
x ~~(~-s)(r(S1)++Pp(s))“‘(r(s~~Pp(s)~ds. 
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Since {r(s) + p(s)}/( 1 + p) and (r(s) - p(s)}/( 1 - p) are correlations of 
Y,(s) and Y,(s), respectively, 
and (r(“~~p,‘“)~ < 1. 
Hence for any n, and n2 with n, + n2 > m + 1, there exist p1 and p2 such 
that 
and pl<n,, p2dn2, p1+p2=m+1. Note that (p,,p2) depends on 
(n,, n2). Therefore 
Var R(t)<2 f n=m+l n,+~=nc(nlrn2)2nI!n2! 
1 
x (1 +p)P’(l -p)JQ J ‘(t-s) Ir(s)+p(s)IP’ [r(s)-p(s)lP2ds. 0 
Note that 
by the Parseval identity. Then, by ( 1.1) and (1.2), for large t, 
VarR(t)dconstx d(t-s)lr(s)l”+‘ds J 
= O(t2-(m+“aL(t)m+1) + O(t) 
= o(Var Z(t)). 
This gives us 
Var K(t)-Var Z(t). 
From (2.7t(2.9), we conclude the theorem. 
The above argument also proves the following: 
(2.8) 
(2.9) 
PROPOSITION 2. Suppose p( t ) z 0 f or all t 2 0. Then Proposition 1 holds 
when we replace (Y,(s), Y,(s)) by (X,(s), X,(s)). 
The limiting distributions in the theorems will be determined by the 
following lemmas. 
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LEMMA 2. Suppose ( 1.1) holds for 0 < c( < f , and let 
J(t) = j; WA Y,(s)) + dff,t YAs))) ds. 
Then 
J(t)/{Var J(t))“’ 
converges in law to Z(c, d; p) defined in (1.4). 
LEMMA 3. Suppose p(t) = 0 for all t > 0. Then Lemma 2 holds when we 
replace (Y,(s), Y2ts)) by W,(s), X,(s)). 
We prove only Lemma 2. 
ProojI LetJi(r)=!‘H2(Yi(S))d s, i= 1,2. Since { Yl(r)) and { YJt)) are 
independent processes,’ 
Var J(t) = c2 Var J1( t) + d2 Var Jz( t), 
Now 
Var Jl(t) = 1: 1: EH2( Y,(u)) H,t Y,(u)) du dv 
=4~~(r-s)(l(‘l~~‘~~))2L 
4 
w(l-2c()(2-2a)(1 +P)z 
f2-*nL(t)* 
by ( 1.1) and (1.2). Similarly, 
4 
varJz(t)-(l 4cr)(2-2cr)(l +’ ~2-Z”ut)Z. 
Hence 
J(f) 
2 d2 - 112 
(Var J(t))“*- - (&+(1-P)* 
c J,(f) d Jdt) 
’ Kx {Var J,(t)}‘!*+FX {Var J2(t)}“* 
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By Theorem A, under our conditions, 
Since Jl(t) and J2( t) are independent, the proof is completed. 
3. PROOFS OF THE THEOREMS 
Proof of Theorem l(1). Since DI is symmetric with respect to each axis, 
we have 
c(l,O)=c(O, l)=c(l, l)=O. 
Note that for u E R, 
jm H,(x) 4(x) dx = jur 4(x) dx for n=O 
u ” 
= Hn- 1(u) d(u) for nal. 
Thus for n >, 1 and for any u, u E R with u < u, 
I k(x) dx)dx= -H,-,(u) d(u)+ffn-1(~)4(0). (3.1) ” 
Also note that H,(x) is an even function for even n and odd function for 
odd n. Then H,(O) = 0 for odd n, so that for positive even n, 
I u H,(x) 0) dx = - Hn- l(u) 4(u), 
l.4 > 0. (3.1’) 
0 
Using (3.1’), we have 
CCZO) = 4 js,, H&l) 4x1) #Cd dx, dxz 
=-- * jlib (1 - b’x;)“* 4(x2) 4 (; (I- b’x;)‘“) dx2 
a0 
-C,<O, (3.2) 
and similarly, 
u*x2)1’* 4(x1) q% 
1 
1 - (1 - u*x*)“* 
b 1 dx, 
EC*<O. (3.3) 
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Hence by Proposition 2, (1.5) has the same limiting distribution as 
J(t)/(Var J(t))‘12, 
where 
J(t) = jr {C, HAX,(s)) + GH,(~,WH ds. 
0 
Thus by Lemma 3, we conclude the statement. 
Proof of Theorem l(II). Recall the definition of B in (2.5) and note that 
b= (Y,, Y2)’ I a2 i 
{(!q)1’2y,+(L$L)1’2y2} 
+ b’{(~)1’2y1-(~)‘-2y2)2bl}. 
In this statement (Theorem l(U)), we assume a = b. However, for a 
general consideration, we do not assume it for a while. Let 
A = ;( 1 + p)(a2 + b2) > 0, 
B=(l -p2)1’2(a2-b2)<0, 
C=$(l-p)(a2+b2)>0, 
@.,=(4A~,2)‘i2T a2=(,,b’B2)1i2. 
Then after some calculations by using (3.1), we have 
c( 1,O) = c(0, 1) = 0, 
~(27 0) = j=’ KY) h,(y) 4 2 C3, 
0 
(3.4) 
(3.5) 
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where for i = 1,2, 
hi(y)=(Bi(y)-Yi(y))~(Bi(y)-Yi(y)) 
- (Pi(Y) + Yi(Y)) 4tBit.Y) + Yi(Y)), 
and 
c(1, l)=- 
&& 
Y4(Y) h,(Y) &, 
where 
h,(y) =ew{ -fUG(# +dWCexp{ -MY) ~~(~91 
-exdMd YLW. 
If a<b, then B-c0 and p,(y)<0 for y>O, so that h,(y)>0 fory>O and 
~(1, l)>O. On the other hand, if a=b, then h&)=0, so that ~(1, l)=O, 
while h,(y) < 0, i = 1,2, so that C3 < 0 and C4 c 0. 
Hence by Proposition 1, if a = b, (1.5) has the same limiting distribution 
as 
J(t)/{Var J(t)}‘/*, 
where 
J(t)=[; (C,H,(Y,(s))+C,H,(Y,(s))} ds. 
Thus Lemma 3 completes the proof. 
Proof of Theorem 2(I). Note that 
62 = KY, 7 Y2)’ I a2~(1+P)y:+(1-p)y:~b2}. 
Since b, is symmetric with respect to each axis, we have 
c(l,O)=c(O, l)=c(l, l)=O. 
After some calculations by using (3.1’), we have 
c(2,O) = 2h(a) - 2h(b), (3.6) 
where 
We need some lemmas. 
683/18/l-S 
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LEMMA 4. 
h(x) = x2 8( 1 - p2)l’2 
where Z,(u) and Z,(u) are the Bessel functions of the first kind, namely, 
O” (u/2)2” 
“(‘) = ,Fo (k!)* 
Proo$ Changing variables, we have 
h(x)= {2n(l!p’)]l/2 4 ( (1 +;)I,*) j; (x2 -Y2P2 exp { - $} dY 
where 
Z(u)= jlm z-*(2- l)“*e-““dz, u > 0. 
By Eqs. (5) on p. 340 and (9.210) on p. 1058 in [4], 
Z(u) = B(1, ;) @(t, 2; -u), 
where B( *, . ) is the beta function and @( ., .; . ) is the degenerate 
hypergeometric function. Since B( 4,;) = 42, 
Since 
cD(+, 2; -u) = e-W($, 2; u) 
[4, p. 1058, (9.212), 11, 
x @ (;, 255). (3.7) 
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On the other hand, 
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and 
Thus 
@(;,2;~$=2-$D(~,l;u) [4,p.1058,(9.213)1 
.(+)=,.;,(-ii) [4,~.1059,(9.215),3] 
= &4’=& - 4f 
( ) 2 
[4, p. 952, (8.406), 3) 
= &=I, 0 u 
2 * 
(3.8) 
(3.7) and (3.8) imply the result. 
LEMMA 5. Suppose ~‘&a) = b24(b). Zf p #O, then for all sufficiently 
large a (or equivalently large b), h(a) # h(b). 
Proof. Using a=#(~) = 6=4(b), we have 
8(1 -p=)“=(h(a)-h(b)} 
= a2 exp - 
i 
- b2 exp - 
i ::3;j[l, (2,l52,) +I, ( 2QTp2J] 
= a’e-“2”(exP{ - 2(~~2~}[1,(2(~~~2))+11(2~~~~2~)] 
-~~~~-2(~~2~~[~~(2~~~~2))+~~(2~~~~’))]) 
= a2e-“2’2[Jl + J2], 
say. Since for large u, 
i=O, 1 
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(see, e.g.,[ 11, p. 205]), we can make J, sufficiently large for sufficiently 
large 6, if 0 c p < 1. On the other hand, J, is bounded for a < 3, so we 
conclude that h(a) #h(b) for such a and b. 
We return to the proof of Theorem 2(I). By (3.6) and Lemma 5, we have 
c(2,O) = c, # 0 (3.9) 
for such a and b, and similarly, 
c(0, 2) = c, # 0. (3.10) 
Hence by Proposition 1, (1.6) has the same limiting distribution as 
J(t)/{Var J(t)}‘j2, 
where 
J(t) = j-i {C&A Y,(s)) + G ~,U’,(s))) ds. 
Lemma 3 thus completes the proof. 
Proof of Theorem 2(11). Since p = 0, B, = D,. Then by (3.6) and 
Lemma 4, 
c(2, 0) = f(u2e-02’2 - b2e- b212) s C7 # 0, 
because we are assuming u’~(u) # b2q5(b). Similarly, 
c(O,2) = c,. 
Thus, by Proposition 1, (1.6) has the same limiting distribution as 
J(t)/{Var J(t)}“‘, 
where 
J(t) = C, j-’ {H,( Y,(s)) + H2( Y,(s))} ds. 
0 
Hence the statement follows from Lemma 3. 
4. CONCLUDING REMARKS 
In this last section, we give more detailed comments on the Remark 1 
mentioned at the end of Section 1. 
We first consider the case of Theorem 1, namely, the domain D,. Sup- 
pose that p(t) # 0 for some t >/ 0 and a # b. Then as seen in the proof of 
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Theorem l(II), ~(1, 1) #O (G C,, say). Hence (1.5) has the same limiting 
distribution as 
J(t)/{Var J(t)}1’2, 
where 
J(t) = s’ {VU Y,(s)) + C,fJd Yh)) + C, Y,(s) Yz(s)} ds. (4.1) 
0 
Although the existence of the limiting distribution of (4.1) cannot be shown 
in this paper, the distribution, the type of which is different from 
Z( C3, C, ; p), may be expected. 
Next consider Theorem 2. In Theorem 2, we can consider four cases 
depending on the correlation property of the process and the shape of the 
domain D,. Namely, for a < & < h, 
(i) p = 0 and a2q5(a) = b2q5(b), 
(ii) p = 0 and a’d(a) # 6*4(b), 
(iii) p # 0 and a’&a) = b2q5(h), and 
(iv) p #O and a’&a) #b*c+h(b). 
Theorem 2(I) treats the case (iii) and (II) is the case (ii). In the following 
we consider two other cases: 
Case (i). Since p = 0, B, = D2, and 
c(l,O)=c(O, l)=c(l, l)=c(3,O)=c(2, l)=c(1,2)=c(O,3) 
=c(3, l)=c(1,3)=0. 
Also 
by a2q4(a) = b2q5(b). Similarly, 
c(0, 2) = 0. 
Now 
= &&a212 _ b4e-b2/2) 
= -&(a2 -b*) .2e-“212 z C, < 0, 
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by a’#(~) = b2d(b) again. Also 
c(O,4) = c(4,O). 
Finally 
c(w=ai‘l H2(yl)H*(y2)~(Y1)~(YZ)dyl dY2 
D2 
=ft (a4e--nZi2 - b4epb2/*) = 2c(4,0). 
Hence by Proposition 1, (1.6) has the same limiting distribution as 
J(t)/{Var J(t)}‘/‘, 
where 
if it exists. The limiting distribution may be quite different from 
Z(Cs, C,; p) or Z(C7, C,; 0), although we cannot prove its existence in 
this paper. 
Case (iv). The arguments in the proofs of Lemmas 4 and 5 imply that 
if p # 0, there exist a = a(p) and b = b(p) such that a < b, h(a) = h(b), and 
a’&~) # b’tj(b). For such a and b, c(2,O) = c(O,2) = 0. It is easily shown 
that c(4,O) # 0, c(O,4) # 0, and c(2,2) # 0. Therefore the Hermite rank of 
the sojourn functional in this case is 4 and so again the different type of the 
limiting distribution may be expected, if it exists. 
The limiting distributions considered in this section, if they exist, may be 
out of the class of non-Gaussian distributions appearing in the non-central 
limit theorem. Thus, these discussions suggest to us the possibility of the 
existence of new classes of non-Gaussian limiting distributions. 
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