Introduction
Space-time fractional diffusion equations are introduced when integer-order derivatives in space and in time are replaced by their fractional counterpart. In particular, they can model anomalous diffusion processes in physics (Meerschaert et al. [35] ). Fractional diffusion equations are very popular in several fields of application (see Gorenflo and Mainardi [25] ; Metzler and Klafter [36] , among others).
Since the pioneer papers by Bochner [11] and Feller [22] who proved the connection between the stable distribution and fractional calculus, the theory of α-stable distributions and processes has been extensively developed. Specifically, Bochner [11] formulated the Cauchy problem, whose solution is the symmetric α-stable distribution. Feller [22] extended these results to a more general situation by replacing the fractional Laplacian − (−∆) α/2 by a pseudodifferential operator with symbol − |λ| α exp (i sign (λ) θπ/2) , λ ∈ R, α ∈ (0, 2), where α is the index of stability, and θ is the index of skewness (asymmetry).
The corresponding solutions generate all stable distributions. Despite a large number of fractional operators (see Samko et al. [39] ), there were few known specific examples of generating more general distributions. Actually, Anh and Leonenko [4] analyze the Cauchy problem characterizing the main properties of Riesz-Bessel distribution. The traditional model for spreading particles at the macroscopic level is the well-known heat equation
with ∆ denoting the Laplacian operator, and ∂ t the partial derivative with respect to time. The relative particle concentration can be predicted in terms of the Gaussian probability density providing a point source solution of the heat equation. The paths of individual particles are described in terms of the realizations of Browninan motion. Dirichlet boundary value problems for the heat equation, as well as for more general equations, given in terms of elliptic diffusion operators can be seen in Bass [8] and Davies [17] , among others. Particle sticking and trapping phenomena can be described when partial derivative in time ∂ t is replaced by fractional derivative ∂ β t for 0 < β < 1. While if Laplacian operator ∆ is replaced by fractional Laplacian (−∆) α/2 , for 0 < α < 2, long particle jumps can be represented. The space-time fractional diffusion equation is defined in terms of both fractional derivative operators in time and in space:
whose solution displays self-similarity and heavy tails. The particle concentration profile provided by the corresponding probability density solution has sharper peak and heavy tails. A non-Markovian setting can then be introduced through an inverse stable subordinator time change (see also Barkai et al. [7] ; Benson et al. [9] ; Gorenflo and Mainardi [24] ; [25] ; Meerschaert et al.
[35]; Schneider and Wyss [40] , among others). The extension to the case of Riesz-Bessel subordinators is addressed in Anh and McVinish [5] , considering, in the space-time fractional diffusion equation (1) , the spatial pseudodifferential operator (∆) α/2
A different stochastic framework is analyzed in the papers by Anh and Leonenko [2] , [3] , where the spectral representation of the mean-square solution of the space-time fractional diffusion equation with random initial conditions ∂ β t u = (−∆) α/2 u, u 0 (x) = η(x), x ∈ R n , is derived. Here, η is a measurable random field defined on a complete probability space (Ω, A, P ). Gaussian and non-Gaussian limiting distributions of the renormalized solution are obtained as well. These last results are extended to the non-linear case in the framework of Burgers equations in Leonenko and Ruiz-Medina [30] . Also, in the context of stochastic evolution equations on an unbounded domain, a functional approach was adopted by Kelbert, Leonenko and Ruiz-Medina [29] , where the spectral properties of the mean-square solution of fractional in time and in space evolution equations driven by random white noise are derived. These results are extended to the more general framework of stochastic partial differential equations driven by fractional Brownian motion in Leonenko, Ruiz-Medina, Taqqu [31] , where, in particular, the correlation structure and spectral properties of the meansquare solution to fractional in time and in space evolution equations driven by fractional Brownian are analyzed.
On the other hand, the theory of boundary value problems plays a crucial role in applications. This fact motivates the subject of the present paper. Namely, this paper provides new results in the context of stochastic Dirichlet boundary value problems defined from an extended version of the space-time fractional diffusion equation (1) with Gaussian innovations, in the special case where the spatial derivatives are defined in terms of the pseudodifferential operator (∆) α/2
D , given as the inverse of the restriction to a regular bounded open domain D of the composition of the Bessel and Riesz potentials of orders γ and α, respectively (see Stein [42] ).
Up to our knowledge, in the context of space-time fractional diffusions on regular bounded open domains, the main results have been derived in Chen, Meerschaert and Nane [14] who obtain a strong solution of (1), and its probabilistic representation. The strong solution is obtained by applying the separation of variables method which leads to the combination of Mittag-Leffler function, solving the time fractional differential problem, with the eigenfunction expansion of fractional Laplacian on bounded domains. A similar methodology is applied in this paper, considering equation (1) driven by fractional integrated in time spatiotemporal Gaussian white noise, and replacing operator (∆)
D , the inverse of the restriction to D of the composition of the Bessel and Riesz potentials of orders γ and α, respectively. Specifically, we derive the mean-square continuous solution of the random space-time fractional evolution equation
for β ∈ (0, 1], α + γ ∈ (n/2, n), where equality is understood in the meansquare norm sense. Here,
is the time RiemannLiouville fractional integral of order 1 − β, in the meansquare sense, of ε (see, for example, Samko et al. [39] ). Note that for the solution c to equations (2)- (3), the Riemann-Liouville fractional derivative in time coincides with the fractional-in-time derivative in the Caputo-Djrbashian introduced in equation (5) below, both apply in the mean-square sense, since from (3), c(0, x) = 0, for all x ∈ D. Moreover, ε is a space time zero-mean Gaussian white noise with
Note that this setting is different from the previous one considered in Chen, Meerschaert and Nane [14] , since we derive a mean-square continuous Gaussian random solution c satisfying equation (2) in the mean-square sense. Hence, the local self-similarity properties are observed in the correlation structure in space and in time of the Gaussian solution c, as we will prove in this paper (see Theorems 1, 2 and 3 below). Moreover, the sample paths of the solution c also display local self-similarity (see Theorem 4 below).
Summarizing, the present paper extends the above cited work to the case of Gaussian random innovations defined by fractional integrated in time white noise. Fractional Laplacian operator on D is replaced, in addition, by the inverse of the restriction to D of the composition of Bessel and Riesz potentials. D is considered to be a Dirichlet-regular bounded open domain (see Fuglede [23] , for its definition in a general setting). Note that the family of Dirichlet regular bounded open domains covers, in particular, open bounded C ∞ -domains, domains with C 1 -boundary, Lipschitz continuous boundary, fractal boundary, etc.. Special attention , in the recent literature, has been paid to the unit ball and the unit sphere, in relation to the introduction of new space-time fractional pseudodifferential models on such regular bounded sets, motivated by the analysis of Cosmic Microwave Background (CMB) radiation (see, for example, Leonenko and Sakhno [32] ; Malyarenko [33] ; Marinucci and Peccati [34] , where tensor-valued random fields on the unit sphere are considered for the investigation of the combinations Q ± iU, with Q and U respectively representing the linear and circular polarization Stokes parameters). Recently, different forms of fractional equations on the unit sphere defining time-dependent random fields have also been introduced in D'Ovidio, Leonenko and Orsingher [19] , where the correlation structure of the random field solution, and, in particular, its long-memory in time are examined.
In the following, we consider the regularized fractional derivative in time or fractional-in-time derivative in the Caputo-Djrbashian sense: For β ∈ (0, 1],
(see Caputo [13] ; Podlubny [37] ).
The outline of the paper is the following. Preliminaries, and the derivation of a mean-square continuous Gaussian solution to equations (2)-(3) are given in Section 2. The mean-quadratic local variation exponents in time of the derived solution are obtained in Section 3. A different methodology, based on embedding between fractional Sobolev spaces and Hölder-Zygmund spaces, is applied in the computation of the mean-quadratic local variation exponents in space in Section 4. Both derived exponents allow the evaluation of the corresponding exponents in space and time in Section 5. This section also provides the modulus of continuity of the sample paths of the meansquare solution to equations (2)- (3) . Some examples are provided in Section 6 for illustration purposes. Final comments and some open research lines are discussed in Section 7.
Preliminaries
This section provides some preliminary definitions and results needed in the derivation of a mean-square continuous Gaussian solution to the stochastic boundary value problem (2)-(3), when D is assumed to be a Dirichlet regular bounded open domain.
Let us first recall the definitions of the Bessel and Riesz potentials. The Bessel potential is the integral operator I γ = (I − ∆) −γ/2 , γ ∈ R + , which is defined by the convolution
defines its homogeneous and isotropic kernel. It is known that
and the inverse of the operator I γ is the operator I −γ = (I − ∆) γ/2 , for γ ≥ 0 (see Stein [42] , pp. 130-135).
The Riesz potential is the integral operator J α = (−∆) −α/2 , for 0 < α < n, which is defined by the convolution
for f ∈ S (R n ) , the space of C ∞ -functions with rapid decay at infinity. Its kernel
has the Fourier transform J α (λ) = λ −α , λ ∈ R n (Stein [42] , p. 117; Donoghue [18] , p. 292). The restriction to a regular open bounded domain D of I γ J α , 0 < α < n, γ > 0, defines an isomorphism between the fractional Sobolev spaces on domain D now introduced (see Theorem 9.5.10(a), p. 660, of Edwards [21] ).
The scale of fractional Sobolev spaces is introduced within the spaces S (R n ) (noted above), and D (R n ) , the space of C ∞ -functions with compact support contained in R n . The dual of these spaces are respectively the space of tempered distributions, S ′ (R n ), and the space of distributions,
where F D denotes the restriction of F to D. With the quotient norm 
The following lemma, on embeddings between fractional Sobolev spaces and Hölder spaces (Triebel [43] , pp. 203, 327 and 328), will be applied in the derivation of a continuous mean-square solution on D to equation (2) in Proposition 2 below.
n be an arbitrary domain, for s ≥ 0, and ̺ > s + n 2 , the following embedding holds:
where C s (D) denotes the Hölder space of continuous functions of order s on D with the norm (9) , and H ̺ (D) is the fractional Sobolev space of order ̺ introduced in (8) .
To conform with the literature, we will denote by (−∆) The next results establish the asymptotic order of the eigenvalues of the restriction to a bounded open domain D of operator I γ J α and its inverse (see Widom [46] ).
Lemma 2 Let us consider the integral equation
where V is the indicator function of the domain D ⊂ R n , and k is the kernel of operator I γ J α with Fourier transform of k being given by
Then, for 0 < α + γ < n,
where
} k≥1 denotes the sequence of eigenvalues
arranged in decreasing order of their modulus magnitude, |D| represents the Lebesgue measure of domain D, and c(n, α + γ) is defined from equation (2) of Widom [46] . Hence, for 0 < α + γ < n, opera-
is compact and self-adjoint. We will denote by φ k , k ≥ 1, its sequence of eigenvectors satisfying:
Remark 1 As a consequence of Lemmas 1 and 2 (see also some related results on entropy numbers of compact embeddings between Besov spaces in Triebel [44] , pp. 162-170), for α + γ > n/2, operator
defines a bounded operator from L 2 (D) into the space of continuous functions on D.
Proof We apply Widom [46] results considering E n = R n , V is the indicator function of domain D ⊆ R n , and k is the homogeneous and isotropic kernel of I γ J α with Fourier transform (11) . Since k coincides in R n \ D with a function whose Fourier transform f (ξ) is asymptotically equal to
equation (14) directly follows from equation (2), p. 279, in Widom [46] , replacing in such an equation parameter d + α by parameter α + γ.
Corollary 1
The following asymptotic order also holds for the inverse of
where c(n, α + γ) is given as in Lemma 2.
The proof directly follows from Lemma 2.
The above assertions on the asymptotic order of the eigenvalues of op-
and its inverse will be used in the derivation of Proposition 1 below, jointly with the application of the following lemmas on the basic properties of the Mittag-Leffler function.
Lemma 3 The Mittag-Leffler function
satisfies the following properties:
(ii) For 0 < β < 1,
Lemma 4 For every β ∈ (0, 1), the uniform estimate
holds over R + with optimal constants (see Simon [41] , Theorem 4).
Mean-square continuous Gaussian solution
This section uses the preliminaries given in the previous section for the derivation of a zero-mean Gaussian solution to the stochastic boundary value problem (2)-(3) in the mean-square sense. The following result first establishes the suitable range of parameter α and γ for the construction of a Green operator in the trace class, with kernel, the fundamental solution to the deterministic problem corresponding to (2)- (3). Namely, the following proposition states the ranges of parameters α and γ such that the sequence
is in the space l 1 of absolute summable sequences, for every t → 0.
Proof From Lemma 4, for every t > 0,
In addition, from equation (14) in Corollary 1,
Therefore,
for L sufficiently large. Here, we have applied that, as t → 0,
for the considered range of (β, α, γ), where F 2,1 denotes the Gauss hypergeometric function.
From Lemma 2 and Corollary 1, there exists a sequence of eigenvectors φ k , k ≥ 1, associated with the system of eigenvalues
In the formulation of a mean-square continuous Gaussian solution to equation (2) in Proposition 2 below we will apply Lemma 1, Lemma 2, Corollary 1, and Proposition 1. Specifically, using these results, we propose a mean-square continuous solution to equation (2), in terms of the eigenvectors
given from equation (20) , and in terms of the elements of the sequence (16) For example, every simply connected planar domain is regular, but may have a bad boundary, for instance, a fractal boundary (see Arendt and Schleich [6] , pp. 54-55; Fuglede [23] ). Dirichlet regularity implies that all the eigenfunctions of the Dirichlet Laplacian operator on D are bounded continuous functions on this domain that vanish continuously on the boundary. This fact will be exploited in the examples given in Section 6, according to the conditions required on the eigenfunctions, in the derivation of the main results of this paper.
In a more general setting, beyond the Dirichlet problem associated with the negative Laplace operator, e.g. fractional Laplacian operator (see, for example, Chen and Song [15] , and Chen et al. [14] ), we consider the following definition of Dirichlet-regular bounded open domain (see, for example, Brelot [10] , p. 137 and Theorem 32, and Fuglede [23] , p. 253).
Definition 1 For a connected bounded open domain D with boundary ∂D
we say that x 0 ∈ ∂D is regular if and only if it has a Green kernel
The set D is regular if every point of ∂D is regular.
See also Chen et al. [14] for alternative characterizations of Dirichlet-regular bounded open domains in terms of the first exit time in the context of subordinate processes.
The following result provides a mean-square continuous zero-mean Gaussian solution to stochastic pseudodifferential boundary value problem (2) on Dirichlet-regular bounded open domains.
Proposition 2 Let c be defined as
where ε(s, y) is space-time zero-mean Gaussian white noise as given in equation (2), and
with
Then, for n/2 < α + γ < n, c in (22) provides the unique mean-square continuous zero-mean Gaussian solution to problem (2), for every Dirichletregular bounded open domain D. In addition, c has covariance kernel
Proof It is well-known that the solution to the eigenvalue equation
is given by the Mittag-Leffler function E β (−µt β ), for any µ > 0, with E β being introduced in equation (15) . Therefore, from definition of G D in equations (23)- (24), using Proposition 1 to interchange derivative with the sum, and the definition of regularized fractional derivative in time (5), for β ∈ (0, 1), we obtain from (24)
Thus, kernel G D in (23)- (24) defines a fundamental solution in L 2 (D) space, Green function, defining the Green operator G, for the corresponding deterministic problem associated with (2) . The application of the regularized fractional derivative in time (5), in the mean-square, to the left-hand side of equation (22) then leads, from equation (27) , to the following identities in the mean-square sense and in the L 2 (D)-weak sense:
where I 1−β t denotes the RiemannLiouville fractional integral (see, for example, Samko et al. [39] ), and
with χ [0,v] (·) denoting the indicator function of the interval [0, v], for every v ∈ R + , g(β) being defined as in equation (7) for n = 1, and with S(R) denoting, as before, the Schwartz space of infinitely differentiable functions on R, whose derivatives remain bounded when multiplied by polynomials. Here, we have applied that
in the mean-square sense, and in the L 2 (D)-weak sense. The continuity of the solution in the mean-square sense for each t > 0 follows from Lemma 1, since, for each t > 0, c(t, ·) has covariance function given by (25) lying in the fractional Sobolev space space
which is continuously embedded into the Hölder space
Thus, c satisfies (2) with pointwise equality, in the mean-square sense, and the uniqueness follows from its mean-square continuity in the interior of domain D. Furthermore, since we assume that D is a Dirichlet regular bounded open domain, in the sense of Definition 1, c has covariance function which decays continuously to zero up to the boundary ∂D. Thus, it satisfies the Dirichlet boundary conditions (3), in the mean-square sense, from equation (21) in Definition 1.
Remark 2 Recent results provide the characterization of balls in terms of Riesz and Bessel potential integral equations. For example, Reichel [38] considers the integral equation
on a convex domain D ⊂ R n , and the following characterization is provided: For α > 2, if u defined by equation (30) is constant on ∂D, then, D is a ball. Equivalently, this assertion holds for the solution u to the fractional Laplacian equation
in the sense of distributions, where χ D is the indicator function of domain D.
In addition, Han et al. [28] consider the integral equation
where h(0) = 0, with h being a continuous and increasing function such that
is non-decreasing, and
, for some r > 
Mean-quadratic local variation in time
The next lemma provides some identities needed in the proof of Theorem 1, where the local exponent of mean-quadratic variation of the temporal increments of the solution c to equation (2) is provided. (i) The following asymptotic orders hold:
(ii) Then, for certain b > 0, and K > 0,
, and for nβ < α + γ,
Additionally, Lemma 6 gives some useful identities for deriving the local fractional exponent of the temporal increments of the solution c to (2)-(3), in the mean-square sense, in the proof of Theorem 1 below.
Lemma 6
For β ∈ (0, 1), and n > α + γ > nβ,
Proof From Lemma 4,
for L sufficiently large, with the last identification obtained from the behavior (32), as z → 0, of lower incomplete Gamma function γ(s, z).
Moreover,
where we have considered the asymptotic order of the regularized generalized hypergeometric function F 2,1 at infinity. Specifically, we have applied that, for a real argument z, the following limit holds:
for a > 1, keeping in mind that, in our case, nβ < α + γ < n, and β ∈ (0, 1).
From equations (32) and (35)- (37), we then obtain
where we have applied, as before, the properties (32) of lower incomplete Gamma function.
The following result provides the fractional local exponent, in the meansquare sense, of the temporal increments of the solution c, given in Proposition 2. The following lemma first establishes some asymptotic orders applied in the proof of Theorem 1 (see Lemma 4.1 of Veillette and Taqqu [45] ).
Lemma 7 Define the function
with d = {d n } being a positive strictly increasing sequence such that d n ∼ βn α , as n −→ ∞, for some 1/2 < α < 1, and constant β > 0. Then,
Remark 3 As before, in the next results, we will consider the sequence of eigenvalues
, k ≥ 1, arranged in increasing order of their modulus magnitude, with the associated eigenvectors φ k , k ≥ 1, in the same order.
Theorem 1 Let c be defined as in (22) of Proposition 2. Assume that the eigenvectors satisfying equation (24) (see also equation (23) Then, for n/2 ∨ nβ < α + γ < n, as s −→ t, the following inequality holds:
where x ∨ y denotes the maximum of x and y for two real numbers x and y.
Proof As proved in Proposition 2, for n/2 < α + γ < n, {φ k , k ≥ 1} are continuous functions on D vanishing at the boundary, ∂D, of a Dirichlet regular bounded open domain D. Hence, they are bounded, and, in addition, we assume that they are uniformly bounded by C(D).
From the trace property of G t (see Proposition 1),
Therefore, from equations (41) and (42), and Lemma 3(i),
where R is defined as in equation (34) in Lemma 6, with
and
From equations (43)- (44), to finish the proof of (40), we have only to derive the order of magnitude of
with respect to (t − s), as s → t. Specifically, from (33) in Lemma 5,
where, for L sufficiently large,
with N (t − s) = O(t − s), for s → t, as follows from the behavior of lower incomplete Gamma function γ(s, z) as z → 0. Moreover, from Lemma 5(i)-(ii)
Thus, from equations (43)- (46), and Lemma 6, as s −→ t, for n/2 ∨ nβ < α + γ < n,
Mean-quadratic local variation in space
The fractional local exponent, in the mean-square sense, of the spatial increments of the solution c, derived in Proposition 2, is obtained in the following result.
Theorem 2 Let c be as given in (22) . For n/2 < α + γ < n, as x − y → 0, the following order of magnitude holds:
where, as before, α + γ provides the fractional order of weak differentiation of the functions in the Reproducing Kernel Hilbert space generated by R(t, x; t, y) = E[c(t, x)c(t, y)], for each t > 0. Here,
for L sufficiently large. As before F 2,1 and F 2,1 respectively denote the regularized generalized hypergeometric function and the Gauss hypergeometric function.
Proof As proved in Proposition 2, the eigenvectors of (−∆)
are continuous functions on D, for α + γ > n/2, which belong to the Hölder-Zigmund space C α+γ−n/2 (D), introduced in equation (9) . In addition, Lemma 4 leads to
where K(t) is given as in equation (49) where, as before, F 2,1 and F 2,1 respectively denote the Gauss hypergeometric function and the regularized generalized hypergeometric function of orders 2 and 1. Thus, equations (47)- (48) hold. Note also that, for every t > 0,
Mean quadratic local variation in time and space
In this section we apply the results derived in Theorems 1 and 2 to obtain the mean-quadratic local variation properties of the spatiotemporal increments of the solution c to equations (2)-(3).
Theorem 3 Let c be the mean-square continuous solution (22) to the fractional pseudodifferential equation in time and in space with random innovations. For n/2 ∨ nβ < α + γ < n, as s → t, and x − y → 0, we have
Proof The proof follows from Theorems 1 and 2, applying triangular inequality. Specifically, from equations (40) and (47), as s → t, and x − y → 0,
Sample-path properties
The following result provides the sample path local regularity properties of the mean-square continuous Gaussian solution c to equations (2)-(3).
Theorem 4 With probability one, the following inequalities hold: For n/2 ∨ nβ < α + γ < n, as s → t, and x − y → 0,
where Z, Y and X are positive random variables, and K and H are positive constants that could depend on the geometrical characteristics of the domain D considered, like the boundary.
The proof directly follows from Theorems 1-3, and Theorem 3.3.3, p.57, by Adler [1] .
Examples
In the following subsections we introduce some examples where the derived results can be applied for the fractional (in time) evolution equation
with c(t, x) = 0, for x ∈ δD, D being a simple symmetric domain as given below. We will consider the geometrical properties of the eigenfunctions of the Dirichlet Laplacian over different simple domains D (see, for example, Grebenkov and Nguyen [26] ). Specifically, particular values for the constant C(D), appearing in the proofs of Theorem 1 and 2, are obtained. Although we restrict our attention to the case n = 3, that is, D ⊂ R 3 , we will consider in the next two examples the general definition of the domains considered in R n , as well as of the eigenvectors of the Dirichlet Laplacian on such domains.
Intervals, rectangles, parallelepipeds
Let us consider the case where
n , where L i > 0, for i = 1, . . . , n, the method of separation of variables yields the following eigenvectors for the Dirichlet Laplacian:
with λ k1,...,kn = λ k1 + . . . , +λ kn , and
, for i = 1, . . . , n. In this case, the fundamental solution to the fractional space-time pseudodifferential equation
is given by
From Hölder's inequality (see, for example, equation (6.4) in Grebenkov and Nguyen [26] ),
Therefore, in the previous computations in Theorems 1 and 2, we consider
2 n/2+n π n/2 , for n = 3.
Balls
Let us consider the fractional (in time) heat equation in the ball. That is, we consider X to be the fundamental solution of the deterministic problem corresponding to (52) in the ball, satisfying
The Green function is defined as
where we have considered the spherical coordinates x = (ρ, θ), y = (ρ ′ , θ ′ ), and, as before, E β is the Mittag-Leffler function. Moreover,
for l ∈ N, with m = 1, 2, . . . , h(n, l), r ∈ N * and h(n, l) = Note that c l,r,m is the normalizing constant, and ξ ν,r is the rth positive root of J ν .
From Hölder inequality, since {φ l,r,m } are normalized in the space of square integrable functions over the ball of radius R, i.e.., φ l,r,m 2 = 1, we obtain
(see, for example, equation (6.4) in Grebenkov and Nguyen [26] ). Thus, in the previous computations in Theorems 1 and 2, we can consider C(D) = |B R (0)| 1/2 for n = 3.
Final Comments
For the case where nβ ∨ n/2 < α + γ < n, this paper considers an extended version of the fractional diffusion equation in space (see Chen and Song [14] ), and in space and time (see Chen, Meerschaert and Nane [14] ) on regular bounded open domains, driven by Gaussian innovations defined in terms of fractional integrated in time white noise. An open research problem is the analysis of the stochastic fractional in time heat equation (52) for the simple domains now introduced. We have checked the condition of uniform boundedness of the eigenfunctions of the negative Dirichlet Laplacian operator; however, the upper bounds derived in Theorems 1-3 should be obtained considering a different methodology to the one presented in this paper. This fact constitutes the subject of a subsequent paper.
Circular annulus
Let us now consider
In polar coordinates, x 1 = r cos ϕ, x 2 = r sin ϕ, the Laplace operator ∆ admits the expression
The fundamental solution (in polar coordinates) is then given by
where J n and Y n are the Bessel functions of the first and second kind, and the coefficients α n,k and c n,k are set by the boundary conditions at r = R 0 , and r = R.
Using Hölder's inequality,
where u n,k,l
with v n,k (r) = J n (α n,k r/R) + c n,k Y n (α n,k r/R).
From equations (59) and (60), the uniform upper bound for the eigenvectors of Dirichlet negative Laplacian operator on circular annulus is then given by
since Bessel functions of the first and second kind are uniformly bounded for 0 < R 0 < r < R.
Elliptical annulus
In elliptic coordinates, x 1 = a cosh r cos θ, x 2 = a sinh r sin θ, the Laplace operator adopts the form:
where r ≥ 0, and 0 ≤ θ < 2π, are the radial and angular coordinates, and a > 0, is the prescribed distance between the origin and the foci. An ellipse is a curve of constant r = R so that its points (x 1 , x 2 ) satisfy x 2 1 /A 2 + x 2 /B 2 = 1, where A = a cosh R, and B = a sinh R are the major and minor semi-axes, and R denotes the radius of the ellipse. The eccentricity e = a/A = 1/ cosh R is strictly positive. The interior of an ellipse is characterized by 0 ≤ θ < 2π and 0 ≤ r < R. An elliptical annulus, the interior between two ellipses with the same foci, can be characterized in elliptic coordinates (r, θ) with R 0 < r < R and 0 ≤ θ < 2π.
In elliptic coordinates, the variable separation method, u(r, θ) = g(θ)f (r), leads to the following equations, after considering that the two differential equations in θ and r are equal to a constant c, g ′′ (θ) + (c − 2q cos 2θ)g(θ) = 0 (61) f ′′ (r) − (c − 2q cosh 2rθ)f (r) = 0.
These equations are respectively known as the Mathieu equation and the modified Mathieu equation, where q = λa 2 /4, and the parameter c is called the characteristic value of Mathieu functions, whose values lead to a real integer value of the characteristic exponent ν of the solution defined according to Floquet's theorem. The two linearly independent periodic solutions of equation (61) are known as the angular Mathieu functions, and they are respectively denoted as ce n (θ, q) and se n+1 (θ, q), n = 0, 1, 2, . . . . That is, we consider c such that the characteristic exponent ν satisfies ν(c, q) ∈ Z, leading to the referred angular periodic Mathieu functions. There are two linearly independent oscillatory radial Mathieu functions of the first kind, solution to equation (62), respectively denoted as M c (1) n (r, q) and M c (2) n (r, q), corresponding to the same c as ce n (θ, q). In addition, there is two linearly independent oscillatory radial Mathieu functions of the second kind M s (1) n+1 (r, q) and M s (2) n+1 (r, q) corresponding to the same c as se n+1 (θ, q) (see, for example, Gutiérrez-Vega et. al. [27] ). Thus we have four families l = 1, 2, 3, 4, of eigenfunctions of Laplacian operator in an elliptical domain: u nk1 (r, θ) = ce n (θ, q nk1 )M c (1) n (r, q nk1 ) u nk1 (r, θ) = ce n (θ, q nk2 )M c (2) n (r, q nk2 ) u nk1 (r, θ) = se n+1 (θ, q nk3 )M s (1) n+1 (r, q nk3 ) u nk1 (r, θ) = se n+1 (θ, q nk4 )M s (2) n+1 (r, q nk4 ).
For the elliptical annulus with Dirichlet boundary conditions having radius 0 < R 0 < R, there are eight individual equations defining the parameter q for each n = 0, 1, 2, . . . , M c (1) n (R, q nk1 ) = 0; M c (2) n (R, q nk2 ); M s (1) n+1 (R, q nk3 ) = 0; M s (2) n+1 (R, q nk4 ) = 0.
M c (1) n (R 0 , q nk1 ) = 0; M c (2) n (R 0 , q nk2 ); M s (1) n+1 (R 0 , q nk3 ) = 0; M s where M = sup n,k,l max (r,θ) u nkl (r, θ), since angular Mathieu functions, for 0 ≤ θ < 2π, and radial Mathieu functions of first and second kind, for 0 < R 0 < r < R are uniformly bounded (see, for example, Gutiérrez-Vega et. al. [27] ). The uniform upper bound for the eigenvectors of Dirichlet negative Laplacian operator on D is then given by C(D) = M [π(a cosh R)(a sinh R) − π(a cosh R 0 )(a sinh R 0 )] .
