Abstract-In this paper, we adopt an energy-efficiency (EE) metric, named worst-EE, that is suitable for EE fairness optimization in the uplink transmission of amplify-and-forward (AF) cooperative orthogonal frequency division multiple access (OFDMA) networks. More specifically, we assign subcarriers and allocate powers for mobile and relay stations in order to maximize the worst-EE, i.e., to maximize the EE of the mobile station (MS) with the lowest EE value, subject to MSs transmit power, relay station (RS) transmit power, and MSs quality-of-service (QoS) constraints. The formulated primal max-min optimization problem is nonconvex fractional mixed integer nonlinear program, i.e., NP-hard to solve. We provide a novel optimization framework that studies the structure of the primal problem and prove that the dual min-max optimization problem attains the same optimal solution of the primal problem. Additionally, we propose a modified Dinkelbach algorithm, named dual Dinkelbach, to achieve the optimal solution of the dual problem in a polynomial time complexity. We further exploit the structure of the obtained optimal solution and develop a low complexity suboptimal heuristic. Numerical results show the effectiveness of the proposed algorithm to improve the network performance in terms of fairness between MSs, worst-EE, and average network transmission rate when compared to traditional schemes that maximize the EE of the whole network. Presented results also show that the suboptimal heuristic balances the achieved performance and the computational complexity.
I. INTRODUCTION

I
N RECENT years, energy-efficient communications have received a lot of attention from both industry and academia due to the hike in energy consumption costs, ecological, and environmental reasons [1] , [2] , [3] . Several wireless standards have introduced relay stations (RSs) in order to improve the network performance [4] . With appropriate selection/deployment of RSs in the network, the energy-efficiency (EE) of communication systems can be improved [5] , as the path loss between mobile stations (MSs) and the base station (BS) can be reduced. As such, the same quality of transmission can be maintained at a reduced transmit power, or the quality can be further improved for the same transmit power level. One of the simplest and most popular relaying techniques is amplify-and-forward (AF) [6] , where the source broadcasts its information to the RS in the first time slot and in the second time slot the RS linearly amplifies the received signal from the source and forwards it to the destination. Orthogonal frequency division multiple access (OFDMA) is adopted in many contemporary wireless standards [7] due to its inherent advantages and flexibilities [8] . Several works in the literature combined both OFDMA and relaying in order to get the benefits of both techniques (see, e.g., [9] , [10] , [11] , [12] and references therein); however, such classical designs, which tend to maximize transmission rate, capacity and coverage, potentially lead to solutions that degrade the energy efficiency performance.
Recently, a flourish of works has been done for maximizing the EE of cooperative OFDMA systems [13] , [14] , [15] , [16] , [17] , [18] . More specifically, Chen et al. [13] proposed a suboptimal algorithm to maximize the EE of AF orthogonal frequency division multiplexing (OFDM)-based system. The proposed algorithm considered a simplified scenario of a single source node communicating with a single destination node through a single relay. In [14] , Sun et al. considered an OFDMA relay system where the communication between two nodes is achieved with the assistance of an AF relay node. The authors proposed to optimize the number of active subcarriers and the number of transmitted bits on each subcarrier in order to minimize the overall power consumption of the network, and hence, improve the EE. Devarajan et al. in [15] proposed a multi-objective optimization approach to simultaneously maximize the achievable transmission rate and minimize the transmit power in order to improve the EE of a cooperative cellular system. This is achieved by linearly combining the transmission rate and transmit power using corresponding weighting 0733-8716 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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coefficients into a single objective. However, the circuitry processing power was not considered and the choice of the weighting coefficients that maximize the EE was not discussed. For an OFDMA relay network, Ho and Huang in [16] considered a RS to assist the transmission of multiple MSs to a single BS. The authors optimized the subcarrier allocation between users and the power allocated to each subcarrier in order to maximize the EE of the whole network. In [17] , Cheung et al. studied the downlink of an OFDMA cellular system where the communication between BS and MSs is achieved through a single RS in each sector. An optimization problem, considering AF relaying, was formulated to optimally allocate the power and subcarriers in order to maximize the average EE of the network. Loodaricheh et al. [18] extended the model in [17] to accommodate relay selection to further improve the EE performance. The goal of any resource allocation algorithm is to better utilize the network resources, given a specific transmission scenario, while providing a satisfactory level of performance for each user (in terms of the EE of each MS in our case). That said, a resource allocation algorithm designed for downlink transmission scenarios may not be suitable for uplink transmission scenarios. The aforementioned works maximize the EE of the whole network, named global-EE, that is defined as the ratio between the total achieved network throughput/transmission rate and the total transmit signal and circuitry processing power. Although such EE metric, i.e., global-EE, can improve the overall EE of the whole network, there is no guarantee on the achieved individual EE of MSs. For example, global-EE maximization may favor MSs that are geographically close to the BS or RS compared to MSs at the cell edge that usually starve. For uplink scenarios, MSs want to maximize their own benefits, e.g., EE in our case, and hence, it is crucial to improve the EE of individual MSs. This is especially important given that each MS is equipped with its own battery with limited power supply. That said, adopting the global-EE metric may not be appropriate for uplink transmission scenarios as it can lead to unfairness in terms of EE of the MSs.
In this work, we consider the uplink transmission scenario of an OFDMA cooperative cellular system and propose to allocate the power and subcarriers of mobile and relay stations in order to maximize the worst-EE, i.e., to maximize the EE of the MS with the lowest EE value. It is worthy to mention that similar metric was proposed for a simpler system model (i.e., non-cooperative with no RSs) [19] ; however, the optimal solution was obtained only through an exhaustive search. The main contributions of this paper are summarized as follows:
• We consider an EE fairness optimization metric that is suitable for the uplink resource allocation problem for AF cooperative OFDMA networks. More specifically, the subcarrier and power allocation problem of mobile and relay stations is formulated as a primal max-min optimization problem that maximizes the worst-EE subject to maximum MSs transmit powers, maximum RS transmit power, and minimum MSs supported transmission rate constraints. The problem is challenging given the diverse transmission rate and power constraints of the MSs and RS; in contrast to works for the downlink in the literature [17] , [18] , [16] that assume single transmit power constraint of the whole network (i.e., BS and RS).
• The formulated primal max-min optimization problem is nonconvex fractional mixed integer nonlinear program that is NP-hard to solve. To facilitate obtaining the solution, the integer constraints are relaxed; however, the resultant optimization problem is still computationally complex to find the optimal solution. To reduce the computational complexity, we study the structure of the primal max-min problem and find the equivalent dual min-max optimization problem, where we prove that both problems attain the same optimal solution. Then, the optimal allocation of subcarriers and powers of mobile and relay stations of the dual min-max problem is derived based on concepts of fractional programming and dual decomposition.
• We propose a modified Dinkelbach algorithm, named dual Dinkelbach, to achieve the optimal solution of the dual min-max problem with polynomial time complexity. By exploring the inherent structure of the optimal solution, we also develop a low complexity suboptimal heuristic with comparable performance to the optimal solution.
• Extensive simulation results are provided to show the merits of the worst-EE metric optimization for uplink scenarios. Results show the benefits of the proposed optimal scheme to improve fairness (in terms of EE) between different MSs, to improve worst-EE, as well as to increase the average transmission rate of the network when compared to schemes in the literature that maximize the global-EE. Additionally, results show that comparable performance can be achieved using the suboptimal heuristic at reduced computational complexity. The remainder of this paper is organized as follows. While Section II introduces the system model, Section III formulates and analyzes the primal max-min and dual min-max problems. Section IV solves the dual min-max problem and proposes a modified Dinkelbach algorithm, named dual Dinkelbach, to achieve the optimal solution. In this Section, we also propose a low complexity suboptimal heuristic. Simulation results are presented in Section V, while conclusions are drawn in Section VI.
Throughout the paper we use bold-faced upper case letters, e.g., X, to denote matrices and bold-faced lower case letters, e.g., x, for vectors.
[.] T denotes the transpose operation, [x] + represents max(0, x), I is the identity matrix, x * is the optimal value of x, and calligraphic letters, i.e., X, are used to denote sets.
II. SYSTEM MODEL
Consider a cellular OFDMA network, where the cell is divided into a number of sectors with each sector is served by a RS. Within each sector, we assume the existence of K uniformly distributed MSs communicating with a BS through the assistance of a RS, as shown in Fig. 1 . We focus on one sector for the sake of mathematical tractability, however, the model can be readily extended to include all sectors within a cell. Additionally, we assume the existence of N orthogonal subcarriers each of bandwidth B. We assume that MSs communicate with the BS through the direct link as well as through the RS in order to exploit diversity combining.
AF cooperation is assumed where broadcasting from the MS k ∈ {1, . . . , K } to the RS and to the BS is achieved in the first time slot and transmission from the RS to the BS is done in the second time slot. The received signals at the RS and BS, y
and y (D,1) k,n , respectively, from MS k on subcarrier n ∈ {1, . . . , N } in the first time slot are given by [20] 
where p
k,n and x k,n are the transmit power and the transmit symbol of MS k on subcarrier n, respectively, h
are the channel coefficients between MS k and both the RS and BS on subcarrier n, respectively, and n (R,1) k,n and n (D,1) k,n are additive while Gaussian noise (AWGN) with zero mean and variance σ 2 z at the RS and BS in the first time slot, respectively. In the second time slot, the RS amplifies and forwards the received signal at the same subcarrier 1 . The received signal y (D,2) k,n of MS k on subcarrier n in the second time slot at the BS is given as [20] 
k,n is the power of RS on subcarrier n to support the transmission of MS k, h (RD) n is the channel coefficients between the RS and BS on subcarrier n, n (D,2) k,n is the AWGN with zero mean and variance σ 2 z at the BS in the second time slot, and
[6] is the normalization factor at the RS associated with MS k on subcarrier n.
At the end of the second time slot, the BS combines the direct link signal received from MS k and the one received 1 It was shown in [13] , [18] that subcarrier pairing, i.e., using different subcarriers on the links between MS-RS and RS-BS, provides marginal improvements in performance at the expense of huge computational complexity.
through the RS using a maximal ratio combining [6] . Thus, the signal-to-noise ratio (SNR) of the link between MS k and BS on subcarrier n is given as [21] (CL)
where
k,n is the SNR of the direct link between MS k and the BS on subcarrier n with γ
z is the channel gain-to-noise ratio (CNR) of MS k on subcarrier n to the BS and G (SD) k is the path loss between the kth MS and the BS.
(TH) k,n is the two-hop SNR of the link between the MS k on subcarrier n to the BS through the RS and it is given as [20] (TH)
where γ
are the CNR from MS k to the RS and from the RS to the BS, respectively, on subcarrier n and G (SR) k and G (RD) are the path losses between MS k and the RS and between the RS and BS, respectively. The approximation of (5) is tight at higher SNR values [20] and it is also valid at low SNR values [22] .
The transmission rate of MS k, r k , is expressed as [6] r k p
where is the SNR gap that is a function of the system bit error rate, and it is defined as the difference between the SNR required to achieve the channel capacity and the actual SNR required by a certain modulation and coding schemes, φ k,n is an integer variable if 1 then subcarrier n is allocated to MS k; otherwise it is 0, and the factor 1 2 to account that the transmission occurs over two time slots. The total power consumption of MS k, p k , can be formulated as
where p k,c is the total circuitry power consumption required to deliver the information of MS k and ξ
k is the power amplifier efficiency of MS k. Finally, the EE of MS k, η k , that is defined as ratio of the transmission rate of MS k divided by its total power consumption is formally expressed as
III. PRIMAL AND DUAL OPTIMIZATION PROBLEMS: FORMULATION & ANALYSIS
In this section, we formulate the subcarriers and powers allocation problem of mobile and relay stations of AF cooperative communication for the uplink transmission scenario of OFDMA networks. A primal max-min optimization problem is formulated that maximizes the worst-EE subject to maximum transmit power per each MS, maximum transmit power of the RS, and minimum supported transmission rate per each MS. We analyze the structure of the primal max-min and show that the equivalent dual min-max attains the same optimal solution.
A. Primal max-min Problem
The global-EE metric used for the downlink scenario [16] - [18] that maximizes the average EE of the whole network can be expressed as in (9), shown at the bottom of this page, where P (S) , P (R) , and are the K × N matrices of MSs power allocation, RS power allocation, and subcarrier assignment, respectively, and w k (
is a weighting coefficient that is used to reflect fairness between MSs. As can be seen in (9), w k is not directly related to the EE of MS k, η k ; however, it is related to its transmission rate, r k . Hence, it may not be accurate to claim that w k reflects fairness between MSs in terms of EE. A possible way to address the EE fairness problem is to maximize the worst-EE, i.e., the EE of MS with the lowest EE value. The approach is beneficial for the uplink scenario where it is crucial to improve individual EE of each MS. That said, the goal of this paper is to improve fairness between MSs in terms of EE for an AF 2 uplink scenario. Thus, we formulate the following max-min optimization problem η worst-EE = max 2 In uplink decode-and-forward (DF) relaying, the broadcast from MS k ∈ {1, . . . , K } to RS and BS is achieved in the first time slot. While, in the second time slot, the RS transmits an encoded version of its received signal to the BS [6] . In order to correctly decode the transmit symbols at the RS, the MS k transmission rate on subcarrier n should not be higher than [6] 
On the other hand, to ensure reliable decoding of transmit symbols at the BS, the MS k transmission rate should not be higher than r BS k,n = log 2 1
That said, the transmission rate of MS k on subcarrier n for DF relying is expressed as r k,n = B 2 min{r RS k,n , r BS k,n }, and the transmission rate of MS k can be written as
The worst-EE maximization problem for DF relaying can be formulated similar to (10) ; however, the analysis and the solution will not discussed in this paper due to space limitations.
C2 :
The constraint C1 limits the power of the RS to forward the data of all the MSs on all the subcarriers to a maximum value p (R) max , the constraint C2 limits the transmit power of MS k to a certain power budget p (S) k,max , the constraint C3 is to guarantee a minimum supported transmission rate r (S) k,min for MS k, the constraint C4 is to guarantee positive power allocation to MS k and the RS on subcarrier n, the constraint C5 is to reflect the integer nature of the variable φ k,n , and the constraint C6 reflects that subcarrier n can be assigned to a single MS at most. The problem in (10) is a mixed-integer nonlinear programming (MINP) problem that is NP-hard to solve with the complexity increases at least exponentially with the problem size K N [23] . A common way to tackle integer variables is through time-sharing principle [24] , i.e., by relaxing the integer variables into continuous ones to allow MSs to share subcarriers. Obviously, the optimal solution of the relaxed continuous optimization problem is always an upper bound of the original MINP problem as all the feasible solutions to the original problem fall into the solution space of the relaxed continuous problem. It was shown in [24] , [25] that solving the relaxed continuous problem provides solutions that is close to the solutions of the original MINP problem given that the number of subcarriers tends to infinity. Additionally, [17] , [26] showed empirically that the gap can be tight even for small number of subcarriers. That said, the integer variable φ k,n ∈ {0, 1} is relaxed to a continuous one θ k,n ∈ [0, 1]. Additionally, we introduce the following auxiliary power variables, p
k,n θ k,n , to facilitate obtaining the solution and to characterize the actual transmit power of MS k and the RS, respectivelly, on subcarrier n. The auxiliary relaxed optimization problem is written as P : max
where P (S) , P (R) , and are the K × N matrices of auxiliary MSs power allocation, auxiliary RS power allocation, and subcarrier assignment, respectively, and
Let us denote the problem in (11) as the generalized primal max-min fractional problem P. We show in Appendix A that the objective function of the primal problem P is quasi-concave in p
is affine. Such property allows us to adopt the primal Dinkelbach algorithm [27] to solve a sequence of parameterized concave problems. The problem P can be rewritten in the parametric form as max
where q is a non-negative parameter. The parametric problem in (14) can be solved at a certain value of q using convex optimization techniques [28] , then the value of q is updated 3 until convergence to the optimal q * defined in (16) . The solution of the primal problem at a certain value of q is computationally complex. In the following, we find sufficient conditions under which the primal max-min and dual min-max problems attain the same solution. This enables us to solve the dual min-max problem in Section IV. In order to analyze of the primal max-min optimization problem P, let us define the following single-ratio fraction optimization problem as follows
Accordingly, the primal max-min optimization problem P can be rewritten as 3 The value of q can be updated using a primal Dinkelbach algorithm similar to the dual Dinkelbach algorithm presented in Section IV.
where A is the nonempty closed set defined by the constraints C1, C2, C3, C4, C5, and C6. Additionally, let us define the following function
and consider for every (q, p
k,n , θ k,n ) the following parametric optimization problems 
B. Dual min-max Problem
The generalized dual min-max problem D corresponding to the primal max-min problem P is written as
Generally speaking, q * ≤ π * [29] , where π * = min 1≤k≤K max
is the optimal objective function value of the dual problem D. In other words, the solution of fractional dual min-max problem D is an upper bound to the solution of the fractional primal max−min problem P. In the following we find the sufficient conditions under which π * = q * , i.e., the solution of the dual problem D is the same as the solution to the primal problem P. [30] .
Under Definition 1, the following Theorem shows that the duality gap is zero between the primal max-min problem P and the dual min-max problem D.
Theorem 1: π * = q * if the nonempty set B ⊆ R m given by {1, . . . , K }, K < ∞, is a compact convex set, the nonempty set A ⊆ R defined by the constraints C1, C2, C3, C4, C5, and C6 is a closed convex set, and there exists open convex set
Proof: see Appendix D.
IV. DUAL PROBLEM SOLUTION & PROPOSED SCHEMES
In this section, we analyze and solve the dual min-max optimization problem using concepts from fractional programming and dual decompositions. We propose a modified Dinkelbach algorithm, named dual Dinkelbach, to achieve the optimal solution of the dual problem D with a polynomial time complexity. We further exploit the inherent structure of the optimal solution and propose a low complexity suboptimal heuristic to balance between the complexity and the achieved performance.
A. Solution of the Dual min-max Problem 1) Fractional programming:
The dual min-max fractional problem D is transformed to a parametric form using concepts of fractional programming, where dual decomposition techniques can be used to solve the parametric dual problem. In particular, one can show that [27] , [31] 
if and only if
k,n , θ * k,n ) reflects the optimal auxiliary MS k power, auxiliary RS power, and subcarrier assignment variables and r k * and p (S) k * denote the MS transmission rate and transmit power, respectively, at the optimal value of k, i.e., k * . In
other words, there exists a parametric non-fractional optimization problem that is equivalent to the fractional optimization problem D at π * and ( p * ,(S)
k,n , θ * k,n ) and k * . The proof is similar to the one given in [31] and it will not be provided due to space limitations. We propose a modified Dinkelbach algorithm, named dual Dinkelbach, to update π and reach the optimal solution in Section IV-B.
As shown in Appendix A, r k ( p
k,n , θ k,n ) are concave and affine, respectively, with respect to the auxiliary MSs power, auxiliary RS powers, and relaxed subcarrier assignment and is affine. Thus, the inner optimization problem in (22) at certain value of π is concave and can be solved by convex optimization techniques. Assuming the existence of an interior point, the duality gap between the inner optimization problem in (22) and its dual is zero and strong duality holds [28] . That said, the dual of the problem in (22) is expressed as in (23), shown at the bottom of this page, where L is the partial Lagrangian given as in (24) At a certain value of π , (23) can be solved by dual decomposition via solving K N subproblems to obtain the auxiliary MS and RS power allocations and subcarrier assignment from (24) and then by solving a master problem to update the Lagrange multipliers λ (R) , λ (S) , λ ( r ) . The process continues until convergence or satisfying the constraints. The details of the dual decomposition process is outlined as follows.
2) Solving the K N subproblems: At each iteration t of the dual decomposition method and for a given initial values of the Lagrange multipliers λ (R) , λ (S) , λ ( r ) , one can get the MSs and RS power and subcarrier allocations by solving the maximization part of the dual problem in (23) . The first order optimality conditions, i.e., Karush-Kuhn-Tucker (KKT) are necessary and sufficient for optimality as the optimization problem is concave [28] . This is achieved by setting the gradient equal to zero at the optimal points as follows
. (26) The optimal powers at the MS k and the RS is given by
where k,n is defined as in (30), shown at the bottom of this page. The details of the derivation of (27) and (28) are given in Appendix B. As can be seen, the optimal MS and RS powers, p
*,(S)
k,n and p
k,n , can be considered as waterfilling solutions with multiple waterlevels where α k,n represents the effective channel gain of MS k on subcarrier n. It is worthy to mention that non-negative power constraints in C4 are taken into account for the optimal MS k and RS powers by introducing the notation [x] + = max(0, x). Using the first order optimality conditions, the optimal subcarrier assignment is calculated from (31) , shown at the bottom of this page, where p * ,(S) k,n and p * ,(R) k,n are obtained from (27) and (28), respectively. Thus, (31) can be further simplified as
Following [8] , one can show that (32) comes from the fact that if the optimal value of θ k,n occurs at the boundary of the feasible region, then L(λ (R) 
k,n , θ k,n ) must be decreasing with the values of θ k,n that approach the interior of the feasible region. But since each subcarrier may only be used for transmission to a single MS, each subcarrier n is allocated to the specific MS k having the highest value of ρ k,n in (32) to achieve the highest increase in
That said, the optimal subcarrier assignment is written as
As one can see, the constraints C5 and C6 that were not considered in the Lagrangian function in (24) are now satisfied.
3) Solving the master problem: Equations (27), (28), and (33) give a unique solution to the inner optimization problem in (23) , hence, the dual problem in (23) is differentiable and the gradient method [24] , [28] can be used to update k , respectively, that are optimized to obtain fast convergence and t is the iteration index.
B. Proposed Schemes and Complexity Analysis
The proposed modified Dinkelbach algorithm, i.e., dual Dinkelbach algorithm, is formally expressed as follows. (27) , (28), and (33), respectively. The complexity of the proposed algorithm is analyzed as follows. At each iteration of the Dinkelbach's method to update π and at each iteration of the dual decomposition method to update the Lagrangian multipliers, the optimal source and relay powers and subcarrier assignment is found according to (27) , (28) , and (33), respectively. This is of computational complexity of O(K N). Given that the number of iterations to reach convergence for the dual decomposition and Dinkelback methods are I decomposition and I Dinkelback , respectively, we can conclude that the computational complexity of the dual Dinkelbach algorithm is O(I Dinkelback I decomposition K N). Given the separate power and transmission rate constraints of each MSs in the uplink optimization problem, the complexity is dominated by the number of iterations to reach convergence of dual decomposition methods.
Dual Dinkelbach Algorithm
1: Start with an initial
In the following, we exploit the inherent structure of the obtained multiple levels waterfilling solution and propose a low complexity suboptimal heuristic in order to balance achieved performance with computational complexity. The idea of the heuristic is to allocate the MSs and RS powers suboptimally based on the effective channel gain α k,n given in (29) while meeting the MSs and RS power constraints as follows.
In the low complexity suboptimal heuristic, subcarriers are allocated in a greedy manner to maximize the worst-EE, i.e., maximize the EE of the MS with the lowest EE value. More specifically, subcarrier n is assigned to worst-EE MS k if and only if its transmission rate constraint is not satisfied or if and only if its transmission rate constraint is satisfied and the EE of MS k increases after using this subcarrier. Additionally, once subcarrier n is allocated to MS k , then for all other MSs, i.e., k = k , the MSs and RS powers on subcarrier n are set to zero and the power budget is redistributed on the remaining subcarriers. The process repeats until convergence or certain stopping criterion is met. The low complexity suboptimal heuristic is summarized as follows. 
Suboptimal
. Hence, we can conclude that the complexity of the whole suboptimal heuristic is O(I Dinkelback K N 2 ). As can be seen, the complexity of the suboptimal scheme is lower than its counterpart of the dual Dinkelbach algorithm given that I decomposition >> N .
V. SIMULATION RESULTS
A. Simulation Setup
In this section, in order to demonstrate the effectiveness of the subcarrier and power allocation schemes, we present simulation results. We consider the cellular network in Fig. 2 , where K MSs are to communicate with a single BS through the assistance of a RS. The BS is assumed to be in the center of the cell and the normalized distance between the BS and the RS to the cell radius is denoted as d relay . The RS position is assumed to change on the line between the BS and point a at the edge of the cell, i.e., the value of d relay ∈ (0, cell radius). Further, MSs are distributed uniformly in the shaded area. As such to obtain channel gains on the links between MSs-RS and RS-BS better than the channel gains on the link between MSs-BS as in [32] . The channel coefficients are independent distributed circularly symmetric complex Gaussian random variables and distributed as CN(0, N o B), where N o is the noise power spectral density, and the log-distance path loss is considered. Unless otherwise mentioned, the simulation parameters are summarized in Table I . To evaluate the performance, we define and use the following metrics:
• worst-EE to denote the average EE of the MS with the lowest EE value over the number of channel realizations.
• best-EE to denote the average EE of the MS with the highest EE value over the number of channel realizations.
• global-EE to denote the average EE of the whole network over the number of channel realizations.
• average transmission rate to denote the average transmission rate of the whole network over the number of channel realizations. Additionally, we use the well-known Jain's fairness index [33] to measure how fairly the resources are allocated to different MSs in terms of EE. The EE Jain's fairness index is defined as [33] EE fairness index
with a value lies in the interval [
In this interval, a value of 1 K corresponds to the least fair allocation between MSs in which only one MS receives non-zero benefits from the network. On the other hand, a value of 1 corresponds to the most fair allocation in which all MSs receive the same non-zero benefit from the network. To show the advantage and suitability of the worst-EE maximization for the uplink transmission scenario, we compare the performance of the proposed schemes to the global-EE maximization scheme [17] that is used for the downlink transmission, after matching the operating conditions, i.e., having separate MSs and RS power constraints. Fig. 3 illustrates the effect of the relay location on the EE Jain's fairness index, average transmission rate, and global-EE. As can be seen, for the proposed schemes as well as the global-EE maximization scheme, the RS location within the cell slightly affects the system performance. One can see that the average transmission rate of the network slightly improves as the RS is placed close to the BS. This comes form the fact that the RS benefits from reduced path loss on the RS-BS link. However, placing the RS too close to the BS, results in higher transmit powers for the MSs and hence slightly reduces the global-EE. Interestingly, the EE Jain's fairness index is almost independent of the relative RS location which means that the resources allocated to different MSs and RS are relatively the same for different RS positions. In Fig. 3a , both the proposed dual Dinkelbach algorithm and the the suboptimal heuristic improve the network fairness by almost 80% when compared to global-EE maximization scheme. This clearly reveals that the adopted worst-EE metric is suitable for the uplink transmission when compared to global-EE metric. Moreover, the proposed dual Dinkelbach algorithm improves the average network transmission rate when compared to global-EE optimal solution as can be seen in Fig. 3b . However, such improvements of the proposed dual Dinkelbach algorithm (in terms of fairness and average transmission rate) comes at the expense of a reduction of the global-EE of the whole network as seen in Fig. 3c . Fig. 3 reveals that the proposed suboptimal heuristic performs well to attain its target (i.e., fairness between MSs) with reduced computational complexity, however, this comes at the expense of a reduction in the global-EE and average rate of the network. 4 
B. Effect of Relay Location
C. Effect of Number of MSs K
The EE Jain's fairness index reflects the individual EE of MSs. In the following, we show the worst-EE as another technique to quantify fairness. Additionally, global-EE and average transmission rate results are used to quantify the overall network performance, and best-EE results are presented for completeness of presentation. Fig. 4 presents the effect of the number of MSs K on the worst-EE, best-EE, global-EE, and average transmission rate. As expected, as the number of MSs K increases, the system performance (in terms of worst-EE, best-EE, global-EE, and average transmission rate) improves. This is due to the multi-user diversity, where subcarriers have better chance to be allocated to MSs that improve the performance. As can be seen in Fig. 4a , the proposed dual Dinkelbach algorithm significantly improves (almost 225%) the worst-EE when compared to the reported works in the literature that maximize the global-EE, with the same computational complexity. Additionally, the sub-optimal heuristic improves the worst-EE by 42% when compared to optimal global-EE maximization, with reduced computational complexity. This clearly shows the effectiveness of the worst-EE maximization for the uplink transmission in order to improve EE fairness between MSs. Additionally, the improvements of fairness between MSs, i.e., worst-EE, of the dual-Dinkelbach algorithm results in a corresponding increase in the average transmission rate of the network as shown in Fig. 4d . The improvements in worst-EE and average transmission rate come at the expense of a reduction in the global-EE and best-EE as can be seen in Figs. 4c and  4b , respectively.
D. Effect of Cell Radius
In Fig. 5 , the effect of the cell radius on worst-EE, best-EE, global-EE, and average transmission rate is plotted. As can be seen, as the cell radius increases the performance of the system deteriorates. This stems from the increased path loss between the communicating nodes, and hence, for the same MSs and RS power budgets the achieved transmission rate and EE per each MS are reduced. As expected, the proposed dual Dinkelbach and suboptimal schemes improve the worst-EE by 303% and 61%, respectively, compared to global-EE maximization (see Fig. 5a ). Additionally, the improved fairness of the dual Dinkelbach's algorithm results in a better average transmission rate of the network, (see Fig. 5d ). As expected, such improvements come at the expense of a reduction of the best-EE and global-EE of the network (see Figs. 5b and 5c, respectively) . This emphasizes that worst-EE maximization introduced in this paper is more suitable of the uplink transmission when compared to the global-EE maximization that is traditionally used in the literature.
E. Effect of MSs Transmit Power
The effect of the MSs maximum transmit power on the global-EE and average transmission rate is depicted in Fig. 6 for the case of r (S) k,min = 0 and 10 kbps, respectively. As can be seen, increasing the MSs maximum transmit power increases both the average transmission rate and global-EE of the network. It is worthy noting that the global-EE saturates for higher values of MSs power budget. In other words, spending more power will only improve the transmission rate. At lower power budget, the minimum supported transmission rate is maintained at the expense of a reduction in the global-EE. As discussed earlier, the proposed dual Dinkelbach algorithm shows better average transmission rate when compared to global-EE maximization, while the global-EE maximization scheme achieve better EE for the whole network.
F. Duality Gap Estimation
In Fig. 7 , we quantify the gap between the optimal solution of the mixed integer nonlinear fractional problem and the corresponding relaxed problem for K = 2 and N = 4. Since the problem size is small, an exhaustive search algorithm is used to find the solution to the mixed integer nonlinear fractional problem. As can be seen from Fig. 7 , the duality gap vanishes for as low as 4 subcarriers. 
VI. CONCLUSION
In this paper, we studied the problem of joint subcarrier and power allocation for the uplink scenario of AF cooperative OFDMA networks in order to maximize the worst-EE, i.e., to maximize the EE of the MS with the lowest EE value. The formulated primal max-min problem is computationally complex to solve even after relaxing the integer constraints on the subcarrier allocation. Therefore, we studied the structure of the primal problem and showed that the dual min-max problem attains the same optimal solution with polynomial time complexity. In order to further reduce the complexity, a suboptimal heuristic is proposed that exploits the structure of the optimal solution. Numerical results confirmed that the worst-EE metric improves fairness between different MSs, and hence, it is suitable for uplink transmission scenarios compared to the global-EE that is traditionally used for EE maximization. More specifically, both the proposed schemes improve fairness between MSs by 80% when compared to global-EE maximization schemes.
Additionally, the worst-EE is improved by up to 303% and 61% for the optimal and suboptimal schemes, respectively, when compared to global-EE maximization. Improvements in fairness, worst-EE, and average transmission rate come at a certain expense of the global-EE of the network.
Since f 1 ( p Finally, from (52) and (57) part (a) of Lemma Lemma 1
