Abstract-Epilepsy is a neurological disorder resulting from unusual electrochemical discharge of nerve cells in the brain, and EEG (Electroencephalography) signals are commonly used today to diagnose the disorder that occurs in these signals. In this study, it was aimed to use EEG signals to automatically detect pre-epileptic seizure with machine learning techniques. EEG data from two epileptic patients were used in the study. EEG data is passed through the preprocessing stage and then subjected to feature extraction in time and frequency domain. In the feature extraction step 26 features are obtain to determine the seizure time. When the feature vector is analyzed, it is observed that the characteristics of the pre-seizure and non-seizure period are unevenly distributed. A systematic sampling method has been applied for this imbalance. For the balanced data, two test sets with and without Eta correlation are established. Finally, the classification process is performed using the k-Nearest Neighbor classification method. The obtained data are evaluated in terms of Eta-correlated and uncorrelated accuracy, error rate, precision, sensitivity and F-criterion for each channel.
I. INTRODUCTION
Epilepsy is a neurological disorder that results in unusual electrochemical discharges of nerve cells in the brain. World Health Organization research has revealed that over 50 million people have epilepsy and that epilepsy is one of the most common neurological diseases [1] . Epileptic seizures are self-repetitive, and when it occurs, a series of extreme abnormal or synchronous nerve events occur in the brain [2] . Seizures continue at short and repetitive intervals, leading to cognitive impairment, contraction, and loss of consciousness [3] .
EEG is a process performed to evaluate the electrical activity of the brain [4] . EEG (Electroencephalography), along with other clinical methods such as Magnetoencephalography (MEG) and Functional Magnetic Resonance Imaging (fMRI), are the most efficient methods for diagnosing epilepsy. The EEG signals are measured by attaching about 20-25 pieces of electrode to the patient's scalp. Signals occur when the brain waves are transmitted electronically. EEG is a painless graphing method, there is no radiation effect of the EEG, it does not damage the brain and EEG can be taken for people of all ages. With the help of EEG, it is possible to examine and record the brain's signal activity even during epileptic seizure. The obtained data are evaluated by the experts and the disease status is determined. As a consequence, the detection of epilepsy using EEG is attracting increasing clinical and scientifically interest [5] [6] . In the study conducted by Peng and his team, a total of 25 features are extracted, including five features for delta, theta, alpha, beta and gamma bands in EEG signals. The feature selection step is performed using the Immune Clonal Algorithm (ICA) and Particle Swarm Optimization (PSO) methods. Finally, classification is made with Naive Bayesian (NB), Support Vector Machines (SVM), k-Nearest Neighbor (kNN) classifier and Linear Discriminant Analysis (LDA) techniques [7] . In the study, the seizure period and the non-seizure period are separated from the normal period, pre-seizure and seizure period. In another study, normal and seizure periods are determined using four characteristics. No feature selection step has been performed in this study. For classification, kNN, SVM and Multilayer Perceptron Neural Network (MLPNN) have been used [2] . In [3] , three properties are determined, namely power spectral density, relative spectral power and spectral power ratio for seizure detection. Feature selection with regression tree, classification with Radial Basis Function (RBF) and SVM is performed. In [4] , 8 features determined in time domain for EEG data are selected by Principal Component Analysis (PCA) and classified using kNN and k-Means algorithms. Classification was made to separate the pre-seizure period from the seizure. In another study, PCA is used to determine a total of 12 features. 10 of these features are in time domain while 2 of them are frequency domain. In addition, the seizure period is determined using SVM, Copyright © 2017 MECS I.J. Image, Graphics and Signal Processing, 2017, 7, 1-9 kNN and linear classifiers [5] . In [8] , EEG signals of two normal and partial epilepsy subjects are analyzed with time delay neural networks (TDNNs) and the probabilistic neural networks (PNNs). Then their performances are compared. As a result, PNNs achieved better performance than TDNNs. Finally, Holla and colleagues used entropy and statistical features to detect normal, pre-and post-seizure periods using only kNN [9] . As stated from the researches, epilepsy is a difficult disease to diagnose. Because the signal disorders in the brain waves occur, only when the patient has a seizure and the seizure moment is not known in advance. However, before the seizure occurs, the signal is distorted a short while ago. At this point, the moment of seizure can be detected shortly before. In this study, it is aimed to determine the pre-epileptic period of epilepsy by using EEG signals. In order to realize the presented method, pre-processing, feature extraction, feature selection and classification steps are applied to EEG data, respectively. In the feature extraction step, a total of 26 features are determined, both in time domain and in frequency domain. First, classification is done with 26 properties without selecting a feature. Then, Eta correlation is calculated to perform the feature selection process next classification is repeated. The kNN method is preferred in the classification step. The study is organized as follows: Section 2 describes how to obtain EEG signals and create a database. The steps of feature extraction, feature selection and classification, which are the basic steps of the method presented in Chapter 3, are discussed. Simulation results and performance of the proposed method are given in Chapter 4.
II. MATERIALS
In this section, detailed information is given about the data and methods used in the study. First, how someone can measure EEG signals is explained. The characteristic properties of these signals are also discussed. Then, the database used in the proposed study is explained.
A. Obtaining Electroencephalography Signals
In the human brain cortex (outer layer), there are a large number of neurons making synchronous stimuli and producing certain rhythmic behaviors. Potential changes in the brain cortex can be obtained with a pair of electrodes placed in the skull. These potential changes consist of electrical rhythms and instant discharges. The electrical activity of the human brain can be measured and recorded with the help of EEG. The electrical activity of neurons is called as "brain waves". Every person's brain waves are individual and unique. In addition, a healthy person and a person with a neurological disorder have different brain waves [10, 11] .
When seizures occur in epilepsy patients, the usual signal flow in the brain is distorted and consequently the structure of EEG signals changes. In general, the peak-topeak amplitude of the EEG signals varies only around 1-100 μV and the frequency varies between 0.5-100 Hz. EEG signals are examined in five different frequency bands. Figure 1 shows an approximate representation of the signals in the different frequency bands. The frequency bands for EEG signals can be briefly described as follows [12] It is seen when the person having increased attention or processing sensory information. Fig.1 . EEG Frequency Band [13] The position of the electrodes during EEG measurement directly affects the amplitude, phase and frequency of the EEG signals. Suitable sites for electrodes placement are frontal, parietal, temporal or occipital brain lobes. The most preferred layout scheme is the 10-20 EEG electrode positioning system and is shown in Figure 2 . Fig.2 . 10-20 EEG Electrode Positioning System [10] As seen in Figure 2 , the boundary for the electrode locations is the nose roots, nasion (above the nose), and innate bone in the occipital lobe. Thus, the surface of the skull is separated from the left and right segments. from the front and the back. In this study, a 10-20 electrode positioning system is used for EEG measurements. The data was taken from three channels for two patients and obtained from five second epochs. For each patient, pre-seizure and non-seizure episodes were evaluated. Table 1 shows demographic information and number of samples of two patients from the Physio Net database [14] . 
B. Creating the Database
In forming the database, firstly EEG signals obtained with surface electrodes are sampled at 256 Hz. A 10-20 electrode positioning system is used as the electrode system. The starting times and total seizure times of the data in the records are determined by the experts.
III. RECOMMENDED METHOD
As mentioned in the previous sections, the proposed method basically has a signal flow diagram consisting of the feature extraction, selection and classification steps starting with pre-processing of EEG signals. The flow diagram of proposed method is shown in Figure 3 . 
A. Pre-processing
Data from non-seizure and pre-seizure records are divided into five-second epochs. In our study, operations are performed for two epilepsy patients. Pre-seizure data is obtained for an 80-second time slot before the onset of seizure.
As a result, a total of 576 episodes of five-second epochs are collected from each patient, 192 of which were labeled "Pre-seizure" and 384 were "Seizure-free". EEG measurements were examined for three different channels.
B. Feature Extraction
In the majority of practical applications, the original signal is transformed into a new variable space with the aim of reaching the goal of the method more easily, that is, subjected to a preprocess. This preprocessing is often referred as feature extraction. A feature extraction from a signal is determining the distinguishing basic characteristics or attributes of the signal. Some properties are directly recognizable, while others are obtained after applying special operations on the job and are called artificial properties. In the feature extraction step, the goal is to define properties that enable fast calculation, distinguishing information, and accurate classification. The attention should be paid to the information that is emitted when the feature extraction operation is performed. If this information is important for the solution of the problem, the accuracy of the whole system is affected.
In the feature extraction step of the proposed method, distinguishing features defined in time and frequency domain are determined. These properties are shown in Table 2 . The name of each feature, domain information and the formulations are also given in the Table 2 .
Systematic sampling is done with the aim of eliminating the inconsistency between pre-seizure and non-seizure data prior to feature extraction. As shown in Table 1 , the data contain 80 samples for pre-seizure and 192 samples for non-seizure for the number 1st patient, and also 112 samples for pre-seizure and 192 samples without the seizure for the number 8th patient. Systematic sampling is performed to regulate the numbers of preseizure and non-seizure period data for two patients. Systematic sampling can be defined as a sampling method that is used especially when the population of the universe is large because of the ease of sample selection. In the selection process, the population size (N) is divided by the sample size   n to determine the number of sampling units (d) to be taken [11] . First, a random number   a is determined in the numbers between 1 and sampling unit d. Then starting from chosen number a; numbers are obtained by adding the sample pitch range
By doing this the data imbalance between pre-and postseizure memory is eliminated.
When the values given in Table 2 are calculated in the extraction step, it is seen that the values contain diversity in pre-seizure period and normal seizure period.
C. Feature Selection with Eta Correlation Coefficient
Correlation is a commonly used definition for the purpose of measuring the relationship between two variables or distributions. In order to clarify the relation amount of correlation with another expression, correlation coefficient which can be valued in [-1,1] range is defined instead of correlation. Here, -1 means that there is a complete inverse relationship between two variables or distributions, and +1 means that there is a complete linear relationship between two variables or distributions and 0 means there is no relation. The Eta 
Zero Crossing Rate Time As seen in Figure 4 , first step is to systematic sampling by taking signals from epileptic seizure and non-seizure period. As a result of systematic sampling, there are 80 pieces of data consisting of five seconds epochs for each patient. Following to this step, feature subtraction is applied for each data. At the end of this step, a matrix of size 80x26 is obtained for the two patients mentioned in Table 1 . Eta Correlation coefficients are calculated using Equations (1) and (2) so that the feature selection process can be performed. The features which have Eta correlation values greater than 0.5 are selected and other features are subtracted from the feature vector. The feature selection step reduces the size of the feature vector so that the computational load is reduced. It is also expected that the accuracy of the method obtained with the feature selection step will be improved.
D. k-Nearest Neighbor Based Classification
kNN is a simple and widely used classifier in signal processing applications. This algorithm is a non-linear and heuristic algorithm that basically compares the existing data with a new sample and decides which class to include. The main idea is that: the closest points in the feature space should have similar characteristics (17) . In the decision phase, a new sample is assigned to the class by the majority vote of its k neighbors. k is chosen according to the distribution of feature space [18] . In the study, two groups are formed with and without Eta correlation. These two test groups are classified by classifier of kNN and the reality of the results is analyzed.
E. Statistical analysis
The characteristics of the EEG signal are not normally distributed. For this reason, the Mann-Whitney U test, which is a nonparametric counterpart of two independent sample tests, was used to compare pre-and non-seizure epilepsy data with each other. The p-value obtained as a test result gives a statistical probability value. If p<0.05, there is a significant difference between the two groups. If p>0.05, there is no significant difference between the two groups. The Mann-Whitney U test results obtained for the feature vector are given in Table 3 .
IV. PERFORMANCE EVALUATION
The aim of this section is to evaluate the performance of the proposed study. For this purpose, the results of statistical analysis are given at first. Then, the classification results are discussed in details.
Since the characteristics of EEG signals are not normally distributed, the minimum, maximum and average values, standard deviation, upper and lower bounds of 95% confidence interval, Eta and Eta square values are calculated in the study. The p value which is utilized for feature selection is calculated by the MannWhitney U test. These values are illustrated in Table 3 . In Table 3 , p values lower than 0.05 are significant.
Briefly describing the features in Table 3 , for example, in the first characteristic, the minimum value of the distribution before the seizure is -10.247, the maximum value is 20.928, the average value is 0.370, and the standard deviation is 3.274 The standard deviation indicates the range of values around the average of the data set. The lower and upper limits of the 95% confidence interval are -0.242 and 0.983, respectively. R Eta value is 0.032 and Eta square value is 0.001. This feature is not included in the new feature vector because the Eta value is smaller than 0.5 in feature selection phase. The p value is 0.822 and is meaningless for classifier performance. As a result, eight features were selected by considering the Eta value of the table. It can now be safely said that the selected instances are distinctive for the seizure and non-seizure period.
Copyright © 2017 MECS
I.J. Image, Graphics and Signal Processing, 2017, 7, 1-9 In order to evaluate the performance of the presented method, some of the commonly used criteria are defined in this section. These criteria are accuracy, error rate, precision, sensitivity and F-measure. To calculate these measures confusion matrix is widely used in the literature. The confusion matrix demonstrates the relationship between actual results and test results. In other words, this matrix represents how close or far the test results are to the truth. The structure of the confusion matrix is given in Table 4 . is called sensitivity. The F-criterion is the harmonic mean of the precision and sensitivity. Precision and sensitivity criteria alone may not be enough to result in a meaningful comparison. Evaluating both criteria together gives more accurate results [19] . For this reason, Mathematical representations of these measures described in Table 5 are given.
V. RESULTS
In our study, we first performed the pre-processing step of epilepsy patients' data. Then, 26 characteristic features of the EEG signals are obtained. Two test clusters are constituted from the specified properties. The results of statistical analysis are given at first. Then, the classification results are discussed in details.
Since the characteristics of EEG signals are not normally distributed, the minimum, maximum and average values of signal, standard deviation, upper and lower bounds of 95% confidence interval, Eta and Eta square values are calculated in the study. The p value which is utilized for feature selection is calculated by the Mann-Whitney U test. These values are illustrated in Table 3 . In Table 3 , p values lower than 0.05 are significant. The Eta correlation is used for the feature selection phase. The features which have p values lower than or equal to 0.05 remained in the feature vector. On the other hand the features which have p values higher than 0.05 are eliminated. At the last stage, the properties obtained from the test clusters have been subjected to classification by the classifier of kNN. The classification results are given in Table 6 . That is, the Eta correlation increases the accuracy rate. Increasing the accuracy rate reduces the error rate, increases the precision and sensitivity of the system. Since the F-criterion is the harmonic mean of the precision and sensitivity, the F-measure is also increased.
VI. DISCUSSIONS
In this study, we aimed to use EEG signals to automatically detect pre-epileptic periods of the epilepsy patients with machine learning techniques. EEG data for two epileptic patients are used in the proposed study. The EEG data is passed through the preprocessing stage and then subjected to feature extraction in time and frequency space. In the feature extraction step 26 features are obtained to determine the seizure time. When the feature vector is analyzed, it is seen that the characteristics of the pre-seizure and non-seizure periods are unevenly distributed. A systematic sampling method has been applied for this imbalance. For the balanced data, two test clusters with and without Eta correlation are established. Eta-correlated and uncorrelated accuracy, error rate, precision, sensitivity and F-criterion for each channel.
Various simulations have been conducted with the aim of evaluating the performance of the presented method. Simulation results are given in Tables 3 and 6 . As can be seen from Table 3 , the minimum and maximum values of the extracted properties show significant differences for the pre-seizure and normal data groups. Similarly, the minimum and maximum values of the 95% confidence interval for features show significant differences between the groups. For example, in the case of epilepsy pre-seizure, the interval of 95% confidence interval is [37.936, 45.193 ] while in the absence of seizure this interval is [27.020, 34.460].
The average values given for the properties can be considered as the central point of the distribution for the groups. When the average values of the groups are examined, it is seen that the center is far away from each other. For example, the average pre-seizure value for feature 10 is 47.722, while the mean value for seizurefree turnaround is 20.442. On the other hand, the standard deviation indicates the distribution of the data group around the center. Again, for the feature 10, the standard deviation before the seizure is 22.378 while the value at the seizure is 7.070.Compared to the standard deviation values, it can be said that the pre-seizure moment is more scattered. Now, we can compare our study with an existing method in the literature. In [3] , authors utilized EEG signals to predict the epilepsy seizure by using kNN. Their accuracy, precision and sensitivity results are 94.80%, 93%, 96.50%, respectively. As given in Table 6 , these measured obtained by our study is better than that of [3] . In addition, in [3] authors performed SVM and MLPNN classifiers for the same purpose and they achieve increased performance with these classifiers. So, in our following study we will compare classifying results of kNN, SVM and MLPNN methods on a wider database. To improve the performance of compared classifiers we will try to derive new features in the transform domain especially in the wavelet domain. Furthermore, instead of using synthetic data we will take real time EEG data from the epilepsy patients by means of working with a specialist.
