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Dans un contexte de commande, l’information en provenance
d’un me´canisme est ge´ne´ralement disponible en coordonne´es
articulaires. Pour que la commande puisse avoir le controˆle du
me´canisme, il faut qu’elle soit capable de calculer la position
et l’orientation de chaque solide a` partir de cette information.
• Cine´matique De´notons l’information en provenance du me´canisme par un
vecteur q et la description de la position et de l’orientation
de chaque solide par un vecteur η. Formellement, une fonction
polynomiale ψ : Rn → Rn de´crit comple`tement le changement
de coordonne´es de η vers q, c’est-a`-dire que l’on a ψ (η) =
(q, 0). Le changement de coordonne´es inverse, de q vers η,
n’existe que localement, car la fonction ψ n’est ge´ne´ralement




A un moment donne´, la commande ne doit connaˆıtre que le
mode d’assemblage occupe´ re´ellement par le me´canisme, les
autres ne l’inte´ressent pas. La se´lection du bon mode d’assem-
blage η parmi les diffe´rents modes ηi n’est pas un proble`me
trivial : en toute ge´ne´ralite´, le bon η est celui qui appartient
a` la solution η (t) de l’e´quation diffe´rentielle ∂ψ∂η η˙ = (q˙, 0).
Dans cette the`se, on propose un algorithme nume´rique de
complexite´ polynomiale pour l’inte´gration de cette e´quation
qui sera utilise´ pour le calcul du bon η. Il faut insister
sur le fait qu’un 〈〈 algorithme nume´rique 〉〉 se distingue d’une
〈〈 me´thode nume´rique 〉〉 dans le sens qu’un algorithme four-
nit toujours la bonne solution dans un temps fini (pour une
pre´cision borne´e donne´e). En d’autres mots, contrairement aux
me´thodes nume´riques, un algorithme nume´rique est d’une fia-
bilite´ totale (pas de proble`me de convergence ni de saut possi-




Pour convaincre de son utilite´ pratique, l’algorithme pro-
pose´ est applique´ sur un exemple re´pute´ difficile (proble`me




• Robot Control The information on the mechanism is in general available
through the joint coordinates. Full control of the mechanism re-
quires that the position and orientation of each solid be deriv-
able from this information.
• Kinematics Let us denote the information coming from the mechanism by
a vector q and the description of the position and orientation
of each solid by a vector η. Formally, a polynomial function
ψ : Rn → Rn describes totally the coordinate transformation
from η to q i.e., ψ (η) = (q, 0). The inverse transformation i.e.,
from q to η exists only locally since the function ψ is usually




For control purposes, only the assembly mode that describes
the current mechanism posture is of interest. The selection of
the right assembly mode η among the different ηi is not a triv-
ial problem. The generality of the approach requires that the
right η belong to the solution η (t) of the differential equation
∂ψ
∂η η˙ = (q˙, 0). In this thesis, we proposed a numerical algo-
rithm of polynomial complexity that can be used to compute
the right η by integration of this differential equation. It should
be stressed that a “numerical algorithm” is distinguished from
a “numerical method” since the expected solution is always
(within a given error bound) computed in finite time. In other
words, unlike numerical methods, a numerical algorithm can-
not fail (no convergence problems and no possible jump onto a
wrong attracting bassin, even with a floating point arithmetic).
• Gough-Stewart
Platform
The efficiency of the proposed algorithm is tested on a reputed
difficult example of a generalized Gough-Stewart platform.
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1.1 E´nonce´ du proble`me et postulat
Le proble`me que nous conside´rerons dans ce me´moire est un proble`me stan-
dard en commande des me´canismes. A` un instant donne´, les diffe´rents corps
constituant le me´canisme occupent chacun une position et orientation parti-
culie`res. Le proble`me, illustre´ a` la figure 1.1 [2], consiste a` calculer l’ensemble
de ces orientations et positions a` partir d’informations provenant de coor-
donne´es donne´es. Ce proble`me est le´ge`rement diffe´rent de celui ou` il faut
trouver tous les modes d’assemblages possibles d’un me´canisme car il exige,
en plus, la se´lection correcte du bon mode d’assemblage.
Pour tout me´canisme articule´, le proble`me du calcul
du bon mode d’assemblage a une solution, si, et seule-
ment si, l’information provenant des coordonne´es arti-
culaires est a` temps continu et si le me´canisme e´vite
les singularite´s.
Si le proble`me a une solution, on sait la calculer
avec certitude par un algorithme nume´rique de type
Newton-Raphson et de complexite´ polynomiale en fonc-
tion du nombre de segments du me´canisme.
A` partir d’une description du me´canisme, cet algo-
rithme est de´rivable algorithmiquement.
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Figure 1.1 : Proble`me du choix du bon mode d’assemblage
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1.2 Organisation du me´moire
Le pre´sent chapitre, introduction, rappelle tout d’abord quelques notions
e´le´mentaires de la robotique dont la compre´hension profonde et juste laisse
entrevoir la direction qui sera prise pour re´soudre le proble`me. Ce chapitre
d’introduction se termine par une description du contexte bibliographique
de la the`se. Le lecteur presse´ ou expert du domaine peut s’affranchir de la
pre´sente introduction, car les trois chapitres suivants, qui contiennent les
ide´es originales de la the`se, ont e´te´ e´crits de fac¸on a` eˆtre autonomes.
Le chapitre formulation et caracte´risation formalise tout d’abord le me´ca-
nisme et le proble`me dans la section formalisation et se termine par la sec-
tion caracte´risation qui met en e´vidence les proprie´te´s communes a` tous les
me´canismes. Ces propri´ete´s seront abondamment exploite´es aux chapitres
suivants.
Le chapitre domaines de bijection donne un sens particulier au proble`me
qui consiste a` trouver la bonne solution d’un syste`me d’e´quations, puisqu’il
rend ce proble`me e´quivalent a` inverser une fonction ψ : B ⊂ Rn → A ⊂ Rn.
Or, qui dit inverse de fonction, dit connaissance des domaines de bijection.
C’est pre´cise´ment ces domaines et en particulier la ne´cessite´ et les moyens
de les connaˆıtre explicitement qui seront discute´s dans ce chapitre constitue´
des sections the´ore`mes locaux et semi-locaux et the´ore`mes globaux.
Le chapitre continuation exacte certifie´e traite du proble`me du suivi
exact d’une branche du syste`me d’e´quations. Pratiquement, ce proble`me
revient a` suivre la trajectoire du me´canisme connaissant sa posture initiale
et l’e´volution temporelle de ses coordonne´es articulaires. La difficulte´ est
que ce suivi nume´rique se fait par pas finis et que, sans pre´cautions, il y
a risque de sauter sur une autre branche, autrement dit, de changer de
mode d’assemblage. La section algorithme ite´ratif pre´sente le moyen d’y
reme´dier. Dans le cas ou` l’e´volution temporelle des coordonne´es articulaires
n’est disponible que sous une forme e´chantillonne´e (ce qui est toujours le cas
dans un contexte de commande), on parle de reconstitution de l’information.
Cet aspect ultime dans la solution du proble`me pre´sente´ est (brie`vement)
discute´ a` la section reconstitution de l’information.
L’annexe rappels mathe´matiques commence par la section me´canique
analytique lagrangienne qui montre que la maˆıtrise des changements de coor-
donne´es re´sout du meˆme coup la mode´lisation dynamique d’un robot. Vient
ensuite la section norme infinie de Ho¨lder qui rappelle la de´finition de cette
norme tre`s utilise´e dans ce me´moire. La section quaternions donne une des-
cription tre`s sommaire des quaternions et de leurs propri´ete´s de fac¸on a`
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donner une base minimale a` la compre´hension du pourquoi de leur usage
dans l’exemple 18 [48]. Ce chapitre de rappel se termine par la reconsti-
tution de Shannon qui e´tablit le lien entre les signaux a` temps continu et
e´chantillonne´s.
L’annexe programmation Matlab donne le 〈〈 listing 〉〉 complet de l’algo-
rithme propose´. Nous conside´rons que ce programme a sa place dans ce
me´moire e´tant donne´ que l’originalite´ du pre´sent travail est un algorithme
et que la pre´sentation de celui-ci est diffe´rente suivant que l’on insiste sur sa
preuve ou sur sa mise en œuvre. La preuve de l’algorithme est expose´e dans
les chapitres, la mise en œuvre dans cette annexe.
L’annexe re´sultats annexes pre´sente quelques re´sultats trouve´s pendant
la pre´sente recherche et abandonne´s, faute de suite heureuse ou, plus sim-
plement, parce que de meilleures approches ont e´te´ de´couvertes ensuite. Ces
re´sultats sont expose´s se´pare´ment du cœur de la the`se, car nous adhe´rons
au point de vue du Grand Gauss qui pensait que 〈〈 a` un beau baˆtiment, on
ne doit pas voir l’e´chafaudage [. . . ] 〉〉. Le lecteur inte´resse´ par l’e´chafaudage
trouvera dans ce chapitre les renseignements qu’il recherche.
1.3 Notions e´le´mentaires
1.3.1 De´finitions pre´liminaires
Un me´canisme articule´ est un syste`me me´canique forme´ d’une base, note´e
S0, et de N solides (appele´s aussi barres ou segments), note´s Si, relie´s entre
eux par des articulations. Les solides sont suppose´s inde´formables.
Exemple 1 Le me´canisme a` cinq barres de la figure 1.2 [5] est un me´canisme
qui comporte 4 solides qui sont relie´s a` la base et entre eux par 5 articulations
roto¨ıdes.
Un point B ne peut eˆtre repe´re´ que relativement a` un autre point A, c’est-a`-
dire par la description du vecteur AB qui les relie. Par convention, certains
points sont appele´s origine. L’origine fixe O est unique et lie´e au re´fe´rentiel.
En revanche, on de´finira ge´ne´ralement une origine mobile Ai lie´e a` chaque
solide Si.
Exemple 2 La figure 1.3 [5] illustre ces quelques de´finitions sur le me´canisme
a` cinq barres. Remarquons que l’origine fixe O ne doit pas ne´cessairement eˆtre
confondue a` l’origine A0 de la base, car celle-ci peut eˆtre mobile par rapport
au re´fe´rentiel.




















Figure 1.3 : Cotation des points et vecteurs
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Les vecteurs, note´s AB s’il s’agit de vecteurs reliant deux points ou v de
fac¸on plus ge´ne´rale, associent une information spatiale (vecteur-directeur) a`
une grandeur (module). L’information spatiale est en ge´ne´ral donne´e dans
l’espace naturel a` 3 dimensions, mais il existe d’autres espaces vectoriels
comme l’espace plan ou comme l’espace line´aire ou encore comme l’espace
angulaire. Les vecteurs v peuvent eˆtre projete´s sur un repe`re (collection
de vecteurs-directeurs inde´pendants engendrant l’espace vectoriel). On ap-
pelle ces projections des coordonne´es. Le regroupement des coordonne´es d’un
vecteur forme un vecteur-colonne. Les vecteurs-colonnes sont de´note´s usuelle-
ment par le meˆme symbole que leur homologue 〈〈 ge´ome´trique 〉〉, ce qui cons-
titue en toute rigueur un abus de notation, car un vecteur-colonne n’est
e´quivalent a` un vecteur ge´ome´trique que si un repe`re lui est associe´.
Remarque 1 Lorsqu’il s’agit d’un espace line´aire ou angulaire, le vecteur-
colonne se re´duit a` un seul e´le´ment, mais il reste fondamentalement un
vecteur et ne devrait jamais eˆtre confondu avec un scalaire.
Le repe`re fixe est lie´ au re´fe´rentiel, alors que les repe`res mobiles sont en
ge´ne´ral lie´s aux solides et peuvent, au cours du temps, se de´placer par rapport
au re´fe´rentiel. Les repe`res sont de´crits par une collection de vecteurs direc-
teurs inde´pendants qui engendrent tout l’espace et qu’on appelle vecteurs-
ge´ne´rateurs. En ge´ne´ral, on ne conside´rera dans ce me´moire que des repe`res
orthonorme´s directs. Un repe`re, par exemple dans l’espace naturel, sera note´
[x y z], ou` x, y, z sont les vecteurs-ge´ne´rateurs du repe`re.
1.3.2 Coordonne´es
Les coordonne´es naturelles η d’un me´canisme de´crivent, dans le repe`re fixe,
une origine Ai lie´e a` chaque solide Si du me´canisme (vecteur OAi) et un
repe`re orthonorme´ direct de l’espace naturel [xi yi zi] e´galement lie´ a` chaque
solide Si. L’origine et le repe`re lie´s a` la base S0 ne font pas partie des coor-
donne´es naturelles. Les coordonne´es naturelles sont tre`s utiles d’un point de
vue conceptuel, car elles de´finissent la posture du me´canisme et sa dynamique
(cf. annexe A.1 [89]) de manie`re triviale. La 〈〈posture d’un me´canisme 〉〉
e´tend la notion de posture d’un solide (position et orientation d’un solide)
1.3. NOTIONS E´LE´MENTAIRES 7










Exemple 3 La figure 1.4 de´finit un choix possible de coordonne´es naturelles
















Figure 1.4 : Coordonne´es naturelles (partielles)
De manie`re ge´ne´rale, on appelle coordonne´es tout vecteur-colonne q accom-
pagne´ d’un 〈〈 proce´de´ 〉〉 de se´lection du bon mode d’assemblage, car les co-
ordonne´es ne repre´sentent pas toute l’information ne´cessaire a` la de´finition
non ambigue¨ de la posture du me´canisme (l’information contenue dans le
vecteur-colonne q peut eˆtre compatible a` plusieurs modes d’assemblages).
Les coordonne´es naturelles constituent en ce sens une exception, car elles
n’autorisent qu’un mode d’assemblage. Cette propri´ete´ remarquable justi-
fie a` ce que l’on qualifie les coordonne´es naturelles de coordonne´es des-
criptives. En pratique, il existe souvent d’autres coordonne´es descriptives
qui sont moins nombreuses. Pourtant, d’un point de vue conceptuel, elles
ne diffe`rent pas des coordonne´es naturelles. Comme on le verra dans ce
me´moire, le proce´de´ de se´lection qui accompagne tout vecteur q peut eˆtre
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traduit mathe´matiquement par la de´finition d’une application bijective re-
liant le vecteur-colonne q aux coordonne´es descriptives. Il s’agit alors d’une
sorte de 〈〈 coordonne´es sans me´moire 〉〉, car le proce´de´ de se´lection ne de´pend
pas du passe´ de q (t) (fonction du temps t). Certains me´canismes, ceux
qui autorisent le passage d’un mode d’assemblage a` un autre sans passer
par une singularite´ (notion qui sera e´claircie plus loin), doivent eˆtre de´crits
par des 〈〈coordonne´es a` effet me´moire 〉〉, car l’e´volution temporelle de q (t)
de´termine le mode d’assemblage. Toutefois, on verra que les coordonne´es a`
effet me´moire sont sans me´moire dans un voisinage, ce qui rend la notion
d’application bijective valable localement. La figure 1.5 donne une repre´sen-
tation sous forme de diagramme de Venn des diffe´rents types de coordonne´es.
La pre´sente the`se propose un algorithme pour passer nume´riquement, mais
rigoureusement, des coordonne´es a` effet me´moire aux coordonne´es descrip-
tives, c’est-a`-dire du cas ge´ne´ral a` 〈〈 la meilleure description 〉〉 de la posture
du me´canisme.
coordonne´es sans me´moire




Figure 1.5 : Inclusions des diffe´rents types de coordonne´es
Exemple 4 Un choix possible de vecteur-colonne q pour le me´canisme a`
cinq barres est donne´e a` la figure 1.6 [9]. Il ne constitue des 〈〈 coordonne´es 〉〉 que
lorsque l’on a de´cide´ que le mode d’assemblage est celui de la figure 1.6 [9] et
non pas celui de la figure 1.7 [9] (ces deux figures ont exactement le meˆme q,
mais elles ne partagent pourtant pas le meˆme mode d’assemblage).
Une conse´quence de la de´finition des coordonne´es que nous avons donne´e ci-
dessus est qu’un vecteur-colonne q ne peut pas eˆtre de dimension infe´rieure
a` une certaine limite, faute de quoi, il serait impossible de trouver une
application bijective avec des coordonne´es descriptives. Cette limite cons-
titue le nombre de degre´ de liberte´ du me´canisme. Un jeu de coordonne´es







Figure 1.6 : Coordonne´es vectorielles





Figure 1.7 : Autres coordonne´es vectorielles
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q dont la dimension serait e´gale a` cette limite repre´sente des coordonne´es
inde´pendantes. Toute extension de q par une coordonne´e supple´mentaire
constitue une redondance et, par conse´quent, n’importe quel jeu de coor-
donne´es de dimension supe´rieure au nombre de degre´ de liberte´ forme des
coordonne´es de´pendantes.
Exemple 5 Le me´canisme a` cinq barres est un me´canisme a` deux degre´s de
liberte´ (sauf sur les singularite´s que l’on e´tudiera plus loin). Les coordonne´es
articulaires de la figure 1.11 [13] forment un vecteur a` deux e´le´ments et par
conse´quent sont des coordonne´es inde´pendantes. En revanche, les coordonne´es
vectorielles de la figure 1.6 [9] sont des coordonne´es de´pendantes puisque le
vecteur est de dimension quatre.
Il existe deux articulations e´le´mentaires a` un degre´ de liberte´. La premie`re
est appele´e articulation roto¨ıde et est repre´sente´e avec la cotation qui lui est
associe´e a` la figure 1.8. La seconde porte le nom d’articulation prismatique
(cf. figure 1.9 [11]). Par composition, les articulations e´le´mentaires permet-
tent de ge´ne´rer des articulations plus complexes. Par exemple, un cardan est
compose´ de deux articulations roto¨ıdes relie´es entre elles par un assemblage








Figure 1.8 : Articulation roto¨ıde entre les solides S et S˜



















Figure 1.10 : Assemblage rigide entre les solides S et S˜
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Les coordonne´es articulaires q sont forme´es des angles θ des articulations









Les coordonne´es articulaires sont inte´ressantes, car elles sont souvent inde´-
pendantes. D’autre part, les coordonne´es des capteurs d’un me´canisme (de
position, de vitesse ou de force) sont naturellement des coordonne´es arti-
culaires. Il en est de meˆme des coordonne´es des actionneurs. Pourtant, la
description des articulations par les coordonne´es articulaires n’est pas la
seule manie`re de faire. On peut e´galement utiliser les coordonne´es vecto-
rielles q forme´es des vecteurs-colonnes u exprime´s dans le repe`re [x y z]







Les coordonne´es vectorielles sont de´pendantes. Elles constituent des coor-
donne´es interme´diaires entre les coordonne´es articulaires et les coordonne´es
descriptives. Ceci permet de simplifier les proble`mes en traitant a` part les
fonctions trigonome´triques inhe´rentes aux articulations roto¨ıdes.
Remarque 2 Les vecteurs u des articulations prismatiques ne doivent pas
eˆtre confondus avec les de´placements δ. En effet, u s’exprime dans l’espace
naturel [x y z] et sa projection est un vecteur-colonne a` 3 e´le´ments, alors
que δ est un vecteur de l’espace line´aire [x] et sa projection ne comprend
qu’un e´le´ment.
Exemple 6 Les figures 1.11 [13] et 1.6 [9] repre´sentent deux choix possibles
de coordonne´es, articulaires et vectorielles, pour le me´canisme a` cinq barres. Les
angles sont exprime´s dans le repe`re angulaire choisi ici implicitement comme le
sens anti-horaire. Les vecteurs-colonnes u se re´fe`rent au repe`re [x0 y0] lie´ a` la
base.







Figure 1.11 : Coordonne´es articulaires
1.3.3 Changement de coordonne´es
Supposons que la posture d’un me´canisme soit de´crite par un jeu de coor-
donne´es q1 et que l’on souhaite trouver la valeur du vecteur-colonne q2
correspondant a` un autre choix de coordonne´es. Concre`tement, ce calcul
doit se faire, par exemple, lorsque, dans un robot, la commande doit cal-
culer la posture du pre´henseur a` partir des coordonne´es articulaires. Ce
proble`me est appele´ usuellement proble`me du mode`le ge´ome´trique direct. Sa
solution est facile pour les robots se´ries, alors qu’elle l’est beaucoup moins
pour les robots paralle`les ou, dans la ge´ne´ralite´, pour les me´canismes ar-
ticule´s contenant des boucles cine´matiques. Le calcul inverse, proble`me du
mode`le ge´ome´trique inverse, pre´sente les meˆmes difficulte´s the´oriques dans la
ge´ne´ralite´. Ces deux proble`mes de la robotique font en fait appel aux meˆmes
techniques mathe´matiques. En passant a` un niveau d’abstraction supe´rieure,
il ne s’agit fondamentalement que de changements de coordonne´es au sens
ou` on l’entend dans ce me´moire.
Exemple 7 Pour le me´canisme a` cinq barres, supposons que les coordonne´es
articulaires de la figure 1.11 soient note´es q1 et que les coordonne´es de l’extre´mi-
te´ du me´canisme (cf. figure 1.12 [14]) soient de´signe´es par q2. Si ce me´canisme
est de´die´ a` la robotique, si le pre´henseur est solidaire de l’extre´mite´ et si les
actionneurs agissent sur les articulations supe´rieures, alors on appelle le change-
ment de coordonne´es de q1 vers q2 proble`me du mode`le ge´ome´trique direct et
le passage de q2 vers q1 proble`me du mode`le ge´ome´trique inverse.






Figure 1.12 : Coordonne´es d’extre´mite´
Conceptuellement, un changement de coordonne´es de q1 vers q2 peut se faire
par l’interme´diaire de coordonne´es descriptives, par exemple les coordonne´es
naturelles η, puisque la de´finition de la notion de coordonne´es implique un
proce´de´ de calcul de q1 vers η. Autrement dit, il est utile de conside´rer
l’application q1 7→ η 7→ q2 a` la place de q1 7→ q2. Pour l’instant, on va
exclure les coordonne´es a` effet me´moire, ce qui supposera qu’une application
bijective existe entre q1 et η. Pour de´crire cette application bijective, on part
des deux e´quations ci-apre`s : {
f (η) = q
g (η) = 0
ou` f est une fonction Rn → Rm de classe C1 (ou` n est la dimension du
vecteur η et m celle du vecteur q) qui de´crit la 〈〈projection 〉〉 des coordonne´es
descriptives sur q et g une fonction Rn → Rn−m de classe C1 qui formalise
les e´quations de contraintes. Ce syste`me d’e´quations sera par la suite tre`s
souvent e´crit en une seule e´quation :
ψ (η) = ξ
ou` ψ est une fonction Rn → Rn de classe C1 et ξ un vecteur regroupant q
et les ze´ros de contraintes. A` un vecteur-colonne q donne´, tous les modes
d’assemblage ηi satisfont a` l’e´quation ci-dessus et chaque ηi dessine une
branche lorsque q (ou ξ) varie continuˆment. Si cette e´quation admet plusieurs
modes d’assemblage ηi, il est e´vident qu’elle ne peut pas encore de´finir
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une application bijective. La fonction ψ doit eˆtre restreinte sur des sous-
ensembles de Rn pour pouvoir eˆtre bijective, c’est-a`-dire inversible. Si la
fonction ψ : B → A est bijective, alors la fonction inverse ϕ = ψ−1 : A → B
permet de calculer un η unique a` partir d’un vecteur-colonne q donne´.
Autrement dit, la fonction ϕ constitue ce que l’on a nomme´ plus haut un
〈〈 proce´de´ 〉〉 de se´lection du bon mode d’assemblage. Que la fonction inverse
ϕ existe ou non sous une forme explicite n’est pas important ici.
Exemple 8 Pour le me´canisme a` cinq barres, explicitons l’application bijec-
tive qui de´finit les coordonne´es vectorielles (figure 1.6 [9]) par e´quivalence avec

















ou` les vecteurs-colonnes ui sont exprime´s dans le repe`re [x0 y0] lie´ a` la base
alors que les vecteurs-colonnes OAi et xi se re´fe`rent au repe`re fixe. La figu-
re 1.13 [16] donne une interpre´tation de la partie du vecteur ξ qui est force´e a`
0 pour respecter les contraintes. La fonction ψ : Rn → Rn s’e´crit facilement
sur la base des figures 1.3 [5], 1.4 [7] et 1.13 [16] :
ψ =

[x0 y0]T · x1
[x0 y0]T · x3
OA1 − OA0 − [x0 y0] · A0B0
OA3 − OA0 − [x0 y0] · A0C0
OA2 − OA1 − [x1] · A1B1
OA4 − OA3 − [x3] · A3B3
OA2 + [x2] · A2B2 − OA4 − [x4] · A4B4
xT2 x2 − 1
xT4 x4 − 1

ou` les vecteurs-colonnes partant de Ai sont exprime´s dans les repe`res [xi yi] ou
[xi], ceux partant de O dans le repe`re fixe et les vecteurs xi, yi e´galement dans
le repe`re fixe. Remarquons que le choix des e´quations de contrainte [g (η) = 0]
n’est pas unique; par exemple, une e´quation de contrainte peut eˆtre remplace´e
par une combinaison line´aire des autres.
La fonction ψ : Rn → Rn n’est pas inversible, car il existe deux modes d’assem-
blages possibles a` un vecteur-colonne q donne´ comme illustre´ aux figures 1.6 [9]
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et 1.7 [9]. En revanche, la fonction ψ : B → A est bijective sur des ensembles
A et B correctement choisis. La de´finition de ces ensembles est difficile, meˆme
pour cet exemple simple. D’autre part, pour le me´canisme a` cinq barres, la
fonction ϕ existe sous une forme explicite, mais ce n’est pas le cas de manie`re
ge´ne´rale. La connaissance explicite de A et B reste donc la seule possibilite´
de de´finir la fonction ϕ par une forme implicite, puisque l’on veut re´soudre le
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Figure 1.13 : Interpre´tation des contraintes
1.3.4 Singularite´s
On appelle singularite´s d’un me´canisme par rapport aux coordonne´es q les
valeurs de η pour lesquelles la matrice jacobienne ∂ψ/∂η est singulie`re, c’est-
a`-dire pour lesquelles le jacobien J (ψ) est nul (le jacobien est le de´terminant
de la matrice jacobienne).
Exemple 9 Les singularite´s du me´canisme a` cinq barres par rapport aux
coordonne´es vectorielles de la figure 1.6 [9] sont les postures du me´canisme pour
lesquels les segments S2 et S4 sont paralle`les. En effet, la matrice jacobienne
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0 [x0 y0]T 0 0 0 0 0 0
0 0 0 0 0 [x0 y0]T 0 0
I2 0 0 0 0 0 0 0
0 0 0 0 I2 0 0 0
−I2 −I2 ‖A1B1‖ I2 0 0 0 0 0
0 0 0 0 −I2 −I2 ‖A3B3‖ I2 0
0 0 I2 I2 ‖A2B2‖ 0 0 −I2 −I2 ‖A4B4‖
0 0 0 xT2 0 0 0 0
0 0 0 0 0 0 0 xT4

Remarquons que cette matrice est affine en η, c’est-a`-dire que ses e´le´ments
sont des polynoˆmes de η de degre´ 1 au plus. Comme on le verra plus loin,
cette proprie´te´ remarquable est ge´ne´rale aux me´canismes. Le jacobien J (ψ) =
det ∂ψ/∂η de ce changement de coordonne´es vaut :
J (ψ) = ‖A2B2‖ ‖A4B4‖yT2 · x4 (1.1)
ou` y2 forme, avec x2, un repe`re orthonorme´ direct. Les figures 1.14 et 1.15 [18]
illustrent quelques postures singulie`res du me´canisme a` cinq barres par rapport
aux coordonne´es vectorielles de la figure 1.6 [9] (ze´ros du jacobien ci-dessus).
Sur les singularite´s de la figure 1.15 [18], la position des solides S2 et S4 n’est
pas de´termine´e, alors qu’elle l’est a` la figure 1.14.
Figure 1.14 : Singularite´s par rapport aux coordonne´es vectorielles
Remarquons que les singularite´s ne sont pas force´ment atteignables lorsque
le me´canisme respecte les contraintes (ξ = [q,0]). Le me´canisme modifie´ de la
figure 1.16 [18] pre´sente exactement les meˆmes singularite´s η que celui conside´re´
jusqu’a` pre´sent, mais celles-ci sont inaccessibles.
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Figure 1.15 : Singularite´s par rapport aux coordonne´es vectorielles
Figure 1.16 : Singularite´s inaccessibles
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Les singularite´s par rapport aux coordonne´es d’extre´mite´ (cf. figure 1.12 [14])
sont diffe´rentes puisque la fonction ψ n’est pas la meˆme :
ψ =

[x0 y0]T · (OA2 + [x2] · A2B2 − OA0)
OA1 − OA0 − [x0 y0] · A0B0
OA3 − OA0 − [x0 y0] · A0C0
OA2 − OA1 − [x1] · A1B1
OA4 − OA3 − [x3] · A3B3
OA2 + [x2] · A2B2 − OA4 − [x4] · A4B4
xT1 x1 − 1
xT2 x2 − 1
xT3 x3 − 1
xT4 x4 − 1

J (ψ) = ‖A1B1‖ ‖A2B2‖ ‖A3B3‖ ‖A4B4‖ (yT1 · x2) (yT3 · x4)
Les singularite´s sont les ze´ros η du jacobien ci-dessus. Ce jacobien s’annule
chaque fois que le me´canisme a un de ses 〈〈 bras 〉〉 tel que 〈〈 l’hume´rus 〉〉 soit




Figure 1.17 : Singularite´s par rapport aux coordonne´s d’extre´mite´
Une bonne manie`re d’appre´hender ce qui se passe sur une singularite´ est
d’e´tudier le de´veloppement de Taylor, au degre´ 1, de la fonction ψ. Au voisi-
nage d’une singularite´, ce de´veloppement n’est pas 〈〈 bon 〉〉 dans toutes les
directions. Dans les directions a` proble`mes, l’importance des termes ne´glige´s
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de´termine le type de singularite´ (cf. par exemple les figures 1.14 [17] ou` le
me´canisme est sur-de´termine´ et 1.15 [18] ou` il est sous-de´termine´). D’autre
part, une solution du syste`me ψ (η) = ξ est isole´e et de multiplicite´ 1 si,
et seulement si, J (ψ) 6= 0. L’implication ⇐ vient simplement du fait qu’au
voisinage de la solution la fonction ψ peut eˆtre remplace´e par ses deux pre-
miers termes du de´veloppement de Taylor. L’autre implication revient a`
montrer que si J (ψ) = 0, alors la solution n’est pas isole´e ou est de multi-
plicite´ supe´rieure a` 1. Si J (ψ) = 0, c’est qu’il existe certaines directions v
pour lesquelles on a Ψv = 0, ou` Ψ = ∂ψ/∂η est la matrice jacobienne. De`s
lors, un de´veloppement de la fonction ψ (η0 + tv) aura son terme line´aire
nul, ce qui est la manifestation, pour les fonctions a` une variable t, de
ze´ros multiples. En conse´quence, dans le proble`me du choix du bon mode
d’assemblage, les singularite´s traduisent la rencontre de certaines branches
du syste`me d’e´quations. Dans tous les changements de coordonne´es que nous
conside´rerons, les singularite´s seront donc toujours e´vite´es et exclues des do-
maines de bijections de la fonction ψ : B → A [quand bien meˆme, suivant
le type de la singularite´, une bijection au sens mathe´matique existe parfois
sur des domaines (sous-ensembles ouverts de Rn, mais jamais de Cn) qui les
contiennent]. Remarquons qu’en robotique pratique, les singularite´s doivent
de´ja` eˆtre de toute fac¸on e´vite´es a` cause de l’application des vitesses (et,
conse´quemment, des forces). En effet, on a ξ˙ = ∂ψ/∂η · η˙ qui repre´sente une
application non bijective si J (ψ) = 0.
1.3.5 Continuation polynomiale
Le the´ore`me fondamental de l’alge`bre donne le nombre de ze´ros (dans C) d’un
polynoˆme comme e´tant e´gal a` son degre´. Pour les fonctions polynomiales ψ :
Rn → Rn (avec n > 1), il existe un re´sultat le´ge`rement approchant connu
sous le nom de the´ore`me de Bezout [Morgan87] : si le nombre de solutions
du syste`me d’e´quations ψ (η) = ξ est fini, alors le nombre de solutions dans
Cn, en comptant leur multiplicite´, ne peut exce´der le degre´ total de ψ. On
entend par degre´ total d’une fonction polynomiale ψ : Rn → Rn, le produit
du degre´ de ses polynoˆmes multivariables ψi.
Exemple 10 E´tudions la fonction ψ ci-dessous. Cette fonction est polyno-
miale de degre´ total 4. Il y aura donc, selon le the´ore`me de Bezout, au plus 4
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Le jacobien J (ψ) = −2 x (2 y + 1) s’annule sur deux droites [cf. (1) et (2) a`
la figure 1.18-b]. D’autre part, a` un point ξ = (1,1) donne´ [cf. (3) a` la figu-
re 1.18-b], il y a 2 solutions ηi distinctes (−1, 0), (1, 0) et une double (0, −1)
[intersection entre un cercle x2 + y2 = 1 et une parabole x2 − y = 1, dessine´s
en trait mixte a` la figure 1.18-b]. Remarquons que les solutions isole´es ne sont
pas sur une singularite´ et vice-versa. La parabole (cf. figure 1.18-a) en trait
interrompu est l’image, par ψ, de la singularite´ (2). Les figures 1.19 a` 1.22
[22] montrent combien la de´finition des ensembles de bijection Ai et Bi est

































Figure 1.19 : Premi`ere fonction ϕ1
La diffe´rence entre le degre´ total et le nombre de solutions donne le nombre de
solutions a` l’infini (si celui-ci est fini). Les solutions a` l’infini correspondent
a` ce que l’on connaˆıt des syste`mes line´aires Ax = b lorsque la matrice A est




















































Figure 1.22 : Quatrie`me fonction ϕ4
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singulie`re et que l’on a rang [A b] = n. Un autre cas, ou` les solutions sont
en nombre infini, se pre´sente lorsque la matrice A est singuli`ere et que l’on
a rang [A b] < n.
Exemple 11 Conside´rons la fonction suivante dont le jacobien valant J (ψ) =




uv − u − v
u − 1
]
Pour le point ξ = (1, 0) [cf. (2) a` la figure 1.23], les solutions sont donne´es par
l’intersection d’une hyperbole u v−u−v = 1 et d’une droite u−1 = 0 (dessine´es
en trait mixte a` la figure 1.23). Cette intersection est a` l’infini et correspond
de ce fait a` une solution a` l’infini. Selon le the´ore`me de Bezout, le syste`me a
un degre´ total de 2, ce qui laisse supposer qu’une deuxie`me solution existe. En
fait, celle-ci ne peut eˆtre que superpose´e a` l’autre, car la premie`re est sur une
singularite´, ce qui signifie qu’elle ne peut pas eˆtre isole´e. Pour ξ = (−1, 0), le
syste`me admet une infinite´ de solution, puisque ge´ome´triquement, l’hyperbole
uv − u− v = −1 se re´duit a` deux droites perpendiculaires (cf. figure 1.24 [24])
dont l’une est confondue avec u − 1 = 0. Dans le cas ou` ξ = (0,−1), on a
une solution en (0,0) (cf. (3) a` la figure 1.25 [24]) et une a` l’infini en ∞· (0, 1).
Remarquons que la fonction ψ est bijective pour A = A1 ∪A2 = R2\R×{0} et
B = B1 ∪B2 = R2\{1}×R, comme illustre´ a` la figure 1.26 [24]. Pour terminer,
on peut constater qu’une composition avec l’exemple pre´ce´dent, c’est-a`-dire
(u, v) 7→ (x, y) 7→ (a, b), conduit a` une fonction ψ qui reste polynomiale et qui














Figure 1.23 : Aucune solution finie
La continuation ou homotopie consiste a` partir d’un syste`me d’e´quations
ψ˜ (η) = ξ˜ dont les solutions sont connues [et en meˆme nombre que pour le






































(1, 0) (2)(−1, 0) (1)
Figure 1.26 : Bijection unique, mais domaines non connexes
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syste`me ψ (η) = ξ] et a` effectuer un 〈〈 fondu 〉〉 continu d’un syste`me a` l’autre
en suivant les solutions 〈〈 a` la trace 〉〉. Par exemple, si cette superposition
progressive se fait selon une combinaison line´aire, on aura (1 − t) · ψ˜ (η)+ t ·
ψ (η) = (1−t) ξ˜+t ξ. Il est e´vident que les solutions de ce syste`me d’e´quations
se de´placeront continuˆment en fonction de t et qu’elles seront solutions de
ψ˜ (η) = ξ˜ pour t = 0 et de ψ (η) = ξ pour t = 1. Pour la continuation
polynomiale, le the´ore`me de Bezout nous aide a` choisir la fonction de de´part
ψ˜.
Exemple 12 Pour le syste`me ci-dessous correspondant a` l’exemple 10 [20],
on peut partir du syste`me forme´ par y2 = 1 et x2 = 1, dont les solutions
x = ±1 et y = ±1 sont connues. Ces deux syste`mes ont le meˆme nombre de
solutions et un 〈〈 fondu 〉〉 line´aire de l’un a` l’autre conduit aux quatre branches
de la figure 1.27. En suivant chaque branche, on peut trouver nume´riquement
les solutions du syste`me ci-dessous (de´ja` illustre´es a` la figure 1.18 [21]).{
x2 + y2 = 1
x2 − y = 1









Figure 1.27 : Quatre branches lors d’une continuation
La continuation pre´sente plusieurs difficulte´s. La premie`re est que le nombre
de solutions a` suivre est en ge´ne´ral assez grand et croˆıt exponentiellement
26 CHAPITRE 1. INTRODUCTION
avec la taille du me´canisme. Ensuite, le nombre de solutions du me´canisme
est en ge´ne´ral bien infe´rieur a` la borne donne´e par le the´ore`me de Bezout,
ce qui signifie que beaucoup de solutions initiales filent vers l’infini, d’ou` des
difficulte´s pratiques de taille de nombre et de jugement sur ce que l’on doit
conside´rer comme infini. Un autre proble`me est de 〈〈choisir 〉〉 correctement le
chemin de superposition, pour e´viter que les solutions ne passent par l’infini,
ou qu’elles ne fassent une excursion dans les complexes, ou encore qu’elles
ne se croisent en passant par des singularite´s. Ces difficulte´s sont assez bien
re´solues dans la litte´rature par diffe´rentes astuces [Morgan87, AllgowerG90].
Par exemple, il est pre´fe´rable de travailler en complexe, car la dimension de
la varie´te´ que forment les singularite´s en est re´duite de moitie´ par rapport
a` un calcul en re´el, ce qui fait qu’un chemin de superposition quelconque
risque peu de la traverser (la situation est comparable a` une courbe dans
l’espace qui risque peu de croiser une droite ou un point; en revanche, elle
le ferait plus certainement face a` un plan).
Notre proble`me de la poursuite de η en fonction de ξ est en fait une conti-
nuation particulie`re : le passage d’une branche par l’infini n’est pas possible,
car on sait par avance que, physiquement, un η ne peut pas tendre vers
l’infini (un η a` l’infini correspondrait a` une dislocation du me´canisme avec
certaines parties a` l’infini). D’autre part, on supposera que le me´canisme
ne traverse pas de singularite´s, ce qui permettra d’e´viter de croiser d’autres
branches, meˆme pour des calculs effectue´s en nombres re´els. En revanche,
aussi bien pour la continuation classique que pour notre proble`me, la diffi-
culte´ restant a` re´soudre est la meˆme : il faut savoir suivre une branche par
pas discrets en garantissant l’impossibilite´ de sauter accidentellement sur
une autre branche. Dans les chapitres suivants, la solution a` ce proble`me est
pre´sente´e.
Exemple 13 Conside´rons la fonction ψ suivante :
ψ =
[
x3 − 3 xy2
3 x2 y − y3
]
Pour le chemin ξ (t) = ξ0 (1 − t) + ξ1 t, ou` ξ0 = (1, 0), ξ1 = (−1,0.01) et
t ∈ [0, 1], le syste`me ψ (η) = ξ admet les trois branches de la figure 1.28 [27].
Une continuation par une me´thode de Newton-Raphson saute sur une autre
branche pour un pas de 0.067 (cf. figure 1.29 [27]) ou encore pour un pas de
0.050 (cf. figure 1.30 [27]). Elle suit la bonne branche pour un pas de 0.044
(cf. figure 1.31 [28]). En revanche, sans le recours de la figure 1.28 [27], rien
ne nous garantit que cette dernie`re continuation est correcte. Par exemple,
pour un pas de 0.043, pourtant plus petit que le pre´ce´dent, on retombe sur
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un saut de branche semblable a` celui de la figure 1.30. Il est par conse´quent
tre`s difficile de s’assurer classiquement qu’un pas de continuation a e´te´ choisi
suffisamment petit sans le calcul de toutes les branches (cf. figure 1.28). En
revanche, l’algorithme propose´ dans cette the`se permet de suivre avec certitude
la bonne branche sans calculer toutes les autres (son application a` cet exemple


























































Figure 1.30 : Saut de branche pour un pas de 0.050




















Figure 1.31 : Continuation correcte pour un pas de 0.044
1.3.6 Changement de mode d’assemblage sans passer par une
singularite´
Peut-on faire varier continuˆment la posture d’un me´canisme de manie`re
a` ce qu’il passe d’un mode d’assemblage a` un autre ? Bien entendu, dans
son de´placement, le me´canisme n’est pas autorise´ a` passer par une sin-
gularite´ (ceci ne l’autorise pas, du meˆme coup, a` se de´sarticuler, car une
de´sarticulation du me´canisme se traduit par un passage dans les complexes;
les solutions ηi e´tant force´ment complexes-conjugue´es, elles sont doubles et
re´elles juste avant la de´sarticulation, c’est-a`-dire singuli`eres). Prenons par
exemple le me´canisme a` cinq barres que l’on fait varier du mode de la figu-
re 1.6 [9] a` celui de la figure 1.7 [9]. Pour ce me´canisme, on se rend compte
qu’il faut franchir une singularite´ pour passer d’un mode a` un autre (cf. figu-
re 1.14 [17]). Cette propri´ete´ est importante, car si chaque mode e´tait tou-
jours se´pare´ l’un de l’autre par une singularite´, celles-ci de´termineraient les
frontie`res des ensembles de bijections Bi. La notion de 〈〈 coordonne´es a` effet
me´moire 〉〉 ne serait pas ne´cessaire et on pourrait se passer des coordonne´es
q (t) en tant que fonction continue du temps (il suffirait de connaˆıtre les
coordonne´es courantes q). Dans notre courte e´tude de la continuation poly-
nomiale, l’exemple des figures 1.19 [21] a` 1.22 [22] laisse a` croire a` la meˆme
conclusion : les ensembles de bijection Bi sont de´termine´s par les singularite´s.
Or, ceci n’est pas vrai dans la ge´ne´ralite´ : il existe des me´canismes et des
fonctions polynomiales pour lesquels, on peut passer continuˆment d’un ηi
a` l’autre sans traverser de singularite´. Par conse´quent, il est totalement il-
lusoire, dans la ge´ne´ralite´, de trouver, autour d’une posture du me´canisme
donne´e, un domaine de bijection B unique qui rassemblerait toutes les pos-
tures physiquement accessibles.
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Exemple 14 Pour mieux comprendre comment ceci est possible, prenons par







Le jacobien de cette fonction vaut J (ψ) = x2+y2, c’est-a`-dire qu’il y a un point
singulier unique a` l’origine. Pour ξ = (12 , 0), on a deux solutions finies η1 =
(−1, 0) et η2 = (1,0) [intersections entre l’hyperbole 12 (x2 − y2) = 1 et les deux
droites forme´es par x y = 0, cf. figure 1.32]. Pourtant, il est e´vident qu’il existe
une infinite´ de chemins permettant de relier η1 a` η2 sans passer par l’origine (ici
seule singularite´). Un ensemble de bijection B1 est repre´sente´ a` la figure 1.33
[30]. Cet ensemble ne peut eˆtre agrandi davantage. Dans cet exemple, tout





(12 , 0) (−1, 0) (1, 0)00
Figure 1.32 : Deux solutions re´elles
On pourrait penser que les me´canismes jouissent de propri´ete´s spe´cifiques qui
les rendent diffe´rents des syste`mes polynomiaux et qu’un cas comme celui de
l’exemple pre´ce´dent n’est me´caniquement pas possible. En fait, pour certains
me´canismes, qui ne sont pas force´ment exotiques, le meˆme phe´nome`ne se
produit comme on peut le voir dans l’exemple ci-apre`s.
Exemple 15 Certains des modes d’assemblage du me´canisme de la figu-
re 1.34 [30] (cf. [OmriW95]) peuvent eˆtre relie´s entre eux par un chemin qui
ne passe pas par une singularite´, comme on peut le voir a` la figure 1.35 [31]
(bien suˆr, il est question ici des coordonne´es d’extre´mite´ q = [OP], car les coor-
donne´es articulaires sont descriptives pour les robots se´ries). Les conse´quences
d’une telle proprie´te´ sont e´tranges. Par exemple, il peut exister certaines tra-
jectoires ferme´e de l’extre´mite´ du robot pour lesquels le me´canisme effectue
une 〈〈 division par un nombre entier 〉〉, c’est-a`-dire qu’a` chaque parcours de la






(12 , 0) (1, 0)00















Figure 1.34 : Robot se´rie a` 3 articulations roto¨ıdes

















Figure 1.35 : Changement de mode d’assemblage sans passer par une singu-
larite´
boucle, il change cycliquement de mode d’assemblage. Parfois, comme c’est le
cas a` la figure 1.35 ou` l’extre´mite´ P du me´canisme de´crit un cercle vertical,
on ne peut pas parcourir plus d’une fois la boucle, car au deuxie`me tour, le
me´canisme rencontre une singularite´. Remarquons que lorsque l’on ne conside`re
que la figure 1.35-a (espace de ξ), on ne voit pas que le me´canisme peut faire
un tour sans passer par une singularite´, car la fonction ψ : Rn → Rn n’est
pas bijective. Ceci implique la superposition de plusieurs 〈〈 feuilles 〉〉, l’une e´tant
sans singularite´, l’autre avec.
1.4 Contexte bibliographique
1.4.1 Originalite´ de la the`se
Pour re´soudre notre proble`me (cf. figure 1.1 [2]), deux approches sont possi-
bles, a` savoir la me´thode indirecte et la me´thode directe (cf. figure 1.36 [32]).
La me´thode indirecte passe par le calcul de tous les modes d’assemblage pour
n’en retenir qu’un seul. En revanche, la me´thode directe ne calcule qu’un
mode, le 〈〈bon 〉〉. C’est cette deuxie`me approche qui a e´te´ choisie dans cette
the`se pour une raison essentielle : le calcul d’un seul mode permet d’e´viter
un des 〈〈pie`ges de complexite´ 〉〉 du proble`me. En effet, le nombre de modes
d’assemblage d’un me´canisme croˆıt, au moins potentiellement, exponentielle-
ment en fonction de son nombre de segments (the´ore`me de Bezout). Or, pour
qu’une me´thode ge´ne´rale soit applicable en pratique, il est fondamental que









〈〈 bon 〉〉 mode
me´thode indirecte me´thode directe
Figure 1.36 : Me´thodes indirecte et directe
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sa complexite´ soit polynomiale, car dans le cas contraire, il existerait toujours
un moment ou` sa mise en œuvre ne serait plus possible, inde´pendamment
de tout progre`s technologique.
A` l’avantage de la me´thode indirecte, il faut relever l’existence d’une
litte´rature abondante (quoiqu’incomple`te) qui traite la premie`re partie, a`
savoir le calcul de tous les modes d’assemblage. Ces me´thodes se basent sur
la re´solution alge´brique d’un syste`me d’e´quations polynomiales. Leur but
est, en gros, d’e´liminer a` chaque e´tape une variable de manie`re a` finir avec
un polynoˆme ordinaire (ge´ne´ralement de degre´ e´leve´) et, apre`s re´solution de
ce polynoˆme, de calculer par substitution arrie`re les autres variables. Ce pro-
cessus est la plupart du temps (tre`s) laborieux, meˆme pour des algorithmes
e´volue´s sur ordinateurs rapides. D’autre part, ces me´thodes ne´cessitent (pour
l’instant du moins) le calcul en pre´cision infinie, ce qui rend la manipula-
tion de (tre`s) gros volume de me´moire ine´vitable. Les algorithmes les plus
ge´ne´raux passent par le calcul d’une base de Gro¨bner [Cox-et92, Buchberger85,
BeckerW93]. L’algorithme de Wu [Cox-et92] permet e´galement de re´soudre
alge´briquement un syste`me d’e´quations polynomiales. Cet algorithme est en
pratique plus efficace que ceux passant par une base de Gro¨bner et est tout
aussi ge´ne´ral dans le proble`me du calcul des modes d’assemblage. Toutefois,
les bases de Gro¨bner pre´sentent des propri´ete´s alge´briques supple´mentaires
qui les rend plus fondamentales. Une autre me´thode alge´brique ge´ne´rale,
tre`s utilise´e en pratique, passe par le concept de re´sultant [Waerden55,
Waerden59] qui permet d’e´liminer directement une variable d’un syste`me
d’e´quations polynomiales. Cette me´thode a e´te´ utilise´e avec succe`s, par
exemple, pour la re´solution d’une plate-forme de Gough-Stewart ge´ne´rale
[Husty94]. Dans sa publication, Husty re´duit le proble`me a` un polynoˆme de
degre´ 40, ce qui constitue le plus petit polynoˆme pour ce proble`me. Une
autre me´thode alge´brique inte´ressante, moins ge´ne´rale mais parfois plus effi-
cace, est la me´thode dialytique [Roth93]. Pour conclure l’approche indirecte,
notons encore que la partie de la se´lection du bon mode n’a pas e´te´ aborde´e
dans la litte´rature. Or, ce passage est (tre`s) loin d’eˆtre e´vident, car il exige,
dans le cas ge´ne´ral, la connaissance des coordonne´es q (t) en tant que fonc-
tion du temps (a` cause des coordonne´es a` effet me´moire).
En ce qui concerne la me´thode directe, bien que les me´thodes alge´briques
soient possibles moyennant l’ajout d’une variable suppl´ementaire au syste`me
(pour repre´senter la variable de continuation), il n’y a gue`re que la con-
tinuation nume´rique (ou homotopie) qui soit aborde´e dans la litte´rature.
Toutefois, en ge´ne´ral, la continuation nume´rique [Morgan87, Wampler-et90,
AllgowerG90] est utilise´e pour calculer tous les modes d’assemblage d’un
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me´canisme. En cela, elle se rattache plutoˆt a` l’approche indirecte. Une de ses
difficulte´s essentielles re´side dans le choix du chemin de continuation. Or, ce
proble`me n’apparaˆıt pas lors d’une continuation par la me´thode directe. En
revanche, la difficulte´ du suivi d’une branche par pas discrets sans risquer
de sauter sur une autre branche est (beaucoup) plus aigu lorsqu’il s’agit
de ne suivre qu’une seule branche, car, dans le cas du calcul de tous les
modes d’assemblage, il existe des tests a posteriori [Morgan87, AllgowerG90]
pour savoir si le pas de continuation a e´te´ choisi suffisamment petit. Or, ces
tests ne sont pas applicables dans le cas du suivi d’une seule branche. Un
re´sultat [HeijerR81], plus dans le sens de la certitude du suivi d’une seule
branche, de´montre qu’il n’est pas suffisant d’observer le comportement de
la suite fournie par une me´thode nume´rique ite´rative pour s’assurer de sa
convergence (il faut en plus connaˆıtre certaines caracte´ristiques de la fonction
ψ). Dans ce contexte, l’originalite´ de la pre´sente the`se est d’apporter une
solution comple`te et rigoureuse du suivi de la bonne branche avec certitude
(a priori).
Un autre point original dans l’approche pre´sente´e dans ce me´moire est
〈〈 l’augmentation 〉〉 du nombre de variables dans le syste`me a` re´soudre pour
qu’il soit de degre´ partiel deux. Cette manie`re de faire est un peu a` contre-
sens par rapport a` ce que l’on trouve ge´ne´ralement dans la litte´rature ou`
on s’y essaie plutoˆt a` re´duire le syste`me en e´liminant le plus possible de
variables. Or, ceci est favorable au calcul de tous les modes d’assemblage,
car les me´thodes de continuation sont d’autant plus rapides qu’il y a peu de
chemin a` suivre (leur nombre croˆıt exponentiellement avec le degre´ total du
syste`me). En revanche, lorsqu’il s’agit de ne suivre qu’une branche, il vaut
mieux, comme on le verra dans ce me´moire, travailler avec des syste`mes a`
degre´ partiel deux, car les me´thodes nume´riques convergent mieux sur de
tels syste`mes et surtout, il est possible d’eˆtre suˆr de leur convergence.
La convergence des me´thodes nume´riques a e´te´ (tre`s) e´tudie´e dans la
litte´rature [JohnsonR82, OrtegaR70, Ostrowski66, Wait79, ByrneH73]. Pour
commencer, notons que les figures dessine´es par les suites convergentes de´li-
mitent des ensembles souvent a` caracte`re fractal tels que les ensembles
de Mandelbrot ou de Julia [Curry-et83]. En ce qui concerne la me´thode
de Newton-Raphson, il existe certains re´sultats fondamentaux quant a` sa
convergence, tel que le the´ore`me de Kantorovich [Ortega68, Tapia71]. Ce
the´ore`me permet de de´finir un ensemble convexe de tous les points con-
vergeant vers une meˆme solution. Le rayon de cet ensemble paraˆıt en ge´ne´ral
sous-estime´, mais il est en fait optimal [Rall74], compte tenu des hypothe`ses
du the´ore`me (qui ne demande que certaines propri´ete´s sommaires du sys-
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te`me). Le the´ore`me de Kantorovich est re´serve´ a` la me´thode de Newton-
Raphson, toutefois, certaines ge´ne´ralisations existent [Moret89] (par exemple
pour les me´thodes nume´riques qui ne se contentent que d’une approximation
de l’inverse de la matrice jacobienne). D’autres approches, qui ne font pas
usage du the´ore`me de Kantorovich, apportent aussi certains re´sultats utiles
aux de´monstrations de convergence. Citons par exemple les me´thodes faisant
usage de l’arithme´tique d’intervalle [Hansen92, Moore79].
1.4.2 Petit historique
Dans cette section, nous pre´senterons une bibliographie moins spe´cifique
au sujet de ce me´moire mais qui a souvent marque´ les e´tapes-cle´s de la
pre´sente recherche. Le fil conducteur choisi pour cette exposition est un
〈〈 petit historique 〉〉 du projet, qui montre aussi combien, initialement, l’e´nonce´
du proble`me e´tait e´troitement lie´ a` sa solution; au de´but d’une recherche tout
est 〈〈 emmeˆle´ dans la plus grande confusion 〉〉.
Ce travail de the`se a commence´ le 1er avril 1993. A` cette e´poque, le sujet
n’e´tait pas clairement de´fini. A` l’Institut d’automatique, un groupe de travail,
constitue´ de Dr F. Ghorbel, Dr P. Guglielmetti (qui e´tait en train de terminer
sa the`se [Guglielmetti94]) et de T. Baumann, e´tudiait le robot Delta (et ses
de´rive´s) [Clavel91, Codourey91, DevaquetB92, Guglielmetti94, Vischer96]
dont la commande pre´sentait certaines difficulte´s propres aux robots paral-
le`les [Merlet97]. Avec le soutien et les conseils de F. Ghorbel, nous avions
commence´ par e´tendre les me´thodes d’analyse et de commande de´veloppe´es
pour les robots se´ries [SpongV89]. Ces me´thodes demandaient une bonne
connaissance de la dynamique. Or, celle-ci pre´sentait un proble`me non tri-
vial pour les robots paralle`les. En ge´ne´ralisant l’approche de Guglielmetti,
il est apparu qu’une surparame´trisation suffisante (coordonne´es naturelles)
rendait l’e´criture de la dynamique (cf. annexe A.1 [89]) e´galement triviale
pour les robots paralle`les [Ghorbel-et94]. Cette approche avait de´ja` e´te´ ex-
ploite´e, par exemple, par [BrauchliW85, Unda-et87, Jalon-et87, Bayo-et91,
BrauchliW91, Haug89]. Le proble`me se pre´cisait : la difficulte´ e´tait main-
tenant de bien comprendre le passage des coordonne´es disponibles physique-
ment aux coordonne´es redondantes utilise´es pour formaliser la dynamique,
c’est-a`-dire surtout un proble`me de ge´ome´trie-cine´matique [Chetelat-et94,
BottemaR79, McCarthy90, Angeles-et93, MerletR95, Chevallier91, Chou92].
Un des me´canismes actuels dont la cine´matique est la plus difficile est la
plate-forme de Gough-Stewart. Sans eˆtre exhaustif (cf. [Merlet97] pour une
bibliographie tre`s comple`te), distinguons les approches alge´briques limite´es a`
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certaines classes de plate-forme [ChenS92, Geng-et92, HusainW92, Merlet92,
Merlet93, ZhangS92] des approches alge´briques s’appliquant a` la plate-forme
ge´ne´rale [Husty94]. Dans le cas ge´ne´ral, la plate-forme de Gough-Stewart a 40
solutions (dans C). Cette proprie´te´ a e´te´ tout d’abord de´montre´e par conti-
nuation nume´rique [Dhingra-et92, Raghavan91, SreenivasanN92, WangC93].
Le cas de la plate-forme planaire a e´te´ e´galement abondamment e´tudie´, citons
par exemple [GosselinS91]. Une approche inte´ressante, qui a e´te´ applique´e a`
la plate-forme de Gough-Stewart [NairM94], est de se´parer la fonction ψ en
une composition de fonctions, l’une line´aire contenant tous les parame`tres
de configuration et l’autre, non line´aire, de´crivant uniquement la topologie
(donc inde´pendante des parame`tres de configuration).
En 1994, Dr P. Myszkorowski a rejoint notre groupe alors que F. Ghor-
bel et P. Guglielmetti l’ont quitte´. Les approches alge´briques, en plein essor,
nous paraissaient souffrir de leur complexite´ intrinse`que : meˆme si beaucoup
d’entre elles sont ge´ne´rales, en pratique, elles souffrent toutes d’une com-
plexite´ exponentielle qui rend leur application impossible (dans les cas com-
plique´s). Ceci est duˆ, comme on l’a compris plus tard, au calcul implicite de
tous les modes d’assemblage (me´thode indirecte de la figure 1.36 [32]). En re-
vanche, les me´thodes nume´riques de continuation permettent de ne calculer
qu’un seul mode, le bon (me´thode directe de la figure 1.36 [32]). De plus, ces
me´thodes sont simples et de faible complexite´ intrinse`que. Elles pre´sentaient
toutefois plusieurs difficulte´s plus ou moins comple`tement re´solues dans la
litte´rature. Dans le proble`me qui nous occupait, une seule d’entre elles e´tait
ve´ritablement aigue¨ : comment garantir, premie`rement, la convergence de la
me´thode nume´rique et, deuxie`mement, que celle-ci converge vers la bonne
solution ?
Ces deux aspects du proble`me semblaient passer par la re´solution d’un
autre proble`me, celui de la de´finition des ensembles de bijection. Or, a` cette
e´poque, personne dans notre groupe, et meˆme au-dela`, ne suspectait qu’il
existe des me´canismes qui puissent passer d’un mode d’assemblage a` l’autre
sans traverser de singularite´. Curieusement, ce proble`me e´tait ge´ne´ralement
esquive´ dans la litte´rature et souvent confondu, plus ou moins implicitement,
avec le the´ore`me local de la fonction inverse (th. 2 [52]) [Greenwood77].
Comme nous e´tions intuitivement convaincu de la ve´racite´ de cette assertion,
nous nous sommes mis en queˆte de la de´montrer . . . mais la de´monstration
n’e´tait pas e´vidente et c’est, lors d’une confe´rence, que Dr C. M. Gosselin
nous a e´claire´ : des me´canismes contre-exemples avait e´te´ 〈〈 re´cemment 〉〉 mis
en e´vidence par [InnocentiP92, OmriW95, Wenger93, WengerO94].
Toutefois, cette recherche de de´monstration n’avait pas e´te´ totalement
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inutile, puisqu’elle a mene´e a` la de´couverte d’un re´sultat (th. 5 [54]) pres-
qu’aussi inte´ressant : a` de´faut d’eˆtre bijective sur un ensemble simplement
connexe exempt de singularite´, il y a bijection sur tout ensemble convexe sans
singularite´ (ce re´sultat n’est valable que sous une formulation de degre´ partiel
n’exce´dant pas deux, mais ceci ne lui enl`eve aucune ge´ne´ralite´) [Chetelat-et96].
Cependant, ce re´sultat e´tait, certes, plus que local, mais pas encore global
(en fait, il s’agit d’un the´ore`me semi-local) : pour progresser, il fallait eˆtre
capable d’expliciter les ensembles de bijection.
A` partir de ce moment-la`, de plus en plus, la formulation de degre´ par-
tiel n’exce´dant pas deux s’est ave´re´e riche de promesses. Toutefois, toutes
les approches conduisaient syste´matiquement a` des algorithmes a` complexite´
exponentielle, par exemple celles faisant usage de l’arithme´tique d’intervalle
[Hansen92, Moore79]. Finalement, nous avons de´couvert le the´ore`me de Kan-
torovich [Tapia71, OrtegaR70]. Or, ce the´ore`me s’appliquait a` merveille a`
notre formulation de degre´ partiel 2 : les calculs qu’il mettait en jeu e´taient
(enfin !) de complexite´ polynomiale. Ce the´ore`me nous paraissait d’une telle
potentialite´ que nous e´tions surpris de constater avec quel scepticisme son
usage e´tait aborde´ dans la litte´rature. Bien suˆr, les bons livres d’analyse
nume´rique y faisaient re´fe´rence comme e´tant un des rares re´sultats en la
matie`re et insistaient sur son caracte`re fondamental, mais ils s’empressaient
d’e´mettre des re´serves sur son inte´reˆt pratique [Chenin-et85, JohnsonR82].
L’e´tude du the´ore`me nous en a appris les raisons. La premie`re est que ce
the´ore`me souffre de sa ge´ne´ralite´, dans le sens qu’il ne s’applique que tre`s
rarement aussi bien que dans nos fonctions de degre´ partiel n’exce´dant pas
2. La seconde est qu’il fournit des ensembles de bijection ridiculement pe-
tits par rapport a` l’ide´e que l’on se fait ge´ne´ralement de l’inte´reˆt de tels
ensembles.
Convaincus qu’il e´tait extreˆmement difficile de faire mieux que ce the´o-
re`me, nous nous sommes mis a` la taˆche : il devait eˆtre possible de l’exploiter
pour re´soudre notre proble`me. En fait, quelques astuces, relativement vite
de´couvertes, ont permis d’augmenter substantiellement la taille des domaines
de bijection. Ensuite, une approche quelque peu diffe´rente a permis de 〈〈rac-
corder 〉〉 ensemble (th. 9 [73]) plusieurs domaines le long du chemin de conti-
nuation tout en assurant que ce raccordement exclu tout saut de branches :
le but e´tait atteint, a` condition que, pour les robots courants et avec les
calculateurs actuels, le temps de calcul ne soit pas re´dhibitoire. Par chance,
quelques exemples, dont un, re´pute´ difficile (plate-forme de Gough-Stewart
ge´ne´ralise´ [Husty94]) a fini par lever tout doute, puisque leur temps de calcul
est tout a` fait compatible avec la technologie actuelle [Chetelat-et97].
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Inde´pendamment du caracte`re e´vident de fiabilite´ que la me´thode ap-
porte, un se´jour a` Sophia-Antipolis chez Dr J. -P. Merlet nous a confirme´
que les ve´rifications usuelles de bon sens ne sont pas toujours une garantie
suffisante lors d’un calcul par continuation nume´rique : des sauts de branches






Une des manie`res de de´crire la position et l’orientation de l’ensemble des
corps d’un me´canisme est d’utiliser les coordonne´es naturelles de´finies ci-
dessous. Ces coordonne´es ont de´ja` trouve´ des applications inte´ressantes en
dynamique notamment [Jalon-et87, BrauchliW91].
De´finition 1 (coordonne´es naturelles) Les coordonne´es naturelles d’un
me´canisme regroupent, dans un vecteur-colonne η, la description, dans le
re´fe´rentiel d’inertie, d’une origine A (vecteur OA) et d’un repe`re ortho-
normal direct [x y z] lie´s a` chaque solide (excepte´ la base).
La description d’un me´canisme par les coordonne´es naturelles η est tre`s
comple`te et permet de passer de fac¸on triviale a` n’importe quelles autres
coordonne´es, que ce soit les coordonne´es articulaires ou ge´ne´ralise´es d’un
me´canisme. On peut utiliser cette propri´ete´ pour de´crire formellement ce
que l’on entend par coordonne´es.
De´finition 2 (coordonne´es et contraintes) Les coordonne´es q d’un me´-
canisme, quel qu’elles soient, peuvent eˆtre conside´re´es comme le re´sultat
d’une fonction f : Rn → Rm sur les coordonne´es naturelles η. Autrement
dit, on a f (η) = q. De fac¸on similaire, on peut de´finir les contraintes par
un syste`me d’e´quations g (η) = 0 ou` g est une fonction Rn → Rn−m.
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Pour des coordonne´es q donne´es, tous les modes d’assemblages possibles ηi
d’un me´canisme satisfont au syste`me d’e´quations ci-dessous :{
f (η) = q
g (η) = 0
L’e´criture de ce syste`me d’e´quations peut eˆtre condense´e, en rassemblant en
un meˆme vecteur ξ, les coordonne´es q et les constantes des contraintes.












Remarque 3 Les images de la fonction g sont dans Rn−m pour que la
fonction ψ soit Rn → Rn. Ce n’est qu’a` cette condition que le syste`me (2.1)
pourra avoir des solutions isole´es (re`gle du meˆme nombre d’inconnues que
d’e´quations).
Exemple 16 Pour illustrer ce qui vient d’eˆtre dit, prenons une plate-forme
de Gough-Stewart tout a` fait ge´ne´rale propose´e dans [Husty94]. Les robots
paralle`les de type Gough-Stewart ont fait l’objet de tre`s nombreuses publi-
cations, en particulier sur la question du proble`me dit du mode`le ge´ome´trique
direct ou` trois approches, alge´brique [Husty94, Merlet90, Roth93], ge´ome´trique
[Merlet93] et nume´rique [Raghavan91, WangC93, Wampler-et90] coexistent. Ce
proble`me est (en gros) celui que l’on traite (nume´riquement) dans ce me´moire.
La repre´sentation du me´canisme est donne´e a` la figure 2.1 [41] ou` l’on a
repre´sente´, de manie`re a` faciliter la lecture tri-dimensionnelle, la base et la
plate-forme par des prismes dont les areˆtes sont prolonge´es par des barres
rigides jusqu’aux articulations a` rotule (ce me´canisme paraˆıt acade´mique a`
cause du choix des parame`tres du tableau 2.1 [41] ; les re´sultats valables pour ce
cas ge´ne´ral le sont bien entendu aussi pour toute autre plate-forme de Gough-
Stewart : il suffit de changer les parame`tres). Les coordonne´es articulaires q
choisies sont les carre´s des distances reliant les rotules de la base aux rotules
correspondantes de la plate-forme (on aurait aussi pu choisir directement la
longueur des segments, mais le syste`me qui en serait re´sulte´ aurait e´te´ de plus
grande dimension). Les coordonne´es naturelles η (partielles dans cet exemple)
et la fonction ψ sont explicite´es ci-dessous, ou` O est l’origine fixe, A l’origine
de la plate-forme mobile, Ci les rotules de la base et Bi les rotules de la plate-
forme. Les vecteurs partant de O sont exprime´s dans le repe`re fixe tandis que
















Figure 2.1 : Plate-forme de Gough-Stewart ge´ne´ralise´e
Tableau 2.1 : Parame`tres
base plate-forme
OC1 [0, 0, 0]T AB1 [0, 0,0]T
OC2 [−2, 0, 0]T AB2 [0, 2,2]T
OC3 [0, −1, −1]T AB3 [−1, 2, 0]T
OC4 [0, −1, 0]T AB4 [0, 0,1]T
OC5 [0, 0, −3]T AB5 [0, 1, −2]T
OC6 [0, 2, 2]T AB6 [2, 2,1]T
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OA + [x y z] · AB1 − OC1 − u1
OA + [x y z] · AB2 − OC2 − u2
OA + [x y z] · AB3 − OC3 − u3
OA + [x y z] · AB4 − OC4 − u4
OA + [x y z] · AB5 − OC5 − u5
OA + [x y z] · AB6 − OC6 − u6
xT x − 1
yT y − 1
xT y
z − x × y

Conside´rons un me´canisme dans une posture η0 donne´e. Comme nous le
verrons rigoureusement a` la section suivante, la fonction ψ peut eˆtre obtenue
sous une forme explicite pour tous les me´canismes. En conse´quence, par
ξ0 = ψ (η0), il est facile de calculer les coordonne´es q0 correspondantes et
de ve´rifier que le me´canisme satisfait bien aux contraintes. Supposons a`
pre´sent que le me´canisme se de´place d’une quantite´ infinite´simale vers une
nouvelle posture du me´canisme η. Si notre proble`me est de trouver cette
nouvelle posture η a` partir des coordonne´es q correspondantes, on pourrait
tenter de le re´soudre en trouvant les solutions ηi du syste`me (2.1) [40] et en
se´lectionnant la solution la plus proche de η0.
Cette manie`re de faire comporte deux inconve´nients. Le premier est
qu’elle ne´cessite le calcul de tous les modes d’assemblage pour n’en retenir
qu’un seul. Or, leur nombre croˆıt, potentiellement du moins, exponentielle-
ment avec la dimension de la fonction ψ et donc du me´canisme (the´ore`me
de Bezout, cf. [Morgan87]). D’autre part, en supposant que l’on passe d’un
de´placement infinite´simal a` un de´placement fini (ce qui correspond au cas que
l’on traite en pratique), la notion de distance devient extreˆmement de´licate a`
de´finir, ceci a` cause des contraintes sur η. Par exemple, deux η1, η2 peuvent
eˆtre proches au sens euclidien et tre`s e´loigne´es en pratique si le me´canisme
n’a pas de trajectoire directe pour les relier. Il faut, par conse´quent, se me´fier
2.1. FORMULATION 43
de l’intuition assez re´pandue qui veut qu’une me´thode nume´rique ite´rative
convergente fournisse la solution la plus proche de l’estime´e initiale, puisque
ceci est pratiquement de´pourvu de sens. En conclusion, la commande ne peut
pas reconstituer le bon mode d’assemblage η a` partir du couple (ξ0, η0) et
du point ξ. D’autres hypothe`ses supple´mentaires sont ne´cessaires.
Il y a deux manie`res de se tirer d’affaire. La premie`re est de ne s’autoriser
que des de´placements infinite´simaux, ce qui revient a` exiger la connaissance
explicite du chemin ξ (t) reliant ξ0 a` ξ. En supposant que ce chemin soit
de´rivable, la solution η (t) de l’e´quation diffe´rentielle ci-dessous (obtenue par
de´rivation de (2.1) [40]) conduit au bon mode d’assemblage.
Ψ (η) · η˙ = ξ˙
ou` Ψ = ∂ψ/∂η est la matrice jacobienne de la fonction ψ.
Toutefois, la solution η (t) n’est presque jamais disponible analytique-
ment et il ne faut pas oublier qu’une inte´gration nume´rique sous-entend
de nouveau des de´placements non infinite´simaux. De plus, une solution
nume´rique conduit a` une de´rive qui ne peut pas eˆtre ne´glige´e.
L’autre manie`re exige, premie`rement, que l’on connaisse explicitement
les domaines (ouverts) A et B ou` la fonction ψ : B → A est bijective et,
deuxie`mement, que l’on puisse supposer que la trajectoire emprunte´e par le
me´canisme pour relier η0 a` η est toute entie`re contenue dans B. Dans ce
cas, la fonction ψ est inversible et tout chemin entie`rement dans A reliant
ξ0 a` ξ a son image dans B qui se termine au bon mode d’assemblage η. Pra-
tiquement, ceci va nous permettre de calculer le bon mode d’assemblage η.
Pour cela, on se donne un chemin, contenu dans A et qui relie ξ0 a` ξ. En-
suite, il ne reste plus qu’a` le suivre par continuation nume´rique [Morgan87,
Wampler-et90, AllgowerG90]. Quelles que soient les valeurs calcule´es par la
me´thode nume´rique ite´rative, si elles sont dans B et que la me´thode converge,
deux conditions que l’on peut toujours garantir au besoin en diminuant a pos-
teriori le pas de continuation, la me´thode fournira le mode d’assemblage oc-
cupe´ re´ellement par le me´canisme. Cette fac¸on de faire souffre malheureuse-
ment de deux inconve´nients graves. Le premier est que meˆme dans le cas ou`
les ensembles de bijection A et B sont e´tendus au maximum, ils ne couvrent
en ge´ne´ral qu’une partie des configurations η physiquement atteignables par
le me´canisme (une configuration est atteignable s’il existe un chemin qui y
me`ne sans passer par une singularite´ de la matrice jacobienne de ψ). Le
second, comme on le verra par la suite, est que ces ensembles sont (tre`s)
difficiles a` calculer explicitement en pratique, surtout si on ne veut pas se
contenter de sous-estimations se´ve`res.
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En fait, la solution a` notre proble`me utilisera un me´lange des deux
manie`res pre´sente´es ci-dessus : on supposera que le chemin ξ (t) est connu
avec un certain flou. Ce flou sera formalise´ par la de´finition d’ensembles
de bijections Ai qui suivront la courbe ξ (t) et qui e´tendront celle-ci a` un
tube (∪Ai, ensemble ouvert). Ces ensembles de bijection permettront fi-
nalement de suivre le chemin correctement par pas finis tout en maˆıtrisant
comple`tement les erreurs et approximations nume´riques. Pour terminer, in-
sistons encore sur le fait que par cette approche, il n’y aura pas lieu de
calculer tous les modes d’assemblage et que, par conse´quent, la complexite´
de la me´thode ne sera pas obligatoirement exponentielle (en fait, l’algorithme
que l’on propose sera de complexite´ polynomiale).






Les figures 2.2 et 2.3 [45] illustrent la ne´cessite´, fondamentale et incontour-
nable, de connaˆıtre le chemin ξ (t) pour calculer le bon mode d’assemblage
η (la fonction ψ : η 7→ ξ utilise´e dans cet exemple n’est rien d’autre que
la repre´sentation re´elle de la fonction complexe x2). Notons toutefois qu’un
〈〈 le´ger 〉〉 de´placement d’un chemin ne change pas la situation radicalement (dans
cet exemple, le point critique est l’origine, puisqu’un chemin de´place´ au-dela`




















Figure 2.2 : Importance du chemin (premier cas de figure)
2.2 Caracte´risation
La premie`re e´tape pour de´terminer les ensembles de bijection de ψ est e´vi-
demment de bien connaˆıtre ψ en tant que fonction Rn → Rn. Comme, dans





















Figure 2.3 : Importance du chemin (second cas de figure)
caracte´riser au mieux ψ, c’est-a`-dire d’y extraire des proprie´te´s communes
a` tous les me´canismes. La premie`re d’entre elles est donne´e ci-dessous :
Proprie´te´ 1 (forme explicite de ψ) La fonction ψ : Rn → Rn peut tou-
jours eˆtre exprime´e sous une forme explicite.
De´monstration Cette propri´ete´ s’explique par la description imme´diate
de la posture de tous les corps du me´canisme en coordonne´es naturelles
η. En effet, on peut de´composer les articulations de tous les me´canismes
articule´s (que l’on conside`re ici) en trois types e´le´mentaires : articulations
roto¨ıdes, articulations prismatiques et assemblage rigide (cf. figure 2.4 [46]).
Les articulations roto¨ıdes et prismatiques peuvent eˆtre conside´re´es avec ou
sans coordonne´es, ce qui porte a` cinq le nombre de cas possibles. Les cinq cas
sont traite´s dans le tableau 2.2 [46] ou` chaque articulation relie deux solides,
l’un d’origine A et de repe`re [x y z] et l’autre d’origine A˜ et de repe`re [x˜ y˜ z˜].
La matrice M exprime le repe`re [x˜ y˜ z˜] dans le repe`re [x y z]. Le vecteur
AA˜, qui relie l’origine A a` l’origine A˜, est exprime´ dans le repe`re [x y z].
Remarquons que dans ce tableau, les seuls symboles constants et qui, par
conse´quent, ne font pas partie de η sont M et AA˜.
La proprie´te´ suivante concerne le degre´ de la fonction ψ, dont nous rap-
pelons au pre´alable la de´finition.
De´finition 3 (degre´ partiel, degre´ total) Le degre´ partiel d’une fonc-
tion polynomiale ψ : Rn → Rn est le plus grand degre´ des polynoˆmes ψi. En
revanche, le degre´ total est de´fini par le produit des degre´s des polynoˆmes ψi.
The´ore`me 1 (caracte´risation) Si les coordonne´es q ne contiennent pas
d’angles θ, mais que ceux-ci sont repre´sente´s par leurs projections cos θ et
sin θ, la fonction ψ : Rn → Rn est une fonction polynomiale pour tous les
me´canismes. De plus, le degre´ partiel de cette fonction n’exce`de pas deux.

























Figure 2.4 : Assemblage rigide et articulations roto¨ıde et prismatique
Tableau 2.2 : E´quations pour chaque type d’articulations
Assemblage rigide
OA˜ − OA − [x y z] · AA˜ = 0
[x˜ y˜ z˜] − [x y z] · M = 0
Articulation roto¨ıde (autour de z)
avec coordonne´e sans coordonne´e
xT · x˜ = cos θ
yT · x˜ = sin θ x˜T · x˜ − 1 = 0
zT · x˜ = 0 zT · x˜ = 0
OA˜ − OA = 0 OA˜ − OA = 0
z˜ − z = 0 z˜ − z = 0
y˜ − z˜ × x˜ = 0 y˜ − z˜ × x˜ = 0
Articulation prismatique (le long de x)
avec coordonne´e sans coordonne´e
xT · u = δ
yT · u = 0 yT · u = 0
zT · u = 0 zT · u = 0
OA˜ − OA − u = 0 OA˜ − OA − u = 0
[x˜ y˜ z˜] − [x y z] = 0 [x˜ y˜ z˜] − [x y z] = 0
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De´monstration Le tableau 2.2 [46] rend les deux conclusions du the´ore`me
imme´diates (les seuls symboles non e´le´ment de η sont M et AA˜).
Les fonctions de degre´ partiel 2 jouissent d’une inte´ressante proprie´te´ :
Proprie´te´ 2 La matrice jacobienne Ψ = ∂ψ/∂η d’une fonction ψ : Rn →
Rn de degre´ partiel n’exce´dant pas 2 est globalement lipschitzienne, c’est-a`-
dire que l’on a ‖Ψ(x) − Ψ(y) ‖∞ ≤ γ ‖x − y‖∞, ∀x,y ∈ Rn, ou` ‖ · ‖∞ est
la norme infinie de Ho¨lder (cf. annexe A.2 [92]). La constante de Lipschitz
peut eˆtre calcule´e par l’expression suivante :
γ = 2 max |Ai|
ou` Ai sont les matrices de ψi (x) = xT Ai x + bTi x + ci (qui repre´sente
l’expression standard d’une fonction de degre´ 2) et | · | est un ope´rateur qui
consiste a` faire la somme des valeurs absolues de tous les e´le´ments de la
matrice.
De´monstration Les lignes de la matrice jacobienne Ψ s’expriment par Ψi =
2xT Ai + bTi . La constante de Lipschitz γ, pour la norme infinie, vaut donc,
au minimum :







Dans le cas ou` les matrices Ai sont quelconques, cette expression n’est pas
facile a` calculer. Toutefois, γ peut eˆtre un majorant de cette expression. Pour
un ‖x‖∞ donne´ (pour fixer les ide´es, prenons 1), le maximum de
∑
j |xT Ai|j
sera majore´ par |Ai| (somme des valeurs absolues des e´le´ments de la matrice),
puisque x = [1 · · · 1] est de norme 1. Remarquons que l’expression ci-dessus
donne une borne exacte (γ = 6), si ψ re´sulte du tableau 2.2 [46].
Remarque 4 En vertu de l’e´quivalence des normes, la matrice jacobienne
Ψ est e´videmment lipschitzienne pour d’autres normes que la norme ‖ · ‖∞
choisie ici. Toutefois, la norme ‖ · ‖∞ permet, en pratique, de chiffrer facile-
ment γ, ce qui n’est pas possible pour n’importe quelle autre norme. C’est
donc la norme infinie de Ho¨lder qui sera utilise´e partout dans la suite de ce
me´moire. Pour des raisons de lisibilite´, l’indice infini ne sera plus note´.
Remarque 5 En rajoutant suffisamment de variables et d’e´quations, tout
syste`me polynomial peut eˆtre mis sous la forme de degre´ partiel n’exce´dant
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pas 2 et tel que la relation lipschitzienne soit re´duite a` ‖Ψ(x) − Ψ(y) ‖ ≤
1·‖x−y‖, ∀x,y ∈ Rn (par un changement de variables ade´quat, on peut tou-
jours mettre les e´quations de degre´ 2 sous la forme 12 x
2 −y, ou` x, y sont des
variables scalaires). Toutefois, ces variables introduites n’ont ge´ne´ralement
aucune signification physique.
Remarque 6 Pour un me´canisme donne´, il existe souvent d’autres coor-
donne´es que les coordonne´es naturelles pre´sente´es ici, qui sont plus com-
modes d’utilisation et qui conduisent a` une caracte´risation identique. Les
re´sultats expose´s par la suite s’y appliqueront donc e´videmment. Autrement
dit, les coordonne´es naturelles permettent de de´montrer facilement l’univer-
salite´ de l’approche, mais elles ne sont pas force´ment optimales a` tout point
de vue pour un me´canisme donne´. Trouver de manie`re syste´matique le jeu
de coordonne´es qui minimise le temps de calcul est d’ailleurs un proble`me
difficile et ouvert qui ne sera pas aborde´ dans ce texte.
Exemple 18 La plate-forme de Gough-Stewart pre´sente´ plus haut a e´te´
de´crite par des coordonne´es naturelles partielles. Bien que la formulation ait
de´ja` e´te´ simplifie´e par rapport a` ce qu’elle aurait e´te´ en coordonne´es naturelles
comple`tes, une e´tude plus approfondie de ce me´canisme, par une approche
faisant usage de quaternions [Husty94, McCarthy90], permet de re´duire encore
conside´rablement le nombre d’e´quations (de 30 a` 8). Sans entrer ici dans les



















ηT (M1 + N1 + NT1 ) η + v
T
1 v1
ηT (M2 + N2 + NT2 ) η + vT2 v2
ηT (M3 + N3 + NT3 ) η + vT3 v3
ηT (M4 + N4 + NT4 ) η + vT4 v4
ηT (M5 + N5 + NT5 ) η + vT5 v5




bT b − 1

ou` les matrices Mi, Ni et les vecteurs vi sont des constantes relie´es aux parame`tres
du tableau 2.1 [41] par les expressions suivantes :
Mi =
[
4 I4 2 {wi}

























ou` l’ope´rateur {·} signifie :
{x} =

x1 −x2 −x3 −x4
x2 x1 x4 −x3
x3 −x4 x1 x2
x4 x3 −x2 x1

D’autre part, les quaternions, repre´sente´s ici par les deux vecteurs a et b re-





OA [x y z]
]
= {b}T (2 a · [1 0 0 0] + C {b}T C)












sin ρ2 · r/‖r‖2
]
r =















ou` tr H est la trace de la matrice H.
Cette formulation, moins e´vidente que celle faisant usage des coordonne´es na-
turelles, permettra toutefois d’augmenter sensiblement l’efficacite´ de l’algori-
thme que l’on pre´sentera par la suite. L’important jusqu’ici est de se rendre
compte que les deux formulations sont de degre´ partiel 2 et que la constante
de Lipschitz γ est calculable sans trop de difficulte´. En effet, dans l’exemple
pre´ce´dent, en coordonne´es naturelles, on a γ = 6, car il y a au maximum 6
variables par ligne de la matrice jacobienne Ψ. Avec les quaternions, le calcul
de γ est moins e´vident car les e´le´ments de Ψ ne se limitent pas a` une variable.
Un γ, quelque peu surestime´, peut eˆtre obtenu par la formule de la proprie´te´ 2
[47]. On obtient γ = 496.
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Chapitre 3
Domaines de bijection
3.1 The´ore`mes locaux et semi-locaux
A` pre´sent, le proble`me est avant tout de trouver une description explicite
des domaines de bijection de la fonction ψ : B → A . La figure 3.1 [52] illus-
tre les diffe´rentes couches du proble`me avec en grise´ celles a` re´soudre. Les
diffe´rents the´ore`mes caracte´risant chaque couche de la pyramide se classent
en trois types : les the´ore`mes locaux, semi-locaux et globaux. Un the´ore`me
local conside`re un ensemble comme un voisinage. Autrement dit, dans notre
proble`me, ce type de the´ore`mes assure l’existence des ensembles de bijec-
tion A et B, mais ne dit rien quant a` leur taille concre`te. En revanche, un
the´ore`me global permet de de´finir explicitement les frontie`res des ensembles.
Comme les the´ore`mes globaux fournissent des conclusions plutoˆt fortes, ils
s’appuient souvent sur des re´sultats interme´diaires que l’on appelle semi-
locaux. Un the´ore`me semi-local donne des conditions suffisantes pour de´finir
les ensembles A et B, mais de manie`re implicite. Le sommet de la pyramide
repre´sente la connaissance de la fonction ϕ = ψ−1 : A → B. Par con-
naissance, il ne faut pas force´ment comprendre expression explicite. Dans
notre contexte, la fonction ϕ est connue si on peut l’e´valuer nume´riquement
en n’importe quel point. Remarquons que ceci est suffisant pour calculer
e´galement toutes les de´rive´es de ϕ.
Les the´ore`mes locaux sont bien connus en me´canique. En gros, ils se
basent sur la propri´ete´ qu’une fonction de classe C1 peut eˆtre, dans un voisi-
nage, assimil´ee a` une fonction affine (les deux premiers termes du de´ve-
loppement en se´rie de Taylor). Dans notre proble`me, les the´ore`mes locaux
apportent un re´sultat the´orique essentiel : ils de´montrent l’existence de do-
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ϕ connaissance de ϕ
ψ : B → A bijection
ψ : B → Rn injection
expression explicite de ψ
Figure 3.1 : Les diffe´rentes couches ne´cessaires a` la re´solution du proble`me
maines de bijection autour d’une posture du me´canisme η0 donne´e et non
singulie`re, c’est-a`-dire pour laquelle on a J (ψ) 6= 0 [remarquons que dans ce
texte, le jacobien J (ψ) signifie detΨ ou` Ψ = ∂ψ/∂η est la matrice jacobi-
enne, conforme´ment a` la terminologie en usage en mathe´matiques].
The´ore`me 2 (fonction inverse) Si une fonction ψ : Rn → Rn est de
classe C1 et si l’on a J (ψ) 6= 0 en un η0 donne´, alors il existe un voisinage
B de η0 tel que la fonction ψ : B → ψ (B) est bijective.
Une de´monstration de ce the´ore`me de base de l’analyse mathe´matique peut
eˆtre trouve´e par exemple dans [Rudin76], th. 9.24.
Remarque 7 Il existe quelques variantes de ce the´ore`me local dont une, le
the´ore`me de la fonction implicite, est bien connue en robotique [Rudin76].
En pratique, nous supposerons que la posture du me´canisme η0 ne soit ja-
mais singulie`re, tout comme nous imposerons que le domaine B soit exempt
de singularite´ [J (ψ) 6= 0 sur B]. Cette hypothe`se est d’ailleurs naturelle car
elle revient a` exiger la bijection, non pas seulement sur l’application co-
ordonne´es articulaires – coordonne´es naturelles, mais aussi sur l’application
correspondante des vitesses. La question qu’on peut se poser a` pre´sent est
la suivante : est-ce que tout ensemble B˜ simplement connexe et de´pourvu de
singularite´ est domaine de bijection de ψ ? La re´ponse est en ge´ne´ral non,
sauf pour les fonctions R → R comme le de´montre le the´ore`me de Rolle
rappele´ ci-dessous.
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The´ore`me 3 (de Rolle) Si une fonction ψ : R → R est de classe C1 et si
l’on a D(ψ) 6= 0 sur un ensemble B connexe, alors la fonction ψ : B → ψ (B)
est bijective [ D (ψ) signifie dψ/dη].
De´monstration Si la fonction ψ n’e´tait pas bijective, alors il existerait deux
points diffe´rents η1, η2 ∈ B qui auraient la meˆme image ψ (η1) = ψ (η2). Le
the´ore`me de la moyenne (cf. [Rudin76], th. 5.10) implique la pre´sence d’un
η ∈ ]η1, η2[ ⊂ B pour lequel D (ψ) vaut 0, ce qui est contraire aux hypothe`ses
du the´ore`me.
Le the´ore`me de Rolle e´tend le the´ore`me local de la fonction inverse a` un
the´ore`me semi-local pour les fonctions R → R. Son extension au cas multi-
dimensionnel n’est pas imme´diate. Comme de´ja` annonce´ plus haut, et con-
trairement a` une intuition assez re´pandue, un ensemble B˜ (simplement con-
nexe) sur lequel on a J (ψ) 6= 0 n’est pas suffisant. En pratique, ce fait se
rencontre pour certains me´canismes (planaire ou non, se´rie ou paralle`le) ou`
deux solutions diffe´rentes η1 et η2 de (2.1) [40] peuvent eˆtre relie´es par un
chemin sur lequel on a J (ψ) 6= 0 [InnocentiP92, OmriW95]. Si on sort de la
classe des me´canismes pour ne se limiter qu’aux fonctions polynomiales, on
trouve meˆme des exemples tre`s simples, comme celui reproduit ci-dessous, ou`
l’on peut constater qu’une fonction peut ne pas eˆtre bijective sur un domaine
B˜ (meˆme convexe) exempt de singularite´.
Exemple 19 La fonction ψ ci-dessous n’est pas bijective pour n’importe quel
ensemble B˜ convexe sur lequel on a J (ψ) = x (1+y4/12) 6= 0. En particulier, si
l’on choisit B˜ = ]0, ∞[ ×R, on constate que les deux points (1,√6) et (1,−√6)
ont la meˆme image (−2, 0).
ψ =
[
x (1 − y2/2)
x y (1 − y2/6)
]
(3.1)
En fait, il existe une ge´ne´ralisation du the´ore`me de Rolle pour les fonctions
Rn → Rn, mais les hypothe`ses sont ge´ne´ralement difficiles a` ve´rifier et plutoˆt
restrictives. Il faut en effet que le de´terminant d’une certaine matrice M ne
soit jamais nul sur un ensemble B convexe. La matrice M ressemble a` la
matrice jacobienne, a` la diffe´rence que chaque ligne ∂ψi/∂η est e´value´e avec
un ηi ∈ B diffe´rent et donc inde´pendant. Ceci constitue une beaucoup plus
grande restriction que J (ψ) 6= 0, puisque dans ce dernier cas, la matrice
jacobienne est e´value´e avec le meˆme vecteur η ∈ B pour chaque ligne.
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The´ore`me 4 (de Rolle ge´ne´ralise´) Si une fonction ψ : Rn → Rn est de
classe C1 et si l’on a, pour tout ηi appartenant a` un ensemble B convexe,
detM 6= 0 avec








alors la fonction ψ : B → ψ (B) est bijective.
De´monstration (cf. [Ostrowski66], th. 24.2.) Si la fonction ψ n’e´tait pas
bijective, alors il existerait deux points diffe´rents η1, η2 ∈ B qui auraient
la meˆme image ψ (η1) = ψ (η2). Conside´rons les fonctions restreintes au
segment reliant η1 a` η2, c’est-a`-dire φi (ti) = ψi (ti η1 + [1 − ti] η2). Pour cha-
cune de ces fonctions, on aurait φi (0) = φi (1). Le the´ore`me de la moyenne
(cf. [Rudin76], th. 5.10) implique la pre´sence d’un τi ∈ ]0, 1[ pour lequel on
a D (φi) = 0, ce qui s’e´crit aussi :
∂ψi
∂η
(ηi) · (η1 − η2) = 0
ou` ηi = τi η1+(1−τi) η2 ∈ B puisque B est convexe. En rassemblant tous les i,
l’e´quation ci-dessus repre´sente un syste`me d’e´quations du type M ·(η1−η2) =
0, ce qui implique detM = 0 puisque η1 6= η2. Or ceci est contraire aux
hypothe`ses du the´ore`me.
Nous proposons ci-dessous un autre the´ore`me semi-local qui ne s’applique
qu’aux fonctions ψ : Rn → Rn polynomiales de degre´ partiel n’exce´dant pas
deux, c’est-a`-dire pour les fonctions caracte´ristiques des me´canismes. Notons
que ce the´ore`me est, pour les fonctions qui nous inte´ressent, moins restrictif
que le the´ore`me de Rolle ge´ne´ralise´.
The´ore`me 5 (semi-local pour les me´canismes) Si une fonction ψ : Rn
→ Rn est polynomiale de degre´ partiel ≤ 2 et si l’on a, sur un ensemble B
convexe, J (ψ) 6= 0, alors la fonction ψ : B → ψ (B) est bijective.
De´monstration (cf. [Chetelat-et96]) Un e´le´ment i quelconque de la fonction
ψ est de la forme :
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ou` A, b et c sont respectivement une matrice syme´trique, un vecteur et un
scalaire. Si la fonction ψ n’e´tait pas bijective, alors il existerait deux points
diffe´rents η1, η2 ∈ B qui auraient la meˆme image ψ (η1) = ψ (η2), ce que l’on















































































D’autre part, le gradient de ψi s’e´crit :
∂ψi
∂η
















· (η1 − η2) = 0
Pour satisfaire a` cette e´quation, il faut que J (ψ) vaille 0 en 12 [η1 + η2] ∈ B
puisque η1 6= η2, ce qui est contraire aux hypothe`ses du the´ore`me.
Remarque 8 Le the´ore`me de Rolle (th. 3 [52]) donne une condition ne´ces-
saire et suffisante pour le domaine B. En revanche, dans le cadre du the´ore`me
semi-local pour les me´canismes (th. 5 [54]), on peut trouver facilement des
exemples ou` le plus grand domaine B autour d’un point n’est pas convexe.
En d’autres termes, le the´ore`me pre´sente´ ici donne des conditions suffisantes,
mais pas ne´cessaires. Toutefois, en pratique, la restriction d’utiliser un do-
maine B convexe (au lieu de simplement connexe) n’est ge´ne´ralement pas
geˆnante.
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Exemple 20 Contrairement a` la fonction (3.1) [53], la fonction ψ ci-dessous
est de degre´ partiel ≤ 2. Le the´ore`me 5 [54] s’y applique donc. On a J (ψ) =
x2 + y2 6= 0 partout, sauf en (0, 0), ce qui signifie que la fonction ψ est bijective






En revanche, la fonction ψ n’est pas bijective sur l’ensemble B˜ = R2\{0}× ] −
∞,0] simplement connexe. En effet, les points (1, 0) et (−1,0) ont la meˆme
image (1, 0).
Exemple 21 La fonction ψ du me´canisme a` cinq barres (cf. exemple 7 [13])
est de degre´ partiel deux. Le the´ore`me 5 [54] s’y applique donc. Le jacobien
vaut, selon la relation (1.1) [17], J (ψ) = ‖A2B2‖ ‖A4B4‖ yT2 · x4. Sans entrer
trop ici dans les de´tails, ce jacobien est de signe diffe´rent sur chacune des
deux solutions, ce qui de´montre qu’il n’est pas possible (pour ce me´canisme)
de passer d’une solution a` l’autre sans traverser de singularite´. Tout domaine
B˜ (convexe ou non) sans singularite´ est donc ici domaine de bijection. Or, la
varie´te´ engendre´e par J (ψ) = 0 n’est pas plane. Ceci de´montre que le plus
grand domaine de bijection B˜ n’est pas force´ment toujours convexe.
3.2 The´ore`mes globaux
La prochaine e´tape dans la re´solution de notre proble`me est de construi-
re un domaine B convexe, autour d’une posture du me´canisme η0 non sin-
gulie`re, sur lequel on a J (ψ) 6= 0. Un des ensembles convexes les plus simples
est l’hypercube, c’est-a`-dire un domaine de´fini par un intervalle sur chaque
e´le´ment de η. Meˆme pour des domaines aussi simples, il n’est pas e´vident de
trouver des algorithmes a` complexite´ polynomiale qui permettent de de´cider
si oui ou non un hypercube donne´ est sans singularite´. En revanche, il est plus
facile de trouver des algorithmes qui fournissent directement un hypercube
sans singularite´. Leur inconve´nient est que les dimensions de l’hypercube
calcule´ sont ge´ne´ralement de beaucoup sous-estime´es. Nous pre´senterons ci-
dessous un the´ore`me qui se base sur la proprie´te´ lipschitzienne de la ma-
trice jacobienne. D’autres approches peuvent eˆtre base´es sur l’arithme´tique
d’intervalle [Hansen92, Moore79] ou sur la structure du de´terminant, mais
leur complexite´ algorithmique est, a` notre connaissance, plus importante que
celle des me´thodes expose´es ici. D’autre part, elles ne nous ont pas permis,
pour l’instant, de trouver de meilleurs re´sultats (cf. annexe C [115]).
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The´ore`me 6 (d’injection) Si la fonction ψ : Rn → Rn re´sulte de la
caracte´risation d’un me´canisme selon le the´ore`me 1 [ 45] et si l’on a J (ψ) 6=
0 en un η0 donne´ avec
β˜ =
1
γ ‖Ψ−1 (η0) · B‖
ou` γ est la constante lipschitzienne (voir propr. 2 [47]) Ψ = ∂ψ/∂η la ma-




ou` |Ai| est de´fini a` la proprie´te´ 2 [ 47], alors la fonction ψ : B → Rn est
injective sur l’ensemble
B = {η : ‖η − η0‖ < β˜}
De´monstration (cf. [Chetelat-et97]) Selon le the´ore`me 5 [54], pour qu’il
y ait injection sur B, il suffit que B ne contienne pas de singularite´. Pour
le de´montrer, rappelons tout d’abord une propri´ete´ de la norme induite. Si
w = Ψ · v, par la de´finition de la norme induite, on a ‖w‖ ≤ ‖Ψ‖ · ‖v‖.
De meˆme, pour v = Ψ−1 · w, on aura ‖v‖ ≤ ‖Ψ−1‖ · ‖w‖, autrement dit,
‖w‖ ≥ 1/‖Ψ−1‖ ·‖v‖. Dans notre proble`me, si l’on a ‖w‖ = ‖Ψ(η) ·v‖, avec
‖v‖ = 1, on aura :
inf ‖Ψ (η) · v‖ = 1/‖Ψ−1 (η) ‖ (3.3)
D’autre part, pour des vecteurs a = Ψ(η) · v, b = Ψ (η0) · v et c = a − b,
l’ine´galite´ du triangle ‖a‖ ≥ ‖b‖ − ‖c‖ s’applique. En tenant compte de la
propri´ete´ lipschitzienne de la matrice Ψ, qui s’e´crit aussi ‖Ψ(η) · v− Ψ(η0) ·
v‖ ≤ γ ‖η−η0‖ pour tout vecteur v unitaire, on trouve finalement la relation
suivante :
inf ‖Ψ(η) · v‖ ≥ 1/‖Ψ−1 (η0) ‖ − γ ‖η − η0‖ (3.4)
Si Ψ (η) est singulier, c’est qu’il existe un vecteur v pour lequel on a ‖Ψ(η) ·
v‖ = 0. Ceci permet d’exprimer la condition qui garantit un domaine exempt
de singularite´ :
‖η − η0‖ < β = 1
γ ‖Ψ−1 (η0) ‖
Conside´rons a` pre´sent la matrice B avec une le´ge`re modification : les e´le´ments
nuls de la diagonale sont remplace´s par ² > 0 arbitrairement petit. Dans ce
cas, la matrice B est inversible et les singularite´s de Ψ sont les meˆmes que
celles de B−1 Ψ. Le choix particulier de B permet de conserver intacte (avec
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le meˆme γ) la relation lipschitzienne ‖B−1 Ψ (x) − B−1 Ψ(y) ‖ ≤ γ ‖x − y‖.
Autrement dit, dans le raisonnement du de´but de la de´monstration, on peut
remplacer la matrice Ψ par la matrice B−1 Ψ et obtenir finalement, apre`s
passage a` la limite, la conclusion du the´ore`me :
‖η − η0‖ < β˜ = 1
γ ‖Ψ−1 (η0) B‖
Remarque 9 L’introduction de la matrice B dans le the´ore`me pre´ce´dent a
e´videmment pour but d’augmenter le domaine de bijection B le plus possible
(β˜ ≥ β). Toutefois, meˆme en utilisant cet artifice, le domaine B sera en
ge´ne´ral sous-estime´. On peut s’en rendre compte par la re´flexion suivante.
Conside´rons le point singulier η1 le plus proche (au sens de la norme infinie)
de η0. Dire que ce point est singulier signifie qu’il existe un vecteur unitaire
v1 particulier pour lequel on a ‖Ψ(η1) · v1‖ = 0. Si l’on e´tudie la variation
de ‖Ψ(η) ·v1‖ pour η parcourant le segment η1 a` η0, on se rend compte qu’il
n’y a aucune raison pour que la pente dans cette direction soit e´gale a` γ
(tout ce qu’on sait, c’est qu’elle ne peut pas eˆtre supe´rieure). D’autre part,
‖Ψ(η0) · v1‖ ne doit pas force´ment eˆtre e´gal a` la borne infe´rieure (3.4) [57].
Maintenant que l’on a un domaine de bijection B de´fini explicitement, on est
en mesure d’assurer que s’il y a une solution η de (2.1) [40] dans B, alors elle
y est unique. Il reste a` savoir s’il y en a effectivement une. C’est le proble`me
comple´mentaire d’existence. Sa re´solution passe par A, puisque si l’on peut
dire que le vecteur ξ est e´le´ment de A, alors la bijection implique qu’il y ait
une image dans B. Pour l’instant, le domaine A est caracte´rise´ implicitement
par A = ψ (B). Cette description ne permet pas de de´cider pratiquement si
ξ est e´le´ment de A.
Bien entendu, A = ψ (B) n’est pas convexe (contrairement a` B), ce qui
ne facilite pas sa caracte´risation. Ici encore, pour de´bloquer la situation, il
faudra se contenter d’un autre A, inclus dans le pre´ce´dent, que l’on choisira
convexe par commodite´. Dans ce cas, c’est le nouveau B = ϕ (A) correspon-
dant a` A qui ne sera plus convexe. En fait, ceci est acceptable car d’une part,
la propri´ete´ essentielle de B, a` savoir l’unicite´ de la solution, est pre´serve´e
et d’autre part, on pourra toujours re´pondre facilement a` la question : est-ce
qu’un η donne´ est e´le´ment de B ? En effet, pour qu’il le soit, il faut et il suf-
fit, premie`rement, que ψ (η) soit e´le´ment de A (ce qui se ve´rifie facilement
puisque A est maintenant convexe) et, deuxie`mement, que η soit toujours
e´le´ment de l’ancien domaine B.
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La premie`re ide´e qui vient a` l’esprit pour trouver un domaine A convexe
est la suivante. Conside´rons l’ensemble des vecteurs partant de η0 (le centre
de B) et aboutissant sur un η situe´ sur le bord de B. L’image de ces vecteurs
sera les vecteurs correspondants qui partiront de ξ0 = ψ (η0) pour aboutir en
ξ = ψ (η). Le plus grand hypercube centre´ en ξ0 et inclus dans A = ψ (B) sera
de´termine´ par le plus petit (en norme infinie) des vecteurs de ξ0 a` ξ. Trouver
ce vecteur n’est pas chose facile. Si l’on se contente d’une sous-estimation, il
suffit d’inte´grer le pire des cas, c’est-a`-dire (3.4) [57]. Par cette me´thode, on
trouve que ‖ξ − ξ0‖ < 12 β2 γ.
On peut reprocher au domaine A trouve´ ci-dessus d’eˆtre un hypercube,
car dans certains cas, comme on le verra par la suite, un hyperparalle´lipipe`de
est suffisant. Or un hyperparalle´lipipe`de au lieu d’un hypercube laisse espe´rer
que l’on puisse agrandir A dans certaines directions privile´gie´es. Le raison-
nement pre´ce´dent ne peut pas eˆtre adapte´ pour tenir compte de cette nou-
velle hypothe`se. En fait, la solution va eˆtre obtenue comme une des conse´-
quences du the´ore`me de Kantorovich, que nous rappelons ci-dessous sous une
forme partielle adapte´e aux me´canismes. En gros, ce the´ore`me de´montre que
le pire des cas de convergence de la me´thode de Newton-Raphson, lorsqu’elle
est applique´e a` n’importe quelles fonctions Rn → Rn pour lesquelles on a
une matrice jacobienne lipschitzienne, se rencontre de´ja` pour n = 1.
The´ore`me 7 (de Kantorovich) Si la fonction ψ : Rn → Rn re´sulte de la
caracte´risation d’un me´canisme selon le the´ore`me 1 [45], si l’on a J (ψ) 6= 0
en un η0 donne´ et si α > 1 avec
β =
1
γ ‖Ψ−1 (η0) ‖ α =
β
2 ‖Ψ−1 (η0) · [ψ (η0) − ξ]‖ (3.5)
ou` γ est la constante lipschitzienne (voir propr. 2 [ 47]) et Ψ = ∂ψ/∂η la
matrice jacobienne, alors la suite de Newton-Raphson
ηi+1 = ηi − Ψ−1 (ηi) · [ψ (ηi) − ξ]
est bien de´finie et converge vers η∞, solution de ψ (η∞) = ξ avec






De´monstration (cf. [Tapia71]) Toute l’astuce de la de´monstration consiste
a` e´tudier la distance entre ηi et ηi+1. Pour des ηi tel que ‖ηi − η0‖ < β
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(hypothe`se a` confirmer par la suite), la matrice jacobienne Ψ est inversible
(the´ore`me 6 [56]). Les expressions suivantes sont donc bien de´finies :
‖ηi+1 − ηi‖ = ‖ηi − Ψ−1 (ηi) · [ψ (ηi) − ξ] − ηi‖
= ‖Ψ−1 (ηi) · [ψ (ηi) − ξ]‖
≤ ‖Ψ−1 (ηi) ‖ · ‖ψ (ηi) − ξ‖
Toujours pour des η tel que ‖η − η0‖ < β, on peut, selon les relations (3.3)
[57] et (3.4) [57] trouver une borne pour ‖Ψ−1 (η) ‖ :
‖Ψ−1 (η) ‖ ≤ 1
γ (β − ‖η − η0‖)
Cette borne permet de poursuivre les ine´galite´s pre´ce´dentes. On obtient :
‖ηi+1 − ηi‖ ≤ ‖ψ (ηi) − ξ‖
γ (β − ‖ηi − η0‖)
Il faut maintenant trouver une borne pour ‖ψ (ηi) − ξ‖, ce qui peut paraˆıtre
a` premie`re vue plutoˆt difficile, puisque la condition lipschitzienne que l’on
connaˆıt par hypothe`se est sur la matrice jacobienne Ψ et non sur la fonction
ψ elle-meˆme. De par le processus d’ite´ration de la me´thode de Newton-
Raphson, on a ξ = ψ (ηi−1) − Ψ(ηi−1) · (ηi−1 − ηi), autrement dit :
‖ψ (ηi) − ξ‖ = ‖ψ (ηi) − ψ (ηi−1) + Ψ (ηi−1) · (ηi−1 − ηi)‖
= ‖ ∫ ηiηi−1 [Ψ (η) − Ψ(ηi−1)] dη‖
L’ine´galite´ du triangle ‖a + b‖ ≤ ‖a‖ + ‖b‖ applique´e a` l’inte´grale permet
de poursuivre :
‖ ∫ ηiηi−1 [Ψ (η) − Ψ(ηi−1)] dη‖ ≤ ∫ ηiηi−1 ‖ [Ψ (η) − Ψ (ηi−1)] dη‖
≤ ∫ ηiηi−1 ‖Ψ(η) − Ψ(ηi−1) ‖ · ‖dη‖
≤ γ ∫ ηiηi−1 ‖η − ηi−1‖ · ‖dη‖
= γ
∫ ηi−ηi−1
0 ‖x‖ · ‖dx‖
ou` x = η − ηi−1. Cette dernie`re expression peut eˆtre e´value´e sur le chemin
d’inte´gration x = (ηi − ηi−1) t, pour t variant de 0 a` 1. Dans ce cas, on a :
γ
∫ ηi−ηi−1
0 ‖x‖ · ‖dx‖ = γ
∫ 1
0 ‖(ηi − ηi−1) t‖ · ‖(ηi − ηi−1) dt‖
= γ2‖ηi − ηi−1‖2
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A` pre´sent, on peut reprendre notre chaˆıne d’ine´galite´s. En introduisant ce
dernier re´sultat, on trouve finalement, pour i ≥ 1, l’expression suivante (pour
i = 0, par de´finition de α et β, on a ‖η1 − η0‖ = β2α ).
‖ηi+1 − ηi‖ ≤ ‖ηi − ηi−1‖
2
2 (β − ‖ηi − η0‖)
(3.6)
Si la fonction ψ e´tait une fonction R → R, alors la norme infinie se re´duirait
a` une valeur absolue et notre chaˆıne d’ine´galite´ se transformerait en une
chaˆıne d’e´galite´s. Bien que la fonction ψ que l’on conside`re soit Rn → Rn,
on peut se donner une fonction, disons φ (x), qui satisfait aux meˆmes valeurs
de norme que la fonction ψ (c’est-a`-dire qui pre´sente les meˆmes valeurs α, β,
γ). On peut ve´rifier que la fonction parabolique φ (t) suivante remplit toutes









Graˆce a` cette fonction, on pourra ramener l’e´tude de la convergence d’un
proble`me de dimension n (re´solution de ψ (η) = ξ par Newton-Raphson en
partant de η0) a` un proble`me de dimension 1 [re´solution de φ (x) = 0 par
Newton-Raphson en partant de x0 = 0]. Ce dernier proble`me est e´videmment
plus simple et on verra qu’il pre´sente l’avantage de converger exactement
comme le pire des cas en dimension n. L’ine´galite´ (3.6) se transforme donc
pour φ en une e´galite´. Avec x0 = 0 et xi+1 > xi, on obtient :
xi+1 − xi = (xi − xi−1)
2
2 (β − xi)
(3.7)
Pour i = 0, puisque les fonctions ψ et φ partagent les meˆmes α, β, γ, on
aura :
‖η1 − η0‖ = x1 = β2α
Ensuite, pour i = 1, les formules (3.6), (3.7) de re´currence nous permettront
de trouver :
‖η2 − η1‖ ≤ ‖η1 − η0‖
2
2 (β − ‖η1 − η0‖) =
x21
2 (β − x1) = x2 − x1
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De meˆme, pour i ≥ 2, on aura :
‖η3 − η2‖ ≤ ‖η2 − η1‖
2
2 (β − ‖η2 − η0‖) ≤
(x2 − x1)2
2 (β − x2) = x3 − x2
...
...
‖ηi+1 − ηi‖ ≤ ‖ηi − ηi−1‖
2
2 (β − ‖ηi − η0‖) ≤
(xi − xi−1)2
2 (β − xi) = xi+1 − xi
L’ine´galite´ du triangle permet d’e´tendre ce re´sultat entre i et j quelconques
(i ≥ j) :
‖ηi − ηj‖ = ‖(ηi − ηi−1) + (ηi−1 − ηi−2) + · · · + (ηj+1 − ηj)‖
≤ ‖ηi − ηi−1‖ + ‖ηi−1 − ηi−2‖ + · · · + ‖ηj+1 − ηj‖
≤ (xi − xi−1) + (xi−1 − xi−2) + · · · + (xj+1 − xj)
= xi − xj
A` ce stade, les illustrations graphiques usuelles de la me´thode de Newton-
Raphson (cf. figure 3.2 [63]) suffisent de´ja` a` se convaincre de la convergence
de l’algorithme pour φ (et donc pour ψ) de`s lors que la valeur minimale de la
parabole est ne´gative. En effet, le minimum se trouve en x tel que φ′ (x) = 0,
c’est-a`-dire en x = β, et la condition pour que φ (β) < 0 se traduit par α > 1.
D’autre part, si la valeur minimale est ne´gative, il est clair que la solution







Autrement dit, on a de´montre´ la borne du the´ore`me :




1 − √1 − 1/α)
Remarque 10 La condition α > 1 du the´ore`me de Kantorovich correspond
a` une borne exacte pour les fonctions R → R. Compte tenu des hypothe`ses
de de´part, cette borne peut aussi eˆtre conside´re´e comme exacte pour les
fonctions Rn → Rn, puisque plusieurs fonctions R → R rassemble´es en une
seule forment une fonction Rn → Rn (dont la borne sera e´videmment exacte,
puisque l’on travaille avec la norme infinie).












Figure 3.2 : Me´thode de Newton-Raphson applique´ a` φ (x) = 0
Le the´ore`me de Kantorovich de´montre la convergence de la me´thode de
Newton-Raphson sous certaines conditions, mais il peut aussi eˆtre utilise´
pour de´cider si un point ξ a une image dans B (puisque l’on sait la calculer
par Newton-Raphson). Autrement dit, en e´tudiant le lieu forme´ par tous
les points ξ qui satisfont a` la condition de convergence (α > 1), on peut
caracte´riser le domaine A. Selon la de´finition de α, on peut tirer l’expression
suivante, de´ja` obtenue pre´ce´demment :




Il y a d’autres points ξ qui satisfont au the´ore`me de Kantorovich, mais
l’expression ci-dessus les exclus, car pour pouvoir de´finir un domaine A con-
vexe, on est malheureusement oblige´ de prendre le pire des cas. Pour e´viter
que le pire des cas soit en plus dans des directions de moindre inte´reˆt, il est
important de pouvoir de´finir le domaine A comme hyperparall´elipipe´dique
et pas force´ment comme hypercubique.
The´ore`me 8 (de bijection) Si les hypothe`ses du the´ore`me d’injection 6
[ 56] sont remplies, avec M , A, α˜, deux matrices et un scalaire tels que
MT M = I
MT u = [
√
uT u 0 · · · 0 ]T
A = M · diag (1, ρ, · · · , ρ)
α˜ =
β˜
2 ‖Ψ−1 (η0) · A‖
ou` β˜ est donne´ par le th. 6 [ 56], Ψ = ∂ψ/∂η est la matrice jacobienne,
ρ ∈ ]0, 1] est une constante donne´e, diag (·) un ope´rateur de construction de
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matrices diagonales et u un vecteur non nul, alors la fonction ϕ = ψ−1 :
A → B est injective sur l’ensemble
A (η0,u) = {ξ : ‖A−1 · [ξ − ψ (η0)]‖ < α˜}
De´monstration (cf. [Chetelat-et97]) Pour commencer, remarquons que le
β du the´ore`me de Kantorovich peut eˆtre modifie´ par le β˜ du the´ore`me 6
[56], puisque re´soudre ψ (η) − ξ = 0 est e´quivalent a` trouver les solutions
de B−1 · [ψ (η) − ξ] = 0 (on admet que les ze´ros de la diagonale de B sont
remplace´s par ² > 0 arbitrairement petit). Le the´ore`me de Kantorovich exige
que l’on ait :
β˜
2 ‖Ψ−1 (η0) · [ψ (η0) − ξ]‖ > 1
Par la de´finition de la norme induite, le membre de gauche de cette ine´galite´
s’e´crit aussi :
β˜
2 ‖Ψ−1 (η0) A · A−1 [ψ (η0) − ξ]‖ ≥
β˜
2 ‖Ψ−1 (η0) A‖ · ‖A−1 [ψ (η0) − ξ]‖
=
α˜
‖A−1 [ψ (η0) − ξ]‖
La norme induite constitue une borne exacte, ce qui signifie qu’il existe au
moins un point pour lequel l’ine´galite´ ci-dessus est une e´galite´. La condition
de Kantorovich s’exprime donc par :
α˜
‖A−1 [ψ (η0) − ξ]‖ > 1
En conse´quence, pour tout point ξ de l’ensemble A (η0,u), la me´thode de
Newton-Raphson converge vers une unique valeur η ∈ B. La fonction ϕ =
ψ−1 : A → B est donc injective.
Remarque 11 Ge´ome´triquement, l’ensemble A (η0,u) repre´sente un hyper-
paralle´lipipe`de rectangle centre´ en ψ (η0), oriente´ le long de u, de section hy-
percarre´e de coˆte´ 2 ρ α˜ et de longueur 2 α˜. Cette interpre´tation ge´ome´trique
sera tre`s utile par la suite.
Remarque 12 Notons que la matrice M peut eˆtre construite en pratique,
par exemple, par une proce´dure d’orthogonalisation de Gram-Schmidt.
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Les domaines A, B de bijection obtenus dans cette section sont largement
sous-estime´s, ce qui rend leur utilisation pratique de´licate. En revanche,
en ce qui concerne la me´thode de Newton-Raphson, ils correspondent a`
l’estimation optimale, compte tenu de la caracte´risation du the´ore`me 1 [45].
Ceci ne veut pas dire que cet algorithme ne converge jamais en dehors de
ces domaines, mais plutoˆt que, e´tant donne´ un point externe aux domaines,
il existe toujours une fonction ψ, qui satisfait aux hypothe`ses du the´ore`me,
mais avec laquelle la me´thode de Newton-Raphson ne pourra pas converger.
Exemple 22 Dans un des exemples pre´ce´dents, on a vu que la fonction ψ :






B =]0, ∞[ ×R A = R2\ ] − ∞, 0]
Si on choisit un point η0, par exemple en (1, 0), le calcul de B par le the´ore`me 6
[56] donne, avec γ = 4, B = I2 et donc β˜ = 14·0.5 :
B = {η : ‖η − (1,0)‖ < 0.5}
Cet ensemble B repre´sente un carre´ de coˆte´ 2 · 0.5 et centre´ en (1, 0), ce qui
est plutoˆt petit par rapport au demi-plan ]0, ∞[ ×R ou` l’on sait la fonction
bijective dans cet exemple simple.
En ce qui concerne le domaine A, le the´ore`me de bijection (th. 8 [63]) demande
a` ce que l’on spe´cifie une orientation u et un 〈〈 rapport de proportion 〉〉 ρ. On
trouve par exemple :
pour u = (0,1) et ρ = 1 u = (2,1) et ρ = 0.01



























Rappelons que formellement, A s’´ecrit :
A = {ξ : ‖A−1 · [ξ − ψ (1, 0)]‖ < α˜}
Dans l’exemple pre´ce´dent ou` une analyse de´taille´e est possible, on se rend
bien compte que les domaines de bijections fournis par le the´ore`me 8 [63]
sont sous-estime´s. Pour des exemples plus complique´s, on ne peut plus juger
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aussi facilement les domaines que les the´ore`mes 6 [56] et 8 [63] proposent,
mais leur taille continue a` eˆtre sous-estime´e, certainement plus encore. Le
proble`me est qu’il n’est pas facile de trouver d’autres algorithmes (a` faible
complexite´) pour calculer ces domaines de bijection. A` chaque e´tage de la
pyramide (figure 3.1 [52]), une sous-estimation a duˆ eˆtre accepte´e pour con-
tinuer. Toute nouvelle me´thode qui permet d’ame´liorer le passage d’un e´tage
a` l’autre est inte´ressante, mais il faut en plus, pour qu’elle porte pleine-
ment ses fruits, que l’ame´lioration apporte´e se re´percute jusqu’au sommet
de la pyramide. En conclusion, on peut dire que des domaines, meˆme pe-
tits, constituent de´ja` une information pre´cieuse. On verra a` la section sui-
vante un algorithme capable, dans le cadre du proble`me aborde´ dans ce
me´moire, d’exploiter ces petits ensembles (graˆce toutefois a` une propri´ete´




Les domaines A, B de bijection obtenus par les re´sultats du chapitre pre´-
ce´dent sont ge´ne´ralement trop petits en pratique pour eˆtre utilise´s dans
une continuation classique (ils auraient alors permis d’assurer l’absence de
saut de branche). C’est la raison pour laquelle, dans cette section, nous
allons discuter la mise en œuvre d’un algorithme base´ sur une approche
quelque peu diffe´rente. Cet algorithme permettra ne´anmoins le suivi exact
d’une trajectoire courbe dans l’espace Rm des coordonne´es q (en topologie,
on parle de rele`vement du chemin q par l’application ψ). Autrement dit,
e´tant donne´e une courbe reliant ξ0 = ψ (η0) a` ξ∞, l’algorithme permettra
de calculer une approximation η de η∞ avec une pre´cision ‖η − η∞‖ < ²
donne´e, sachant que η∞ est l’extre´mite´ exacte de l’image de la courbe. Encore
une fois, on ne peut pas se contenter d’une me´thode nume´rique ite´rative
convergente car une telle me´thode ne permettrait que de trouver une des
solutions η∞ de ψ (η∞) = ξ∞, sans garantie que cette solution soit bien
l’extre´mite´ exacte de l’image de la courbe.
De´finition 4 (image bien de´finie) E´tant donne´e une courbe continue re-
liant ξ0 a` ξ∞, on dit que son image, partant de η0, est bien de´finie si elle
est continue, en tout point finie ( ‖η‖ < ∞) et si elle ne croise pas d’autres
branches [ J (ψ) 6= 0].
L’image de la courbe est la solution de l’e´quation diffe´rentielle ci-dessous [en
de´rivant ξ = ψ (η), on obtient ξ˙ = Ψ(η) · η˙].
η˙ = Ψ−1 (η) · ξ˙
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La condition initiale est η0 et les the´ore`mes d’existence et d’unicite´ des
solutions des e´quations diffe´rentielles montrent que cette image est bien
de´finie, de`s lors qu’aucun de ses points n’est singulier [J(ψ) 6= 0] et que
limt→∞ ‖η (t) ‖ < ∞. Nous reviendrons sur cette hypothe`se par la suite, mais
dans cette section, nous supposerons que cette image est bien de´finie. Bien
suˆr, on peut utiliser une me´thode d’inte´gration nume´rique pour suivre cette
courbe. Toutefois, il ne faut pas oublier que cette approche, premie`rement,
ne re´sout pas le passage de l’infinite´simal au fini (car elle exige toujours a` ce
qu’on fournisse la preuve que la discre´tisation n’a pas fait sauter la me´thode
sur une autre branche) et, deuxie`mement, introduit une de´rive parasite sur
la solution.
Meˆme pour des me´canismes simples, ces proble`mes de saut de branches
peuvent de´ja` apparaˆıtre, ce qui pousse souvent a` abandonner des me´thodes
nume´riques qui pourtant sont potentiellement tre`s performantes. La certi-
tude de l’authenticite´ de la solution calcule´e est fondamentale par exemple
en commande des me´canismes : il ne sert pas a` grand-chose que le syste`me
de commande soit stable et que la me´thode nume´rique converge si, au bout
du compte, la reconstitution du bon mode d’assemblage du me´canisme est
errone´e. Pour re´soudre ce proble`me, introduisons tout d’abord la notion
d’approximation de Newton qui va permettre de maˆıtriser les erreurs et ap-
proximations nume´riques. En effet, il ne faut pas oublier qu’une me´thode
nume´rique ite´rative, d’une part, ne peut fournir qu’une approximation de la
valeur cherche´e (la valeur exacte demanderait un temps infini) et, d’autre
part, ne travaille pas en pre´cision exacte.
De´finition 5 (approximation de Newton) Si, pour une condition ini-
tiale η0 donne´e, la suite de Newton-Raphson
ηi+1 = ηi − Ψ−1 (ηi) · [ψ (ηi) − ξ]
est bien de´finie et converge vers η, alors η˜ = η0 est appele´ approximation de
Newton de η.
Exemple 23 Reprenons la fonction ψ de l’exemple 13 [26] rappele´e ci-dessous :
ψ =
[
x3 − 3 xy2
3 x2 y − y3
]
Pour ξ = (1, 0), une des solutions de ψ (η) = ξ vaut η1 = 12 (−1,
√
3). Tous les
points blancs de la figure 4.1 [69] repre´sentent des approximations de Newton
η˜1, car la me´thode de Newton-Raphson converge vers η1 a` partir d’un quel-
conque de ces points. L’ensemble de ces points est appel´e commune´ment bassin
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de Newton et forme un ensemble de Julia. Ces ensembles ont souvent, comme
ici, des frontie`res a` caracte`re fractal.















tous les points blancs sont des
approximations de Newton η˜1
de η1
Figure 4.1 : Ensembles de Julia
Le concept d’approximation de Newton est important car, en pratique, lors-
que l’on saura qu’un point η˜ est une approximation de Newton, il sera tou-
jours possible de raffiner sa valeur autant que souhaite´. En conse´quence, une
approximation de Newton repre´sente pratiquement la meˆme information que
la valeur exacte, a` jamais inaccessible. Par l’algorithme pre´sente´ ci-apre`s, on
ame´liore, jusqu’a` garantir une erreur infe´rieure a` un ² donne´, un point η˜,
identifie´ pre´alablement comme e´tant une approximation de Newton.
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Algorithme 1 (Newton-Kantorovich) Une approximation de Newton η˜
peut eˆtre affine´e par l’algorithme de Newton-Kantorovich pre´sente´ ci-dessous
de fac¸on a` garantir ‖η˜ − η‖ < ² pour un ² > 0 donne´.
function η˜ := newton kantorovich (η˜, ξ, ²)
while α ≤ 1 or β˜ (1 − √1 − 1/α) ≥ ² do
η˜ := η˜ − Ψ−1 (η˜) · [ψ (η˜) − ξ]
end while
ou` ψ, Ψ, α, β˜ sont de´finis au th. 7 [59].
De´monstration Le the´ore`me 7 [59] de Kantorovich rend la de´monstration
de cet algorithme imme´diate.
L’algorithme suivant donne la solution a` un proble`me plus simple que le suivi
d’une courbe : il s’agit du suivi d’un segment de droite court. La figure 4.2
[71] illustre le principe de l’algorithme sur une bout de courbe court (contenu
dans A). Comme nous le verrons, que la courbe soit ve´ritablement courbe ou
qu’il s’agisse d’un segment ne change rien au principe de l’algorithme, mais
son efficacite´ et son utilite´ pratique sont beaucoup plus importantes pour les
segments. C’est la raison pour laquelle nous ne pre´senterons formellement,
dans ce me´moire, que des algorithmes pour segments de droite (jusqu’a` la
droite brise´e). Par contre, les illustrations se rapporteront au cas ge´ne´ral.
La figure 4.2 [71] repre´sente, a` gauche, la courbe (ou chemin) que l’on se
propose de suivre par continuation et, a` droite, deux images (ou branches) de
cette courbe. Il faut comprendre que la fonction ψ applique ces deux branches
sur le chemin de continuation. Il en est de meˆme des points et carre´s. On
suppose que la fonction ψ a e´te´ identifie´e bijective de B vers A (par exemple
par le the´ore`me 8 [63]). Tout point de A aura donc une et unique image dans
B. En conse´quence, si on part du couple (ξ0, η0) repre´sente´ par les petits
points, il n’y a aucune confusion possible sur la bonne image du grand point
ξ1 : c’est celle qui appartient a` B, car c’est celle-la qui est l’extre´mite´ exacte
de l’image du bout de courbe. Cependant, en pratique, on ne peut pas partir
du couple (ξ0, η0) : il faut se satisfaire du couple (ξ0, η˜0) qui tient compte de
l’approximation de Newton, repre´sente´ par des petits carre´s. Si le domaine
A satisfait aux hypothe`ses du the´ore`me de bijection (th. 8 [63]), alors le
the´ore`me de Kantorovich (th. 7 [59]) permet d’affirmer que l’approximation
de Newton η˜0 de η0 est aussi approximation de Newton de η1, c’est-a`-dire
que l’on a η˜1 = η˜0. Bien entendu, un nombre fini d’ite´rations de la me´thode










Figure 4.3 : Nouvelle approximation de Newton
de Newton-Raphson va affiner cette approximation de Newton, comme on
peut le voir a` la figure 4.3 (carre´s noirs).
Algorithme 2 (suivi d’un segment court) Soient deux points diffe´rents
ξ0, ξ1 relie´s par un segment de droite (dans Rn) et η˜0 une approximation
de Newton de l’image η0 de ξ0. Si ξ0 et ξ1 sont e´le´ments de A (η˜0, u) (ou`
u = ξ1 − ξ0), alors le segment est dit court, son image est bien de´finie et η˜0
est aussi une approximation de Newton de η1, extre´mite´ exacte de l’image
du segment.
function η˜1 := segment court (ξ0, ξ1, η˜0)
η˜1 := η˜0
ou` A (η˜0,u) est de´fini au th. 8 [ 63].
De´monstration Le domaine A (η˜0,u) est convexe par de´finition. Le seg-
ment est donc tout entier e´le´ment de A (η˜0, u). Son image est contenue dans
le domaine B correspondant et, de plus, y est unique. D’autre part, par
la de´finition de A (η˜0, u), on sait que α > 1 pour tout ξ ∈ A (η˜0,u). Par
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conse´quent, le the´ore`me 7 [59] de Kantorovich s’applique et de´montre que
la me´thode de Newton-Raphson converge vers η1 ∈ B.
E´videmment, en pratique, on ne peut pas se contenter d’un segment court.
Le deuxie`me algorithme que l’on va pre´senter permettra d’effectuer le suivi
d’un segment long, c’est-a`-dire de longueur quelconque. La premie`re ide´e qui
vient a` l’esprit est de fragmenter un long segment en sous-segments courts et
d’appliquer l’algorithme pre´ce´dent suivi d’un certain nombre d’ite´rations de
Newton-Raphson pour chaque fragment. La question qui se pose est la sui-
vante : combien d’ite´rations sont ne´cessaires a` chaque sous-segment pour que
l’on puisse garantir un suivi exact du segment long (puisqu’en nume´rique,
une pre´cision infinie n’est pas possible) ? Pour bien comprendre le proble`me,
comparons les figures 4.4 et 4.5 qui pre´sentent chacune des domaines de
bijection B diffe´rents, mais compatible avec l’ide´e pre´sente´e ci-dessus qui
consiste a` fragmenter un chemin en sous-chemins courts. On constate a` la
figure 4.5 un saut de branche. Comment l’e´viter a` coup suˆr ? La solution












Figure 4.5 : Raccordement inde´sirable
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The´ore`me 9 (de raccordement) Soient trois points diffe´rents ξ0, ξ1, ξ2
relie´s l’un a` l’autre par deux segments courts et leur approximation de New-
ton η˜0, η˜1, η˜2 de leur image. Si η˜2 est le re´sultat d’ite´rations de Newton-
Raphson a` partir de η˜1 qui lui-meˆme est obtenu a` partir de η˜0, alors η˜2 est
l’approximation de Newton de η2, extre´mite´ exacte de l’image du chemin
reliant ξ0 a` ξ2.
De´monstration Les deux segments sont suppose´s courts, ce qui sous-entend
que l’on a ξ0, ξ1 ∈ A (η˜0, u0) et ξ1, ξ2 ∈ A (η˜1,u1) (avec u0 = ξ1 − ξ0 et
u1 = ξ2 − ξ1). Il est clair que chacun des segments a son image toute entie`re
dans un domaine B correspondant, mais ceci ne garantit pas que ces images
fassent partie de la meˆme branche. En fait, a` ce point du raisonnement, le seul
e´le´ment que les deux domaines B doivent partager est η˜1, l’approximation
de Newton de la vraie image η1. Rien ne dit qu’il n’existe pas une image η1
diffe´rente dans chacun des B. Si tel e´tait le cas, l’image des deux segments
serait discontinue et on aurait la conse´quence d’un saut de branche. Mais
ceci n’est pas possible, car η˜1 est une approximation de Newton, ce qui
signifie que la me´thode de Newton-Raphson converge vers un η1 unique,
inde´pendamment de tout domaine B.
A` pre´sent, on peut re´pondre a` la question : combien d’ite´ration de Newton-
Raphson faut-il effectuer a` chaque pas de continuation ? Il suffit que ψ (η˜1)
soit suffisamment proche de ξ1 pour que le A (η˜1,u) du the´ore`me de bijec-
tion (th. 8 [63]) contienne au moins un nouveau bout du chemin a` suivre,
sinon la progression n’est pas possible. La sous-routine suivante permettra
d’atteindre ce but.
Sous-routine 3 Soient deux points diffe´rents ξ0, ξ1 et η˜0 une approxima-
tion de Newton de l’image η0 de ξ0. La sous-routine ci-dessous ame´liore
l’approximation de Newton η˜0 jusqu’a` trouver un sous-segment court dans la
direction u = ξ1 − ξ0.
function η˜0 := approche (ξ0, ξ1, η˜0)
u := ξ1 − ξ0
while ξ0 6∈ A (η˜0, u)
η˜0 := η˜0 − Ψ−1 (η˜0) · [ψ (η˜0) − ξ0]
end while
ou` A (η,u) est de´fini au th. 8 [63] et ψ, Ψ a` la propr. 2 [ 47].
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De´monstration Si cette sous-routine se termine, il est clair que l’on a
ξ0 ∈ A (η˜0, u). Or, elle se termine, d’une part car la suite de Newton-Raphson
converge vers ξ0 (puisque η˜0 est une approximation de Newton) et d’autre
part car A (η˜0,u) est un ouvert qui ne peut eˆtre vide puisque Ψ (η˜0) n’est
jamais singulier (de nouveau puisque η˜0 est une approximation de Newton).
Le suivi d’un segment long ne pre´sente maintenant plus aucune difficulte´. Sa
formulation est explicite´e ci-apre`s.
Algorithme 4 (suivi d’un segment long) Soient deux points diffe´rents
ξ0, ξ relie´s par un segment de droite et η˜0 une approximation de Newton de
l’image η0 de ξ0. Si l’image du segment est bien de´finie, alors l’algorithme
ci-dessous fournit une approximation de Newton η˜ de η, extre´mite´ exacte de
l’image du segment.
function η˜ := segment long (ξ0, ξ, η˜0, ρ)
u := ξ − ξ0
η˜0 := approche (ξ0, ξ, η˜0)
while ξ 6∈ A (η˜0, u) do
ξ1 :∈ A (η˜0,u)∩ ]ξ0, ξ[
η˜1 := segment court (ξ0, ξ1, η˜0)
η˜1 := η˜1 − Ψ−1 (η˜1) · [ψ (η˜1) − ξ1]
ξ0 := ξ1 ; η˜0 := η˜1
η˜0 := approche (ξ0, ξ, η˜0)
end while
η˜ := segment court (ξ0, ξ, η˜0)
ou` ]ξ0, ξ[ repre´sente l’ensemble des points du segment joignant ξ0 a` ξ extre´-
mite´s excepte´es, :∈ affecte au membre de gauche un e´le´ment de l’ensemble
du membre de droite, A (η˜0,u) est de´fini au th. 8 [63], approche est la sous-
routine 3 [ 73] et segment court l’algorithme 2 [ 71].
De´monstration Si la boucle while se termine, alors η˜0 est tel que le sous-
segment reliant ξ0 a` ξ est un segment court, ce qui justifie la fin de l’algo-
rithme. Il reste a` de´montrer que la boucle se termine effectivement. Au
de´but du corps de la boucle, on peut dire que ξ0 est e´le´ment de A (η˜0,u)
(puisque c’est la condition de sortie de approche). Si en plus, on se rap-
pelle que l’ensemble A (η˜0, u) est un ouvert, on peut conclure qu’il existe
toujours un ξ1 entre ξ0 et ξ, c’est-a`-dire un segment court. La condition
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pour que la boucle se termine est que la suite des ξ1 ne converge pas vers
une valeur fixe. Pour le montrer, raisonnons par l’absurde. Si ξ1 e´tait une
valeur fixe, l’ite´ration de Newton-Raphson juste avant la sous-routine ap-
proche ame`nerait l’approximation de Newton η˜0 a` tendre vers η1, l’image
de ξ1. Or, pour que ξ1 soit fixe, il faudrait qu’en cette valeur, A (η1, u) soit
l’ensemble vide, ce qui est impossible, car, par hypothe`se, on a suppose´ que
l’image du segment e´tait bien de´finie (ce qui signifie que ‖Ψ−1 (η) · A‖ ne
peut pas tendre vers ∞). Il reste a` montrer que le η˜ fourni par l’algorithme
est bien l’extre´mite´ exacte de l’image du segment. Le the´ore`me 9 [73] de
raccordement rend ce dernier point imme´diat, puisque le segment long est
de´compose´ en sous-segments courts.
Remarque 13 Le parame`tre ρ de l’algorithme donne la mesure du coˆte´ de
la section du domaine A, rapporte´e a` sa longueur (voir la de´finition de A
au th. 8 [63]). Dans l’algorithme, plus ρ sera proche de 0, plus on pourra
espe´rer avoir de longs domaines A, c’est-a`-dire de grands sous-segments (c’est
d’ailleurs cette proprie´te´ qui rend l’algorithme beaucoup plus efficace pour
les segments de droites plutoˆt que pour des bouts de courbe quelconque, car
ces derniers ont une fle`che qui empeˆche un petit ρ et donc de grand pas).
En revanche, la section de A e´tant plus faible, il faudra plus d’ite´rations de
Newton-Raphson pour chaque sous-segment. La valeur de ρ va donc fixer
l’efficacite´ de l’algorithme propose´. Cette valeur pourra eˆtre optimise´e par
des essais pratiques.
Remarque 14 Si cet algorithme e´tait utilise´ sur une image mal de´finie, il
ne se terminerait pas. En particulier, si le chemin a` suivre traversait une
singularite´, l’algorithme convergerait vers celle-ci mais n’irait jamais au-dela`
(l’inte´gration de ξ˙ = Ψ(η) · η˙ ne permet pas non plus de traverser une
singularite´).
Exemple 24 L’algorithme 4 [74] adapte 〈〈 automatiquement 〉〉 le pas de con-
tinuation de manie`re a` e´viter tout saut de branche. Reprenons l’exemple 13
[26], ou` la difficulte´ de suivre une branche donne´e avait e´te´ mise en e´vidence,
et adaptons-le a` l’algorithme 4 [74]. La premie`re chose a` faire est de modifier
la fonction ψ de fac¸on a` ce qu’elle soit de degre´ partiel deux. Ceci s’effectue en





u x − 3 v x
3 uy − v y

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ou` t ∈ [0, 1]. L’application de l’algorithme 4 [74] permet de trouver sans le
moindre doute l’extre´mite´ exacte de la branche. La figure 4.6 repre´sente le
pas de continuation en fonction de t. On remarque qu’il devient tre`s petit au
voisinage de t = 0.5 a` cause de la pre´sence, dans cette zone, de la singularite´
responsable des sauts de branches de l’exemple 13 [26].










Figure 4.6 : Pas de continuation 〈〈 adaptatif 〉〉
L’e´tape suivante dans la re´solution de notre proble`me est un suivi correct
d’une suite de segments. Ici aussi, le the´ore`me 9 [73] de raccordement va per-
mettre d’utiliser des approximations de Newton au lieu des vraies images.
Algorithme 5 (suivi d’une ligne brise´e) Soient des points ξ0 a` ξN relie´s
l’un au suivant par des segments de droite formant une ligne brise´e et η˜0 une
approximation de Newton de l’image η0 de ξ0. Si l’image de la ligne brise´e
est bien de´finie, alors l’algorithme ci-dessous fournit une approximation de
Newton η˜ de η, extre´mite´ exacte de l’image de la ligne brise´e.
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function η˜ := ligne brise´e (ξ0, · · ·, ξN , η˜0, ρ)
η˜ := η˜0
for i := 1 to N do
η˜ := segment long (ξi−1, ξi, η˜, ρ)
end for
ou` segment long est l’algorithme 4 [74].
De´monstration Les segments e´tant subdivise´s chacun en sous-segments
courts (y compris les sous-segments d’extre´mite´s), le the´ore`me 9 [73] de
raccordement s’applique. En conse´quence, le η˜ fourni par l’algorithme est
bien l’approximation de Newton de η, extre´mite´ exacte de l’image de la
ligne brise´e.
Exemple 25 Reprenons la plate-forme de Gough-Stewart des exemples 16
[40] et 18 [48]. Supposons que la commande connaisse la posture η0 initiale du
me´canisme. Prenons, pour fixer les ide´es, la posture de la figure 2.1 [41] de´crite












 [x y z] =
 0.2669 −0.6035 −0.75140.8885 0.4560 −0.0506
0.3732 −0.6541 0.6579

A` partir de cette posture, supposons que le me´canisme se soit de´place´ vers
une autre posture η1. On souhaite de´terminer cette nouvelle posture a` partir
d’informations sur les coordonne´es articulaires q uniquement. Si l’on ne connaˆıt
que les coordonne´es articulaires q1, la seule chose que l’on puisse dire est que le
me´canisme occupe un des 40 modes d’assemblage η possibles (en comptant les
solutions complexes, cf. [Raghavan91]) qui satisfont a` l’e´quation ψ (η) = ξ1 (ou`
ξ1 est forme´ de q1 et des ze´ros des contraintes). En revanche, si l’on sait que le
me´canisme s’est de´place´ de q0 a` q1 selon la relation line´aire q = (1−t)q0+tq1,
alors l’algorithme 4 [74] des segments longs s’applique et on peut trouver le












 [x y z] =
 0.4482 −0.5815 −0.67890.6989 0.7015 −0.1394
0.5573 −0.4121 0.7209

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Suivant que l’on choisisse l’une ou l’autre des formulations, les temps de calcul
sont plus ou moins longs :
formulation quasi brute (ex. 16 [40]) plus raffine´e (ex. 18 [48])
nombre de variables 30 (coord. naturelles) 8 (quaternions)
² 10−6 10−6
ρ optimal 0.003 0.006
nombre d’ite´rations 263 114
temps total de calcul1 12 s 1.3 s
Le nombre d’ite´rations ne´cessaires a` l’obtention de ce re´sultat peut paraˆıtre
excessif. En re´alite´, il faut noter que le de´placement choisi correspond a` une
grande excursion du robot (le segment 6 est pratiquement re´duit de moitie´).
D’autre part, dans un contexte de commande, les points interme´diaires le long
du segment ont un inte´reˆt propre; ils ne sont pas calcule´s que pour obtenir η1.
On ne fera pas ici une comparaison de ces re´sultats avec d’autres me´thodes
existantes, car ce ne serait pas fair ; il faudrait en effet, pour une comparaison
honneˆte, que les me´thodes compare´es soient e´galement de fiabilite´ totale et que
ceci soit prouve´. Malgre´ tout, pour se donner une ide´e, notons que la me´thode
de continuation classique par Newton-Raphson tole`re, dans cet exemple, des
pas jusqu’a` un maximum de 4.5 fois plus grand. Il faut toutefois se garder de
conclusions trop profondes de ce genre d’expe´rimentation nume´rique. Pour ter-
miner, remarquons que l’approche a e´te´ applique´e dans cet exemple de manie`re
relativement brute, de fac¸on a` ne pas s’encombrer de trop de de´tails. Plusieurs
ame´liorations en vue d’en augmenter l’efficacite´ sont possibles.
Exemple 26 Une suspension avant de voiture tre`s fre´quente est la suspension
de Mc Pherson (cf. figure 4.7 [80]). La roue avant tourne autour de la fuse´e.
Celle-ci est solidaire de la biellette de direction qui coulisse le long de la jambe de
force relie´e au chaˆssis par une rotule C3. Le couple fuse´e-biellette de direction
est e´galement relie´ au chaˆssis par l’interme´diaire d’une rotule A et du bras
transversal qui pivote autour d’un axe C1 et C2. Le me´canisme de direction de
la voiture oriente la roue par la barre de direction. Le proble`me pratique qui se
pose (pour simuler ce me´canisme) est de calculer la position et l’orientation des
solides pour une longueur δ donne´e de la jambe de force et une position OD
donne´e de l’extre´mite´ de la barre de direction. Les coordonne´es q et η choisies,
1programme Matlab sur Power Macintosh 8500/120 (cf. annexe B [97])
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OA + [x y z]AB2 + u
uT u − ‖DB2‖22
(OC1 − OA)T (OC1 − OA) − ‖AC1‖22
(OC2 − OA)T (OC2 − OA) − ‖AC2‖22
OA + [x y z]AB1 v/‖AB1‖2 − OC3
xT x − 1
yT y − 1
yT x
z − x × y

ou` u et v sont des variables rajoute´es pour e´crire ψ sous une forme de degre´
partiel deux et [x y z], un repe`re orthonorme´ direct lie´ a` la biellette de direction
et de´crit dans le repe`re fixe. Les parame`tres du tableau 4.1 sont donne´s a` titre
indicatif et manquent probablement de re´alisme. En effet, une simulation pour
OD = [−2, 0, 5]T et δ ∈ [4, 7] a` conduit a` la figure 4.8 [80] qui repre´sente le
changement de direction de la voiture duˆ uniquement a` l’oscillation de la sus-
pension (il faut toutefois reconnaˆıtre que cette oscillation est de forte amplitude
dans cet exemple). La figure 4.9 [81] repre´sente le pas de continuation utilise´
par l’algorithme. La simulation totale s’est effectue´e en 757 pas (en 32 s), mais
la formulation de ψ est ici tre`s peu optimise´e. Bien suˆr, on peut trouver une for-
mulation plus favorable, simplement en choisissant judicieusement les repe`res et
les variables (cf. [Merlet96]). Cet exemple montre toutefois qu’une formulation
brute est malgre´ tout utilisable. Chercher une me´thode qui de´rive automatique-
ment, a` partir d’une formulation brute, une formulation optimale (par rapport
au temps de simulation) est un proble`me non aborde´ dans ce me´moire, mais
qui figure probablement comme une des extensions les plus inte´ressantes du
pre´sent travail.
4.2 Reconstitution de l’information
Dans les deux exemples pre´ce´dents, on a choisi comme trajectoire un seg-
ment de droite dans l’espace des coordonne´es articulaires. E´videmment, le
meˆme type de re´sultat peut eˆtre obtenu pour des trajectoires en ligne brise´e

















Figure 4.7 : Suspension de Mc Pherson (dessin [Merlet96])
Tableau 4.1 : Parame`tres
chaˆssis (base) biellette de direction bras transversal barre de direction
OC1 [2, 0, 0]T AB1 [0, 0, 2]T ‖AC1‖2 5 ‖DB2‖2 5
OC2 [−2, 0, 0]T AB2 [0, 2, 2]T ‖AC2‖2 5
OC3 [0, 4, 6]T







tire a` droitetire a` gauche
tout droit
Figure 4.8 : Changement de direction de la roue duˆ a` la suspension
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Figure 4.9 : Pas de continuation
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ou courbes. Toutefois, dans un contexte de commande, l’information q en
provenance du robot parvient a` la commande par points discrets dans le
temps. Autrement dit, jusqu’a` pre´sent, on sait suivre de fac¸on suˆre une
courbe continue mais en pratique celle-ci n’est disponible que dans sa version
e´chantillonne´e. Bien entendu, les e´chantillons seront suffisamment proches
pour satisfaire (au mieux) aux conditions e´le´mentaires (telle que le the´ore`me
de Shannon), mais diffe´rents facteurs font que la reconstruction de l’infor-
mation continue a` partir des e´chantillons reste entache´e d’incertitudes. Les
principaux facteurs de cette incertitude sont le bruit de mesure, l’application
approximative du the´ore`me de Shannon et l’impossibilite´ d’utiliser un filtre
de reconstruction non causal ou a` retard trop important. La question que
l’on est en droit de se poser est la suivante. Dans quelle mesure, cette incer-
titude peut corrompre la se´curite´ des algorithmes de la section pre´ce´dente ?
De nouveau, le proble`me devient aigu la` ou` les diffe´rentes branches sont
proches.
Dans le cas ou` l’e´chantillonnage des coordonne´es articulaires q s’effectue
avec une fre´quence fe suffisante (typiquement 20 fois la fre´quence de coupure
fc du syste`me en boucle ferme´e), on peut conside´rer que l’e´chantillonnage
conduit a` un recouvrement spectral ne´gligeable (ou du meˆme ordre que le
bruit de mesure); une reconstruction de Shannon (filtre passe-bas ide´al a`
fe/2) peut eˆtre envisage´e (cf. annexe A.4 [95]). En pratique, la reconstruc-
tion de Shannon ne peut eˆtre qu’approche´e puisque le filtre passe-bas ide´al
conduit a` un filtrage non-causal. De`s lors, tout filtre passe-bas introduira
ine´vitablement un retard, d’autant plus grand que l’approximation du filtre
passe-bas ide´al sera bonne (en amplitude). Tout retard e´tant pre´judiciable
dans un contexte de commande, il convient de le limiter au maximum.
Le retard minimum pour une reconstruction continue est d’une pe´riode
d’e´chantillonnage (h = 1/fe). Cette reconstruction a` retard minimum con-
siste a` interpoler line´airement les e´chantillons. La question qui se pose a`
pre´sent est la suivante. Quelle erreur maximale commet-on en interpolant les
e´chantillons line´airement par rapport a` la reconstruction parfaite de Shan-
non ? Pour re´pondre a` cette question, conside´rons le signal e´chantillonne´
q (k) et les deux signaux reconstitue´s (sans retard), pour Shannon qs (t) et





ou` ‖ · ‖ est toujours la norme infinie.
Sans autres hypothe`ses, l’erreur e vaut 100%. En effet, si nous prenions
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par exemple le cas ou` le spectre du signal se re´sume a` une raie presqu’a` la
fre´quence de Nyquist, c’est-a`-dire en fe/2−², pour ² > 0 arbitrairement petit
et si nous supposions que les e´chantillons correspondaient (presque) aux ze´ros
du sinus, alors la reconstruction line´aire serait (presque) nulle. Une erreur de
100 % correspond a` une pre´diction nulle, ce qui veut dire qu’on ne peut pas
borner l’erreur de reconstitution si on se limite a` interpoler les e´chantillons
par des segments de droite. Or, sans borne sur l’erreur de reconstitution, on
ne peut pas assurer de trouver le bon mode d’assemblage, car on ne peut
pas exclure (en the´orie) que le chemin par segments soit tre`s diffe´rent du
chemin re´el.
En conclusion, la commande exige une interpolation line´aire pour limi-
ter au maximum les effets du retard, mais d’un autre coˆte´, elle n’est pas en
mesure de reconstituer a` coup suˆr le bon mode d’assemblage du me´canisme.
D’un point de vue the´orique, ceci veut dire qu’il existe une incapacite´ de
reconstitution totale de l’information qui va au-dela` du the´ore`me de Shan-
non, car de`s qu’une erreur sur le bon mode d’assemblage s’introduit, elle
persiste longtemps (il y a un effet de me´moire). D’un point de vue pratique,
ceci signifie qu’il faut se re´soudre a` faire l’hypothe`se que de telles erreurs
ne se produisent pas, car ce n’est que sous cette hypothe`se que l’algorithme
propose´ dans ce me´moire fonctionnera correctement.
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Chapitre 5
Conclusion
La commande d’un robot dispose d’une information limite´e sur l’〈〈 e´tat 〉〉 du
me´canisme. Cette information, prise a` intervalle de temps re´gulier, est en
ge´ne´ral sous la forme de mesures q du 〈〈 degre´ d’ouverture 〉〉 des articula-
tions. En pratique, pour des raisons de couˆt et d’encombrement, le nom-
bre d’articulations mesure´es est minimise´, c’est-a`-dire le plus souvent e´gal
au nombre de degre´ de liberte´ du me´canisme. Pour avoir le controˆle du
me´canisme, la commande doit eˆtre en mesure de reconstituer la position et
l’orientation η occupe´es a` tout instant par chaque solide du me´canisme. Cette
taˆche est e´vidente pour les robots se´ries lorsque l’information q provient des
articulations qui relient un segment au suivant. En revanche, si q est forme´
par la position et l’orientation du solide d’extre´mite´, le proble`me peut eˆtre
beaucoup plus difficile. Il en est de meˆme pour les robots paralle`les, ou` les
coordonne´es q sont prises sur les actionneurs.
Une manie`re classique de re´soudre ce proble`me est de poser un syste`me
d’e´quations et d’en trouver la solution η, par exemple par une me´thode
nume´rique. Dans l’ide´al, on peut meˆme souhaiter trouver, par une me´thode
alge´brique, une fonction explicite ϕ¯ : q 7→ η pour faciliter la mise en œuvre
de l’algorithme de commande. Les ordinateurs, de plus en plus puissants, ont
favorise´, ces dernie`res de´cennies, le de´veloppement des me´thodes nume´riques
et alge´briques. Ces me´thodes calculent simultane´ment toutes les solutions
ηi ∈ Cn satisfaisant au syste`me, ce qui est la source d’un double proble`me.
Le premier est 〈〈 l’embarras du choix 〉〉, car une seule solution traduit la re´alite´
du moment, les autres e´tant a` rejeter. Cette difficulte´ est re´solue classique-
ment de deux fac¸ons. La premie`re consiste a` se´lectionner la solution la plus
〈〈 proche 〉〉 de celle retenue pre´ce´demment. Ce crite`re est cependant simpliste
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dans la ge´ne´ralite´, car une notion rigoureuse de distance est tre`s difficile a`
mettre en œuvre pratiquement (a` cause des contraintes, deux η proches au
sens euclidien peuvent eˆtre en re´alite´ tre`s e´loigne´s s’il n’y a pas de 〈〈 chemin 〉〉
direct pour les relier). D’autre part, il n’y a aucune garantie (the´orique)
pour que la solution la plus proche (avec une notion de distance correcte)
soit toujours la bonne. La deuxie`me fac¸on classique de choisir la bonne solu-
tion consiste a` retenir la solution d’un domaine de bijection (si elle est cal-
cule´e nume´riquement) ou a` utiliser toujours la meˆme fonction ϕ¯i (si elle est
calcule´e alge´briquement). Dans le cas favorable ou` cette approche a une solu-
tion, elle n’est pas satisfaisante pour tous les me´canismes : ceux qui passent
d’un mode d’assemblage a` l’autre sans passer par une singularite´ ne peuvent
manifestement pas toujours avoir le bon ηi dans un domaine de bijection
unique fige´ une fois pour toute.
Le deuxie`me proble`me cause´ par la re´solution simultane´e de toutes les
solutions vient du fait que leur nombre 〈〈explose 〉〉 tre`s rapidement en fonc-
tion du nombre de solides du me´canisme (complexite´ exponentielle justifie´e
par le the´ore`me de Bezout). Puisque toutes les me´thodes alge´briques finis-
sent par isoler une variable, peu importe la technique, a` la fin, le polynoˆme
monovariable sera de la taille du nombre de solutions. En ce qui concerne
les me´thodes nume´riques de continuation, usuellement, elles doivent suivre
chaque branche du syste`me pour eˆtre suˆr, a` la fin, de ne pas avoir saute´ de
branche. En conclusion, pour notre proble`me, les me´thodes classiques ne sont
pas (totalement) satisfaisantes : elles peinent a` calculer toutes les solutions
et souffrent ensuite de cet exce`s dans la se´lection finale.
La the`se propose´e se de´marque de l’approche classique dans le sens qu’elle
ne calcule qu’une solution (la bonne) et re´sout du meˆme coup, le proble`me
du choix et la difficulte´ de la complexite´ exponentielle (c’est le nombre de
branches a` suivre qui est la cause de cette complexite´). Classiquement, les
me´thodes de continuations sont de complexite´ polynomiale tant qu’elles ne
suivent qu’une branche. Le proble`me est qu’elles ne re´pondent pas directe-
ment a` la question : 〈〈 Quel pas de continuation faut-il choisir pour assurer
un suivi correct d’une seule branche ? 〉〉 Ceci les contraint a` suivre toutes les
branches, car, dans ce cas, il existe des tests a` la fin du calcul pour savoir
si le pas e´tait suffisamment petit. Comment faire lorsque l’on ne veut suivre
qu’une branche ? Cette the`se a apporte´ une solution ge´ne´rale, comple`te et
rigoureuse a` ce proble`me. Le calcul du pas correct de continuation est de com-
plexite´ O(n2) (car il ne´cessite l’inversion d’une matrice bande-diagonale).
D’autre part, bien que l’approche propose´e soit nume´rique, les erreurs et
approximations nume´riques sont totalement 〈〈maˆıtrise´es 〉〉 (par le concept
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d’approximation de Newton), ce qui rend la me´thode applicable aussi pour
des de´monstrations.
Dans le cadre du proble`me du choix du bon mode, le chemin a` suivre est
donne´ par l’e´volution temporelle des coordonne´es articulaires. En pratique
toutefois, la commande ne dispose que de la version e´chantillonne´e de ce
chemin. On a montre´ que, dans un contexte de re´glage, cette information
n’est the´oriquement pas suffisante pour reconstituer le bon mode. Ceci vient
d’un compromis impossible a` satisfaire entre le retard ne´faste a` la commande
et l’impossibilite´ de re´aliser un filtre passe-bas ide´al ne´cessaire a` la reconsti-
tution de l’information selon Shannon. Cependant, l’algorithme propose´ est
applicable en pratique si l’on fait l’hypothe`se raisonnable que le suivi d’une
ligne brise´e reliant les e´chantillons est sensiblement identique au chemin re´el.
La premie`re e´tape-cle´ dans la re´solution du proble`me a e´te´ la formu-
lation du syste`me d’e´quations par des polynoˆmes multivariables de degre´
n’exce´dant pas deux. Ensuite, cette formulation a permis l’utilisation du
puissant the´ore`me de Kantorovich. La me´thode de Newton-Raphson, avec
ce the´ore`me, passe au rang d’algorithme de Newton-Kantorovich (l’assurance
de la convergence et la borne sur la pre´cision a` atteindre remplissent les pro-
prie´te´s que l’on reconnaˆıt aux algorithmes). Pour terminer, une deuxie`me
conse´quence du the´ore`me de Kantorovich a permis de garantir l’absence de
saut de branche (the´ore`me 9 [73] de raccordement). Tout ceci mis ensemble
a conduit a` l’algorithme propose´, qui peut eˆtre ge´ne´re´ automatiquement a`
partir de la description de n’importe quel me´canisme articule´.
L’utilisation en temps re´el de cet algorithme est d’ores et de´ja` possi-
ble, meˆme pour des me´canismes re´pute´s difficiles (comme la plate-forme
de Gough-Stewart ge´ne´ralise´e). Dans ce me´moire, beaucoup d’exemples ont
e´te´ volontairement de´crits de manie`re relativement 〈〈 brute 〉〉, c’est-a`-dire que
le nombre d’e´quations n’a pas e´te´ du tout minimise´ (la faible complexite´
de l’algorithme propose´ ne rend pas cette approche force´ment absurde).
L’avantage d’une formulation brute est sa 〈〈 transparence 〉〉 : le passage me´ca-
nisme-e´quations est trivial et compl`etement automatisable. Toutefois, les
performances (de rapidite´) de l’algorithme de´pendent bien entendu de la des-
cription du me´canisme. La classe des syste`mes polynomiaux a` degre´ partiel
n’exce´dant pas deux e´tant bien circonscrite, il est probable qu’une e´tude de
ce proble`me de´bouche sur une me´thode automatique capable de 〈〈traduire 〉〉
une description brute vers une formulation optimale. Ce proble`me constitue
sans doute l’extension possible la plus inte´ressante au pre´sent travail.
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Annexe A
Rappels mathe´matiques
A.1 Me´canique analytique lagrangienne
L’e´quation dynamique de tout me´canisme articule´ s’obtient facilement par
la me´thode de Lagrange.
The´ore`me 10 (de Lagrange) Soit un syste`me parame´tre´ par des coor-









ou` q˙ est la de´rive´e temporelle de q, τ les forces applique´es le long de q et
L (q, q˙) une fonction (appele´e lagrangien) de´finie comme :
L = T − U
ou` T (q, q˙) est l’e´nergie cine´tique du syste`me et U (q) l’e´nergie potentielle.
La difficulte´ de la me´thode de Lagrange est d’exprimer le lagrangien en
fonction des coordonne´es q qui doivent eˆtre inde´pendantes. Pour re´soudre ce
proble`me, on surparame´trise le syste`me par des coordonne´es de´pendantes,
appele´es η et relie´es aux coordonne´es q par une fonction ϕ¯ : q 7→ η. En
effet, le lagrangien est facile a` exprimer en fonction de η et η˙, car on ne tient
pas compte des de´pendances de η dans l’expression de l’e´nergie (ceci per-
met d’ouvrir virtuellement les boucles cine´matiques ou meˆme, a` l’extreˆme,
d’isoler chaque solide d’un me´canisme). Les re`gles de de´rivations des fonc-
tions compose´es permettent ensuite de calculer l’e´quation dynamique selon
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le the´ore`me de Lagrange, puisque l’on a :

















Φ¯ = τT (A.1)
Exemple 27 Dans cet exemple, nous allons calculer le lagrangien d’un solide








ou` O est l’origine fixe lie´e au re´fe´rentiel d’inertie, A l’origine lie´e au solide S
et [x y z] un repe`re mobile orthonorme´ direct lie´ e´galement au solide S. Tout
point P du solide est donc de´crit, dans le re´fe´rentiel d’inertie, par :
OP = OA + [x y z]AP
ou` les vecteurs partant de O et ceux du repe`re mobile [x y z] sont exprime´s
dans le repe`re fixe, alors que le vecteur AP est exprime´ dans le repe`re mobile.
La vitesse d’un point P se calcule donc (puisque AP est constant) par :
O˙P = O˙A + [x˙ y˙ z˙]AP
Cette dernie`re expression peut eˆtre re´crite en faisant ressortir η˙ :
O˙P =
[





] ⊗ I3) η˙
ou` APi sont les e´le´ments du vecteur AP et ⊗, le produit de Kronecker.












η˙T (M ⊗ I3) η˙
ou` la matrice M est la matrice des moments et ne de´pend que de la re´partition
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Cette matrice peut aussi se calculer a` partir de la position du centre de gravite´
AG et du tenseur d’inertie JA (par rapport au point A et exprime´ dans le




AG 12 tr JA · I3 − JA
]
ou` tr est l’ope´rateur de trace et m, la masse du solide. En supposant que le
solide soit dans un champ gravitationnel g constant, l’e´nergie potentielle du
solide est donne´e par :
U = −mgT (OA + [x y z]AG) = −gT (µT ⊗ I3) η





A` pre´sent, on peut exprimer le lagrangien d’un solide S en fonction des coor-
donne´es naturelles η :
L (η, η˙) =
1
2
η˙T (M ⊗ I3) η˙ + gT (µT ⊗ I3) η
Exemple 28 Pour calculer l’e´quation dynamique d’un me´canisme articule´
de´crit par des coordonne´es q inde´pendantes, on part du lagrangien exprime´ en
coordonne´es naturelles η :
L (η, η˙) =
1
2
η˙T D η˙ + G η
ou` les matrices D et G sont constantes (elles ne de´pendent que de la re´partition




. . . 0 0
0 Mi ⊗ I3 0
0 0
. . .
 G = gT [ · · · µTi ⊗ I3 · · · ]
Le lien entre les coordonne´es naturelles η et les coordonne´es inde´pendantes
q s’effectue par la fonction ϕ¯ : q 7→ η qui peut se calculer en pratique par
l’algorithme nume´rique propose´ dans ce me´moire. D’autre part, le calcul de la
matrice jacobienne Φ¯ = ∂ϕ¯/∂q peut s’effectuer avantageusement en utilisant
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ou` Ψ = ∂ψ/∂η est la matrice jacobienne de ψ. Pour appliquer l’e´quation de
Lagrange (A.1) [90], il faut de´river le lagrangien :
∂L
∂η˙













− G Φ¯ = τT
Le calcul de ˙¯Φ peut aussi eˆtre effectue´ a` partir ∂ψ/∂η. En effet, en de´rivant
(A.2) [91] par rapport au temps, on obtient :
˙¯Φ = −Ψ−1 Ψ˙ Φ¯
Dans le cas ou` Ψ˙ ne de´pend du temps que par η (ceci est le cas lorsque le repe`re








A.2 Norme infinie de Ho¨lder
La norme infinie de Ho¨lder d’un vecteur x, note´e ‖x‖∞, est un nombre re´el
positif, de´fini de la fac¸on suivante :
‖x‖∞ = max |xi|
ou` xi sont les e´le´ments du vecteur x. Comme toutes les normes, la norme
infinie est nulle si, et seulement si, toutes les e´le´ments du vecteur x sont
nulles. De plus, on a l’ine´galite´ du triangle ‖x + y‖∞ ≤ ‖x‖∞ + ‖y‖∞ et
la propri´ete´ d’homothe´tie ‖αx‖∞ = |α| · ‖x‖∞. L’indice infini trouve son
origine dans la limite suivante :





La norme (induite) d’une matrice A, note´e ‖A‖, est de´finie de manie`re a`













Conside´rons un vecteur unitaire v et son image u obtenue par la rota-
tion d’angle ρ autour du vecteur r (cf. figure A.1). Quelques conside´rations
ge´ome´triques permettent de formuler la transformation :
u = x sinα︸ ︷︷ ︸
−z×(z×v)
cos ρ + y sinα︸ ︷︷ ︸
z×v
sinρ + z cos α︸ ︷︷ ︸
z zT v
ou` [x y z] est un repe`re orthonormal direct (avec z = r/‖r‖2 et x dans le
plan de´fini par z et v), α est l’angle reliant z a` v. En tenant compte du fait
que z × (z × v) = [zzT − I3] v, on obtient u = Rv, avec :
R = (I3 − z zT) cosρ + (z × I3) sin ρ + zzT
=
[
I3 cos ρ2 + (z × I3) sin ρ2
]2 + z zT · sin2 ρ2
On a de´veloppe´ cette relation avec un vecteur v unitaire, mais on peut
constater qu’elle est en fait inde´pendante de la longueur du vecteur. On
observe e´galement que la matrice R de´pend de quatre parame`tres, cos ρ2 et







Figure A.1 : Rotation
La structure de la matrice R peut eˆtre avantageusement exprime´e par
les quaternions. Un quaternion est un objet alge´brique forme´ de quatre e´le´-
ments que l’on peut regrouper dans un vecteur x. Un vecteur n’est une repre´-
sentation satisfaisante des quaternions que pour l’addition. Pour les autres
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ope´rations, une des fac¸ons les plus commodes de proce´der est de repre´senter









x1 −x2 −x3 −x4
x2 x1 x4 −x3
x3 −x4 x1 x2
x4 x3 −x2 x1










cos ρ2 − sin ρ2 · zT
sin ρ2 · z cos ρ2 · I3 − sin ρ2 · z × I3
]
avec bT b = 1
Il est facile de ve´rifier que les ope´rations suivantes sur les quaternions
sont consistantes, c’est-a`-dire que la structure des matrices est conserve´e :
{c} = α {a} + β {b}
{c} = {a} {b} = C {b}T C {a}
{c} = {a}T = (aT a) {a}−1












Les transformations ge´ome´triques les plus ge´ne´rales sont du type u =
Rv + d, autrement dit, elles combinent une rotation suivie d’une transla-
tion. Dans le but de faciliter la composition de transformations, on introduit
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avec bT a = 0. La matrice H s’exprime maintenant en fonction de a et b :
H = {b}T (2a · [1 0 0 0] + C {b}T C)
La matrice forme´e par HT H de´pend des e´le´ments de a et b quadratiquement
et non pas par des polynoˆmes de degre´ 4 (car {b} {b}T = bT b = 1). Cette
propri´ete´ n’est pas force´ment e´vidente dans un formalisme sans quaternion.
A.4 Reconstitution de Shannon
Sous quelles conditions peut-on reconstituer (sans erreur) un signal continu
qs (t) a` partir de sa version e´chantillonne´e q (k) ? La re´ponse a` cette question
essentielle a e´te´ apporte´e par Shannon [Coulon84].
The´ore`me 11 (de Shannon) Si le spectre d’un signal a` temps continu
qs (t) est nul pour tout f telle que f ≥ fN , alors sa version q (k) e´chan-
tillonne´e a` la fre´quence fe ≥ 2 fN constitue une information suffisante pour





q (k) δ (t − k/fe)
 ∗ sinpi fe t
pi fe t
ou` δ (t) est la distribution de Dirac et ∗ le produit de convolution.
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Annexe B
Programmation en Matlab
B.1 Parame`tres d’entre´e (exemple 16)
De´finition des parame`tres de la plate-forme
L’exemple 16 [40] a pre´sente´ une plate-forme de Gough-Stewart ge´ne´ralise´e
propose´e par [Husty94]. Le codage des parame`tres est donne´ ci-apre`s.
function parametres
%==============================================
% de´finition des parame`tres de la plate-forme
global OC1 OC2 OC3 OC4 OC5 OC6
global AB1 AB2 AB3 AB4 AB5 AB6
%==============================================




OC1 = [0; 0; 0]; AB1 = [0; 0; 0];
OC2 = [-2; 0; 0]; AB2 = [0; 2; 2];
OC3 = [0; -1; -1]; AB3 = [-1; 2; 0];
OC4 = [0; -1; 0]; AB4 = [0; 0; 1];
OC5 = [0; 0; -3]; AB5 = [0; 1; -2];
OC6 = [0; 2; 2]; AB6 = [2; 2; 1];
%----------------------------------------------
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De´finition de la fonction a` inverser psi
La fonction ψ est le principal 〈〈parame`tre 〉〉 d’entre´e de l’algorithme. La seule
restriction sur cette fonction est qu’elle soit polynomiale de degre´ partiel
≤ 2. N’importe quelle plate-forme de Gough-Stewart peut eˆtre code´e par la
fonction ψ ci-dessous.
function xi = psi (eta)
%==============================================
% de´finition de la fonction a` inverser
% restriction : degre´ partiel <= 2
global OC1 OC2 OC3 OC4 OC5 OC6
global AB1 AB2 AB3 AB4 AB5 AB6
%==============================================





















OA + [x y z]*AB1 - OC1 - u1;
OA + [x y z]*AB2 - OC2 - u2;
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OA + [x y z]*AB3 - OC3 - u3;
OA + [x y z]*AB4 - OC4 - u4;
OA + [x y z]*AB5 - OC5 - u5;






Fonction de conversion nat2eta
Dans notre exemple de plate-forme de Gough-Stewart, il est utile de pre´voir
des fonctions de conversion pour le vecteur η, de manie`re a` pouvoir travailler
avec les coordonne´es naturelles de la plate-forme uniquement (vecteur OA
et matrice [x y z]). La premie`re d’entre elles est reproduite ci-dessous.
function eta = nat2eta (OA, x, y, z)
%==============================================
% conversion des coordonne´es naturelles de
% la plate-forme (vecteur OA et matrice [x y z])
% vers le vecteur eta
global OC1 OC2 OC3 OC4 OC5 OC6
global AB1 AB2 AB3 AB4 AB5 AB6
%==============================================
% calcul des vecteurs ui = CBi
%----------------------------------------------
u1 = OA + [x y z]*AB1 - OC1;
u2 = OA + [x y z]*AB2 - OC2;
u3 = OA + [x y z]*AB3 - OC3;
u4 = OA + [x y z]*AB4 - OC4;
u5 = OA + [x y z]*AB5 - OC5;
u6 = OA + [x y z]*AB6 - OC6;
eta = [u1; u2; u3; u4; u5; u6; OA; x; y; z];
%----------------------------------------------
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Fonction de conversion eta2nat
La fonction de conversion inverse est code´e ci-apre`s.
function [OA, x, y, z] = eta2nat (eta)
%==============================================
% conversion du vecteur eta
% vers les coordonne´es naturelles de
% la plate-forme (vecteur OA et matrice [x y z])
OA = eta (19:21);
x = eta (22:24);
y = eta (25:27);
z = eta (28:30);
%----------------------------------------------
Programme test
Un programme de test typique est reproduit ci-dessous.
function test
%==============================================












disp (’- point 0’);
%----------------------------------------------
OA = [-0.2105; -0.8966; -0.3895];
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x = [0.2669; 0.8885; 0.3732];
y = [-0.6035; 0.4560; -0.6541];
z = [-0.7514; -0.0506; 0.6579];
etaTilde0 = nat2eta (OA, x, y, z);
xi0 = [1; 1; 4; 1; 1; 8; zeros(24, 1)];
eta0 = NewtonKantorovich (etaTilde0, xi0, 1e-6);
%==============================================
disp (’- point 1’);
%----------------------------------------------
xi1 = [0.75; 0.82; 4.18; 1.1; 1.45; 2.5; zeros(24, 1)];
t0 = cputime;
etaTilde1 = segmentLong (xi0, xi1, etaTilde0, 0.003, 1e-3);
eta1 = NewtonKantorovich (etaTilde1, xi1, 1e-6);
t1 = cputime;
[OA, x, y, z] = eta2nat (eta1)
%==============================================









B.2 Parame`tres d’entre´e (exemple 18)
De´finition de la fonction a` inverser psi
Une autre fac¸on de coder une plate-forme de Gough-Stewart est d’utiliser
l’approche de l’exemple 18 [48] qui fait usage de quaternions, mais qui con-
duit aussi a` une fonction ψ de degre´ partiel n’exce´dant pas 2.
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function xi = psi (eta)
%==============================================
% de´finition de la fonction a` inverser
% restriction : degre´ partiel <= 2
global OC1 OC2 OC3 OC4 OC5 OC6
global AB1 AB2 AB3 AB4 AB5 AB6
%==============================================





% calcul de C, vi, wi, Mi et Ni
%----------------------------------------------
C = diag ([1; -1; -1; -1]);
%----------------------------------------------
v1 = [1; OC1]; w1 = [1; AB1];
v2 = [1; OC2]; w2 = [1; AB2];
v3 = [1; OC3]; w3 = [1; AB3];
v4 = [1; OC4]; w4 = [1; AB4];
v5 = [1; OC5]; w5 = [1; AB5];
v6 = [1; OC6]; w6 = [1; AB6];
%----------------------------------------------
M1 = [4*eye(4) 2*quat(w1); 2*quat(w1)’ w1’*w1*eye(4)];
M2 = [4*eye(4) 2*quat(w2); 2*quat(w2)’ w2’*w2*eye(4)];
M3 = [4*eye(4) 2*quat(w3); 2*quat(w3)’ w3’*w3*eye(4)];
M4 = [4*eye(4) 2*quat(w4); 2*quat(w4)’ w4’*w4*eye(4)];
M5 = [4*eye(4) 2*quat(w5); 2*quat(w5)’ w5’*w5*eye(4)];
M6 = [4*eye(4) 2*quat(w6); 2*quat(w6)’ w6’*w6*eye(4)];
%----------------------------------------------
N1 = - [zeros(4); C*quat(v1)*C] * [2*eye(4) quat(w1)];
N2 = - [zeros(4); C*quat(v2)*C] * [2*eye(4) quat(w2)];
N3 = - [zeros(4); C*quat(v3)*C] * [2*eye(4) quat(w3)];
N4 = - [zeros(4); C*quat(v4)*C] * [2*eye(4) quat(w4)];
N5 = - [zeros(4); C*quat(v5)*C] * [2*eye(4) quat(w5)];
N6 = - [zeros(4); C*quat(v6)*C] * [2*eye(4) quat(w6)];
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%==============================================












function X = quat (x)
%==============================================
% matrice X associe´e a` un
% quaternion repre´sente´ par un vecteur x
%==============================================
X = [x(1) -x(2) -x(3) -x(4);
x(2) x(1) x(4) -x(3);
x(3) -x(4) x(1) x(2);
x(4) x(3) -x(2) x(1)];
%----------------------------------------------
Fonction de conversion nat2eta
function eta = nat2eta (OA, x, y, z)
%==============================================
% conversion des coordonne´es naturelles de
% la plate-forme (vecteur OA et matrice [x y z])
% vers le vecteur eta
global OC1 OC2 OC3 OC4 OC5 OC6
global AB1 AB2 AB3 AB4 AB5 AB6
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%==============================================
% calcul des quaternions a, b
%----------------------------------------------
H = [1 0 0 0; OA x y z];
co = sqrt (trace (H)/4);
si = sqrt (1-trace (H)/4);
r = [H(4,3)-H(3,4); H(2,4)-H(4,2); H(3,2)-H(2,3)];
b = [co; si*r/norm(r)];
a = 0.5*quat(b)*[0; OA];
eta = [a; b];
%----------------------------------------------
Fonction de conversion eta2nat
function [OA, x, y, z] = eta2nat (eta)
%==============================================
% conversion du vecteur eta
% vers les coordonne´es naturelles de
% la plate-forme (vecteur OA et matrice [x y z])
%==============================================
% calcul de la matrice homoge`ne H
%----------------------------------------------
a = eta (1:4);
b = eta (5:8);
C = diag ([1 -1 -1 -1]);
H = quat(b)’ * (2*a*[1 0 0 0] + C*quat(b)’*C);
OA = H (2:4, 1);
x = H (2:4, 2);
y = H (2:4, 3);
z = H (2:4, 4);
%----------------------------------------------
Programme test
Un programme de test typique est reproduit ci-dessous.
function test
B.2. PARAME`TRES D’ENTRE´E (EXEMPLE 18) 105
%==============================================












disp (’- point 0’);
%----------------------------------------------
OA = [-0.2105; -0.8966; -0.3895];
x = [0.2669; 0.8885; 0.3732];
y = [-0.6035; 0.4560; -0.6541];
z = [-0.7514; -0.0506; 0.6579];
etaTilde0 = nat2eta (OA, x, y, z);
xi0 = [1; 1; 4; 1; 1; 8; zeros(2, 1)];
eta0 = NewtonKantorovich (etaTilde0, xi0, 1e-6);
%==============================================
disp (’- point 1’);
%----------------------------------------------
xi1 = [0.75; 0.82; 4.18; 1.1; 1.45; 2.5; zeros(2, 1)];
t0 = cputime;
etaTilde1 = segmentLong (xi0, xi1, etaTilde0, 0.006, 1e-3);
eta1 = NewtonKantorovich (etaTilde1, xi1, 1e-6);
t1 = cputime;
[OA, x, y, z] = eta2nat (eta1)
%==============================================
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Fonction de conversion psi2Abc
L’algorithme aura besoin de connaˆıtre la matrice jacobienne Ψ en tant que
fonction de η. Afin de calculer cette fonction automatiquement a` partir
de la seule connaissance de la fonction ψ, il est utile d’e´crire ψ sous une
repre´sentation unifie´e, telle que ψi = ηTAi η + bTi η + ci.
function psi2Abc (psi, n)
%==============================================
% conversion de la fonction psi
% vers une repre´sentation unifie´e du type
% eta’*Ai*eta + bi’*eta + ci
global Ai bi ci
%==============================================
% calcul de ci
%----------------------------------------------
ci = feval (psi, zeros(n,1));
%==============================================
% calcul de bi
%----------------------------------------------
bi = zeros (n);
I = eye (n);
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for j = 1:n
x = I (:,j);
v = (feval(psi, x) - ...
feval(psi,-x))/2;
bi (j,:) = v’;
end
%==============================================
% calcul de Ai
%----------------------------------------------
Ai = zeros (n*n, n);
I = eye (n);
% termes carre´s
D = zeros (n);
for j = 1:n
x = I (:,j);
D(:,j) = (feval(psi, x) + ...
feval(psi,-x))/2 - ci;
end
for i = 1:n
Ai ((i-1)*n+1:i*n,:) = diag(D(i,:));
end
% termes croise´s
w = zeros (n, 1);
for j = 1:n
for k = j+1:n
y = I (:,j);
y (k) = 1;
for i = 1:n
w (i) = y’*diag(D(i,:))*y;
end
v = (feval(psi, y) - w - bi’*y - ci)/2;
for i = 1:n
Ai ((i-1)*n+j,k) = v (i);
Ai ((i-1)*n+k,j) = v (i);
end
end
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end
%----------------------------------------------
Fonction a` inverser fpsi
La fonction ψ peut, bien entendu, eˆtre calcule´e a` partir de sa repre´sentation
unifie´e.
function xi = fpsi (eta)
%==============================================
% fonction psi e´value´e par
% eta’*Ai*eta + bi’*eta + ci
global Ai bi ci
%==============================================
% calcul de xi = fpsi (eta)
%----------------------------------------------
n = length (eta);
xi = zeros (n, 1);
for i = 1:n




Le calcul de la matrice jacobienne Ψ s’effectue sans peine a` partir de la
repre´sentation unifie´e de ψ.
function Psi = mPsi (eta)
%==============================================
% matrice jacobienne Psi e´value´e par
% 2*eta’*Ai + bi’
global Ai bi ci
%==============================================
% calcul de Psi = mPsi (eta)
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%----------------------------------------------
n = length (eta);
Psi = zeros (n);
for i = 1:n
Psi (i,:) = 2*eta’*Ai((i-1)*n+1:i*n,:) + bi(:,i)’;
end
%----------------------------------------------
Calcul de gamma et de la matrice B
Le calcul de γ et de la matrice B peut s’effectuer selon les formules de la
propri´ete´ 2 [47] et du the´ore`me 6 [56].
function gammaB
%==============================================
% calcul de gamma et de la matrice B
global Ai bi ci
global gamma B
%==============================================
n = length (ci);
v = zeros (n, 1);
for i = 1:n
v (i) = 2*sum(sum(abs(Ai((i-1)*n+1:i*n,:))));
end
gamma = max (v);




La version code´e de l’algorithme 1 [69] de Newton-Kantorovich est repro-
duite ci-dessous.
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function etaTilde0 = NewtonKantorovich (etaTilde0, xi0, epsilon)
%==============================================
% raffine a` une pre´cision epsilon
% une approximation de Newton
global A
global xi etaTilde
global xiTilde Phi alphaTilde betaTilde
%==============================================




A = fpsi (etaTilde) - xi;
nouveauPoint;
while alphaTilde <= 1 | ...
betaTilde*(1-sqrt(1-1/alphaTilde)) >= epsilon
etaTilde = etaTilde - Phi*(xiTilde - xi);








% calcul des grandeurs de´pendantes d’une nouvelle
% approximation de Newton
global xi etaTilde














L’algorithme principal de ce me´moire, c’est-a`-dire l’algorithme 4 [74] de suivi
exact d’un segment de longueur quelconque est code´ ci-dessous.
function etaTilde1 = segmentLong (xi0, xi1, etaTilde0,
rho, threshold)
%==============================================
% algorithme de suivi exact d’un segment
global xi etaTilde





% initialisation de variables
%----------------------------------------------
almostOne = 0.999999;
noi = 0; % compteur d’ite´rations
%==============================================
% calcul de la matrice A
%----------------------------------------------
n = length (xi0);
u = xi1 - xi0;
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u = u/norm(u);
M = [u null([u’; zeros(n-1,n)])];
A = M*diag([1; rho*ones(n-1,1)]);








while norm(Ainv*(xiTilde-xi1),’inf’) >= alphaTilde
% au cas ou` le chemin serait mal de´fini
if alphaTilde < threshold
etaTilde1 = []; return, end
xi = xi1 + u*(u’*(xiTilde-xi1)+almostOne*alphaTilde);









% ame´liore une approximation de Newton
% jusqu’a` trouver un ensemble de bijection
% qui contient un bout du chemin a` suivre
global xi etaTilde




while norm(Ainv*(xiTilde-xi),’inf’) >= alphaTilde
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Annexe C
Re´sultats annexes
C.1 Remarques sur la formulation
C.1.1 Formulation canonique
Dans notre contexte, une formulation est dite canonique lorsqu’elle per-
met, premie`rement, la description de tout changement de coordonne´es et,
deuxie`mement, lorsque sa caracte´risation est suffisante pour que toute des-
cription qui y satisfait repre´sente un changement de coordonne´es sur un
me´canisme re´el. Autrement dit, la formulation est canonique si, et seule-
ment si, il existe une e´quivalence entre la classe des descriptions et la classe
des changements de coordonne´es sur les me´canismes re´els. Par exemple, on
a vu que tout changement de coordonne´es de n’importe quel me´canisme
pouvait eˆtre formule´ par une fonction polynomiale ψ : Rn → Rn. Pour
que cette formulation soit canonique, il faut qu’il existe, pour toute fonction
polynomiale ψ : Rn → Rn donne´e, un changement de coordonne´es sur un
me´canisme re´el. Malheureusement, il semble aussi difficile d’accepter cette
conjecture que de la rejeter. Si la formulation n’est pas canonique, on risque
d’e´carter certaines proprie´te´s propres aux me´canismes a` cause d’un exce`s de
ge´ne´ralite´. Par exemple, l’algorithme pre´sente´ dans ce me´moire est optimal
(on ne peut pas faire mieux) si la fonction ψ : Rn → Rn est inconnue a priori
(on lui demande seulement d’eˆtre polynomiale de degre´ partiel n’exce´dant
pas deux). En revanche, il n’est pas dit que l’algorithme soit optimal si la
classe des me´canismes impliquent certaines restrictions supple´mentaires a`
ψ : Rn → Rn.
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C.1.2 Articulations inde´pendantes
Au tableau 2.2 [46], on a vu que la formulation de n’importe quelles ar-
ticulations des me´canismes articule´s pouvait se re´duire a` l’e´tude de 5 cas.
Est-ce que ces 5 cas sont re´ellement inde´pendants ? La re´ponse est non.
Avec quelques modifications mineures, on peut se contenter de deux types
e´le´mentaires : l’assemblage rigide et l’articulation roto¨ıde sans coordonne´es.
L’assemblage rigide peut facilement prendre la place des articulations avec
coordonne´es si l’on accepte que les membres de droite peuvent eˆtre diffe´rents
de 0 et appartenir a` q. La possibilite´ de supprimer les articulations prisma-
tiques sans coordonne´es paraˆıt plus magique, mais il existe des transfor-
mations de me´canisme (cf. figure C.1) qui permettent d’effectuer un mou-
vement parfaitement rectiligne avec des articulations roto¨ıdes [Rideau89,
Dijksman93] (a` la condition toutefois que le de´placement soit borne´, ce qui







Figure C.1 : Mouvement rectiligne a` partir d’articulations roto¨ıdes
C.1. REMARQUES SUR LA FORMULATION 117
C.1.3 Syste`me d’e´quations polynomiales
A` une variable, les e´quations alge´briques les plus simples sont du type ax +
b = 0. Les polynoˆmes, a` partir du 2e degre´ jusqu’au 4e degre´, se re´solvent plus
difficilement, mais on dispose encore de formules alge´briques [BronsteinS85].
En revanche, les polynoˆmes de degre´ supe´rieur a` 4 n’ont pas de solution
alge´brique ge´ne´rale (ceci a e´te´ de´montre´ par Abel [Hasse54]). A` n variables,
les e´quations alge´briques les plus simples sont encore les e´quations line´aires
de type Ax + b = 0. Par contre, les e´quations de degre´ supe´rieur peuvent
toutes se ramener a` un syste`me d’e´quations dont le degre´ partiel n’exce`de
pas deux. En conse´quence, savoir re´soudre un syste`me d’e´quations de degre´
juste supe´rieur au cas line´aire revient a` trouver la solution du proble`me pour
tout degre´ . . .
Exemple 29 En rajoutant les variables v et w, le syste`me d’e´quations ci-
dessous se transforme en un syste`me d’e´quations polynomiales de degre´ partiel
n’exce´dant pas deux.
{
x (1 − 12 y2) = 1
x (y − 16 y3) = −2

y2 − v = 0
y v − w = 0
x (1 − 12 v) = 1
x (y − 16 w) = −2
Il est e´vident que ces deux syste`mes d’e´quations ont les meˆmes solutions (sauf
celles a` l’infini).
C.1.4 Structures particulie`res
On a vu ci-dessus que tout syste`me d’e´quations polynomiales pouvait se
mettre sous la forme de degre´ partiel n’exce´dant pas deux. En rajoutant en-
core des variables, peut-on encore 〈〈 simplifier 〉〉 la structure du syste`me ? La
re´ponse est affirmative et l’avantage d’une telle de´marche est a` rechercher
dans de nouvelles proprie´te´s potentiellement utiles. Par exemple, une fonc-
tion ψ, qui aurait une variable donne´e appartenant a` un monoˆme de degre´
deux uniquement dans un des polynoˆmes ψi, pre´senterait un jacobien J (ψ)
affine en chaque variable. En effet, la matrice jacobienne ∂ψ/∂η aurait des
variables diffe´rentes sur chaque ligne. Un de´veloppement du de´terminant de
cette matrice avec toutes les variables x2, · · · , xN constantes sauf une, x1,
serait alors force´ment de la forme :
J (ψ) = det
∂ψ
∂η
= α (x2, · · · , xN ) · x1 + β (x2, · · · , xN )
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Suivant les circonstances, il peut eˆtre utile d’avoir une fonction ψ dont les
monoˆmes de degre´ deux sont tous de la forme x y ou, au contraire, de la
forme x2. Ces formes sont bien entendu toujours possibles, moyennant des
changements de variables ade´quats. En effet, chaque ψi est de la forme :

















En choisissant correctement la matrice de changement de base P , on peut
rendre la matrice entre les x diagonale ou, au contraire, a` diagonale nulle,
ce qui ge´ne`re les deux cas discute´s ci-dessus.
C.2 Domaines de bijection
On sait du chapitre 3 [51] qu’une fonction ψ : B → Rn, polynomiale et
de degre´ partiel n’exce´dant pas deux, est injective si B est convexe et si
le jacobien J (ψ) ne s’annule pas sur B. D’autre part, on a vu a` la section
pre´ce´dente qu’il est toujours possible, moyennant l’ajout de variables, de
mettre un syste`me d’e´quations polynomiales sous une forme telle que J (ψ)
soit affine en chaque variable. Sans calculer symboliquement ce jacobien, le
the´ore`me ci-dessous donne une condition ne´cessaire et suffisante pour savoir
s’il s’annule ou non sur un B hyper-rectangulaire.
The´ore`me 12 (d’intersection) Conside´rons les ensembles suivants :
1. un domaine rectangulaire ferme´ B = ∏ni=1[ai, bi];
2. l’ensemble M ⊂ Rn des x qui satisfont a` l’e´quation f (x) = 0 ou` f est
une fonction affine en chaque variable.
L’intersection M ∩ B est nulle si, et seulement si, les images de tous les
sommets de B par la fonction f sont non nulles et de meˆme signe.
De´monstration L’implication seulement si est triviale. Pour de´montrer
l’autre implication, supposons que l’intersection M ∩ B est non nulle. De´si-
gnons par ξ un point donne´ de M ∩ B. On a :
f (ξ1, · · · , ξN) = 0
E´tudions a` pre´sent la restriction du proble`me au plan x1, xN qui passe par
le point ξ. On de´finit :
f¯ : (x1, xN) 7→ f¯ (x1, xN) = f (x1, ξ2, · · · , ξN−1, xN)
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B¯ = [a1, b1] × [aN , bN ]
M¯ = {(x1, xN ) | f¯ (x1, xN ) = 0}
Puisque la fonction f est affine en chaque variable, sa restriction f¯ est de
degre´ 2 au maximum. Les diffe´rents types de courbes possibles que repre´sente
l’ensemble M¯ sont re´sume´s dans le tableau C.1.
Tableau C.1 : Les diffe´rentes repre´sentations possibles de M¯


















Par hypothe`se, on a : (ξ1, ξN) ∈ B¯, ce qui implique une intersection du
bord de B¯ avec M¯ (cf. illustration a` la figure C.2 [120]). Choisissons un point
(ξ¯1, ξ¯N ) de cette intersection. E´ventuellement apre`s permutation des indices
1 et N , ξ¯N est force´ment e´gal a` aN ou a` bN . De´signons par sN la valeur de
ξ¯N . La fonction f˜, toujours affine en chaque variable, s’annule pour le point
ξ˜ ∈ B˜ :














Pour la fonction f˜, le proble`me est tout a` fait similaire a` celui pose´ au de´but
de cette de´monstration, sauf que sa dimension est re´duite d’une unite´. On
reprend donc le meˆme raisonnement jusqu’a` ce que f˜ soit une fonction a` une









Figure C.2 : Illustration de l’intersection de M¯ avec le bord de B¯
variable. Dans ce cas, f˜ est une fonction affine (au sens usuel du terme) et
B˜ est l’intervalle [a1, b1]. Comme ξ˜ est un ze´ro de f˜ dans l’intervalle [a1, b1],
f˜ (a1) et f˜ (b1) sont de signe diffe´rents, a` moins que l’un ou l’autre soit nul.
Par l’effet de la re´currence, on a : f˜ (x1) = f (x1, s2, · · · , sN). D’autre part,
la valeur de si n’e´tant pas connue a priori, il faut conside´rer toutes les
combinaisons possibles, c’est-a`-dire tous les sommets de B. Cette remarque
cloˆt la de´monstration.
Exemple 30 La figure C.3 [121] illustre l’importance de la proprie´te´ de la
fonction f, affine en chaque variable, pour ce the´ore`me d’intersection. Dans les
deux cas, l’intersection M ∩ B n’est pas nulle, mais, dans le premier cas, ceci
n’est pas visible en ne conside´rant que le signe de la fonction sur les sommets
de B.
Remarque 15 Le the´ore`me d’intersection permet de de´cider algorithmique-
ment si oui ou non une fonction affine f est de signe constant sur un ensemble
B rectangulaire donne´. Selon, le the´ore`me, il suffit pour cela de calculer la
fonction f sur tous les sommets de B. Bien que les calculs mis en jeu dans
cette ope´ration soient tre`s simples, l’application de l’algorithme est limite´e
par la complexite´ a` croissance exponentielle en fonction de la dimension.
Ceci vient du fait que le nombre de sommets d’un rectangle a` N dimensions
est 2N .











2 − 1 = 0 x1 + x2 − x1 x2 = 0
+ +
− +
Figure C.3 : Fonctions quelconque et affine en chaque variable
Exemple 31 Conside´rons la fonction f et l’ensemble B suivants :








Le tableau C.2 [122] permet de voir que tous les sommets de B par la fonction
f sont non nuls et de meˆme signe, ce qui signifie, par le the´ore`me, que l’inter-
section M ∩ B est nulle. Autrement dit, la fonction f s’annule nulle part dans
B. Le proble`me ne´cessite 24 = 16 fois le calcul de f (x).
Supposons que l’on veuille calculer, sur un domaine rectangulaire B ferme´,
les valeurs minimale et maximale d’une fonction f polynomiale multivariable
quelconque [cette fonction sera, dans le proble`me qui nous occupe, le jacobien
J (ψ)]. Ces valeurs ne sont pas faciles a` obtenir, car d’une part, les minimum
et maximum peuvent eˆtre soit a` l’inte´rieur soit sur la fronti`ere du domaine et
d’autre part, la fonction f, ou sa restriction sur le bord de B, peuvent compter
plusieurs extremums locaux. Dans le cas des fonctions affines en chaque
variable e´tudie´es pre´ce´demment, le the´ore`me 12 [118] d’intersection permet
de conclure que les minimum et maximum sont atteints sur les sommets
du domaine rectangulaire B. Toutefois, cette propri´ete´ est particuli`ere a` ces
fonctions. Pour contourner cette difficulte´, conside´rons, au lieu des valeurs
minimale et maximale de la fonction, un minorant α, respectivement un
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Tableau C.2 : E´valuation de la fonction pour chaque sommet
sommets f (x)
x1 x2 x3 x4 x1 x3 − x2 x4
2 −1 2 −1 3
2 −1 2 1 5
2 −1 4 −1 7
2 −1 4 1 9
2 1 2 −1 5
2 1 2 1 3
2 1 4 −1 9
2 1 4 1 7
4 −1 2 −1 7
4 −1 2 1 9
4 −1 4 −1 15
4 −1 4 1 17
4 1 2 −1 9
4 1 2 1 7
4 1 4 −1 17
4 1 4 1 15
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majorant β, tels que :
α (a,b) ≤ min f
β (a,b) ≥ max f
ou` α et β sont des fonctions continues des ai, bi qui caracte´risent le domaine
rectangulaire B. On exige e´galement que les fonctions α et β donnent une
meˆme valeur lorsque le domaine B se re´sume a` un seul point ξ :
α (ξ, ξ) = β (ξ, ξ) (C.1)
Pour e´valuer la fonction f en un point ξ donne´, on n’a besoin que des
ope´rateurs d’addition et de multiplication de l’arithme´tique classique. Le
calcul de α et β s’obtient par l’arithme´tique d’intervalle qui consiste a` rem-
placer, dans la fonction f, les ope´rations de l’arithme´tique classique par celles
de´finies dans le tableau C.3. Dans ce tableau, la lettre w repre´sente un nom-
bre re´el quelconque. On obtient ainsi un minorant α et un majorant β des
valeurs minimale et maximale de la fonction f sur le domaine rectangulaire
B qui satisfont aux conditions ci-dessus. Pour le de´montrer, observons tout
d’abord que la continuite´ des fonctions α et β et la relation (C.1) sont res-
pecte´es. Ensuite, il ne reste qu’a` de´montrer que α est bien un minorant de
Tableau C.3 : Arithme´tique classique et arithme´tique d’intervalle


















min {α1 α2, β1 α2, α1 β2, β1 β2}





max {αn1 , βn1 }
]
pour n pair et α1 β1 ≤ 0[
min {αn1 , βn1 }
max {αn1 , βn1 }
]
sinon
si w1 6= 0 alors . . . si α1 · β1 > 0 alors . . .
la valeur minimale de f et β un majorant de la valeur maximale. Supposons
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que la fonction f se de´compose en une somme de deux fonctions g1 et g2. On
a les relations suivantes :
min g1 + min g2 ≤ min f max g1 + max g2 ≥ max f
En supposant que αi ≤ min gi et βi ≥ maxgi, l’arithme´tique d’intervalle
pour l’addition donne bien :
α = α1 + α2 ≤ min f β = β1 + β2 ≥ max f
Pour de´montrer que αi ≤ min gi et βi ≥ max gi, on conside`re la fonction
f˜ = gi. Si cette fonction se de´compose en une somme, on applique le meˆme
raisonnement que ci-dessus. Si elle se de´compose en un produit de deux
fonctions g˜1 et g˜2, il faut montrer que :
α˜ = min
{





α˜1 α˜2, β˜1 α˜2, α˜1 β˜2, β˜1 β˜2
}
≥ max f˜
De nouveau, si l’on suppose que α˜i ≤ min g˜i et β˜i ≥ max g˜i, l’expression
pre´ce´dente devient e´vidente, puisque les extremums d’un produit sur un rec-
tangle sont force´ment localise´s sur les sommets de celui-ci (cf. the´ore`me 12
[118]). Dans le cas ou` la fonction f˜ se met sous la forme g˜n1 , la fonction f˜ est
















Pour n pair, la fonction f˜ est monotone si α˜1 · β˜1 > 0 et ce qui vient d’eˆtre
dit pour n impair reste valable. En revanche, lorsque α˜1 · β˜1 ≤ 0, la fonction
f˜ pre´sente un minimum en 0 qui est plus petit ou e´gal au minimum atteint
en α˜1 ou β˜1. Dans ce cas, la formule correcte s’e´crit :








La dernie`re ligne du tableau C.3 [123] sera de´montre´e dans le the´ore`me
suivant.
Exemple 32 La figure C.4 [125] montre comment l’arithme´tique d’intervalle
est de´rive´e de l’arithme´tique classique. En comparant avec la figure C.6-b [128],
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on peut se rendre compte des diffe´rences pouvant intervenir lorsque l’ordre des
calculs est modifie´. Remarquons que le re´sultat final obtenu par l’arithme´tique
d’intervalle peut diffe´rer selon l’ordre des calculs et que les valeurs minimale
et maximale e´galent le minorant α, respectivement β, lorsque les ope´randes de
chaque ope´ration mis en jeu dans le calcul de´pendent de variables distinctes.















0 1 [−1, 0] [−1, 1]
0 1 [0,1] [0, 1]
1 −4 [0, 2] [−4,−4]
−3 [−4,−2]
oui oui
Figure C.4 : Arithme´tique classique et d’intervalle pour f (x) = x21 + x
2
2 − 4
The´ore`me 13 (a` arithme´tique d’intervalle) Conside´rons les ensembles
suivants :
1. un domaine rectangulaire ferme´ B = ∏ni=1[ai, bi];
2. l’ensemble M ⊂ Rn des x qui satisfont a` l’e´quation f (x) = 0 ou` f est
une fonction polynomiale multivariable.
Le the´ore`me consiste en les deux propositions suivantes :
1. l’intersection M ∩ B est nulle si l’on a :
α · β > 0 (C.2)
ou` α et β sont les minorant et majorant de l’arithme´tique d’intervalle
du tableau C.3 [ 123] ;
2. pour B suffisamment petit, l’intersection M ∩ B est nulle si, et seule-
ment si, la condition (C.2) est remplie.
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De´monstration Si l’intersection M ∩ B n’est pas nulle, alors il existe au
moins un point ξ dans B pour lequel on a f (ξ) = 0. Dans ce cas, on peut
e´crire les ine´galite´s suivantes :
min f ≤ 0 max f ≥ 0 (C.3)
D’autre part, on a les relations suivantes :
α ≤ min f β ≥ max f (C.4)
Pour de´montrer la premie`re proposition du the´ore`me, il faut contredire
la condition (C.2) [125]. On y arrive en combinant (C.3) et (C.4). Pour
de´montrer la deuxie`me assertion, conside´rons un point ξ tel que l’on ait
f (ξ) 6= 0 et un ensemble B se re´duisant a` ce point. Dans ce cas, la condition
(C.2) [125] est e´videmment remplie, puisque α et β sont identiques a` f (ξ).
Par continuite´, cette proprie´te´ est encore valable dans un voisinage de ξ,
c’est-a`-dire pour un ensemble B suffisamment petit.
Remarque 16 L’algorithme re´sultant du the´ore`me ci-dessus s’effectue avec
le meˆme sche´ma de calcul que l’arithme´tique classique. En conse´quence, la
complexite´ de l’algorithme est du meˆme ordre que celle du calcul de f (ξ) pour
un ξ donne´. Autrement dit, pour le calcul d’un de´terminant, la complexite´
est polynomiale.
Le the´ore`me suivant permet, en principe, de trouver des valeurs concre`tes
pour de´finir un ensemble B sur lequel on a la fonction ψ : B → Rn injective,
puisqu’il propose une me´thode de construction d’un tel ensemble. Toutefois,
il suppose l’existence d’un algorithme pour de´cider si la condition J (ψ) 6= 0
est respecte´e sur tout l’ensemble B ou non. Nous reviendrons sur ce point
apre`s la de´monstration du the´ore`me.
The´ore`me 14 (de construction) Soit une fonction ψ : Rn → Rn, poly-
nomiale et de degre´ partiel n’exce´dant pas deux, avec J (ψ) 6= 0 sur un point
η0 donne´. Conside´rons une suite d’ensembles ferme´s B˜i, rectangulaires et
strictement imbrique´s tels que l’ensemble limite de la suite se re´duise a` η0.
La fonction ψ : Bn → Rn est injective sur le premier ensemble B = B˜i
de la suite (et les suivants) qui satisfait a` la condition J (ψ) 6= 0 sur tout
l’ensemble B.
De´monstration L’existence de l’ensemble B pour presque tous les ensem-
bles de la suite (les premiers excepte´s) est assure´ par le the´ore`me 2 [52]
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local de la fonction inverse puisque l’ensemble limite se re´sume a` un point
ou` J (ψ) 6= 0. La condition J (ψ) 6= 0 sur tout l’ensemble B est suffisante par
le the´ore`me 5 [54], puisque B est rectangulaire, donc convexe.
Exemple 33 La figure C.5 illustre le the´ore`me avec une suite ge´ome´trique






Cette fonction ψ : B → Rn est injective sur l’ensemble B = B1, ou` :















Figure C.5 : Illustration du the´ore`me de construction
De´cider si la condition J (ψ) 6= 0 est respecte´e ou non sur tout un ensemble B
n’est pas une taˆche a priori facile. Une manie`re e´le´gante d’y parvenir est de
modifier la fonction ψ en ajoutant des variables pour que le the´ore`me 12 [118]
d’intersection pre´sente´ plus haut s’applique. Malheureusement, l’algorithme
est de complexite´ exponentielle en fonction de la dimension. D’un point
de vue pratique, cette proprie´te´ re´duit pratiquement a` ne´ant le potentiel
d’application de ce crite`re. Contrairement au pre´ce´dent, le crite`re base´ sur
l’arithme´tique d’intervalle permet de de´cider si la condition J (ψ) 6= 0 est
ve´rifie´e ou non sur tout un ensemble B. En effet, l’algorithme de ce crite`re
n’exige pas que le de´terminant soit sous une forme affine en chaque variable
et sa complexite´ est du meˆme ordre que celle du calcul du de´terminant pour
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une valeur de η0 donne´e. En ge´ne´ral, on pre´fe`re e´viter le calcul symbolique
de J (ψ), car la complexite´ de ce calcul est difficile a` e´valuer et peut eˆtre
grande. Par chance, l’arithme´tique d’intervalle peut eˆtre utilise´e directement
dans le calcul du de´terminant, simplement en effectuant une substitution de
l’arithme´tique classique dans un algorithme nume´rique standard. Comme il
existe, pour l’e´valuation du de´terminant d’une matrice, des algorithmes de
complexite´ polynomiale, la complexite´ de ce crite`re sera aussi polynomiale.
En revanche, le crite`re pre´ce´dent permettait de trouver le plus grand domaine
rectangulaire B, alors que celui base´ sur l’arithme´tique d’intervalle conduit
en ge´ne´ral a` un domaine plus petit. Plus grave encore, il n’est pas possible
de pre´dire quelle sera sa grandeur.
Exemple 34 La fonction f (x) = x21+x22−4, semblable a` celle de la figure C.3-
a [121], n’est pas affine en chaque variable. Contrairement au the´ore`me 12
[118] d’intersection, on peut appliquer le the´ore`me base´ sur l’arithme´tique
d’intervalle sur des fonctions qui ne sont que polynomiales multivariables. La
figure C.6 illustre le fonctionnement du crite`re pour une intersection non nulle
et nulle. L’ordre des calculs repre´sente´ par l’arbre de la figure C.6 est sous-
optimal par rapport a` celui de la figure C.4 [125]. Remarquons toutefois que
ceci n’affecte pas l’algorithme (si ce n’est que le re´sultat fourni sera en ge´ne´ral
plus restrictif, c’est-a`-dire que l’ensemble B sera plus petit que dans le cas
optimal).















[−2, 0] [−1, 1] [−1, 1] [−1, 0] [−1,1][−1, 1]
[0, 4] [−1, 1] [0,1] [−1, 1]
[−1, 5] [−4, −4] [−1, 2] [−4,−4]
[−5, 1] [−5,−2]
non oui
Figure C.6 : Intersection (pre´sume´e) non nulle et intersection nulle
Exemple 35 Conside´rons une matrice Mk de dimension n×n et de rang rk.
Le rang rk+1 de la matrice Mk+1, de´finie par la formule re´currente ci-dessous,
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vaut exactement rk+1 = rk − 1.
Mk+1 = p Mk − vuT (C.5)
ou` p = Mk,ij 6= 0 est un e´le´ment de Mk diffe´rent de ze´ro et uT = Mk,i·,
v = Mk,·j , la ligne, respectivement la colonne, passant par le pivot p.
Par exemple, si M1 vaut la matrice ci-dessous, on peut calculer son rang en
comptant le nombre de fois que l’on peut appliquer la formule ci-dessus. On
trouve :
M1 =
 1 3 25 15 2
3 11 1










 0 0 00 0 −8
0 2 −5

p = M2,32 = 2 uT =
[





 0 0 00 0 −16
0 0 0

Le rang de la matrice M est donc 3 dans cet exemple, ce qui correspond a` une
matrice re´gulie`re.
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