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Abstract
In this paper, we study the stabilization problem for the Itoˆ systems with both multiplicative noise and multiple delays
which exist widely in applications such as networked control systems. Sufficient and necessary conditions are obtained for
the exponential stabilization problem of Itoˆ stochastic systems with multiple delays. On one hand, we derive the solvability
of the modified Riccati equation in case of the mean-square exponential stabilization. On the other hand, the mean-square
exponential stabilization is guaranteed by the solvability of a modified Riccati equation. A novel stabilizing controller is shown
in the feedback from of the conditional expectation in terms of the modified algebraic Riccati equation. The main technique
is to reduce the original system with multiple delays to a pseudo delay-free system.
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1 Introduction
The mathematical models described by delayed differ-
ential equations are ubiquitous and have wide appli-
cations in physics, engineering, communication, biol-
ogy and so on [Kolmnovskii et al., 1999]. As is known,
time delays usually degrade the system performance,
and are the source of instability, and even lead to
the occurrence of chaos phenomenon. So study on the
stabilization problem of time-delay system is of great
significance. Some essential progress has been made on
the optimal control and stabilization problems for time
delay systems, see [Richard, 2003], [Smith, 2003] and
references therein. In particular, [Smith, 2003] designs
a predictor-like controller which reduces the original
delayed system to delay-free one. By virtue of the
predictor-based technique, the problem for systems with
more general delays has been studied in [Artstein, 1982]-
[Manitius et al., 1979]. The linear quadratic regulation
(LQR) problem for systems with multiple input delays
was solved in [Zhang et al., 2006] by establishing a du-
ality between the LQR problem and a smoothing prob-
lem. The optimal controller is presented using a Riccati
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equation. [Tadmor et al., 2005]-[Tadmor et al., 2005]
studied the H∞ preview control problem and presented
the necessary and sufficient solvability conditions in
terms of a standard algebraic Riccati equation and a
nonstandard H∞-like algebraic Riccati equation. The
aforementioned results are only related to the determin-
istic system and more details are referred to the survey
paper [Richard, 2003].
Considering the accuracy requirement to the system
in applications, it is necessary to take the uncertainty
into consideration. One of the most popular models is
the stochastic differential equation motivated by Brow-
nian motion. When the stochastic system is delay-free,
[Rami et al., 2000] presents some sufficient and nec-
essary conditions for the mean-square stabilization.
There have also been many important developments
when both delay and uncertainty are considered, espe-
cially the noise is multiplicative, e.g., [Cao et al., 1999],
[Zhang et al., 2009], [Wang et al., 2002] and references
therein. Noting that most results in the literature de-
pend on the linear matrix inequality (LMI) to charac-
terize the sufficient conditions for the stabilization. For
instance, [Wang et al., 2002] investigated the stochas-
tic stabilization problem for a class of bilinear con-
tinuous time-delay uncertain systems with Markovian
jumping parameters. Sufficient conditions were estab-
lished to guarantee the existence of desired robust
controllers, which are given in terms of the solutions
to a set of LMIs, or coupled quadratic matrix inequal-
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ities. [Xie et al., 2000] considered a class of large-scale
interconnected bilinear stochastic systems with time
delays and time-varying parameter uncertainties and
robust stability analysis was given in terms of a set of
LMIs. In addition, some convergence theorems have
been given in the literature. For example, [Mao, 1999]-
[Mao, 2003] investigated the LaSalle-type asymptotic
convergence theorems for the solutions of stochastic
differential delay equations. More recently, some sub-
stantial progress for the optimal LQ control has been
made by proposing the approach of solving the forward
and backward differential/difference equations (FB-
DEs). See [Zhang et al., 2015] and [Zhang et al., 2017]
for details. However, the stabilization problem for Itoˆ
stochastic systems with multiple delays have not yet
been completely solved. The main obstacles are that the
problem is in fact infinite dimensional and the classical
controller such as current feedback form only leads to
sufficient conditions which may be delay-dependent.
Inspired by the work [Zhang et al., 2017], we shall study
the stochastic system with multiple delays. The main
contribution is two-fold. Firstly, we derive the solvabil-
ity of the modified Riccati equation in case of the mean-
square exponential stabilization. Secondly, we obtain
that the mean-square exponential stabilization can be
guaranteed by the solvability of a modified Riccati equa-
tion. A novel stabilizing controller is shown in the feed-
back from of the conditional expectation in terms of the
modified algebraic Riccati equation. The main technique
is to reduce the original system with multiple delays to
a pseudo delay-free system.
The rest of the paper is formulated as follows: Section 2
illustrates the studied problem. The system is reduced to
a pseudo delay-free system and the optimization prob-
lems of the reduced system are studied in Section 3. Suf-
ficient and necessary conditions are given in Section 4 for
the exponential mean-square stabilization of the system.
Some concluding remarks are shown in the last section.
Notation. Rn denotes the family of n-dimensional vec-
tors; x′ denotes the transpose of x; and a symmetric ma-
trix M > 0 (≥ 0) is strictly positive-definite (positive
semi-definite). (Ω,F ,P ,Ft|t≥0) is a complete stochas-
tic basis so that F0 contains all P-null elements of F ,
and the filtration is generated by the standard Brown-
ian motion {w(t)}t≥0. xˆ(t|s)
.
= E[x(t)|Fs] denotes the
conditional expectation with respect to the filtration Fs.
We simply denote Et(·) = E[·|Ft], and 〈·, ·〉 denotes the
inner product in Hilbert space. The following sets are
useful throughout the paper:
C¯[−h,0) = {ϕ(t) : [−h, 0)→ R
m is continuous and
sup
−h≤t<0
‖ϕ(t)‖ <∞},
L2F(0, T ;R
m) = {ϕ(t)t∈[0,T ] is an Ft − adapted stochastic
Fig. 1. Continuous-time LTI system with both random input
gains and multiple input delays
process s.t. E
T∫
0
‖ϕ(t)‖2dt <∞}.
2 Problem Formulation
Consider the Itoˆ stochastic systems with multiple input
delays:
dx(t) =
(
Ax(t) +
r∑
i=0
Biu(t− hi)
)
dt
+
r∑
i=0
B¯iu(t− hi)dwi(t), (1)
where x(t) ∈ Rn is the state, u(t) ∈ Rm is the control
input, h0 = 0, hi > 0, i = 1, · · · , r represent the input
delays. wi(t), i = 1, · · · , r is independent one-dimension
standard Brownian motion. A,Bi, B¯i are constant ma-
trices with compatible dimensions. The initial conditions
are chosen as x(0) = x0 and u(τ) = µ(τ) ∈ C¯[−hr ,0).
Remark 1. The system (1) has wide applications in
network control systems. In particular, consider the
continuous-time LTI system with both random input
gains and multiple input delays as shown in Fig. 1:
x˙(t) =Ax(t) +Bc0κ0(t)u0(t) +B
c
1κ1(t)u1(t− h1) + · · ·
+Bcrκr(t)ur(t− hr). (2)
where x(t) ∈ Rn is the state, ui(t) ∈ R
m is the ith con-
trol input, hi > 0, i = 1, · · · , r represent the input de-
lays. κi(t) = µi + ξi(t) where µi is a real positive con-
stant and ξi(t) is a zero-mean white noise with autocor-
relation E[ξi(t)ξi(t + τ)] = σ
2
i δ(τ). By denoting u(t) =[
u0(t) · · · ur(t)
]′
and Bi =
[
0 · · · 0 Bci 0 · · · 0
]
for
i = 0, · · · , r, (2) can be rewritten as
x˙(t) =Ax(t) +B0κ0(t)u(t) +B1κ1(t)u(t− h1) + · · ·
+Brκr(t)u(t− hr). (3)
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(3) can then be reformulated as a standard Itoˆ form by
using κi(t) = µi + ξi(t):
dx(t) =Ax(t)dt +B0u(t)[µ0dt+ σ0dw0(t)]
+B1u(t− h1)[µ1dt+ σ1dw1(t)]
+ · · ·+ Bru(t− hr)[µrdt+ σrdwr(t)]
=
(
Ax(t) +
r∑
i=0
µiBiu(t− hi)
)
dt
+
r∑
i=0
σiB¯iu(t− hi)dwi(t).
This is a special case of systems (1).
We now define the stabilization and exponential stabi-
lization for system (1).
Definition 1 System (1) is mean-square stabilizable if
there exists an Ft-adapted controller u(t) in the form of
Lx(t) +
t+hr∫
t
L(s)u(s− hr)ds (4)
where L is a constant matrix and L(s) is a time-varying
matrix with compatible dimensions such that the closed-
loop system satisfies
lim
t→∞
E‖x(t)‖2 = 0 and lim
t→∞
E‖u(t)‖2 = 0
for any x0 and any Ft-adapted controller u(t), t ≤ hr.
Definition 2 System (1) is mean-square exponentially
stabilizable if there exists an Ft-adapted controller u(t)
in the form of (4) and a positive constant α such that the
closed-loop system satisfies
lim
t→∞
eαtE‖x(t)‖2 = 0 and lim
t→∞
eαtE‖u(t)‖2 = 0
for any x0 and any Ft-adapted controller u(t), t ≤ hr.
The aim of this paper is stated as follows.
Problem : Find the sufficient and necessary conditions for
system (1) to be exponentially stabilized by a controller
in the form of (4) following Definition 2.
The outline of the solvability to Problem is as follows:
Firstly, we convert the original stochastic system with
multiple input delays into a pseudo delay-free system
where the delays are involved in the Brownian motions
rather than the control input. Secondly, we solve finite-
horizon optimization problems with a standard cost
function and a discounted cost function subject to the
pseudo delay-free system in terms of modified differen-
tial Riccati equations. Finally, the sufficient and nec-
essary conditions for the exponential stabilization are
characterized by the corresponding modified algebraic
Riccati equation.
3 Reduction of the original system into a pseudo
delay-free system
Wefirstly transform the original system (1) into a pseudo
delay-free system. To this end, we define
y(t) = x(t) +
r∑
i=1
t+hi∫
t
eA(t−s)Biu(s− hi)ds
+
r∑
i=1
t+hi∫
t
eA(t−s)B¯iu(s− hi)dwi(s). (5)
Lemma 1 y(t) defined by (5) satisfies the dynamic
dy(t) =
(
Ay(t) +
r∑
i=0
e−AhiBiu(t)
)
dt
+
r∑
i=0
e−AhiB¯iu(t)dwi(t+ hi). (6)
Proof. By taking Itoˆ’s formula to y(t) and using (1), it
is obtained that
dy(t) =
(
Ax(t) +
r∑
i=0
Biu(t− hi)
)
dt
+
r∑
i=0
B¯iu(t− hi)dwi(t) +
r∑
i=1
e−AhiBiu(t)dt
−
r∑
i=1
Biu(t− hi)dt+
r∑
i=1
e−AhiB¯iu(t)dwi(t+ hi)
−
r∑
i=1
B¯iu(t− hi)dwi(t)
+A
( r∑
i=1
t+hi∫
t
eA(t−s)Biu(s− hi)ds
+
r∑
i=1
t+hi∫
t
eA(t−s)B¯1u(s− hi)dwi(s)
)
dt
=
(
Ay(t) +
r∑
i=0
e−AhiBiu(t)
)
dt
+
r∑
i=0
e−AhiB¯iu(t)dwi(t+ hi).
This completes the proof.
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Remark 2. Noting that there exists no delay in the con-
trol input u(t). However, the delays hi, i = 1, · · · , r are
involved in the Brownian motions wi. Thus, we call the
system (6) as a pseudo delay-free system.
Define a new σ-algebraic Gt = {wi(s + hi), i =
0, 1, . . . , r, s ≤ t}. Then it holds that Ft ⊆ Gt ⊆ Ft+hr .
From (6), we have y(t) is Gt-adapted. In addition, con-
sidering Definition 1 and (2), the controller u(t) is Ft-
adapted. For convenience of the future use, it is simply
denoted that B =
∑r
i=0 e
−AhiBi.
3.1 Finite-horizon optimal control problem of pseudo
delay-free system
We then study the finite-horizon optimization problem
of minimizing the standard linear quadratic cost func-
tion subject to (6):
JT =E
{ T∫
0
(
y′(t)Qy(t) + u(t)′Ru(t)
)
dt
+y′(T )Hy(T )
}
, (7)
where H is semi-positive definite matrix of compatible
dimension.
Noting that the new state y(t) is Gt-adapted rather than
Ft-adapted, we define the admissible control set as
Uad = {u(t) ∈ L
2
F(0,∞;R
m) : u(t) = M(t)yˆ(t|t)}, (8)
where M(t) is time-varying matrices with compatible
dimension and
yˆ(t|t) =E[y(t)|Ft]
= x(t) +
r∑
i=1
t+hi∫
t
eA(t−s)Biu(s− hi)ds.
Following [Wang et al., 2013], the stochastic maximum
principle can be immediately obtained.
Lemma 2 The optimal solution to minimize (7) subject
to (6) satisfies
0 =Ru(t) + E[B′p(t) +
r∑
i=0
B¯′ie
−A′hiqi(t)|Ft], (9)
where (p(t), q(t)) is the solution of the backward stochas-
tic differential equation (BSDE):
{
dp(t) = −[A′p(t) +Qy(t)]dt+
∑r
i=0 qi(t)dwi(t),
p(T ) = Hx(T ).
(10)
while y(t) obeys (6) and H is defined in (7).
Based on Lemma 2, the explicit solvability of forward
and backward stochastic differential equations (6), (9)
and (10) is the key to the derivation of the optimal so-
lution. To this end, we define the modified differential
Riccati equation:
−
d
dt
Pˆ (t) = Pˆ (t)A +A′Pˆ (t) +Q−Π(t, t), (11)
and
P (t) = Pˆ (t) +
hr∫
0
eA
′θΠ(t+ θ, t+ θ)eAθdθ, (12)
where
Π(t, t) =K ′(t)Ω(t)K(t), (13)
Ω(t) =R+
r∑
i=0
B¯′ie
−A′hiP (t)e−AhiB¯i, (14)
K(t) =−Ω−1(t)B′Pˆ (t), (15)
with the terminal values Pˆ (T ) = P (T ) = H for H de-
fined in (7).
Lemma 3 The equation (11)-(15) is equivalent to the
following equations:
−P˙ (t) = P (t)A+A′P (t) +Q− eA
′hrΠ(t+ hr, t+ hr)
×eAhr , (16)
while Π(t+ hr, t+ hr) is given by
Π(t, t) =K ′(t)Ω(t)K(t), (17)
Ω(t) =R+
r∑
i=0
B¯′ie
−A′hiP (t)e−AhiB¯i, (18)
K(t) =−Ω−1(t)
[
B′P (t)−B′
hr∫
0
eA
′θΠ(t+ θ, t+ θ)
×eAθdθ
]
, (19)
with terminal values P (T ) = H and Π(T, T + θ) = 0 for
θ ∈ (0, hr].
Proof. The equivalence can be established by similar dis-
cussions to Remark 5 in [Zhang et al., 2017]. So we omit
it.
We now present the optimal solution of the finite-horizon
linear quadratic optimal control problem by using the
solution to (11)-(15).
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Lemma 4 Assume that the modified Riccati equation
(11)-(15) admits a solution such that the matrix Ω(t) >
0, then there exists a unique solution to the problem of
minimizing (7) subject to the system (6) and the optimal
controller is given by
u(t) =K(t)yˆ(t|t). (20)
The optimal cost is as
J∗T =E
(
y′(0)P (0)y(0)− y′(0)
hr∫
0
Π(0, θ)yˆ(0|θ)dθ
)
. (21)
Proof. The proof is presented in Appendix A.
As a byproduct of Lemma 4 which is useful in the stabi-
lization, we further state the following results.
Corollary 1 Under the same conditions in Lemma
4 and let the controller satisfy that u(t) = 0 for
t ∈ [−hr, 0). Then there exists a unique solution to the
problem of minimizing (7) subject to the system (6).
The optimal controller is given by (20) for t ≥ 0 and the
optimal cost is as
J∗T =E
(
x′0Pˆ (0)x0
)
. (22)
Proof. Since u(t) = 0 for t ∈ [−hr, 0), then y(0) = x(0).
Thus the optimal cost becomes J∗T = E
(
x′0Pˆ (0)x0
)
from (21).
Corollary 2 Under the same conditions in Lemma
4 and let the controller satisfy that u(t) = 0 for
t ∈ [−hr, hr). Then there exists a unique solution to the
problem of minimizing (7) subject to the system (6). The
optimal controller is given by (20) for t ≥ hr and the
optimal cost is as
J∗T =E
(
x′0P (0)x0
)
. (23)
Proof. Since u(t) = 0 for t ∈ [0, hr), then y(t) = e
Aty(0)
for t ∈ [0, hr). By using u(t) = 0 for t ∈ [−hr, 0], it
is obtained that y(0) = x(0) from (5). Combining with
the proof of Lemma 4 and (12), the result follows. So we
omit the details.
Next, we consider the optimization problemwith respect
to the admissible control set set (8).
Lemma 5 If a given linear feedback control u(t) =
K(t)yˆ(t|t) is the unique optimal solution for the problem
of minimizing JT s.t (6), then K(t) obeys the equations
(16)-(19) with Ω(t) > 0.
Proof. The proof is presented in Appendix B.
We now give the necessary and sufficient condition for
the existence and uniqueness of the solution to the finite-
horizon optimization problem.
Theorem 1 The problem of minimizing (7) subject to
(6) within the admissible control set (8) has a unique so-
lution if and only if (11)-(15) admits a solution such that
the matrix Ω(t) is strictly positive definite. The optimal
control is as (20) and the optimal cost is given by (21).
Proof. Combining with Lemmas 3-5, the result follows
directly.
3.2 Finite-horizon optimal control problem of pseudo
delay-free system with discounted cost function
In this subsection ,we study the finite-horizon optimiza-
tion problem of minimizing the discounted cost function
subject to (6):
JαT =E
[ T∫
0
e−αt
(
y′(t)Qy(t) + u(t)′Ru(t)
)
dt
]
. (24)
The discounted setting is popular in many areas,
such as in dynamic programming, reinforcement learn-
ing, and planning algorithms for optimal control. See
[LaValle, 2006], [Sutton et al., 1998] and references
therein.
To solve the discounted LQR problem, we define the
modified Riccati equation:
−
d
dt
Pˆα(t) = Pˆα(t)A+A
′Pˆα(t) + αPˆα(t) +Q
−Πα(t, t), (25)
Pα(t) = Pˆα(t) +
hr∫
0
e(A+
α
2
I)′θΠα(t+ θ, t+ θ)
×e(A+
α
2
I)θdθ, (26)
where
Πα(t, t) =K
′
α(t)Ωα(t)Kα(t),
Ωα(t) =R+
r∑
i=0
B¯′ie
−A′hiPα(t)e
−AhiB¯i,
Kα(t) = Ω
−1
α (t)B
′Pˆα(t),
with Pˆα(T ) = 0 and Pα(T ) = 0. Following similar dis-
cussions to Lemma 3 andRemark 5 in [Zhang et al., 2017],
the following result is in force.
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Lemma 6 The equation (25)-(26) is equivalent to the
following equations:
−P˙α(t) = Pα(t)A+A
′Pα(t) + αPα(t) +Q
−eA
′hrΠα(t+ hr, t+ hr)e
Ahr , (27)
while Πα(t+ hr, t+ hr) is given by
Πα(t, t) =K
′
α(t)Ωα(t)Kα(t),
Ωα(t) =R+
r∑
i=0
B¯′ie
−A′hiPα(t)e
−AhiB¯i,
Kα(t) =−Ω
−1
α (t)
[
B′Pα(t)−B
′
hr∫
0
eA
′θΠα(t+ θ, t+ θ)
×eAθdθ
]
,
with terminal values Pα(T ) = 0 and Πα(T, T + θ) = 0
for θ ∈ (0, hr].
It is now in the position to give the solution to the dis-
counted LQR problem.
Theorem 2 The problem of minimizing (24) subject to
(6) within the admissible control set (8) has a unique
solution if and only if (25)-(26) admits a solution such
that the matrix Ωα(t) is strictly positive definite. The
optimal control is as
u(t) = Kα(t)yˆ(t|t), (28)
and the optimal cost is given by
J∗T =E
(
y′(0)Pα(0)y(0)− y
′(0)
hr∫
0
Πα(0, θ)yˆ(0|θ)dθ
)
.(29)
Proof. The proof is presented in Appendix C.
4 Solution to the Problem
Based on the above results for the finite-horizon opti-
mization problem, we discuss the mean-square stabiliza-
tion problem. Sufficient and necessary conditions are to
be derived for the exponential mean-square stabilization
of system (1). The key is to investigate the properties of
the modified Riccati equations (11)-(15) and (25)-(26)
when the time t tends to −∞. Firstly, we give the neces-
sary condition for the mean-square stabilization for sys-
tem (1).
Theorem 3 Assume that the system (1) is exponentially
mean-square stabilizable in the sense of Definition 2, then
the following modified algebraic Riccati equation (30)-
(34) has a solution P ≥ Pˆ > 0,
0 =A′Pˆ + PˆA−Π(0) + I, (30)
P = Pˆ +
hr∫
0
eA
′θΠ(0)eAθdθ, (31)
where
Π(0) =K ′ΩK, (32)
Ω = I +
r∑
i=0
B¯′ie
−A′hiP (t)e−AhiB¯i, (33)
K =Ω−1B′Pˆ . (34)
Proof. The proof is put in Appendix D.
We then present the sufficient condition for the expo-
nential mean-square stabilization by defining a new Lya-
punov function.
Theorem 4 Assume that the following equation has a
unique solution Pα ≥ Pˆα > 0,
0 =A′Pˆα + PˆαA+ αPα −Πα(0) + I, (35)
Pα = Pˆα +
hr∫
0
e(A+
α
2
I)′θΠα(0)e
(A+α
2
I)θdθ, (36)
where
Πα(0) =K
′
αΩαKα, (37)
Ωα = I +
r∑
i=0
B¯′ie
−A′hiPα(t)e
−AhiB¯i, (38)
Kα =Ω
−1
α B
′Pˆα, (39)
then the system (1) is exponentially mean-square stable
with the controller u(t) = Kαyˆ(t|t) where Kα is given by
(39).
Proof. The proof is formulated in Appendix E.
5 Conclusions
This paper studied the stabilization problem for the Itoˆ
systems with both multiplicative noise and multiple de-
lays. Sufficient and necessary conditions have been ob-
tained for the exponential mean-square stabilization in
terms of modified Riccati equations. The main technique
is to reduce the original system with multiple delays to
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the pseudo delay-free one and study the finite-horizon
optimization problems for the pseudo system with stan-
dard and discounted linear quadratic cost functions.
A Proof of Lemma 4
Using Lemma 3, the equations (16)-(19) admit a solution
such that the matrix Ω(t) > 0. Applying Itoˆ’s formula to
y′(t)
[
P (t)y(t)−
∫ hr
0
Π(t, t+θ)yˆ(t|t+θ)dθ
]
and combining
with the equations (16)-(19), we have
d
{
y′(t)
[
P (t)y(t)−
hr∫
0
Π(t, t+ θ)yˆ(t|t+ θ)dθ
]}
=
{(
Ay(t) +
r∑
i=0
e−AhiBiu(t)
)′[
P (t)y(t)
−
hr∫
0
Π(t, t+ θ)yˆ(t|t+ θ)dθ
]
+ y′(t)P˙ (t)y(t)
+y′(t)P (t)
(
Ay(t) +
r∑
i=0
e−AhiBiu(t)
)
+u′(t)
r∑
i=0
B¯′ie
−A′hiP (t)e−AhiB¯iu(t)
−y′(t)Π(t, t + hr)y(t) + y
′(t)Π(t, t)yˆ(t|t)
−y′(t)
hr∫
0
∂
∂t
Π(t, t+ θ)yˆ(t|t+ θ)dθ − y′(t)
×
hr∫
0
Π(t, t+ θ)
(
Ayˆ(t|t+ θ) +
r∑
i=0
e−AhiBiu(t)
)
dθ
}
dt
+
{[ r∑
i=0
e−AhiB¯iu(t)
]′
P (t)y(t) + y′(t)P (t)
×
[ r∑
i=0
e−AhiB¯iu(t)
]
−
[ r∑
i=0
e−AhiB¯iu(t)
]′
×
t+hr∫
t
Π(t, θ)yˆ(t|θ)dθ
}
dw(t)
=
[
− y′(t)Qy(t) + y′(t)Π(t, t)yˆ(t|t) + 2u′(t)B′P (t)y(t)
+u′(t)
r∑
i=0
B¯′ie
−A′hiP (t)e−AhiB¯iu(t)
−u′(t)B′
t+hr∫
t
Π(t, θ)yˆ(t|θ)dθ
−y′(t)
t+hr∫
t
Π(t, θ)dθBu(t)
]
dt
+
{[ r∑
i=0
e−AhiB¯iu(t)
]′
P (t)y(t)
+y′(t)P (t)
[ r∑
i=0
e−AhiB¯iu(t)
]
−
[ r∑
i=0
e−AhiB¯iu(t)
]′ t+hr∫
t
Π(t, θ)yˆ(t|θ)dθ
}
dw(t).(A.1)
Taking integral from 0 to T on both sides of (A.1) and
then taking expectation, we have
JT =E
(
y′(0)P (0)y(0)− y′(0)
hr∫
0
Π(0, θ)yˆ(0|θ)dθ
)
+E
T∫
0
(
u′(t)Ω(t)u(t) − 2u′(t)Ω(t)K(t)y(t)
+y′(t)Π(t, t)yˆ(t|t)
)
dt
=E
(
y′(0)P (0)y(0)− y′(0)
hr∫
0
Π(0, θ)yˆ(0|θ)dθ
)
+E
T∫
0
(
u(t)−K(t)yˆ(t|t)
)′
Ω(t)
(
u(t)
−K(t)yˆ(t|t)
)
dt, (A.2)
where the fact of E
{[
y(t)− yˆ(t|t)
]′
yˆ(t|t)
}
= 0 has been
used in the derivation of the above equality. Note that
Ω(t) > 0, the optimal control exists uniquely. Further-
more, the optimal control (20) and cost function (21)
follows from (A.2) directly combining with Lemma 3.
B Proof of Lemma 5
Consider the optimization problem for the controller set
{u(t) : u(t) = K(t)yˆ(t|t)} with respect to the matrix
K(t). The cost function is
JT =E
[ T∫
0
[
y′(t)Qy(t) + yˆ′(t|t)K ′(t)RK(t)yˆ(t|t)
]
dt
+y′(T )Hy(T )
]
= tr
[ T∫
0
[
QY (t) +K ′(t)RK(t)Yˆ (t|t)
]
dt+HY (T )
]
,
(B.1)
where Y (t) = E[y(t)y′(t)] and Yˆ (t|t) = E[yˆ(t|t)yˆ′(t|t)].
The system under the controller u(t) = K(t)yˆ(t|t) is
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reduced to
dy(t) =
[
Ay(t) +BK(t)yˆ(t|t)
]
dt+
r∑
i=0
e−AhiB¯iK(t)yˆ(t|t)dwi(t+ hi). (B.2)
In this case,
d[y(t)y′(t)]
=
[
Ay(t) +BK(t)yˆ(t|t)
]
y′(t)dt
+
r∑
i=0
e−AhiB¯iK(t)yˆ(t|t)y
′(t)dwi(t+ hi)
+y(t)
[
Ay(t) +BK(t)yˆ(t|t)
]′
dt
+y(t)
r∑
i=0
(
e−AhiB¯iK(t)yˆ(t|t)
)′
dwi(t+ hi)
+
r∑
i=0
e−AhiB¯iK(t)yˆ(t|t)yˆ
′(t|t)K ′(t)B¯′ie
−A′hidt,
that is,
d
dt
Y (t) =AY (t) +BK(t)Yˆ (t|t) + Y (t)A′ + Yˆ (t|t)
×K ′(t)B′ +
r∑
i=0
e−AhiB¯iK(t)Yˆ (t|t)K
′(t)
×B¯′ie
−A′hi . (B.3)
In addition, it is obtained that
∂
∂t
Yˆ (t|θ) =AYˆ (t|θ) +BK(t)Yˆ (t|t) + Yˆ (t|θ)A′
+Yˆ (t|t)K ′(t)B′,
thus, we have
d
dt
t+hr∫
t
Yˆ (t|θ)Π′(t, θ)dθ
= Y (t)Π′(t, t+ hr)− Yˆ (t|t)Π
′(t, t) +
t+hr∫
t
∂
∂t
Yˆ (t|θ)
×Π′(t, θ)dθ +
t+hr∫
t
Yˆ (t|θ)
∂
∂t
Π′(t, θ)dθ. (B.4)
Using the Lagrange multiplier approach, the cost func-
tion can be reformulated as follows:
JT =
T∫
0
tr
[
QY (t) +K ′(t)RK(t)Yˆ (t|t) +
[
AY (t)
+BK(t)Yˆ (t|t) + Y (t)A′ + Yˆ (t|t)K ′(t)B′
+
r∑
i=0
e−AhiB¯iK(t)Yˆ (t|t)K
′(t)B¯′ie
−A′hi − Y˙ (t)
]
×P ′(t)−
t+hr∫
t
[
AYˆ (t|θ) +BK(t)Yˆ (t|t) + Yˆ (t|θ)A′
+Yˆ (t|t)K ′(t)B′ −
∂
∂t
Yˆ (t|θ)
]
Π′(t, θ)dθ
]
dt
+tr[HY (T )],
where P (·),Π(·, ·) are matrix parameters with compat-
ible dimension. By making some algebraic transforma-
tion, it is further rewritten as
JT =
T∫
0
tr
[
QY (t) +K ′(t)RK(t)Yˆ (t|t) +
[
AY (t)
+BK(t)Yˆ (t|t) + Y (t)A′ + Yˆ (t|t)K ′(t)B′
+
r∑
i=0
e−AhiB¯iK(t)Yˆ (t|t)K
′(t)B¯′ie
−A′hi
]
P ′(t)
+Y (t)P˙ ′(t)−
t+hr∫
t
[
AYˆ (t|θ) +BK(t)Yˆ (t|t)
+Yˆ (t|θ)A′ + Yˆ (t|t)K ′(t)B′ −
∂
∂t
Yˆ (t|θ)
]
×Π′(t, θ)dθ
]
dt+ tr[HY (T )]− P (T )Y (T )
+P (0)Y (0)
=
T∫
0
tr
[
QY (t) +K ′(t)RK(t)Yˆ (t|t) +
[
AY (t)
+BK(t)Yˆ (t|t) + Y (t)A′ + Yˆ (t|t)K ′(t)B′
+
r∑
i=0
e−AhiB¯iK(t)Yˆ (t|t)K
′(t)B¯′ie
−A′hi
]
P ′(t)
+Y (t)P˙ ′(t)−
t+hr∫
t
[
AYˆ (t|θ) +BK(t)Yˆ (t|t)
+Yˆ (t|θ)A′ + Yˆ (t|t)K ′(t)B′
]
Π′(t, θ)dθ
−Y (t)Π′(t, t+ hr) + Yˆ (t|t)Π
′(t, t)
−
t+hr∫
t
Yˆ (t|θ)
∂
∂t
Π′(t, θ)dθ
]
dt+ trHY (T )
−P (T )Y (T ) + P (0)Y (0) +
T+hr∫
T
Yˆ (T |θ)Π′(T, θ)dθ
−
hr∫
0
Yˆ (0|θ)Π′(0, θ)dθ. (B.5)
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Taking partial differential yields that
0 =
∂JT
∂Y (t)
= Q+A′P (t) + P (t)A+ P˙ (t)
−Π(t, t+ hr),
0 =
∂JT
∂Yˆ (t|θ − h)
= −
∂
∂t
Π(t, θ) −A′Π(t, θ) −Π(t, θ)A,
0 =
∂JT
∂Yˆ (t|t)
=K ′(t)RK(t) +K ′(t)B′P (t) + P (t)BK(t)
+
r∑
i=0
K ′(t)B¯′ie
−A′hiP (t)e−AhiB¯iK(t)
−K ′(t)B′
t+hr∫
t
Π(t, θ)dθ
−
t+hr∫
t
Π(t, θ)dθBK(t) + Π(t, t)
=K ′(t)Ω(t)K(t) +K ′(t)
(
B′P (t)− B′
×
t+hr∫
t
Π(t, θ)dθ
)
+
(
P (t)B −
t+hr∫
t
Π(t, θ)dθB
)
×K(t) + Π(t, t),
0 =
∂JT
∂K(t)
=RK(t)Yˆ (t|t) +RK(t)Yˆ ′(t|t) +B′P (t)Yˆ ′(t|t)
+B′P ′(t)Yˆ (t|t) +
r∑
i=0
B¯′ie
−A′hiP (t)e−AhiB¯iK(t)
×Yˆ ′(t|t)−
t+hr∫
t
B′Π(t, θ)dθYˆ ′(t|t)
+
r∑
i=0
B¯′ie
−A′hiP ′(t)e−AhiB¯iK(t)Yˆ (t|t)
−
t+hr∫
t
B′Π′(t, θ)dθYˆ (t|t)
= [Ω(t)K(t) +B′P ′(t)−
t+hr∫
t
B′Π′(t, θ)dθ]Yˆ (t|t)
+[Ω(t)K(t) +B′P (t)−
t+hr∫
t
B′Π(t, θ)dθ]Yˆ ′(t|t),
with P (T ) = H and Π(T, θ) = 0. Thus, we have the
following equation:
−P˙ (t) =Q+A′P (t) + P (t)A−Π(t, t+ hr),
−
∂
∂t
Π(t, θ) =A′Π(t, θ) + Π(t, θ)A, Π(T, θ) = 0,
Π(t, t) =K ′(t)Ω(t)K(t),
0 = Ω(t)K(t) +B′P (t)−
t+hr∫
t
B′Π(t, θ)dθ.
Using the unique existence of the optimal controller, we
have the positive definiteness of the matrix Ω(t) > 0.
Thus, (16)-(19) admits a solution with Ω(t) > 0.
C Proof of Theorem 2
“Necessity” By applying similar procedures to Lemma
5, the necessity follows directly. To avoid duplication, we
omit the details.
“Sufficiency” Using Lemma 6, the equation (27) admits
a solution such that the matrix Ωα(t) > 0. Applying Itoˆ’s
formula to eαty′(t)
[
Pα(t)y(t) −
∫ hr
0 Πα(t, t + θ)yˆ(t|t +
θ)dθ
]
and combining with the equations (25)-(26), we
have
d
[
eαty′(t)
(
Pα(t)y(t)−
hr∫
0
Πα(t, t+ θ)yˆ(t|t+ θ)dθ
)]
= eαt
{
αy′(t)
(
Pα(t)y(t)−
hr∫
0
Πα(t, t+ θ)yˆ(t|t+ θ)dθ
)
+
(
Ay(t) +
r∑
i=0
e−AhiBiu(t)
)′[
P (t)y(t)
−
hr∫
0
Π(t, t+ θ)yˆ(t|t+ θ)dθ
]
+ y′(t)P˙ (t)y(t)
+y′(t)P (t)
(
Ay(t) +
r∑
i=0
e−AhiBiu(t)
)
+u′(t)
r∑
i=0
B¯′ie
−A′hiP (t)e−AhiB¯iu(t)
−y′(t)Π(t, t+ hr)y(t) + y
′(t)Π(t, t)yˆ(t|t)
−y′(t)
hr∫
0
∂
∂t
Π(t, t+ θ)yˆ(t|t+ θ)dθ
−y′(t)
hr∫
0
Π(t, t+ θ)
(
Ayˆ(t|t+ θ) +
r∑
i=0
e−Ahi
×Biu(t)
)
dθ
}
dt+ eαt
{[ r∑
i=0
e−AhiB¯iu(t)
]′
P (t)y(t)
+y′(t)P (t)
[ r∑
i=0
e−AhiB¯iu(t)
]
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−
[ r∑
i=0
e−AhiB¯iu(t)
]′ t+hr∫
t
Π(t, θ)yˆ(t|θ)dθ
}
dw(t)
= eαt
[
− y′(t)Qy(t) + y′(t)Πα(t, t)yˆ(t|t)
+2u′(t)B′Pα(t)y(t) + u
′(t)
r∑
i=0
B¯′ie
−A′hiPα(t)e
−Ahi
×B¯iu(t)− u
′(t)B′
t+hr∫
t
Πα(t, θ)yˆ(t|θ)dθ
−y′(t)
t+hr∫
t
Πα(t, θ)dθBu(t)
]
dt+
{[ r∑
i=0
e−AhiB¯iu(t)
]′
×Pα(t)y(t) + y
′(t)Pα(t)
[ r∑
i=0
e−AhiB¯iu(t)
]
−
[ r∑
i=0
e−AhiB¯iu(t)
]′ t+hr∫
t
Πα(t, θ)yˆ(t|θ)dθ
}
dw(t).
Taking integral from 0 to T and then taking expectation
on both sides of the above equation, we have
JαT =E
(
y′(0)Pα(0)y(0)− y
′(0)
hr∫
0
Πα(0, θ)yˆ(0|θ)dθ
)
+E
T∫
0
eαt
(
u′(t)Ωα(t)u(t)− 2u
′(t)Ωα(t)Kα(t)y(t)
+y′(t)Πα(t, t)yˆ(t|t)
)
dt
=E
(
y′(0)Pα(0)y(0)− y
′(0)
hr∫
0
Πα(0, θ)yˆ(0|θ)dθ
)
+E
T∫
0
eαt
(
u(t)−Kα(t)yˆ(t|t)
)′
Ωα(t)
(
u(t)
−Kα(t)yˆ(t|t)
)
dt, (C.1)
where the fact of E
{[
y(t)− yˆ(t|t)
]′
yˆ(t|t)
}
= 0 has been
used in the derivation of the above equality. Note that
Ωα(t) > 0, the optimal control exists uniquely. Further-
more, the optimal control (28) and optimal cost function
(29) follows from (C.1) directly.
D Proof of Theorem 3
In view of Theorem 1, the fact that R = I > 0 can
ensure the existence of the solution to (11)-(15) with
Ω(t) > 0. Re-denote the solution P (t), Pˆ (t) and Π(t, t+
θ) of (11)-(15) as PT (t), PˆT (t) and ΠT (t, t + θ) respec-
tively, with the terminal time T and the terminal values
P (T ) = H = 0, Pˆ (T ) = 0 and Π(T, T + θ) = 0. We first
show that PˆT (t) of (11) and PT (t) of (12) are conver-
gent. Based on Corollary 1, the optimal cost becomes
JT
∗ = E
(
x′0PˆT (0)x0
)
. Noting the time-invariance of
(16)-(19) with respect to T , i.e., for t ≤ T,
PT (t) = PT−t(0),ΠT (t, t+ θ) = ΠT−t(0, θ), θ ∈ [0, hr].
Thus, for any T1 > T > t and for all x0 6= 0, we have
x′0PˆT1(t)x0 = x
′
0PˆT1−t(0)x0 = JT1−t
∗
≥ JT−t
∗ = x′0PˆT−t(0)x0 = x
′
0PˆT (t)x0.
Since x0 is arbitrary, thus PˆT1(t) ≥ PˆT (t). Similarly, if
t1 < t2 ≤ T,
x′0PˆT (t1)x0 = x
′
0PˆT−t1(0)x0 = JT−t1
∗
≥ JT−t2
∗ = x′0PˆT−t2(0)x0 = x
′
0PˆT (t2)x0.
That is, PˆT (t1) ≥ PˆT (t2). Thus, PˆT (t) is monotonically
increasing with respect to T and is monotonically de-
creasing with respect to t.
We then show the uniform boundedness of PˆT (t). Since
system (1) is exponentially stabilizable in the sense of
Definition 2, together with (5), there exists a positive
constant δ such that
eαtE‖y(t)‖2
≤ δeαt
(
E‖x(t)‖2 +
r∑
i=1
t+hi∫
t
‖eA(t−s)Biu(s− hi)‖
2ds
+
r∑
i=1
t+hi∫
t
‖eA(t−s)B¯iu(s− hi)‖
2ds
)
→ 0, t→∞,
where the last limit holds for limt→∞ e
αtE‖x(t)‖2 = 0
and limt→∞ e
αtE‖u(t)‖2 = 0. Together with the ex-
ponential stability of u(t), we have the boundness of
the cost function JT under the stabilizing controller.
In fact, there exists a positive constant µ such that
eαtE‖y(t)‖2 ≤ µ‖x0‖
2 and eαtE‖u(t)‖2 ≤ µ‖x0‖
2. This
further implies that there exists a positive constant β
such that
E
∞∫
0
(
y′(t)Qy(t) + u′(t)Ru(t)
)
dt ≤ β‖x0‖
2.
Thus
J∗T = x
′
0PˆT (0)x0 < β‖x0‖
2,
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that is, PˆT (0) is uniformly bounded. Recalling the mono-
tonicity of PˆT (t), it yields that PˆT (t) is convergent, i.e.,
lim
t→−∞
PˆT (t) = lim
t→−∞
PˆT−t(0) = lim
T→∞
PˆT (0)
.
= Pˆ ,
where Pˆ is a constant matrix which is independent of t.
Consider the optimal cost (23) in Corollary 2, we have
that PT (t) is monotonically increasing with respect to T
and is monotonically decreasing with respect to t.More-
over, PT (0) is uniformly bounded. The discussion is sim-
ilar to that of PˆT (t), so we omit the details. This implies
that PT (t) is convergent, i.e.,
lim
t→−∞
PT (t) = lim
t→−∞
PT−t(0) = lim
T→∞
PT (0)
.
= P,
where P is a constant matrix which is independent of t.
Let t→ −∞ in the equations (11)-(15), we immediately
have (30)-(34).
Secondly, we show the strictly positive definiteness of
the matrix Pˆ . Otherwise, there exists z 6= 0, such that
z′Pˆ z = 0. Similar to (A.1) and (A.2), by applying Itoˆ’s
formula to y′(t)[Py(t) −
∫ hr
0
Π(θ)yˆ(t|t + θ)dθ] where
Π(θ) = eA
′θΠ(0)eAθ, P and Π(θ) are as in (31)-(34), it
follows that
E
{
y′(T )
[
Py(T )−
hr∫
0
Π(θ)yˆ(T |T + θ)dθ
]}
− Ex′0Pˆx0
=E
T∫
0
[
− y′(t)y(t) + y′(t)Π(0)yˆ(t|t)− 2u′(t)ΩKyˆ(t|t)
+u′(t)
r∑
i=0
B¯′ie
−A′hiP (t)e−AhiB¯iu(t)
]
dt,
Let u(t) = Kyˆ(t|t), t ∈ [0, T ], thus
0≤E
T∫
0
[
y′(t)y(t) + u(t)′u(t)
]
dt
=−E
[
y′(T )
(
Py(T )−
hr∫
0
Π(θ)yˆ(T |T + θ)dθ
)]
+x′0Pˆ x0 + E
T∫
0
(
y′(t)Π(0)yˆ(t|t)− 2u′(t)ΩKy(t)
+u′(t)Ωu(t)
)
dt
=−E
[
y′(T )
(
Py(T )−
hr∫
0
Π(θ)yˆ(T |T + θ)dθ
)]
+x′0Pˆ x0.
Now let x(0) = z where z is given as z′Pˆ z = 0. Then,
x′0Pˆ x0 = 0. Thus
0≤E
( T∫
0
y′(t)y(t)dt +
T∫
0
u(t)′u(t)dt
)
=−E
(
y′(T )Py(T )− y′(T )
hr∫
0
Π(θ)yˆ(T |T + θ)dθ
)
.
(D.1)
Further note that Π(θ) ≥ 0 and Pˆ ≥ 0 as shown in the
above, we have
E
[
y′(T )Py(T )− y′(T )
hr∫
0
Π(θ)yˆ(T |T + θ)dθ
]
≥E
[
y′(T )Py(T )− y′(T )
hr∫
0
Π(θ)yˆ(T |T + θ)dθ
−
hr∫
0
y˜′(T |T + θ)Π(θ)y˜(T |T + θ)dθ
]
=E
[
y′(T )Pˆ y(T )
]
≥ 0, (D.2)
where y˜(t|t + θ) = y(t) − yˆ(t|t + θ) and E[y˜′(T |T +
θ)yˆ(T |T + θ)] = 0 have been used in the above. Thus, it
follows from (D.1) and (D.2) that
0 ≤ E
T∫
0
[
y′(t)y(t) + u′(t)u(t)
]
dt ≤ 0.
This implies that
E[y′(t)y(t)] = 0, E[u′(t)u(t)] = 0, t ≥ 0.
Then, it is obtained that y(t) = 0 and u(t) = 0, t ≥ 0,
a.s.. System (6) is thus now reduced to
dy(t) = Ay(t)dt, y(0) = x0 = z 6= 0,
with the output y(t) = 0 a.s., this is a contradiction
with the observability of the system (A, I). Thus, the
matrix Pˆ is positive definite. Together with (31)-(33),
P ≥ Pˆ > 0 follows. The proof is now completed.
E Proof of Theorem 4
We will prove that the system (5) is exponentially mean-
square stabilizable under the controller u(t) = Kyˆ(t|t).
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Define the Lyapunov function candidate as
V (t, y(t)) = eαtE
[
y′(t)Pαy(t)− y
′(t)
hr∫
0
Πα(θ)
×yˆ(t|t+ θ)dθ
]
, t ≥ 0, (E.1)
where Πα(θ) = e
A′θΠα(0)e
Aθ. It is obvious that
V (t, y(t))
≥ eαtE
[
y′(t)Pαy(t)− y
′(t)
hr∫
0
Πα(θ)yˆ(t|t+ θ)dθ
−
hr∫
0
y˜′(t|t+ θ)Πα(θ)y˜(t|t+ θ)dθ
]
= eαtE
[
y′(t)Pˆαy(t)
]
≥ 0, (E.2)
where y˜(t|t + θ) = y(t)− yˆ(t|t+ θ), and Pˆα > 0 is used
in the last equality. It is clear that V (t, y(t)) → ∞ if
E‖y(t)‖2 → ∞ from (E.2). By taking time derivative
along the dynamic of the stochastic system (5) and com-
bining with (30)-(34), we have
V˙ (t, y(t))
= eαtE
{
y′(t)
[
A′Pα + PαA+ αPα −Πα(hr)
]
y(t)
+u(t)′
r∑
i=0
B¯′ie
−A′hiPα(t)e
−AhiB¯iu(t)
−y′(t)
t+hr∫
t
[ ∂
∂t
Πα(θ − t) + Πα(θ − t)A+A
′Πα(θ − t)
+αΠα(θ − t)
]
yˆ(t|θ)dθ − u′(t)ΩαKαy(t)
−y′(t)K ′αΩ
′
αu(t) + y
′(t)Πα(0)yˆ(t|t)
}
=−eαtE
[
y′(t)y(t) + u(t)′u(t)
]
≤ 0. (E.3)
Thus from (E.3), we know V (t, y(t)) is nonincreas-
ing, and thus V (t, y(t)) ≤ V (0, y(0)). Therefore,
limt→∞ V (t, y(t)) exists.
Integrating on both sides of (E.3) from t to t+ T yields
V (t+ T, y(t+ T ))− V (t, y(t))
=−
t+T∫
t
eαsE
[
y′(s)y(s) + u′(s)u(s)
]
ds
=−
t+T∫
t
eαsE
[
y′(s)y(s) + yˆ′(s|s)K ′αKαyˆ(s|s)
]
ds.
Now we consider the following cost function,
E
t+T∫
t
eαs
[
y′(s)y(s) + u′(s)u(s)
]
ds. (E.4)
By applying Theorem 2, the optimal controller to min-
imize (E.4) subjected to system (5) is given as u∗(s) =
Kα(s)yˆ
∗(s|s), where Kα(s) is given by (25)-(26) with
Q = I, R = I. y∗(s) is the corresponding state trajec-
tory. Accordingly, the optimal cost of (E.4) is given by
E
t+T∫
t
eαs
[
y∗
′(s)y∗(s) + u∗′(s)u∗(s)
]
ds
= eαtE
[
y′(t)Pα(0)y(t)− y
′(t)
hr∫
0
Πα(0, θ)yˆ(t|t+ θ)dθ
]
,
Therefore, we have
V (t+ T, y(t+ T ))− V (t, y(t))
=−E
t+T∫
t
eαs
[
y′(s)y(s) + yˆ′(s|s)K ′αKαyˆ(s|s)
]
ds
≤−E
t+T∫
t
eαs
[
y∗
′(s)y∗(s) + u∗′(s)u∗(s)
]
ds
=−eαtE
[
y′(t)Pα(0)y(t)− y
′(t)
hr∫
0
Πα(0, θ)yˆ(t|t+ θ)dθ
]
≤ 0. (E.5)
Note
lim
t→∞
[V (t+ T, y(t+ T ))− V (t, y(t))]
= lim
t→∞
V (t+ T, y(t+ T ))− lim
t→∞
V (t, y(t)) = 0,
it follows from (E.5) that
0 = lim
t→∞
eαtE
[
y′(t)Pα(0)y(t)
−y′(t)
hr∫
0
Πα(0, θ)yˆ(t|t+ θ)dθ
]
.
Further, since
0≤E
[
y′(t)Pˆα(0)y(t)
]
≤E
[
y′(t)Pα(0)y(t)− y
′(t)
hr∫
0
Πα(0, θ)yˆ(t|t+ θ)dθ
]
,
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it follows that
lim
t→∞
eαtE
[
y′(t)Pˆα(0)y(t)
]
= 0. (E.6)
Now we are in the position to show that Pˆα(0) > 0. If
this is not the case, there would exist z 6= 0, such that
z′Pˆα(0)z = 0. Consider the closed-loop system dy(t) =
[Ay(t) +BKαyˆ(t|t)]dt+
∑r
i=0 e
−AhiB¯iKαyˆ(t|t)dwi(t+
hi) with initial value y(0) = z. Return to (21), one has
E
T∫
0
[y∗′(t)y∗(t) + u∗′(t)u∗(t)]dt = z′Pˆ (0)z = 0.
Together with Assumption 1, one has
y∗(t) = 0, u∗(t) = 0, t ≥ 0, a.s..
The system (6) is thus reduced to
dy∗(t) = Ay∗(t)dt, y∗(t) = 0, a.s., t ∈ [0, T ].
In view of the observability of system (A, I), it yields
that z = 0, which is a contradiction. Thus, Pˆα(0) > 0.
Together with (E.6), we have
lim
t→∞
eαtE‖y(t)‖2 = 0.
Using the fact that u(t) = Kαyˆ(t|t), it is immediately
obtained that
lim
t→∞
eαtE‖u(t)‖2 = 0.
Thus limt→∞ e
αtE‖x(t)‖2 = 0 follows from (5). The ex-
ponential mean-square stability of system (1) follows.
The proof is now completed.
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