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A PEDAGOGIC ANALYSIS OF LINEAR ALGEBRA
COURSES

by

Andrew Taylor

B.S., Mathematics, Angelo State University, 2014
M.S., Mathematics, University of New Mexico, 2020
ABSTRACT
This project is concerned with investigating the question, “Do our applied linear
algebra courses (at the University of New Mexico) adequately prepare STEM students
for future work in their respective fields?” In order to explore this, surveys were issued
to three groups (sections) of students (among two different instructors) at the conclusion of their applied linear algebra course, as well as STEM professors/instructors
from a variety of STEM fields. Students were surveyed regarding their perceived mastery of given topics/ideas from the course and professors/instructors were surveyed
about the level of mastery they felt was necessary (referred to as “desired mastery”)
for students within their respective fields. The data gathered was in the form of numerical responses (ratings from 0 to 5), where the response value indicated level of
perceived/desired mastery. The analysis involved a jointly significant correlation network between the topics/ideas, one-tailed t-testing of ‘Desired Mastery’ vs ‘Student
Mastery’ responses, the development of an ordinal logistic regression model used to
predict grade based on given responses to specific topics, and the analysis of success
of this model. Overall, there is some evidence to suggest that students, as a whole,
perceive that they are sufficiently mastering Gaussian Elimination/LU-factorization,
Linear Combinations/Linear (In)dependence, Properties of Rn , and Eigenvalues and
Eigenvectors. There is not, however, evidence to suggest students perceive that they
are sufficiently mastering the ideas of Orthogonality, Singular Value Decomposition,
Linear Transformations, or Vector/Matrix Norms, with respect to surveyed professors’ expectations.
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Chapter 1

Introduction

1.1
It is often misunderstood by the average undergraduate entering a STEM field just
how pervasive and influential the field of linear algebra truly is; in fact, the field
is central to a great many areas of mathematics, with some referring to it as the
cornerstone of mathematics itself. For the vast majority of students, and people in
general, Google has demonstrated itself to be such a useful tool that we could not
imagine getting through life, much less a degree program anymore without using its
beloved search bar, or one of the websites from which it collects data. Most that have
a question do not hesitate to consult the all-powerful Google search bar to bring them
the answer they so desperately seek. But the question is, do they know that linear
algebra is to thank for that answer being neatly delivered to them? In the creation
of Google, linear algebra was used heavily in order to develop the ranking algorithm
utilized to rank which web pages show up first in the search list. Most students these
days will admit to having some music they enjoy streaming in the background while
completing tasks online. But, do they ask themselves about the ways in which ideas
from linear algebra such as the linear transformation (applied, perhaps outside the
context of this course) can be used to modify, synthesize and mix the music they have
come to know and love? How about the ways linear algebra is used to develop the
algorithms to suggest new music that they might enjoy based on their demonstrated
preferences?
We are all aware just how pervasive the smartphone has become in modern society,
with many picking up the phone dozens of times every day just to socialize a bit.
Perhaps some of the favorite social tools among young people today are programs
such as Instagram and Snapchat. These programs are “picture- and video-centric”
forms of communication, and include commonly used filters in order to enhance images
(perhaps a quick selfie) before sending picture-based messages off to friends. In fact,
these programs rely heavily on facial recognition software which, as you may have
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guessed, depend upon valuable linear algebra techniques. One such method, known as
principal component analysis, essentially finds a decent basis to represent a database
of images and uses eigenvectors in order to rebuild these images. Even the image
processing, error correction, distortion, and overlaying of certain filters themselves
rely deeply on linear algebra.
The connections between our every day life, particularly the technology we find
ourselves so reliant on these days, and linear algebra are perhaps too numerous to
discuss, or even count. An ever-increasing section of the workforce includes jobs which
rely on some basic linear algebra knowledge in order to perform tasks. One question
I have is, “are we doing a sufficient job at stressing just how important this field of
mathematics is? And are students coming out of their linear algebra courses with the
knowledge they need to succeed in higher level STEM courses, or in STEM careers?”

1.2

The LACSG Approach

Over the past few decades, there has been a great increase in the demand for linear
algebra training for those entering the workforce in such fields as engineering, computer science, statistics, and economics, among others. The true importance of linear
algebra for students entering STEM fields is not adequately understood. Although
those who use skills and techniques from linear algebra regularly in their careers are
well aware just how valuable this knowledge can be, the average student taking a
linear algebra course for the first time might wonder when and if they might need
this information. To the inexperienced student, the topics covered in an introductory
linear algebra course may seem very abstract, and the ideas quite sophisticated. This
is a course that asks students to follow ideas that may not (yet) have a substantial
connection to their prior experience in mathematics courses, and one that may be
asking them for the first time to begin generalizing principles to an arbitrary number of dimensions. It is often necessary for students to form mental constructions of
mathematical objects in order to better understand a given problem – a task much
more simply done in a 3-dimensional Cartesian-coordinate system wrought with familiarity. Students, particularly within fields outside of mathematics, may tend to
be resistant toward abstractions, and more focused on practical problem solving and
relevant applications. There seems to be somewhat of a consensus, with mostly anecdotal evidence supporting the fact that the existing mode of presenting the curriculum
in linear algebra isn’t necessarily successful in terms of what students are actually
learning in their first course. The need for curriculum to adapt to the student base
prompted the emergence of such groups as the Linear Algebra Curriculum Study
2

Group in 1990 in order fine tune what a first course in linear algebra should look like
in a more applied setting.
The LACSG released a list of recommendations in January of 1993 to The College
Mathematics Journal, Vol. 24, No. 1. In August of 1990, a five-day workshop was
held on the undergraduate linear algebra curriculum at the College of William and
Mary, including participants from a wide variety of mathematics departments across
the country, including from both public and private universities, from two-year and
four-year colleges, as well as those offering graduate programs in mathematics and
engineering disciplines. Additionally, many consultants from other scientific fields
attended the workshop in order to suggest ways in which curriculum might be improved. Despite an admission that much more study and thought must be given to
this topic, what resulted from the workshop is a list of five recommendations for the
curriculum design of a first linear algebra course [2] :
1. “The syllabus and presentation of the first course in linear algebra must respond
to the needs of client disciplines.”
• Because most students studying outside of the field of mathematics take
only a single course in linear algebra, it is necessary for the course to cover
information most crucial to the majority of the students in the class. This
includes applications that indicate the utility of linear algebra in many
other client disciplines, though limiting extraneous detail from outside of
the course.
2. “Mathematics departments should seriously consider making their first course
in linear algebra a matrix-oriented course.”
• As a quote from the recommendation, “We believe that a first course in
linear algebra should be taught in a way that reflects its new role as a scientific tool. This implies less emphasis on abstraction and more emphasis
on problem solving and motivating applications.”
3. “Faculty should consider the needs and interests of students as learners.”
• It is suggested that a first linear algebra course should consist of “concrete
and practical examples to general concepts”, actively involving the class in
problem-solving, making conjectures and communicating with fellow peers.
4. “Faculty should be encouraged to utilize technology in the first linear algebra
course.”
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• Having students utilize computer software (e.g. Matlab, R, etc.) can help
to reinforce concepts discussed during lecture, in addition to aiding in
further exploration of concepts or applied problems. Also, the utilization
of software to aid in visualization of concepts during lecture would be quite
helpful. Currently, there are digital books available online that have fully
interactive graphics and illustrations of concepts.
5. “At least one “second course” in matrix theory/linear algebra should be a high
priority for every mathematics curriculum.”
• The three main types of second courses proposed include: abstract vector
spaces, matrix analysis/applied linear algebra, and numerical linear algebra. It is recommended that the the mathematics community consider
expanding the traditional linear algebra course into a full year sequence (a
practice now common in other countries).
In addition to providing the aforementioned recommendations, a detailed syllabus
is also provided in the publication. A brief summary of topics listed in this syllabus
(and suggested timeline) follows:
• Matrix Addition and Multiplication (3 days)
• Systems of Linear Equations (4 days)
• Determinants (2-3 days)
• Properties of Rn (7-8 days)
• Eigenvalues and Eigenvectors (6 days)
• More on Orthogonality (4 days)
• Supplementary topics to include computational experience, abstract vector spaces,
linear transformations, positive definite matrices, reduction of a symmetric matrix to a diagonal matrix by congruence, singular value decomposition, matrix
norms.
In addition to providing the aforementioned recommendations, a detailed syllabus
is also provided in the publication. A more detailed breakdown of the topics listed in
this syllabus can be found in Appendix A (6.0.1).
Also in 1993, one organizer of the LACSG, David Carlson, published an article
in the College Mathematics Journal 24 titled “Teaching linear algebra: must the fog
always roll in?”[1]. Within, he suggests several reasons that students commonly have
4

difficulties with ideas such as subspaces, spans, and linear independence/dependence.
He seems to be saying that the course is taught too early on, when the students
have yet to develop the mathematical sophistication necessary to understand some
of these ideas, that the students have less experience learning ideas as opposed to
computational algorithms, that the students have little to no experience determining
or even using certain algorithms to explore an idea in various contexts, and that the
introduction of certain concepts is done without a great deal of connection to prior
information the students have learned up to this point.
Ed Dubinsky, of the Purdue University and Education Development Center, released a paper titled “Some Thoughts on a First Course in Linear Algebra at the
College Level” [7] in 1997 which he stated had two purposes: “To react to the recommendations of the LACSG and of David Carlson...and to begin consideration of
an alternative approach to helping students learn linear algebra.” Though he considers the LACSG curriculum recommendations an essential first step in curriculum
reform, he considers that certain additions and modifications to the recommendations
might be necessary. Dubinsky mentions in his paper that, unlike with introductory
mathematics courses (such as college algebra, precalculus and calculus), there really
isn’t data about failure rates or attrition from linear algebra courses (which is largely
true today, as well). He suggests that “some people should be engaged in careful
studies that document the inadequacy of the present courses- or show that we are
under somewhat of a misapprehension about their adequacy.” Speaking of the issues
Carlson addresses with student difficulties among certain linear algebra topics, he
asks some important follow up questions: “if students are too unsophisticated...is it
enough just to wait? Are we prepared to assert that another year of college courses
will significantly improve the mathematical sophistication of undergraduates?” As he
sees it, and claims that national studies have reported, this doesn’t appear to be
the case. Dubinsky continues to state that he believes Carlson and the LACSG are
correct to call for more active learning by students, but concedes that the papers
released do little in the way of pointing out how to achieve this. He also points out
that with regard to the syllabus proposed in [1], although it proposes ideas should be
motivated using geometric examples, it describes a course “not likely to instill in students an appreciation of the role of geometry in linear algebra,” and goes on to state
that “research is needed about how linear algebra really is used in other disciplines
and their courses.”

5

1.3

The Purpose and Limitations of This Project

There is an evident need to analyze the efficacy of linear algebra courses and how
they meet the needs of students in other client disciplines. Although the scope of
this project is quite limited, it is my hope to provide at least some small perspective
(within the University of New Mexico) about how the linear algebra courses (in particular the applied linear algebra courses) service the needs of other disciplines. In
order to properly suggest revisions in the curriculum for linear algebra courses, more
research must be done that not only attempts to determine if students are learning
what is important from the course, but also if this learning meets the expectations
from experts in various client disciplines. In order to attempt to answer this question, I had to receive feedback from not only the students coming out of an applied
linear algebra class, but also professors in various client disciplines that use linear
algebra within their fields. There are several weaknesses within the design of this
project, most notably that it relies on the students’ own assessments and reports of
their learning and not a 3rd party analysis of test results that I could compare to
some standard. Further research will certainly be necessary in order to better address
the accuracy in student assessment of their meeting certain learning objectives. This
might require students taking some form of standardized assessment (whether this
affects their final grade or not can be determined by the department or respective
course instructors), and using these results to objectively determine student mastery
topic by topic.
In order to assess student (perceived) mastery within this project, I chose 8 broad
topics that are commonly addressed in a first course in linear algebra (6 of which
are standard in virtually any linear algebra course, and 2 of which are more often
considered additional topics, consisting of singular value decomposition and matrix
norms). Students then reported their mastery of a given topic via a numeric rating
on a five point scale. One glaring issue with this, despite a reliance on a serious
reflection on the students’ part, is that it is difficult for a student to assess their
understanding of a topic when they’ve only worked with concepts within the context
of this introductory course.
In order to gain perspective from professors within various client disciplines (including every branch of engineering within the school of engineering, computer science, biology, chemistry, physics, mathematics/statistics, in addition to such fields as
psychology and economics) they, too, gave responses in survey form. As was mentioned in several conversations with various professors surveyed, one weakness is that
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due to small sample size from each field, I was unable to further divide responses from
each field into respective subfields (i.e. within the field of chemistry, a wide disparity
of responses may have been noted had I divided this field into, say, organic chemistry,
physical chemistry and analytical chemistry). Instead, I had to concatenate these
fields into larger, more generalized fields in order to more appropriately consider the
data.
Regardless of the weaknesses of the project, I believe some moderately interesting
results were observed, and I feel that this project will add some small perspective into
an area where a great deal of research is still needed; the overarching research question
I’m looking to resolve with this project is: Do our applied linear algebra courses (at
the University of New Mexico) adequately prepare STEM students for future work in
their respective fields?

7

Chapter 2

Literary Review

2.1

Research into Student Difficulties in Linear Algebra

Though linear algebra as a study can be traced back to the late 17th century, the
axiomization of linear algebra (or a theoretical reconstruction of the methods of solving linear problems, using the concepts and tools of a new axiomatic central theory)
didn’t begin until after 1930; though these methods were operational, they weren’t
necessarily theorized or unified. This axiomization essentially gave mathematicians a
more universal approach and language to use on problems within various mathematical environments, and became a widespread way to think about and organize linear
algebra. The reason this way of thinking in linear algebra became so widespread isn’t
because of its utility to solve new problems, but rather because of the power it exhibited in generalizing, unifying, and thereby simplifying the search for new methods
to solve previously unsolved problems within the field of mathematics (Dorier and
Sierpinska, 2002). Linear algebra, which first appeared in graduate textbooks in the
1940s and began appearing in undergraduate textbooks in the 1950s, tends to be a
STEM student’s first exploration into the more abstract ideas within mathematics.
It is perhaps due to this generalizing and unifying nature of the field that some of
the more common difficulties students have with the course tend to arise.
Though this isn’t, by any means, a complete account of the research done into the
teaching and learning of linear algebra, I feel that the research mentioned in this section represents some of the hallmark work done in this particular research area, and
the papers discussed herein contain ideas about students’ primary difficulties noted
also by other researchers attempting to answer similar research questions. Research
exploring the source of student difficulties in linear algebra through epistemological
analysis began in the mid-to-late 1980’s with the work of Guershon Harel, followed
by Jacqueline Robinet, Jean-Luc Dorier, Anna Sierpenska, Joel Hillel, among others, with research into the area truly beginning to gain traction in the 1990s. One
early study was presented as a part of the First Conference of the European Society
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for Research in Mathematics Education (1999) by Jean-Luc Dorier, Aline Robert,
Jacqueline Robinet and Marc Rogalski, concerning the development of a research
program on the teaching and learning of linear algebra in the first year of French
science universities [6]. In 1989, Robert and Robinet showed through a survey that
the primary criticisms students have toward linear algebra concern the overwhelming
volume of new definitions, the use of formalism, and a lack of connection to what
they are already familiar with within the field of mathematics. As a result, teachers
often form somewhat of a compromise with the students by reducing emphasis on the
formal aspects of the course, and increasing emphasis on the more algorithmic tasks.
As stated in the introduction of their paper, “...this leads to a contradiction which
cannot satisfy us. Indeed, the students may be able to find the Jordan reduced form
of an operator, but, on the other hand, suffer from severe misunderstanding on elementary notions such as linear dependence, generators, or complementary subspaces”
(Dorier, Robert, Robinet, Rogalski, 1999) [5].

2.1.1

Overcoming the “Obstacle of Formalism”

In collaboration with other teams working on the teaching of linear algebra, in France
and abroad, this developed research program began with what the researchers called
a “fundamental epistemological hypothesis,” through the analysis of student work in
an ordinarily taught course, the creation of tests, and the interviewing of students
and teachers in order to better understand what exactly students struggle with in
regard to the formalism of the course. This perspective, in addition to looking at
the history of linear algebra through epistemological analysis of relevant texts (from
the 17th century up through more recent research conducted in 1995-1997) allowed
the research group to develop an initial conclusion. In essence, “the unifying and
generalizing nature of linear algebra has a didactical consequence: it is difficult to
motivate the learning of the new theory because its use will be profitable only after
it may have been applied to a wide range of situations.” Students encountering this
information for the first time lack the foresight necessary to understand the utility of
the information they’re learning, unlike a seasoned mathematician who can easily see
how linear algebra simplifies the solving of many problems. So, the group set their
sights on making the theory of vector spaces more meaningful to students through the
development of a two-pronged strategy, the first of which involves students working
on linear situations in multiple different contexts such as linear systems, geometry,
magic squares, equations of recurrence, etc. Then, they used what they referred to
as the “meta lever,” where “’Meta’ means that a reflexive attitude from the student
9

on his/her mathematical activity is expected, and ’lever’ points out something which
has to be used at the right moment in the right place to help the student get into
this reflexive attitude while achieving a mathematical task which has been prepared
carefully.” The idea here was to put students into an activity that can be solved alone,
then have the students reflexively analyze possibilities of generalization and unification of the methods they developed themselves. They mention that their teaching
experiment “pays much attention to changes in mathematical frameworks, semiotic
registers of representation, languages or ways of thinking.”
The group explored, in particular, the role of the study of systems of linear equations and geometry, and trying to find some didactical solution pertaining to conquering what they called the “obstacle of formalism.”Addressing the topic of linear
dependence, they noted that students notoriously struggle to understand the formal
definition of linear independence and to apply it to various contexts. They look at
a set of commonly failed questions posed by Robert and Robinet in 1989 to test
beginners on the concept of linear independence:
• Let U, V, and W be three vectors in R3 . If they are two by two non-collinear,
are they independent?
• Let U, V, and W be three vectors in R3 , and f a linear operator in R3 . If U,
V, and W are independent, are f (U ), f (V ), and f (W ) independent?
• Let U, V, and W be three vectors in R3 , and f a linear operator in R3 . If f (U ),
f (V ), and f (W ) are independent, are U, V and W independent?
In the initial analysis, Robert and Robinet determined that the main difficulty was
with the “use of the implication and a confusion between hypothesis and conclusion.
This is indeed an obvious difficulty in the use of the formal definition of linear independence.” In response to this, the group decided to set up a teaching experiment in
which they gradually evolved the definition of linear independence, by surmising the
definition of linear dependence through the notion of a generator. “A set of generators
concentrates all the information we have on the sub-space, and it is therefore interesting to reduce it to the minimum”, they state. Then, the question becomes, “when
is it possible to take away one generator, while the remaining vectors still generate
the entire subspace?” Students were easily able to deduce that this is possible when
the vector is a linear combination of the others, leading to an early, more intuitive
definition of linear dependence. One then transforms this definition into one in which
all of the vectors play the same part: “vectors are linearly dependent iff there exists
a zero linear combination of them, whose coefficients are not all zero.” Thus, with
10

the definition of linear independence being the negation of this, it becomes a problem of logic to reach the formal definition. The researchers found that this approach
was proven efficient in improving the student’s ability to use the formal definitions
of linear dependence and independence in contexts such as the questions mentioned
above.
As done with the case of linear independence, the researchers concluded that when
it comes to the role of formalism in linear algebra, one solution appears to be to make
it appear as a “final stage” of an idea, gradually. The difficulty with this is to make
this formalism seem functional, while approaching it from a more intuitive point of
view. They go on to conclude that formalism “has to be introduced as the answer to
a problem that students are able to understand and to make their own, in relation to
their previous knowledge in fields where linear algebra is relevent.”
In 1987, researchers Robert, Robinet and Tenaud designed an experimental course
with a more geometric introduction to linear algebra in order to help overcome the
“obstacle of formalism.” They sought to do this through giving more concrete meaning to linear algebra concepts through geometrical figures that “could be used as
metaphors for general linear situations more elaborate vector spaces.” However, this
intimate connection with geometry (and its limitation to three dimensions) proved
less natural and more indirect in the sense that certain ideas (such as rank and linear
dependence) have limited representation in this context.

2.1.2

Looking at Problems of Representation

In 1949, groundbreaking cognitive psychologist Jean Piaget described structural characteristics of formal level reasoning (namely, the inter-, intra-, and trans-object levels
of reasoning, representing different depths in the understanding of an object or idea).
“Inter refers to the relations established between the properties, actions, or relations
that were already known at the intra level. The Intra level is, therefore, transcended
and the inter level consists of a synthesis of it.” In the inter level, the subject understands physical properties, in addition to transformations, coordinating operations
into structures. The trans level is a synthesis of inter level relations, constituting a
totality with the different systems on the previous level. “On the trans level, the subject can discover the structures implied in knowledge on the inter level”(Montangero
and Maurice-Naville, 2013) [14].
In Hillel and Sierpinska’s “On One Persistent Mistake in Linear Algebra” [12], they
make reference to these levels of knowing something, suggesting that the obvious level
students must operate in within linear algebra is the trans-level. They mention that
11

elementary concepts in linear algebra taught within a pre-university context can be
done at the inter-level of thinking about objects such as matrices and linear operators.
They go on to mention that, in addition to student difficulties with proofs (primarily
due to lack of familiarity with the need for proof, various techniques for proof, etc.),
there are conceptual difficulties that are quite specific to linear algebra. These include
the following:
• The existence of several levels of description: there is a necessary shuffling
between different languages within the course, including the language of the
general theory, referred to as ’abstract’ language by Dorier and Sierpinska, (discussing vector spaces, dimension, operators, etc.) [3], the language of the more
specific theory of n-dimensional vector/matrix space, also referred to as the ’algebraic’ language (n-tuples, matrices, rank, etc.), and the geometric language
of two and three dimensional spaces (including directed line segments, points,
lines, planes orthogonality, and transformations of geometric figures).
• Problems of representation: vectors and linear operators have representations
which are basis dependent.
• Applicability of the general theory: many students in a traditional linear algebra
course can solve many problems by direct manipulation techniques that do not
require the tools of the general theory.
These difficulties, particularly with the various languages within linear algebra and
the problems of representation are quite interrelated. Within Hillel’s and Sierpinska’s
paper, they discuss the problem of representation, specifically that of understanding
the notion of representing a linear operator in a basis, and moving between representations. The researchers looked at data from three groups of students enrolled in
linear algebra courses at Concordia University in 1992 and 1993. In the first course,
students were taught how to represent a linear mapping in a given basis, and the
relation between two matrix representations of a linear operator. In the process, they
learn to find the coordinates of a vector in a given basis. Some of the students, having
learned only one way to perform this operation, are often unable to undo what they
have just done. Namely, having found a matrix representation of a linear operator T
in a basis, say (v,u,w), they have trouble reading from the matrix the value of T(v).
Looking at exam results from questions pertaining to this topic, the researchers determined that due to the persistence of mistakes with this kind of problem points
to a conceptual misunderstanding, as opposed to a procedural or operational misunderstanding. There was an attempt at remediation of this problem with the second
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group, where the class contained lab activities with the computer algebra system,
Maple, and special attention through the assigned activities was paid to matrix representations of linear operators. The results on a similar exam question, though not
confidently attributable to Maple, improved. This could be due to the collaborative
work done with other students due to limited computer availability, but the majority of the students in the course considered their work in Maple to be a factor that
enhanced their understanding. As a final remark, researchers noted that although
results improved, the majority of students still appear to lag behind in the intra- and
inter- levels of understanding. They mentioned further that “viewing language [as in
linear algebra] as a representation is still not part of their “nature” even if they can
rationally force their minds to work on that level,” and that the student must have an
understanding on the “trans-level”, which would require that students are not only
able to find a matrix representation of a given linear operator in a given basis, but
also to think about matrix representations of linear operators as objects of inquiry
themselves, and about the general conditions under which a linear operator can have
such and such particularly desirable representation” (Hillel and Sierpinska, 1994) [12].
Joel Hillel refers in a later publication, Modes of Description and the Problem of Representation in Linear Algebra, 2002 [11], to an investigation which videotaped five
experienced instructors of linear algebra courses during the discussion of eigenvalues
and eigenvectors. It was commonly observed in the tapes that lecturers shifted notation and modes of description of ideas without a pause or cautioning of the students
in any clear way. Referring to the “languages” of linear algebra mentioned above, he
found that the most confusing shift in language for students is the transition from
the abstract to the algebraic representation when the underlying vector space is Rn .
When an object and its representation relative to a basis appear to be identical,
this can lead to confusion. For instance, for a matrix transformation A, first considered as a linear operator, then having a potentially different matrix representation
relative to a given basis, the ambiguity in the representation can cause confusion in
students leading to consistent student mistakes in reading values of a linear transformation given by a matrix in a basis. When it comes to various forms of representation
for vectors, the researchers state, “As students encounter vectors for the first time
mainly in the context of concrete Rn spaces, strings of numbers become the primary
representation or even the thing, and whatever is called a vector must bear some resemblance to this representation. However, when it comes to representing linear operators in different bases, the identification of vector with a string of numbers becomes
very much shaken.” Because one can represent multiple vectors with the same “string
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of numbers”, or the same vector by many different “strings of numbers”, the conception of what constitutes a vector can become quite ambiguous simply as a matter of
representation (Hillel and Sierpinska, 1994). Duval defined semiotic representations
as “productions made by the use of signs belonging to a system of representation
which has its own constraints of meaning and functioning” (Duval, 1995) [9]. He
states that semiotic representations are necessary in mathematical activity because
its objects cannot be directly perceived and must, therefore, be represented. In fact,
they play a vital role in developing mental representations, accomplishing various
cognitive functions and developing knowledge. Pavlopoulou tested Duval’s theory
of semiotic registers within the context of learning linear algebra in several studies
(Dorier, 2011). She gives three registers of semiotic representation of vectors, namely
the graphical register (represented with arrows), a table register (a row or column of
coordinates) and the symbolic register (from the axiomatic theory of vector spaces).
She notes that the conversion of registers is not commonly accounted for in either
textbooks or in teaching practice. Throughout her studies, she noted that a number
of students’ mistakes can be attributed to their having difficulty in converting from
one register to another.

2.1.3

A Brief Discussion of the APOS Theory of Learning

In Dubinsky and McDonald’s APOS: A Constructivist Theory of Learning in Undergraduate Mathematics Education Research [8], they (and Alan Schoenfeld in his paper,
Toward a theory of teaching-in-context, 1998 ) state that theories in mathematics education can have the following six features: “support prediction, have explanatory
power, be applicable to a broad range of phenomena, help organize one’s thinking
about complex, interrelated phenomena, serve as a tool for analyzing data, and provide a language for communication of ideas about learning that go beyond superficial
descriptions.” In particular, Dubinsky and McDonald’s paper discusses APOS theory
and its applicability to undergraduate mathematics education. APOS (standing for
Action, Process, Objects and Schema) Theory, developed by Ed Dubinsky in early
1991, resulted from a Piagetian idea of reflective abstraction (used to describe development of logical thought processes in children) in order to investigate the ways in
which students develop an understanding of advanced mathematical topics studied
at the university level. From a pedagogical research perspective, the theory can be
utilized in order to design and implement instruction techniques, as well as in the
collection and analysis of data. The APOS theory asserts: “an action conception
is a transformation of a mathematical object by individuals according to an explicit
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algorithm which is conceived as externally driven. As individuals reflect on their
actions, they can interiorise them into a process. Each step of a transformation may
be described or reflected upon without actually performing it. An object conception is constructed when a person reflects on actions applied to a particular process
and becomes aware of the process as a totality, or encapsulates it. A mathematical
schema is considered as a collection of action, process and object conceptions and
other previously constructed schemas, which are synthesized to form mathematical
structures utilized in problem situations (Trigueros M. Martinez-Planell, 2010) [17].
In 2002, members of RUME (Research in Undergraduate Mathematics Education)
published teaching materials including problems and discussion about introductory
topics in linear algebra within the context of APOS theory, one of which was the idea
of a vector space. They state that “The concept of a vector space is a schema that is
constructed by coordinating the three schemas of set, binary operation, and axiom.”
Within this context, Marcela Parrguez and Asuman Oktac (Parraguez and Oktac,
2010, p.2115) [16] proposed a “genetic decomposition” of the concept of vector space,
presented in the form of the following diagram (Figure 2.1):
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Figure 2.1: Genetic Decomp. of Vector Space, Parraguez and Oktac, 2010
In order to test the viability of this “genetic decomposition” framework they’ve
proposed, they prepared a questionnaire and semi-structured interview, of which each
question was designed to test specific mental constructions (some of the questions were
used in a previous study by Oktac, Trigueros, and Vargas: Understanding of vector
spaces- a viewpoint from APOS theory). They gave the questionnaire to a group of
six fourth-semester mathematics students taking their second course in linear algebra.
Using the results of the questionnaire, they structured the interview questions which
were applied to those same six students, in addition to four other students in their
eighth semester in mathematics. Upon analysis of the results, they concluded that
for students that lack adequate prerequisite constructions (relating to the schemas of
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sets, functions and binary operations), formation of a strong schema of the concept
of vector space was very difficult. They offered a pedagogical suggestion that there
should “be special emphasis put on the construction of the binary operation schema,
giving students the opportunity to experiment with different kinds of sets and binary
operations, so that they develop flexibility in thinking about structures other than the
ones containing the usual operations.“ As a follow-up suggestion, they mention that
“in teaching the vector space concept, the axioms that combine the two operations are
treated like any other axiom, whereas cognitively there is a demand that involves the
coordination of two processes. Again, there should be activities designed to facilitate
such a coordination” (Parraguez and Oktac, 2010).

2.1.4

Guershon Harel’s Three Principles for the Teaching of
Linear Algebra

Inspired by Piaget’s theory of concept development, Guershon Harel poses three principles for the teaching of linear algebra (Harel, 2000) [10], namely the Concreteness
Principle, the Necessity Principle and the Generalisability Principle, outlined as follows:
The Concreteness Princple states, “For students to abstract a mathematical structure from a given model of that structure, the elements of that model must be conceptual entities in the student’s eyes; that is to say, the student has mental procedures
that can take these objects as inputs.” Dorier, in the paper On the Teaching of Linear Algebra [5] notes that this principle is violated “whenever the general concept of
vector space is taught as a generalisation from less abstract structures, to students
who have not (yet) constructed the elements of these structures as mental entities on
which other mental operations can be performed.” Harel, with the premise that students understand a concept within a context that is concrete to them, concludes that
for abstract concepts in linear algebra, a geometric representation can provide a solid
base for a student’s understanding, noting that it would be incorrect to develop the
algebraic concepts in linear algebra through generalization from geometry. In fact, he
conducted a teaching experiment based on this idea and observed that when developing algebraic concepts following an introduction of geometry, many students remain
restricted by this geometric representation of vectors and struggle to incorporate the
general case.
The Necessity Principle states that “For students to learn, they must see an
(intellectual, as opposed to social or economic) need for what they are intended to be
taught,” and is based on the assumption that knowledge develops as a solution to a
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problem. A given example of a violation of this principle is “deriving the definition
of vector space from a presentation of the properties of Rn .”
The Generalisability Principle is “concerned more with didactic decisions regarding the choice of teaching material than with the process of learning itself.” Harel
states that “When instruction is concerned with a ‘concrete’ model, that is a model
that satisfies the Concreteness Principle, the instructional activities within this model
should allow and encourage the generalisability of concepts.” It is noted that this
principle would be violated if “the models used for the sake of concretisation were so
specific as to have little in common with the general concepts they were aimed at.”
An example given is the notion of linear dependence introduced in a geometric context defined through collinearity or co-planarity is not easily generalisable to abstract
vector spaces (Dorier, 2003)[4].
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Chapter 3

Methodology

3.1

Participants and Data

This study consisted of the analysis of survey responses gathered from 75 students
among three different sections of Math 314 (Linear Algebra with Applications) at
the University of New Mexico, as well as 95 professors from various STEM (Science/Technology/Engineering/Mathematics) fields, also within the University of New
Mexico.
The paper-based surveys (shown in Appendix D) to students were administered
at the conclusion of the Spring 2018 semester following the final exam, after being
granted permission for the study from the university’s IRB. There was no incentive
offered to the students to take the survey, and their responses were given completely
voluntarily. The survey consisted of a list of 8 topics that are discussed in a linear algebra course (6 of which would be found in almost any linear algebra course,
namely Gaussian Elimination/LU factorization, Linear Combinations/Linear Dependence/Independence, Properties and Subspaces of Rn , Eigenvalues and Eigenvectors,
Linear Transformations and Orthogonality). The other 2 topics are discussed less
commonly, or with less emphasis (namely Singular Value Decomposition and Matrix/Vector norms). Each topic was associated with a numeric scale from 1 to 5, and
the student was asked to “in the part that follows, “please rate your estimated familiarity/mastery of the following linear algebra topics on a scale of 1 to 5 (with 1 representing complete unfamiliarity, and 5 representing complete familiarity/mastery).”
These surveys were completed anonymously (no names were gathered), then the numerical data was input on a spreadsheet and each survey was assigned a unique
numeric user tag. In addition to rating their level of familiarity to the given topics, students were asked at the beginning of the study to identify their major field
of study, as well as what they estimated their final grade in the course to be. The
following table (3.11) represents the breakdown of number of students by major field
of study:
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Table 3.11
Major

Number of Participants

Computer Science

10

Nuclear Engineering

1

Civil Engineering

1

Mechanical Engineering

10

Statistics

3

Applied Mathematics

3

Electrical Engineering

2

Biology

1

Geo-science

1

Physics/Astrophysics

4

Chemistry/Chemical Engineering

8

Undeclared/Unspecified

31

Data was, as well, gathered from various STEM professors in the form of a survey
(shown in Appendix D), issued through a link to a survey I created on esurveycreator.com. Professor emails from the Civil Engineering, Mechanical Engineering, Biological/Chemical Engineering, Nuclear Engineering, Electrical/Computer Engineering, Chemistry, Biology, Mathematics, Statistics, Economics, Physics/Astronomy,
Computer Science and Psychology departments were gathered from departmental
websites. The survey submitted by the STEM professors was very similar in structure to that given to the linear algebra students. The survey consisted of the same
8 topics, listed in the same order, and professors were asked to “Please rate on a
scale of 0 to 5 ( where ’0’ represents unimportant with no need to be familiar, and
’5’ represents highly important with complete mastery of the topic preferred) what
level of familiarity you feel is necessary for a student in your field to have with the
following topics from an introductory Linear Algebra course.” Given that professors
submitted online surveys, I had the ability to make sure every item was answered in
order to submit the survey, giving me a more complete data set with regard to the
identification of field of study. The following table (3.13) gives the breakdown for the
number of surveys gathered from professors within a given field of study/expertise:
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Table 3.13

3.1.1

Field

Number of Participants

Biological/Chemical Engineering

5

Biology

11

Chemistry

10

Civil Engineering

4

Computer Science

6

Economics

5

Electrical/Computer Engineering

9

Mathematics

3

Mechanical Engineering

8

Nuclear Engineering

1

Physics/Astronomy
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Psychology

3

Statistics

6

Extensions to the Project

In an ideal situation, there are a variety of aspects of this project that I would love
to either have had more control over, or have more data concerning. Given all the
time, money, control and permissions necessary from the university’s internal review
board, I would adapt the project in the way described below.
First, for the data collection aspect of the project, I would like to study 36 sections
of applied linear algebra, divided evenly amongst three instructors, over the course
of four semesters (three sections per instructor per semester). Each instructor (offered financial incentive to participate in the project) would teach each of the given
sections as they would normally in the first semester, to act as a control. The next
semester, each instructor would engage in the same teaching experiment, utilizing the
idea of a ’meta lever’ within the course. Essentially, more time would be dedicated
to thinking reflexively about a given topic, discussing and conjecturing with peers in
order to increase understanding. Group work would be heavily emphasized, and class
discussions would be commonplace in at least a third to half of the meetings. The
next semester, the emphasis would be shifted entirely to computational programming
to reinforce ideas within the course, using a computer algebra system such as Matlab, and being taught in a computer lab within which each student would have a
computer on which to investigate ideas discussed in the course. The final semester, a
combination of these two teaching experiments would be employed. Essentially, the
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course would be taught in a lab, where a great deal of computational work is done
to explore the ideas. Activities would be performed largely in groups, with a great
deal of class discussion between instructor and groups of students that develop ideas
in more detail through reflexive thinking and conjecturing.
In order to gather data, I would first offer a financial incentive to students in
order to engage in a one-on-one interview at the conclusion of their course. Several
others (preferably 5 to 10 graduate students) would be trained and compensated
to assist with the completion of student interviews. The interview would ideally
be held within the few days after their final exam, and loosely structured to probe
the efficacy of the teaching methods discussed, the students’ opinions of whether or
not these impacted their understanding of given ideas, as well as their major and
grade received in the course. Interview results would be used to shape the surveys
administered to students, post-course. An exam to test comprehension (also with
financial incentive, and unbound by the time constraints of a final exam) would be
given, as well, but based on analyzing their understanding of the given topic through
mathematical questions exploring each idea, as opposed to rating their understanding.
Mathematics responses within the surveys would then be scored (similar to an exam,
but with more thorough explanation of procedural and contextual thinking) by a
panel consisting of myself, as well as the three instructors of the sections, in order
to assess the level of understanding students have within each topic, and assign a
numerical value (on the same scale, 0 to 5) to the ascertained level of understanding.
The student data would then be analyzed in a similar manner, but subdivided into
more detailed topics/ideas.
Professor surveys would be gathered in similar fashion, but would be based on
the further sub-divided topics. Instead of surveying only professors from within the
University of New Mexico, surveys would be issued to thousands of professors from
dozens/hundreds universities around the world, and would be divided into more specific specialty groups (i.e. Organic/Inorganic/Analytical/Physical/Bio Chemistry).
Data would then be analyzed similarly to in this project.
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Chapter 4

Results

4.1

Data Analysis Overview

In this section, I discuss the results of the study in terms of one-tailed t-tests on the
entire sample, as well as on select subsets of the professor and student groups (broken
down by expected grade and major field of study). In the graphics that follow axes
labeled ’Desired Mastery’ and ’Student Mastery’ represent the average numeric values
given in the survey by professors and students, respectively.
In each of the graphics, the given topics are abbreviated, as follows:
1. GE (Q1): Gaussian Elimination/LU-factorization
2. LC (Q2): Linear Combinations/ Linear Dependence and Independence
3. Rn (Q3): Properties of Rn
4. EV (Q4): Eigenvalues/Eigenvectors
5. ORTH (Q5): Orthogonality
6. SVD (Q6): Singular Value Decomposition
7. LT (Q7): Linear Transformations
8. NORM (Q8): Vector and Matrix Norms
Also, the fields have been condensed more generally (as follows) for the purposes of
having a better sample size within each field. Because there were different representations among majors of students in the classes, and specialty of the professors, the
groups were condensed slightly differently, though as similarly as possible:

Student Majors:
• Engineering: Civil Engineering, Mechanical Engineering
• Chemistry: Biological/Chemical Engineering, Chemistry, Nuclear Engineering
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• Biology: Biology, Geoscience
• Math: Applied Mathematics, Statistics
• Physics: Astrophysics, Physics
• Computer Science: Computer Science, Electrical Engineering
Professor Specialty:
• Engineering: Civil Engineering, Mechanical Engineering
• Chemistry: Biological/Chemical Engineering, Chemistry, Nuclear Engineering
• Biology: Biology
• Math: Mathematics, Statistics, Economics, Psychology
• Physics: Physics/Astronomy
• Computer Science: Electrical/Computer Engineering, Computer Science
The application of elementary linear algebra techniques in the fields of economics
and psychology are more similar to the application of these techniques within statistics, with a great deal of these learned techniques applied to data analysis. Thus,
these fields were grouped with the ‘Math’ group. First, we wanted to see if there were
any relationships between responses for each topic. For instance, if someone reported
high perceived mastery of Rn , are they likely to report high perceived mastery of
ORTH, as well? The correlation between responses to each pair of topics was calculated using Spearman’s correlations (discussed further in Appendix C). Some of these
correlations were near zero, while others were found to be significant. We tested for
significance using a well-known asymptotic relationship with the t-distribution using

a multiple testing procedure to account for the 82 = 28 possible correlations. These
results are displayed in a correlation network shown in Figure 4.1. These correlations
are jointly significant at the 10% level, meaning we can be 90% confident that these
correlations are larger than zero simultaneously.
In the graphic below, we look at the entire study group. This is a graph showing
the average numeric values reported across the entire group of surveyed professors
and students, question by question.
Table 4.1 below gives the results of a one-tailed t-test, with the null hypothesis
being that the desired mastery is equal to the perceived student mastery, with the
alternative that the student mastery is greater.
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Figure 4.1: Correlation Network
As is evident in the table, for topics 1-4, the p-value is lower than a significance
level of α = .05. This remains true with Bonferroni correction, sometimes necessary
when performing multiple tests simultaneously (dividing the significance level by the
number of tests performed (8) to give α = .00625 in order to help avoid the instance
of spurious positives, or results observed simply due to chance). For these questions,
we are confident that we can reject the null hypothesis in favor of the alternative,
meaning there is strong evidence to suggest that students, on average, perceive that
they have learned/mastered these topics at a level above what is desired by STEM
professors. For questions 5-8, we lack sufficient evidence necessary to reject the null,
meaning that we cannot confidently say that students perceive, on average, that they
have mastered these topics above the level desired by STEM professors. For the

Table 4.1: 1T: Entire Study Group

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8

xs

xp

t

p

4.600
4.547
4.013
4.453
3.587
2.162
3.520
3.608

2.232
3.663
2.705
3.832
3.379
2.347
3.789
3.326

12.583
5.173
6.448
3.607
1.046
-0.883
-1.356
1.306

0
0
0
0.0002
0.149
0.811
0.912
0.097

25

5

Figure 4.2: Student Mastery vs. Desired Mastery
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following graphic (Figure 4.3), we see the result when the student group is separated
by reported grade, and the professor group data is used in its entirety.
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Figure 4.3: Student Mastery vs. Desired Mastery (by grade)

Table 4.2: 1T: Grade A

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8

xs

xp

t

p

4.905
4.667
4.429
4.381
4.095
1.800
3.619
3.500

2.232
3.663
2.705
3.832
3.379
2.347
3.789
3.326

14.503
5.382
6.518
2.486
2.924
-1.796
-0.522
0.458

0
0
0
0.008
0.002
0.960
0.697
0.325

Table 4.3: 1T: Grade B

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8

xs

xp

t

p

4.381
4.619
3.952
4.381
3.333
2.429
3.476
3.762

2.232
3.663
2.705
3.832
3.379
2.347
3.789
3.326

8.413
4.767
4.732
2.486
-0.199
0.276
-1.116
1.676

0
0
0
0.008
0.579
0.392
0.864
0.050

As one might expect, we observe in the graph that there is a general trend in the
lowering of perceived mastery for given topics as the expected grade recedes from ’A’
to ’B’ to ’C or D’ . Looking at the results of the Bonferroni-corrected one-tailed ttests, we see that with the first three topics, as well as the fifth, for students expecting
to receive a grade of ’A’, we can confidently reject the null in favor of the alternative.
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Table 4.4: 1T: Grade C or D

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8

xs

xp

t

p

4.500
4
3
4.500
2.667
1.833
2.667
3.333

2.232
3.663
2.705
3.832
3.379
2.347
3.789
3.326

8.037
0.712
0.490
1.790
-1.225
-1.478
-2.169
0.012

0
0.251
0.321
0.058
0.866
0.912
0.963
0.495

For topics 4, 6, 7, and 8, however, we do not have such confidence. For students
expecting to receive a grade of ’B’, we have confidence in rejecting the null in favor
of the alternative for topics 1-3, but do not have confidence in doing so for topics
4-8. For students expecting to receive a grade of ’C or D’, we only have confidence in
rejecting the null in favor of the alternative for question 1. This means, that, by and
large, those students who believe they will receive grades of ’C or D’ reported that
they have a lower level of understanding of the essential elements of the course than
what is desired by STEM professors.
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Figure 4.4: Student Mastery vs. Desired Mastery (by field)
For this figure (4.4) and group of tables, we applied the same one-tailed t-test to
various subgroups of the sample, separated by field. Thus, the engineering student
group responses were tested against the engineering professor group responses, and
so on. Given that there are a large number of students who did not report major,
the sample sizes are a bit smaller than we would like, and certainly had an effect
on the results (because the greater the sample size, the more likely we would find a
significant relationship, if one exists). Computationally, this magnified the p-values
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Table 4.5: 1T: Engineering Group

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8

xs

xp

t

p

4.727
4.818
4.091
4.818
3.727
2.300
3.818
4

3.417
3.583
2.667
3.833
3.667
2.167
4
3.750

2.458
2.553
2.378
2.079
0.131
0.214
-0.434
0.517

0.015
0.012
0.015
0.029
0.448
0.416
0.666
0.306

Table 4.6: 1T: Chemistry Group

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8

xs

xp

t

p

4.667
4.333
4.111
4.222
3.667
2
3.222
3.111

1.312
2.625
1.250
3
2.375
1.562
3.375
2.375

7.824
3.405
6.897
2.193
2.269
0.781
-0.233
1.118

0
0.002
0
0.020
0.017
0.222
0.591
0.138

Table 4.7: 1T: Biology Group

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8

xs

xp

t

p

3.500
4
4
4
3.500
4
3.500
4

0.636
2.454
1.546
2.636
2.636
1.182
1.818
2

1.884
1.386
2.287
1.215
0.545
2.725
1.091
1.884

0.150
0.166
0.105
0.188
0.334
0.099
0.229
0.134

Table 4.8: 1T: Math Group

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8

xs

xp

t

p

4.333
5
3.833
4.167
3
1.833
3
3.167

2.529
4.294
3.353
4.059
3.412
3.176
3.824
3.294

2.909
3.771
0.793
0.224
-0.810
-2.304
-1.278
-0.197

0.005
0.001
0.222
0.414
0.786
0.978
0.886
0.577
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Table 4.9: Physics Group

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8

xs

xp

t

p

5
5
5
4.750
4.500
1.500
3.500
3

2.250
4.125
3.292
4.542
4.208
2.750
4.667
4

11
3.715
6.124
0.676
0.808
-2.990
-1.743
-1.187

0
0.001
0
0.261
0.223
0.994
0.916
0.844

Table 4.10: 1T: Computer Science Group

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8

xs

xp

t

p

4.750
4.167
3.833
4.250
3.417
1.667
3.583
3.833

3.067
4.267
3.467
4.200
3.400
2.600
4.067
3.933

4.568
-0.301
0.692
0.153
0.035
-2.008
-1.013
-0.204

0.0001
0.617
0.248
0.440
0.486
0.972
0.839
0.580

by a considerable amount.
Looking at the engineering group (with a sample size of 11 students), it appears that
we cannot confidently say (with Bonferroni corrected significance level), that any of
the topics were perceived to be mastered above what is desired by engineering professors. However, if we were to modify the initial (non-corrected) significance level to
say, α = 0.1, then we would have some confidence in rejecting the null for the first
four topics.
For the chemistry group (sample size of 9 students), topics 1-3 give a p-value well
below the corrected significance level, and we can confidently reject the null (meaning
students reported a level of mastery above what is desired). For topics 4 and 5, there
is some evidence suggesting the null can be rejected, but no evidence for topics 6-8.
This confidence can also be attributed to the fact that, on average, professors in the
chemistry group considered these topics to be of relatively low priority.
For the biology group (sample size of 2 students), there were no topics that even came
close to having a sufficiently small p-value to have confidence in rejecting the null.
This might be attributed to the fact that the sample size is so small, regardless of
having relatively low priority given to all topics by professors in this group.
For the mathematics group (sample size of 6 students), topics 1 and 2 had p-values
sufficiently smaller than the corrected significance, and we can confidently say that
students reported mastery of these topics above the level desired. The remaining
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p-values are substantially higher, potentially due to a higher priority of mastery expected by these professors, in addition to having a small sample size.
For the physics group (sample size of 4 students), topics 1-3 have sufficiently low
p-value in order to reject the null. Topics 4-8 have larger p-values, potentially due to
the fact that the level of mastery expected is significantly higher for these topics, as
well as the fact that there are only 4 students in the sample.
For the computer science group (sample size of 12 students), only the first topic has
a sufficiently low p-value to have confidence in rejecting the null. This, again, might
be attributable to the fact that professors in this group prioritize these topics quite
highly when it comes to expectation of mastery.

Overall, looking at the results of the t-testing, it becomes clear that for topics 4-8,
across most groups, the null hypothesis cannot be confidently rejected, meaning there
isn’t sufficient evidence to support the idea that students are learning the material at
or above the level desired by the group of STEM professors.
We can observe, for instance, that topic 1 has been perceived to be mastered by
nearly all subgroups tested, and doesn’t seem to be an effective predictor of overall
performance in the course.
This brings the question: is there a response on any topics, in particular, that
might be a predictor of grade outcome in the course? This led to the development of
an ordinal logistic regression model, which could help give us some insights.
We chose an ordinal logistic regression model based on the fact that grade is
an ordinal variable (it is categorical, but has a meaningful order to it). Based on
student responses, we wanted to classify which grade they would likely receive. Logistic regression is a popular technique for binary classification problems (i.e. two
categories) [13]. Due to the ordinal nature of grade, ordinal logistic regression is a
sensible extension (more details given in Appendix B).
Akaike’s Information Criterion (AIC) is a tool for variable selection in statistical models, whose goal is to minimize the number of parameters, in order to avoid
the problem of overfitting, while maintaining good predictive power (Wei, 2001) [15].
Using the ordinal logistic regression model, and AIC as a selective criteria, it was determined that three topics (namely 3,5, and 8, or Rn , ORTH, and Norm, respectively)
were particularly impactful in determining grade in the course.
Figure 4.5 shows the predicted probability that a student reports an expected
grade of ’A’ in the course, based on their perceived level of mastery within these three
topics. With respect to color, the darker blue regions are areas of higher probability
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Figure 4.5: Probability of ‘A’ for various Norm, ORTH, and Rn responses
for receiving an ’A’ grade, associated with particular response values for these three
topics. As expected, as students reported greater perceived mastery in the topics
ORTH and Rn , the more likely they were to report that they expected a grade of ’A’
in the course. Interestingly enough, it appears that the more confident the student
was in their perceived mastery of Norms, the less likely they were to report that they
expected an ’A’ grade.
Figure 4.6 displays similar information, but with color indicating the most likely
reported expected grade (green representing ’A’, blue representing ’B’, and red representing ’C’). In addition, the circular points (with the same color scheme) represent
actual observations of reported expected grade, plotted with respect to the given responses for each topic. We see that, in large part, the model is fairly accurate in
predicting ’A’ as the reported grade, and least accurate in predicting ’C or D’ grades.
It is sometimes misleading to look at the accuracy of a model using the data for
which the model was fit. Because of this, we used “Leave One Out Cross-Validation”
(LOOCV) to assess the accuracy (Vehtari, et al., 2017) [18]. LOOCV refers to the
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Figure 4.6: Expected Grade Predictions with Observations
process by which a single data point is removed, and the model is trained using the
remaining data points. This model is then used to predict the “left out” sample. This
process was repeated for all observations in the data set and a confusion matrix is
shown in Table 4.12. The LOOCV accuracy of the model is given to be roughly 53%.
To analyze the data within the confusion matrix, the follow-up table (Table 4.11)
reports Precision, Recall and F1 score. Of everybody who we predict will report a
certain expected grade, the precision is the proportion of times that the prediction is
correct.
Conversely, recall refers to the proportion of correct predictions conditional on reporting a certain expected grade, i.e. ’A’. F1 score, a value between 0 and 1, is a
combination of precision and recall, given by:

F1 = 2

P ·R
P +R
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Table 4.11: Precision, Recall, F1
Precision

Recall

F1

0.61
0.5
0.33

0.55
0.62
0.17

0.58
0.55
0.22

A
B
C/D

Table 4.12: LOOCV (Leave One Out Cross-Validation) Confusion Matrix

Grade

Pred

Reported Grade
A

B

C or D

A

11

6

1

B

9

13

4

0

2

1

C or
D
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Chapter 5

Conclusion

Overall, despite the limited scope of the project, I do believe the project itself shed
some light in regard to my research question, and by and large, I can confidently
say that students perceive that they are sufficiently mastering the information generally covered in an introductory applied linear algebra course (at least with the topics of Gaussian Elimination/LU factorization, Linear Combinations/Linear Independence/Linear Dependence, Properties of Rn , and Eigenvalues/Eigenvectors). Though
there isn’t much evidence to support the idea that students perceive that they are
sufficiently mastering the other topics (Orthogonality, Singular Value Decomposition,
Linear Transformations, and Vector/Matrix Norms), there is some indication that the
perceived mastery of a few of these topics can influence the grade the student expected
to receive in the course.
There is no sure way, according to the current research on the topic, to increase
understanding for all of these ideas, for every student. There are, however, some teaching practices that have shown promise in at least improving student understanding,
namely:
• The formal development of ideas, gradually, through intuitive steps (p.13)
• A focus on reflexive thinking (deliberately reflecting on and acknowledging one’s
knowledge and thought processes, in order to gain deeper insight in relation to
a particular idea, or set of ideas) and conjecturing (particularly during introduction to more abstract ideas), potentially in a group discussion setting (p.12,
p.15)
• The use of computer algebra systems such as Maple or Matlab (p.8, p.15)
• Activities or assignments that focus heavily on applications within various fields
or contexts (p.7-8)
I think that, so long as instructors are aware of the aspects of the course with
which students commonly struggle (in large part, discussed in the literary review as
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the “object of formalism” and “the problem of representation” as it relates to the
constant shuffling of mathematical language within the typical linear algebra course),
and work actively to combat misconception through emphasis on discussion with
students, or the detailing/illumination of certain topics through the use of computer
algebra systems (or perhaps graphical software for a lower-dimensional geometric
perspective), students will benefit in terms of their understanding, particularly when
it comes to more elementary, but essential notions within the course.
In summary, I think that looking forward, perhaps this project will at least shed
some small light to those who teach applied linear algebra courses, and help them to
realize where they are succeeding in their goal of enhancing student understanding,
or perhaps cause them to ruminate about how they can further assist students who
are struggling with the content of the course. The students taking a course such as
applied linear algebra are our future engineers and our classical/social scientists. If
there is anything we can do to enhance student understanding of concepts (at least to
the level expected by experts in the field), it is our (the Department of Mathematics’)
responsibility to at least try to improve our linear algebra courses, wherever possible.
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Chapter 6

Appendices

6.0.1

Appendix A : LACSG Recommended Curriculum Timeline

• Matrix Addition and Multiplication including matrix addition, scalar multiplication, matrix multiplication, transposition, and their algebraic properties
such as associativity of matrix multiplication (3 days)
• Systems of Linear Equations including Gaussian elimination/elementary
matrices,echelon and reduced echelon form, existence/uniqueness of solutions,
matrix inverses, row reduction as an LU-factorization (4 days)
• Determinants, including cofactor expansion, determinants and row operations, det(AB) = det(A)det(B), and Cramer’s Rule (to show sensitivity of
solutions to Ax = b) (2-3 days)
• Properties of Rn (to include a strong geometric emphasis in the presentation of
the material) including linear combinations: linear dependence/independence,
bases of Rn , subspaces of Rn : spanning set, basis, dimension, row/column space,
null space, matrices as linear transformations, rank, inner product: length and
orthogonality, orthogonal/orthonormal sets and bases, orthogonal matrices (7-8
days)
• Eigenvalues and Eigenvectors (may be introduced and/or motivated using
geometric examples) including the equation Ax = λx, the characteristic polynomial and identification of trace, determinant and algebraic multiplicity of eigenvalues, eigenspaces and geometric multiplicity, similarity: distinct eigenvalues
and diagonalization (emphasizing AP = P D), symmetric matrices: orthogonal
diagonalization, quadratic forms (6 days)
• More on Orthogonality (4 days)
• Supplementary topics to include computational experience, abstract vector spaces,
38

linear transformations, positive definite matrices, reduction of a symmetric matrix to a diagonal matrix by congruence, singular value decomposition, matrix
norms (Carlson et al.,1993, p.43-44).
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6.0.2

Appendix B : Cumulative Link Models: Ordinal Log.
Regression

A cumulative link model takes an ordinal response variable Yi that falls into an ordered
set of j = 1, ...J categories, with J ≥ 2 .
Let Yi = j, for the ith observation belonging to the j th category. Then Yi follows a
multinomial distribution, with parameter πij = P (Yi = j) representing the probability
that this ith observation falls into the j th category. We can define the cumulative
probabilities, as follows:

γij = P (Yi ≤ j) = πi1 + ... + πij .

with
J
X

πij = 1

j=1

The cumulative probabilities can then be modeled with respect to predictor variables using what is known as a link function (which essentially transforms the probabilities of the levels of a categorical response variable to an unbounded continuous
scale). In the context of this project, the logit link function:

logit(γij ) = log

γij
= β0 + β1 xi1 + β2 xi2 + ... + βp xip = ηij
1 − γij

with inverse link (F ) given by

F (ηij ) =

1
P
.
1 + exp(−θj − pk=1 xik βk )

Here, βk represents the regression coefficients, xik represents the value of the k th
predictor variable for the ith observation, and −∞ ≡ θ0 ≤ θ1 ≤ ... ≤ θJ−1 ≤ θJ ≡ ∞,
where θj are known as the threshold coefficients. Maximum likelihood estimates
(used to estimate the p regression coefficients) are maximizers of the Log-likelihood
function, which can be written using an indicator function:

`(θ1 , ...θJ−1 , β1 , ..., βp |y1 , ...yn ) =

n X
J
X

1(Yi = j) log(πij )

i=1 j=1

Using the clm function in the R package ordinal, we can solve this optimization
problem and extract estimates for probabilities πij , then predict which class an observation belongs to by choosing the particular j which maximizes πij .
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6.0.3

Appendix C : Spearman’s Correlation Coefficient

Spearman’s correlation coefficient is a statistical measure of strength of a monotonic
relationship between paired data (in the context of this project, two particular topics).
It is, by design, a member of the set [−1, 1], and the closer this value is to the
boundaries, the stronger the relationship. For a sample of size n, the n raw scores
(data) Xi , Yi are converted to ranked data rgXi , rgYi , and rs (Spearman’s correlation
coefficient) is computed using:

rs = ρrgX ,rgY =

cov(rgX , rgY )
σrgX σrgY

with ρ denoting the Pearson correlation coefficient applied to the rank variables. One
way of determining whether or not an observed value of r is significantly different
from zero (the method used in the context of this project) is to use:
r
t=r

n−2
1 − r2

which is approximately distributed as a t-distribution with n − 2 degrees of freedom
under the null hypothesis.
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6.0.4

Appendix D : Surveys

Below is the communication email distributed to professors/instructors of various
STEM departments, which included a link to the attached survey from esurveycreator.com. Following that survey is the survey that was issued to students.

“Hello!
I’m sending you this survey in the hopes that you’ll take 45-60 seconds of your
time to help me gather data for my Master’s Thesis in Applied Mathematics. My
goal is to get an idea of how important common ideas from Linear Algebra are in
preparing STEM students for more advanced work in various scientific fields.
If you have been to graduate school in your respective field, your opinion (survey)
would be helpful!
Here is the survey link: [SURVEYLINK]
It should not take more than 1 minute to complete! Please do not hesitate to
contact me if you have any questions.
Thank you very much!
Kind regards,
Andy Taylor
ataylor19@unm.edu”
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