This paper describes a passive-ranging technique based on image-plane object expansion as its distance to the moving camera decreases. The motion and shape of a small window, assumingly found inside the boundaries of some object, is approximated by an affine transformation. The parameters of the transformation matrix --expansion, rotation, and translation-are derived by comparing successive images, and progressively increasing the image time separation. The increased baseline results in a triangulation accuracy which is much improved compared to that currently achievable. The algorithm's performance on flight data is presented.
Introduction
Passive ranging is an area of considerable interest for applications such as obstacle avoidance for rotorcraft napof-the-earth navigation and for airliner collision avoidance. Two main passive-ranging methods can potentially be employed for this purpose; one based on motion and the resulting image-plane optical flow (OF), and the other based on stereo. Both methods can be thought of as special cases of a general triangulation method called "bearing-only" or "directionof-arrival" . Here we concentrate on monocular OFbased ranging.
The motion of an imaging sensor causes each imaged point of the scene to describe a time trajectory in the image plane. The trajectories of all imaged points constitute the OF. A forward-looking imaging sensor, such as a TV camera or a FLIR, is typically used as the source of optical flow data. By assumption, the scene and its illumination are temporally constant (see [l] ), and all points belonging to an object share the same range.
The OF at any given point in the image plane may generally belong to three kinds of motion: lateral translation, expansion (or divergence), and rotation (curl). The time evolution of some small-size window can be approximated by an affine transformation (AFT). Generally, an AFT is defined by six parameters: four in the 2x2 multiplying matrix, and Second, they can only use a relatively short triangulation baseline, because far-apart images would not correlate due to the misadjustment in the other unaccounted-for parameters. "Triangulation baseline" is the distance the platform travels between the frames to be correlated. We have shown in our earlier work [3] that the depth-error is inversely proportional to the triangulation baseline.
In this work we discuss methods of extracting depth information from the divergence of the OF as it is obtained fiom the affine transformation matrix. We use the term "divergence" to refer to the mathematical defbition of the derivative-vector operator denoted by V which scalar-multiplies the velocity vector at a point. We use "expansion" (or "global divergence") to denote thepverage divergence over the area of some small window, or of an object. the need to delineate or identify them. The divergence and global-divergence met hods are intended for different kinds of objects as shown in Figure 1 . The divergence method is intended for textured objects lacking well-defined edges, whereas the globaldivergence is intended for objects with little or no texture, but having well-defined edges. In this paper (and in its earlier version [12]) we assume textured objects, so we roughly derive the divergence. Here, we also present flight-data results.
A window centered on the FOE has, by definition, zero translational motion, yet it expands as the depth decreases. This expansion is the only source of depth information. There are two new aspects to our work; one is the direct derivation of depth from expansion, and the other is enabling the use of a long triangulation baseline.
This report is organized so that Section 2 contains the basic derivations, Section 3 presents simulation results for a single pair of images, Section 4 presents real-data results for iterations on the triangulation baseline, Section 5 presents error analysis, and Section 6 Summarizes the work.
Estimating Expansion
In this section we introduce the affine transformation (AFT) and develop the algorithm necessary to estimate object expansion.
The affine transformation
The AFT can be used to relate object's projections at different frames. Most generally, it is defined by six parameters. However, in practice, only four suffice, because of physical considerations. We define the AFT (see Figure 2 ) by a + uo A where s is a scaling (or expansion) factor, C9 = cos(8), 99 fi sin(8), and 8 the rotation angle. This AFT maps points ( U , . ) from frame IO into corresponding points (G, 6 ) in frame 11. In Figure 2 we see an object that expanded, rotated (CCW), and moved up and right -in this order (although the order of scaling and rotation is immaterial). Notice that scaling and rotation are performed around the U Figure 2 : "+transformation Mapping arbitrary point (210, WO), and shifting is performed later -back to that point, plus an incremental shift by [a bIT.
2.2
Ignoring the AFT amounts to taking it as a unity matrix. The resulting losses have been investigated extensively by Mostafavi and Smith in 113,141. They showed that, for images having circularly symmetric Gaussian correlation function,
Effects of scaling and rotation
where T,, T,, are the spatial shifts, and A the "corre- 
-
Image width u a l t a sidelobes ratio (PSR). "Peak" is the maximum value of the' cross-correlation function, and "sidelobes" is its standard deviation far from the peak. The reference image is an L x L square, while the sensed image is much larger. In the figure, L is normalized by A to represent the effective number of "independent" objects. The graph for d = 0.087, for example, can be used for rotation alone (of 5O), or for scaling alone (s = 1.087), or for any of their combinations yielding d = 0.087.
As an example, take speed Vz=25 m/s, depth z0=120 m, roll at wz=200/s, L=21 pix, A=1.5 pix, and frame rate 2 fr/s. We use this low frame rate to achieve a large triangulation baseline. In 0.5 s, the image-plane rotates w loo, and s=120/(120 -25-0.5)=1.1163, so that d=0.21. The PSR will incur a loss of = 3 (6 dB) -as read from Figure 3 . Also, the registration error (see [13, 14] ) will increase from ahd.025 to 0.070 pix.
Ignoring the AFT causes the above loss of signal and registration accuracy, which forces one to use closely spaced images -thus a small triangulation baseline. In [3], we found that the depth error is related to the baseline, b, and the image-plane distance from the FOE, h by: 
AFT convergence
We now derive the algorithm necessary to obtain the required affine transformation. Initially guessing it, we use Newton's method (see [15]) iteratively to minimize an appropriate cost function and thereby solve for the correct matrix parameters.
The cost function, J , is defined as the integral over the window area, A, of the squared difference of image gray levels, that is, If the mapping between all (u,v) points inside the window in IO and the corresponding ( & E ) in I1 is correct, then the above cost should equal zero. In practice, however, we can only expect to minimize it.
Newton's method assumes a quadratic cost-function and uses its Gradient and Hessian to solve for the minimum. In practice, it is necessary to iterate on the solution a few times until it converges. The parameter-vector estimate is given by
where
(a, b) are the image-plane shifts, s the scaling factor, and 8 the rotation angle.
The four components of the cost-function gradient are calculated next. Starting with a, because only the Il(ii,G) part of e depends on a through d , ij, that is, dl1 ar, dii dI, dG
Similar equations are obtained for the other three parameters. The resulting four equations require the partials of ii,6 with respect to the four parameters. These are obtained by differentiating the two scalar equations given by (l), so that,
Next, we need the ten second derivatives of V 2 J [ X ( k ) ] .
Simpllfylng notation (when obvious) by dropping the "dA" from the integrals, the subscript 1 from I, and the tilde from u,v, we start with the mixed derivative of a and 8. This yields
The other mixed derivatives are obtained similarly.
The above equations require two kinds of building blocks; the first and second spatial derivatives of the I1 image and the first and second derivatives of U and G with respect to the four transformation parameters. The Image spatial derivatives are calculated by convolving it with a Sobel-operator 3 x 3 window. Differentiating (10) yields 10 second derivatives for U and 10 for ij; all are zero except for:
as given in terms of the first derivatives in (10). We have thus derived all the components necessary for a single iteration on the Newton's solution.
Simulations of the costfunction and its derivatives
We now examine the behavior of the cost-function and its derivatives as a function of the four parameters in open loop, that is, without yet trying to correct the errors. For the following experimental results we used simulated imagery, where the scene consists of a wall normal to the initial flight trajectory. The wall is textured by a random Gaussian colored noise having spatial correlation width of 2 pixels in each dimension. The error equations are, in principle, simulated as prescribed by equations (5) to (13), but in their discrete form.
Because (U, G) are generally non-integers, we use linear interpolation to estimate Il(U, G), based on the gray levels of the four nearest pixels, that is,
A
II(U,ij) =
(1 -6u)(1 -Sv)I1(Uo,~o) + 6v(l -SU)I~(UO,VO + 1) +6u(l-SV)II(UO + 1,GO) +SUSVII(CO + 1,Go + 1)
This method has the advantage that it yields the expected results when (U,6) take on integer values, and it provides a continuous estimate inside the convex hull defined by the values of the four nearest pixels. The same method is used for the image itself and also for its derivatives. It is seen that d J / d s crosses zero very close to where S=SO, which is marked by the short vertical bar.
Open-loop error measurements
Next, we repeated the same for 8. Here, the camera does not travel, but it rolls at -0.02 rad/fr while pointing towards the wall center from 150 m.
Images 0, 4, and 8 are shown in Figure 6 . Figure 7 shows the errors for a window centered on the FOE. Notice that the actual 0 value, marked by a vertical bar, falls close to the cost-function minimum.
In the last set (Figure 8) we repeated the same for image-plane shifts, a. Here, the camera is stationary but panning at 0.0005 rad/fr; it is initially pointing to the wall center. Images 0 and 4 are used for IO and I1. Figure 9 shows the cost-function behavior for large shifts-where it's highly non-linear. The Newton's solution becomes ineffective at such errors. However, convergence is still possible inside the region between the first zero-crossing of the first derivative ( f 4 pixels), where the correction is of the correct sign. We refer to this region as "the capture zone". 
Closed-loop performance
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The cost-function and all parameters practically converge within two iterations.
The accuracies, especially for s, improve with the window size. For this case, the correct expansion is 150/146=1.0274 (146 frames to collision) whereas the converged value is s=1.0296 (1 35 frames to collision).
The converged shifts practically show no error. This is especially impressive for these small shifts -o f only (0.548,0.548) pixels.
the maneuvering case (Figure 11) , Vz=l m/fr, z0=150 m, pitch and yaw rates are 0.0005 rad/s each, and the roll-rate is 0.02 rad/s. The transformation parameters are calculated at frame number 2 by comparison with frame 0. As before, the system converges within two iterations. The s accuracy is w 6% for the FOE point and 16% for the (20,20) point. We thus conclude that the basic approach and algorithm are solid and perform very well. Although the simulations were apparently done noise-free, they are affected by the noise inherent in the pixel quantization.
Increasing the baseline
In this section we use the above algorithm as the core on which a farther layer is built to increase the accuracy and robustness of the practical algorithm.
The iterative algorithm
In the iterative algorithm we start with frames which are close enough in time to ensure that the errors in the four parameters fall inside the worst-case capture zones. Say, we initially use frames 0 and 1. Newton's solution is iterated on until the error converges. The converged parameters are then used to predict the initial values for a larger frame separation, say, between frame 0 and frame 4. The same is repeated for this new frame separation. Thus, there are two nested iteration loops; the inner one iterates on Newton's solution until converged for some fixed frame separation; the outer loop iterates on increased frame separation. Implicitly, we assume that the maneuver parameters are constant. Alternatively, it is the maneuvers which determine the maximum usable triangulation baseline.
The prediction of initial parameter values for the next (larger) frame separation is calculated from the converged parameters of the previous cycle by using the projection equations,
Let us project an object of length I onto the image plane and define its projection as unity. After decreasing the depth from zo to 21, the projection changes to SI. Thus, for a frame separation of tl, from which Rewriting the last equation for some s2, t 2 , instead of for SI, tl, and solving for sg, we get This is how the current expansion estimate is used to predict the initial estimate for a larger frame separation, t2. The other three parameters are predicted based on linear extrapolation, so that, a2 = alt2/tl ; b2 = bltz/tl ; o2 = elt2/tl (19)
After the algorithm stops, (17) is used to calculate the current estimate for the initial zo based on the last si, ti for the image pair that still converged.
Performance on Flight Data
We ran the algorithm on real data collected from a very-low helicopter flight. It flew forward at V, M 9.9 m/s, with insignificant maneuvers, towards five trucks parked on a runway (Figures 12 for the close trucks (1 and 5), and deteriorates to 13% for the farthest truck. The accuracy depends on the object texture, size, and mainly improves as depth decreases. Also, the depth accuracy improves with proximity to the FOE.
Error analysis
Here we analyze the depth error achievable by combining results from lateral-translation and expansion. The first component was given by (4); the second is determined by the accuracy of s. When all four parameters have converged, and thus compensated for, the case becomes that of nominally zero distortion and shifts. Therefore we examine the sensitivity of the correlation value to residual errors in U, U) ). This noise has been neglected so far, because it is practically much smaller than the sidelobe "noise" resulting from the randomness of the image itself. It is given by (19) of [13] as
For simplicity we use R(T,, T~) =RN (T,, 7 , ) as
given by (2). Let us find the change in s which causes a change in the correlation peak equal to its standard deviation. The correlation peak, as given by (5) of [13] , is plotted in Figure 14 . For the example used earlier (L/A=14) and image SNR=100, we find &ar{cN(o, O)}=O.OOO177. From the figure, we find s=O .00325.
The relationship between errors in s and in 20 is derived from (17) based passive-ranging algorithm that can complement shift-based algorithms near the FOE. Our algorithm estimates four parameters of geometrical distortion between images, which enables it to crosscorrelate far-apart frames -thus, to produce accurate results. This stands in contrast with shift-based algorithms which assume no geometrical distortion, and, thus, are limited in the frame time separation Derivation of depth from expansion is more robust in many ways compared to derivation from shifts. First, it is insensitive to the image-plane location, and, in particular, it performs best at the FOE, where shift-based algorithms are useless. Second, it is insensitive to aircraft maneuvers. Close to the FOE, azs << czt so that, irrespective of p , k + 1, and vice versa. This means that, even if we use some guessed p of, say, 0-5 at this point, we will still be combining the measurements in a consistent way; that is the accurate measurement will contribute more than the inaccurate onealthough, without knowing p, the proportions will not be optimal.
[4] H. C . Longuet-Higgins and K. Prazdny. The interpretation of a moving retinal image. Proc. R. Soc., London B, 208:385-397, 1980.
[5] K. Prazdny. Determining the instantaneous direction of motion from optical flow generated
