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Abstract
In this paper, we first characterize finite convergence of an arbitrary iterative algorithm for solving
the variational inequality problem (VIP), where the finite convergence means that the algorithm can
find an exact solution of the problem in a finite number of iterations. By using this result, we obtain
that the well-known proximal point algorithm possesses finite convergence if the solution set of VIP
is weakly sharp. As an extension, we show finite convergence of the inertial proximal method for
solving the general variational inequality problem under the condition of weak g-sharpness.
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In this paper, we are concerned principally with the variational inequality problem
(VIP), which is to find a vector x∗ ∈ X such that〈
F(x∗), x − x∗〉 0, ∀x ∈ X, (1)
where F(x) is a continuous mapping from Rn into itself, X is a nonempty closed convex
set in Rn, and 〈·,·〉 and ‖ · ‖ represent the usual Euclidean inner product and norm in Rn,
respectively. We denote the solution set of problem (1) by X∗.
The proximal point algorithm (PPA for short) is very popular for solving problem (1).
It was first introduced by Martinet [12] and further refined and extended by Rockafellar
[19] to a more general setting, including convex programs, convex-concave saddle point
problems, and variational inequality problems. The classical iterate scheme of PPA for
solving problem (1) is as follows. Given x0 ∈ Rn arbitrarily. For each successive k ∈K :=
{0,1,2, . . .}, if xk /∈ X∗ then let
xk+1 = PX
[
xk − αkF (xk+1)
]
, (2)
where αk > 0 is a number determined by some stepsize rule. This iterative scheme is called
the exact PPA. Both numerical experiments and theoretical analysis have demonstrated that
the PPA is robust and has nice convergence properties. Therefore, this algorithm has been
studied and developed by a number of scholars; see, e.g., [4–9,14–16,20] and references
therein. So far, however, there exist vert limited results about finite convergence of this al-
gorithm, i.e., an exact solution of the problem can be found in a finite number of iterations.
Rockafellar [19] first proved that, if F is continuous and monotone on X, X∗ is nonempty,
and {αk} is bounded below from zero, then the sequence {xk} generated by the exact PPA
contracts globally to a solution x∗ ∈ X∗. Moreover, if x∗ is strongly nondegenerate, i.e.,
−F(x∗) ∈ intNX(x∗), (3)
then the sequence {xk} reaches exactly x∗ in a finite number of iterations. Here (3) is a key
but quite strong assumption because it implies that x∗ is the unique solution of problem (1).
Luque [9] obtained the same termination property under relaxed conditions where X∗ is
not necessarily a singleton or a compact set.
The main target of this paper is to develop new sufficient conditions for finite conver-
gence of PPA. Our interest in studying this problem is motivated by the following work.
In 1991, Ferris [5] proved that weak sharp minima set is a sufficient condition for finite
convergence of the exact PPA for solving the convex program problem
min
{
φ(x) | x ∈ X}, (4)
and showed that, for the convex program (4), the weak sharpness of the solution set is
weaker than (3). Based on this condition, Burke and Ferris [3] further derived that an
arbitrary algorithm for solving (4) has finite convergence if and only if the sequence of
projected gradients tends to zero. Marcotte and Zhu [11] extended the notion of weak
sharpness from convex program to variational inequalities, and established finite con-
vergence of an algorithm for VIP by using this notion. However, their results need two
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tions are rather restrictive.
In Section 3 of this paper, we analyze finite convergence of an arbitrary algorithm for
VIP without the above two restrictions. By applying this result, in Section 4 we conclude
that the exact PPA for solving problem (1) possesses finite convergence under the assump-
tion of weak sharpness on X∗. Finally, in Section 5 we extend the results in previous two
sections to the setting of the inertial proximal method (IPM) for general variational inequal-
ity problem (GVIP), and show that the exact IPM has finite termination property under the
condition of weak g-sharpness for GVIP.
2. Preliminaries
We first recall the related concepts and conclusions in convex analysis, which are main
tools for our theoretical analysis.
For a given set A, we denote the interior of A by intA, and the relative interior of A by
riA. The polar A0 of A is defined as
A0 = {y ∈ Rn ∣∣ 〈y, x〉 0, ∀x ∈ A}.
If A is a nonempty convex set in Rn, its normal cone at x ∈ Rn is defined as
NA(x) =
{ {y ∈ Rn | 〈y, z − x〉 0, ∀z ∈ A}, if x ∈ A,
∅, otherwise,
and its tangent cone at x ∈ Rn is TA(x) = [NA(x)]0.
The projection of a point x ∈ Rn onto the set A is defined as
PA[x] = arg min
{‖x − y‖ | ∀y ∈ A}.
From the definitions of the normal and tangent cones, we know that a vector x∗ ∈ X∗ if
and only if −F(x∗) ∈ NX(x∗) or equivalently PTX(x∗)[−F(x∗)] = 0. So, a solution x∗ of
problem (1) is also an equilibrium point of the locally projected dynamical system x˙ =
PTX(x)[−F(x)]. x∗ ∈ X∗ is said to be nondegenerate if −F(x∗) ∈ riNX(x∗); and to be
strongly nondegenerate if −F(x∗) ∈ intNX(x∗).
We now review the concepts of monotonicity and generalized monotonicity. The map-
ping F is said to be monotone on X if for any x, y ∈ X,〈
F(y) − F(x), y − x〉 0.
The mapping F is said to be pseudomonotone on X, if for any x, y ∈ X,〈
F(x), y − x〉 0 ⇒ 〈F(y), y − x〉 0.
The mapping F is said to be monotone+ on X, if it is monotone on X and for any x, y ∈ X,〈
F(y) − F(x), y − x〉= 0 ⇒ F(y) = F(x).
The mapping F is said to be pseudomonotone+ on X, if it is pseudomonotone on X and
for any x, y ∈ X,〈
F(x), y − x〉 0, 〈F(y), y − x〉= 0 ⇒ F(y) = F(x).
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Under such conditions, the solution set X∗ is convex. We also assume that X∗ is nonempty.
3. General results
In this section, we discuss finite convergence of an arbitrary algorithm for solving prob-
lem (1). For this purpose, we introduce the concepts of weak sharpness on X∗ and at a
point xˆ ∈ X∗, respectively.
Definition 3.1. The nonempty solution set X∗ of problem (1) is said to be weakly sharp, if
−F(x∗) ∈ int
⋂
x∈X∗
[
TX(x) ∩ NX∗(x)
]0 (5)
for all x∗ ∈ X∗. A solution xˆ ∈ X∗ is said to be weakly sharp if (5) holds at xˆ.
This notion was given by Patriksson [17] and developed by Marcotte and Zhu [11], and
is regarded as a generalization of the notion of weak sharp minima set by Burke and Ferris
[3] in the setting of differentiable convex program. There exist a few sufficient or necessary
conditions for (5) to hold on X∗ or at a point xˆ ∈ X∗ (see, e.g., [21]). Some of them are
stated as follows:
(i) The strong nondegeneracy (3) implies the weak sharpness (5). When problem (1) has
a unique solution, (5) implies (3).
(ii) When F(x) = c (a constant vector) and X is polyhedral, the problem (1) reduces to
the linear program. It was shown in Mangasarian and Meyer [10] and Burke and Ferris
[3] that if this linear program has a solution, then (5) holds on X∗ for this problem.
(iii) In Theorems 4.7 and 4.8 of [21], the authors proved that for the monotone affine
variational inequality problem (AVIP), if (5) holds on X∗, then the AVIP has a non-
degenerate solution. Theorem 3.2 and Remark 3.1 below show that the inverse is not
true.
Therefore, the weak sharpness defined in (5) is a weaker notion than the strong nonde-
generacy defined in (3). Applying this notion, we obtain the first main result of this section.
Theorem 3.1. Assume that F is continuous and pseudomonotone on X. If {xk} is a se-
quence produced by an algorithm for solving problem (1), and if limk→∞ xk = x∞ ∈ X∗
and (5) holds at x∞, then Γ (xk) ⊆ X∗ for all sufficiently large k, where Γ (x) =
arg min{〈F(x), y〉 | y ∈ X}.
Proof. By the given assumptions, there is a positive integer k0 such that for all k  k0,
−F(xk) ∈ int
⋂
∗
[
TX(x) ∩ NX∗(x)
]0
. (6)x∈X
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have
x¯ − xˆ ∈ TX(xˆ) ∩ NX∗(xˆ). (7)
By (6) and (7), for every k  k0 there exists a sufficiently small number δk > 0 such that
−F(xk) + δk x¯ − xˆ‖x¯ − xˆ‖ ∈
⋂
x∈X∗
[
TX(x) ∩ NX∗(x)
]0 ⊆ [TX(xˆ) ∩ NX∗(xˆ)]0,
and 〈
−F(xk) + δk x¯ − xˆ‖x¯ − xˆ‖ , x¯ − xˆ
〉
 0,
from which it follows by x¯ = xˆ that〈−F(xk), x¯〉 〈−F(xk), xˆ〉− δk‖x¯ − xˆ‖ < 〈−F(xk), xˆ〉.
This implies x¯ /∈ Γ (xk). Therefore, Γ (xk) ⊆ X∗ for all k  k0. 
This theorem tells us a fact that, for any sequence {xk} converging to a point x∞ in
X∗, if x∞ is a weak sharp solution, then for all sufficiently large k, every element of the
solution set Γ (xk) of the convex program (with linear objective function)
min
y∈X
〈
F(xk), y
〉 (8)
is a solution of problem (1). Moreover, if (8) can also be solved in a finite number of steps,
then a true finite convergence is achieved. Note that Γ (xk) does not necessarily contain xk ,
and xk is also not necessarily a solution of problem (1).
The following theorem suggests that xk must be a solution of problem (1) for every
large enough k, provided that the sequence of local projections goes to zero.
Lemma 3.1 [5, Lemma 4.6]. Let Q be any nonempty closed convex subset of the closed
convex set S ⊆ Rn. Then
Q +
⋂
x∈Q
[
TS(x) ∩ NQ(x)
]0 ⊆ ⋃
x∈Q
[
x + NS(x)
]
.
Theorem 3.2. Assume that F is continuous and pseudomonotone on X. If {xk} ∈ X is
a sequence produced by an algorithm for solving problem (1) such that limk→∞ xk =
x∞ ∈ X∗ and (5) holds at x∞, then xk ∈ X∗ for all sufficiently large k if and only if
lim
k→∞PTX(xk)
[−F(xk)]= 0. (9)
Proof. For all sufficiently large k, if xk ∈ X∗ then −F(xk) ∈ NX(xk), this means that
PTX(xk)[−F(xk)] = 0 and hence (9) holds.
Conversely, assume that (9) is satisfied. By the Moreau decomposition of −F(xk) along
TX(x
k) and its polar cone NX(xk):
−F(xk) = PT (xk)
[−F(xk)]+ PN (xk)[−F(xk)].X X
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lim
k→∞PNX(xk)
[−F(xk)]= −F(x∞) ∈ int ⋂
x∈X∗
[
TX(x) ∩ NX∗(x)
]0
.
By Lemma 3.1, there exists a positive integer k0 such that for all k  k0,
xk + PNX(xk)
[−F(xk)] ∈ int
(
X∗ +
⋂
x∈X∗
[
TX(x) ∩ NX∗(x)
]0)
⊆
⋃
x∈X∗
[
x + NX(x)
]
,
from which it is implied that
xk = PX
[
xk + PNX(xk)
[−F(xk)]] ∈ PX
[ ⋃
x∈X∗
(
x + NX(x)
)]= ⋃
x∈X∗
{x} = X∗.
The proof is completed. 
Theorems 3.1 and 3.2 are respectively extensions of Corollary 4.5 and Theorem 4.7
for convex program (4) in Burke and Ferris [3], and also improvements of Theorems 5.1
and 5.2 in Marcotte and Zhu [11], because our results do not require the assumptions
that F is pseudomonotone+ and X is compact. Theorem 3.1 also improves earlier work
of Al-Khayyal and Kyparisis [1] on finite termination of algorithms, because their result
employed the assumption of strong nondegeneracy at a solution to problem (1).
Remark 3.1. Observing Lemma 3.1 and the proof of Theorem 3.2, we found that the
weakly sharp assumption at point x∞ ∈ X∗ can be relaxed to the following condition:
x∞ − F(x∞) ∈ int
⋃
x∈X∗
[
x + NX(x)
]
.
However, this weakly sharp assumption cannot be replaced by nondegeneracy at x∞. In
fact, let us consider the 2-dimensional box-constrained variational inequalities (BVI) with
F(x) = (−1, x2) and X =
{
(x1, x2) | −1 x1  0, −2 x2  2
}
,
where F(x) is continuous and monotone on X. Let x∞ = (0,0) and note that NX(x∞) =
{(x1,0) | x1  0}. From F(x∞) = (−1,0), we know that
−F(x∞) ∈ riNX(x∞),
i.e., x∞ is a nondegenerate solution of the BVI. Take a sequence {xk} with xk = (0,1/k),
k = 1,2, . . . . Then xk → x∞ and for each k, problem (8) has the unique solution (0,−2).
But, (0,−2) is not a solution of the BVI, contradicting the conclusion of Theorem 3.1.
Again by
F(xk) = (−1,1/k) and TX(xk) =
{
(x1, x2) | x1  0
}
,
we have limk→∞ PTX(xk)[−F(xk)] = limk→∞(0,−1/k) = (0,0). But, xk is not a solution
for each k, in contradiction with the conclusion of Theorem 3.2.
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In this section, we discuss finite convergence of the proximal point algorithm for solving
problem (1) under different cases. For convenience of discussions, we assume that F is
monotone on X, although pseudomonotonicity of F can also guarantee global convergence
of the PPA (see, e.g., [4]).
The following theorem makes us understand the proximal algorithm well. It states that
in fact the algorithm terminates at the closest point in the solution set to the last nonoptimal
iterate.
Theorem 4.1. Assume that F is continuous and monotone on X and X∗ is nonempty. Let
{xk} be generated by the exact PPA for solving problem (1) and set Xk = X ∩ Hk , where
Hk = {x ∈ Rn | 〈F(xk), x − xk〉 0} for k ∈K. Then
(i) X∗ ⊆ Xk for any k ∈K;
(ii) xk = PXk [xk−1] for any k ∈K;
(iii) xk = PX∗ [xk−1] if the exact PPA terminates at xk .
Proof. (i) Let x∗ ∈ X∗. From the monotonicity of F we obtain 〈F(xk), x∗ − xk〉 0, i.e.,
x∗ ∈ Hk and hence x∗ ∈ Xk for any k ∈K. The result (i) is proved.
(ii) As xk ∈ Xk , the definition of PXk [xk−1] gives〈
PXk [xk−1] − xk−1, xk − PXk [xk−1]
〉
 0.
This implies that∥∥xk − PXk [xk−1]∥∥2  〈xk − xk−1, xk − PXk [xk−1]〉. (10)
Since PXk [xk−1] ∈ X, the definition of PX[xk−1 − αk−1F(xk)] yields that〈
xk − xk−1 + αk−1F(xk),PXk [xk−1] − xk
〉
 0,
which, together with PXk [xk−1] ∈ Hk and αk−1 > 0, lead to〈
xk − xk−1, xk − PXk [xk−1]
〉
 αk−1
〈
F(xk),PXk [xk−1] − xk
〉
 0. (11)
Combining (10) and (11) yields the result (ii).
(iii) Assume that the exact PPA terminates at xk , i.e., xk ∈ X∗. Similar to the proof of
(10) and (11), we have
0
∥∥xk − PX∗[xk−1]∥∥2  αk−1〈F(xk),PX∗[xk−1] − xk 〉 0.
This completes the proof. 
The next theorem shows that, for any given x0 ∈ Rn, the exact proximal point algorithm
has finite termination if αk is chosen such that {αk} is bounded below from zero.
Theorem 4.2. Assume that F is continuous and monotone on X, and that (5) holds on X∗.
If x0 ∈ Rn is given and infk{αk} α > 0, then there exists an integer k such that xk pro-
duced by (2) is a solution of problem (1).
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below, we have
lim
k→∞PTX(xk)
[−F(xk)]= 0.
From Theorem 3.2, we obtain the desired result. 
The third theorem of this section states that for any given x0 ∈ Rn, the exact proximal
point algorithm has one step termination if α0 is chosen to be sufficiently large.
Theorem 4.3. Assume that F is continuous and monotone on X, and that (5) holds on X∗.
If x0 ∈ Rn is given and α0 is large enough, then x1 produced by (2) must be a solution of
problem (1).
Proof. Let {βk} be an infinite sequence with βk ↑ +∞ as k → ∞. Set
x0(βk) = PX
[
x0 − βkF
(
x0(βk)
)]
, k ∈K.
Then {x0(βk)} is an infinite sequence. From Rockafellar [19], we know that for x∗ ∈ X∗,∥∥x0(βk) − x∗∥∥2  ‖x0 − x∗‖2 − ∥∥x0 − x0(βk)∥∥2, ∀k ∈K. (12)
So, {x0(βk)} is bounded and we may assume that
lim
i→∞x
0(βki ) = x∞ ∈ X. (13)
For such a subsequence, we next prove that
lim
i→∞PTX(x0(βki ))
[−F (x0(βki ))]= 0. (14)
Let ε > 0 be given. For each i, by the local projection property there is a feasible direction
vki at x0(βki ) with ‖vki‖ 1 such that∥∥PTX(x0(βki ))
[−F (x0(βki ))]∥∥ 〈−F (x0(βki )), vki 〉+ ε. (15)
The definition of x0(βki ) gives〈
x0(βki ) − x0 + βkiF
(
x0(βki )
)
, x − x0(βki )
〉
 0, ∀x ∈ X,
which implies that
βki
〈−F (x0(βki )), x − x0(βki )〉 ∥∥x0(βki ) − x0∥∥ · ∥∥x − x0(βki )∥∥.
Let x = x0(βki )+ τvki ∈ X for some τ > 0. From the above inequality, ‖vki‖ 1 and (12)
we obtain
〈−F (x0(βki )), vki 〉 ‖x
0(βki ) − x0‖
βki
 ‖x
0 − x∗‖
βki
.
Substituting this inequality into (15) and taking limit in (15), we get
lim sup
∥∥PTX(x0(βki ))
[−F (x0(βki ))]∥∥ ε.i→∞
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nuity of the local projection. By applying Theorem 3.2 to the subsequence {x0(βki )}, we
obtain x0(βki ) ∈ X∗ for all sufficiently large i. Taking α0 as such a βki , the desired result
is obtained. 
Theorems 4.2 and 4.3 are generalizations of the corresponding results obtained for
linear program by Polyak and Tretiyakov [18], and for convex program by Ferris [5].
Furthermore, Theorem 4.2 improves the result of Rockafellar [19] in which the strong non-
degeneracy is required, and differs from the finite termination result by Luque [9] because
the key assumptions used are not the same.
5. Finite convergence of IPM
In a similar way, we can study finite convergence for some variants and extensions of the
proximal point algorithm. For example, we can consider the general variational inequality
problem (GVIP) which is to find a vector x∗ ∈ Rn,g(x∗) ∈ X such that〈
F(x∗), g(x) − g(x∗)〉 0, ∀g(x) ∈ X, (16)
where g(x) is a continuous mapping from Rn into itself and onto X. Clearly, if g(x) is the
identify mapping, it reduces to problem (1). However, for a general continuous mapping
g(x), it can not deduce problem (1). This shows that the GVIP is not a trivial generalization
of the classical VIP.
The general variational inequality problem was first introduced and studied by Noor [13]
in 1988. GVIP provides a unified framework for many equilibrium problems, and so far
a lot of numerical algorithms for solving GVIP were established, see the survey paper by
Noor [15] for recent developments. In [15], based on the algorithmic idea by Alvarez and
Attouch [2] and Noor et al. [16], Noor proposed an (exact) inertial proximal method (IPM)
for solving GVIP. The method uses the following iterative scheme: For given x−1, x0 ∈ Rn
and each successive k ∈ K := {0,1,2, . . .}, if xk is not a solution of the GVIP, then let
xk+1 ∈ Rn satisfy
g(xk+1) = PX
[
g(xk) − αkF (xk+1) + γk
(
g(xk) − g(xk−1))], (17)
where αk > 0 and γk  0 are two numbers determined by some stepsize rules. Notice that if
in (17) γk is always taken as 0 for every k ∈K, then the exact IPM reduces to the exact PPA
for GVIP (see, e.g., [14,15]). Therefore, the IPM includes the classical PPA as a special
case.
In [15, Theorem 7.3], Noor proved convergence of the exact IPM for GVIP under g-
pseudomonotone assumption on the mapping F . He also showed in [15, Theorem 13.3] that
under certain conditions, the g-sequence generated by the exact IPM enters and remains
in the relative interior of the optimal face in a finite number of iterations, which is called
finite identification of the optimal face.
In this section, by using the technique developed in previous two sections, we shall
show finite termination results for the IPM which are similar to Theorems 4.2–4.3 under
the generalized weak sharpness for GVIP (see Theorems 5.2–5.3 below).
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G∗ := g(H ∗) = {g(x∗) ∈ X | x∗ ∈ H ∗}.
We extend the concept of weakly sharp solution set to the setting of GVIP.
Definition 5.1. The nonempty solution set H ∗ of problem (16) is said to be weakly g-
sharp, if
−F(x∗) ∈ int
⋂
x∈H ∗
[
TX
(
g(x)
)∩ NG∗(g(x))]0 (18)
for all x∗ ∈ H ∗. A solution xˆ ∈ H ∗ is said to be weakly g-sharp if (18) holds at xˆ.
Under the assumption of weak g-sharpness, by following the proof of Theorem 3.2 we
easily prove finite termination of an arbitrary iterative algorithm for solving the problem.
Theorem 5.1. Assume that F is continuous and g-pseudomonotone on X. If {xk} is a
sequence produced by an algorithm for solving problem (16) such that limk→∞ xk =
x∞ ∈ H ∗ and (18) holds at x∞, then xk ∈ H ∗ for all sufficiently large k if and only if
lim
k→∞PTX(g(xk))
[−F (g(xk))]= 0. (19)
In order to attain the desired results in this section, we let γk in the IPM satisfy γk ∈
[0, γ ] for all k ∈K , and
∞∑
k=0
γk
∥∥g(xk) − g(xk−1)∥∥2 < +∞, (20)
where γ is a constant in (0,1). Using Theorem 5.1 above and [15, Theorems 7.3 and 13.3],
we immediately derive an extension of Theorem 4.2.
Theorem 5.2. Assume that F is continuous and g-monotone on X, g is injective, and (18)
holds on H ∗. If γk satisfies (20) and infk{αk} α > 0, then there exists an integer k such
that xk produced by (17) is a solution of problem (16).
Following the proof of Theorem 4.3 and using some properties of the IPM, we attain an
extension of Theorem 4.3.
Theorem 5.3. Assume that F is continuous and g-monotone on X, g is injective and (18)
holds on H ∗. If γk satisfies (20) and α0 is large enough, then x1 produced by (17) must be
a solution of problem (16).
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