I have recently worked in the area of partial differential equations (PDE), specifically reaction-diffusion equations, drift-diffusion equations, and fluid dynamics. These equations model physical processes such as combustion, mixing, or turbulence, and my main interest has been in long term dynamics of their solutions as well as in the formation of singularities. I consider myself an applied analyst and use in my work techniques from PDE and other areas, including spectral theory and stochastic processes. In the past I also worked on the spectral theory of Schrödinger operators, orthogonal polynomials, and graph theory, but I will only focus on some of my recent PDE results here and single out ten of them.
Homogeneous and periodic media. One of my first contributions to this area is related to a 1964 work by Kanel' [29] , who studied the natural question of evolution of initially localized flames for homogeneous reactions f (x, u) ≡ f (u) in 1 spatial dimension x ∈ R (with θ x ≡ θ > 0 for ignition and bistable reactions and θ x ≡ θ = 0 for monostable reactions). He showed that for ignition reactions and initial data u(x, 0) = χ [−L,L] (x), the characteristic function of the interval [−L, L], the corresponding solution u converges to 0 uniformly (quenching) and to 1 locally uniformly (spreading) as t → ∞ when L is small enough and large enough, respectively. The question of intermediate L remained open until the following sharp result, which holds for all three types of reactions and provides a phase portrait for the PDE (1) with respect to a 1-parameter family of initial data.
Theorem 1 ([1]).
For any homogeneous ignition reaction f , there is L f such that the solution to (1) with u(x, 0) = χ [−L,L] (x) (x ∈ R) is quenched when L < L f and spreads when L > L f . For L = L f we have u → θ locally uniformly as t → ∞ when f is ignition or monostable, and u → V uniformly when f is bistable (with 0 < V < 1 the ground state for f , given by V + f (V ) = 0 on R and V (±∞) = 0).
This result became the starting point in the recent efforts by several authors to establish general "threshold" results of this type for reaction-diffusion equations.
It is also well-known that in the spreading case, solutions converge to traveling fronts as t → ∞. The latter are special solutions of the form u(x, t) = U (±x − ct) (right-/left-moving for +/− in the argument), where the couple (c, U ) of (time-independent) front speed and front profile solve the ODE U + cU + f (U ) = 0 with U (−∞) = 1 and U (∞) = 0. It is not hard to show that a unique (up to translations of U ) such couple (c * (f ), U f ) exists for ignition and bistable reactions, while for monostable reactions, solutions to the ODE exist precisely when c ≥ c * (f ), with c * (f ) some minimal front speed. Since the solutions of the PDE with (large enough) compactly supported initial data converge to the unique front or the minimal speed front (in an appropriate sense), one is particularly interested in knowing or estimating c * (f ). When a reaction occurs in a liquid or gaseous medium, the reacting substance may also be subjected to an advecting flow. Such processes can be modeled by the PDE
with the vector field q being the profile of the flow and A ≥ 0 its amplitude. One is then interested in how this flow affects the above phenomena of quenching and spreading of reactions. This is a difficult question in general, but in some of my papers I addressed it for strong incompressible periodic flows, with A 1 and a periodic mean-zero q satisfying ∇ · q = 0. (In these the main interest was in the flow, so the reaction was assumed to be homogeneous: f (x, u) ≡ f (u).) Note that strong flows can have the ability to enhance both quenching (the "try to light a fire in the wind" effect) as well as the speed of spreading of solutions (the "wind spreading a fire" effect), so a careful analysis is needed in studying them.
On the quenching side, for instance, Kiselev and I characterized all shear flows q(x 1 , x 2 ) = (q 1 (x 2 ), 0) in two dimensions which quench arbitrarily large compactly supported initial data for a given ignition reaction f , provided their amplitude A is large enough [2] . On the spreading side I studied speed-up of fronts by periodic flows. The analog of traveling fronts in this setting are pulsating fronts -solutions periodic in a frame which moves at a constant speed c in some unit direction e, and for each t satisfying u(x, t) → 0 and 1 as x · e → ∞ and −∞, respectively. It was showed by Berestycki-Hamel [23] and Xin [37] that, as in homogeneous media, there is again a unique/minimal speed c * e (Aq, f ) for each direction e, which is the relevant one for spreading of general solutions to (2) .
A particularly interesting question is which flow profiles can provide arbitrarily large speedup of fronts in a given direction e as their amplitude A diverges to ∞. I answered this question in two dimensions, first with Ryzhik for KPP reactions (which are a special case of monostable, satisfying f (x, u) ≤ ∂f ∂u (x, 0)u for u ∈ [0, 1] and named after Kolmogorov-Petrovskii-Piskunov), and then also for general monostable and ignition ones. The key was the proof that c * e (Aq, f ) is comparable to the square root of the effective diffusivity in direction e for the flow Aq. The latter describes the long term diffusive rate of the solutions of the related linear PDE
and is given by D e (Aq) := 1 +´Q |∇w| 2 dx, where w solves −∆w + Aq · (∇w − e) = 0 on a cell of periodicity Q of q. The effective diffusivity has been well-studied in the homogenization literature and, unlike the front speed, it is relatively easily computable for a given flow using the above formula. We then have the following result, which is optimal up to constant factors.
Theorem 2 ( [3, 4] ). For each periodic ignition or monostable reaction f on R 2 , there are C 1 (f ), C 2 (f ) > 0 such that for all A, q, e with q a mean-zero incompressible periodic flow on R 2 and e ∈ R 2 a unit vector we have
With Q a cell of periodicity of q, we also have
if and only if there is no w ∈ H 1 (Q) satisfying q · (∇w − e) = 0.
In particular, the infinite speed-up property (4) is inherent to the flow profile q and independent of the reaction f . In the special case of cellular flows, it was also proved that c * e (Aq, f ) ∼ A 1/4 for each e as A → ∞, which improved the previously known bound O(A 1/4 log A) and is optimal. Moreover, the flow profiles satisfying (4) are precisely the weakly quenching ones. The latter are those for which there is some ignition reaction f such that the flow Aq will quench arbitrarily large compactly supported initial data, provided its amplitude A is large enough. (For cellular flows and small ignition reactions, quenching of initial data supported in discs of size O(A 1/4 ) was also proved, which is again optimal.) The situation in three or more dimensions is more complicated, and the above result is false in general there [4] . Nevertheless, certain speed-up results have been obtained there, such as my proof of existence of the asymptotic lim A→∞ c * e (Aq, f )/A and its evaluation for KPP reactions and general periodic flows [5] and also for ignition or monostable reactions and shear flows [6] (the latter joint with Hamel). These settled a related conjecture by Berestycki, and are also the only cases where this limit has been proved to exist.
General inhomogeneous media. Although significant progress has been achieved in the study of periodic media, until relatively recently, very little has been known about the above questions in general disordered media. One reason is that in the former case, pulsating fronts have a profile that is time-periodic in a frame moving at some speed c, which provides an ansatz that transforms the parabolic PDE into a more tractable degenerate elliptic PDE.
There is no such simplification in the case of non-periodic media, in which the analog of traveling and pulsating fronts are transition fronts. In one spatial dimension x ∈ R, the rightmoving transition fronts are entire solutions to the PDE satisfying
and lim
where
} (our assumptions on f then ensure lim t→±∞ x t = ±∞) and the limits are uniform in t ∈ R. The left-moving fronts are the same but with 1 and 0 swapped. That is, the transition from u ∼ 0 to u ∼ 1 occurs on uniformly-in-time bounded spatial intervals. (The definition of multi-dimensional transition fronts, by Berestycki-Hamel [24] , is more complicated and we skip it here. However, we note that its core ingredient is again a uniform-in-time bound on the width of the transition region between u ∼ 0 and u ∼ 1, which is also the main focus of Theorem 5 below.)
Existence and uniqueness (up to time-shifts) of transition fronts in one dimension was first proved for ignition reactions with a constant ignition temperature θ x ≡ θ, independently by Mellet-Roquejoffre-Sire [34] and by Nolen-Ryzhik [35] (the latter also proved existence of fronts for bistable reactions with a constant ignition temperature). The following result of mine deals with the general ignition and bistable cases.
Theorem 3 ([7, 8]). (i)
If f is an ignition reaction, then there exists a unique (up to timeshifts) right-moving and a unique left-moving transition front for (1) with x ∈ R. Moreover, each solution to (1) with exponentially decreasing (and sufficiently large to prevent quenching) initial data converges in
to some time-translate of the right-moving resp. left-moving transition front as t → ∞.
(ii) The claims in (i) are true when f is a bistable reaction such that sup x f (x, u) <
(iii) There are (even x-periodic) bistable reactions such that (1) has no transition fronts.
Thus, detailed behavior of very general solutions to (1) is described in (i) and (ii). Also, the solutions spread with a unique asymptotic speed as t → ±∞ when f is stationary ergodic. Part (ii) extends to mixed bistable-ignition reactions, and its existence claim even to mixed bistable-ignition-monostable reactions. Moreover, the method used to prove this result also applies to (2) in infinite cylinders in R n and with periodic incompressible q (but general f ) [7] . On the other hand, (iii) is the first example of non-existence of transition fronts in periodic media and, in view of existence of transition fronts for bistable reactions with θ x ≡ θ [35] , it demonstrates the complications caused by non-constancy of the ignition temperature.
As far as monostable reactions are concerned, transition fronts should not be unique in general. However, unlike in homogeneous and periodic media, in disordered media they may not exist at all. This is expressed in the following result for KPP reactions, which was in fact the first example of non-existence of one-dimensional transition fronts. Here sup σ(T ) is the supremum of the spectrum of an operator T .
and some g with g (0) = 1. Let a − := inf x a(x) > 0 and λ := sup σ(∂ xx + a(x)).
(i) If λ < 2a − , then there exists an infinite family of transition fronts for (1).
(ii) If λ > 2a − and lim |x|→∞ a(x) = a − , then there exists no transition front for (1).
The situation for general disordered (non-periodic) media in R n for n ≥ 2 is much more complicated. In fact, transition fronts do not need to exist even for ignition reactions in this setting, and this is far from being an exception (e.g., it happens for stationary ergodic media with short-range correlations). However, in [11] I showed for large classes of solutions u that the width of the transition region between u ∼ 0 and u ∼ 1 can still remain uniformly bounded in time for ignition reactions. This is the first result of its kind in several dimensions. It is also what one can observe on aerial pictures of forest fires, whose active phase -flames separating burned and unburned areas -frequently occurs within relatively narrow curved strips, even though their geometry may be complicated. Surprisingly, however, while this result holds in dimensions n ≤ 3, it fails for n ≥ 4 without imposing further restrictive hypotheses (such as f being close enough to a homogeneous or periodic reaction)!
Denoting Ω u,ε (t) := {x ∈ R n | u(x, t) ≥ ε} for ε ∈ (0, 1), and B r (S) := x∈S B r (x), we have:
If f is an ignition reaction and u a solution to (1) with x ∈ R n which has exponentially decreasing (and sufficiently large to prevent quenching) initial data, then for each ε > 0 there is L ε such that for all t ≥ 0,
(ii) If n ≥ 4, then (i) is false.
Since (5) shows that the Hausdorff distance of any super-level set Ω u,ε (t) to (for instance) Ω u,1/2 (t) remains bounded in time, the solutions in (i) stay uniformly close to the functions v(x, t) := χ Ω u,1/2 (t) (x) in the sense of Hausdorff distance of super-level sets. It is also important to note that unlike in one dimension n = 1, the same is not true in general for sub-level sets when n ≥ 2. This is the reason for non-existence of transition fronts, and was also a crucial observation in my search for the type of bound on the width of the transition region between u ∼ 0 and u ∼ 1 which has a chance to hold for large classes of reaction functions and solutions.
Moreover, [11] shows that if in (i) we have f 0 (u) ≤ f (x, u) ≤ f 1 (u) for some homogeneous ignition reactions f 0 ≤ f 1 , then the bound L ε will only depend on f 0 and f 1 (i.e., it is independent of the initial data and even of f ), provided we restrict (5) to sufficiently large times in order give solutions with potentially large initial widths of their transition regions time to self-organize. In addition, the local speeds of spreading of reaction remain within the interval [c * (f 0 ), c * (f 1 )] in the sense that for each δ > 0 there is T δ (also independent of u, f ) such that
for any sufficiently large t and any s ≥ T δ . Note that these results, which also extend to some monostable, bistable, and mixed reactions, were previously not known even for periodic media.
Drift-Diffusion Equations and Mixing
Mixing of passive scalars. The above questions about quenching for (1), particularly for strong ignition reactions, lead naturally to the study of short time dynamics of the solutions to (3). Specifically, one is interested in knowing when solutions to (3) quickly (before the reaction f in (1) has an effect on the evolution) become smaller than the ignition temperature.
The case of (3) with incompressible flows on compact manifolds or bounded domains (with Neumann boundary conditions) was studied in [12] . Here every solution u tends to its spatial averageū as t → ∞ but the question is which flow profiles q can achieve this relaxation to average on arbitrarily short time scales, provided their amplitude A is large enough. We therefore say that an incompressible flow q is relaxation-enhancing if for each solution with L 1 initial data and each τ > 0 we have u(·, τ ) −ū L ∞ → 0 as A → ∞. This is a measure of the mixing properties of the flow when coupled with the effects of diffusion, and we obtained the following sharp characterization of these flows on compact manifolds and bounded domains D.
Theorem 6 ([12]
). An incompressible flow q on D as above is relaxation-enhancing if and only if the operator q · ∇ has no eigenfunctions in H 1 (D) other than the constant functions.
In the dynamical systems theory, weakly mixing flows are defined to be those for which the operator q · ∇ has purely continuous spectrum. Thus, weakly mixing flows are relaxationenhancing, but the latter class is larger due to an enhancement of mixing by diffusion. Moreover, it has been shown in [12] that the relaxation-enhancing class stays unchanged when L 1 and L ∞ in its definition are replaced by any L p and L r , with p, r ∈ [1, ∞]. Applications to quenching require similar results in the whole space R n , where we obviously haveū = 0 for all L 1 initial data. In [13] I was able to obtain these on R 2 by proving a related characterization of all relaxation-enhancing periodic flows there: (periodic) H 1 eigenfunctions of q · ∇ are allowed only if they belong to eigenvalue 0, and no bounded open subset of R 2 can be left invariant by q.
If diffusion is not present in the model, or if it is sufficiently weak so that it can be neglected in the short term, all L p norms of solutions to the corresponding transport PDE
with an incompressible (possibly time-dependent) flow q remain constant in time. One therefore has to adopt a different measure of mixing instead of the decay of these norms, and the following natural choice from [14] is a generalization of a definition introduced by Bressan. If f ∈ L ∞ (D) is mean-zero on a domain D and κ, ε ∈ (0, 1], we say that f is κ-mixed to scale ε if for each y ∈ D we have
Bressan originally considered the two-dimensional case D = T 2 , with κ = and solutions to (6) of the form u(x, t) = χ Ω(t) (x) − χ T 2 \Ω(t) (x), where Ω(t) is transported by q and has measure 1 2 (soū = 0). He asked how well one can mix a given initial data by flows satisfying the constraint ∇q(·, t) L 1 ≤ 1 for each t > 0, and conjectured that if Ω(0) = [0, 1 2 ] × [0, 1] (i.e., half-torus), then the shortest time needed for mixing the corresponding initial data to scale ε grows like | log ε| as ε → 0. While this conjecture is still open, Crippa-De Lellis [26] proved that if one instead requires ∇q(·, t) L p ≤ 1 for some p > 1, then the shortest mixing time has at least this | log ε| growth. With Yao, we addressed the complementary question of upper bounds on the shortest mixing time, for any κ and any initial data u(·, 0), in the following result.
Theorem 7 ([14]).
For each p ∈ [1,
) there is C p > 0 such that the following holds. For any mean-zero initial data u(·, 0) ∈ L ∞ (T 2 ) there is an incompressible flow q on T 2 × R + satisfying sup t>0 ∇q(·, t) L p ≤ 1, which κ-mixes u to scale ε (for any κ, ε ∈ (0, 1]) in time C p | log(κε)|.
Note that due to the result of Crippa-De Lellis, this bound is optimal in ε (up to a constant factor) for p ∈ (1,
). Theorem 7 also extends to p ≥ 3+ √ 5 2 (= golden ratio + 1) but then q depends on κ and it κ-mixes u to scale ε in time
. Extensions of Theorem 7 to other boundary conditions for q (no-flow or no-slip instead of periodic) were also obtained in [14] . In addition, we showed for all p that any initial data premixed to scale ε can be "un-mixed" in time O(| log ε| 2−1/p ) by a flow satisfying sup t>0 ∇q(·, t) L p ≤ 1.
Regularity and singularity formation for drift-diffusion PDEs. The questions of regularity of solutions to the drift-diffusion PDE
with classical (s = 1) or fractional (s ∈ (0, 1)) diffusion and incompressible critical or supercritical flows q on R n ×R, were studied in [15, 16] . We obtained regularity results for critical flows and showed that even slightly super-critical flows may cause solutions to become discontinuous in finite time. However, there is one intriguing exception (see Theorem 8(iii) below).
Note that the following spaces are critical for the flow:
, 1] and p ∈ [1, n/(2s − 1)), and
) and α ∈ (0, 1 − 2s).
Theorem 8 ([15, 16]). (i) If
is an incompressible flow on R n × R, then the standard parabolic Harnack inequality holds for (7), and so does the standard Liouville theorem (i.e., bounded ancient solutions are constant).
(ii) For each s ∈ (0, 1) and super-critical p or α as above, there is a corresponding timeindependent incompressible flow q which yields discontinuous solutions from some smooth initial data. The same is true for s = 1 and time-dependent flows.
(iii) If n = 2, s = 1, and a time-independent incompressible flow q belongs to the supercritical space L 1 (R 2 ), then smooth initial data yield continuous solutions.
Counter-examples to (i) with time-independent flows only barely outside of BM O −1 (R n ) (n ≥ 2) were also provided in [15] , showing that (i) is almost optimal. The solutions in (iii) have a very weak (logarithmic) modulus of continuity, and the result does not extend to dimensions n ≥ 3. In fact, it is showed in [15] that even the elliptic version of (7) (without u t and t) may have discontinuous solutions if n ≥ 3, s = 1, and q ∈ L 1 (R n ).
Fluid Dynamics
Background. Despite intensive efforts spanning two and a half centuries, and recent considerable advances in computational methods, theoretical understanding of turbulence and of the possibility of singularity formation in fluids is still far from satisfactory. The holy grail in this effort is, of course, the question of regularity of solutions to three-dimensional Euler and Navier-Stokes equations. But the same question for several related equations, both "toy" models as well as those with their own real-world applications, also remains unanswered. Most of these models are generally termed super-critical, due to the known methods for controlling the formation of singularities being inadequate to deal with the turbulence-inducing terms appearing in them.
The motion of ideal (incompressible and inviscid) fluids is modeled by the Euler equations
with the vector u representing fluid velocity and the scalar p fluid pressure. In two dimensions, one can eliminate p by transforming them into their vorticity form
where the scalar ω := ∇ ⊥ · u is the vorticity of u and ∇ ⊥ := (−∂ x 2 , ∂ x 1 ). In order to close (8), we observe that ω determines the velocity via the Biot-Savart law u = ∇ ⊥ ∆ −1 ω. Equations like (8) , with the advecting velocity u determined from the advected scalar ω and possibly also having a diffusive term −(−∆) s ω on the right-hand side, are called active scalars. The study of critical active scalars has seen a flurry of activity since the proof of global regularity for the critical surface quasi-geostrophic equation (SQG, used in atmosphere science models)
on R 2 and T 2 , with u := −∇ ⊥ (−∆) −1/2 ω. This was obtained independently by CaffarelliVasseur [25] and by Kiselev-Nazarov-Volberg [30] .
Growth and singularity formation in two-dimensional fluids. While the gradients of solutions to the critical (viscous) SQG equation remain globally bounded, the best upper bound on the gradients of solutions to the (also globally regular) Euler equation in vorticity form on two-dimensional smooth domains grows double-exponentially in time (i.e., as Ce e Ct ). This bound was established in the 1933 works of Hölder [28] and Wolibner [36] , and recently Kiselev-Šverák [31] showed that it is optimal on a disc.
The double-exponential growth in [31] occurs on the boundary of the disc, and the possibility of such growth without the presence of a boundary (i.e., on R 2 or T 2 ) remains an open problem. Only super-linear growth has been known to exist until recently, when I proved that at least exponential growth in time for C 1,γ solutions on T 2 is possible: 17] ). For any γ ∈ (0, 1) and A < ∞, there is a C 1,γ solution ω to the Euler equations in vorticity form on T 2 such that for all T ≥ 0,
The solutions in Theorem 9 are smooth everywhere except at the origin, and everywhere smooth solutions with exponentially growing Hessians were also proved to exist. In addition, Kiselev and I showed that on domains whose boundaries have (finitely many) singular points, initially smooth solutions to the Euler equations may in fact become singular in finite time [18] .
The Euler and inviscid SQG equations in two dimensions both have the form (8) with
where α = 0 in the Euler case and α = However, jointly with Kiselev, Ryzhik, and Yao, I recently proved both local regularity and finite time singularity formation for the corresponding patch problem on the half-plane, for all small enough α > 0 [19, 20] . The patch solutions ω are linear combinations of characteristic functions of (mutually separated) open sets with sufficiently regular boundaries, which are transported by the flow u determined from ω via the Biot-Savart law (9) . They model active scalars with step-like profiles, such as flows with abrupt variations in vorticity in the Euler case. Singularity occurs if either two patches touch, or a patch touches itself, or the boundary of a patch loses the required regularity (H 3 in our case). We then have:
Theorem 10 ( [19, 20] ). For all small enough α > 0, the modified SQG patch equation on the half-plane is locally well-posed in H 3 . However, there exist H 3 initial data for which the unique local H 3 solutions become singular in finite time.
This is the first rigorous proof of finite time singularity formation in this class of fluid dynamics models. In addition, we prove global well-posedness for α = 0 (i.e., the Euler case) and C 1,γ patch solutions. These two results show that the model undergoes a phase transition at α = 0, which provides a rigorous foundation for the classification -suggested by the doubleexponential bounds from [28, 31, 36] -of the two-dimensional Euler equations as critical and of the inviscid (modified) SQG equations as super-critical.
In addition to the Euler equations, I have also studied motion of incompressible 2D fluids in porous media. In the case of two fluids with the same viscosity but with different densities, evolution of the interface separating them is modeled by solutions to the Muskat problem z t (x, t) = ρ 2π P.V.ˆR z 1 (x, t) − z 1 (y, t) |z(x, t) − z(y, t)| 2 (z x (x, t) − z x (y, t)) dy, where ρ > 0 is the difference of the densities and z(·, t) : R → R 2 is a parametrization of the (asymptotically flat or asymptotically periodic) interface at time t, with z = (z 1 , z 2 ). The fluids are in a stable regime as long as the lighter one stays above the heavier one, and they enter an unstable regime when this is violated somewhere in the medium due to an "overturning" of the interface there. In joint works [21, 22] with Córdoba and Gómez-Serrano, we show that multiple transitions between these two regimes can happen as the fluids move and their interface evolves. This includes transition of regimes from unstable to stable and back to unstable, as well as from stable to unstable and back to stable.
