Because of consuming energy to drive their motion, systems of active colloids are intrinsically out of equilibrium. In the past decade, a variety of intriguing dynamic patterns have been observed in systems of active colloids, and they offer a new platform for studying non-equilibrium physics, in which computer simulation and analytical theory have played an important role. Here we review the recent progress in understanding the dynamic assembly of active colloids by using numerical and analytical tools. We review the progress in understanding the motility induced phase separation in the past decade, followed by the discussion on the effect of shape anisotropy and hydrodynamics on the dynamic assembly of active colloids.
I. INTRODUCTION
Active matter are essentially the particles or objects, that are capable of converting ambient or stored energy into their self-propulsion, and they are intrinsically out of equilibrium. The original purpose of investigating active matter was to understand the emergent behaviour in nature, like bird flocks, bacteria colonies, tissue repair, and cell cytoskeleton [1] . Recent breakthroughs in particle synthesis have produced a spectacular variety of novel building blocks, which offers new possibilities to fabricate synthetic artificial active colloids, whose dynamics can be better controlled for investigating the emergent behaviour of non-equilibrium active matter [2] . Various active colloidal systems have been realized in experiments, such as colloids with magnetic beads acting as artificial flagella [3] , catalytic Janus particles [4] [5] [6] [7] , laser-heated metal-capped particles [8] , light-activated catalytic colloidal surfers [9] , and platinum-loaded stomatocytes [10] . In contrast to passive colloids undergoing Brownian motion due to random thermal fluctuations of the solvent, active colloids experience an additional force due to internal energy conversion. Although the long time dynamics of self-propelled particles is still Brownian, with a mean square displacement proportional to time [11] , the self-propulsion has produced a variety of strikingly new phenomena, which were never observed in corresponding systems of passive particles [12] , e.g., bacteria ratchet motors [13] , mesoscale turbulence [14] , living crystals [9] , motility induced phase separation [15] , emergent long range effective interactions [16, 17] , hyperuniform fluids [18] , etc. All these offered a new testbed for investigating non-equilibrium physics, in which theory and simulation have played an important role. Here we review the recent progress in understanding the emergent dynamic assembly of active colloids by using an- * mcyang@iphy.ac.cn † r.ni@ntu.edu.sg alytical mean field theories and computer simulations. Particularly, in Sec. II, we first briefly review the recent progress in understanding the motility induced phase separation in systems of active repulsive spheres, which is arguably the "simplest" active colloidal systems. In Sec. III, we show various dynamic patterns found in systems of anisotropic active colloids. In Sec. IV, we discuss the effect of hydrodynamics on the dynamic assembly of active colloids. Lastly, concluding remarks are given in Sec. V.
II. MOTILITY INDUCED PHASE SEPARATION FOR ACTIVE REPULSIVE SPHERES
One of the most intriguing phenomena in active matter is the existence of the motility induced (gas-liquid like) phase separation (MIPS) without any attraction between particles [15] , which was proven neccessary to induce the gas-liquid transition in equilibrium [19] . The essential physics driving MIPS is the "self-trapping" effect first proposed by Tailleur and Cates using the model of runand-tumble self-propelled particles in one dimension [20] , which was observed in simulations [21, 22] and experiments [23] of two dimensional self-propelled colloidal systems. Recently, in three dimensional systems of active hard spheres, MIPS has also been confirmed [24] . For a comprehensive review on MIPS, please refer to Ref. [15] , and in the following, we briefly review the recent progress on the theoretical understanding of MIPS.
A. Active Brownian particles
The most commonly used model for investigating MIPS is the system of active Brownian particles (ABPs), of which the physics can be also applied to some other self-propelled particle model systems, e.g., run-andtumble particles [15] . Even though ABPs are driven and energy is continuously supplied to the system, the solvent is assumed to stay at a constant temperature T acting arXiv:2004.02376v1 [cond-mat.soft] 6 Apr 2020 as a heat bath, and the equation of motion for particle i can be described via the overdamped Langevin equation:
where r i and e i are the position of particle i and its self-propulsion orientation, respectively, and F p is the strength of self-propulsion with k B the Boltzmann constant. γ t/r is the translational/rotational friction coefficient. ξ t i (t) and ξ r i (t) represent Gaussian white noises with zero mean and unit variance. U (t) = i>j U ij is the potential of the system at time t, and the interaction between ABP i and j can be modelled as the hard-core interaction with diameter σ [25] or the Week-Chandler-Anderson (WCA) potential [22] :
where r ij is the center-to-center distance between particle i and j with k B T . It was recently confirmed that the soft repulsion in the WCA potential does not influence significantly the collective behaviour of ABPs [26] . In Ref. [22] , a dimensionless Péclet number is defined as Pe = F p σ/k B T to characterize the effect of selfpropulsion. It was found that in a 2D system of ABPs, with increasing Pe above certain threshold, the system phase separates into a dense (dynamic clusters) and a dilute phase (Fig. 1a) , and the probability distribution of local density becomes bimodal (Fig. 1b) . It was confirmed that the dynamic clusters merge into one single cluster in long enough simulations implying a first-order like phase separation [22] . As the interaction between ABPs is purely repulsive, the phase separation is solely induced by the motility of ABPs, i.e., motility induced phase separation. It has been confirmed that the thermal noise ξ t i (t) on the translational degree of freedom does not qualitatively influence MIPS, and to investigate MIPS, ξ t i (t) can be neglected [21] . To understand the intriguing phase separation in ABPs, Ref. [22] offers a kinetic theory to describe the steady state coexistence of dilute and dense phases, in which the dense phase is assumed to be close-packed. The orientations of particles in the dense phase evolve diffusively, while their positions are stationary. The dilute phase is treated as a homogeneous isotropic gas of density ρ g , and if an ABP in the dilute phase collides with the dense phase, it gets absorbed immediately. Then one can write down the absorption rate of the particle with orientation θ with respect to the normal of dense phase surface as k in (θ) = 1 2π ρ g F p γ −1 t cos(θ), which leads to the total incoming flux per unit length: k in = ρgFp πγt . On the other hand, the evaporation rate of ABPs k out from the dense phase is proportional to the rotational diffusion coefficient of ABPs D r , and it can be written as k out = κDr σ with a fitting parameter κ. In a steady-state coexistence, k in = k out , which leads to the prediction of fraction of particles in the dense phase:
where φ = N πσ 2 /(4V ) is the packing fraction of the coexisting system with N and V the number of ABPs and the volume of the system, respectively. The comparison of the theoretical prediction (Eq. 4) with the results measured in Brownian dynamics simulations are shown in Fig. 2 , in which a quantitative agreement can be found.
plane, similar to experimental systems of self-propelled colloids sedimented at an interface [23] . Each particle is self-propelled with a constant force, and interactions between particles result from isotropic excluded-volume repulsion only. We include no mechanism for explicit alignment or transmission of torques between particles. The state of the system is represented by the positions and self-propulsion directions fr i ; i g N i¼1 of all particles. Their evolution is governed by the coupled overdamped Langevin equations,
Here, F ex is an excluded-volume repulsive force given by the WCA potential V ex ¼ 4½ð r Þ 12 À ð r Þ 6 þ if r < 2 ð1=6Þ , and zero otherwise [28] , with the nominal particle diameter. We use ¼ k B T, but our results should be insensitive to the exact strength and form of the potential. F p is the magnitude of the self-propulsion force which, in the absence of interactions, will move a particle with speed v p ¼ DF p , i ¼ ðcos i ; sin i Þ, and ¼ 1 k B T . D and D r are translational and rotational diffusion constants, which in the low-Reynolds-number regime are related by
The are Gaussian white noise variables with h i ðtÞi ¼ 0 and h i ðtÞ j ðt 0 Þi ¼ ij ðt À t 0 Þ.
We nondimensionalized the equations of motion using and k B T as basic units of length and energy, and ¼ 2 D as the unit of time. Simulations employed the stochastic Runge-Kutta method [29] with maximum time step 2 Â 10 À5 . Simulations mapping the phase diagram were run with 15 000 particles until time 100, while larger systems (up to 512 000 particles) were used to explore kinetics and material properties. The simulation box was square with periodic boundaries, with its size chosen to achieve the desired density. The system is parametrized by two dimensionless values, the packing fraction and the Péclet number, which in our units is identical to the nondimensionalized velocity (Pe ¼ v p
). In this work, we varied from near zero to the hard-sphere close-packing value cp ¼ 2 ffiffi 3 p , and Pe from zero to 150. Phase separation.-We first show that our results are consistent with prior simulations [22] and confirm that this system, despite the absence of aligning interactions, shows the signature behaviors of an active fluid. In particular, the active spheres undergo nonequilibrium clustering ( Fig. 1 ) similar to other model active systems [3, 20, 21, 30] . of mutually attracting particles undergoing phase separation, with Pe (playing the role of an attraction strength) as the control parameter. This surprising result contradicts the expectation that increased activity will destabilize aggregates and suppress phase separation (as seen in Ref. [31] ) and indicates that the effects of activity cannot be described by an ''effective temperature'' in this system.
Additionally, we identify a critical point at the apex of the bimodal (near Pe ¼ 50, ¼ 0:7). In the vicinity of this point, the system exhibits equilibriumlike critical phenomena which will be detailed in a future publication.
The phase-separated steady state.-To characterize the steady state, we measured the fraction of particles in the dense phase at time 100 ( Fig. 3 ). In contrast with recent work [22] which placed the phase transition boundary at a constant density, we observe that this cluster fraction is a nontrivial function of the system parameters f c ðPe; Þ. To understand this relationship we developed a minimal model in which this function can be found analytically. Let us assume the steady state contains a macroscopic cluster which we take to be close packed. Particles in the cluster are stationary in space but their i continue to evolve diffusively. We treat the gas as homogeneous and isotropic, and assume that a particle colliding with the cluster surface is immediately absorbed.
Within this model, we can write the rate of absorption of particles of orientation from the gas phase as k in ðÞ ¼ We examine a minimal model for an active colloidal fluid in the form of self-propelled Brownian spheres that interact purely through excluded volume with no aligning interaction. Using simulations and analytic modeling, we quantify the phase diagram and separation kinetics. We show that this nonequilibrium active system undergoes an analog of an equilibrium continuous phase transition, with a binodal curve beneath which the system separates into dense and dilute phases whose concentrations depend only on activity. The dense phase is a unique material that we call an active solid, which exhibits the structural signatures of a crystalline solid near the crystal-hexatic transition point, and anomalous dynamics including superdiffusive motion on intermediate time scales. DOI Active fluids composed of self-propelled units occur in nature on many scales ranging from cytoskeletal filaments and bacterial suspensions to macroscopic entities such as insects, fish, and birds [1] . These systems exhibit strange and exciting phenomena such as dynamical self-regulation [2] , clustering [3] , anomalous density fluctuations [4] , unusual rheological behavior [5] [6] [7] , and activity-dependent phase boundary changes [8] . Motivated by these findings, recent experiments have focused on realizing active fluids in nonliving systems, using chemically propelled particles undergoing self-diffusophoresis [9] [10] [11] , Janus particles undergoing thermophoresis [12, 13] , as well as vibrated monolayers of granular particles [14] [15] [16] .
In this Letter we explore a minimal active fluid model: a system of self-propelled smooth spheres interacting by excluded volume alone and confined to two dimensions. Unlike self-propelled rods [17] [18] [19] [20] [21] , these particles cannot interchange angular momentum and thus lack a mutual alignment mechanism. Recent simulation and experimental studies have shown that this system exhibits giant number fluctuations [22] and athermal phase separation [22, 23] that are characteristic of active fluids [4, 24, 25] . Here we employ extensive Brownian dynamics simulations to characterize the phase diagram of this system and we develop an analytic model that captures its essential features. We show that this nonequilibrium system undergoes a continuous phase transition, analogous to that of equilibrium systems with attractive interactions, and that the phase separation kinetics demonstrate equilibriumlike coarsening. These structural and dynamic signatures of phase separation and coexistence enable an unequivocal definition of phases in this nonequilibrium, active system. Finally, we find that the dense phase is a dynamic new form of material that we call an ''active solid.'' This material exhibits structural properties consistent with a 2D colloidal crystal near the crystal-hexatic transition point [26, 27] , but is characterized by such anomalous features as superdiffusive transport at intermediate time scales and a heterogeneous and dynamic stress distribution (see Fig. 1 ).
Model and simulation method.-Our system consists of smooth spheres immersed in a solvent and confined to a [34] ). Top right: the static structure factor SðkÞ ¼ 1 N h P ij e ikÁr ij i, restricted to the interiors of large clusters. These signatures resemble those of a high temperature colloidal crystal near the crystalhexatic phase transition. Bottom left: a heat map of the pressure in the active solid material. It is heterogeneous and highly dynamic, indicating that external stresses would produce a complex response. Bottom right: log-log plot of the mean square displacement of a tagged particle in the active solid. At intermediate time scales, it exhibits anomalous superdiffusive transport. 0031-9007=13=110(5)=055701 (5) 055701-1 Ó 2013 American Physical Society and joins the gas. This rate can be calculated by solving the diffusion equation in angular space with absorbing boundaries (for clusters large enough to treat the interface as flat, at AE 2 ) and initial condition given by the distribution of incident particles: @ t Pð; tÞ ¼ D r @ 2 Pð; tÞ, with PðAE 2 ; tÞ ¼ 0, and Pð; 0Þ ¼ 1 2 cos. Further, the departure of a surface particle creates a hole through which subsurface particles (whose i may point outwards) can escape. With we denote the average total number of particles lost per escape event, which we treat as a fitting Left: contour map of cluster fraction fc(Pe, φ) measured from simulations. The dashed curve marks the approximate location of the binodal. Right: cluster fraction as predicted by the kinetic theory (Eq. 4) [22] . Reproduced with permission. [22] Copyright 2013, American Physical Society.
B. Equilibrium-like mean field theory
Besides the kinetic theory, one of the major interests for MIPS in the past years has been developing an equilibrium-like mean field theory to explain MIPS. In equilibrium, the characterization of phase separation includes the boundary of binodal and spinodal, and the kinetic of coarsening and nucleation. The free energy of an equilibrium homogeneous state can be written as a function of density F (ρ) = f (ρ)dr with f (ρ) the free energy density, and the phase separation requires F (ρ) to have a concave shape. As the coexisting phases have the same pressure and chemical potential, the binodal boundary is determined by the common tangent construction on f (ρ) with respect to ρ. The spinodal is obtained by the perturbation instability ∂ 2 f /∂ρ 2 < 0. From the kinetic perspective, the Cahn-Hillard theory predicts a power law growth of the domain size L(t) ∼ t α , and if the order parameter c q indicating the domain follows the diffusive transport of chemical potential µ, i.e., ∂c q /∂t = D q ∇ 2 µ with D q the diffusion coefficient, α = 1/3 is obtained [27] . Using the concepts in equilibrium phase separations, various methods have been developed to construct an effective free energy for ABP systems, with a special focus on the MIPS in repulsive ABPs.
1.
Local density dependent effective bulk free energy
In Ref. [15] , by coarsening the zeroth harmonic of dynamic ψ(r, u, t) for individual particles, which is the probability of finding a particle at position r moving in the direction u at time t, the many body Langevin equation ρ(r, t) in the drift-diffusion form can be written as:
where the functionals v[ρ] and D t,r [ρ] of the individual particle define the many-body drift velocity V[ρ] and diffusivity D[ρ] for the interacting particle system. Here d is the dimensionality of the system, and D t is the translational diffusional constant induced by the thermal noise in the dilute limit, i.e., ξ t i (t). Λ is a vector-valued unit white noise. For this drift-diffusion system, an effective free energy functional can be introduced for the steady state as:
where F ex [ρ] is the effective excess free energy satisfying
With a local density-dependent velocity assumption, i.e., v[ρ] = v(ρ), the local free energy density can be written as
For systems of ABPs, it has been found that the local velocity almost linearly decreases with increasing density, i.e., v(ρ) = v 0 (1 − ρ/ρ * ) with v 0 the velocity of a single isolated active particle, and ρ * the nearly close-packed density of the system (Ref. [21, 22, 28, 29] ), and the predicted phase boundary is shown in Fig. 3 . [15] . Reproduced with permission. [15] Copyright 2015, Annual Reviews.
Beyond the effective bulk free energy
Ref. [30] studied the evolution of an initial perturbation for propulsion speeds v 0 = v c (1+ε) in the vicinity of the linear stability limit v c . By expanding density fluctuation as δρ = εc + ε 2 c (2) + ..., the lowest order evolutioṅ c and an effective free energy F [c] can be obtained as
where σ 1 , g and κ 1 are the coefficients depending on density with the assumption of effective velocity v(ρ) = v 0 − ζρ where ζ is a constant. As f (c) is concave, a perturbation of propulsion velocity v 0 around the instability boundary induces a phase separation into densities ρ + εc − and ρ + εc + as shown in Fig. 4a . Perturbation analysis leads to the Clausius-Clapeyron equation
Approximating c − by the inflection point df 2 (c)/dc 2 | c− = 0, one can obtain a spinodal boundary in the good agreement with simulation results as shown in Fig. 4b .
Besides the spinodals being well predicted from the bulk free energy density f (c), the bifurcation analysis obtains the correct phase transition type, i.e., a continuous transition at high density and a discontinuous transition at low density, which are usually described as spinodal decomposition and nucleation and growth scenarios, respectively. This can be seen in Eq. 9, where the amplitude a(q) of fluctuation c(r) = a exp[iq · r] + c.c. shows two types of bifurcations at the boundary of linear stable wave mode q 0 as shown in Fig. 5 , and the supercritical bifurcation leads to a continuous transition, while the subcritical bifurcation results in a discontinuous transition. Figure 5 . (a) Growth rate as a function of the wave vector q for the linearly unstable and linearly stable regimes; (b) Bifurcation diagram for the supercritical and (c) the subcritical case, where λ is defined by q 2 = q 2 0 − λε 2 , and q0 is the instability boundary wavemode in dispersion relation [30] . Reproduced with permission. [30] Copyright 2014, American Physical Society.
Nonintegrable gradient term
In Eq. 8, by neglecting the contribution of D t , as generally it is tiny compared with the propulsion term, the chemical potential can written as
In Ref. [28] , beyond the local v(ρ) assumption made in Sec. II B 1, a gradient term is introduced to the velocity functional v(ρ), whereρ(r) = ρ + γ 2 ∇ 2 ρ, so that it samples ρ on a non-local length scale γ(ρ) = γ 0 τ r v(ρ) depending on the orientational relaxation time τ r with the coefficient γ 0 . Substituting v(ρ) into Eq. 11, one can obtain a modified chemical potential
However, such modification of the chemical potential breaks the detailed balance (DB), as it can not be integrated into any effective free energy functional. Meanwhile, using similar ideas, one can introduce the density dependent surface tension parameter κ(ρ) directly into the free energy density and obtain the corresponding chemical potential recovering DB
Then the corresponding continuum model can be written as
where φ(r) ∼ ρ(r) is the local packing fraction and v(φ) = v 0 (1 − φ) [28] . Here N 0 is the number of ABPs in the cell of side D t /v 0 . The comparison between computer simulations of ABPs and the numerical solution of the continuum models (Eq. 14) with (Eq. 13) and without DB (Eq. 12) is shown in Fig. 6 , including both the obtained binodal ( Fig. 6a ) and the coarsening dynamics ( Fig. 6b ). Here the coarsening length scale is defined as L(t) = 2π S(k,t)dk kS(k,t)dk , where S(k, t) is the structure factor of the system at time t. Interestingly, even though the DB violation enters this model via the gradient term in the effective free energy, which is generally related with the interface formation, it has little influence on the coarsening dynamics, while indeed changes the coexisting binodal. 
where the fitted exponents are α = 0.27(9) (ABPs), α = 0.28 (7) (continuum model without DB), α = 0.27(9) (continuum model with DB) [28] . Reproduced with permission. [28] Copyright 2013, American Physical Society.
C. Binodal of MIPS
In the previous section, we reviewed the progress in mapping the dynamics of ABPs to equilibrium systems viaρ ∼ ∇·(∇ δF δρ ) [15] , which has obtained a good estimation of the spinodal, phase transition types, and coarsening dynamics [28, 30] for MIPS. However, as shown in Fig. 6a , the predicted binodal is still significantly different from the measurements in computer simulations [28] , and the thermodynamic pressure p = ∂F/∂V was found unequal across the interface between coexisting phases [31] . These violation suggests that the steady state of ABPs does not correspond to the extrema of thermodynamic free energy F [ρ]. This is not surprising as part of the free energy budget is dissipated, and the detailed balance is broken.
In Ref. [32, 33] , by defining a one-to-one mapping R(ρ), generalized thermodynamic principles are devel-
is the generalized free energy with Φ(R) and Φ 1 [R] free energy densities. Then the violations mentioned above are reasonable as the steady state is at the extrema of G instead of F . Like in equilibrium, two intensive quantities are found equal in coexisting phases of MIPS, namely the generalized chemical potential g 0 (R) = dΦ dR and the generalized pressure h 0 (R) = R dΦ dR − Φ, so that the common tangent of g 0 (R) and the equal-area Maxwell construction of h 0 (1/R) can be employed to determine the binodal of MIPS.
To apply this generalized thermodynamics into ABPs, the hydrodynamic description of conserved density ∂ t ρ(r, t) = −∇ · J is obtained by integrating the probability density distribution function of particle ψ(r, θ, t) at position r with orientation θ, and
with m(r) = dθ uψ the polarization field, which is the first harmonic of ψ with u = (cos θ, sin θ), and I (0) (r) = − dr u t ∇V (|r − r |) ρ(r)ρ (r ) the pairwise interaction density, where u t = 1/γ t is the mobility, and V (·) is the pair potential between ABPs.ṁ depends on the second harmonic Q = dθ(u : u − I/2)ψ (nematic order field), andQ depends on the higher order harmonic Θ[ψ]. To close Eq. 15, one can make the quasi-stationary assumptionṁ =Q =Θ = 0, since they are fast modes compared with ρ(r, t) [33, 34] . For the expression of flux in Eq. 15, instead of constructing a J ∼ ∇ δG δR and predicting the binodal using the first principle approach, in Ref. [35] a stress tensor σ is found so that J ∼ ∇ · σ, and the generalized pressure is defined as the diagonal term
Here P A and P D are "active" and "direct" passive-like part pressures, respectively, which have explicit mechanical definitions [36] discussed in detail in Sec. II D.
The flux-free steady state sets the first restriction to coexisting homogeneous phases
whereh is the coexisting pressure. The generalized pressure h is splitted into a local term and an interfacial con- 
where ν = 1/ρ. The integration in Eq. 18 goes through the interface separating the coexisting gas and liquidlike phases along the x axis of the simulation box. Then for a given ∆A, coexisting phases were determined on the EOS h 0 (ν) as schematic in Fig. 7a , and the phase diagram obtained fit well with simulation result Fig. 7b . 
D. Pressure
The generalized pressure defined in Eq. 16 coincides with the mechanical pressure in the isotropic homogeneous state of ABPs [36] .
The "active" contribution to pressure is
which is also called "swim" pressure proposed by Brady and coworkers [37, 38] , and (20) describes the pairwise interaction density projected on the self-propulsion direction. Therefore, the physical interpretation of P A is the transport of propulsion forces [36] . Assuming short-range repulsions between ABPs, P A can be estimated as [21, 22, 28] . When neglecting the contribution of D t , Solon et al. defined a Péclet number as Pe = 3v 0 /D r σ [33] , and it was found that at small Pe regime, i.e., < Pe c , the system remains in a homogeneous state. Here Pe c is the critical Péclet number, above which MIPS occurs. For fixed v 0 , by changing D r , P A 0 ∝ Pe, which was numerically confirmed in Fig. 8a , where the subscription 0 means in a homogeneous state.
The "direct" contribution to the pressure
with
representing the density of pairwise forces acting across a plane [36] , and it is passive-like and independent with Pe in a homogeneous phase ( Fig. 8a ). As h 0 (ρ) = P A 0 + P D 0 , the EOS of phase separated state at high Pe can be constructed following the scale rule
where Pe 0 < Pe c (Fig. 8b ). The modified Maxwell construction in Eq. 18 results from the fact that the integration of nonlocal contribu-
utDr ∂ x m x at interface does not vanish, where the subscription 1 indicates the interfacial contribution, and the contribution of each term can be numerically measured for a flat interface in a slab simulation box (Fig. 9a ). The nonlocal contribution of "active" pressure P A 1 is negative, while the "direct" pressure P D 1 is positive, which is due to the more intensive collision events occuring at the interface. Overall, this leads to a negative interfacial tension ( Fig. 9b) , which is also observed in Ref. [39] .
Moreover, apart from the derivation of a generalized EOS h 0 (R) from the generalized free energy G as discussed in Sec. II C, the existence of an EOS in systems of torque-free ABPs was also confirmed via mechanical approaches [40, 41] . It was found that for torque-free ABP systems, there is an effective conservation of momentum in the steady state, which leads to a mechanical pressure depending solely on bulk quantities [40] . A local stress expression for ABPs using the virial theorem derived in Ref. [41] also underlines the existence of an EOS, and opens up the possibility to calculate stresses even in inhomogeneous systems. 
III. ANISOTROPIC ACTIVE COLLOIDS
Different from the system of active spherical particles, in which MIPS was one of the major research focuses in the past, in systems of anisotropic self-propelled particles, the coupling between the intrinsic shape anisotropy and the self-propulsion results in effective alignments, which have produced more emergent dynamic phases like swarming, turbulent, lane and oscillation states. In Sec. III A, we summarize recent simulations on selfpropelled rods (SPRs) interacting with steric repulsion in two-dimensions, and we also discuss systems of active particles with more complex shape in Sec. III B, where the chirality plays an important role in assembly. Further, in Sec. III C, we compare with point polar particle systems with explicit alignment interactions, which are more convenient for theoretical analysis, and various modified models are designed to bridge them with the SPR systems. Finally, in Sec. III D, we summarize useful properties of density fields, orientational fields and swirling flows to characterize various phases and phase transitions.
A. SPR model and phase diagrams Self-propelled rigid chains of repulsive disks are one of the most commonly used models for investigating the dynamic assembly of SPRs in two-dimensions. As shown in Fig. 10a , x i and θ i are the position of the center of mass and the orientation of the long axis of the rod, respectively. The equation of motion for the SPR i iṡ
where µ is the mobility tensor defined as
, with ζ ,⊥,θ the friction coefficients and V(θ i ) = (cos θ i , sin θ i ). Here the interaction between two SPRs is simplified as the summation of the pair interactions between all disks, and U ij = α,β u α,β i,j , where u α,β i,j is the potential between disk α of the ith rod and disk β of the jth rod. Λ and ξ are the vectorial and scalar Gaussian white noises, respectively. The excluded volume interaction between discs induces a torque, which leads to an effective nematic alignment between SPRs as shown in Fig. 10 .
Control parameters: aspect ratio a and packing fraction φ
Using the effective packing fraction φ = N [σ(l − σ) + πσ 2 /4]/V and the length-to-width ratio a = l/σ as control parameters, a phase diagram for SPRs is obtained as shown in Fig. 10 [42, 43] , which features the following phases. Here l and σ are the length of rods and diameter of discs, respectively.
Active jamming: For small aspect ratio a, increasing φ results in a sharp drop of the mobility of SPRs, which marks the onset of jamming transition. The boundary highly depends on the shape anisotropy of SPRs.
Turbulent: For intermediate a, the significant increase of enstrophy density defined as Ω = 1 2 |w(r, t)| 2 marks the transition to a turbulent phase, where particles collectively swirl. The scalar vorticity field is defined as w(r, t) = [∇ × v(r, t)] ·ê z , where v(r, t) is the velocity field, andê z is the unit vector perpendicular to the 2D plane. We note that with increasing φ, the system experiences a crossover from the state of inhomogeneous density distribution with giant number fluctuation (GNF) to a homogeneous turbulent state.
Swarming: In systems of slender SPRs, at low to moderate density, particles tend to form large compact flocks with coherent motion indicated by the relatively long velocity correlation length.
Laning: For extremely large a at high density, the divergence of the correlation length with increasing φ marks the transition to the laning phase, where flocks start to span the entire system and self-organize into lanes moving in opposite directions. The results above provide a schematic phase diagram of SPRs, while in another similar disc-chains model, an "aggregate" phase was found [44] , of which the phase diagram is shown in Fig. 11 . The "clusters" phase in Fig. 11 is similar to the "swarming" phase in Fig. 10 , while slightly increasing density makes those flocks with local polar order aggregate into a giant cluster, of which the size increases linearly with the system size and the global orientation order vanishes. For larger aspect ratio, there is a broad "unstable" regime of density, where the system oscillates between clusters and giant aggregates states. Comparing the difference between the two models, even though the former employs the Yukawa potential, which is steeper than the harmonic potential used in the latter model, they both achieve an effective velocity alignment in pairwise rod collision events. The difference is that the SPR model in Fig. 10 neglects both the translational and rotational thermal noises so that it is deterministic but the disc-chain model in Fig. 11 considers the rotational thermal noise. Besides, the SPR model employs a mobility tensor depending on aspect ratio, while ζ ,⊥,θ is fixed in the disc-chain model, and in the investigated regime of aspect ratio, the mobility of SPRs in the former model ( Fig. 10) is much smaller than that in the latter (Fig. 11) . The most significant difference may be that the the self-propulsion velocity along long-axis in the SPR model investigated in Fig. 10 is much larger than the disc-chain in Fig. 11 . All these break the large swarming clusters in the SPR model into smaller polar clusters in the disc-chain model, so that the giant clusters formed in a "traffic jammed" scenario is possible in the disc-chain model. [44] . Reproduced with permission. [44] Copyright 2015, American Physical Society.
Control parameters: packing fraction φ and Pe
Different from the studies above focusing on the control parameters aspect ratio a and packing fraction φ, in Ref. [45] , the aspect ratio is fixed at a = 40 and the phase behaviour of the system in the parameter space of φ, Pe was investigated in Fig. 12 . At the passive limit Pe = 0, with the increasing φ, the system transforms from an isotropic fluid to a nematic and finally to a crystalline phase. With increasing the self-propulsion, a flock phase appears, which is characterized by the collective motion of dense aligned clusters, indicated by the peaks in the pair distribution function and the emergence of the polar orientational correlation that persists over the length scale of typical cluster-size. Here the flock phase is essentially the same as the swarming phase defined in Ref. [43] . The transition from a nematic phase to a flock phase has a strong hysteresis.
The normalized structure factor time correlation functions for nematic-laning and flocking phases are shown in Fig. 12b , and one can see that the nematic-laning phase exhibits an exponential decay, while the flocking state shows a power-law decay, which indicates slow structural relaxation at the length scale of typical cluster-size in the flocking state. Besides, the long-lived non-zero plateau in the correlation function of the internal stress tensor suggests a slow mechanical relaxation. These imply that the transition from nematic-laning to flocking is glassy.
In experimental systems like actin filaments propelled by molecular motors, active units are penetrable, which significantly affects the phase behavior, as the motility is not restricted in two-dimensions. In Ref. [46] , a separation-shifted Lennard-Jones potential is employed so that the SPRs have certain probability to penetrate each other. At the fixed aspect ratio a = 18, for intermediate φ, with increasing Pe, the system first forms a flocking phase similar to Fig. 12 , while further increasing Pe breaks up the polar clusters and the system becomes homogeneous, indicated by the density probability distribution changing from unimodal to bimodal finally again to a broader unimodal distribution.
B. Chirality and oscillation state
Beyond the SPR model, if the shape of active particles is asymmetric, e.g. L-shaped, the eccentric selfpropulsion induces an extra torque, which makes the active particle swim in a chiral circular fashion [47, 48] . In Fig. 13a , the L-shaped model is sketched, where α is the ratio between the length of long and short arms, and β is the angle between the two arms. With an active force and torque, an isolated particle swims in a circular trajectory with the period T 0 increasing with α and β, so does the chirality. In Ref. [49] , an oscillation state was found with increasing the chirality, which is characterized by the periodic change of local density.
C. Explicit alignment model
One of the major differences between SPRs and selfpropelled spheres is that the steric effect leads to the effective alignment of propulsion direction via collision events between SPRs. Therefore, models of point like particles with explicit alignment interactions were applied to investigate the alignment effect, which are known as Viscek-like models. Besides the steric hindrance, the aligning interactions may have other origins, like hydrodynamic interaction in systems of bacteria and actin filaments, and more complex for bird flocks or fish schools. In this section, we summarize the phase behaviour of these explicit alignment models.
One basic active particle model with alignment interaction is the Viscek model (VM) first introduced to study the collective motion of self-propelled particles, in which particles are modeled as points without steric interaction [50] . Based on the symmetry of alignment and selfpropulsion, the self-propelled point models can be categorized into four kinds: polar point (PP/VM), polar rod (PR), apolar rod (AR, also called active nematics), Viscek-shake (VS). General equations of motion for them are where r t j and θ t j are the position and orientation of particle j at time t, and e t θj is the unit vector pointing to the direction of θ t j . Here t = t is backward difference and t = t + 1 is forward difference, and for VM there is no significant differences between the two methods [52] . ξ j (t) is a Gaussian white noise with zero mean and unit variance, and η is the strength of noise. PP and PR are polar driven, and v ± = v 0 is a constant propulsion veloc-ity, while AR and VS are apolar driven, and v ± = ±v 0 is chosen with equal probability; the function F j (θ, r) indicates polar (PP, VS) and nematic (PR, AR) alignment interaction:
where S j contains all the neighbours of particle j. As a result of the balance between alignment and noise, decreasing η leads to a disorder-order transition in all these four models indicated by the increase of mean velocity. Because of different symmetries, these models exhibit various ordered states and phase transitions, which have been widely employed to study the collective motion of bird flocks, fish schools, bacteria, vibrated granular rods, microtubule-molecular motor suspensions, etc. Table. I shows the states observed in the four different models. For the PP model, decreasing the noise strength η induces a phase transition from disordered homogeneous state to an ordered traveling bands state. Further decreasing η leads to a long-range (LR, or global) polar ordered homogeneous phase with GNF, and the finite-size analysis suggests the disorder-order transition is discontinuous [50] [51] [52] . Instead of focusing on the disorder-order transition of the global orientational order, Ref. [53] suggested that it is better to understand this transition as a gas-liquid transition, while the band solution is in a coexistence region, supported by the band fraction being proportional to excess density, which is consistent with the lever rule. For the PR model, decreasing η leads the disordered homogeneous state first to an unstable band state without global orientational order, further to a band state with long range nematic order, and finally to a homogeneous nematic ordered state with GNF [54] . Similarly, for the AR model, decreasing η induces a chaotic disordered state, finally to a homogeneous quasi-long-range (QLR) nematic order state with GNF [56, 57] . For the VS model [55] , the instability of homogeneous disordered phase is absent, decreasing η directly leads to a homogeneous ordered phase, which exhibits a QLR polar order.
Even through these Viscek-like models consider basic symmetry factors and facilitate theoretical works, there are still significant difference between the Viscek-like models and the realistic active particle models, which exhibit more complex phase behaviours as in Sec. III A. To bridge between these two different types of models, point particles with density dependent motility [58] and lattice models, where each node can be occupied by at most one particle [59] , were introduced to mimic the steric hindrance. In the models above, a number of new patterns were found, and they partially recover the phases observed in steric models, which are absent in point models, e.g., the polar ordered [58] and glider states [59] resembling the swarming phase [43] , and the aster [58] and traffic jam states [59] resembling the aggregate state [44] to some extent. Most significantly, in the Viscek model, the particles move perpendicular to the band, but in Ref. [58, 59] , the band state recovers the parallel orientation as in volume excluded models. Especially in Ref. [58] , the similarity of phase boundary between the homogeneous ordered phase and the disordered cluster phase obtained by simulation and linear instability analysis in continuum theories suggests that the cluster instability is determined by the effective "pressure term"
. This is similar to the MIPS scenario and mostly steric effect [21, 22, 58, 60] . In contrast, in the point model, adding a repulsive interaction by introducing an anti-alignment rotation to nearby particles inside a repulsion zone instead of the explicit excluded volume effect only leads to the conventional order-disorder transition [61] . A simple explanation for the differences observed in explicit alignment and steric models is that, in the latter, the traffic jam can trap particles and lead to denser disordered aggregates, while in the former, only the ordered region can sweep more and more particles leading to denser groups. D. Order parameter and phase characterization
Density field
Different from the MIPS observed in spherical ABP systems, the density field in SPR systems exhibits a signature of GNF, which was first predicted by continuum theories [62] . The number fluctuation of particles in a finite box of length l is defined as σ 2 l = N 2 l − N l 2 . According to the central limit theorem, σ 2 l ∼ N l α with the exponent α = 1 for randomly distributed particles. In contrast, α > 1 is called GNF indicating the existence of long-range correlation in the system. Other properties that can be used to characterize the density field include the coarse-grained density probability distribution P (ρ l ), the spatial density-density correlation function C(r, t) = ρ(0, t)ρ(r, t) , and the structure factor S(k) = 1 N i | exp(−ik·r i )| 2 . In the steric SPR model [43] , the incoherent phase at low φ has α 1.2 a little larger than the criterion of GNF, and the swarming phase at low φ and large a exhibits significant GNF with α 1.8, while other high density phases, i.e., jammed, turbulent and laning phases, have α 0.6, as shown in Fig. 14. Ref. [64] discussed the relationship between GNF exponent, C(r) and S(k) for different Vicsek-like models. In general, the number fluctuation information is embedded in the density correlation function C(r), and
The results are summarized in Table. II. For PP and PR models, which are both polar driven, S(k, t)L 2 (t) consists of two distinct power-law scalings for small and large kL(t), where L(t) is a macroscopic length scale over which enhanced clustering exists. The small k part corresponds to the long range density correlation tail C(r) ∼ |r| −η for r/L ≥ 1, where η = 0.8. According to Eq. 27, the GNF is dominated by the integration near upper bound and has α = 2−η/d = 1.6 with d the dimensionality of the system. While for the apolar-driven rod (AR) Figure 14 .
(a) Number fluctuation of different phases for 2D steric SPR model [43] , and here γ = α/2. Reproduced with permission. [43] Copyright 2012, IOP Publishing. (b, c) Two kinds of cluster size distribution at two sides of critical weight of coagulation vs fragmentation Pc [63] . Reproduced with permission. [63] Copyright 2013, IOP Publishing. model, there is no long power law tail in C(r), so the integration is dominated by the cusp C(r) ∼ a − b|r/L| β1 in the range r L, which leads to the number fluctuation following σ 2 l ∼ a 1 N 2 − b1 L β 1 N β1/d+2 + · · · , where a 1 , b 1 and β 1 are positive constants.
Cluster size distribution (CSD) is another property used to study the density field. Ref. [63, 65] constructed a kinetic clustering equation for SPRs based on the control parameter P , which is the relative weight of coagulation with respect to fragmentation. It was found that there is a critical P c where the power law CSD p(m; P c ) ∼ m −γ , with m the cluster size, separates an individual and a collective (clustering) phases. For P < P c , CSD can be well fitted with p(m, P ) ∼ m −γ exp(−m/m(P )) withm(P ) the characteristic cluster size at P , while for P > P c , CSD is non-monotonic and has a bump for relatively large cluster size, as shown in Fig. 14. Similar CSD behaviors below, at and above transition threshold are observed in various experimental [66] and simulation [52, [67] [68] [69] works of spherical ABP and SPR systems. Besides, the phase with a fat tails in the CSD appears always leading to GNF, while GNF does not always produce a fat tail. Thus a solid connection between GNF and the fat tails in the CSD remains to be established [63] .
Orientational field
The order parameter of orientational field is defined as S n = | exp(inθ j ) | t , and the orientational spatial correlation function is defined as g n (r) = cos{n[θ(0)−θ(r)]} , where n is a positive integer, and n = 1 and 2 for polar and nematic orders, repsectively. The increase of S n implies the change from a disordered state to an ordered state. And whether the ordered state has long-range order (LRO) or quasi-long-range-order (QLRO) can be studied from the finite size scaling of S n , the decay of g n (r) and whether the probability distribution of order parameter P (S n ) converge to the Bramwell-Holdsworth-Pinto (BHP) distribution [57, 70, 71] .
For ordered phases in PP and PR models, the finite size scaling of S n decays slower than a power law and approaches a finite asymptotic value S * as shown in Fig. 15a , suggesting a LRO. For the VS and AR models, the finite size scaling of S n shows a crossover of effective exponent ζ(η, N ) = − d ln S d ln N from a small finite value towards 1/2, suggesting a fully disordered state at N → ∞ (Fig. 15b) , which resembles the QLRO in an equilibrium XY model. Besides, the g 2 (r) ∼ r −1/4 at the threshold η c in VS and AR models is also similar with the scaling of XY model. Furthermore, as L increases, the order parameter distribution P (S n ) converges to BHP distribution, as shown in Fig. 15d , which also suggests a QLRO [57] . Both in the steric hindrance models and explicit alignment models, finite size analysis of the orientational order is necessary for determining the type of ordered states and disorder-order phase transitions. For example, in Ref. [44] , a global polar order is observed for relatively smaller system size N . However, when N reaches ∼ 10 5 , S 1 decreases with N ( Fig. 16a ) while the average cluster size keeps increasing linearly with N ( Fig. 16b) . In the PP model, at small L, the order-disorder phase transi- Table II . Relation between C(r), S(k) and σ 2 l in active matter systems [64] . Reproduced with permission. [64] Copyright 2012, American Physical Society.
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Polar Rod
Nematic Polar
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tion appears to be continuous, which can be seen in the continuous change of ϕ (same as S 1 ) and the crossover of Binder cumulant G(η) = 1 − ϕ 4 3 ϕ 2 2 at a critical noise strength η c for different L. However, with increasing L, ϕ change sharply at certain threshold (Fig. 16c) and G drops towards a negative value (Fig. 16d) , which both indicate the discontinuous feature of the transition [52] .
Vortical states and turbulence
In experiments, collective swirling motion of active units and vortical patterns have been observed in various systems, e.g., mixtures of actin or microtubules and motor proteins [72] , swimming bacteria [42, 73, 74] , vibrated rods [75] , etc. In computer simulations of SPRs, the turbulent state was qualitatively recovered [43, 76] . In biological systems, the turbulent state optimizes fluid mixing, and the corresponding optimal aspect ratio of rods found in SPR simulations fall in the range of typical bacterial cells [42] . The turbulent state is characterized by using properties like velocity field structure, enstrophy density, and energy spectrum.
Velocity structure Velocity correlation (VC) is de-
where the minima of VC reflects a typical vortex size R v , and the non-monotonic decrease of g v (r) with negative correlations represents more pronounced vortical motion (Fig. 17a ). More detailed structure can be revealed by different moments of transverse velocity structure functions S n ⊥ (R) = (v ⊥ (R, t) − v ⊥ (0, t)) n with n the order of moments, where the maxima of the even transverse structure S 2n ⊥ also signals R v (Fig. 17b ). In agent based simulations, it is found that g v (r) is insensitive to the bulk density and aspect ratio of particles [43] , which suggests the possible existence of a universal vortical structure.
Vorticity In 2D systems, the enstrophy per unit area is defined as Ω = 1 2 |w(r, t)| 2 , which measures the kinetic energy associated with the local vortical motion. For slender rods, the mean enstrophy exhibits a pronounced maximum in the turbulent state. Besides, in hydrodynamic models, the probability distribution of velocity follows a Gaussian distribution, while for vorticity, as it is the function of the velocity gradient, its probability distribution is different from the Gaussian distribution due to the spatial correlation [77] . Energy spectrum To compare with classical 2D turbulence, the energy spectrum is obtained through the Fourier transform of velocity correlation: E(k) = k 2π dr exp −ik·r v(0, t)·v(r, t) , which is supposed to follow a power-law decay with k −5/3 at large k predicted by the Kolmogorov-Kraichanan scaling theory [78, 79] . In contrast, for SPRs, energy is injected from microscopic length scale and a different E(k) behavior is expected. In both experiment and continuum model, an exponent of −8/3 is observed [42] , but in agent-based SPR model simulation an approximate −5/3 exponent is observed [43] ( the blue dashed line in Fig. 17c ). Besides, the 2D SPR model and 3D experimental systems show the intermediate plateau region indicating that kinetic energy is more evenly distributed over a range of length scales.
IV. HYDRODYNAMIC EFFECTS ON THE DYNAMIC ASSEMBLY OF ACTIVE COLLOIDS
Active colloidal particles, such as bacteria and artificial microswimmers, self-propel in an embedding fluid. Therefore, besides steric interparticle interactions, the fluid-mediated hydrodynamic interactions (HI) play an important role in the collective assembly of intrinsically nonequilibrium active colloids [80] . Hydrodynamic interactions, which essentially arise from momentum and mass conservation of active suspensions, are long-ranged and have many-body effects, and sensitively depend on (a) Velocity correlation of SPR [43] . Reproduced with permission. [43] Copyright 2012, IOP Publishing. (b) Second moment of transverse velocity correlation [42] . (c) Energy spectrum of turbulent states in experiment(2D, 3D), SPR model and continuum model [42] . Reproduced with permission. [42] Copyright 2012, National Academy of Sciences.
the type and shape of the microswimmer and on the dimensionality and boundary of the system. Thus, the hydrodynamic effects need to be taken in account when theoretically studying realistic active colloids.
Generally, the solvent effect on the active colloids can been addressed in two different ways: continuum theories and direct particle simulations. In continuum theories, the hydrodynamic effects are included by coupling the equations describing active particles to the Navier-Stokes equation, in which an active stress on the fluid exerted by the microswimmers is added [81] . With this idea, Aditi Simha and Ramaswamy studied the effect of HI on the collective motion of swimming rods [82] . They found that the nematic alignment of the self-propelled rods at low Reynolds number is always unstable to long wavelength disturbances and the system demonstrates giant number density fluctuations. Similar models have been extensively developed to investigate the orientational order, stability and collective motion of active suspensions [83] [84] [85] [86] . Recently, a continuum theory of self-propelled particles (without alignment) in a momentum-conserving solvent is developed to study phase separation and coarsening dynamics [87, 88] . These continuum theories usually consider far-field hydrodynamics and do not capture the details of the HI and swimmers, and they are limited to very large length scales.
Alternatively, direct particle simulations treat the hydrodynamics of active suspensions by explicitly modeling microswimmers with the Navier-Stokes equation of the solvent solved via different numerical techniques [89, 90] . Such methods can properly capture complex interparticle Figure 18 . Typical bulk velocity fields and streamlines around spherical particles: (Left) driven by an external force with far-field flow velocity decaying as 1/r with respect to the particle center, (Middle) a pusher squirmer of β = −3 with an 1/r 2 decay, and (Right) a neutral squirmer with an 1/r 3 decay [89] . The flow field around a puller squirmer of β = 3 is similar to the pusher but with the fluid pulled inwards along its body axis and pushed from its equator [89] . Reproduced with permission. [89] Copyright 2016, IOP Publishing.
interactions and the details of the swimming mechanisms, particle geometry and hydrodynamics, which are critical to semidilute and concentrated suspensions. Direct particle simulations mimic experimental systems more realistically, however its large-scale implementation requires high computational cost. In the following, we briefly review active colloidal models frequently used in the direct particle simulations.
A. Spherical squirmers
A simple model of swimmers called "squirmers" is introduced by Lighthill [91] , refined further by Blake [92] , and simulated for the first time by Ishikawa et al. [93] . The squirmer was proposed to model ciliated microorganisms averagely. The simplest squirmer is a solid spherical particle of radius R with a prescribed tangential surface velocity field [89, 94] , v s (r s ) = B 1 (1 + βe ·r s )(e ·r srs − e),
with e the particle orientation (swimming direction) and r s the unit vector of surface position from the particle center. Here, B 1 quantifies the self-propelling speed of an isolated squirmer in the bulk, v 0 = 2B 1 /3, and the coefficient β captures the active stress with β > 0, β < 0 and β = 0, respectively, corresponding to puller (pull fluid inwards along its body axis, e.g., Chlamydomonas), pusher (push fluid outwards along its body axis, e.g., E. coli) and neutral squirmer (e.g., Paramecium). This imposed surface velocity determines how the swimmer displaces in the embedding solvent with vanishing net force and torque. The representative flow fields around the squirmers are plotted in Fig. 18 . The spherical squirmer system has been widely used to study hydrodynamic effects on the MIPS and motilityinduced clustering (MIC), which has been better understood in dry active systems, as discussed in the above sections. The basic mechanism of the MIC and MIPS of sterically repulsive active particles is essentially a positive feedback between slowing-induced accumulation and accumulation-induced slowing. HI can change both the self-propelling velocity and the rotational dynamics of the microswimmer, hence are expected to influence the MIPS. In the absence of thermal fluctuations, numerical simulations of a 2D (repulsive) squirmer suspension [95] and a squirmer monolayer embedded in a 3D fluid [96] have shown that hydrodynamics strongly suppresses the MIPS across a wide range of values of β. This is because that HIs cause particles to undergo a large rotation each time they meet, so that the feedback argument fails. Particularly, the studies of Ref. [96] emphasized the importance of near-field HI in the suppression of the MIPS. Contrarily, a qusi-2D hydrodynamic simulation involving thermal fluctuations, where the squirmers are strongly confined by two walls but rotate freely in three dimensions, predicted HI enhanced clustering and phase separation of the spherical squirmers [97, 98] . The phase behavior of squirmers depends on the swimmer type. In order to solve this contradiction, Theers et al. simulated the same system [97, 98] but with much lower fluid compressibility [99] . They found no MIPS for the spherical squirmers in the quasi-2D system, as shown in Fig. 19 , consistent with Ref. [95] . The discrepancy was attributed to peculiarities of the compressible fluid employed in Ref. [97] . Hence, HIs suppress the MIPS and cluster formation of the spherical squirmers compared to ABPs. Moreover, the active stress parameter β was found to correlate negatively with the suppression of cluster formation [99] .
However, for semidilute suspensions (volume fraction φ 0.1) of athermal squirmers in three dimensions, previous simulations [100] [101] [102] have found a clear transient aggregation. Both semidilute athermal squrimer monolayer [103] and 2D swimming disks [104] showed some clustering. These results indicate that HIs (particularly far-field hydrodynamics) is responsible for the MIC (instead of MIPS) for dilute situations in the absence of thermal fluctuations. The role played by thermal fluctuations need to be further clarified, and the effect of the dimensionality of the system also remains unsolved. Besides the significant influence on the structure of the squirmers, HI can often lead to a (local) polar order over a certain range of force-dipole strengths (especially for small |β|) in the spherical microswimmer suspensions [96, [100] [101] [102] [103] [104] [105] [106] . The developed polar order has a purely hydrodynamic origin, in contrast to the spherical ABP systems, in which the orientational order lacks. The combination of the clustering and the polar order may give rise to coherent motions of the squirmers and even oscillatory behaviors [100, 107] .
In addition, simulations of 2D athermal suspensions of isotropic attractive squirmers (with 2D or 3D hydrodynamics) showed an enhanced clustering [109, 110] due to the steric attraction. The properties of the clusters are sensitive to the competition between the self-propulsion, hydrodynamics and steric attraction. For low activities, the attractions dominate over the self-propulsion and the system exhibits an equilibrium phase behavior. Even in the presence of an attractive potential, HIs still suppress the phase separation. A monolayer of athermal squirmers with anisotropic (amphiphilic) interactions in a qusi-3D fluid showed quite rich structural behaviors [108] ( Fig. 20) , in which the self-propulsion direction was tuned either towards the hydrophilic or hydrophobic side.
In active colloidal suspensions, self-propelled particles of high density or bottom heaviness (nonuniform density distribution) can strongly accumulate to the substrate due to gravity or gravity-induced torque. If the stationary orientation of microswimmers is nearly normal to the boundary, the swimmer motility will be dramatically reduced. In this case, the swimmer drives a large fluid flow parallel to the boundary, which is able to entrain the surrounding particles. The swimmers interact with each other via their self-generated flow fields and may also phase separate [111] [112] [113] . A hydrodynamic simulation of a monolayer of squirmers confined to a boundary by gravity showed a variety of dynamic states (Fig. 21) as the concentration and the squirmer type are varied [111] . The swimmer aggregation driven by the self-generated flow is essentially different from the MIC, since the external force or torque is not free in this situation. 
B. Rod-like swimmers
Because of the anisotropic particle shape, rod-like microswimmers have different steric interactions and nearfield hydrodynamics compared with spherical swimmers, and they experience intrinsic alignment couplings. Thus, rod-like swimmers exhibit different collective behaviors. A rod-like swimmer can be modelled as a rigid dumbbell with a phantom flagellum (It exerts a constant force along symmetric axis on one bead of the dumbbell and an equal and opposite force on the fluid.) [114] , a slender rod with a prescribed surface shear stress [76] , or a spheroidal squirmer [99] .
Unlike spherical squirmer systems, where puller or neutral squirmers are easier to form orientation order, pusher Figure 21 . Top: Schematic state diagram illustrating the collective dynamics of a monolayer of squirmers confined to a bounding wall by gravity, with the squirmer type β versus the area fraction φ. Bottom: Snapshots of the observed dynamic states as seen from above. The hydrodynamic Wigner fluid (local hexagonal order with vanishing long-range translational and orientational order) is represented by a Voronoi tessellation. The kissing state is represented by a single kissing event. The ring in the fluctuating cluster state shows a trimer cluster. In the (chaotic) swarming state the arrows point along the orientation of the squirmers [111] . Reproduced with permission. [111] Copyright 2019, Royal Society of Chemistry. Figure 22 . Orientational instability and coherent motion in a suspension of slender-rod pushers. The figure shows different stages of the instability (a)-(d). The suspension quickly becomes isotropic from its initial aligned homogeneous state. Even at steady state, the microstructure of the suspension is clearly not random and demonstrates local orientation order [76] . Reproduced with permission. [76] Copyright 2007, Royal Society of Chemistry.
or neutral rod-like swimmers often show local orientation order and form large-scale dynamic structures. Neglecting thermal fluctuations and based on far-field approximation, Hernandez-Ortiz et al. [114] showed that HIs among 3D dumbbell pushers cause coherent fluid motions with a characteristic length much larger than the particle size. Similarly, Saintillan et al. [76, 115] reported that for slender-rod pushers an isotropic or aligned homogeneous state becomes unstable due to HIs, and a local orientation ordering develops and a large-scale correlated motion emerges (Fig. 22) , which was not observed in puller suspensions. Recent simulations of an ellipsoidal squirmer monolayer with 3D hydrodynamics involving the near-field effects showed similar collective motions [116] . Yang et al. studied the hydrodynamic swarming of 2D sperms [117] and swimming flagella [68] , and observed the formation of dynamic clusters with local polar order, as shown in Fig. 23 . When two sperms (rod-like pusher) with the same beat frequency happen to get close together and swim in parallel, due to HIs they synchronize, attract and swim together.
Related to isotropic spherical swimmers that form clusters due to blocking, for rod-like swimmers, the alignment from steric interactions is a key mechanism for MIC and MIPS. A recent simulation study of 3D pusher dumb- bell suspension clearly observed activity-induced clustering at modest concentrations [118] , where the hydrodynamic trapping of one swimmer by another is thought as the key ingredient for this clustering behavior. A direct comparison between simulations with and without hydrodynamics showed that HIs enhance the dynamic clustering at modest volume fractions, as displayed in Fig. 24 . Furthermore, Theers et al. [99] found a substantial enhancement of MIPS through HI in qusi-2D concentrated systems of spheroidal squirmers with sufficiently large aspect ratios (Fig. 25) , where the squirmers are strongly confined by two boundary walls. This enhancement applies for pushers, pullers, and neutral squirmers, as long as the force dipole is sufficiently weak. A density-aspectratio phase diagram (Fig. 25 ) for moderate force dipole strength (β) shows most pronounced phase separation for pullers, followed by neutral squirmers, pushers, and finally ABPs. Here, near-field HIs importantly contribute to the hydrodynamic enhancement of cluster formation, in contrast to the case of spherical squimers [95, 96] .
C. Self-phoretic swimmers
Among diverse artificial microswimmers, one of the important class is the self-phoretic active colloids [119] [120] [121] , which swim due to the phoretic effect driven by self-generated local gradient fields. Phoresis refers to a drift motion of suspended particles in an external gradient field (e.g. electric potential, thermal or chemical gra-dient, respectively corresponding to electro-, thermo-or diffusiophoresis) [122] . Phoretic effect is free of external force and torque, by which active colloids can therefore be straightforwardly realized as long as the particle induces a local gradient by itself. A self-diffusiophoretic Janus particle is employed to explain the basic mechanism underlying the self-phoretic swimmers, as illustrated in Fig. 26 . Briefly, the catalytic cap of a halfcoated Janus sphere catalyzes a chemical reaction of the fuel to produce a non-uniform solute concentration around the particle. The inhomogeneous particle-solute interactions drive a surface slip flow around the Janus particle, v s , which simultaneously cause the Janus particle to drift parallel to its symmetric axis. By solving the Stokes equation with the slip flow boundary condition, the self-propelled velocity of the Janus particle is determined as V = − v s , with the average taken over the particle surface. Depending on the particle-solute interactions, the Janus particle may move along e (forwardmoving, displaying positive chemotaxis with respect to the reaction product) or against e (backward-moving, negative chemotaxis). Besides catalytic chemical reaction in solvent, a self-diffusiophoretic Janus particle can also be realized via heating-induced demixing of binary solvent [123] .
The self-phoretic swimmers often form dynamic clusters [123, 124] , where interparticle chemical interactions (chemotaxis) paly an important role [125] . Thus, the squirmers or dumbbells with phantom flagella, as introduced above, are not suitable to model self-phoretic Figure 24 . The typical time evolution of the cluster configuration in the steady state with (Top) and without (Bottom) HI in semidilute dumbbell systems. Here, different colors represent different numbers of dumbbell swimmers in a cluster (Nc): blue for 2 ≤ Nc < 10, green for 10 ≤ Nc < 20, and red Nc ≥ 20. The isolated swimmers are shown as grey semitransparent dumbbells [118] . Reproduced with permission. [118] Copyright 2014, American Physical Society. Figure 25 . Snapshots of the structure of neutral (β = 0) spheroidal squirmers at moderate activity, the area packing fraction φ = 0.5, and the aspect ratios (a) bz/bx = 1 (sphere), (b) 2. Here, the colors indicate the squirmer velocities, as in Fig. 19 . (c) State diagram for squirmers and ABPs at moderate activity. The blue, black, red, and purple areas indicate giant clusters for pullers (β = 1), neutrals (β = 0), pushers (β = −1), and active Brownian particles, respectively. Therefore, clusters of pullers appear in all colored areas, clusters of neutral squirmers in the black, red, and purple area, etc. [99] . Reproduced with permission. [99] Copyright 2018, Royal Society of Chemistry. swimmers, since they do not describe the gradient fields. In order to properly mimic the self-phoretic colloids, particle-based (explicit) mesoscale simulation methods have been employed to study the self-diffusiophoretic and self-thermophoretic swimmers [126] [127] [128] [129] , in which thermal fluctuations, hydrodynamics, heat conduction and mass diffusion can be correctly captured.
Recently, Kapral and coworkers [130] performed largescale explicit mesoscale simulation to study the phase behavior of self-diffusiophoretic dimers, whose one bead catalyzes chemical reaction. The dimer dynamics is confined to a 2D plane, although the fluid flow and concentration fields are three dimensional. They found that the chemotactic effects due to chemical gradients are the dominant factor in the collective behavior of the active system, at the same time, which is also influenced by the dimer geometry and HI. Forward-moving dimers (positive chemotaxis) usually segregate into high and low density phases, while backward-moving dimers (negative chemotaxis) keep globally homogeneous states with strong fluctuations, as shown in Fig. 27 . Further, they in- Figure 26 . (a) Sketch of a self-diffusiophoretic Janus particle of radius R with a catalytic cap (red) and an orientation vector e defined toward the cap. The catalytic cap locally creates a tangential concentration gradient of a solute (green dots), ∇sc(rs), at particle surface. The interactions of the particle with the inhomogeneous fluid drive a surface slip flow, vs(rs). (b) Within the diffusive boundary layer of thickness δ a surface velocity field develops, and it is proportional to the concentration gradient [89] . Reproduced with permission. [89] Copyright 2016, IOP Publishing.
vestigated the dynamic cluster states in a 3D suspension of self-diffusiophoretic Janus spheres [131] . Depending on microscopic characteristics, chemotactic and hydrodynamic interactions can operate either cooperatively or against one another to enhance or suppress dynamical clustering. The particle aggregation depend strongly on the size of the catalytic cap on the active Janus spheres. Particularly, when eliminating chemotactic interactions, the cluster of Janus motors gradually breaks apart.
Using a similar mesoscale scheme, Wagner et al.
[132] simulated a system of self-thermophoretic dimeric swimmers, where one bead of the dimer can heat the surrounding solvent and create a local thermal gradient. Although the dimers are thermophobic (negative thermotaxis), they can still form a cluster due to HIs. In particular, the interplay of attractive hydrodynamics with negative thermotaxis leads to the formation of swarming clusters with a flattened geometry in the three-dimensional system (Fig. 28) . These results suggest that for the present self-phoretic colloids the clustering mechanism primarily arises from phoretic and hydrodynamic interactions, instead of the motility-induced clustering.
V. CONCLUDING REMARKS
In this article, we reviewed the recent progress on the study of collective assembly of active colloids by using analytical theory and computer simulations. We first briefly reviewed the studies on the MIPS of repulsive spherical ABP systems, which has been one of major focuses in the past decade in the active matter community, followed by the effect of shape anisotropy of active colloids and the hydrodynamic interactions on emergent behaviour of active colloids. So far, for the simplified overdamped repulsive active Brownian particles, the MIPS Figure 27 .
Instantaneous configurations of Nm = 1000 forward-moving (top) and backward-moving selfdiffusiophoretic dimers (bottom) for area fraction φ = 0.2 at short, intermediate, and long times (from left to right). Here, the two constituent beads of the dimer have the same size. Clusters of N swimmers are colored to a logarithmic scale [130] . Reproduced with permission. [130] Copyright 2017, AIP Publishing. has been reasonably well understood in the framework of an equilibrium-like mean field theory. However, increasing amounts of new evidence have shown that the equilibrium-like mean field picture may break down with some small change on the dynamics. For example, it was found that in underdamped active Brownian particle systems, the effect of inertia can induce a re-entrant melting transition with increasing activity, which can not be explained in any present mean field theory for MIPS [133] . Moreover, in experiments, no ABP can be a perfect sphere, and the shape anisotropy can induce a torque on ABPs. It was recently found that in system of circle active hard spheres, i.e., ABPs with a torque, the dynamic ground state of the fluid phase is hyperuniform, which is fundamentally different from conventional equilibrium fluids with short range interactions [18, 134] . These suggest that we are far from fully understanding MIPS, and there are still many open questions to be addressed.
