Large deviations of bootstrapped U -statistics  by Borovskikh, Yuri V. & Robinson, John
Journal of Multivariate Analysis 99 (2008) 1793–1806
www.elsevier.com/locate/jmva
Large deviations of bootstrapped U-statistics
Yuri V. Borovskikha, John Robinsonb,∗
aDepartment of Applied Mathematics, Transport University, Moskovsky Avenne, 9, 190031, St. Petersburg, Russia
b School of Mathematics and Statistics F07, The University of Sydney, NSW 2006, Australia
Received 13 October 2006
Available online 2 February 2008
Abstract
We develop large deviation results with Crame´r’s series and the best possible remainder term for
bootstrapped U -statistics with non-degenerate bounded kernels. The method of the proof is based on
the contraction technique of Keener, Robinson and Weber [R.W. Keener, J. Robinson, N.C. Weber, Tail
probability approximations for U -statistics, Statist. Probab. Lett. 37 (1) (1998) 59–65], which is a natural
generalization of the classical conjugate distribution technique due to Crame´r [H. Crame´r, Sur un nouveau
the´ore´me-limite de la theorie des probabilites, Actual. Sci. Indust. 736 (1938) 5–23].
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1. Introduction
Let X1, . . . , XN be independent and identically distributed random variables with distribution
F taking values in a measurable space (X,X ). Consider a U -statistic of the form
UN = (m − 1) · · · 2 · 1
(N − 1) · · · (N − m + 1)
∑
1≤i1<···<im≤N
h(X i1 , . . . , X im )
with a bounded symmetric kernel h : Xm 7→ R. Denote µ = Eh(X1, . . . , Xm), g0(x) =
E(h(X1, . . . , Xm)− µ|Xm = x). Define the empirical measure
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FN = N−1
N∑
i=1
δX i .
Fix FN . Then we define a bootstrap sample X∗1, . . . , X∗n of size n from FN and introduce a
bootstrap version of UN
U∗n =
(m − 1) · · · 2 · 1
(n − 1) · · · (n − m + 1)
∑
1≤i1<···<im≤n
h(X∗i1 , . . . , X
∗
im ).
The leading idea to deal with the calculus of UN and U∗n is to do a Hoeffding decomposition.
Below, P∗ and E∗ correspond to the distribution FN . A bootstrap version of the Hoeffding
decomposition is
U∗n − nµˆ/m = S∗n + v∗n
with
µˆ = E∗h(X∗1, . . . , X∗m) = N−m
N∑
(i1,...,im )=1
h(X i1 , . . . , X im ),
S∗n =
n∑
i=1
gˆ0(X
∗
i ),
gˆ0(x) = E∗(h(X∗1, . . . , X∗m)− µˆ|X∗m = x)
= N−m+1
N∑
(i1,...,im−1)=1
(h(X i1 , . . . , X im−1 , x)− µˆ),
v∗n =
m − 1
n − 1
∑
1≤i1<i2≤n
gˆ2(X
∗
i1 , X
∗
i2)+ · · ·
+ (m − 1) · · · 2 · 1
(n − 1) · · · (n − m + 1)
∑
1≤i1<···<im≤n
gˆm(X
∗
i1 , . . . , X
∗
im ),
where gˆc : Xc 7→ R, c = 2, . . . ,m are bootstrapped FN -canonical functions
gˆc(x1, . . . , xc) =
c∑
d=0
(−1)c−d
∑
1≤i1<···<id≤c
E∗h(xi1 , . . . , xid , X∗d+1, . . . , X∗m),
possessing the degeneracy property E∗gˆc(x1, . . . , xc−1, X∗c ) = 0 F⊕(c−1)N a.s.
Let σ 2 = Eg20(X1) and σˆ 2 = E∗gˆ20(X∗1). By a strong law of large numbers (see Athreya
et al. [3]) σˆ 2 → σ 2 a.s. as N → ∞. By the central limit theorem for non-degenerate
bootstrapped U -statistics (see Bickel and Freedman [4])
P∗
(
U∗n − µˆn/m
σˆ
√
n
≤ x
)
→ Φ(x)
with probability 1 uniformly in x as min(N , n)→ ∞, where Φ(x) denotes the standard normal
distribution function.
We are interested in the relative rate of convergence with x > 0
P∗
(
U∗n − µˆn/m
σˆ
√
n
> x
)
/(1− Φ(x)) = 1+ o(1)
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as x = xn tends to infinity together with n for any N ≥ m, in particular for N = n. Evidently, the
relative error o(1) depends on X1, . . . , XN . We present a large deviation theorem with Crame´r’s
series for bootstrapped U -statistics. We restrict ourselves to U -statistics with bounded kernels
‖h‖∞ = c < ∞ for the sake of simplicity of the proof. Of course, this theorem is true
under Crame´r’s condition E exp(a|h(X1, . . . , Xm)|) < ∞ for some a > 0. We do not give
estimates under this condition to avoid superfluous technical estimates (see some details of these
in Borovskikh and Weber [5,6] for non-bootstrapped U -statistics). Borovskikh and Weber [5,6]
proved that for non-bootstrapped U -statistics UN ,
P
(
UN − µN/m > xσ
√
N
)
/(1− Φ(x)) = exp
{
x3√
N
λF
(
x√
N
)}(
1+ O
(
1+ x√
N
))
holds for x = o(√N ), N →∞, with defined Crame´r series
λF (u) = λ0,F + λ1,Fu + λ2,Fu2 + · · ·
which is convergent for small u.
The bootstrap version of the Hoeffding decomposition contains a non-zero sum S∗n =
gˆ0(X∗1)+ · · · + gˆ0(X∗n) plus certain terms which are U -statistical sums with degenerate kernels
gˆc, c = 2, . . . ,m. If m = 1 and h(x) = x , that is, gˆ0(x) = x, gˆ2 = · · · = gˆm = 0, then S∗n
is bootstrap sample sum X¯∗. For X¯∗, Hall [7,8] (Appendix V, p. 326), proved a large deviation
theorem with Crame´r’s series and the best possibility estimate of relative error. Wood [9] also
obtained estimates of bootstrap relative errors for X¯∗ with the help of these results of Hall but
under weaker conditions on the tail probabilities. Saddlepoint approximations to the bootstrap of
the mean and the Studentized mean were considered in Davidson and Hinkley [10], Jing et al.
[11], Robinson and Skovgaard [12]. The relative errors of these bootstrap approximations to the
tail probability have been estimated in Robinson and Skovgaard [12]. For related asymptotic
results on bootstrapped U -statistics we refer to a review of Janssen [13].
In what follows we consider the general case m ≥ 1. Section 2 contains necessary notation,
definitions and basic result. The proofs are given in the following section. Here we propose to use
the method of Crame´r [2] based on the conjugate distribution technique. To this end we define
the bootstrapped conjugate distribution (or Crame´r’s transform) FNt of the distribution FN . Then
we obtain the Hoeffding decomposition according to this bootstrapped Crame´r’s transform.
Further we can apply the contraction technique by Keener et al. [1] (see also Borovskikh and
Weber [5,6]).
2. Theorem
Let C = {g : ‖g‖∞ ≤ c}, where ‖ · ‖∞ denotes the essential supremum and c < ∞. If
d(g0, g1) = ‖g0−g1‖∞, then (C, d) is a complete metric space. For g, h ∈ C define the operator
Tˆm−1t : g 7→ Tˆm−1t g, by
Tˆm−1t g =
E∗
{
m−1∏
s=1
etg(X
∗
s )
(
h(X∗1, . . . , X∗m−1, ·)− µˆ
)}
(
E∗etg(X∗1 )
)m−1 , t ∈ R,
for any fixed integer m = 2, 3, . . . .
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It can be shown that for sufficiently small t such that 2(m − 1)c|t | exp(2(m − 1)c|t |) < 1, the
operator Tˆm−1t is a contraction operator. Therefore from the contraction mapping theorem (see,
for example, Lemma 14.1.1 in Lang [14]) it follows that the bootstrapped contraction equation
g = Tˆm−1t g has an essentially unique solution gˆt ∈ C,
gˆt = Tˆm−1t gˆt (1)
with probability 1. Similar arguments are given in detail in Keener et al. [1] and Borovskikh and
Weber [15]. Define the conjugate distribution function FNt by
dFNt = et gˆt−ψˆ(t)dFN ,
where
ψˆ(t) = lnE∗et gˆt
and FN is the empirical measure, the distribution function of X∗1 . Let E∗t denote the expectation
under probability measure P∗t under which X∗1, X∗2, . . . are i.i.d. from FNt .
Let tˆ be the solution of bootstrapped saddlepoint equation
µˆt = mσˆ x√
n
, (2)
where µˆt = E∗t gˆt (X∗1) and xn−1/2 → 0. The existence of this solution with probability 1 follows
from Lemma 1 in [1].
Further we define a sample set BN as
BN =
{
(X1, . . . , XN ) : σˆ 2 > σ 2 − , 0 <  < σ 2
}
for any fixed N such that N ≥ m.
Now we can formulate the main result.
Theorem 1. Let µ = 0, σ 2 > 0 and ‖h‖∞ = c < ∞. Then on the set BN for xn−1/2 → 0,
n →∞
P∗(U∗n − µˆn/m > x σˆ
√
n)
1− Φ(x) = exp
{
x3√
n
λFN
(
x√
n
)}(
1+ (1+ x)√
n
ρˆn
)
(3)
with Crame´r’s series
λFN (u) =
∞∑
k=0
λk,FN u
k
with coefficients |λk,FN | ≤ 2δk+2FN , k = 0, 1, . . . where
δFN = (1+ 20ecm)(400me4c3)
1
σˆ 3
and |ρˆn| ≤ ρ, where ρ = ρ(c, σ, ,m) depends only on c, σ , , m. In addition,
P(BN ) ≥ 1− αe−Nβ2
for all N ≥ m, where positive constants α and β depend only on c, σ and m.
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The formulae with explicit expressions for the coefficients λk,FN for any k = 0, 1, . . . are
obtained with the help of the expansion
nψˆ(tˆ)− mtˆx σˆ√n = −x2/2+ x
3
√
n
λFN
(
x√
n
)
which appears in the process of the proof. This power Crame´r’s series λFN (u) is convergent at
least on the set BN for all |u| < δ−1FN . On the set B¯N the Crame´r’s series can have zero radius
of convergence. It depends on values of σˆ 2 on the set BN . The result can be formulated in (3)
directly in terms of solutions of Eqs. (1) and (2) instead of Crame´r’s series, since the solutions gˆtˆ
and tˆ exist with probability 1.
Remark 1. Let N = n. In this case σˆ 2 → σ 2, λk,Fn → λk,F , k = 0, 1, . . . with probability 1,
and λFn (u) → λF (u) in probability as n → ∞. In addition, in (3) ρˆn = Op(1) as n → ∞.
Therefore from Theorem 1 it follows that
P∗(U∗n − µˆn/m > x σˆ
√
n)
1− Φ(x) = exp
{
nψˆ(tˆ)− mtˆx σˆ√n + x2/2
}(
1+ (1+ x)√
n
Op(1)
)
,
as xn−1/2 → 0.
Remark 2. One consequence of Theorem 1 is the information given on the accuracy of the
bootstrap approximation as a relative error in the large deviation case. Hall [7] obtained such
a result for the case of the mean. His conclusions can also be shown to hold for bootstrap
distributions of U -statistics. This will follow since we can show that
P∗(U∗n − µˆn/m > x σˆ
√
n)
P(Un − µn/m > xσ√n) = 1+ OP
(
x3
n
)
.
This will follow by noting, using results from Borovskikh and Weber [15], that the coefficients
λk,F and λk,Fn are the same polynomials in moments of F and Fn , respectively, so |λk,F −
λk,Fn | = OP (1/
√
n).
3. Proofs
We apply the contraction technique, proposed by Keener et al. [1] and developed by
Borovskikh and Weber [15] for the original U -statistics, in order to get corresponding large
deviation results for bootstrapped U -statistics. Their approach is a natural generalization of the
classical method of Crame´r [2] based on the conjugate distributions technique and has turned into
a common tool for sums of independent random variables. The main feature of this method is to
derive the asymptotics of large deviations via estimating the rate of convergence in the central
limit theorem of sums of random variables from the conjugate distribution. Further let U∗n (t)
denote the bootstrapped U -statistic U∗n − µˆn/m, where X∗1, . . . , X∗n are i.i.d. with the conjugate
distribution FNt . By the Hoeffding decomposition of the bootstrapped U -statistic under P∗t and
by the Eq. (1) we have
U∗n (t) = S∗n (t)+ µˆtn/m + v∗n(t),
where
µˆt = E∗t gˆt (X∗1),
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S∗n (t) =
n∑
i=1
(
gˆt (X
∗
i )− µˆt
)
,
gˆt (x) = E∗t
(
h(X∗1, . . . , X∗m)− µˆ|X∗m = x
)
,
v∗n(t) =
m − 1
n − 1
∑
1≤i1<i2≤n
gˆ2t (X
∗
i1 , X
∗
i2)+ · · ·
+ (m − 1) · · · 2 · 1
(n − 1) · · · (n − m + 1)
∑
1≤i1<···<im≤n
gˆmt (X
∗
i1 , . . . , X
∗
im ),
and gˆct : Xc 7→ R, c = 2, . . . ,m, are bootstrapped FNt -canonical functions satisfying the
degeneracy property E∗t gˆct (x1, . . . xc−1, X∗c ) = 0 F⊕(c−1)Nt a.s. and X∗1, X∗2, . . . are independent
random variables with identical distribution FNt . Further, by virtue of bootstrapped Hoeffding
decomposition under P∗t and Eq. (2) we can write the representation, which is crucial in the
conjugate Crame´r’s technique
P∗(U∗n − µˆn/m > x σˆ
√
n)
=
∫
· · ·
∫
I
(
U∗n (y1, . . . , yn)− µˆn/m > x σˆ
√
n
) n∏
i=1
dFN (yi )
=
∫
· · ·
∫
exp
{
n∑
i=1
(ψˆ(tˆ)− tˆ gˆtˆ (yi ))
}
× I (U∗n (y1, . . . , yn)− µˆn/m > x σˆ√n) n∏
i=1
dFNtˆ (yi )
= E∗tˆ
[
enψˆ(tˆ)−ntˆµˆtˆ−tˆ S∗n (tˆ) I
(
U∗n (tˆ) > x σˆ
√
n
)]
= enψˆ(tˆ)−ntˆµˆtˆ Jn(tˆ), (4)
where
Jn(tˆ) = E∗tˆ
[
e−tˆ S∗n (tˆ) I
(
S∗n (tˆ)+ v∗n(tˆ) > 0
)]
.
We see that Jn(tˆ) depends on the solutions of Eqs. (1) and (2). Therefore, we give the Lemmas
connected with Eqs. (1) and (2) which will be used to estimate Jn(tˆ).
Lemma 2. If gˆt is the solution of (1) then for 0 ≤ t ≤ (10c(m − 1))−1 and all x ∈ R
gˆt (x) = gˆ0(x)+ t (m − 1)E∗gˆ0(X∗1)(h(X∗1, . . . , X∗m−1, x)− µˆ)+ t2 fˆ (x, t),
where
| fˆ (x, t)| ≤ 15(m − 1)3c3(1+ c)4 exp(2(m − 1)ct).
Proof. It is sufficient to apply the arguments from Borovskikh and Weber [15], Lemma 2, since
the kernel h is bounded. 
Lemma 3. For all N ≥ m and 0 <  < σ 2
P(BN ) ≥ 1− αe−Nβ2 ,
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where positive constants α and β depend only on m, c, and σ .
Proof. For notational simplicity, we consider only the case of m = 2. By the definition of the
sample set BN
P(BN ) = 1− P(σ 2 − σˆ 2 ≥ ). (5)
Here
σˆ 2 = 1
N
N∑
i=1
gˆ20(X i )
= 1
N
N∑
i=1
[
1
N
N∑
j=1
(h(X i , X j )− µˆ)
]2
= 1
N 3
N∑
i=1
[
N∑
j=1
h(X i , X j )
]2
− µˆ2
= 1
N 3
∑
1≤i 6= j 6=k≤N
h(X i , X j )h(X i , Xk)+ 2
N 3
∑
1≤i 6= j≤N
h(X i , X i )h(X i , X j )
+ 1
N 3
∑
1≤i 6= j≤N
h2(X i , X j )+ 1
N 3
N∑
i=1
h2(X i , X i )− µˆ2,
where
µˆ = 1
N 2
N∑
i=1
N∑
j=1
h(X i , X j )
= 1
N 2
∑
1≤i 6= j≤N
h(X i , X j )+ 1
N 2
N∑
i=1
[h(X i , X i )− Eh(X i , X i )]+ 1N Eh(X1, X1).
Note that σ 2 = Eh(X i , X j )h(X i , Xk) for all 1 ≤ i 6= j 6= k ≤ N . Taking into account these
relations we can write the following representation
σ 2 − σˆ 2 = − 1
N 3
∑
1≤i 6= j 6=k≤N
[
h(X i , X j )h(X i , Xk)− Eh(X i , X j )h(X i , Xk)
]
− 2
N 3
∑
1≤i 6= j≤N
[
h(X i , X i )h(X i , X j )− Eh(X i , X i )h(X i , X j )
]
− 1
N 3
∑
1≤i 6= j≤N
[
h2(X i , X j )− Eh2(X i , X j )
]
− 1
N 3
N∑
i=1
[
h2(X i , X i )− Eh2(X i , X i )
]
+ µˆ2 + 3N − 2
N 2
σ 2
− 2(N − 1)
N 2
Eh(X1, X1)h(X1, X2)− 1N Eh
2(X1, X2)− 1
N 2
Eh2(X1, X1).
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By the classical inequality of Hoeffding [16] for U -statistics, Un(h), with a bounded kernel h
such that Eh(X1, . . . , Xm) = 0, c = ‖h‖∞ <∞ for all x > 0,
P(Un(h) > x) ≤ exp
{
−[n/m] x
2
2c2
}
.
In the representation of σ 2− σˆ 2 from the right-hand side each sum is a U -statistic with bounded
kernel, having zero expectation. Applying here this Hoeffding inequality we obtain from (5) the
desired estimate in Lemma 3. 
Lemma 4. Let tˆ be the solution of Eq. (2) on the set BN . Then
tˆ = x
σˆ
√
n
+
(
x
σˆ
√
n
)2
ρˆ (6)
with |ρˆ| ≤ ρ, where ρ = ρ(c, σ, ,m) depends only on c, σ ,  and m.
Proof. By Lemma 2
µˆt =
[
E∗et gˆt (X∗1 )
]−1
E∗gˆ0(X∗1)et gˆt (X
∗
1 ) + (m − 1)t
[
E∗et gˆt (X∗1 )
]−1
× E∗gˆ0(X∗1)(h(X∗1, . . . , X∗m)− µˆ)et gˆt (X
∗
1 ) + t2
[
E∗et gˆt (X∗1 )
]−1
E∗ fˆ (X∗1, t)et gˆt (X
∗
1 ).
Here 2|t |c < 1 for m ≥ 2 and with the help of Taylor’s formula we have[
E∗et gˆt (X∗1 )
]−1 = 1+ [E∗et gˆt (X∗1 )]−1 (1− E∗et gˆt (X∗1 ))
= 1+ t2ρˆ1,
E∗gˆ0(X∗1)et gˆt (X
∗
1 ) = t σˆ 2 + t2ρˆ2,
E∗gˆ0(X∗1)(h(X∗1, . . . , X∗m)− µˆ)et gˆt (X
∗
1 ) = E∗gˆ20(X∗1)et gˆt (X
∗
1 ) = σˆ 2 + t ρˆ3,
where |ρˆi | ≤ ρ and ρ = ρ(c, σ,m) depends only on c, σ and m.
Therefore
µˆt = mt σˆ 2 + t2ρˆ4 (7)
and from (2) we obtain
mt σˆ 2 + t2ρˆ4 = mσˆ x√
n
.
From this equation on the set BN we get the proof of Lemma 4. 
Lemma 5. Let σˆ 2t = E∗t (gˆt (X∗1) − µˆt )2 and xt =
√
nt σˆt . If tˆ is the solution of Eq. (2) on the
set BN then
σˆtˆ = σˆ (1+ tˆ(2σˆ 2)−1(2(m − 1)σˆ 2 + E∗gˆ30(X∗1)))+ tˆ2ρˆ5, (8)
xtˆ = x(1+
x
σˆ
√
n
ρˆ6), (9)
where |ρˆi | ≤ ρ and ρ > 0 depends only on c, σ ,  and m.
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Proof. Let αˆ = E∗gˆ30(X∗1). First, σˆ 2tˆ = E∗tˆ gˆ2tˆ (X∗1) − µˆ2tˆ , where according to (7) µˆ2tˆ =
m2 tˆ2σˆ 4(1+ tˆ(mσˆ 2)−1ρˆ7)2. Further by Lemma 2 on the set BN we have
E∗tˆ gˆ
2
tˆ (X
∗
1) = E∗gˆ20(X∗1)+ tˆ E∗gˆ30(X∗1)+ 2(m − 1)tˆ E∗gˆ20(X∗1)+ tˆ2ρˆ8
= σˆ 2 + tˆ(2(m − 1)σˆ 2 + αˆ)+ tˆ2ρˆ8,
and hence σˆ 2
tˆ
= σˆ 2(1+ tˆ σˆ−2(2(m − 1)σˆ 2 + αˆ))+ tˆ2ρˆ9, where |ρˆi | ≤ ρ and ρ = ρ(c, σ, ,m)
depends only on c, σ ,  and m. This proves (8). Eq. (9) follows from (6) and (8). 
For s = 2, . . . ,m, write
v∗ns(t) =
(m − 1) · · · (m − s + 1)
(n − 1) · · · (n − s + 1)
∑
1≤i1<···<is≤n
gˆst (X
∗
i1 , . . . , X
∗
is ),
so v∗n(t) = v∗n2(t)+ · · · + v∗nm(t).
Lemma 6. For all integers n ≥ m, m ≥ 2, all distribution functions FNt , and all kernels h such
that ‖h‖∞ = c <∞ holds
E∗t exp{δ|v∗n(t)|} ≤ d
with probability 1 for some positive δ, where d depends only on δ, m and c.
Proof. Write
E∗t exp{δ|v∗n(t)|} ≤ E∗t
m∏
s=2
exp{δ|v∗ns(t)|}
≤
m∑
s=2
q−1s E∗t exp δqs |v∗ns(t)|,
since
|x2 . . . xm | ≤ q−12 |x2|q2 + · · · + q−1m |xm |qm (10)
for any xi ∈ R and q−12 + · · · + q−1m = 1.
By the inequality of Arcones and Gine [17] for any x > 0 there are constants γi depending
only on s such that for all kernels h with ‖h‖∞ = c <∞,
P∗t
{∣∣∣∣∣n−s/2 ∑
1≤i1<···<is≤n
gˆst (X
∗
i1 , . . . , X
∗
is )
∣∣∣∣∣ > x
}
≤ γ1 exp{−γ2(x/c)2/s}.
Consequently,
E∗t exp
δn−1
∣∣∣∣∣ ∑
1≤i1<···<is≤n
gˆst (X
∗
i1 , . . . , X
∗
is )
∣∣∣∣∣
2/s
 ≤ ds
for some positive constants δ and ds , where ds > 0 depends only on δ, γi , s and c. Further for all
s ≥ 2 and n ≥ m,
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|v∗ns(t)| ≤ δ(m)
∣∣∣∣∣n−s+1 ∑
1≤i1<···<is≤n
gˆst (X
∗
i1 , . . . , X
∗
is )
∣∣∣∣∣
= δ(m)
n−s+2 ∣∣∣∣∣ ∑
1≤i1<...<is≤n
gˆst (X
∗
i1 , . . . , X
∗
is )
∣∣∣∣∣
(s−2)/s
×
n−1 ∣∣∣∣∣ ∑
1≤i1<···<is≤n
gˆst (X
∗
i1 , . . . , X
∗
is )
∣∣∣∣∣
2/s

≤ δ1(m)c(s−2)/s
n−1 ∣∣∣∣∣ ∑
1≤i1<···<is≤n
gˆst (X
∗
i1 , . . . , X
∗
is )
∣∣∣∣∣
2/s
 .
This proves Lemma 6. 
Further we will estimate Jn(tˆ) with the help of these Lemmas. We will use the following
notations where the dependence on tˆ has been suppressed. Denote
S˜∗ = 1
σˆtˆ
√
n
n∑
i=1
(gˆtˆ (X
∗
i )− µˆtˆ ),
v˜∗n =
1
σˆtˆ
√
n
v∗n(tˆ),
Φˆn(x) = P∗tˆ (S˜∗ + v˜∗n ≤ x), x ∈ R.
Hence Jn(tˆ) has the form
Jn(tˆ) = E∗tˆ e−xtˆ S˜
∗
I (S˜∗ + v˜∗n > 0).
Using the formula
ex = 1+ x
∫ 1
0
euxdu, x ∈ R (11)
we obtain for Jn(tˆ) the following representation
Jn(tˆ) = E∗tˆ extˆ v˜
∗
n
{
e−xtˆ (S˜∗+v˜∗n ) I (S˜∗ + v˜∗n > 0)
}
= E∗tˆ
{
e−xtˆ (S˜∗+v˜∗n ) I (S˜∗ + v˜∗n > 0)
}
+ xtˆ
∫ 1
0
E∗tˆ v˜
∗
ne
uxtˆ v˜
∗
n
{
e−xtˆ (S˜∗+v˜∗n ) I (S˜∗ + v˜∗n > 0)
}
du
= In(tˆ)+ tˆ
∫ 1
0
In(u, tˆ)du, (12)
where
In(tˆ) = E∗tˆ
{
e−xtˆ (S˜∗+v˜∗n ) I (S˜∗ + v˜∗n > 0)
}
,
In(u, tˆ) = E∗tˆ v∗n(tˆ)euxtˆ v˜
∗
n
{
e−xtˆ (S˜∗+v˜∗n ) I (S˜∗ + v˜∗n > 0)
}
.
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In what follows, we will estimate In(tˆ) and In(u, tˆ).
Lemma 7. On the set BN
In(tˆ) = e x
2
2 (1− Φ(x))
(
1+ (1+ x)√
n
ρˆn
)
,
where |ρˆn| ≤ ρ and ρ = ρ(c, σ, ,m) depends only on c, σ ,  and m.
Proof. According to the definition
In(tˆ) =
∫ ∞
−∞
e−xtˆ y I (y > 0)dΦˆn(y) =
∫ ∞
0
e−xtˆ ydΦˆn(y)
=
∫ ∞
0
e−xtˆ ydΦ(y)+
∫ ∞
0
e−xtˆ yd(Φˆn(y)− Φ(y)). (13)
Further by (11)∫ ∞
0
e−xtˆ ydΦ(y) =
∫ ∞
0
e−xy−(xtˆ−x)ydΦ(y)
=
∫ ∞
0
e−xydΦ(y)− (xtˆ − x)
∫ 1
0
{∫ ∞
0
ye−xy−(xtˆ−x)yudΦ(y)
}
du.
Here ∫ ∞
0
e−xydΦ(y) = e x
2
2 (1− Φ(x)), x ∈ R.
Then we apply (9), the substitution z = (x + (xtˆ − x)u)y and exp(−y2/2) ≤ 1 and obtain
|xtˆ − x |
∫ ∞
0
ye−xy−(xtˆ−x)yudΦ(y) = 1√
2pi
|xtˆ − x |
∫ ∞
0
ye−xy−(xtˆ−x)yue−y2/2dy
≤ |xtˆ − x |
∫ ∞
0
ye−(x+(xtˆ−x)u)ydy
= |xtˆ − x |(x + (xtˆ − x)u)−2
∫ ∞
0
ze−zdz
= e x
2
2 (1− Φ(x)) (1+ x)√
n
ρˆn,
where |ρˆn| ≤ ρ on the set BN .
Consequently, on the set BN∫ ∞
0
e−xtˆ ydΦ(y) = e x
2
2 (1− Φ(x)) (1+ x)√
n
ρˆn . (14)
Then we consider in (13)∫ ∞
0
e−xtˆ yd(Φˆn(y)− Φ(y)) = −(Φˆn(0)− Φ(0))+ xtˆ
∫ ∞
0
(Φˆn(y)− Φ(y))e−xtˆ ydy.
By the estimate of the rate of convergence for non-degenerate U -statistics (see
Borovskikh [18]), with probability 1,
sup
y
|Φˆn(y)− Φ(y)| ≤ Am(aˆ + bˆ) 1√
n
, (15)
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where the positive constant Am depends only on m and
aˆ = σˆ−3/2
tˆ
E∗tˆ |gˆtˆ (X∗1)− µˆtˆ |3,
bˆ =
m∑
s=2
σˆ
−δs
tˆ
|gˆstˆ (X∗1, . . . , X∗s )|δs ,
with δs = (2s + 1)/(2s − 1).
By Lemma 5, on the set BN , aˆ ≤ ρ, bˆ ≤ ρ. Hence with the help of (15), on the set BN , we
obtain the following estimate∣∣∣∣∫ ∞
0
e−xtˆ yd(Φˆn(y)− Φ(y))
∣∣∣∣ ≤ e x22 (1− Φ(x)) (1+ x)√n ρ. (16)
From (13), (14) and (16) the assertion of Lemma 7 follows. 
Lemma 8. On the set BN ,
|In(u, tˆ)| ≤ ρ1x−1 + ρ2n−1/2,
where ρ1 and ρ2 depend only on c, σ , , m.
Proof. First we will prove that, on the set BN , for any m ≥ 2,
|In(u, tˆ)| ≤ ρ3 Rˆ(tˆ)+ ρ4n−1/2, (17)
where
Rˆ(tˆ) = E∗tˆ
{
eδ1|v∗n2(tˆ)|
[
e−xtˆ (S˜∗+v˜∗n2) I (S˜∗ + v˜∗n2 +
1√
n
> 0)
]}
for some positive constants ρi and δ1. Note that, since x ≤ exp(x), x > 0, then for any δ2 > 0,
|In(u, tˆ)| ≤ δ−12 E∗tˆ
{
e(δ2+tˆ)(|v∗n2(tˆ)|+|r∗n |) ×
[
e−xtˆ (S˜∗+v˜∗n2) I (S˜∗ + v˜∗n2 + r˜∗n > 0)
]}
where r∗n = v∗n3(tˆ)+ · · · + v∗nm(tˆ) and r˜∗n = r∗n /(σˆtˆ
√
n).
Applying the inequalities exp(x)− 1 ≤ x exp(x) with x = (δ2+ tˆ)|r∗n | and r˜∗n > −(S˜∗+ v˜∗n2)
we get
|In(u, tˆ)| ≤ δ−12 E∗tˆ
{
e(δ2+tˆ)|v∗n2(tˆ)| ×
[
e−xtˆ (S˜∗+v˜∗n2) I (S˜∗ + v˜∗n2 + r˜∗n > 0)
]}
+ δ−12 (δ2 + tˆ)E∗tˆ
{|r∗n | exp ((δ2 + tˆ)|v∗n2(tˆ)| + (δ2 + 2tˆ)|r∗n |)} . (18)
By Ho¨lder’s inequality and inequality (10),
E∗tˆ
{|r∗n | exp ((δ2 + tˆ)|v∗n2(tˆ)| + (δ2 + 2tˆ)|r∗n |)}
≤
(
E∗tˆ (r
∗
n )
2
)1/2 · (E∗tˆ exp {2(δ2 + tˆ)|v∗n2(tˆ)| + 2(δ2 + 2tˆ)|r∗n |})1/2
≤
(
E∗tˆ (r
∗
n )
2
)1/2 · m∑
s=2
q−1/2s
(
E∗tˆ exp
{
2qs(δ2 + 2tˆ)|v∗ns(tˆ)|
})1/2
.
Here
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E∗tˆ (r
∗
n )
2 ≤ γ (m) · n−1 ·
m∑
s=3
E∗tˆ
∣∣∣∣∣n−s/2 · ∑
1≤i1<···<is≤n
gˆstˆ (X
∗
i1 , . . . , X
∗
is )
∣∣∣∣∣
2
= γ (m) · n−1 ·
m∑
s=3
(n
s
)
n−sE∗tˆ gˆ
2
stˆ (X
∗
1, . . . , X
∗
s )
≤ γ (m) · n−1 ·
m∑
s=3
1
s! (2
s+1c)2
≤ γ (m)(2e2c)2n−1.
Further, since, on the set BN , σˆ 2 > σ 2 − , then by Lemma 4,
tˆ ≤ x√
n
· 1
σ 2 − 
(
1+ x√
n
· 1
σ 2 −  · ρ
)
.
Therefore, under the condition xn−1/2 → 0 as n →∞ and small δ2 we have
2q3(δ2 + 2tˆ) < δ, s = 3, . . . ,m
for sufficiently small δ > 0. Hence, by Lemma 6, on the set BN ,
E∗tˆ exp
{
2qs(δ2 + 2tˆ)|v∗ns(tˆ)|
} ≤ ds .
From (18), we get
|In(u, tˆ)| ≤ δ−12 E∗tˆ
{
eδ|v∗n2(tˆ)|
[
e−xtˆ (S˜∗+v˜∗n2) I (S˜∗ + v˜∗n2 + r˜∗n > 0)
]}
+ ρ5 · n−1/2. (19)
Here
E∗tˆ
{
eδ|v∗n2(tˆ)|
[
e−xtˆ (S˜∗+v˜∗n2) I (S˜∗ + v˜∗n2 + r˜∗n > 0)
]}
= E∗tˆ
{
eδ|v∗n2(tˆ)|
[
e−xtˆ (S˜∗+v˜∗n2) I (S˜∗ + v˜∗n2 + r˜∗n > 0)I
(
|r˜∗n | ≤
1√
n
)]}
+ E∗tˆ
{
eδ|v∗n2(tˆ)|
[
e−xtˆ (S˜∗+v˜∗n2) I (S˜∗ + v˜∗n2 + r˜∗n > 0)I
(
|r˜∗n | >
1√
n
)]}
≤ Rˆ(tˆ)+ E∗tˆ
{
eδ|v∗n2(tˆ)|+tˆ |r∗n | I
(
|r∗n | >
1√
n
)}
≤ Rˆ(tˆ)+ exp(−σˆ 2/3
tˆ
n1/3) · E∗tˆ
{
eδ|v∗n2(tˆ)|+tˆ |r∗n |+(n1/2|r∗n |)
2/3
}
. (20)
Since
(n1/2|r∗n |)2/3 ≤ δ(m) ·
m∑
s=3
n−1 ∣∣∣∣∣ ∑
1≤i1<···<is≤n
gˆstˆ (X
∗
i1 , . . . , X
∗
is )
∣∣∣∣∣
2/3

and by Lemma 5, on the set BN , σˆ 2tˆ ≥ (σ 2 − )/2 for xn−1/2 → 0, then (17) follows from (19)
and (20) and from Lemma 6.
Further, by Lemma 5, on the set BN , xtˆ ≥ x/2 as xn−1/2 → 0. Therefore by Lemma 6 of
Borovskikh and Weber [15] we have Rˆ(tˆ) ≤ ρ6x−1 on the set BN . This proves Lemma 8. 
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Proof of Theorem 1. Coefficients λk,F , k = 0, 1, . . . of Cramer’s series λF (u) are defined by
the expansion of the function n(ψ(t)− tµt ) in Taylor’s series according to u = x/√n. Explicit
expressions for λk,F are given on page 15 of Borovskikh and Weber [15]. Coefficients for
bootstrapped Cramer’s series are obtained from λk,F where instead of F we use FN and have
λFN (u) with radius of convergence depending on σˆ . The series λFN (x/
√
n) coincides with series
which appeared in the expansion of the function nψˆ(tˆ)−mtˆx σˆ√n. Combining (4) and (15) and
Lemmas 3, 7 and 8, we obtain (3). 
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