Abstract. The present paper is concerned with strong stability of solutions of non-autonomous equations of the formu(t) = A(t)u(t), where A(t) is an unbounded operator in a Banach space depending almost periodically on t. A general condition on strong stability is given in terms of Perron conditions on the solvability of the associated inhomogeneous equation.
Introduction
In this paper we consider the asymptotic behavior of solutions of evolution equations of the form dx dt = A(t)x, t ∈ R, (1.1)
in terms of the existence and uniqueness of bounded solutions to the inhomogeneous equations dx dt = A(t)x + f (t), t ∈ R, (1.2) where A(t) is a family of unbounded linear operators on a (complex) Banach space X that depends almost periodically on t, and f is an almost periodic function taking values in X. Throughout the paper we assume that the homogeneous equation (1.1) generates an almost periodic evolutionary process (U (t, s) t≥s ) (see Definition 2.5). If (1.1) is autonomous (that is, A(t) = A for all t), and dim(X) < ∞ the classical Lyapunov Theorem states that (1.2) is strongly stable if all real parts of the eigenvalues of A are negative. In the infinite dimensional case this condition is no longer valid. In fact, one needs more conditions to guarantee the (strong) stability of solutions to (1.1). We refer the reader to [1, 4, 7, 18, 24] and the references therein. If A(t) depends on t, the spectra σ(A(t)), in general, do not play any role in determining the behavior of solutions to (1.1). If A(t) depends periodically on t with period τ , the period map P := U (τ, 0) can be used to study the problem via discrete analogs, results that can be found in [2, 17, 35] .
The problem becomes much more complicated when A(t) depends on t almost periodically (but not periodically). The idea of linear skew products has been used extensively to study the stability and exponential dichotomy of non-autonomous equations (see e.g. [8, 13, 31] and the references therein). In this direction, the concept of evolution semigroups, as a variation of the aforementioned idea, proves to be a very effective analytic tool (see [3, 6, 19] ). However, since typically evolution semigroups are considered in the function spaces L p (X), C 0 (X) or AP(X), the spectrum of the evolution semigroup associated with (1.1) is too coarse to characterize finer properties of the system like strong stability. Indeed, the spectrum of the generator of the evolution semigroup associated with an evolution equation in one of these function spaces consists of a union of vertical strips in the complex plane, hence the imaginary axis is either contained completely in the spectrum or does not intersect it. On the other hand, the well known ABLV Theorem (see Theorem 2.4) for stability of C 0 -semigroups allows the generator's spectrum to intersect the imaginary axis.
The main purpose of this paper is to provide a setting in which the idea of evolution semigroups combined with the spectral theory of functions can be further used to study the asymptotic behavior of solutions of (1.1). We consider the evolution semigroup associated with (1.1) in the smallest invariant subspace of the space of all almost periodic functions AP(X) which we call minimal evolution semigroup of (1.1). In general, this smallest invariant function space is determined by the Bohr spectrum of the coefficient operator A(t). The main results (cf. Theorem 3.6) we obtain in the paper are extensions of results known in the autonomous and periodic cases. Our conditions for strong stability are stated in terms of Perron conditions which are very popular in recent studies on stability and dichotomy (see for example [14, 15, 19, 26, 27, 28] ). We analyze some particular cases as examples of how the obtained results can be applied to equations with almost periodic coefficients.
Preliminaries

Almost Periodic Functions.
In this paper we use the concept of almost periodicity in Bohr's sense. The reader is referred to [1, 16] for some standard definitions and properties of almost periodic functions taking values in a Banach space X. Definition 2.1. A bounded and continuous function g : R → X is said to be almost periodic in the sense of Bohr (or simply almost periodic) if for each given sequence {τ n } ∞ n=1 ⊂ R there exists a subsequence {τ n k } ∞ k=1 such that the limit lim
exists uniformly in t ∈ R.
Given an almost periodic function g, for each λ ∈ R the following is shown to exist (see [16] )
And, except for at most a countable set σ b (g) of values of λ, this limit M λ,g is always equal to zero.
Definition 2.2. Let T ⊂ R. The semi-module generated by T , denoted by sm(T ), is the set of all real numbers µ of the form
where k is a positive integer, λ 1 , λ 2 , . . . , λ k ∈ T , and n 1 , n 2 , . . . , n k are non-negative integers.
Note that by this definition 0 ∈ sm(T ).
Let σ b (A) be the Bohr spectrum of the almost periodic A : R → X. We will denote the semi-module generated by this spectrum by Λ := sm(σ b (A)). We introduce the following notation AP Λ (X) := {g ∈ AP(X) :
Note that AP Λ (X) is a closed subspace of AP(X).
Let A be a closed operator in a Banach space X, and let A generate a uniformly bounded C 0 -semigroup of linear operators (T (t)) t≥0 , i.e., sup t≥0 A(t) < ∞. The following lemma is proved in [5, p. 2073 ].
Lemma 2.3. Let x ∈ X be fixed, then the map
is holomorphic. Furthermore, denote by σ u (A, x) the local unitary spectrum of x, i.e. the set of points λ ∈ iR to which R cannot be extended holomorphically. Then
We also restate a well known result from [5, Theorem 3.4] .
Theorem 2.4 (ABLV Theorem). Suppose (T (t)) t≥0 is a bounded C 0 -semigroup in a Banach space X with generator A, x ∈ X is fixed. Denote by σ u (A, x) the set of iβ ∈ iR such that the local resolvent, R(α + iβ, A)x, α > 0, does not extend analytically in some neighbourhood of iβ. If
2.2. Evolution semigroups associated with evolutionary processes. Definition 2.5. A two parameter family (U (t, s)) t≥s of bounded linear operators acting in a Banach space X is said to be an evolutionary process if the following conditions are satisfied:
(i) U (t, t) = Id, for all t ∈ R, where Id is the identity operator of X, (ii) U (t, r)U (r, s) = U (t, s) for all s ≤ r ≤ t, (iii) There are non-negative numbers M, α such that U (t, s) ≤ M e α(t−s) for all t ≥ s, (iv) The map (t, s) → U (t, s)x is continuous for each x ∈ X.
An evolutionary process (U (t, s)) t≥s in a Banach space X is said to be almost periodic if (v) for each x ∈ X, s ∈ R the function R ∋ t → U (t + s, t)x ∈ X is almost periodic.
Definition 2.6. Given a function space F as a subspace of BC(R, X). Assume that (U (t, s)) t≥s is an almost periodic evolutionary process generated by (1.1) and, for each h ≥ 0 and g ∈ F , the function R ∋ t → U (t, t − h)g(t − h) belongs to F . Then, the evolution semigroup (T h ) h≥0 associated with (1.1) in the function space F is defined as the family of bounded operators T h , h ≥ 0, defined by
From our assumption that (U (t, s)) t≥s is almost periodic evolutionary process, the function R ∋ t → U (t, t − h)g(t − h) belongs to AP(X) for every g ∈ AP(X). Hence by choosing F := AP(X) in the worst case, we see that the evolution semigroup (T h ) h≥0 associated with (1.1) is well defined.
Asymptotic Behavior of Solutions
Consider evolution equations of the forṁ
where A 0 generates a C 0 -semigroup denoted by e tA0 , t ≥ 0, and A : R → L(X) is almost periodic in the norm topology.
To equation (3.1) we associate the following integral equation
, is said to be a mild solution of (1.2) on J.
It is well known that (3.1) generates an evolutionary process in X which is determined by the integral equation (3.1). The following theorem shows that this process is almost periodic, and its associated evolution semigroup (T h ) h≥0 in AP(X) leaves the function space AP Λ (X) invariant. Theorem 3.1. Under the above assumptions and notation, the evolution semigroup associated with equation (1.2) in the function space AP Λ (X) is well defined as a C 0 -semigroup.
Proof. First, note that the evolution semigroup associated with the evolution equationẋ = Ax is well defined as a C 0 -semigroup in AP Λ (X). In fact, this follows from the fact that e hA g(·) is in AP(X) whenever g is in AP(X). Moreover,
is almost periodic in the norm topology, in AP(X) we can define the operator M A of multiplication by A(t), that is,
Note that M A leaves AP Λ (X) invariant. In fact, this can be checked by using the Approximation Theorem of almost periodic functions [12, Theorem 1.19, p. 27] as follows. Since g ∈ AP Λ (X), there is a sequence of trigonometric polynomials g n with exponents in Λ that approximates g. Similarly, we construct a sequence of trigonometric polynomials A n (·) that approximates A(·) in norm topology with exponents also in Λ. Then, A n (·)g n (·) approximates A(·)g(·). As Λ is the semimodule generated by σ b (A(·)) we get that the exponents of A n (·)g n (·) lie in Λ.
Let G A0 be the generator of the evolution semigroup (T h 0 ) associated withẋ = A 0 x in AP Λ (X). Then, since M A is a bounded linear operator in AP Λ (X), G A0 + M A generates a C 0 -semigroup in AP Λ (X). We now show that this semigroup in AP Λ (X) is nothing but the evolution semigroup of (3.2) in AP Λ (X) associated with equation (3.1). In fact, let us denote by (S h ) the semigroup that is generated by G A0 + M A in AP Λ (X). Then, this semigroup (S h ) satisfies the equation
Therefore, for each t ∈ R, by the definition of the evolution semigroup (T h 0 ) associated with the equationẋ = A 0 x, we have
Since h and t are arbitrary, we may set h = t − s, so the above equation becomes
Define w(t) := [S t−s v](t), then w is the unique solution of the equation
However, this is the equation that defines U (t, s)x. Therefore, we have for all t ≥ s,
In particular, when h := t − s we have that
is the evolution semigroup (T h ) h≥0 for each h ≥ 0. This completes the proof of the theorem. 
for all fixed x ∈ X and s ∈ R.
If A(t) is independent of t and generates a C 0 -semigroup, the strong stability of the evolution equation (1.1) means that lim t→∞ T (t)x = 0 for all x ∈ X.
Theorem 3.4. Equation (3.1) is strongly stable if its minimal evolution semigroup (T h ) h≥0 is strongly stable.
That means,
Therefore, every mild solution of (3.1) is convergent to the origin, proving strong stability of (3.1).
Definition 3.5. Let us denote by Σ[(3.1)] the following set
and call it the spectrum of equation (3.1).
It can be checked (see e.g. [22] ) that the generator
The domain D(G) of G consists of all functions u in AP Λ (X) such that there exists a function f ∈ AP Λ (X) for which
And, in this case, for such f and u, Gu = −f . In the same way, u ∈ D(G A0 ) and G A0 u = −f if and only if for all t ≥ s, t, s ∈ R, f ∈ AP Λ (X)
The operator G − λ generates a semigroup (R h ) in AP Λ (X) which is uniquely determined by the equation
Without difficulty we can check that R h = e −λh T h which is exactly the evolution semigroup associated with the process V (t, s) := e −λ(t−s) U (t, s). Therefore, u ∈ D(G − λ) and (G − λ)u = −f if and only if
Therefore, λ belongs to ρ(G) if and only if for each f ∈ AP Λ (X) there is a unique solution u λ,f to the equation
for all t, s ∈ R with t ≥ s.
With this preparation we are ready to prove the main result of the paper.
Theorem 3.6. Assume that 5) and for all λ ∈ iR but at most a countable set Σ, equation (3.4) has a unique solution u λ,f for each given f ∈ AP Λ (X). Moreover, assume that for each λ ∈ Σ and each fixed f ∈ AP Λ (X), lim
Then equation (3.1) is strongly stable.
Proof. First, by (3.5) the semigroup (T h ) is uniformly bounded. By the Spectral Inclusion of C 0 -semigroups (see Pazy [25] ), σ(G) ⊂ {z ∈ C : Rez ≤ 0}. Since Re(α+λ) = α > 0, by Lemma 2.3, α+λ ∈ ρ(G), and thus, (3.6) makes sense. Since Σ is countable, also σ u (G, u) is countable. The theorem is obtained by applying directly the ABLV Theorem 2.4 to the evolution semigroup (T h ) in AP Λ (X). In fact, as shown above, (3.6) is exactly the condition that lim α↓0 αR(α + λ, G)u = 0 for each u ∈ AP Λ (X), λ ∈ Σ. This means that the evolution semigroup (T h ) is strongly stable in AP Λ (X). By Theorem 3.4, this yields the strong stability of (3.1).
Special cases of Theorem 3.6. Below we will discuss several special cases of the above theorem.
Example 3.7. If A(t) = 0 for all t, then Λ = {0}. Therefore, AP Λ (X) is nothing but the space of all constant functions, hence it can be identified with X. The evolution semigroup associated with (3.1) is actually the semigroup e tA0 generated by the operator A 0 . Therefore, the following corollary is obvious, and is the ABLV Theorem. where x ∈ X, A(t) is a (not necessarily bounded) linear operator acting on X for every fixed t and A(t + 1) = A(t). Then AP Λ (X) is nothing but the space of all 1-periodic functions, and the process (U (t, s)) t≥s is 1-periodic (see [22] for related concepts and results). By [22, Proposition 1] equation (3.4) has a unique solution in AP Λ (X) if and only if 1 ∈ ρ(e −λ U (1, 0) ), or equivalently, e λ ∈ ρ(U (1, 0) ). Let us denote by P the monodromy operator U (1, 0). It is well known that the strong stability of the 1-periodic evolutionary process (U (t, s)) t≥s can be studied via the stability of its monodromy operator P (see, for example, [35] ). A discrete version of the ABLV Theorem on stability of individual orbits of the monodromy operator P is given in [17, Corollary 3.3] . We now show that the conditions of [17, Corollary 3.3] actually yield the conditions of our Theorem 3.6. In fact, the countability of Σ[(3.1)] follows from the countability of σ(P ) ∩ Γ, where Γ is the unit circle of the complex plane. Next, let iλ 0 ∈ Σ(3.1). Then, z 0 := e iλ0 ∈ σ(P ) ∩ Γ. Therefore,
We will show that (3.7) yields (3.6). By the definition of limit (3.7) in [17] αR(e iλ0+α , P )x 0 = 0.
Let f ∈ AP Λ (X), that is, f is an arbitrary continuous 1-periodic function taking values in X. Then, let
And let u iλ0+α,f be the unique solution to equation (3.4) . Then, it is easy to check that
Therefore, by the definition of the evolutionary process,
where the positive numbers M, β depend only on the process (U (t, s)) t≥s (see Definition 2.5). This shows that (3.7) yields (3.6), and thus, the following result is a corollary to Theorem 3.6.
Corollary 3.10. Let the monodromy operator P of the 1-periodic evolutionary process (U (t, s)) t≥s be a power bounded operator, i.e. sup n∈N P n < ∞, such that σ(P ) ∩ Γ is a countable set. Moreover, assume that for each ξ 0 ∈ σ(P ) ∩ Γ the following holds for each
Then, for every x 0 ∈ X and for every s ∈ R,
In summary, Theorem 3.6 covers two well known special cases of non-autonomous equations, including the autonomous and periodic cases. For the general case of non-autonomous equations the generator G of the evolution semigroup may have a more complicated spectrum, and we will discuss this topic in the next section.
Analysis of the Spectrum of the Generator G
As shown in the previous section, the spectrum of the generator G of the evolution semigroup (T h ) h≥0 plays an important role in studying the asymptotic behavior of the equations. Moreover, in the autonomous and periodic cases this spectrum may not be the whole vertical strips. In this section we will give a detailed analysis of the spectrum of the generator G of the evolution semigroup associated with certain non-periodic equations and applications of the results obtained from the previous section.
Proposition 4.1. Let (T h ) be the minimal evolution semigroup associated with (3.1), and G be its generator. Assume further that the semi-module generated by the set of frequencies of the function A(·) is actually a module. Then, for each
Proof. Let λ ∈ Λ. The above inclusions are actually equivalent to the claim that µ ∈ ρ(G) if and only if iλ + µ ∈ ρ(G). By the argument that precedes Theorem 3.6, µ ∈ ρ(G) if and only if for each f ∈ AP Λ (X) the integral equation
has a unique solution in AP Λ (X), denoted by u µ,f . Since Λ is assumed to be a module, u µ,f ∈ AP Λ (X) if and only if the function v : R → R, t → e iλt u µ,f , belongs to AP Λ (X). Moreover, u µ,f is the unique solution of (4.1) if and only if v is the unique solution of the equation
Remark 4.2. As an example for the case when Λ is a module we can take the equationẋ(t) = (e it + e −it )x(t). Then, the semi-module generated by the set of frequencies is the set of all reals of the form
where m, n are non-negative integers, hence Λ = Z. In the one dimensional case, sm(σ b (a)) = m(σ b (a)) if a(t) is a periodic function and its spectrum contains both positive and negative parts, or if a(t) is an almost periodic function that has a symmetric spectrum. (σ b (a)) and hence m(σ b (a)) = sm(σ b (a) ). The rest case is quite trivial.
Proof. If a(t) is L-periodic function with Fourier series
If Λ is not a module, the situation may be more complicated.
In order to analyze the spectrum of the generator G of the minimal evolution semigroup associated with (3.1), in case the non-autonomous term A(t) is small, it is useful to consider the generator G 0,Λ of the evolution semigroup (T h 0,Λ ) associated with the equationu = A 0 u in the function space AP Λ (X).
Lemma 4.3. Assume that A 0 is a sectorial operator, and the semi-module Λ is a closed subset of the real line. Under the above assumption and notation,
Proof. By the main results of [20] ,
This condition means there are no complex numbers η ∈ σ(A 0 ) and λ ∈ Λ such that η − µ = iλ, or, µ cannot be expressed as µ = η − iλ with η ∈ σ(A 0 ) and λ ∈ Λ. In turn, this yields that µ ∈ σ(A 0 ) − iΛ, or, µ ∈ C\(σ(A 0 ) − iΛ). This proves the proposition.
Recall that we are denoting by G the generator of the evolution semigroup associated with equation (3.1).
Proposition 4.4. Assume that A 0 is a sectorial operator, and the semi-module Λ is a closed subset of the real line. Then, for each compact subset
there exists a number δ 0 > 0 such that if
Let A denote the operator of multiplication by A(t) in AP Λ (X). Note that this multiplication operator is well defined in AP Λ (X), and moreover, this operator is bounded. Therefore, there exists a positive δ 0 such that the operator
whenever A < δ 0 and λ ∈ K. Next, we can show that for each λ ∈ K
In fact, set U :
With this notation we have
and hence, (λ − G 0,Λ )U = I + AU.
In other words, U = R(λ, G) whenever λ ∈ K and A < δ 0 . This yields (4.2). The proposition is proved.
4.1. One dimensional case. As a motivation, we consider the equation
where a(t) is a numerical almost periodic function taking values in X := R. Define the operator G = −d/dt + a(t). We will describe the part of spectrum σ(G) ∩ iR.
Theorem 4.5. Suppose that (i) the semi-module generated by the Bohr spectrum of a(t), i.e. Λ := sm(σ b (a)), is a discrete countable set and
Then Σ is also a discrete countable set. Moreover
In order to prove Theorem 4.5, we need the following two lemmas.
Proof. This Lemma is a direct consequence of [11, Theorem 4.12] and [11, Theorem 5.2] . Indeed, [11, Theorem 4.12] stated that g(t) = t 0 f (s)ds is an almost periodic function. Therefore g(t) is an almost periodic solution to equation x ′ (t) = f (t), and by [11, Theorem 5 (a) ) is a discrete set, so is σ b (a). From the assumption 0 ∈ σ b (a), we get that σ b (a) is bounded away from zero. Applying Lemma 4.6,
We have
Since g ∈ AP Λ (R) we have that g is bounded, so the above infinite sum is uniformly convergent. Also g n ∈ AP Λ (R) due to the fact that AP Λ (R) is closed under products (see [11, Theorem 1.9, p. 5] ) and σ b (g n ) ∈ Λ as an application of the Approximation Theorem. Since the uniform limit of a sequence of almost periodic functions is also an almost periodic function, e g(·) ∈ AP(R). On the other hand, AP Λ (R) is a closed subspace of AP(R). Therefore, e g(·) ∈ AP Λ (R).
Proof of theorem 4.5. It is sufficient to prove that for every real number λ ∈ −Λ∪Λ, the equation
has a unique solution x ∈ AP Λ (R) for every f ∈ AP Λ (R).
Let y(t) = e iλt x(t) or x(t) = e −iλt y(t), then (4.3) becomes dy dt = a(t)y + e iλt f (t), (4.4) which has a general solution
By applying Lemma 4.7, one has f (·)e
a(s)ds , then λ n = λ + µ n for some µ n ∈ Λ. Since λ ∈ −Λ ∪ Λ, it follows that λ n = 0 for all n. Because Λ is a discrete set, e iλτ f (τ )e Note that Λ + {λ} = Λ, since λ ∈ Λ. So y ∈ AP Λ+{λ} (R) and therefore x(·) = e −iλ· y(·) ∈ AP Λ (X) which completes the proof. (a) ) is essential. In one dimensional case, the semi-module generated by the Bohr spectrum of all periodic functions are discrete. This assertion also holds for all almost periodic functions that either have discrete positive spectrums or discrete negative spectrums; for example a(t) = c 1 e iλ1 + c 2 e iλ2 + · · · + c m e iλm , where λ 1 < λ 2 < · · · < λ m < 0 or 0 < λ 1 < λ 2 < · · · < λ m . Meanwhile with almost periodic functions that have both negative and positive spectrums, their semi-module generated by the Bohr spectrums may be not discrete. For example, if a(t) = e −it + e i √ 2t , then sm(σ b (a)) = {−m + n √ 2|m, n ∈ N 0 } is not discrete since −m + n √ 2 can be closed to zero with arbitrary distance. where A(t) is an almost periodic matrix and X = R n or C n .
Example 4.13. In the following we give a numerical example to illustrate the conditions required in our Theorem 3.6. The equation we consider is of the form dx(t) dt = (cos t + cos t √ 2 − 2)x(t), x(t) ∈ R, t ∈ R + . (4.6)
The frequencies of a(t) := cos t + cos t √ 2 − 2 are {0, −1, 1, − √ 2, √ 2}, therefore Λ := sm(σ b (a)) = m(σ b (a)) = Z + Z √ 2. We will show that Σ = iΛ.
We have M 0,a := lim 
