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Themain objective of this paper is to present amethodology to carry out transientConjugate
Heat Transfer (CHT). Transient thermal interactions between a fluid and a solid are difficult
to perform because of their computational cost. Indeed, fluid and solid characteristic times
differ by several orders of magnitude. The present method has the aim to speed up the
thermal analysis process by coupling an unsteady conduction computation with a sequence of
steady CFD computations. This procedure assumes that the influence of fluid unsteadiness is
negligible. Moreover, this paper proposes different approaches to interpolate fluid information
between two steady CFD computations necessary to the solid solver for moving forward in time.
The results obtained with these different approaches are compared with a reference result.
I. Introduction
Thermal stress analysis is an essential step in the design process of many industrial systems. In fact, high temperaturegradients can lead to catastrophic system failure if they are not taken into account during the design process. In
the case of fluid-structure thermal interaction this step becomes difficult especially due to huge temporal disparities.
Generally, in industry, heat transfer analysis between fluid and structure is carried out through a Finite Element Analysis
(FEA) using boundary condition values obtained from experimental tests or originated from empirical equations. Some
methods have been developed to eliminate many of these assumptions creating a branch of the thermal science, the
conjugate heat transfer (CHT). The concept was formulated in the early 1960’s by Perelman [1]. Two approaches
are mainly used for solving CHT problems: the monolithic and the partitioned approaches. The first one consists in
solving fluid and structure problems with an unique system of equations (see Ref. [2]). This is a robust method but it is
expensive and often difficult to implement. Moreover, it needs a specific solver able to compute fluid and solid problems
together. The second approach, the partitioned one, consists of solving fluid and structure separately, and exchanging
information with a specific frequency, as explained in [3]. This method is faster and more flexible than the monolithic
one because it allows the use of an appropriate solver for each subproblem which means that different time steps can be
used to speed up the resolution of each subproblem. Unfortunately, as the fluid-structure interface is not directly solved
in the equation system, instability phenomena can occur. Many studies have been devoted to the stability of steady CHT
problems (see Refs. [4–6]). The present paper focuses on the transient thermal interaction between fluid and structure.
Unsteady CHT calculations are rather rare in practice because of their computational cost. In theory, to capture the
transient thermal interaction, it is necessary to give to the solid solver information concerning the dynamics of the fluid.
Fluid and structure should be coupled at each fluid time step, causing a very expensive solution, especially over long
integration times, such as a full flight cycle. Furthermore, most of the time, only the thermal transient in the solid is
sought. For this reason, a method that couples an unsteady computation in the solid with a sequence of steady state
solutions in the fluid is generally used [7]. Most papers present an application of this method on aeronautic systems,
high-pressure turbines in particular [8, 9], or a study on the stability of the coupling method [10], but the accuracy
of this method has not been tested yet. This is the subject of the present paper. In the first part the "quasi-dynamic"
coupling procedure is presented, then some different methods to improve its precision are proposed. In the last part a
comparison of these methods is shown.
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II. Methodology
A. Fluid-Solid Interfacial Conditions
In CHT analysis it is common practice to impose a temperature as boundary condition on the fluid side and a heat
flux on the solid side. Many studies have demonstrated that using a Robin condition with a well-chosen coefficient
makes the CHT analysis more stable and faster than simply imposing the heat flux [6, 11]. Therefore, in this paper the
Robin boundary condition in the solid solver is used. This condition can be expressed as follows:
Q̂s + αf T̂s = Q f + αfTf (1)
more commonly expressed in the following form:
Q̂s = Q f + αf
(
Tf − T̂s
)
(2)
where Q is the heat flux, T is the temperature, and α is the coupling coefficient. The subscripts f and s indicate the
fluid and the solid respectively. The caret •̂ denotes the sought variables. The coupling coefficient α is a relaxation
coefficient and, physically, it can be regarded as a local interface stiffness.
When the Robin condition is used in a Conventional Staggered Scheme (CSS) algorithm, it is easy to show that if
the CSS algorithm converges, the solution (Qs = Q f and Ts = Tf ) is independent of αf .
B. Coupling algorithm
The difficulty of carrying out efficient coupling computations studying the aerothermal interaction between the
fluid and the solid is due to their different time-scale necessary to solve each physical problem. Typically, the fluid
dynamic problem requires a much smaller temporal resolution than the structural one. Taking the fluid time step as the
coupling time period may be extremely expensive and pointless because no change in the thermal solid problem will be
observed in such small time period. This is why in this kind of analysis the "quasi-dynamic" coupling approach, also
referred to as the "quasi-steady" assumption, is used. Indeed, it is aimed at achieving a full transient analysis within
the shortest possible time. It is based on coupling an unsteady thermal analysis in the solid with a sequence of steady
CFD computations. Since the fluid characteristic time is much smaller than the solid one, the fluid unsteadiness can be
neglected over the characteristic time of the solid. This justifies the use of steady CFD computations. Furthermore, these
two calculations are iterated over a specific time interval, denoted as the coupling time step, until convergence. This
iterative process turns the method into a strong coupling approach because the continuity of heat flux and temperature is
respected at convergence of the coupling time step (see Ref. [10]).
Fig. 1 Coupling algorithm for unsteady CHT problems. [10]
The various steps in Fig. 1 can be defined as follows:~1 Transient calculation in the solid from tc to tc + ∆tc~2 Exchange from the solid to the fluid solver~3 Steady fluid computation
2
~4 Exchange from the fluid to the solid solver
Convergence test : The variation of the interface thermal state between two coupling iterations∗ is smaller than a
convergence criterion. Is the convergence attained?~5 No: go back to tc (step yg1 ) and remake the coupling iteration~5’ Yes: thermal transient state has been found, now moving forwards in time starting from tc + ∆tc , that becomes the
new converged state
The transient thermal state in the solid is calculated in step yg1 using an interpolated fluid thermal state as boundary
condition when the solid solution advances in time. This paper focuses on this part of the coupling algorithm.
C. Boundary Condition Treatment for step one
In the literature, it is usual to interpolate linearly in time both the fluid temperature and the fluid heat flux. We
have tested different methods and we have compared them with a reference solution where neither interpolation nor
sub-iterations are needed. The tested methods are the following:
• The Traditional Method (DR1): both fluid temperature and heat flux are interpolated linearly in time between two
fluid values:
Q̂ns = intert
(
Qn−1f
)
+ αf
(
intert
(
Tn−1f
)
− T̂ns
)
(3)
where the superscript n is the coupling iteration and interx (y) is the linear interpolation in respect of x of the y
quantity.
• Interpolation in time (DR2): only the fluid heat flux is interpolated linearly in time. Indeed, the boundary
condition on the fluid solver is a Dirichlet one, i.e. an imposed temperature condition, therefore the solid solver
will receive theoretically the same temperature sent at the previous coupling iteration. Basically, the fluid and the
solid temperatures are the same. This allows to avoid unnecessary spatial interpolation errors between the fluid
and the solid meshes.
Q̂ns = intert
(
Qn−1f
)
+ αf
(
Tn−1s − T̂ns
)
(4)
• Heat Flux - Temperature Interpolation (DR3): here we use the solid temperature like in the previous method but
in this case a linear interpolation between the fluid heat flux and the temperature is applied:
Q̂ns = interT n−1s
(
Qn−1f
)
+ αf
(
Tn−1s − T̂ns
)
(5)
This assumption is simply based on the Newton’s law of Cooling:
Q = h
(
T − Tre f
)
(6)
where h is the heat transfer coefficient and Tre f is a reference temperature.
As stated before, the results obtained using these three methods have been compared with a reference result. The
latter has been obtained by coupling the fluid and the solid problems at every solid time step in order to have a solid
Fourier number Ds less or equal to 0.5. Its expression is given by:
Ds =
as∆ts
∆y2s
(7)
where as is the solid diffusivity [m2/s], ∆ts is the solid time step, and ∆ys is the size of the first solid cell.
Because of the small Fourier number, sub-iterations are not necessary (step yg5 ) over a coupling time step. Indeed,
when the Fourier number is low the change of the thermal problem is very small, then no relaxation is needed
consequently the error in the continuity of heat flux and temperature can be neglected.
An other important number in fluid-solid aerothemal analysis is the "mesh Biot number":
Bi∆ =
h
ks/∆ys
(8)
∗A coupling iteration contains algorithm steps from yg1 to yg4 .
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where h is the local heat transfer coefficient, ks is the solid conductivity and ∆ys is the size of the first mesh of the solid
domain. This number characterizes the heat transferred from the solid to the surrounding fluid, i.e. it gives an overview
of the thermal fluid-structure interaction.
III. Comparison of performance
A. Case Study
Solid
FluidBuffer Zone
x
y
T = f(t)
Coupled interface
Λs = 3 mm
L = 350 mm
U∞ = 83 m/s
T∞ = 1200 K
Adiabatic Wall
150 mm
Fig. 2 Geometry and operating conditions.
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Fig. 3 Zoomed view of the fluid mesh near the leading edge (x = 0).
The different methods have been tested in a simple test case composed of convective heat transfer over, and solid
conduction within a flat plate (see Fig. 2). In the same figure the main dimensions of the system and the main operating
conditions are indicated. This test case might appear to be simple but from the thermal point of view is a complex case
because the mesh near the leading edge has been refined enough in the flow direction to capture as much as possible the
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Fig. 4 T = f (t) imposed at the bottom face of the solid.
heat exchange (Fig. 3). Moreover, we have applied some severe operating conditions which lead to heat fluxes of the
order of 105 W/m2. Indeed, the evolution in time of the temperature imposed on the bottom face of the solid, shown
in Fig. 4, generates large temperature gradients in the solid (3 mm thick). The thermal properties used for the solid
are: thermal conductivity of 13.6 W/(mK) and volumetric heat capacity of 1.36 W/(m3K). The three points in Fig.
4 indicate the time at which the solid solver is coupled with the fluid one. Between them the solid solver advances
in time with interpolated values of the fluid states as boundary condition for the coupling interface. In this test case
we have simulated the heat transfer between fluid and solid within a relatively short time (1 second) because of the
computational time necessary to calculate the reference solution.
The software used to solve the fluid problem is elsA [12], whereas the unsteady conduction problem in the solid is
solved by Z-set [13]. The connection between this two solvers is provided by using the coupling library CWIPI [14].
B. Results
Figure 5 shows the temperature evolution at the leading edge for two different values of the coupling coefficient αf
using the DR1 method. We can see that the two results are not identical, although they should be. In fact, as mentioned
before, the solution should be independent of αf at convergence. This discrepancy is due to the simultaneous use of the
linear interpolation of the fluid temperature and of a large value of the coupling coefficient in the Robin formulation (see
Eq. (1)). Indeed, the second condition means T̂s = Tf that, together with the first one, produces a linear temperature.
The linear interpolation of the fluid temperature can be avoided when a Dirichlet condition is used on the fluid side
of the coupled interface because this quantity is already known. In fact, a Dirichlet condition on the fluid side means
Tn−1
f
= Tn−1s and Tns = Tn−1f , so T
n
s = T
n−1
s . The symbol n in the previous equations indicates the current coupling
iteration. Moreover, the fluid and the solid meshes are rarely coincident, Thus, the fluid and the solid temperatures may
be pretty different due to interpolation errors.
Therefore, we have implemented the DR2 method, which uses the temperature computed by the solid solver at the
previous coupling iteration instead of using the linear interpolation of the fluid temperature.
Figure 6 shows the temperature evolution using the DR2 method for the same two coefficients. In this case, the two
results are identical, i.e. the αf dependency has been removed. The DR3 method uses the same temperature of the DR2
method, therefore its αf independence is automatically verified.
In view of these results, we have decided to exclude the DR1 method from the comparison with the reference
solution.
Figure 7a shows this comparison of temperature. The DR3 method behaves like the reference calculation, whereas
the temperature computed by the DR2 method is slightly different in the interpolated zone between two coupling points
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Fig. 5 Temperature result obtained with the DR1 method.
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Fig. 6 Temperature result obtained by the DR2 method.
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(a) Entire calculation.
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(b) Zoom view on the last part of the calculation.
Fig. 7 Comparison of DR2 and DR3 result with the reference solution for the temperature.
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(Fig. 7b). This difference is more evident on the heat flux at the leading edge (see Fig. 8). The DR2 heat flux evolution
is almost linear because this method imposes a temporal linear heat flux, whereas the DR3 result compares well with the
reference solution.
As a result, the temporal accuracy of the DR3 method allows us to obtain a precise solution of the heat load in the
solid domain, not only at the coupling times, but also at each solid time step.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
·105
Time, s
H
ea
t
F
lu
x
,
W
/m
2
DR0
DR2
DR3
Fig. 8 Comparison of DR2 and DR3 result with the reference solution for the heat flux.
The same configuration with different thermal proprieties for the solid domain has been tested. In order to increase
significantly the mesh Biot number, the solid conductivity ks has been changed from 13.6 W/mK to 1.8 W/mK . Figures
9 and 10 compare the DR2 and DR3 methods for the temperature and the heat flux profiles. Figures 9a and 9b shows the
comparison of the temperature. In this case, the difference using the two methods is barely noticeable. Only zooming
on the first part of the calculation (Figure 9b) it is possible to see a small deviation of the temperature profile computed
by the DR2 method, whereas the DR3 method provides a profile that fits perfectly the reference solution. Looking at the
heat flux solution in Figure 10, we notice only a small difference between the two solutions because the heat flux evolve
approximately linearly in time.
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Fig. 9 Comparison of DR2 and DR3 result with the reference solution for the temperature.
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Fig. 10 Comparison of DR2 and DR3 result with the reference solution for the heat flux.
IV. Conclusion
In this paper we have presented and compared different temporal interpolation methods in the framework of the
"quasi-steady" assumption. We have shown that there are no physical reason to assume a linear variation in time of the
heat flux (DR2). In fact, the heat flux is linearly dependent on the temperature (Eq. (6)), then an interpolation based on
this hypothesis (DR3) is more appropriate. Indeed, the use of the heat flux-temperature linearity compares well with a
reference solution based on a sub-iterative and unsteady procedure. It is a promising result because applying the DR3
method to the "quasi-dynamic" coupling algorithm, it is now possible to reduce the computational time cost of more
than 95% while maintaining a very good accuracy.
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