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Abstract
The capability and importance of weather radar are proven for hazardous weath-
ers detection, monitoring, and prediction in both research and operations. Continu-
ous efforts have been made in improving radar performance in terms of spatial and
temporal resolutions, data quality, new capabilities, etc. On the other hand, compres-
sive sensing (CS) theory has been developed for solving underdetermined problems
using l1-norm minimization. It has been shown that CS is capable of reconstruct-
ing the sparse images from a limited number of measurements. In this work, CS is
specifically applied to two weather radar problems of (1) refractivity retrieval using a
network of radars, and (2) retrieving reflectivity and velocity from an imaging radar.
In the first study, CS is proposed to improve the refractivity retrieval since the
performance of a conventional constraint least squares method can be degraded sig-
nificantly by the measurement noise and the limited number of high-quality ground
returns. The application of CS to refractivity retrieval is formulated using a linear
model and subsequently the feasibility is demonstrated and verified using simula-
tions. In the second study, the problem of digital beamforming (DBF) is posed as
an inverse problem and formulated using a linear model for both reflectivity and ve-
locity estimation for CS. The application of CS is investigated using both simulation
and real data. In simulations, the performance of CS is quantified and compared
to the traditional Fourier beamforming and high resolution Capon beamforming for
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various conditions. The feasibility of CS to weather observations is further demon-
strated using the data collected by the Atmospheric Imaging Radar (AIR), developed






The impact of severe weather and weather-related hazards is considerable. Human
injury, loss of life and property damage alone account for an average cost of $1
billion per year in the United States (Baer and Company 1978; Bunting and Smith
1993). As such, the economic and humanitarian value of studying and predicting
such weather phenomena is immense. It has been shown that weather radars can
improve operationally the warning lead time of severe and hazardous weather, and
provide researchers with important atmospheric information to advance the under-
standing of these phenomena (National Research Council 2002; Polger et al. 1994).
For example, Doppler radars have been used to detect and monitor storms and under-
stand their structure and formation (Davies-Jones et al. 2001; Metzger et al. 2011).
Moreover, polarimetric weather radars provide additional information, such as differ-
ential reflectivity, the differential phase, and the co-polar cross-correlation coefficient.
This additional information allows for a hydrometeor classification (Park and Fabry
2010; Snyder et al. 2010), improves quantitative precipitation estimation (Brandes
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et al. 2002; Ryzhkov et al. 2005; Giangrande and Ryzhkov 2008), and provides a
better estimation of drop size distributions (Zhang et al. 2001).
In addition to the two milestones of Doppler and polarimetric capabilities in the
history of weather radar development, efforts in improvement of radar performance
such as resolution, data quality, functionality, etc. have never stopped. For example,
the spatial resolution of weather radar is typically defined by the size of radar reso-
lution volume, which is determined from the two-way beam pattern (in angle) and
range resolution (in radial direction). Additionally, the temporal resolution is defined
by the revisit time. For instance, the revisit time of mechanically scanned radar such
as Weather Surveillance Radar -1988 Doppler (WSR-88D) is defined by the time it
takes to complete a Volume Coverage Pattern (VCP). In order to improve angular res-
olution of conventional radar, the radar beamwidth can be decreased by increasing
antenna aperture size. Cross-range resolution can be improved with mobile radars
by simply locating the radar at a close but safe range from severe weather. Moreover,
range resolution can be improved without sacrificing radar sensitivity by employing
pulse compression, where a coded or frequency-modulated long pulse is used (e.g.
Kurdzo et al. 2014). However, neither of the refinement can be achieved easily or eco-
nomically. On the other hand, high temporal resolution of weather radars is required
to observe the dynamics and structure of rapidly evolving severe weather storms,
particularly considering that the development time for a tornado can be faster than
the typical radar update time (Zrnic et al. 2007; Bluestein et al. 2003; Carbone et al.
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1985). Moreover, radar observed high resolution structures potentially improve the
understanding of storm formation and lead to improvements in numerical weather
prediction models (Gasperoni et al. 2009; Sun 2005).
Further, temporal resolution can potentially be improved by using phased array
radars (PAR) and imaging radars. PAR scans the atmosphere electronically as op-
posed to the mechanical scanning in conventional radar. Electronic beam steering
makes it possible for PAR to rapidly update the beam position (Zrnic et al. 2007).
Further, the temporal resolution can be improved by increasing the rotational rate
of a mechanically scanned radar to complete the VCP more rapidly. However, in-
creasing the antenna rotational rate reduces the number of samples and dwell time
and thus leads to poor data quality. However, the beam multiplexing technique was
developed to increase the update time and maintain data quality by exploiting PAR’s
beam agility to collect independent samples (Yu et al. 2007).
Moreover, high temporal resolution can be achieved by using an imaging radar
by transmitting a large beamwidth and simultaneously receiving returned signals
from all angles with a number of spatially separated receivers (or subarrays) (Isom
et al. 2013). For example, the Atmospheric Imaging Radar (AIR) developed at the
Advanced Radar Research Center (ARRC) at the University of Oklahoma allows an
update time of approximately 6 seconds for a 20o×90o volumetric scan in the range-
height indicator (RHI) (Isom et al. 2013; Kurdzo et al. 2016). Note that an imaging
radar exploits digital beamforming (DBF) to obtain reflectivity and velocity fields
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within the wide transmitted beam simultaneously. As a result, the fast update time
offered by an imaging radar allows for improved flash-flooding detection and forecast
(Wada et al. 2013) and warning time for hazardous weather, including tornadoes and
hailstorms.
There have also been continuous efforts to explore new weather radar capabilities.
For example, it has been shown that crossbeam wind can be estimated using a PAR
system (Zhang and Doviak 2007). Additionally, the near-surface refractive index
can be measured with weather radars which can be used as a proxy for humidity
field. Radar-derived refractivity applications can be found related to cold fronts,
boundary layer process (Weckwerth et al. 2008), operational forecasting (Weckwerth
et al. 2005; Bodine et al. 2008), etc.
1.2 Radar refractivity retrieval
Many studies have shown that one of the main limitations for convective forecasting
is the lack of high-resolution moisture observations (Emanuel et al. 1995; National
Research Council 1998). 3D high spatial and temporal resolution observations of
moisture fields are desired for accurate weather prediction (Gasperoni et al. 2009).
In situ measurements such as radiosonde, weather surface station, and balloons pro-
vide direct point measurements typically with good accuracy, but exhibit low spatial
and/or temporal resolution and coverage. Even a network of high density surface
stations, such as mesonet, the spatial resolution provided might not be sufficient
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in many applications. Weckwerth et al. (2005) reported that a high density of net-
worked stations cannot be achieved easily and economically since 100-meter spatial
and 10-minute temporal resolution may be needed to observe convection initiation.
Radar-derived refractivity is currently the only available method to estimate moisture
content with relatively high spatial resolution and reasonable temporal resolution and
coverage, since at warm temperatures, moisture variations in the atmosphere are the
dominant factor on the change of refractive index (Bean and Dutton 1968; Bodine
et al. 2008; Fabry et al. 1997; Weckwerth et al. 2004). It has been reported that
radar-derived refractivity has a high correlation with moisture measured from sur-
face observations (Bodine et al. 2011).
Radar-derived refractivity exploits the phases of signals from ground clutter. Re-
fractivity retrieval was initially implemented using a single radar (Fabry et al. 1997;
Cheong et al. 2008a). Later on, a network of radars was proposed to improve the
resolution and accuracy of refractivity estimation (Hao et al. 2006; Fritz and Chan-
drasekar 2009). In refractivity retrieval, only signals from high quality ground clutter
with strong returns and stable phases should be used. Additionally, the quality and
resolution of the retrieval depends on the available number of high quality clutter. In
other words, the number of high quality ground clutter targets can be limited, espe-
cially when only a single radar is used. Refractivity measurements from a network
of radars can be approximated by a linear model, and the problem of refractivity
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retrieval is postulated as an inverse problem. This inverse problem is typically under-
determined due to the large number of refractivity pixels (to achieve desirable spa-
tial resolution) to be reconstructed and a relatively small number of measurements.
However, high resolution and accurate refractivity estimation is still a challenge for
weather radars due to the limited number of measurements they produce. Therefore,
this dissertation studies the estimation problem of high resolution refractivity by us-
ing a network of radars.
A constrained least square (CLS) method was proposed to estimate refractivity
by using an assumption of smoothness (Fritz and Chandrasekar 2009). Compres-
sive sensing (CS) theory is introduced as a technique to obtain accurate and high-
resolution refractivity estimation from a limited number of measurements for a net-
work of weather radars (Ozturk et al. 2014). Because CS has the potential to recover
sparse images from the limited number of measurements, the sparsity of refractiv-
ity can be obtained in a transform domain by considering the low coherence. The
CS theory will be briefly reviewed in Chapter 2, and specifically the refractivity re-
trieval with CS will be discussed in detail in Chapter 3. It is also known that as CS




A fast update time is required to observe rapidly evolving severe weather (Bluestein
et al. 2003; Carbone et al. 1985). The radar update time can be reduced by decreas-
ing the number of samples, decreasing the pulse repetition period (PRT), and by
changing the scanning strategy in elevation angles. Simply reducing the number of
samples and PRT leads to the degradation of data quality (Zrnic et al. 2007). For
example, the variance of the moment estimators (such as radar reflectivity, differ-
ential reflectivity, velocity, etc.) will increase by the reduction of dwell time. In
addition, clutter filtering can be challenging if the number of samples is too small.
Moreover, reducing PRT leads to a shorter maximum unambiguous range and results
in range folding. Changing the scanning strategy by reducing the number of scan-
ning angles in elevation is a sound approach (Torres et al. 2013a,b). However, fully
exploiting this capability requires a sophisticated and adaptive radar. Pencil-beam
PAR has capabilities to provide fast adaptive scanning by using a scan processing
module for the region of interest without compromising the data quality while im-
proving the temporal time (Zrnic et al. 2007). Meteorological Weather Radar 2005
X-Band (MWR-05XP) uses both phase and frequency scanning to steer the beam in
elevation and azimuth, respectively, for limited sectors, then requires a mechanical
scan to have a complete azimuth coverage (Bluestein et al. 2009). Additionally, the
rapid scanning X-band polarimetric radar (RaXPol) can provide update time by a fast
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rotating pedestal (180o/s) and frequency-hopping techniques to maintain data quality
(Pazmany et al. 2013).
An imaging radar, which is a subset of phased array radars, employs a wide trans-
mitted beam and a number of receivers. This removes the need of phase shifters for
electronic beam steering by transmitting a large beamwidth and receiving returned
signals simultaneously from all angles (Isom et al. 2013). DBF techniques are used
to estimate atmospheric reflectivity in angle using signals from spatially distributed
receivers. As such, high temporal resolution has been achieved by using imaging
radar with DBF. Several DBF methods have been applied to observations of the at-
mosphere using profiler radars. For example, Fourier beamforming (FB) has been
used for reflectivity and velocity estimation, but it has a resolution limitation due
to high sidelobes (Palmer et al. 1998; Yu et al. 2000). Capon beamforming (CB)
achieves higher resolution, but is difficult to calibrate to obtain the absolute reflectiv-
ity estimates. Spatial amplitude and phase estimation (APES) provides reliable re-
flectivity estimation, but the spectral resolution is poorer than CB (Isom et al. 2013).
Recently, an adaptive beamspace algorithm has been proposed for accurate and cali-
brated weather observations (Nai et al. 2016). Moreover, CS is used for observations
of irregularities in equatorial ionosphere by using Jicamarca radar, but the velocity
estimation did not performed (Harding and Milla 2013). Furthermore, reliable re-
flectivity and velocity estimation with high angular resolution are still a challenge
for DBF using imaging radars due to calibration, noise, receiver configurations, etc.
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Recently, radar imaging has been considered as an inverse problem for the spa-
tial map of reflectivity and velocity. In this work, CS is proposed as an alternative
reconstruction method to DBF to estimate reflectivity and velocity structure of the at-
mosphere. The investigation of CS for an imaging radar AIR is conducted in Chapter
4.
1.4 Inverse problems
Inverse problems can be categorized as linear and nonlinear inverse problems. In this
work, we are interested in linear inverse problems. Hadamard (1923) defines inverse
problems as well-posed problems if the solutions exist, unique and continuously de-
pendent on the data. Otherwise, the problem is called an ill-posed. In other words,
ill-posed problems arise approximating the continuous function by discretization it
into a finite dimension. Furthermore, when the discretization is applied, if the num-
ber of measurements is higher than the number of unknown variables, the problem
is called overdetermined. Accordingly, the problem is called underdetermined if the
number of measurements is smaller than the number of unknown variables. Sub-
sequently, both underdetermined and overdetermined problems can be considered
as ill-posed problem, since the solution is not unique. Further, it is noted that ill-
posed problems are extremely sensitive to measurement noise and modeling errors
(Tikhonov et al. 1995; Müller and Siltanen 2012).
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Regularizations are needed for ill-posed inverse problems to stabilize the prob-
lem due to sensitivity to the measurement noise (Tikhonov et al. 1995; Müller and
Siltanen 2012). Tikhonov regularization and singular value decomposition (SVD)
are commonly used in inverse problems (Hansen 1987; Müller and Siltanen 2012).
However, standard methods, such as least square and SVD, are highly sensitive to
perturbations in the data and do not provide the unique solution for underdetermined
problems. In order to obtain numerically a stable solution, a regularization function
based on a priori assumption is needed as a constraint. The regularization function
in the constraint such as smoothness, sparsity, etc. may vary with the regularization
method. Consequently, the accuracy and quality of the estimation will be limited
with the regularization method.
1.5 Compressive sensing
In the last decade, CS theory has been studied as a new framework for solving under-
determined problems using l1-norm minimization and a priori assumption of sparsity.
l1-norm is defined as the sum of magnitude of the variables and causes the solution to
be sparse. It has been shown that CS guarantees the exact solution using l1-norm min-
imization from a limited number of measurements if the solution is sparse (Candès
2006; Donoho 2006). In other words, CS requires that the image to be reconstructed
has to be sparse in an original domain or transform domain and the measurements
should be obtained incoherently.
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The CS theory has been applied to improve the quality of the reconstructed image
in many different engineering fields such as optical imaging (Baraniuk 2007), mag-
netic resonance imaging (Lustig et al. 2007), computer tomographic imaging (Aybat
and Chakraborty 2008), ultrasound imaging (Eldar and Kutyniok 2012), etc. Further,
the application of CS can be found in the radar field, such as observations of equa-
torial ionosphere by using Jicamarca radar (Harding and Milla 2013), directions of
arrivals for multiple point targets (Liu et al. 2013), ground-penetrating radar (Gurbuz
et al. 2007), wideband spectrum radio signal sampling (Polo et al. 2009), radio inter-
ferometry for astrophysical objects (Wiaux et al. 2009), pulse compression (Potter
et al. June 2010; Naini et al. 2009), and synthetic aperture radar imaging (Potter et al.
June 2010). As such, CS has been widely used in radar applications and has potential
for atmospheric observations in weather radars.
In this dissertation, the problem of refractivity estimation by networked radars
is formulated as an inverse problem (Hao et al. 2006; Fritz and Chandrasekar 2009).
Since the number of measurements are limited, CS is proposed to retrieve radar re-
fractivity with improved reconstruction accuracy.
In the second study, the problem of DBF is considered as an inverse problem and
formulated in a linear model (Gurbuz et al. 2007; Edelmann and Gaumond 2011).
CS is applied to reconstruct high resolution reflectivity and velocity from a limited
number of receivers from an imaging radar
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1.6 Scope of research and organization of dissertation
The main purpose of this study is to explore the application of CS to radar refractivity
retrieval from a network of radars and to an imaging radar to estimate reflectivity
and velocity from spatially distributed receivers. First, CS is applied to solve the
inverse problem of refractivity retrieval from radar phase measurements, where the
number of measurements can be small due to the lack of high quality ground clutter.
Second, CS is applied to imaging radar to obtain high-resolution reflectivity and
velocity profiles from the limited number of receivers. Subsequently, CS is tested
and verified through numerical simulations. Because the parameters are known and
controllable in simulations, statistical comparisons of estimation methods are made
by varying the signal-to-noise ratio (SNR), number of measurements, and receiver
configurations. Experimental results of FB, CB, and CS from AIR are provided. This
dissertation is organized as follows:
• Chapter 2: The theory of CS is briefly introduced. The necessary conditions
for CS estimation are briefly reviewed. Different minimization algorithms with
different regularization parameters are discussed.
• Chapter 3: The refractivity retrieval is made by using CS from networked
weather radars. The CS algorithm is developed and an extensive simulation en-
vironment is developed. The time-evolving moisture fields associated with re-
fractivity are obtained from the Advanced Regional Prediction System (ARPS)
12
models. The performance of CS is statistically analyzed by using numerical
simulations and is compared to the conventional CLS method.. The impacts
of the number of measurements and the amount of noise on the estimation are
also examined.
• Chapter 4: The application of CS to estimate reflectivity and velocity from
imaging radar is introduced as an alternative to DBF methods. The DBF prob-
lem is formulated for CS estimation for both reflectivity and velocity from
the correlation of signals from multiple receivers. Wavelet and second order
difference transforms are used for reflectivity and velocity estimation in CS
minimization algorithm. The performance of CS is statistically analyzed us-
ing numerical simulation and compared to FB and CB in simulation and real
experimental cases.






The recently developed compressive sensing theory offers the reconstruction of sig-
nals/images from a relatively low sample rate compared with the requirement of the
Nyquist sampling theorem. The Nyquist sampling theorem states that the sampling
rate has to be twice the maximum frequency in order to recover signal the accurately.
Based on the compressive sensing theory, the Nyquist sampling rate is not required,
and the signals or images can be exactly recovered from a limited number of mea-
surements (Candès 2006; Eldar and Kutyniok 2012). The CS theory requires that the
signal/image has to be sparse either in original domain or in a transform domain such
as discrete cosine transform (DCT), Fourier transform, or wavelet. (Donoho 2006;
Candès and Wakin 2008). Therefore, a priori assumption about the signal/image
is needed in a transform domain. Secondly, the measurements should be obtained
incoherently. Consequently, the signal/image can be reconstructed from small in-




In CS, the measurements are obtained as inner products of a signal, and the measure-
ment matrix is in linear form,
y = Hx (2.1)
where y is the measurements with size of M × 1, H is M × P measurement matrix,
and x is P× 1 signal. Typically in CS, the number of measurements M is less than
the number of pixels P. In underdetermined problems, the measurement H matrix
is rank deficient because either M is smaller than P or the high condition number of
H due to the large gap between the large and small singular values (Hansen 1987).
In other words, the sorted singular values decay gradually to zero. This implies that
one or more rows and columns of H can be expressed approximately as a linear com-
bination of others. Therefore, the matrix H contains almost redundant information.
As a result, there are an infinite number of solutions for underdetermined problems,
and without a priori information about the underlying source field, the exact solu-
tion cannot be found. In CS, the sparsity assumption of the image and incoherent
measurements make the reconstruction possible by using the l1-norm minimization.
The key elements required in CS to produce satisfactory reconstructions are sparsity,
incoherency, restricted isometry property, and l1-norm minimization. These will be
discussed in the following subsections.
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2.2.1 Sparsity
A sparse image means that the image can be represented by only a few nonzero coeffi-
cients either in the original domain or in its transform domain (Candès and Romberg
2006; Donoho 2006; Candès and Wakin 2008). For example, even if an image has
all pixels of nonzero values, it might only contain a few nonzero coefficients after a
linear transformation, such as DCT, Fourier transform, or wavelet. A linear transfor-
mation of an image x is given as
s =Ψx, (2.2)
where s is P×1 transformed image coefficients andΨ is P×P transformation matrix.
If the image is sparse in a transform domain and the number of nonzero coefficients
is K, then it is called K-sparse image.
In practice, the condition of sparsity might not be met, but most natural images
can be compressible in transform domains (Eldar and Kutyniok 2012; Candès and
Wakin 2008). An image is said to be compressible if it can be well approximated
by a few large coefficients in the transform domain, while the rest of the coefficients
have relatively small values and only contribute negligible content to the original
image. In other words, if the coefficients for a compressible image are sorted, they
decay rapidly. In this dissertation, the level of compressibility for a given image
is defined based on the root-mean-square error (RMSE) between the image and the
approximation (derived using a portion of large coefficients) of that image. The
RMSE is set to 6.32 for this case. It will be explained in more detail in Section
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3.6.3. An example of the “Lena" image is used to demonstrate compressibility of
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Figure 2.1: Lena image (left panels) is shown with 65536 pixels (256 by 256) and the first
10,000 sorted transform coefficients are shown for better demonstration after wavelet and DCT
in the middle panels. The recovered images (right panels) are obtained by inverse wavelet and
DCT using 10% and 19.7% of largest coefficients, respectively, to achieve RMSE =6.32.
recovered image can be different in different transformation domains to achieve the
same RMSE. For this case, wavelet is capable of recovering the image using only
10.2% of the largest coefficients, whereas DCT uses 19.7% of the largest coefficients
for the given RMSE. In other words, the image is more compressible in wavelet
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than DCT. Therefore, in order to take advantage of sparsity for efficient recovery, an
appropriate transformation should be chosen.
DCT and wavelet are linear orthogonal transformations that have the property
Ψ−1Ψ = I. DCT expresses as a sum of cosine functions at different frequencies
and is equivalent to the real part of the discrete Fourier transform. Wavelet has
various transform bases including Haar and Daubechies, which are commonly used
in applications. Wavelet requires the size of the signal power to be 2, and in this
work, Daubechies basis functions are used for the wavelet transform. It is worth
mentioning that sparsity could be considered in the spatial and temporal variations
of an image. Total variation (TV), which performs the first order difference of the
image, has been widely used to obtain gradient sparsity of a signal (Rudin et al.
1992; Ding and Selesnick 2015). Additionally, the second order difference operator
(Laplace) has been used for signal smoothing (Boyd and Vandenberghe 2004) but can
be used to obtain signal sparsity as well. The Laplace operator can lead to sparser
representation of the image compared to TV when the image has linear variations.
2.2.2 Incoherence
To reconstruct sparse or compressible images using CS, the second important ele-
ment is that the measurements should be incoherent with the sparse representation of
basis functions (Donoho and Elad 2003; Candès and Romberg 2006). Coherence is
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mathematically defined as the maximum value of inner products between the trans-




P max(|〈hi,ψ j〉|) 1 ≤ i ≤ L, 1 ≤ j ≤ P, (2.3)
where ψ j is the j
th column ofΨ and hi is the normalized ith row of H. Coherence is a
measure of how these two bases are similar to each other and has a theoretical range
of [1,
√
P] (Candès and Romberg 2006). If each measurement vector hi spread out in
theΨ, µ approaches 1, indicating maximal incoherence. If one hi from H and one ψ j
from Ψ are exactly same, µ is
√
P, indicating maximal coherence. Large coherence
values indicate that some measurements are only sensitive to certain coefficients. In
other words, a few relatively large values in the measurement basis dominate the con-
tribution from remaining small values by amplifying certain coefficients more than
others in the forward and inverse operation. This can lead to poor reconstructions
since missed information might be important.
On the contrary, incoherent measurements receive contributions from a signifi-
cant portion of all coefficients. While these contributions are linearly mixed in mea-
surements, the possibility of accurate reconstruction is increased. Therefore, coher-
ence needs to be as low as possible for better recovery. From another point of view, if
the coherence becomes low, the minimal number of measurements needed for exact
reconstructions decreases (Candès and Romberg 2006; Candès and Wakin 2008). De-
creasing the required minimum number of measurements will lead to reduce the cost
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of the system and computational time of the solver. It is also worth noting that the
condition of incoherence can be further improved by designing a transformation ma-
trix. For the same given number of measurements, reducing the coherence will also
help to recover low sparse images (non-compressible), since the required number of
measurements is a multiplication of µ and sparsity K. As a result, better sparsity of
signals in the transformed domain with incoherent measurement matrices is likely to
increase the possibility of exact reconstruction.
2.2.3 Restricted isometry property
The restricted isometry property (RIP) was derived and guarantees the exact solution
(Candès 2006; Baraniuk et al. 2010; Duarte and Eldar 2011). Theoretically, the
condition of the restricted isometry property (RIP) has been shown and satisfied for
special cases such as random Gaussian matrices, but it is hard to prove in engineering
applications (Candès 2006; Eldar and Kutyniok 2012). An M x P measurement
matrix H allows the reconstruction of a K−sparse signal with size of P x 1, if the




≤ (1 +δk)||x||2l2 (2.4)
where δk is a constant value between 0 and 1. RIP states that there are no two different
K−sparse signals which lead to the same measurements (Baraniuk et al. 2010; Eldar
and Kutyniok 2012). If we replace the norm term in (2.4) with the inner product,
(1−δk)||x||2l2 ≤< H
THx,x >≤ (1 +δk)||x||2l2 (2.5)
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where ||Hx||2l2 = x
THTHx =< HTHx,x >. It is clear that if δk = 0, then HTH = I. It
indicates that all the columns of H have to be orthonormal. More specifically, RIP
requires that all M ×K submatrices of H behave like orthonormal system. There-
fore, each measurement has a unique representation from each sparse vector for the
noiseless case. Note that HTH produces cross-correlation between the columns of H.
Consequently, coherence is at the minimum level, since the columns of the measure-
ment matrix are orthonormal; so there is no correlation between the columns. As a
result of this property and the orthonormality of the measurement matrix, the exact
recovery can be obtained.
In order to demonstrate this phenomenon visually in a matrix form, let us assume
that we know the locations of the K non-zero values of a sparse signal with the length
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It is obvious that we can remove the columns associated with 0’s in the sparse
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HM matrix is invertible since it is obtained from well-conditioned columns of H, and
so the solution is trivial and exact.
As a second example of a high coherence case, let us assume that some of the
columns are not independent. As a result, HM is rank deficient and the inverse does
not exist; exact reconstruction is not guaranteed anymore and an erroneous solution






combinations of K−sparse vector x. Therefore, in practice, coherence has been used
to indicate the satisfied condition of CS for stable recovery, since it is hard to show
that the RIP condition is sufficient.
2.2.4 l1-norm minimization
l1-norm is the sum of the magnitudes of the transform coefficients and is defined as
||s||1 =
∑
i |si|, where s is the transform coefficients vector. It has been shown that
the l1-norm minimization supports sparsity as opposed to the conventional methods
based on the l2-norm approach (Donoho and Elad 2003; Candès and Tao 2005). This
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is because the l1-norm penalizes small values heavily compared to the l2-norm ap-
proaches, and thus tends to generate sparse solutions. In other words, sparse signals
have a small l1-norm relative to non-sparse signals for the given same conditions,
whereas non-sparse signals have a small l2-norm relative to sparse signals (Candès
and Tao 2005; Donoho and Elad 2003). The unique solution for sparse signals can be
found by using the l1-norm minimization (Donoho and Elad 2003). Consequently,
the l1-norm solution for the noiseless case is obtained by solving the convex opti-
mization problem in the following:
min ||Ψx||1 subject to y = Hx, (2.8)
Note that if Ψ is the identity matrix, then x is sparse in the original domain. For the
noisy case, the error in the measurements are constrained with β,
min ||Ψx||1 subject to ||y−Hx||22 < β, (2.9)
where β controls the discrepancy between the measurements and estimation. In or-
der to demonstrate a signal reconstruction from highly limited measurements with
l1-norm reconstruction by using nonlinear sampling, the following example is con-
sidered. In a time variant signal from which the samples are obtained randomly in





where x is K × 1-sparse vector and has K nonzero frequency coefficients. For a
numerical example, sparsity is chosen as K = 2 and the frequency bandwidth as 10
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Figure 2.2: Time variant signal and random samples (blue circles) in time in Fig. 2.2(a).
Recovered frequency coefficients from l1 and l2-norm in Fig. 2.2(b)
Hz, where we seek the resolution of 0.1 Hz for the reconstruction and assume no
additive noise in the measurements. The reconstruction from 10 random samples
using l1-norm minimization is shown in Fig. 2.2. The amplitude recovery using l1-
norm minimization is exact in the frequency content in Fig. 2.2(b), and so the signal
is recovered exactly in time domain for the noiseless case in Fig. 2.2(a). It is obvious
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that l2-norm estimation is not sparse in the frequency domain in Fig. 2.2(b) and
requires more samples for accurate reconstruction. Additionally, the least square
reconstruction (l2 − norm) is matched exactly in the time sampled values, but the
estimated model structure is far from the true model in the time domain in Fig. 2.2(a).
Note that 200 uniform samples are required based on the Nyquist sampling theorem
to recover the signal exactly, but the result is not shown here since it overlaps exactly
with l1-norm reconstruction.
2.2.5 l1-norm solvers
In the last decade, there has been significant interest in developing l1-norm minimiza-
tion solvers to recovery sparse signals from undersampled measurements. Currently,
many l1-norm solvers exist in the literature including l1-Magic (Emmanuel Candès
2005), the nonlinear conjugate gradient algorithm with backtracking line search
(Lustig et al. 2007), second order convex programming (Grant and Boyd 2014),
the CoSaMP algorithm (Needell and Tropp 2009), universal Markov chain Monte
Carlo (MCMC) algorithm (Zhu et al. 2015). In this dissertation, the nonlinear conju-
gate gradient method (Lustig et al. 2007) and the convex optimization solver packet
(Grant and Boyd 2014) are used to solve the l1-norm minimization problem.
2.2.5.1 Nonlinear conjugate gradient method
The l1-norm solver described in Lustig et al. (2007) was used to solve the problem of
refractivity estimation in chapter 3. The solver uses the nonlinear conjugate gradient
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and error back-projection algorithm to converge on a solution. An initial solution is
required to start iteration in the solver and convergence sensitive to the initial value.
The solver iteratively solves the problem and allows use of multiple transformation
matrices in the minimization. Further, the l1-norm problem can be designed using
multiple transformation matrices in the following, for example.
min ||Ψx||1 +α||Tx||1 subject to ||y−Hx||22 < β, (2.11)
where Ψ and T are the transformation matrices, such as DCT, wavelet, TV, etc. The
constrained convex optimization problem in (2.11) is considered to be an uncon-
strained problem in Lagrangian form, and the algorithm was derived by rewriting the
minimization problem.
min γ||Ψx||1 +α||Tx||1 + ||y−Hx||22, (2.12)
where β value is converted to γ and the value is adjusted based on the noise term.
γ and α balance the sparsity of reconstruction in Ψ and T, respectively. Then, the
conjugate gradient term is obtained by taking the derivative of the total cost function,
which is the sum of the measurement error and sparse coefficients in l1-norm.
γ∇||Ψx||1 +α∇||Tx||1 + 2HT(y−Hx), (2.13)
Note that the absolute value of the transform coefficients is approximated with a
smoothing function, |x| =
√
x ∗ x +µ, where µ is the smoothing parameter and chosen
10−12 within the suggested region in (Lustig et al. 2007). The other parameters in the
algorithm are the same in the default value. As a result, the minimization problem
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was solved by using nonlinear conjugate gradients and a backtracking line search
(Lustig et al. 2007; Donoho 2006), where the error term and solution were updated
in each iteration.
2.2.5.2 CVX optimization solver
CVX is designed specifically for convex optimization problems so that the convex
problems can be constructed and solved (Grant and Boyd 2014; Boyd and Vanden-
berghe 2004). CVX supports linear and quadratic programs, second-order cone pro-
grams, etc. Further, complex convex optimization problems and non-differentiable
functions such as l1-norm can be solved using CVX. CVX also supports and uses
Self-Dual minimization (SeDuMi) so that the minimization problem can be con-
verted into an equivalent dual standard form (Grant and Boyd 2014; Boyd and Van-
denberghe 2004), where the solution can also be obtained without converting. How-
ever, in linear program problems, the solution can be simpler than its dual version in
some cases. Moreover, CVX using SeDuMi can provide a more stable and robust so-
lution compared to the fast convergence algorithm, which may suffer from numerical
errors.
CVX has a set of rules based on the convex functions and analysis that are ex-
plained in more details in (Grant and Boyd 2014). The following example is given
for setting up a minimization problem in the CVX packet,
cvx_beg in
27
v a r i a b l e x ( P )
min imize ( norm ( Tx , 1 ) )
s u b j e c t t o
norm ( y − Hx , 2 ) <= e
cvx_end
where P is the number of pixels, x is the unknown variable to estimate, and e is the
error bound. l1 and l2-norm in the solver interface are expressed by using the degree
of norm in the Matlab program convention. Constraints and objectives are expressed
relying on the rules and transformed automatically into second order dual minimiza-
tion form. CVX does not require an initial solution to converge on a solution. In
this work, CVX uses the SeDuMi packet to solve the defined problem, where we can
directly and explicitly set up the problem in SeDuMi.
Further, if the unknown variable x is complex, the problem can be defined by the
following changes,
cvx_beg in
v a r i a b l e x ( P ) complex
min imize ( norm ( Tx , 1 ) )
s u b j e c t t o
norm ( y − Hx , 2 ) <= e
cvx_end
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The multiple transformation matrix can be added by using a summation operation in
the objective function (“minimize" term). More detailed information about CVX is
available in (Grant and Boyd 2014; Boyd and Vandenberghe 2004).
2.3 CS reconstruction challenges in radar problems
2.3.1 Selection of transformation basis
The sparsity level of signals and incoherence between the transformation and mea-
surement basis mainly determine the performance of CS. However, in the engineer-
ing applications, the signals can be compressible and not strictly sparse in a chosen
transformation basis. Another challenge in the application is the incoherence as-
sociated with the selection of the transformation matrix and measurement matrix.
In some applications, such as in the radar refractivity problem, when the forward
problem is set up and observations are obtained, the measurement matrix cannot be
changed. Accordingly, a transformation basis such as the Fourier transformation,
DCT, avelet, etc. can be chosen depending on the small coherence value. If one
transformation basis makes some images significantly more compressible than the
others as having relatively high coherence with the measurement matrix, it makes
the selection of transformation more challenging. The selection of transformation
basis is currently an open question and requires an intensive analysis for all the pos-
sible cases.
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2.3.2 Measurement error and noise estimation
In practice, a mismatch problem can arise in the forward measurement setup when
approximating to continuous source field with a discretized one (Chi et al. 2011).
In order for the reconstruction, the continuous source field is artificially gridded into
finite numbers. Commonly we assume that the source targets are located in the center
of the grid cells. Even if we finely grid the source space, if the targets may not lie
in the center of the grid cells, there will be a mismatch between the assumed and
actual measurement basis (Hao et al. 2006). This problem can be observed clearly
in the radar refractivity retrieval formulation by reconstructing the refractivity into
Cartesian coordinates while the receiving signals from ground targets are based on
the polar coordinate system. If the ground clutter targets are not in the center of the
Cartesian grid cells, the error in the signal phase will occur due to the two-way path
difference.
Measurements for CS in DBF formulation are obtained from cross-correlations
of received signals, where the signal sources are uncorrelated. However, in the sim-
ulation, by using a small number of samples, this assumption may be violated de-
pending on the degree of correlation, if a correlation exists. Lastly, the commonly
used additive white Gaussian noise assumption in the applications may not be valid.
Estimating the noise level associated with the mentioned uncertainties in the mea-
surements becomes more difficult. Accordingly, the performance of CS is likely to
degrade.
30
2.3.3 Multiple penalty functions in l1-norm minimization
It is common in CS applications to use a transformation matrix to obtain sparsity
of the signal and additional relaxation terms for stable reconstruction. This is be-
cause the single transformation may not be sufficient to obtain a well-approximated
solution due to low signal compressibility. The benefit of using multiple transforma-
tions in the minimization is to compensate for their individual weakness in order to
provide stable solutions. However, there is a risk of degrading their performance in
some cases. Further, the complexity of the problem, as well as the difficulty of anal-
ysis, increases when using multiple transformations. In this dissertation, TV and the
Laplacian operator were used in the l1-norm minimizations. DCT and TV are used
simultaneously in the l1-norm minimization to solve the refractivity inverse problem.
Further, wavelet and Laplace are used in the l1-norm minimization to solve the re-
flectivity and velocity inverse problem in DBF. TV and Laplace are used to suppress
possible fluctuations in the reconstruction, in addition to DCT and wavelet.
2.3.4 Minimum number of measurements
The required minimum number of measurements was derived theoretically to recover
the image exactly in some special cases, such as H as random Fourier matrix, Gaus-
sian matrices, etc. (Candès 2006; Eldar and Kutyniok 2012). The equation for the
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required number of measurements is calculated by using the number of pixels P,
coherence, sparsity level, and a constant C value,
M ≥C ·µ2 ·K · logP (2.14)
where C is a small constant and can be calculated for the special cases. In engineer-
ing applications, it is not possible to know it accurately. Moreover, the number of
measurements M can be calculated as a function of the C value in the best and worst
case of sparsity level K when we determine the transformation matrix and thus the
coherence. Consequently, it is difficult to determine the required number of measure-




Refractivity Retrievals with a Network of Radars
3.1 Introduction
It has been shown that high temporal and spatial resolution measurements of the
moisture field have the potential to improve the forecast of convection initiation
(Crook 1996; Dabberdt and Schlatter 1996; National Research Council 1998; Weck-
werth et al. 2004). However, spatial resolution from surface weather stations such
as mesonets is often limited to 10 - 100 km (Weckwerth et al. 2004; Roberts et al.
2008). On the other hand, radar-derived refractivity, which can be used as a proxy
for the near-surface moisture field, can provide better spatial resolution of a few kilo-
meters and comparable temporal resolution of a few minutes (Fabry et al. 1997).
Good agreements can be generally found between refractivity derived from radar
measurements and mesonet observations (Fabry 2004; Bodine et al. 2011). Note that
the vertical profile of refractivity can be estimated from Global Positioning System
(GPS)-based method (Braun et al. 2001) and is complementary to radar measure-
ments. Recently, in order to improve the quality of the retrieved refractivity, the
change in the vertical refractivity profile and the varying altitudes of ground targets
have been considered (Feng et al. 2016).
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Radar-derived refractivity is obtained by exploiting the phase of radar signals
from ground targets (Fabry et al. 1997). The refractivity reconstruction using a sin-
gle radar can be achieved by taking the range derivative of phase measurements and
has been implemented on S-, C- and X-band radars (Fabry 2004; Weckwerth et al.
2005; Nicol and Illingworth 2012; Cheong et al. 2008a). However, the resolution
can be degraded due to the lack of high-quality ground targets in adjacent range
gates. Note that the quality of ground target signals is affected by the changes in
targets’ shapes, ranges from the radar, variations in the height of targets, and pre-
cipitation delays, for example (Fabry 2004; Bodine et al. 2011). An assimilation
of simulated radar refractivity for improving forecasting is made by considering the
related phase change observations, including the ground target position uncertainty
(Shimose et al. 2013). Further, in order to improve the accuracy of phase measure-
ment in operational radar applications, the use of higher altitudes of ground targets
(Besson and Parent du Châtelet 2013; Feng et al. 2016) and small time intervals be-
tween the measurements are suggested to reduce the phase ambiguity (Besson and
Parent du Châtelet 2013). Dual polarization radars can provide additional phase in-
formation from ground clutter by using short pulse width and potentially improve
the quality of refractivity (Besson and Parent du Châtelet 2013).
On the other hand, a network of weather radars was proposed to address this issue,
where phase measurements from multiple radars are represented by a linear model
with gridded refractivity field (Hao et al. 2006). Consequently, refractivity retrieval
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is postulated as an inverse problem. The issue is that the number of measurements
is typically fewer than the number of refractivity pixels to be estimated and the in-
version is ill-conditioned. In other words, the commonly used least squares (LS)
approach will lead to erroneous refractivity reconstruction. Therefore, a constrained
least squares (CLS) method was proposed, where a locally smoothed refractivity field
is assumed (Hao et al. 2006). The CLS method was verified using simulation (Hao
et al. 2006) and the principles were demonstrated by a field experiment with multiple
S-band radars in Colorado (Fritz and Chandrasekar 2009). It is shown that the perfor-
mance of CLS can be improved by using two radars rather than a single radar for the
same number of ground targets and measurements (Hao et al. 2006). Further, CS can
be applied to networked radar to reconstruct the refractivity field from a limited num-
ber of phase measurements and compared to the CLS method (Ozturk et al. 2014).
Theoretically, CS can provide exact solutions via l1-norm minimization if signals
are strictly sparse and acquired with maximum incoherence in the absence of noise
(Candès and Romberg 2006; Donoho 2006; Candès and Wakin 2008). The concept
of sparsity and compressibility for refractivity field will be discussed in more detail
later.
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3.2 Formulation of refractivity retrieval with networked radars
Given a stationary ground target located at a distance of R from the radar, the phase
difference of radar signals at two observation times of t and t0, δφ(R, t− t0), is de-
termined by the integration of refractivity difference along the ray path (Fabry et al.
1997), as shown in the following equation:





δN(r, t− t0)dr, (3.1)
where λ is the radar wavelength and δN is the refractivity difference between time t
and t0 as a function of range. The refractivity field at time t0 is termed the reference
map and is measured prior to the experiment typically on a calm day, when the me-
teorological condition is steady with cool temperature that leads to spatially uniform
refractivity (Fabry et al. 1997). The introduction of the reference map made refractiv-
ity retrieval possible, because otherwise the radar’s phases are severely wrapped, i.e.,
wrapped every half wavelength due to the two-way ray path. For a single radar, the
refractivity difference δN can be estimated from the range derivative of smoothed
and interpolated phase differences. Consequently, the refractivity field at time t is
obtained by adding back the reference map (Fabry 2004; Cheong et al. 2008a). A
more detailed description of refractivity retrieval using phase measurements from a
single radar can be found in (Fabry 2004; Cheong et al. 2008a).
A linear model was introduced to represent the phase measurements from mul-
tiple radars (Hao et al. 2006; Fritz and Chandrasekar 2009) and is briefly reviewed
here. Let’s assume that the field of refractivity difference to be reconstructed consists
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of M×N pixels and is subsequently arranged into a column vector of η with a size of
P×1, where P = MN. As a result, the phase difference from a network of K radars





where Φ is a column vector of measured phase differences with a length of L = KJ,
e is the measurement errors with size of L×1, and H is a measurement matrix with
size of L× P. Let hi be the ith row of H that represents one measurement from a
radar to a ground target. Then (3.1) is approximated by the product of hi and η. The
values in the hi are zero, except where the ray passes the pixels and the value is the
length of ray path in that pixel. Therefore, the measurement matrix H is likely sparse.
Note that in this work, the first J measured phase differences inΦ are obtained from
the first radar, and the second J measurements are from the second radar, etc. Note
that the linear model can also be applied to a single radar (K = 1).
Consequently, the refractivity retrieval is posed as an inverse problem to estimate
P values of η from L measurements ofΦ. If L is smaller than P, then (3.2) becomes
an underdetermined problem. The LS method is not sufficient to produce a unique
solution. Therefore, CLS was developed to reconstruct refractivity from multiple
radars by adding the criterion of a smoothed field to constrain the solution space
(Hao et al. 2006). In this work, CS is proposed to estimate refractivity from both sin-
gle and networked radars. These two retrieval approaches are now briefly reviewed.
37
Additionally, RMSE between the model and recovered images is used to quantify the










Note that η̂ = [η̂1, η̂2, ..., η̂P]T is the recovered or reconstructed refractivity difference
field with size of P× 1. Although the refractivity N is dimensionless, it is often
expressed in N-unit.
3.3 A brief overview of the constrained least square method
As mentioned previously, (3.2) is underdetermined due to the limited number of
measurements. As a result, no unique solution exists. As such, the commonly used
LS solution is often noisy due to the spatial discontinuity on the retrieved refractivity
difference field (Hao et al. 2006). In order to improve the LS solution, a smoothness
function is proposed to minimize the sharp changes and provide spatial continuity
in the refractivity field. The smoothness function is defined as the squared second





where Q is a P×P matrix that performs the squared second finite differences of the
gridded field in horizontal, vertical and diagonal directions (Hao et al. 2006). In other
words, the lower the D2 value, the smoother the refractivity image is. Moreover,
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the refractivity difference using CLS has two minimization processes that can be
postulated as follows:




where the squared l2-norm is defined as ||x||22 =
∑
i |xi|2. In other words, the regulariza-
tion for the reconstruction of refractivity difference can be performed in two parts by
exploiting SVD of H and the smoothness function D2. The SVD of H is written as
H = UΣVT, where U and V are square unitary matrices and Σ represents the diagonal
matrix of successively decreasing singular values. Note that the SVD computational
time cost of H can be expensive because the H matrix is often large. Subsequently,









both sides with V, η can be formulated as:
η = Vz = Vtzt + Vrzr, (3.6)
where zt is t×1, zr is (P− t)×1, and V = [Vt Vr]. Note that the CLS solution in (3.6)
has two parts, as η̂CLS = η̂LS + η̂m. The LS solution η̂LS is obtained from truncated
SVD (TSVD) of H, Ht = UtΣtVTt . where Ut is L× t, Vt is P× t, and Σt is a t× t
truncated matrix. t is determined by assuming that the Frobenius norm of the smaller
singular values does not exceed a threshold (Hao et al. 2006). Specifically, the LS
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In other words, zt in (3.6) is derived as, zt = Σ−1t U
T
t Φ. As a result, Vr is also known
and has a size of P× (P− t). The next step is to derive the zr in (3.6), which can
be used to update the LS solution to meet the requirement of a smoothed field. This
can be achieved by substituting (3.6) into (3.4) and minimizing D2 with respect to zr.




−1VTr Q]η̂LS , (3.8)
where I is a P×P identity matrix. Note that the CLS solution in (3.8) was derived
from the LS solution by estimating from a prior assumption, i.e., smoothness. There-
fore, the smoothness constraint in the minimization can mitigate sharp and strong
variation in the refractivity field and result in smoothed refractivity. It should also
be noted that CLS-derived refractivity becomes smoother if the threshold level to
determine t is higher.
3.4 Compressive sensing technique
In this work, CS is applied to solve the inverse problem of refractivity retrieval from
radar phase measurements in section 3.2, where the number of measurements can
be small due to the lack of high quality ground clutter. The key elements required
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in CS to produce satisfactory reconstructions include sparsity, incoherency, and l1-
norm minimization, which will be discussed in the following subsections. Note that
the discussion of the RIP with relation to sparsity and incoherency is made in section
3.7.
3.4.1 Sparsity
In CS theory, images can be reconstructed with high accuracy from a limited number
of measurements if the images are sparse (Candès and Romberg 2006; Donoho 2006;
Candès 2006; Baraniuk 2007). In this work, the level of compressibility for a given
image is defined based on the RMSE between the image and its approximation by
using a portion of large coefficients. When the coefficients for a compressible image
are sorted, they decay rapidly into relatively smaller values and only contribute ignor-
able contents to the original image. This will be explained in more detail in Section
3.6.3.
In this work, the DCT (Jain 1989) was applied to the field of refractivity differ-
ence. In other words, the refractivity difference can be represented by θ =Ψη, where
Ψ is the DCT transformation basis function with size of P×P and θ is the transfor-
mation coefficient of η with a size of P×1. Two scenarios of refractivity difference
with two different degrees of compressibility are exemplified in Fig. 3.1, where the
field of refractivity difference is shown from -12.5 to 12.5 km with a resolution of
0.5 km in both directions (i.e, P=2500). In Scenario I, the refractivity difference is
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Figure 3.1: The refractivity difference fields (left panels) are shown for both Scenarios I and II
with 2500 pixels (25 by 25 km with a 0.5 km grid spacing). The first 1000 sorted transform
coefficients for both scenarios after DCT are shown in the middle panels. The recovered
refractivity changes (right panels) are obtained by the inverse DCT using 6 % of the largest
coefficients.
shown in the upper left panel, and its sorted DCT coefficients are shown in the upper
middle panel in a descending order. The rapid decrease of these coefficients suggests
that the image is compressible but not sparse, because small values are nonzero. In
other words, the image can be well-approximated by a few large coefficients. For
example, if only 6% of the largest transform coefficients are used, the approximated
image is shown in the upper right panel with a RMSE of 0.051 N-unit. The differ-
ence between the original image and the recovered image using a small number of
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coefficients is visually almost indistinguishable. In contrast to Scenario I, a less com-
pressible image is shown in the lower panels for Scenario II. The decreasing rate of
sorted DCT coefficients is slower than the one in Scenario I. The image recovered
using only 6% of the largest coefficients is presented in the bottom right panel with
a RMSE of 0.648 N-unit. Although the RMSE value is significantly larger than in
Scenario I, the general pattern of the refractivity difference field in Scenario II is
still preserved. This indicates both scenarios are compressible, and the degree of
compressibility in Scenario I is higher.
The impact of different compressibility factors on CS refractivity retrieval will
be discussed in more detail in Section 3.6.3. Additionally, the value of smoothness
D2 for both Scenarios I and II are 35.68 and 6452.06 N-unit/km2, respectively. In
other words, the refractivity difference in Scenario I is smoother than in Scenario II.
3.4.2 Incoherency
To reconstruct sparse or compressible images using CS, the second important ele-
ment is that the measurements should be obtained as incoherently with the sparse rep-
resentation basis functions as possible (Donoho and Elad 2003; Candès and Romberg
2006). A theoretical incoherence value range is given between [1, 60] (Candès and
Romberg 2006). Incoherence is computed between the measurement matrix H and
DCT Ψ and obtained as 10. While the computed coherence is relatively low (10 in
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a range of 1 to 60), such a value cannot guarantee exact recovery (similar to condi-
tions with unsatisfied RIP) unless the sparsity property of signals to be recovered and
transformation matrix are also considered (Candès and Romberg 2006; Duarte and
Eldar 2011). It is also worth noting that the condition of incoherence can be further
improved by designing a better transformation matrix, which can result in better spar-
sity of signals in the transformed domain and incoherence to measurement matrices.
3.4.3 l1-norm minimization
Donoho and Elad (2003) showed that the unique solution for sparse signals can be
found by using the l1-norm minimization, where the l1-norm penalizes small values
heavily compared to the l2-norm approaches, and thus tends to generate sparse so-
lutions. In this work, another objective function, termed TV norm, was used in the
minimization, which is defined by the sum of the magnitudes of gradients of the im-
age (Candès and Romberg 2005). It has been shown that TV in the optimization can
mitigate high frequency oscillations in the reconstructed images, which are typically
caused by noise (Rudin et al. 1992). Consequently, the refractivity retrieval using CS







where τ controls the consistency between the estimated data from reconstruction
and measured data, and α controls the sparsity in Ψ and total variation of the recon-
structed refractivity field. The minimization problem was solved by using nonlinear
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conjugate gradients and a backtracking line search (Donoho 2006), where the error
term and solution were updated in each iteration.
3.5 Description of numerical simulations
Numerical simulations were developed to demonstrate and verify the feasibility of
CS for refractivity retrieval with both single and networked radars. The model refrac-
tivity field was generated from the ARPS, a compressible nonhydrostatic storm-scale
numerical weather prediction model developed at the Center for Analysis and Predic-
tion of Storms (CAPS) at the University of Oklahoma (Xue et al. 2003). In this work,
a numerical simulation was performed for a period of approximately two hours, from
1800 to 1945 UTC May 19, 2010, with 5-minute intervals. The domain used for this
refractivity study had a size of 30 by 30 km and resolution of 0.1 by 0.1 km.
The simulation was initialized from a North American Mesoscale Model (NAM)
12-km analysis at 1800 UTC interpolated to the ARPS grids. The interpolated NAM
analysis also served as lateral boundary conditions throughout the simulation. Given
the high grid resolution (100-m horizontally), the model was configured to run as a
large eddy simulation in order to develop more complex structures of the moisture
field in the boundary layer. Since the initial conditions for model integration were
interpolated from a much coarser 12-km NAM grid, there was a model spin-up period
of less than 10 minutes that allowed for these complex structures to fully develop
via forward integration. Absolute refractivity was obtained in the model every five
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minutes through the use of the classic Bean and Dutton equation (Bean and Dutton
1968).
In this work, the first model refractivity at 1800 UTC was considered to be the
reference map, and the subsequent refractivity changes were obtained by the differ-
ence between the reference map and the current model refractivity. The resulting
refractivity differences vary from approximately -9 to 12 N-units over the simulation
period. The model field of refractivity differences is considered to be the truth.
For simplicity, the ground targets were located randomly with uniform distribu-
tion within the domain. Further, it was assumed that all the radars are operated at
the same frequency of 10 GHz and are able to sense all the ground targets. Each
radar range gate is defined by the beamwidth of one degree and a range resolution of
100 m.
For a given radar and ground target location, a row vector in the measurement
matrix H, hi, was obtained by gridding the simulation domain (Hao et al. 2006) as
shown in section 3.2, and the resultant phase measurements were obtained using
(3.2). If multiple targets were presented within one range gate, the phase of radar
signal was obtained after the superposition of the complex signals from multiple tar-
gets. The measurement errors were simulated by adding random fluctuations, gener-
ated from a zero-mean Gaussian random variable with a desirable standard deviation
(SD), to the model of refractivity difference. The SD of error is denoted by σe.
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The maps of simulated phase difference measurements from a radar located at
the south-west corner of the domain, (-12.5, -12.5) km, together with 1200 ground
target points and σe = 1 N-unit are demonstrated in the left and right panels of Fig.
3.2 for the two scenarios discussed in Fig. 3.1. The fields of refractivity for the
two scenarios were obtained from the simulation at 1845 UTC and 1920 UTC. In
order for better presentation, the phase differences were interpolated to a grid size
of 0.1 × 0.1 km. Although one of the practical and important issues for refractivity
retrieval is the phase unwrapping, in this work it is assumed that the same unwrapped
phases were to be used by both CLS and CS. The simultaneous phase-unwrapping
algorithm proposed for CLS reconstruction can be used for CS retrieval (Hao et al.
2006). The idea is to group the ground targets that are locally close and have similar
phase change within π4 with respect to 2π and then unwrapping them locally.
In the reconstruction, the grid size of 0.5 by 0.5 km was used for refractivity re-
trieval within the domain of 25 by 25 km. Without any prior knowledge of the ground
target locations, the H matrix was obtained by assuming only a single ground target
located at the center of the gate. Practically, it is highly difficult to determine the
number of ground targets and their exact locations within a range gate. In other
words, even without noise contamination, errors can exist for model-based refractiv-
ity retrieval.
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Figure 3.2: Interpolated phase difference measurements for scenario I and scenario II with 1
N-unit noise from one radar located at (-12.5, -12.5) km. The location of 1200 ground target
points are denoted by black dots on the panels.
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3.6 Numerical results
The goal of this section is to investigate the performance of CS for different amounts
of noise, different numbers of radars, and various refractivity structures through sta-
tistical analysis. Additionally, the performance of CS will be compared to CLS un-
der these conditions. The performance of both retrieval methods is quantified by the
RMSE defined in (3.3). Note that the reconstructed field is the refractivity differ-
ence, and the absolute refractivity field can be easily obtained by adding back the
reference refractivity field. For each case, 50 realizations were performed, each with
independent ground target location and noise sequence. In Section 3.6.1, the SD of
measurement errors (σe) is varied from 0 to 1.5 N-unit with a step of 0.5 N-unit to
study the impact of noise for the two scenarios, given two radars located at (-12.5,
-12.5), (-12.5, 12.5) km and 1200 ground targets. In Section 3.6.2, the number of
radars is varied from one to four for the two scenarios, given 600 ground targets
and σe = 1 N-unit. In Section 3.6.3, the evolution of refractivity difference over the
simulation period is investigated using three radars, σe = 1 N-unit, and 800 ground
targets.
3.6.1 Impact of noise
In order to investigate the robustness of CS in refractivity retrieval, various amounts
of noise were added, and the mean of RMSE for CLS and CS in both scenarios is
shown in Fig. 3.3. The degradation of CS and CLS as a function of noise can be
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Figure 3.3: The mean of the RMSE as a function of noise for CS (solid line) and CLS (dash
line) for both Scenarios I and II. The statistical results were obtained from a network of two
radars with 2400 measurements.
observed for both scenarios. Recall that the refractivity difference field in Scenario
I is relatively more compressible than the one in Scenario II, as demonstrated in
Section 3.4.1 (Fig. 3.1). As a result, CS performs better in Scenario I than Scenario
II, for different noise levels, given the same number of measurements, manifested by
the lower RMSE. Similar results are observed for CLS because the smoothness of D2
in Scenario I is relatively low (in Section 3.4.1), and CLS is designed to reconstruct
smooth fields. The performance of CS and CLS for different levels of compressibility
and smoothness will be discussed in more detail in Section 3.6.3. Moreover, it can
be observed that the degree of degradation of CS and CLS with noise also depends
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on the corresponding compressibility and smoothness levels. The RMSE from the
noiseless case can be thought of as the upper bound of the performance for each
algorithm under the given conditions.
It is important to point out that CS performs better than CLS in both scenarios
for all noise levels considered. Moreover, in Scenario II the degree of degradation
of CS with noise is comparable with CLS’s. On the other hand, in Scenario I the
degradation of CS is significantly slower than CLS, while CS and CLS have similar
RMSE for the noiseless case. In other words, although CLS has better performance
for the smoother condition in Scenario I compared to Scenario II, it is more suscep-
tible to noise under such conditions. On the other hand, the degradation of CS with
noise is relatively stable for both scenarios. One of the reasons is the use of the TV
constraint in CS. The inclusion of TV enforces adjacent pixels in horizontal and ver-
tical dimensions to have similar values. In other words, CS searches for the solution
with the minimal value of TV-norm and l1-norm, based on the parameter of α. On
the other hand, it should be noted that the smoothness function D2 used in CLS also
forces adjacent pixels in orthogonal and diagonal dimensions to have similar values
based on the LS solution.
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Figure 3.4: CS (left panel) and CLS (right panel) refractivity difference retrieval with noise
σe = 0 (1st row) and σe = 1 N-unit (2nd row), using two radars and 2400 measurements. CS
is better at preserving the shape of refractivity difference than CLS for both cases in Scenario
II and σe = 1 N-unit in Scenario I.
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Examples of CS and CLS retrievals from one realization of the noiseless and
noisy cases with σe = 1 N-unit in Scenarios I and II are provided in left and right
panels of Fig. 3.4, respectively. Note that the models of refractivity differences are
presented in Fig. 3.1. It is clear that the refractivity differences for Scenarios I and
II can be grossly reconstructed using both CS and CLS for both noiseless and noisy
cases, but some detailed structures are not recovered accurately. First of all, for
both algorithms and scenarios, large errors often occur in the vicinity of regions with
strong gradient, such as the V-shaped boundary of the positive refractivity difference
in Scenario I, and the north-south oriented arc-shaped boundary in Scenario II. Sec-
ondly, in Scenario I, the degradation of CLS from noiseless to noisy case of σe = 1
can be clearly observed and is more evident than the degradation of CS, as indicated
in Fig. 3.3. Specifically, more fluctuations caused by the noise were produced by
CLS for σe = 1. Thirdly, the sharp change of the arc-shaped boundary in Scenario II
is better resolved using CS than with CLS for both cases. Additionally, the smaller
values of negative refractivity change on the southwest side of the domain are not
recovered using either of the algorithms.
3.6.2 Impact of the number of radars
Expanding from a single radar to a network of four radars was studied by adding
radars at the location in the order of (-12.5, -12.5), (-12.5, 12.5), (12.5, 12.5), and
(12.5, -12.5) km. Note that the number of phase measurements is determined by
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the product of the numbers of radars and ground targets. In this experiment, a fixed
number of 600 ground targets were used for various numbers of radars. It is shown in
Fig. 3.5 that for both CLS and CS in the two scenarios, the mean of RMSE decreases
as the number of measurements is increased by adding more radars.















CS  Scen. I
CLS Scen.II
CS  Scen.II
Figure 3.5: The mean of the RMSE as a function of number of radars for CS (solid line) and
CLS (dash line) from 1 N-unit noisy measurements for both Scenarios I and II. There are 600
ground targets in the field so the number of measurements increases as the number of radars
increases.
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Figure 3.6: CS (left column) and CLS (right column) refractivity difference retrieval with
radars K=1 and K=4. There are 600 ground targets in the domain and measurements are with
σe = 1 N-unit noise.
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Note that the mean RMSE of CS is lower than CLS for one to four radars in both
scenarios. The impact of the number of radars on CS and CLS reconstructed refrac-
tivity difference is exemplified in Fig. 3.6 for σe = 1 N-unit for both scenarios. It
is evident that for both CS and CLS, additional radars can provide better reconstruc-
tion, especially in the region of strong gradient. For example, CS in Scenario I with
four radars can provide a better refractivity difference field of the V-shaped boundary
than CS with only a single radar located at (-12.5, -12.5) km. Similar results can be
observed for CLS. Moreover, both CS and CLS can reconstruct the sharp arc-shaped
boundary better using four radars than with a single radar. Additionally, CS can bet-
ter reconstruct the shape of the structure in the refractivity difference field than CLS
does for both scenarios and cases. It is also evident in Fig. 3.6 that the estimation of
the refractivity difference using both CS and CLS is improved by using more radars
for both scenarios.
It is interesting to compare the lower panels in Figs. 3.4 and 3.6, where the
number of measurements and noise level are the same. Note that two radars with
1200 ground targets were used in Fig. 3.4, while four radars with 600 ground targets
were used in Fig. 3.6. It is more evident from Scenario II that the combination of
four radars with 600 ground targets produce better reconstruction in the upper portion
of the arc-shaped boundary, where the refractivity difference of approximately 4 N-
units is better recovered. Indeed, for the mean of RMSE using CS and CLS with two
radars, 0.88 and 0.98 are reduced to 0.82 and 0.89 with four radars, respectively. For
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a given ray path between the radar and clutter, this path could be intercepted more
often if additional radars were used.
3.6.3 Evolution of refractivity
To further demonstrate the feasibility of CS for refractivity retrieval, the fields of
refractivity difference over the entire simulation period were used with three radars
located at (-12.5, -12.5), (-12.5, -12.5), and (12.5, 12.5) km, σe = 1N-unit, and 800
ground targets. The smoothness of D2 from all the 23 models of refractivity differ-
ence is denoted by a dashed line in Fig. 3.7(a). Moreover, a compressibility index
was introduced in this work to quantify the compressibility of refractivity difference
images. Note that higher compressibility index indicates the need of a less number
of coefficients for image recovery, which means high compressibility.
The compressibility index is defined by the percentage of the number of the
largest DCT coefficients used to reconstruct the image that meets a pre-defined RMSE
between the original and recovered images. In this work, a RMSE of 0.051 was set to
represent the case where the original image is well-approximated, as shown in the up-
per panel of Fig 3.1. The compressibility index for the 23 models of refractivity dif-
ference is denoted by the solid line in Fig. 3.7(a). Furthermore, the coherences under
the conditions of various random target locations and different radar configurations
were calculated to be approximately 10 for all the cases, which is considered low,
given the theoretical value between 1 and 60. Since the coherence for all conditions
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is similar, the performance of CS is expected to largely depend on the compressibil-
ity index. Compressibility index decreases and smoothness increase (becoming less
compressible and less smooth) with time in the first 75 min. and subsequently be-
come stable at the approximate compressibility level of 30% and smoothness of 6400
N-unit/km2. The evolution of refractivity difference from the model is exemplified
in the first column of Fig. 3.9 for a 15-min. interval.
The mean of RMSE for CS and CLS over 50 realizations is shown in Fig. 3.7(b)
for the entire simulation at 5-min intervals. The dependence of CS on the sparsity
level and CLS on the smoothness level can be clearly observed. Specifically, the
mean RMSE of CS and CLS increases as the values of compressibility index de-
creases and smoothness increases. Note that CS provides better performance than
CLS for the entire simulation period. The difference of the RMSE between CS and
CLS is as large as 0.27 at 1805 UTC and decreases to approximately 0.07 at 1915
UTC. It is interesting to note that the degradation of CS is faster than CLS from
1805 − 1900 UTC in Fig. 3.7(b). It indicates that the CS is more sensitive to the
level of compressibility than CLS is to smoothness, under the 1 N-unit noise.
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(a) Compressibility index and smoothness
















(b) RMSE of CS and CLS
Figure 3.7: a) Compressibility index (solid line) and smoothness (dash line) of the refractivity
changes for 2-hr period of simulation time. b) The mean of the RMSE for CS (square-solid
line) and CLS (circle-dash line) as a function of time using three radars and 2400 measurements
with σe = 1 N-unit noise.
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Examples of CS and CLS reconstruction are shown in the second and third
columns of Fig. 3.9, respectively. The strong gradient in refractivity difference be-
comes more evident as time evolves, and therefore, the smoothness value increases
(becoming less smooth). Generally speaking, both CS and CLS can qualitatively
reconstruct the refractivity difference most of the time. This can be observed easily
from the results in Fig. 3.9 after 1850 UTC. Moreover, CS provides better recon-
structions than CLS especially for the first hour, when the compressibility level is
relatively low. Additionally, CLS produces noisier reconstruction than CS over the
2-hr simulation period.
3.7 Summary and conclusions
The performance of conventional refractivity retrieval can be limited by the number
of high-quality ground returns. In this work, the emerging technique of CS was pro-
posed to improve the refractivity retrieval using a network of radars. CS has been ap-
plied to other fields and has shown promising image reconstruction with much fewer
measurements than those used in the conventional sampling scheme. The application
of CS to refractivity retrieval was formulated using a linear model and subsequently
demonstrated using simulations, where the modeled refractivity fields were obtained
from a numerical weather prediction model.
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−8 −6 −4 −2 0 2 4 6 8 10 12
Figure 3.8: Model refractivity differences are on the left panels over the 2-hr simulation
period with 15 minute time intervals. CS (middle panels) and CLS (right panels) retrieval of
refractivity difference from three radars and 2400 measurements with 1 N-unit noise. The first
1-hr simulation period is demonstrated here due to lack of space; the second 1-hr simulation
period is shown on the next page.
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Figure 3.9: The second hour of the simulation period. The model refractivity differences are
on the left panels over the 2-hr simulation period with 15 minute time intervals. CS (middle
panels) and CLS (right panels) retrieval of refractivity difference from three radars and 2400
measurements with 1 N-unit noise.
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The performance of CS and CLS was quantified using RMSE and was tested
statistically as a function of noise, number of radars and refractivity models with dif-
ferent compressibility and smoothness. Note that both CS and CLS rely on the same
linear model and can be implemented for a single radar. It is evident that both CS
and CLS can grossly reconstruct the refractivity difference most of the time. More-
over, from the cases investigated, CS always provides better reconstruction than CLS,
manifested by the lower RMSE. In addition, the results have shown that CS is also
less susceptible to noise contamination, especially when the image for reconstruction
is more compressible.
By taking advantage of networked radars, both CS and CLS performances are
improved as the number of measurements and the viewing angles increase. However,
the shape of the refractivity difference is better preserved in CS than CLS. The CS
algorithm can be further improved by more carefully choosing penalty parameters
between the DCT and TV terms. In CLS, the selection of the threshold level for the
singular values may not be optimal. Based on the cases presented in this work, CS
has the potential to perform better reconstructions than CLS given the same condition
such as noise, number of radars, etc.
In the present study, the coherence condition was discussed to assess the prob-
ability of exact reconstruction using l1-norm minimization on sparse images. It
is important to note that, while coherency is fundamental in evaluating quality of
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sparse approximation, the satisfaction of the RIP enables more robust and stable re-
construction of sparse signals (Duarte and Eldar 2011). RIP ensures that two sparse
images with same transform coefficients at different locations cannot produce the
same measurement vector and thus guarantees a unique solution (Duarte and Eldar
2011). However, it is computationally expensive to check the RIP condition (Bara-
niuk et al. 2010). On the other hand, coherency provides an alternative way to check
the probability of robust recovery (Tropp 2006). Additionally, coherency can be con-
servatively used to bound RIP and enables stable recovery via l1-norm minimization
(Potter et al. June 2010). Furthermore, it is also important to note that compress-
ible images can be reconstructed by approximating the most significant transform
coefficients, even when RIP is not satisfied (Zhang 2008; Candès and Tao 2007).
While, under such conditions, the recovery of images might not be exact, they are
still valuable in solving practical problems. In the present study, while the computed
mutual coherence is relatively low (10 in a range of 1 to 60), such a value cannot be
used to guarantee exact recovery (similar to conditions with unsatisfied RIP) unless
the sparsity property of signals to be recovered and transformation matrix are also
considered (Candès and Romberg 2006). On the other hand, the present simulation
results demonstrate that the proposed method based on the CS theory indicates better
performance than CLS in reconstructing refractivity. It is also worth noting that the
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condition of incoherence can be further improved by designing a better transforma-
tion matrix, which can result in better sparsity of signals in the transformed domain
and incoherence to measurement matrices.
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Chapter 4
Application of CS to Digital Beamforming
4.1 Introduction
Rapidly evolving severe weather storms require a high temporal resolution for weather
radars to observe the dynamics and structures, particularly considering that the de-
velopment time for a tornado is faster than the radar update time (Zrnic et al. 2007;
Bluestein et al. 2003; Carbone et al. 1985). Unlike the conventional pencil-beam
radar requiring a longer revisit time, an imaging radar can offer much faster revisit
time through DBF techniques, where a wide transmitted beam and a number of re-
ceivers are required (Mead et al. 1998; Isom et al. 2013). Imaging radars have been
used for clutter suppression (Cheong et al. 2006), for clear air observations in the at-
mospheric boundary layer (Mead et al. 1998), reflectivity and velocity observations
(Cheong et al. 2006; Isom et al. 2013) by exploiting DBF techniques. FB and CB
are commonly used for atmospheric observations (Kudeki and Sürücü 1991; Palmer
et al. 1998; Cheong et al. 2006; Isom et al. 2013). FB has a resolution limitation
and suffers from clutter contamination due to high sidelobes (Palmer et al. 1998;
Woodman 1997). CB can adaptively suppress interference from different directions
and provide improved resolution compared to FB (Yu et al. 2000; Isom et al. 2013).
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Further, robust CB bas been suggested for better power estimation accuracy (Li and
Stoica 2006; Isom et al. 2013). Recently, an adaptive beamspace algorithm has been
designed to achieve accurate weather observations by suppressing the interference
from different directions by utilizing a cluster of simultaneously received beams af-
ter a set of beams is formed by using nonadaptive beamforming algorithm (Nai et al.
2016). However, reliable reflectivity and velocity estimation with high angular reso-
lution are still a challenge for DBF using imaging radars with a smaller number of
receivers, due to problems associated with calibration, noise, receiver configurations,
etc.
In this work, CS is exploited to reconstruct high resolution reflectivity and ve-
locity from various numbers of receivers and different receiver configurations. The
problem of beamforming is formulated as a linear model. Consequently, reflectivity
and velocity estimation is postulated as an inverse problem. The number of measure-
ments for CS is determined from the number of receiver pairs, which can often result
in larger than the number of reflectivities to be estimated. However, the problem is
still underdetermined due to poor conditioned of derived measurement matrix. In
other words, the number of unique receiver pairs is still much smaller than the num-
ber of pixels. As an alternative to DBF, CS has been applied for imaging equatorial
ionospheric irregularities (Harding and Milla 2013) and direction of estimations (Liu
et al. 2013), etc. However, velocity estimation and different receiver configurations
with a different number of receivers and number of samples have not been studied
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yet for CS. Moreover, in order to demonstrate the feasibility of CS for reflectivity
and velocity estimation, various conditions of SNR, different receiver spacings, and
various numbers of receivers are used. The performance of CS with FB and CB are
evaluated based on a quality measure of RMSE, resolution, and dynamic range.
4.2 Overview of digital beamforming
For DBF application, let us first consider an imaging radar, which is located at the
origin with a wide transmit beam and N (need to check the notation to be consistent)
spatially separated receivers. The received signals from the mth receiver can be rep-
resented as the summation of backscattered signals from all the scatters within the













where Ns is the total number of scatterers within the radar resolution volume, |~rt|
is the range from the transmitter to the location of scatterer i and |~rm| is the range
from the scatter to the mth receiver, and k = 2π/λ is the wavenumber. Pt is the peak
transmitted power, and Gt and Gr are the transmitted and receiving antenna gain
respectively. Additionally, the range weighting function (wr) is, by the Gaussian
function, centered at r0, where the SD σr = 0.35δr and δr represents range resolution.
For DBF operation, all the signals from N receivers are received simultaneously
without the need of any phase shifters. Instead, appropriate phases (or generally
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weights) can be added to received signals to form a synthesized beam at any desirable
angular location. As a result, a snapshot of reflectivity and velocity profiles can be
obtained without physically scanning through a number of angular locations as it is
done in conventional pencil-beam radar operations. Specifically, the output of the
beamformer, y(t), can be obtained for the desired angular direction by assigning a
complex weighting vector, w with the size of N ×1, to received signals,
y(t) = wHV(t) (4.2)
where H is the Hermitian (complex conjugate) operator, V(t) is the received time
series signals from N receivers with the size of N × T . The mean power of the
received signals can be derived from the autocorrelation function of y(t). Then the
returned power from a particular direction can be obtained as following (Palmer et al.
1998; Kudeki and Sürücü 1991; Isom et al. 2013):




where < · > denotes the expectation operator and R(0) =<V(t)VH(t) > is the spatial
autocorrelation matrix with a size of N x N in which each element in R(0) can be
expressed as, Rm,n(0) =< Vm(t)VHn (t) >. The radial velocity can be obtained from
pulse-pair processing using the cross-correlation matrix of the received signals at lag





where R(1) = R(Ts) =< V(t)VH(t−Ts) > with a size of is N ×N.
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4.2.1 Fourier beamforming
One way to design an array is with equally spaced sampling which allows the use
of the fast Fourier transform. The complex weights for Fourier beamforming for N
receivers is
w f = [e jk~ak ·
~d1 e jk~ak · ~d2 · · · e jk~ak · ~dN ] (4.5)
where ~ak = [sinθsinφ sinθcosφ cosθ] is a unit vector, θ and φ are the zenith and
azimuth angles, respectively, and ~dm is the position vector of receiver m. Fourier
weights depends only on the receiver’s location, and therefore the resolution is lim-
ited. When we substitute (4.5) into (4.3), the Fourier-based estimate of the power is
obtained. Similarly, the velocity can be obtained from (4.4) by replacing the Fourier
weights.
4.2.2 Capon beamforming
CB was developed to adaptively suppress interference such as ground clutter, which
leads to improved resolution (Capon 1969; Palmer et al. 1998). The weights of CB
are obtained from minimization of output power in all directions while maintaining
the unity gain in the pointing direction (Yu et al. 2000; Palmer et al. 1998). The
minimization problem is expressed as
minimize eHR(0)e subject to eHwc = 1 (4.6)
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where e = [e jk~ak · ~d1 e jk~ak · ~d2 · · · e jk~ak · ~dN ]T . The weighting vector of CB can be ob-










It is obvious from (4.7) that the Capon weights are dependent on the spatial auto-
correlation matrix R, which is obtained from the received signals. In contrast to the
fixed Fourier receiving pattern given the receiver configuration, the Capon receiving
pattern is adaptive. Therefore, the power calibration for CB is extremely difficult
and studied in Section 5.2. It has been reported that Capon beamforming can pro-
vide higher resolution than the Fourier beamforming (Yu et al. 2000; Palmer et al.
1998).
Similarly to FB, the velocity estimation can be obtained by applying the weights





In contrast to the power estimation in CB, no attempt was made to improve ve-
locity resolution directly. However, the adaptive weights in Capon lead to better
velocity estimation (i.e. mitigate the interference of velocity from strong targets).
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Consequently, the reflectivity field has a significant effect on Capon velocity esti-
mation and outperforms Fourier velocity for the nonuniform reflectivity, where the
resolution is needed.
4.3 Problem formulation of beamforming for compressive sensing
Compressive sensing theory requires that the relationship between measurements
and the field to be estimated should be represented in linear form. The received signal
at the mth receiver is represented as a superposition of complex signals from all the
scatters in (4.1). Further, the received signal at the mth receiver can be expressed by
separating scatterers into sub volumes within the radar resolution volume in angle.














The two-way path distance from a scatter to the transmitter and receiver m in
(4.25) can be rewritten with the scatter velocity v(l,z).
|~rt(l,z, t)|+ |~rm(l,z, t)| = |~rt(l,z, to)|+ |~rm(l,z, to)| −2∗ |v(l,z)|t (4.11)
where to is the initial time for the scatter location within the zth sub volume. Here,
we assume that the scatterer moves with an average wind velocity ~v and the doppler
frequency shift from a scatter with respect to the transmitter and receiver is relatively
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similar. Subsequently, the received signal at the receiver m from P angular directions




Am(z, t)e− jk(|~rt(z)|+|~rm(z)|)e jk2v(z)t (4.12)
where Am(z, t) is the complex amplitude at the receiver mth from zth sub-volume and










It is assumed that the complex amplitudes Am(z, t) from different angles are uncor-
related, < Am(z, t)A∗n(y, t) >. Am(z, t) is a zero mean random process since scatters
within a subvolume move relatively randomly between successive pulses. Moreover,
scatter displacements of an order of a wavelength can cause large changes in the
second sum and also cause change in the phase of Am(z, t). Furthermore, the cross-
correlation of received signals from the mth and nth receivers at temporal zero lag can
be approximated by the following equation.
Rm,n(0) =< Vm(t)V∗n(t) >=
P∑
z=1







< Am(z, t)A∗n(y, t) > e
− jk(|~rt(z)−|~rt(y)+|~rm(z)|−|~rn(y)|) (4.14)
The first sum in (4.14) is relatively constant and the second sum represents a
rapidly fluctuating contribution to the instantaneous power. Consequently, the second
sum in (4.14) will be zero when the expectation is applied, since the expectation of
the zero mean random variable is zero. Assuming the process is ergodic, we can
approximate the expectation operator with a sum.
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The correlation function at zero lag is obtained when the assumptions are applied




< |A(z)|2 >e− jk(|~rm(z)|−|~rn(z)|) (4.15)
Consequently, the correlation function at temporal zero lag of all receiver pairs
can be written in matrix form as,
Rp = Hp|A|2 (4.16)
where Rp represents the vectorized form of the upper diagonal of R(0) with the size
of M × 1, where M = N(N − 1)/2. Hp is M × P measurement matrix, |A|2 is P× 1.
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Further, the correlation function at lag 1 can be obtained from the received signal
samples in the following,
Rm,n(1) =< Vm(t)V∗n(t +τ) >=
P∑
z=1
< |A(z)|2 >e− jk(|~rm(z)|−|~rn(z)|)e jk2v(z)(τ) (4.18)
where Vn(t +τ) =
∑P
z=1 Am(z)e
− jk(|~r(z)|+|~rn(z)|)e jk2v(z)(t+τ) and τ is equal to the PRT. The
correlation of all receiver pairs at lag 1 can be written in matrix form as,
Rv = HvB (4.19)
where Rv is the velocity measurements and obtained from the vectorizing R(1) into
N2×1, Hv is the N2×P measurement matrix for velocity estimation, and B is P×1
complex vector where B(z) = |A(z)|2e jk2v(z)τ. The size of measurement matrix Hv is
doubled compared to Hp, because all of the values of R(1) are used as measurements,
whereas the half of the number of values are used for Rp. The reason is that R(0)
is a Hermitian matrix and the inclusion of the conjugate values will only increase
the redundancy in Hp matrix and in measurements Rp, since the rows in Hp will be
conjugated too. However, in velocity, R(1) is not a symmetric matrix and contributes
additional information for the estimation even though some of the measurement basis
in Hv matrix is repeated.
4.4 Decreasing number of measurements using SVD
The purpose of this section is to reduce the number of redundant measurements into a
smaller size. This is because the number of measurements M in (4.16) are increased
75
dramatically based on the equation (N2−N)/2 as the number of receivers N increases.
The problem seems to be overdetermined when the number of measurements M is
larger than the number of pixels P, for example N = 36 receivers like AIR and P =
128 to be reconstructed reflectivity,. However, the measurement matrix Hp and Hv
is rank deficient and does not have full rank because of redundancy in the rows
for uniform spacing receivers. Because the receiver spacing is the same for all the
adjacent receivers, there are only N different receiver pair spacings. In other words,
there will be only N unique rows in Hp and Hv and all the others will be repeats.
However, even when the rows are repeating exactly, the associated measurements
can be different. For non-redundant spacing, there is no repeating spacing for any
receiver pairs, but when Hp is still rank deficient, it is likely due to small angle
separations in the column. The condition numbers of Hp and Hv after applying SVD
are also significantly high based on the ratio of maximum and minimum singular
value. The problem is considered underdetermined under these conditions (Hansen
1987). The SVD of Hp matrix, written as Hp = UΣVT , can be applied to (4.16),
Rp = UΣVT |A|2, where U is M ×M square unitary matrix and UHU = I. Moreover,
Σ is M×P diagonal matrix and M > P, therefore, the lower number of M−P rows is
zero. When we multiply both side with the UH matrix, we obtain UHRp = ΣVT |A|2.
After reducing the U and Σ matrix to their non-zero columns and rows (or using first
P number of columns),
R̃p = H̃p|A|2 (4.20)
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SVD linearly combines the measurements and all the (redundant) data are maximally
utilized in R̃p (Edelmann and Gaumond 2011; Hansen 1987). Reducing the size of
Hp and Rp decreases the computational time of the solver significantly.
The same procedure can be applied in (4.19) for velocity estimation, where the
number of measurements is increased with the square of the number of receivers.
Once the SVD of measurement matrix Hp is obtained, then H̃p and Ũ matrices can
be stored for further estimation calculations since the measurement matrix is fixed
and only the measurements are updated.
4.5 Compressive sensing
In this work, CS is applied to solve the inverse problem of reflectivity and velocity
retrieval from the measurements which are obtained in (4.16) and (4.19) respectively.
The sparsity and incoherency will be discussed in Subsections 4.6.1 and 4.6.2. The
l1-norm minimization will be discussed in the following subsection.
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4.5.1 l1-norm minimization
In order to reconstruct reflectivity and velocity structures from the measurements,
which are obtained based on correlation of receiver pairs, wavelet and Laplace trans-
forms are used in the l1 norm minimization. The advantage of multiple transforma-
tions in the minimization is that they compensate their weakness, despite the com-
plexity in the minimization increasing. The problem of reflectivity retrieval is solved
using the following minimization,
min αp||Ψ|A|2||1 + ||L|A|2||1 subject to ||R̃p− H̃p|A|2||22 < βp, (4.21)
where L is the Laplace operator and Ψ is wavelet transformation. αp = 0.2 is the
weights for Ψ. βp value is obtained by using the norm of measurements by defining
a threshold value th, βp = ||R̃p(th : P)||2. The Laplace matrix used in the minimization
is given in the following,
L =

−1 1 0 0 . . . 0
1 −2 1 0 . . . 0






0 . . . 0 1 −2 1
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
(4.22)
The Laplacian performs a second order difference of the image, and allows linear
changes in the estimation, unlike TV. Because the reconstruction using only wavelet
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transformation has small variation in the linear scale but large in the dB scale, in-
cluding Laplace in the l1-norm minimization mitigates possible oscillations in the
estimation. These minimization problems were solved by using the CVX optimiza-
tion solver (Boyd and Vandenberghe 2004), where the error term and solution were
updated in each iteration.
Similarly to the reflectivity problem, velocity can be obtained by replacing Rp
with Rv and Hp with Hv in the following,
min αv||ΨB||1 + ||LB||1 subject to ||R̃v− H̃vB||22 < βv, (4.23)
Note that B is complex and the velocity can be obtained by taking the arctangent





βv value is obtained by using the norm of measurements by defining a thresh-
old value thv, βv = ||R̃v(thv : P)||2. Theoretically, there is no noise on the velocity
measurements, but statistical fluctuations or any other possible phase errors can be
handled by the error tolerance in the l1-minimization routine. αv = 0.1 is the weight
forΨ for the velocity estimation. It is observed that increasing the value of αv results




Numerical simulations were developed to demonstrate and verify the feasibility of
CS for reflectivity and velocity estimations. To simplify the problem, in this work
a receiving aperture of 2 meters is selected to produce an intrinsic angular resolu-
tion of one degree. If a half-wavelength spacing is used, a total of 129 receivers are
needed. The antenna aperture size is fixed at 2 meters and determined by the total
length of uniformly spaced 129 receivers with half-wavelength. Moreover, three re-
ceiver configurations of uniformly spaced (US), pseudo-randomly spaced (RS), and
non-redundantly spaced (NRS) with different numbers of receivers are considered.
Specifically, US is obtained while all the receivers are equally spaced to make up the
aperture. In RS, the locations of a given number of receivers are randomly selected
out of the locations of 129 receivers, but a minimum spacing of half-wavelength is al-
ways maintained. Moreover, NRS is designed to ensure no repeated spacing among
any pair of receivers for the given number of receivers, while a minimum spacing of
half-wavelength is always employed. The receiver locations are shown in Fig. 4.1
for all three receiver configurations with 17, 33 and 65 receivers.
The time series signals were generated by using the dimensional radar simulator
(Cheong et al. 2008b). In the first part of the simulation, user-defined and simpli-
fied reflectivity and velocity fields are used to study performance such as resolution,
dynamic ranges, etc. For example, single and dual-Gaussian profiles are used for
reflectivity, while a linearly varying profile is used for velocity. In the second part
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Figure 4.1: Receiver locations are for US, NRS, and RS with 17 (left column), 33 (middle
column), and 65 receivers (right column).
of the simulation, realistic reflectivity and velocity profiles derived from the ARPS
data (Xue et al. 2003) are used to further demonstrate the feasibility of CS under
different conditions such as SNR, number of samples, and number of receivers. The
size of the simulator domain is 42 degrees in elevation (-8 to 34 degrees), 1 degree in
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azimuth angle and 75 meters in range. The antenna is tilted back 13 degrees. Thou-
sands of scatterers are populated in the simulation domain, and the initial locations
of scatterers are positioned randomly with uniform distribution. The scatterers are
moved by the assigned three dimensional wind velocity, and their locations are up-
dated for each sample time. Additionally, 3-D turbulent motion is also added to all
the scatterers based on the turbulent kinetic energy (TKE), which is set at 2 m2s−2
for the first part of the simulation. The radar is located at 6 km distance from the
simulation domain by pointing east for the first part of the simulation and at 3 km for
the second part of the simulation. The received complex signals at each receiver are



















8. The amplitude of the received signal is attenuated by the
distance from receiver to simulator domain. The phase of signal is determined by the
two-way distance of the scatterer to radar receiver. The range-weighting function and
transmitting antenna pattern is considered in the simulator. The normalized antenna
transmit weighting function is approximated with a Bessel function centered around
the pointing direction in angle φo, war is the receiving antenna beam pattern, and
Z is the reflectivity field. Additionally, a spatial and temporal linear interpolation
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procedure is used to extract the atmospheric parameters corresponding to individual
scatterers for spatial and temporal continuity in the reflectivity (Cheong et al. 2008b).









































































































































































































Figure 4.2: Receiving antenna pattern is obtained from spatial Fourier transform of FB weights
for US, NRS, and RS with 17 (left column), 33 (middle column), and 65 receivers (right
column).
The radar is operated at 10 GHz and 1-D linear array in the vertical direction is
considered. The transmitted beamwidth is 25 degrees in elevation but the simulator
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size is set to 42 degrees to remove the edge effect of the simulator in the reconstruc-
tion. The number of pixels in the reconstruction is chosen to be 128 due to wavelet
transformation matrix size, which requires the size to be a power of 2. Then, the
angular sampling in the reconstruction field is about 0.2 degree, while 0.9 degree
beamwidth is obtained from the aperture. As mentioned previously, three receiver
configurations of US, RS, and NRS are considered. Note that the minimum spacing
in RS and NRS is set to the half-wavelength to mitigate grating lobes. In this work,
receiver numbers of 17, 33, 65, and 129 are considered. A sequence of zero mean
additive white Gaussian noise is added to generated time series signals based on the
desirable SNR.
The FB receiving pattern, obtained from spatial Fourier transform of FB weights,
for the three receiver configurations of 17, 33 and 65 receivers is shown in Fig. 4.2.
It is clear that grating lobe occurs at -14.5 and 14.5 degrees in the US configuration
with 17 receivers. The highest sidelobe level of receiving pattern is displayed in
Table 4.1. The highest sidelobe in NRS is slightly higher than RS for 33 and 65
receivers. The sidelobes in RS are a at similar level, and the sidelobes of NRS decay
quickly from the main lobe but then increase again at 17 and 33 receivers. In US, the
first sidelobe is the highest one at 33 and 65 receivers.
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Table 4.1: The highest sidelobe level (in dB) of the receiving antenna pattern
RX number US NRS RS
17 -13.3 -6.6 -5.4
33 -13.3 -7.2 -8.7
65 -13.3 -10.1 -11.4
4.6.1 Sparsity
The term sparsity and compressibility is defined in Section 2.2.1 as when an image
can be well approximated by using a few of its large coefficients in the original or
transform domain. In this work, reflectivity models of single and dual Gaussians
are used to investigate the CS performance in addition to ARPS model reflectivity.
Gaussian models with a fixed base value are usually not sparse in the original domain,
nor in DCT and wavelet. In order to demonstrate the compressibility of single and
dual Gaussian models in the wavelet domain, the sorted transformed coefficients are
presented in the middle column of Fig. 4.3, where each single Gaussian has a std of
1.5o with a fixed 5 dB base in (4.28). The compressibility level is found to determine
the number of coefficients to achieve RMSE of 0.3. The peak separation of two
Gaussian models is 8 degrees in angle.
It is clear that the sorted wavelet coefficients of Gaussian models rapidly decrease
but do not reach zero, which indicates that the image is compressible but not sparse.
For this case, the compressibility level of Gaussian models decreased from the single
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(a) Single Gaussian model with std of 1.5 degree


















































(b) Two Gaussian models with std of 1.5 degree
Figure 4.3: Single and dual Gaussian models (left panels) with std of 1.5 degree with 128 pixels
are generated within the 25-degree beamwidth radar FOV. The sorted transform coefficients
after wavelet transformation are shown in the middle panels. The recovered single and dual
Gaussian models (right panels in red) are obtained by using 25% and 35% of the largest
coefficients based on the defined RMSE of 0.3.
to double peaks from 75% to 65%, even though the decaying rate of the coefficients
seems to be similar.
Moreover, more realistic reflectivity structures are obtained from ARPS models.
The compressibility of reflectivity structures as function of ranges is shown in Fig.
4.4 by using the same RMSE 0.3. The difference between the original image and
the recovered image is not visually noticeable. The low compressibility number
indicates that the image is less compressible in the wavelet transform. The vertical
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(c) Compressibility of reflectivity structures in
range
Figure 4.4: Reflectivity model and recovered reflectivity model by using the largest coefficients
based on the defined RMSE of 0.3 after wavelet transformation are display in the upper
panels. The compressibility index of reflectivity structures as function of ranges after wavelet
transformation are shown in the lower panel.
reflectivity profiles are relatively more compressible up to 5 km in range than the
reflectivity models between 5 and 7 km. Reflectivity models between 5-7 km have




Incoherence of the Hp and Hp matrices with wavelet are calculated for three receiver
configurations. The incoherence level for different numbers of receivers and three
different receiver configurations are shown in Table 4.2 for reflectivity estimation
and in Table 4.3 for velocity estimation.
Table 4.2: Incoherence with wavelet for reflectivity estimation
RX number US NRS RS
17 6.78 4.52 5.31
33 5.77 5.43 5.2
65 6.67 6.22 5.54
Table 4.3: Incoherence for velocity estimation
RX number US NRS RS
17 6.78 6.56 6.11
33 6.67 6.1 0.57
65 6.67 5.88 6.33
The calculated average incoherence level is about 5.5 within the range of 1 to
11.3; such a value cannot guarantee exact recovery unless the field is highly com-
pressible. The incoherence value with DCT was about 11 for three receiver config-
urations for both reflectivity and velocity (the result is not shown here). The inco-
herence values in Table 4.2 are close for the three receiver configurations and three
numbers of receivers. Increasing the number of receivers from 17 to 65 causes inco-
herence to increase; for example, the incoherence increases 4.52 to 6.22 for the NRS
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receiver configuration in Table 4.2 for reflectivity estimation. However, the behavior
of the incoherence trend is the opposite in Table 4.3 for velocity estimation; the value
is slightly decreased from 6.56 to 5.88. In the velocity estimation, the measurement
matrix has measurement vectors two times larger than in the reflectivity estimation,
where the only single pair of receiver combinations is considered in the Hp matrix.
4.7 Numerical results
The goal of this section is to investigate the performance of CS regarding the estima-
tion quality, the dynamic range of reflectivity, the resolution for reflectivity retrieval,
the impact of model reflectivity on velocity estimation, the impact of noise on estima-
tion for different numbers of receivers, and various reflectivity and velocity structures
through statistical analysis. Additionally, the performance of CS will be compared to
Capon and Fourier beamforming methods under these conditions. The performance
of these methods is quantified by the RMSE defined in (3.3), dynamic range, and
resolution. In this work, the RMSE is calculated in dB scale for the reflectivity. Note
that, the reflectivity estimations of CS, CB, and FB are obtained after calibration pro-
cess from their estimated power, which is explained in Section 5.2. For each case,
30 realizations were performed, each with independent scatterer locations and noise
sequence. The default number of samples is 1024 and the default SNR is 30 dB.
Moreover, the computational times for CS, CB, and FB are given in Table 4.4 with
17, 33, and 65 receivers using 1024 samples and SNR=30 dB. For a given case, FB
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has the lowest computational time, while CS has the highest. The computational
time of CS is much higher than CB (about 100 - 200 times), which makes the usage
of CS operationally difficult when high temporal resolution is needed.
Table 4.4: Computational time (s) for CS, CB, and FB at SNR=30 dB
RX number CS CB FB
17 2.48 0.011 0.009
33 2.55 0.013 0.01
65 2.62 0.02 0.013
4.7.1 Dynamic range
4.7.1.1 Dynamic range of reflectivity
In order to investigate the sensitivity of CS in reflectivity estimation by using three
receiver configurations, a single Gaussian reflectivity model with a std of 2o is used
for dynamic range analysis with a fixed 5-dB reflectivity base. The Gaussian model




where θo is the mean location and σ2z is the std of Gaussian structure and θ varies
from -13 to 13 degrees. A and C are the amplitudes and determine the dynamic
range. Dynamic range of reflectivity is varied from 2 to 37 dB with a step of 5 dB,
and uniform velocity is used to mitigate any velocity impact on the reflectivity model
estimation. Velocity is set to 5 ms−1 in a three dimensional wind field. Initially, the
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model dynamic range was set as 0 to 35 dB without transmitter antenna pattern.
However, the dynamic ranges increased 2 dB because of the transmitter antenna
pattern effect on the edges (far away from the boresight) of the reflectivity.
The dynamic range for reflectivity is defined by the difference between the maxi-
mum and minimum values of the reflectivity profile, as shown in the following equa-
tion.
DR = Zmax−Zmin, (4.27)
where Zmax and Zmin are the maximum and minimum values of the model reflectivity
and reconstructed reflectivity, respectively. For the estimated reflectivity, Zmax is
obtained by taking the mean of 5 pixels in the vicinity of θo and Zmin is obtained by
taking the mean of 5 pixels in the vicinity of θ = 0 and θ = 25 degrees. The averaging
is necessary because of the fluctuation in the estimation.
The mean of DR for CS, CB, and FB reconstructed reflectivity is shown in Fig.
4.5 by using the three configurations of 33 receivers. It can be observed that gener-
ally CS can produce better DR than CB and FB for all the model DRs and receiver
configurations. Specifically, CS can provide DR that is consistent with the model
DR up to 22 dB. Beyond model DR of 20 dB, the DR from CS estimation using RS
and NRS starts to slightly overestimate the DR, while CS with US produces slightly
better agreement with the model DR. For both CB and FB, the best DR is achieved
by US configuration, then NRS and RS configurations. The sidelobe levels of FB in
RS is higher than NRS and US, thus it prevents achieving larger DR. Additionally,
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Figure 4.5: The mean of DR for estimation as a function of model DR for CS (black), CB
(blue), and FB (red) is shown for US, RS, and NRS. The reference line is shown in green. The
number of receivers is 33, the number of samples is 1024, and SNR=30 dB.
CB can generally produce better DR than FB at high model DR. Nevertheless, CS is
capable of reconstructing reflectivity to larger DR than both CB and FR.
An example of CS, CB, and FB reconstruction from one realization using 33
receivers with 1024 samples and SNR at 30 dB is shown in Fig. 4.6(b) for the
dynamic range of 27 dB. It is clear that CS and FB using US receivers have a better
estimation than NRS and RS on the tails below 0.5 km and above 2.5 km in Fig
4.6(b), and thus better DR. It is also true for CB, but the degradation is small when
compared to CS and FB.
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(a) Number of receivers= 17































































(b) Number of receivers= 33































































(c) Number of receivers= 65
Figure 4.6: Reconstructed images from CS (black), CB (blue), and FB (red) by using US (the
first column), NRS (the second column) and RS (the last columns). Model reflectivity (MO) is
shown in green. Dynamic range is 27 dB, SNR= 30 dB.
The impact of the number of receivers on the DR of estimates is investigated
using the model DR of 27 dB for the three receiver configurations each with 17, 33,
and 65 receivers. The results are shown in Fig. 4.7. In general, the estimated DR


































Figure 4.7: The mean of DR for estimation as a function of number of receivers for CS (black),
CB (blue), and FB (red) is shown for US, RS, and NRS. The reference line is shown in green.
DR=25 dB, the number of samples is 1024, and SNR=30 dB.
The DR for CS, CB, and FB with US configuration is significantly improved by
increasing the receiver number from 17 to 33. Examples of DR estimates from all
three methods and configurations for 17, 33, and 65 are presented in Fig. 4.6. In
FB, the improvement of DR as the receiver number increases is relatively limited
for the RS configuration, because the sidelobes in FB with RS are high and did not
decrease much by increasing the number of receivers as demonstrated in Fig. 4.2
and Table 4.1. The impact of the sidelobes is evident in Fig. 4.6 where the FB
estimation on the tail part above 2 km and below 1 km using RS is higher than 15
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dB, which is a high value compared to the US configuration with 33 and 65 receivers.
Note that the grating lobes occur at locations of -14.47 and 14.47 degrees in the US
configuration of 17 receivers and can lead to much worse DR performance compared
to sidelobe effect. The impact of the grating lobe is apparent in Fig. 4.6(a) in US with
17 receivers. It is also worth mentioning that the grating lobe is mitigated in NRS
and RS by setting the minimum spacing to half wavelength. Therefore, it has the
potential to reduce the number of receivers to achieve a certain performance without
a grating lobe in the radar FOV. However, higher sidelobes will result and adaptive
processing, such as CB, can be used to mitigate sidelobe impact.
The DR of CB and CS using 65 receivers in the three configurations is compara-
ble. As shown in Fig. 4.7, the reconstructions of CS and CB have better agreement
with the model reflectivity than the 17 and 33 receivers. Further, the performance of
CS, CB, and FB as the number of receiver increases improves more using NRS than
RS and then US receivers, respectively. In order words, the performance of CS is
better using RS with 17 receivers than NRS and US configuration.
4.7.1.2 Impact of dynamic range on velocity
The impact of reflectivity DR on the velocity estimation is studied. The same single
Gaussian model with the same interval of DR, as shown in Fig. 4.6, is used for the
velocity analysis. The model velocity is shown in Fig. 4.9, where the velocity varies
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linearly from -2 to 12 ms−1 within the 25o FOV. The quality of velocity reconstruc-
tion in this case is quantified by the interval where the estimated velocities have an
error smaller than or equal to 3 ms−1. Subsequently, the percentage of the interval to
the entire velocity range (ie., twice of Nyquist velocity of 52 ms−1) is computed and
shown in Fig. 4.8 for various model DRs. CS is capable of estimating the entire































Figure 4.8: Estimated velocity interval as a function of true DR for CS (black), CB (blue),
and FB (red) is shown for US, RS, and NRS. The number of receivers is 33, the number of
samples is 1024, and SNR=30 dB.
velocity profile accurately (error less than 3 ms−1) for model DR less than 20 dB.
Nevertheless, CS can achieve relatively larger velocity interval by using NRS than
with RS and US as increasing the DR of reflectivity, except DR = 35 dB with US.
CB using RS provides a higher velocity interval compared to NRS and using NRS
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(a) Number of receivers=17































































(b) Number of receivers=33































































(c) Number of receivers=65
Figure 4.9: Reconstructed velocity profile from CS (black), CB (blue), FB (red) by using US
(the first column), NRS (the second column), and RS (the last column) receiver configurations.
Model reflectivity (MO) is shown in green. Velocity slope is 4, dynamic range of reflectivity
model is 25 dB, SNR=30 dB.
compared to US with 33 receivers for all the DR cases. In contrast, CS provides the
higher velocity interval by using NRS when DR is greater than 15 dB. The velocity
interval of CS quickly decreased to half by using RS compared to NRS and US. FB
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did not estimate the entire velocity profile accurately (error less than 3 ms−1) in any
of the cases. The largest velocity interval of FB is obtained as 90% using NRS. The
smallest velocity interval is obtained from FB using RS configuration. An example
of the reconstructed velocity profile is shown in Fig. 4.9(b) for CS, CB, and FB using
33 receivers and DR of reflectivity as 25 dB. The velocity interval of FB is reduced
by changing the receiver configuration from US to RS (left to right, US, NRS, RS).
The velocity interval of FB is higher using NRS than RS for all given DR cases. As
DR increases, the velocity interval of CB increases in contrast to FB and CS using
US configuration. However, CS achieves better performance than CB and FB using
US and NRS configuration when DR is less than 30 dB. CB using RS provides the
largest velocity interval when DR is greater than 20 dB. As shown in Fig. 4.9(b) that
CB velocity profile is closer to model velocity than CS and FB’s using 33 receivers.
The impact of the receiver number on the velocity interval is investigated using the
model reflectivity DR of 27 dB for the three receiver configurations each with 17, 33,
and 65 receivers. The results are shown in Fig. 4.10. When the number of receiver
increases, the velocity interval from CS increases for all three receiver configurations
and reaches the maximum value using NRS and US with 65 receivers. CB with the
RS configuration is capable of providing the entire velocity profile accurately (error
less than 3 ms−1) for the three receiver numbers. Also, the percentage of valid ve-

































Figure 4.10: The mean estimated velocity interval as a function of number of receivers for
CS (black), CB (blue), and FB (red) is shown for US, RS, and NRS. DR=25, the number of
samples is 1024, and SNR=30 dB.
receivers. CB takes advantage of RS more than CS and FB and provides the maxi-
mum velocity interval using only 17 receivers, whereas CS and FB achieve half of it
for DR=25dB.
On the other hand, NRS is more favorable for CS for 17 and 33 receivers than
RS and US, even though only approximately 50% of velocities can be reconstructed
reasonably if 17 receivers are used. Also, CS usually provides a large velocity in-
terval at a large dynamic range using NRS. Examples of a reconstructed velocity
profile are shown in Fig. 4.9 for 17, 33, and 65 recievers. The CB velocity estimate
overlaps with the model velocity with small fluctuations using 65 receivers at three
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receiver configurations. CS has good agreement with the model velocity using US
and NRS with 65 receivers. However, FB has a limited velocity interval around the
centered velocity of -5 ms−1 for all cases as shown in Fig. 4.9. When the number of
receivers decreases, CS, CB, and FB deviate from the model velocity at the edges in
three configurations. It can be observed in Fig. 4.9 that the velocity interval between
1 km to 2 km in height can be reconstructed well, and the interval of valid velocity
estimates extends as the number of receivers increases for CS with all three config-
urations. Similar performance can be observed for FB with NRS and US but with
a narrower valid velocity interval. Further, the common region for CS, FB, and CB
corresponds to the relatively higher values in their reflectivity estimates in Fig. 4.6.
The reason for FB is the high sidelobes, which prevent resolving the structure accu-
rately. The weights of CB adaptive to received data and 65 receivers are sufficient
to resolve the structure accurately in this case. A possible explanation can be made
for CS by using the reconstructed reflectivity profile in Fig. 4.6. The CS reflectivity
above 2 km and lower than 1 km in height was not recovered accurately for 17 and
33 receivers. Since the CS velocity estimation is obtained by the reconstructed real
and imaginary part of the velocity structure in (4.24), inaccurate estimation of those
relatively small values will lead to an inaccurate velocity profile.
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4.7.2 Resolution
4.7.2.1 Resolution in reflectivity
The performance of resolution for CS reflectivity estimation is investigated by using
dual-Gaussian reflectivity models with varying separations. Specifically, the dual-







2σ2z ) +C, (4.28)
where σz = 1.5o, θ1 and θ2 are the location of the peaks in the two Gaussian functions.
In this work, the separation of the dual Gaussian is defined by θ2−θ1, which is varied
every 0.4o. Additionally, C = 5 dB for a fixed reflectivity base, and DR of the model
is 35 dB. The resolution of the reflectivity estimation is defined by how well the two
Gaussians can be resolved. Specifically, the resolution in this work is quantified by






where ZP1 is the maximum reflectivity value at the first peak location and ZP2 is
the maximum reflectivity value at the second peak location, and ZV is the minimum
reflectivity value between the two peaks. The mean RES for CS, CB and FB is shown
in Fig. 4.11 for the three receiver configurations.
The estimated resolution from CS generally agrees better with the model resolu-
tion, depicted by the green line, for most of the cases than from both CB and FB for
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Figure 4.11: The mean resolution of CS (black), CB (blue), and FB (red) as a function peak
separation is shown for US, RS, and NRS. The reference line is shown in green. The number
of receivers is 33, the number of samples is 1024, and SNR=30 dB.
all three configurations. As the separation of the two Gaussians increases, all three
methods can better distinguish the two Gaussian structures for all the configurations,
except the FB with RS configuration (red dashed line with square markers), where
the larger sidelobes significantly contaminate the estimates. Nevertheless, it should
be emphasized that even for large separation (larger than 5.6o) neither CB or FB can
achieve the level of model resolution. Additionally, the difference in resolution from
model and estimates from CB and FB increases as the separation increases. On the
other hand, CS with all three configurations can produce improved resolution that
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is consistent with the model resolution up to a separation of approximately 10o. It
can also be observed that the variation of RES for CS increases as the separation
increases. When the values in the valley between the two peaks become relatively
small, CS is not able to accurately estimate those values. Similar evidence was ob-
served for CS in DR analysis in Fig. 4.5. Note that CB and FB underestimate the
resolution for three receiver configurations using 33 receivers, while CS can overes-
timate RES using NRS when the separation of the two Gaussians is between 9 and
11.6 degrees, then underestimate it for greater than 11.6 degrees. An example profile
of estimation for CS, CB, and FB is shown in Fig. 4.13(b) for 33 receivers. It is
obvious that neither method is capable of fully resolving the sharp variation in the
valley at 1.5 km, while CS can capture the deep valley slightly better than CB for US
and RS configurations. However, CS with NRS produces a valley that is far too deep.
It is also evident that the high sidelobes effect the FB, especially with the RS configu-
ration. The mean RES of CB is almost the same for different receiver configurations
up to the peak separation of 10o using 33 receivers.
In order to show the impact of the receiver numbers, a dual Gaussian reflectivity
with separation of 11.6o is used, and the results are shown in Fig. 4.12. An improve-
ment in the RES of CS, CB, and FB estimate can be observed by using the NRS and
RS receiver configuration as the number of receivers increases from 17 to 33. In the
US configuration, the improvement for CB and FB is indistinguishable from 33 to
65, and CS has some small improvement, where CS has a large improvement from
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Figure 4.12: The mean resolution of CS (black), CB (blue), and FB (red) as a function of
number of receivers for a profile of 11.6-degree peak separation is shown for US, RS, and
NRS. The reference line is shown in green. The number of receivers is 33, the number of
samples is 1024, and SNR=30 dB.
17 to 33 receivers, in which grating lobes inside the radar FOV. For the NRS and RS
configurations, generally, the RES of CS is more consistent with the model resolu-
tion than CB and FB for a given number of receivers. FB has the highest resolution
by using US receiver configuration based on this profile of reflectivity model with
the separation of 11.6 degrees. Moreover, CB produces high resolution with US and
NRS configurations using 33 receivers, and the performance of CB with 65 receivers
is the same.
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(a) Number of receivers= 17































































(b) Number of receivers= 33































































(c) Number of receivers= 65
Figure 4.13: Reconstructed image profile from CS (black), CB (blue), and FB (red) by
using US (the first column), NRS (the second column) and RS (the last columns) receiver
configurations. Model reflectivity (MO) is shown in green color. Std of Gaussian model is 1.5
degree, peak separation is 11.6 degree, and SNR=30 dB.
Examples of reconstruction from CS, CB, and FB are shown in Fig. 4.13. Gen-
erally, it can be observed that the dual Gaussian with various separations can be
generally reconstructed by the three estimation methods, while CS and CB provide
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better resolvability than FB. It is clear that the CS reflectivity estimation between
the two Gaussians improves more than CB and FB as the receiver numbers increase
using the US configuration. Similarly, the CS estimation of the valley with RS is
progressively improved by increasing the receiver numbers from 17 to 65. The same
performance improvement can be observed for CB and FB, but the improvement is
more obvious in CS. Interestingly, the two Gaussian peaks are increasingly better
reconstructed using FB with NRS and RS as the receiver number increases. In con-
trast, the improvement in CB and CS resolution is mainly contributed to by better
resolving the valley as the receiver number increases in NRS and RS.
4.7.2.2 Resolution of velocity estimation
In this work, the resolution of velocity is characterized by how well a linear velocity
profile can be reconstructed given uniform model reflectivity. Specifically, uniform
reflectivity of 30 dB is used in the simulation, while the slope of the linear velocity
profile varies from 0 to 7 (unit ms−1/deg). The performance of velocity resolution
is quantified by the RMSE as a function of velocity slope with various numbers of
receivers. RMSE is calculated for the entire range within the Nyquist velocities (i.e.,
±52 ms−1) within the 25-degree beamwidth radar FOV.
As the slope of velocity increases, the mean RMSE from CB and FB increases
for all receiver configurations. The mean of RMSE from CS with US configuration
increases as the slope increases (except at zero slope), while those with NRS and RS
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Figure 4.14: The mean RMSE of CS (black), CB (blue), and FB (red) velocity estimation as
a function of velocity slope is shown for US, RS, and NRS. The reference line is shown in
green. The number of receivers is 33, the number of samples is 1024, and SNR=30 dB.
configurations maintain a relatively low and constant RMSE. For the configurations
of NRS and RS, it is evident that CS provides better velocity estimates than CB and
FB. As shown in Fig. 4.15 CS can estimate the entire velocity profile with better
agreement than CB and FB in NRS and RS configurations. The mean RMSE of CS
is less than 0.25 m/s for the given slopes in NRS and RS. However, the performance
of CS for velocity estimation is comparable to CB and FB with US configuration of
33 receivers.
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(a) Number of receivers= 17































































(b) Number of receivers= 33































































(c) Number of receivers= 65
Figure 4.15: Reconstructed velocity profile of CS (black), CB (blue), FB (red) by using US
(the first column), NRS (the second column) and RS (the last columns) receiver configurations.
Model reflectivity (MO) is shown in green color and velocity slope is 4. Uniform reflectivity
model is at 30 dB, number of samples 1024 and SNR= 30 dB.
In order to show the impact of receiver numbers on velocity estimation, a slope
of velocity equal to 4 is used, and the resulting statistics are shown in Fig. 4.16.
When the number of receivers increases, the mean RMSE from all three methods
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with US configuration decreases. Note that for CS with NRS and RS, even though
the estimation is improved as the number of receivers increases, fairly good results
(mean RMSE of less than 0.5 ms−1) can be achieved using only 17 receivers. It can
be observed clearly in Fig. 4.15, CS, CB, and FB reconstruct the velocity profile
accurately using 65 receivers in US and NRS configurations. Further, CS and CB






























Figure 4.16: The mean RMSE of CS (black), CB (blue), and FB (red) as a function number of
receivers is shown for US, RS, and NRS. The velocity slope is 4, the number of samples is
1024, and SNR=30 dB.
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Note that none of the three methods can produce satisfactory reconstruction over
the entire velocity interval using the US configuration of 17 and 33 receivers. If
we compare the result in Fig. 4.15 with the velocity results in Fig. 4.9 in the dy-
namic range analysis, it can be observed that CS velocity estimation is improved by
increasing receiver number for NRS and RS configurations. This improvement also
indicates that CS velocity estimation is sensitive to the underlying reflectivity struc-
ture. Note that the impact of reflectivity on the velocity estimation is also studied
in Section 4.7.1.2. Additionally, CB produced good velocity agreement with model
velocity using the RS configuration.
4.7.3 RMSE analysis with ARPS model reflectivity and velocity
To further demonstrate the feasibility of CS for reflectivity and velocity reconstruc-
tion, the fields of reflectivity and velocity from ARPS were used with the same
three receiver configurations for various SNR, number of samples, and number of
receivers. In simulation, the distance between the radar and ARPS model domain is
3 km, and the array is tilted by 13o. The range time indicator (RHI) of reflectivity
and velocity model structures were derived from ARPS variables and is shown are
Fig. 4.17. The simulated RHI domain is defined by 3 km to 8.3 km in range and -8
to 34o in elevation (defined from the 6 dB from the transmitted pattern). There are a
total of 70 vertical profiles of reflectivity and velocity within the simulation domain.
The reconstruction is performed only between the region of 0 to 26o (slightly larger
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than the 3 dB transmitted beamwidth of 25o) in elevation. Further, in order to make
the discussion clear, five reflectivity regions in the model are selected, where they
are also depicted in the upper panel of Fig. 4.17. The reflectivity in Region II is
high (larger than 45 dBZ) and in Regions III, IV, and V is low (less than 20 dBZ).
Region I has relatively moderate reflectivity between 20 to 38 dBZ. The same region
assignment is also applied to the RHI of model velocity as shown on the lower panel
of Fig. 4.17.
4.7.3.1 Impact of noise
Noise impact on reflectivity estimation
The performance of CS for reflectivity and velocity reconstruction is studied as a
function of SNR. The noise power was fixed at -70 dB and the received signal power
was scaled to obtain desirable SNR. Subsequently, a noise sequence was added to the
time series of signals for a given SNR. The mean of RMSE of reflectivity estimates
from CS, CB, and FB is shown in Fig. 4.18. Specifically, the mean RMSE is com-
puted over 10 realizations, 70 range gates and profiles. The improvement of CS, CB,
and FB as a function of SNR can be observed for all three receiver configurations of
33 receivers and 1024 samples. It is important to point out that CS performs better
than CB and FB with NRS and RS configurations for all SNR levels. In the US con-
figuration, CS and FB has the same RMSE at SNR=0 dB, which is lower than CB’s.
Additionally, CS performs better than FB and CB when SNR greater than 10 dB in
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Figure 4.17: ARPS reflectivity and velocity model structure in RHI format.
US. On the other hand, FB performs better than CB using the US configuration for
all SNR in Fig. 4.18(a) and also with the NRS and RS configurations if SNR is less
than 10 dB. CB produces lower RMSE than FB for the NRS receiver configuration
if SNR is greater than 10 dB and their performances are comparable at SNR=10 dB.
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Figure 4.18: The mean of RMSE as function of SNR for CS (black), CB (blue), and FB (red)
for ARPS model reflectivity estimation. The number of receivers is 33 and the number of
samples is 1024.
Further, CS performs better using NRS and RS than US, for different SNR and
given the same number of receivers. For FB, lower RMSE is obtained with the US
configuration than with NRS and RS configurations, because higher sidelobes in FB
receiving patterns can be observed with RS and NRS as shown in Fig. 4.2. On the
other hand, CB with NRS configuration can produce lower RMSE if the SNR is
greater than 10 dB.
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Further, the improvement of CS with increasing SNR is similar to the ones from
CB in all three configurations. Note that the estimation of CB and FB is the total
power, which includes both the contributions from signals and noise, and no attempt
was made in this work for noise removal. However, in CS, the amount of noise is
considered by the beta term in the minimization, and the estimation result consists
mainly of signal contribution. Also, the inclusion of Laplace in the minimization
enforces adjacent pixels to have similar values. In other words, CS is less susceptible
to noise for the given cases.
Examples of CS, CB, and FB retrievals from one realization of the SNR of 0, 10,
and 20 dB cases for US, NRS, and RS receiver configurations are provided in Fig
4.19, 4.27, and 4.21, respectively. Note that the model reflectivity is presented in Fig.
4.17. It is clear that the reflectivity structures are grossly reconstructed using CS,
CB, and FB for all three receiver configurations and SNR=10 and 20 dB. However,
some detailed structures are not recovered accurately, especially at low SNR of 0 dB.
For example, the large errors in the vicinity of strong reflectivity gradient, such as in
Region I and III, can be observed for all three methods. Additionally, the degradation
of CB and FB from SNR=20 dB to SNR=10 dB can be clearly observed in the NRS
and RS receiver configurations and is more evident than the degradation of CS, as
indicated in Fig. 4.21. The noise will increase the estimated total power from CB
and FB and also limits the performance of CB and FB. It is also true for CS. This
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(a) SNR =0 dB






































































































(b) SNR =10 dB






































































































(c) SNR =20 dB
Figure 4.19: CS (left), CB (middle), and FB (right) reflectivity reconstruction with 33 receivers
and 1024 samples using US configuration for SNR=0 dB (first row), SNR=10 dB (second
row), and SNR=20 dB (last row)
fact can be clearly observed in estimated reflectivity profiles from CS, CB, and FB
for the given SNR cases in Fig. 4.22 and 4.23.
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(a) SNR =0 dB






































































































(b) SNR =10 dB






































































































(c) SNR =20 dB
Figure 4.20: CS (left), CB (middle), and FB (right) reflectivity reconstruction with 33 receivers
and 1024 samples using NRS configuration for SNR=0 dB (first row), SNR=10 dB (second
row) and SNR=20 dB (last row)
In the US configuration, the reflectivity structures in Regions II and III are rea-
sonably reconstructed from CS, CB, and FB for all SNR cases. However, Regions
I, IV, and V are not well-estimated by the three estimation methods at SNR=0 dB.
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The reflectivity in all regions from I to V are well-retrieved using CS at SNR=20
dB, and the reconstruction of reflectivity in Regions I and III is better than CB. Also,
the reconstruction of CS for Regions I and IV is better than FB. Reconstruction of
reflectivity in Regions III and V for CS can be similar to FB. It is clear that when the
SNR decreases, the performance of CS, CB, and FB is degraded in Regions I, III, IV,
and V where the reflectivity in those regions is lower than the reflectivity in Region
II. Due to the noise, the methods are not capable of estimating low reflectivity values.
Further, in the NRS configuration, CS is capable of recovering all the regions
better than those from CB and FB at SNR=20 dB, and CB performs better than FB.
It is clear that CS can reconstruct Region V grossly at SNR=10 dB in contrast to CB
and FB. Further, the indication of Region I can be seen only from CS at SNR=10
dB. Similarly, the in RS configuration, CS has the indication of Regions I, IV, and
V, where CB and FB do not. At SNR=20 dB, CS reconstruction is much better than
CB and FB, manifested by the success of reconstructing low reflectivity with CS in
Regions I, IV, and V. As a result, CS performs better in NRS and RS configurations
than in US.
Two example profiles at a range of 7.42 and 6.2 km are shown in Fig. 4.22 and
4.23 for CS, CB, and FB for SNR=0, 10, and 20 dB and three different configura-
tions. It is clear that the recovery of the valley of the dual Gaussian 3 km in height
is improved for CS, CB, and FB as SNR increases, as demonstrated in Fig. 4.22.
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Figure 4.21: CS (left), CB (middle), and FB (right) reflectivity reconstruction with 33 receivers
and 1024 samples using RS configuration for SNR=0 dB (first row), SNR=10 dB (second
row), and SNR=30 dB (last row)
Additionally, as shown in Fig. 4.23, the reflectivity with a similar Gaussian shape
at 1 km height can be better reconstructed with CS than CB and FB for NRS and
RS as SNR increases. The improvement is more evident in CS than in CB and FB
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Figure 4.22: CS (black), CB (blue), and FB (red) reflectivity reconstruction profile with
SNR=0 dB (left panel), SNR=10 dB (middle panel), and SNR=20 dB (right panel). The
number of receivers is 33 and the number of samples is 1024. The range of the profile is 7.42
km.
using NRS and RS configurations in both figures. Moreover, the model reflectivity
similar to a dual Gaussian shape appearing at a height of 2.5 and 3.2 km height as
shown in Fig. 4.22 is recovered from CS in all three configurations at SNR=0 dB,
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where CB and FB are not capable of resolving them. The reconstruction of dual
Gaussians becomes more clear when using CS with NRS and RS configurations, es-
pecially if SNR is greater than 0 dB. FB does not clearly resolve the dual Gaussians
in all three configurations for the given SNRs in Fig. 4.22. CB is able to resolve the
dual Gaussians using RS and NRS configurations when SNR equal and greater than
10 dB, where the estimation from RS is slightly better than NRS. Additionally, it is
important to point out that CS provides a larger dynamic range than CB and FB for
the three receiver configurations when SNR is larger than 0 dB.
Similarly, in Fig. 4.23, CS provides a larger dynamic range than CB and FB
using NRS and RS configurations for all the SNRs considered. At SNR=20 dB, CS
reconstructs reflectivity with good agreement with high reflectivity in the model. CS,
CB and FB are not able to recover low reflectivity at 0.4 km height, where the peak
difference is 25 dB from the single Gaussian at 1 km. As the SNR decreases, the
performance of CS, CB, and FB becomes limited, and they are not able resolve large
reflectivity variations well.
Noise impact on velocity estimation
The impact of noise on CS, CB, and FB velocity estimation is studied by using
the ARPS model velocity, which is shown in Fig. 4.17. In order to avoid unrea-
sonably high RMSE of velocity estimates, the estimated velocities are dealiased by
using a simple approach defining a threshold of 10 ms−1 for the velocity difference
between elevation angles as well as the true velocity profile. Subsequently, RMSE
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Figure 4.23: The same as Fig. 4.22 but for the profile range of 6.2 km.
is calculated from the dealiased velocity. The mean of RMSE for CS, CB, and FB
velocity estimation with 33 receivers is shown in Fig. 4.24. The improvement of CS
and CB as a function of SNR can be observed for three receiver configurations. The
improvement of FB velocity estimates as SNR increases can only be observed for
the US receiver configuration.
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Figure 4.24: The mean of RMSE as function of SNR for CS (black), CB (blue), and FB
(red) for ARPS model velocity estimation. The number of receivers is 33, and the number of
samples is 1024.
The mean RMSE of CS and FB velocity estimation is higher than 2 ms−1 in the
three configurations. CB has the minimum RMSE in NRS at an SNR of 30 dB, which
is about 1.5 ms−1. On the other hand, CS has lower RMSE than CB and FB in the
RS configuration for all the SNRs, however, CS is slightly better if NRS rather than
the RS configurations are used.
The reconstruction of velocity for CS, CB, and FB using 33 receivers in the US
configuration is shown in Fig. 4.25 for one realization. It is clear that CS, CB, and FB
122








































































































































































































































































Figure 4.25: CS (left), CB (middle), and FB (right) velocity reconstruction with 33 receivers
and 1024 samples using the US configuration for SNR=0 dB (first row), SNR=10 dB (second
row), and SNR=20 dB (last row)
grossly reconstruct velocity in US for all the SNRs, and the performance is improved
as SNR increases. The large errors come from the low reflectivity Regions of III and
IV when SNR is relatively high, and from Region I and V when the SNR is low.
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The velocity reconstruction of CS, CB, and FB is qualitatively similar for the given
SNR case using the US configuration. However, CB and FB have better recovery of
the upper side of the velocity structure between 5 and 7.5 km in range than CS at
SNR=10 and 20 dB.























































































(a) SNR =0 dB























































































(b) SNR =10 dB























































































(c) SNR =20 dB
Figure 4.26: CS (left), CB (middle), FB (right) velocity reconstruction with 33 receivers and
1024 samples using NRS configuration for SNR is 0 dB (first row), SNR is 10 dB (second
row) and SNR = 20 dB (last row)
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On the other hand, CS has better performance than CB and FB using NRS con-
figuration at SNR = 0 dB, for the range is less than 5 km in Fig. 4.26. As SNR
increases, CB performance improves more than FB. Further, CB velocity estimation
becomes better than CS at SNR = 20 dB. The velocity structure at range is less than
5 km (Regions I and II) is poorly reconstructed from FB using NRS configuration.
CS, CB, and FB grossly reconstruct velocity using the RS configuration with 33
receivers, but CS and CB estimations are better than FB. Further, CS performs better
than CB using RS configuration, and the velocity in Regions I and II is recovered
better using CS than using CB. In CS reconstruction there is not significant improve-
ment as SNR increases from 0 to 20 dB. Example profiles of CS, CB, and FB velocity
estimates from one realization of SNR=0, 10, and 20 dB for three different configu-
rations is provided in Fig. 4.28. The velocity profile is at the same range of 6.2 km
as the reflectivity profile in Fig. 4.23. It is clear that CS, CB, and FB grossly recon-
struct velocity profile in the three configurations. CS and CB have velocity aliasing,
and CS especially has sharp peaks on the reconstruction because of the imperfection
of dealiasing process by using a 10 ms−1 threshold. It also indicates that CS has
more aliasing in the reconstruction for this case, where low model reflectivity can
be observed in Region III. CB and CS velocity reconstructions has more agreement
with the velocity profile than FB in NRS and RS. Another velocity profile of CS, CB,
and FB from one realization of the SNR=0, 10 and 20 dB for three different config-
uration is provided in Fig 4.29. Again, the range location of the velocity profile is
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Figure 4.27: CS (left), CB (middle), and FB (right) reflectivity reconstruction with 33 receivers
and 1024 samples using the RS configuration for SNR=0 dB (first row), SNR=10 dB (second
row), and SNR=20 dB (last row)
the same as the reflectivity profile at range 7.42 km as shown in Fig. 4.22, where the
reflectivity has relatively higher values at lower altitudes. CS, CB, and FB produce
similar velocity estimation and the reconstructions have similar agreement with the
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Figure 4.28: CS (black), CB (blue), and FB (red) velocity reconstruction profile with SNR=0
dB (left panel), SNR=10 dB (midlle panel), and SNR=20 dB (right panel). The number of
receiver is 33 and the number of samples is 1024.
true velocity profile given the SNR and receiver configuration. The velocity profile
in Fig. 4.29 at 7.42 is estimated more accurately compared to the velocity profile
in Fig. 4.28 at range 6.2. It can be said that the recovered velocity structure for CS,
CB, and FB are not affected much especially for the regions of high reflectivity when
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Figure 4.29: CS (black), CB (blue), and FB (red) velocity reconstruction profile with SNR=0
dB (left panel), SNR=10 dB (midlle panel), and SNR=20 dB (right panel). The number of
receivers is 33 and the number of samples is 1024.
SNR decreases, since the noise is theoretically uncorrelated from sample to sample
at lag 1.
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4.7.3.2 Impact of number receivers
The impact of the number of receivers on reflectivity and velocity reconstruction are
studied by using receiver numbers of 17, 33, and 65. The mean of RMSE as function










































































Figure 4.30: The mean of RMSE as function of number of receivers for CS (black), CB (blue),
FB (red) for the ARPS model reflectivity estimation. 33 receivers, SNR = 30 dB and the
number of samples 1024.
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The improvement of CS, CB, and FB as a function of number of receivers can be
observed for three receiver configurations. It can be observed that the improvement
of CB performance as the receiver number increases is more significant than both
FB and CS for all three receiver configurations. For CS, the improvement with the
NRS and RS configurations is not as evident as the one with US configuration. In
NRS and RS, the rank of measurement matrix Hp from 17 to 65 receivers are almost
the same. Additionally, the coherence for 17, 33, and 65 receivers is quite similar as
shown in Table 4.2. In the US configuration, the rank of Hp increases from 17 to 53
as the number of receivers increases from 17 to 65 receivers, due to the redundancy
of measurement vectors in Hp. In other words, given a smaller number of receivers
like 17, CS has the potential to perform better with NRS and RS than US. In contrast
to CS, FB has the lower RMSE in US than in the NRS and RS receiver configurations,
because of higher sidelobes in RS and NRS. For 65 receivers, CB provides the best
performance among the three methods for all three configurations given the high
SNR and the large number of samples in this case. Additionally, CB performance
for the NRS and US configurations is similar and is slightly better than with RS for
65 receivers.
Examples of CS, CB, and FB estimations from one realization of 17, 33, and 65
receivers for the US configuration are provided in Fig. 4.31. Note that the model
of reflectivity is presented in Fig. 4.17. It is clear that the reflectivity structure is
reasonably reconstructed using CS, CB, and FB with 33 and 65 receivers at an SNR
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(a) N = 17






































































































(b) N = 33







































































































Figure 4.31: CS (left), CB (middle), and FB (right) reflectivity reconstruction profile with 17,
33, and 65 receivers using US configuration. SNR=30 dB and the number of samples is 1024.
of 30 dB. By increasing the number of receivers, the recovery of Regions I to V is
improved for CS, CB, and FB. Reconstruction of CS, CB, and FB using 17 receivers
cannot distinguish the reflectivity structures clearly, where grating lobes occur at
about 14o. CS, CB, and FB have similar reconstruction with 65 receivers, and CB
131
produces lower reflectivity in Region III than CS or FB. Reflectivity in Regions I,
II, and IV are reasonably estimated from three methods using US configuration. CS
reconstructs Region III better than CB and FB using 33 receivers as shown in Fig.
4.31. However, CS cannot clearly distinguish the two regions of IV and V, while FB
and CB provide better results.






































































































(a) N = 17






































































































(b) N = 33







































































































Figure 4.32: same as Fig. 4.31 but for NRS receiver configuration.
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In the NRS configuration, CS is capable of reconstructing reflectivities reason-
ably well in all regions with only receivers, where CB and FB have indication of the
structure of Region II and III in Fig. 4.32. The reconstructions of CS, CB and FB be-
come qualitatively better as the receiver number increases. Five regions (I to V) are
resolved accurately using CS with 33 receivers, whereas CB did not resolve Region
V and has slightly indication of the structure of Region I. FB is not capable of resolv-
ing regions clearly using 33 receivers in the NRS configuration in Fig. 4.32. Using
65 receivers, CS, CB, and FB are able to recover five regions, where the regions are
more obvious in CS and CB reconstructions than FB.
Similarly, CS with RS and 17 receivers can resolve the reflectivity grossly, but not
the detail structures. CB and FB have a slight indication of structures only in Regions
II and III. As the number of receivers increases from 17 to 65, the reconstruction
of CS and CB improves qualitatively, and the regions become more obvious. The
reconstruction of CS using 33 receivers is better than CB and FB, where Regions I,
IV, and V are resolved more clearly in CS in Fig. 4.33. CS and CB reconstruction
with 65 receivers is similar in the RS configuration. Note that the additional receivers
can provide better reconstruction for the three methods. It is important to point out
that CS performs better than CB and FB by using 17 and 33 receivers in the NRS
and RS receiver configurations.
Examples of CS, CB, and FB reflectivity reconstruction profiles from 17, 33, and
65 receivers for three configurations are provided in Fig. 4.34 and Fig. 4.35, where
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(a) N = 17






































































































(b) N = 33






































































































(c) N = 65
Figure 4.33: same as Fig. 4.31 but for RS receiver configuration
the profiles are obtained at a range of 6.15 km and 7.42 km, respectively. The im-
provement on the reconstruction of the reflectivity with a Gaussian shape centered
at a height of 1 km is obvious for CS and CB in the three configurations as the re-
ceiver numbers increase in Fig. 4.34. The improvement on FB reconstruction can be
observed in US and NRS more clearly. The single Gaussian reflectivity at 1 km is
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Figure 4.34: CS (black), CB (blue), and FB (red) reflectivity reconstruction profile with 17
(left panel), 33 (middle panel), and 65 (right panel) receivers. The number of samples is 1024
and SNR=30 dB.
resolved better with CS than with CB and FB using 33 receivers in the three configu-
rations. On the other hand, CB can resolve the small single Gaussian reflectivity at a
height of 0.4 km using 65 receivers in US and NRS, where CS can only resolve it in
US and RS configurations. FB does not show any indication for resolving the small
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single Gaussian at 0.4 km. The grating lobe effect can be observed easily in the US
configuration with 17 receivers in both Figs. 4.34 and 4.35, where the reflectivity
between 1.5 and 3 km is exactly repeated from 0 to 1.5 km in CB and FB. However,
in CS, the single Gaussian at 1 km is estimated with a wide width and are able to be
separated from the reflectivity structure between 1.5 and 3 km, where CB and FB are
not.
Similarly, the repetition in the reflectivity structures can be observed for CB and
FB in Fig. 4.35 using the US configuration of 17 receivers, where CS produces a
totally different estimation. It is clear that the reconstruction of the small valley at a
height of 3 km is better resolved using CS than CB or FB, where the reconstruction
difference is more evident in 17 receivers in NRS and RS than US. It is important to
point out that CS is able to provide a larger dynamic range than CB and FB in all
three configurations of 17, 33, and 65 receivers. Note that CS is also able to recover
the dual Gaussians at the 2.5 and 3 km height by using NRS with 17 receivers, and
the recovery becomes more accurate by increasing the number of receivers. However,
CB and FB can reconstruct them accurately using 65 receivers in all three configura-
tions. The CB result shows an indication of the dual Gaussians in the NRS and RS
configurations with 33 receivers. CS, CB, and FB do not resolve the dual Gaussians
for the US configuration of 33 receivers.
Error analysis in range for compressibility of reflectivity structures
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Figure 4.35: CS (black), CB (blue), and FB (red) reflectivity reconstruction profile with 17
(left panel), 33 (middle panel), and 65 (right panel) receivers. The number of samples is 1024
and SNR=30 dB. The location of the reflectivity profile is at 7.42 km in range.
In order to show the impact of compressibility on the CS reflectivity estimation,
the mean RMSE of CS reconstruction as a function of range is shown in Fig. 4.36
for the three receiver configurations of 17, 33, and 65 receivers. The mean RMSE is
calculated over each height profile. The compressibility index of reflectivity profiles
137
was shown in Fig. 4.4(c). Note that the higher compressibility index indicates a
low compressible image. Furthermore, the coherence values for the three receiver
configurations and for the number of receivers 17, 33, and 65 is shown in Table 4.2
for reflectivity estimation. The coherences for the given cases were close and around
approximately 0.5, given the theoretical value between 0 and 1. Since the coherence
for all conditions is similar, the performance of CS is expected to largely depend on
the compressibility index.
The mean RMSE of CS increases as the compressibility index increases in Fig.
4.36 for all three configurations. A large RMSE value obtained between 5 - 7 km
and 8 - 9 km ranges, where the reflectivity profiles are more compressible relatively
ranging from 3 - 5 km and 7 - 8 km than the reflectivity models in the 5 - 7 km
and 8 - 9 km ranges. Interestingly, CB and FB have a RMSE curve trend similar to
CS. Generally, when the number of receivers increases the variation on RMSE over
a range decreases for CS and CB for the three receiver configurations. The mean
RMSE of CS and CB in NRS and RS is similar for the given number of receivers.
Another comparison can be made between the receiver configurations by considering
the rank differences. For example, if we compare the mean error between 5.3 km -
6.5 km in US, NRS, and RS, the computed errors are 8.18 for US, 6.72 for NRS, and
5.47 for RS for 33 receivers. The rank of Hp was 33, 54, and 53 for US, NRS, and RS
respectively for 33 receivers. Additionally, the computed coherence was 0.51, 0.48,
and 0.46 for US, NRS, and RS respectively for 33 receivers. As the rank increases
138














































































































































































Figure 4.36: The mean of RMSE for CS (black), CB (blue), and FB (red) with the number of
receivers as 17 (left panel), 33 (middle panel), and 65 (right panel) using SNR=30 dB and
1024 samples.
from the US to RS configurations, the mean RMSE decreases. It suggests that the
performance of CS also depends on the rank for the same sparsity image, but since
the coherence value is quite similar, it is difficult to assess.
Number of receivers impact on velocity estimation
139
The impact of the receiver number on velocity estimation is studied using ARPS
model velocity. Here again, the velocity is dealiased by using a 10 ms−1 threshold if
the velocity aliasing is detected. The mean of RMSE as a function of receiver num-
bers for CS, CB, and FB velocity estimation is shown in Fig. 4.37. All three methods


















































































Figure 4.37: The mean of RMSE as function of number of receivers for CS (black), CB (blue),
FB (red) for the ARPS model velocity estimation. SNR = 30 dB and the number of samples
1024.
obvious that CB is capable of achieving a RMSE of less than 1 ms−1 for 65 receivers
in all three configurations. The RMSE for CS with 65 receivers is about 1 ms−1.
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The performance of CS is better than FB, but worse than CB with 65 receivers in all
three configurations for this case of high SNR=30 dB and a large number of samples
(1024). In the RS configuration, CS performance is better than CB and FB using 17
and 33 receivers. Additionally, CS has better performance than CB and FB in NRS
using 17 receivers. However, CB performs better than CS with 33 receivers in US
and NRS configurations. FB performs better in US than NRS and RS configurations
and achieves a RMSE of less than 2 ms−1 with 65 receivers.
Examples of CS, CB, and FB retrievals from one realization with the number
of receivers 17, 33, and 65 for the US configuration is provided in Fig 4.38. Note
that the reconstructed reflectivity is presented in Fig. 4.31. It is clear that the velocity
structures are grossly reconstructed using CS, CB, and FB with all the given numbers
of receivers at SNR = 30 dB. By increasing the number of receivers, the estimation
of velocity in Regions I to V is improved for CS, CB, and FB. Additionally, even
though all three methods have similar reconstruction results with 33 and 65 receivers,
CB produces better estimation in Regions II and IV than CS or FB. CS has aliasing
artifacts in Regions I and II, and the estimation in Region III is not clear as those
using CB and FB in Fig. 4.38. CS has relatively large errors in Region IV using the
US configuration of 33 and 65 receivers.
In the NRS configuration, CS is capable of resolving velocity in Regions I and
II with 17 receivers, where CB and FB has only a slight indication of Region I in
Fig. 4.39. The reconstructions of CS, CB, and FB become qualitatively better as
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(a) N = 17























































































(b) N = 33























































































(c) N = 65
Figure 4.38: CS (left), CB (middle), and FB (right) reflectivity reconstruction profile with
17, 33, and 65 receivers using US configuration. SNR = 30 dB and the number of samples is
1024.
the receiver numbers increase. CS has large artifacts with 33 receivers at Region I,
where CB provides a smoother result and FB is not able to resolve it. CS, CB, and FB
have similar reconstruction with 65 receivers, where Region II has better agreement
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(a) N = 17























































































(b) N = 33























































































(c) N = 65
Figure 4.39: same as Fig. 4.38 but for NRS receiver configuration
with the model velocity. In CS, large errors occurs at Regions I, III and IV, which
are associated with the low reflectivity values.
CS, CB, and FB grossly reconstruct velocity using the RS configuration with 17
and 33 receivers at SNR=30 dB, but CS and CB estimations are better than FB in
Fig. 4.40. CS is able to recover velocity in Regions I and IV with 17 receivers,
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(a) N = 17























































































(b) N = 33























































































(c) N = 65
Figure 4.40: the same as Fig. 4.38 but for RS configuration.
although Region I looks noisy. CB and FB performed poorly in Regions I and IV;
the details are not visually detectable. Additional receivers increase CB performance
significantly in the RS configuration. The velocity estimation of CB is better than
CS with 65 receivers, especially at Regions I, III and IV in Fig. 4.40.
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Figure 4.41: CS (black), CB (blue), and FB (red) velocity reconstruction profile before
dealiasing with SNR=30 dB. The numbers of receivers are 17 (left column), 33 (middle
column), and 65 (right column), and the number of samples is 1024.
Example profiles of CS, CB, and FB velocity reconstruction from one realization
of number of receivers 17, 33, and 65 at SNR=30 dB for three different configuration
are provided before and after dealiasing process in Figs. 4.41 and 4.42, respectively.
The velocity profile is at the same range with the reflectivity profile in Fig. 4.34 from
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Figure 4.42: CS (black), CB (blue), and FB (red) velocity reconstruction profile with SNR=30
dB. The numbers of receivers are 17 (left column), 33 (middle column), and 65 (right column),
and the number of samples is 1024.
Region III. CS and CB have velocity aliasing issues and the sharp peaks remain on
the reconstruction because of the imperfection of the dealiasing process by using a
10 ms−1 threshold. It is more obvious in RS for all number of receivers at 1.4 km
and also in NRS with 33 receivers at 0.6 km and 1.4 km heights. CB and CS grossly
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reconstruct velocity, even though aliasing velocity exists in all three configurations.
CB has more agreement with the velocity profile than FB and CS in NRS and RS in
this case.



























































































































































































































Figure 4.43: CS (black), CB (blue), and FB (red) velocity reconstruction profile with SNR=30
dB. The numbers of receivers are 17, 33, and 65, and the number of samples is 1024.
Another velocity profile of CS, CB, and FB from one realization with 17, 33, and
65 receivers for three different configurations is provided in Fig. 4.43. Again, the
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range location of the velocity profile is the same as the reflectivity profile as shown
in Fig. 4.35, where the reflectivity has relatively higher values at lower altitudes. In
the US configuration, the reconstruction of velocity for CS, CB, and FB is similar
with 17, 33, and 65 receivers. In NRS, CS has a distinct difference at 1.5 and 2.3 km
from CB and FB, and the estimation is better. In RS and other cases in Fig 4.43, the
difference between the estimation of CS, CB, and FB is small and they have similar
agreement with the model velocity at 30 dB SNR.
4.7.3.3 Impact of number of samples
The impact of the number of samples on reflectivity and velocity reconstruction is
studied by increasing the number of samples from 64 to 1024 using 33 receivers
in three receiver configurations and SNR = 30 dB. The "log2" base is used to plot
the RMSE as a function of number of samples due to the large gap between the
numbers. The mean of the RMSE as a function of sample numbers for CS, CB, and
FB reflectivity estimation is shown in Fig. 4.44. The improvement of CS and CB as
a function of number of samples can be observed for three receiver configurations. It
is obvious that the improvement in CB and CS performance is comparable in NRS
and RS receiver configurations as the number of samples increases for 33 receivers.
Unlike CB and CS, the improvement in FB performance is very small for the three
configurations. Note that CS produces a lower RMSE than CB and FB for all the
receiver configurations and numbers and all the numbers of samples, except at 64
148































































Figure 4.44: The mean of RMSE as function of number of samples for CS (black), CB (blue),
FB (red) for the ARPS model reflectivity estimation. SNR = 30 dB and the number of receivers
33.
samples in the US configuration as shown in Fig. 4.44. The performance of FB in
the NRS and RS configurations is insignificant as the number of samples increases.
CB performance is better than FB in the NRS and RS configurations when using a
number of samples greater than 64.
Examples of CS, CB, and FB reflectivity retrievals from one realization by using
64, 128 and 256 samples for three configurations with 33 receivers are shown in
Fig. 4.45. CS and FB are able to reconstruct reflectivity structure grossly using three
149






































































































(a) Number of samples = 64






































































































(b) Number of samples = 128






































































































(c) Number of samples = 256
Figure 4.45: CS (left), CB (middle), and FB (right) reflectivity reconstruction profile with
numbers of samples 64, 128 and 256, using US configuration. SNR = 30 dB and the number
of receivers is 33.
different number ofs samples with 33 receivers in the US configuration. It is clear
that CB is not able to estimate reflectivity structures accurately using 64 samples
with 33 receivers in Regions I, II, and III. The reflectivity structures in Regions I, II,
150
and III are recovered with more detailed in CS and FB estimation than in CB with
64 samples and 33 receivers in the US configuration. The reconstruction of CS, CB,
and FB improves generally as the number of samples increases.






































































































(a) Number of samples = 64






































































































(b) Number of samples = 128






































































































(c) Number of samples = 256
Figure 4.46: same as Fig. 4.45 but for NRS configuration
In the NRS configuration, CS and CB have better estimation in Region III, but
FB’s worse than in the US configuration in Fig. 4.46. In the CS estimation, the upper
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portion of Region I is reconstructed poorly in NRS compared to US for 64 samples.
On the other hand, reflectivity in Regions IV and V are recovered better in NRS. As
the number of samples increases, estimation in Region I improves in CS and becomes
better with the detailed structures. However, CB and FB are not capable of resolving
Regions I and II clearly in NRS, even using 128 samples. There is a small indication
of Region I and II using 256 samples in CB and FB in Fig. 4.46.
The reconstruction of CS has more detailed structures than CB and FB using 33
receivers and 64 samples in the RS configuration in Fig. 4.47. In RS, CS is capable
of resolving reflectivity structures in Regions II, III, IV, and V with 33 receivers and
64 samples; also Region I is recovered, but the accuracy is less than in other regions.
CB has indication of Region III only, and other regions are not resolved in RS with
33 receivers. As the number of samples increases, Region I in CS and Region III
in CB become more clear. However, Region I is not distinguishable in CB and FB
using 256 samples in the RS configuration. The reconstruction of FB is poor in RS,
and did not improve much by increasing the number of samples to 256.
Examples of reflectivity profiles from one realization of the 64, 128, and 256
samples with 33 receivers are shown in Fig. 4.48 for the three receiver configurations.
CS is able to recover two wide Gaussians at 1 km and 2.5 km with a similar width of
the model reflectivity using 64 samples and 33 receivers for all three configurations.
CB has a narrower width than the true one at 64 samples, and the reflectivity between
0.5 - 1.5 km is 10 dB down in all three configurations. FB has similar estimations at
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(a) Number of samples = 64






































































































(b) Number of samples = 128






































































































(c) Number of samples = 256
Figure 4.47: same as Fig. 4.45 but for RS configuration.
64 samples. CB has better agreement with the model reflectivity using 256 samples
rather than 64 samples.
Another example profile of CS, CB, and FB reconstruction profiles for 64, 128,
and 256 samples and the three different configurations is provided in Fig. 4.49. Sim-
ilar to Fig. 4.48, CB produces poor estimation using 64 samples with 33 receivers in
153


















































































































































































































Figure 4.48: CS (black), CB (blue), and FB (red) reflectivity reconstruction profile with the
number of samples 64 (left panel), 128 (middle panel), 256 (right panel). The number of
receivers is 33 and SNR=30 dB. The location of the reflectivity profile is at 6.2 km in Region
III
all three configurations in Fig. 4.49. The valley structure at a height of 3 km can be
resolved much better with CS than with FB and CB for 64, 128, and 256 samples and
the NRS and RS configurations. However, the location of the valley reflectivity in the
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Figure 4.49: CS (black), CB (blue), and FB (red) reflectivity reconstruction profile with the
number of samples 64 (left panel), 128 (middle panel), 256 (right panel). The number of
receivers is 33 and SNR=30 dB. The location of the reflectivity profile is at 7.4 km in Regions
IV and V.
CS reconstruction is slightly shifted using 64 samples. Note that the additional sam-
ples can provide better reconstruction for the three methods. It is important to point
out that CS performance becomes better by increasing the number of samples to 128
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and 256, and the valley and dual Gaussians at 3 km are recovered using NRS and RS
configurations, where CB and FB do not resolve these structures, as demonstrated in
Fig. 4.49.
Number of samples impact on velocity estimation
The impact of the number of samples on velocity estimation is investigated in
this section using 64, 128, 256, 512, and 1024 samples. The velocity is dealiased
if the velocity aliasing is detected based on the threshold. For the threshold value,
20 ms−1 is used for 64 samples, due to the large oscillations in the velocity. The
RMSE is calculated based on the dealiased velocity as shown in Fig. 4.50. The
x-axis is scaled by using log2 base to plot the result for better demonstration. The
performance of CS, CB, and FB increases as the number of samples increases. It is
clear that CB performs better than CS and FB for a large number of samples and US
and NRS. The CS and CB performance is comparable in the RS configuration as the
number of samples increases. In NRS, the RMSE of the CB estimation is less than 2
ms−1 when the number of samples is greater than 128. FB performs better using US
than NRS and RS in Fig. 4.50. CS shows similar performance in RS and NRS when
the number of samples is greater than 128.
Examples of CS, CB, and FB velocity retrievals from one realization by using 64,
128 and 256 samples with 33 receivers for three different configurations are shown in
Fig. 4.51. CS, FB, and CB reconstruct velocity structure grossly using three numbers
of samples with 33 receivers in the US configuration. It is clear that the CB velocity
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Figure 4.50: The mean of RMSE as function of number of samples for CS (black), CB (blue),
and FB (red) for the ARPS model velocity estimation. SNR = 30 dB and the number of
receivers is 33.
estimate has more velocity oscillations using 64 samples and 33 receivers. CS and
FB perform better than CB using 64 samples in the US configuration. CS aliases
velocity artifacts, but less severely than CB. Regions I, II and III are recovered with
cleaner and more detailed structures in CS and FB than CB with 64 samples and 33
receivers in the US configuration as shown in Fig. 4.51. The reconstruction of CS,
CB and FB improves generally by increasing the number of samples. CB produces
good velocity estimation using 256 samples.
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(a) Number of samples = 64























































































(b) Number of samples = 128























































































(c) Number of samples = 256
Figure 4.51: CS (left), CB (middle), and FB (right) velocity reconstruction with the number of
samples 64, 128 and 256 using US configuration. SNR = 30 dB and the number of receivers is
33.
In the NRS configuration, the CB estimation using 64 samples looks noisy and
has more oscillations than using 128 and 1256 samples in Fig. 4.52. CS and FB
have more clean reconstruction compared to CB using 64 samples with 33 receivers.
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(a) Number of samples = 64























































































(b) Number of samples = 128























































































(c) Number of samples = 256
Figure 4.52: same as Fig. 4.51 but for NRS receiver configuration.
However, CB has a velocity structure in Region I, that is better than FB and slightly
better than CS in Fig. 4.52. Increasing the number of samples did not improve the
estimation qualitatively for CS and FB in Region I.
Moreover, the velocity structures in Region I were also not recovered accurately
in CS and FB using 64 and 256 samples in the RS configuration in Fig. 4.53. The
159
velocity reconstruction of CB using NRS is similar to RS in Fig. 4.53. The difference
between the FB velocity estimation using 64 and 256 samples in RS is indistinguish-
able. Further, CS has more errors in Regions I and IV in the RS configuration, which
the low reflectivity is associated with.























































































(a) Number of samples = 64























































































(b) Number of samples = 128























































































(c) Number of samples = 256
Figure 4.53: the same as Fig. 4.51 but for RS receiver configuration.
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Figure 4.54: CS (black), CB (blue), and FB (red) reflectivity reconstruction profile with the
number of samples 64 (left panel), 128 (middle panel), 256 (right panel). The number of
receivers is 33 and SNR=30 dB. The location of the reflectivity profile is at 6.2 km in Region
III.
Examples of velocity profiles for CS, CB, and FB from one realization of the 64,
128 and 256 samples with 33 receivers are shown in Fig. 4.48 for the three receiver
configurations. It is clear that CS and FB have relatively fewer oscillations than CB
161
using 64 samples with 33 receivers for all three configurations. By increasing the
number of samples, the oscillations on CB estimation is significantly reduced. CS
has peaks still remaining after the dealiasing process. CB is capable of resolving the
velocity changes using 256 samples better than FB and CS, and has better agreement
with model velocity.
Another example profile of CS, CB, and FB velocity reconstruction from one
realization of 64, 128 and 256 samples for three different configurations is provided
in Fig 4.55. Similar to Fig. 4.54, CB produces poor estimation and has many oscil-
lations using 64 samples with 33 receivers in all three configurations in Fig. 4.55.
Increasing the number of samples to 128 significantly reduces the oscillations on the
CB estimation. CS, CB, and FB have similar velocity reconstruction with 128 and
256 samples in all three receiver configurations. The velocity profile in Fig. 4.55
is grossly estimated using 128 and 256 samples, using CS, CB, and FB with three
configurations.
4.8 Experimental results from AIR radar
In order to further demonstrate and verify CS reconstruction of reflectivity and veloc-
ity profiles, CS is implemented using the data from the Atmospheric Imaging Radar
(AIR) collected on April 15, 2012. The AIR has 36 receivers with equal spacing
of 1.8λ and 25o transmitted beamwidth in elevation, mechanical azimuth scanning,
where the detailed specifications are provided by Isom et al. (2013). The data were
162



























































































































































































































Figure 4.55: CS (black), CB (blue), and FB (red) reflectivity reconstruction profile with the
number of samples 64 (left panel), 128 (middle panel), 256 (right panel). The number of
receivers is 33 and SNR=30 dB. The location of the reflectivity profile is at 6.2 km in Region
III.
obtained using staggered PRT, PRT1 = 0.409 and PRT2 = 0.614 ms, which leads to
the aliasing velocity of 38.3 ms−1. The wavelength of the operational frequency is
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3.14 cm and range resolution in 30 m. Using the data from the AIR, the reconstruc-
tion of FB, CB, and CS is obtained from correlations of received signals at lag 0
from 53 samples. The velocity is obtained by processing the data separately for each
PRT, and then the estimated velocities from two different PRTs are combined based
on the difference between the two estimates. The reconstructed reflectivity image is
normalized to the maximum value of the image to plot them with the same colorbar,
since the estimated power is not calibrated. A comparison of CS, CB, and FB reflec-
tivity estimation is provided in Fig. 4.56 for a range of 15 km - 16.5 km and 0 - 7 km
in height. The reconstructed image from AIR will be in RHI format with the range
resolution of 30 m. Additionally, in CB, diagonal loading is used, and signal power
of 0.15 dB is added to the spatial autocorrelation matrix R(0). Otherwise, the result
was too noisy.
It is clear that three reflectivity layers can be observed by all three methods in
Fig 4.56. The two relatively narrow and horizontally-oriented layers are located at
a height of approximately 0.2 and 1.8 km, respectively. The third layer is wider
and exhibit an upward feature extending from 3 km to 4.2 km in height over the
entire range of interest. Moreover, the separation between the three layers is more
distinct with the CS estimation compared to CB. As shown previously in Fig. 4.45
in simulation, the performance of CS with the US receiver configuration is limited
for a small number of samples (53 in this case). Also, the estimations of CS and FB
were similar, and CS was capable of resolving the structures slightly better than FB.
164





























































































Figure 4.56: CS (left), CB (middle), and FB (right) reflectivity reconstruction using 36
receivers and 53 samples.
Example profiles of CS, CB, and FB reflectivity estimates from ranges of 15, 15.8,
and 16.4 km are shown in Fig. 4.57. It can further verify that CS and FB produce
similar reflectivity structures, while CS has a slightly larger dynamic range and fewer
fluctuations than FB. A structure similarity between CS and CB can be observed in
Fig. 4.57(a). Based on the reflectivity profile in the simulation with 33 receivers and
64 samples, CS produces a larger dynamic range than FB, and the agreement of the
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(a) Range at 15 km























(b) Range at 15.8 km























(c) Range at 16.4 km
Figure 4.57: CS (left), CB (middle), and FB (right) reconstructed reflectivity profiles using 36
receivers and 53 samples.
CS estimation is better than FB in Fig 4.49. A similar observation can be obtained
from the simulation in Fig 4.48. Unfortunately, there is no quantitative measure for
the verification of the estimations. Based on the simulation result, CS can provide
DR of 25 dB under similar conditions.
The RHIs of velocity reconstructions using CS, CB, and FB are shown in Fig.
4.58. Similar to the simulation result in Section 4.7.3.3, owing to the smaller number
of samples, CB fails to estimate velocity accurately, and the image looks noisy due
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Figure 4.58: CS (left), CB (middle), and FB (right) velocity reconstruction using 36 receivers
and 53 samples.
to oscillations from aliasing velocity. On the other hand, FB and CS produce similar
velocity estimates, where CS seems to produce aliased velocity at 5 km in height
and 15.6, 15.8, and 16 km in range. In the region between 3 - 4 km in height and
15 - 16 km in range, a velocity estimation of 0 ms−1 can be observed for CS, FB,
and CB. This region also corresponds to the low reflectivity value region between
the two layers of the reflectivity structure. Vertical profiles of velocity estimation of
CS, CB, and FB are exemplified in Fig. 4.59. Again, the velocity estimates from
167

























(a) Range at 15 km

























(b) Range at 15.8 km


























(c) Range at 16.4 km
Figure 4.59: CS (left), CB (middle), and FB (right) reconstructed velocity profiles using 36
receivers and 53 samples.
CS are similar to those from FB, but CS has larger DR than FB in Fig 4.59(c). CB
has a similar velocity estimation to CS and FB, but with relatively large oscillations
at an altitude lower than 5 km as shown in Fig. 4.59(a) and lower than 3 km in
Fig. 4.59(b). It is clear that CB velocity has large fluctuations when using only 53
samples and 36 receivers in the US configuration. Similar results were observed for
CB in the simulation by using 64 samples and 33 receivers in the US configuration
in Fig. 4.55 and 4.54, where CS and FB had fewer oscillations, and their velocity
estimation better agrees with the true velocity.
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Another example of CS, CB, and FB from an AIR experiment on April 15, 2012
is shown in Fig. 4.60 at a range of 9 km to 16.5 km. The radar parameters were the
same as in the previous experiment. It is obvious that similar reflectivity structures

















































































Figure 4.60: CS (left), CB (middle), and FB (right) reflectivity reconstruction using 36
receivers and 53 samples.
are reconstructed by all three methods. The separation of relatively high reflectivity
structures between 8-10 km, 13-15 km, 14.5-15 km, and 2-3 km in range, and 0-2
km and 2.5 -4 km in height, respectively, is slightly better from CS and FB than
169
from CB. Additionally, CS has a lower reflectivity estimation than FB and CB in the
region above 3 km in height and 13-15 km in range.

























(a) Range at 15 km





















(b) Range at 15.8 km






















(c) Range at 16.4 km
Figure 4.61: CS (left), CB (middle), FB (right) reconstructed reflectivity profiles using 36
receivers and the number of samples 53.
Three example profiles of reconstructed reflectivity using CS, CB, and FB are
shown in Fig. 4.61. The dual Gaussian-like structure with the peak locations at a
height of 2.5 and 3.2 km has relatively equal amplitude that can be reasonably recon-
structed using all three methods (ie, likely to be real) in Fig 4.61(a). CS provides
deeper valley between the dual peaks than FB and CB. Further, CS has 22 dB DR
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of reflectivity, which is larger than the DR from FB and CB estimated reflectivity
(approximately 19 dB and 11 dB, respectively). Additionally, the fluctuation in the
CS estimation is less than than in FB and CB. Similar results are obtained in the
simulation that CB and FB can produce fluctuation in reflectivity estimates given
smooth reflectivity in the simulation, using 64 samples and 33 receivers in Fig. 4.55.
In Fig. 4.61(b), the small wide peak at between 3 - 4 km height, where the peak
amplitude difference is about 15 dB, is recovered more clearly using CS than CB or
FB. Additionally, the reflectivity reconstruction is similar for CS, FB, and CB in Fig.
4.61(b).
Moreover, the reconstruction of CS, CB, and FB is similar for the reflectivity
structure, which has three Gaussians peaks at 4.4, 3, and 2 km height with similar
width in Fig. 4.61(c). However, CS has deeper separation between the peaks than FB
and CB, and DR of 20 dB. As shown in the simulation, CS is capable of resolving
peak separation, for example, valley structure DR of about 20 dB in Fig. 4.55 and
4.54. In all three subfigures, CS has a larger dynamic range than CB and FB.
The RHI of velocity estimation using the three methods is shown in Fig. 4.62.
CS and FB have similar velocity reconstruction between 12 - 15 km in range and 0 -
4 km in height. For the velocity structure at 0 - 4 km height and at 9 - 10 km, range
is varied by CS, CB, and FB estimation. Again, CB velocity estimation looks noisy
using 53 samples and 36 receivers, and it is consistent with the simulation result
using 64 samples and 33 receivers in the US receiver configuration.
171























































































Figure 4.62: CS (left), CB (middle), and FB (right) velocity reconstruction using 36 receivers
and 53 samples.
Profiles of velocity estimates from the three methods at the ranges of 9.9, 13.5,
and 15 km are shown in Fig. 4.63. CB has large fluctuations in velocity estimation
in different regions. For example, the velocity estimation of CS and FB has a small
variation in Fig. 4.63(c), whereas CB is not able to estimate velocity in any region
at this profile using 53 samples and 36 receivers. Further, CB partially estimates the
velocity at the lower height in Fig 4.63(b), where FB and CS can produce reasonable
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(a) Range at 9.9 km






















(b) Range at 13.5 km























(c) Range at 15 km
Figure 4.63: CS (left), CB (middle), and FB (right) reconstructed velocity profiles using 36
receivers and 53 samples.
velocity estimates for the entire profile. The result indicates that CB needs more sam-
ples to better estimate velocity structure accurately in the whole region. As shown in
the simulation, by increasing the number of samples, CB is capable of estimating ve-
locity better in Fig. 4.51, and CB performance improves significantly as the number
of samples increases. Further, FB estimates velocity reasonably using 64 samples
with 33 receivers in the US configuration in Fig. 4.51.
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4.8.1 Undersampling AIR receivers
Further, in order to demonstrate the CS reconstruction of reflectivity and velocity
profiles using fewer number of receivers, the AIR receivers are undersampled. 17 re-
ceivers are selected randomly from the uniformly distributed 36 receivers by keeping
the same aperture size and receiver spacing of 1.8λ at least for one of the receiver
pairs. A comparison of CS, CB, and FB reflectivity estimation with 17 receivers
using RS is provided in Fig. 4.64 and the result can be compared to result with 36
receivers in Fig. 4.56. For CB, signal power of 0.15 dB is diagonally added to the
spatial autocorrelation matrix R(0).
The separation between the three layers is more distinct with the CS estimation
compared to CB and FB in Fig 4.64. In FB and CB, the three reflectivity layers us-
ing 17 receivers becomes less clear comparing to result in Fig 4.56 with 36 receivers.
Especially in FB, more reflectivity structures at the above of 4-km height can be ob-
served due to high sidelobes using RS. The performance of FB dramatically reduced
qualitatively from 36 to 17 receivers. The similar degradation can be observed in
CB estimation as decreasing the number of receivers 36 to 17. CS can still provide
larger dynamic range of reflectivity with 17 receivers than CB and FB. As shown
in simulation in Fig. 4.33, where CS had better reconstruction than CB and FB us-
ing 17 in RS receiver configuration. Further the improvement in CS from 17 to 33
was less significant than CB, since CS had most of the reflectivity structures in the
reconstruction.
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Figure 4.64: CS (left), CB (middle), and FB (right) reflectivity reconstruction using 36
receivers and 53 samples.
Example profiles of CS, CB, and FB reflectivity estimates from ranges of 15,
15.8, and 16.4 km are shown in Fig. 4.65 using 17 receivers. It is clear that CB and
FB have similar reflectivity profiles, while CS has a larger dynamic range. In CS, the
fluctuations in the profile using 17 receivers in Fig. 4.65 are increased compared to
reconstructed profile with 36 receivers in Fig. 4.57. It is observed that by reducing
the weights of wavelet, the fluctuations can be reduced in CS estimation.
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(a) Range at 15 km























(b) Range at 15.8 km























(c) Range at 16.4 km
Figure 4.65: CS (left), CB (middle), and FB (right) reconstructed reflectivity profiles using 36
receivers and 53 samples.
On the other hand, velocity estimation of CS, CB, and FB using 17 receivers are
visually similar to estimation from 36 receivers and the RHIs of velocity reconstruc-
tions using CS, CB, and FB are shown in Fig. 4.66. Again, CB fails to estimate
velocity accurately, and the image looks noisy due to oscillations from aliasing ve-
locity. FB and CS produce similar velocity estimates, where CS seems to produce
aliased velocity approximately at 5.5 km in height and 15.8 km in range. A similar
observation is made in simulation in Fig. 4.40, where CS had similar performance
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Figure 4.66: CS (left), CB (middle), and FB (right) velocity reconstruction using 36 receivers
and 53 samples.
with 17 and 33 receivers in RS receiver configuration while CB velocity estimation
improved more than CS as increasing the number of receivers 17 to 33.
Similarly, vertical profiles of velocity estimation of CS, CB, and FB are exempli-
fied in Fig. 4.67 using 17 receivers. Again, the velocity estimates of CS, CB, and
FB with 17 receivers are similar to those with 36 receivers in Fig 4.59. Interestingly,
CS velocity profile becomes more similar to FB with 17 receivers than 36 receivers
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(a) Range at 15 km























(b) Range at 15.8 km
























(c) Range at 16.4 km
Figure 4.67: CS (left), CB (middle), and FB (right) reconstructed velocity profiles using 36
receivers and 53 samples.
in Fig. 4.67. The oscillations in CB relatively increased as decreasing the number of
receivers and CB has large oscillations compared to CS and FB with 17 receivers.
4.9 Summary and Conclusions
In this work, CS was proposed to improve the reconstruction of reflectivity and veloc-
ity structure for imaging radar, as an alternative to DBF techniques. The application
of CS to DBF was formulated using a linear model for both reflectivity and velocity
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estimation and subsequently demonstrated using two parts of simulations. In the first
part of the simulation, user-defined and simplified reflectivity and velocity profiles
were used to test dynamic range and resolution for high SNR and large number of
samples. In the second part of the simulation, realistic reflectivity and velocity di-
rectly derived from ARPS were used to test the feasibility of CS. In both parts of
the simulations, three receiver configurations of US, NRS, and RS are considered,
where the minimum receiver spacing is selected to be half-wavelength to avoid grat-
ing lobes. The performance of CS, CB, and FB was quantified using RMSE, RES,
DR, and velocity interval and subsequently studied statistically as a function of SNR,
number of receivers, number of samples and reflectivity models. Note that CS relies
on the linear model and can be applied to two dimensional beamforming. It is obvi-
ous that CS, CB, and FB can grossly reconstruct the reflectivity and velocity profiles
in most cases. Moreover, CS can provide better reconstruction for reflectivity and
velocity than both FB and CB when the amount of noise is increased, the dynamic
range of reflectivity is relatively small, or using a smaller number of samples, for
example. Specifically, the results show that CS is less susceptible to noise contami-
nation.
Increasing the number of receivers, the performance of CS, CB, and FB is im-
proved. Moreover, CS and CB take advantage of nonredundant and random spacing
receiver configurations, where the redundancy in the receiver pairs is reduced sig-
nificantly and so the number of independent measurements increases. CS is able to
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recover reflectivity structure accurately by using 17 receivers with NRS and RS for
the cases considered in this work. The shape of the reflectivity structures preserved
in CS and CB is comparable for the larger number of receivers and samples. CS
overestimates the resolution when the dynamic range of reflectivity becomes larger;
however, it still provides reasonable results compared to CB and FB. The impact
of reflectivity on velocity estimation is studied. Again, when the dynamic range of
reflectivity becomes larger, the interval of valid velocity estimates (defined by error
less than 3 ms−1) for CS becomes narrower. This is also true for FB velocity esti-
mates. However, CB can provide a reasonable velocity interval by using high number
of samples and receivers.
For a smaller number of samples and receivers, CS is able to provide better es-
timation than CB using the NRS and RS receiver configurations. One difficulty in
CS estimation is the beta value selection. The beta value controls the tolerance of
noise or error in the algorithm and CS is sensitive to the beta value. An inappropriate
value of beta could lead to inaccurate estimation. Additionally, the CS algorithm
performance can be improved by carefully choosing penalty parameters between the
wavelet and Laplace. Based on the cases presented in this work, CS has potential to
perform better reconstructions than CB or FB for the given SNR, number of receivers,
number of samples, calibration, etc. In the present study, SVD was used to reduce
the size of the measurement matrix and potentially reduce the redundancy in the mea-
surements. The beta value for the noise and statistical imperfections in the data is
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estimated by defining a threshold on the measurements associated with the smaller
singular values. It is important to note that incoherence and sparsity are fundamental
for evaluating the quality of reconstruction; however, in this work, incoherence is
not very strong (5.5 in the range of 1 to 11.3) for three receiver configurations due
to the use of wavelet transformation. The incoherence value was too high with DCT,
therefore, wavelet transformation was selected for the study. In this work, the time
series signals are generated by using a three dimensional radar simulator. Thousands
of scatters are randomly located within the simulation domain. The calibration of
CS and FB power estimates was made by considering the transmitting and receiving
antenna pattern in the simulation. It is important that CS can be calibrated by using
uniform reflectivity or a point target structure for the three receiver configurations
based on the simulation results.
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Chapter 5
Conclusions and Future Work
5.1 Summary
In this dissertation, the emerging technology of compressive sensing is applied to re-
fractivity retrieval with a network of weather radars and reconstruction of reflectivity
and velocity angular profile with imaging radar, where the number of measurements
are limited. Due to the small number of measurements and noise contamination, com-
pressive sensing is an attractive method for the estimation, since it is robust to noise
and well suited for underdetermined problems. CS has been applied to other fields
and has shown promising image reconstruction with much fewer measurements than
those used in the conventional sampling scheme.
In the first study, CS was proposed to improve the refractivity retrieval using
a network of radars since the performance of CLS for refractivity retrieval can be
restricted by the limited number of high-quality ground returns and noise. The ap-
plication of CS to refractivity retrieval was formulated using a linear model and sub-
sequently demonstrated using simulations in Chapter 3. The modeled refractivity
fields were obtained from the Advanced Regional Prediction System (ARPS) model.
ARPS is a compressible nonhydrostatic storm-scale numerical weather prediction
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model developed at the Center for Analysis and Prediction of Storms (CAPS). The
performance of CS and CLS was quantified using RMSE and was tested statistically
as a function of noise, number of radars, and refractivity models with different levels
of compressibility and smoothness. Note that both CS and CLS rely on the same lin-
ear model and can be implemented for a single radar. It is evident that both CS and
CLS can generally reconstruct the refractivity difference most of the time. Moreover,
in the cases investigated, CS always provides better reconstruction than CLS, man-
ifested by the lower RMSE. In addition, the results have shown that CS is also less
susceptible to noise contamination, especially when the image for reconstruction is
more compressible.
Furthermore, by taking advantage of networked radars, both CS and CLS per-
formances can be improved as the number of measurements and the viewing angles
increase. However, the shape of the refractivity difference is better reconstructed
with CS than CLS. The CS algorithm can be further improved by more carefully
choosing regularization parameters between the DCT and TV terms. In CLS, the
selection of the threshold level for the singular values may not be optimal. Based
on the cases presented in this work, CS performs better than CLS given the same
conditions such as noise, number of radars, etc.
The second topic is the application of CS to imaging radar to reconstruct reflec-
tivity and velocity profiles within the field of view, defined by the wide transmitted
183
beam. The time series signals are generated by using a three dimensional radar sim-
ulator. The problem of DBF is posed as an inverse problem and formulated using
a linear model for both reflectivity and velocity estimation. CS is implemented by
using wavelet and Laplace transformations in the l1-norm minimization. The calibra-
tions of CS and FB power estimates are made by using uniform reflectivity consid-
ering the transmitting and receiving antenna pattern for three receiver configurations
in the simulation. It is important that CS can be calibrated by a point target structure
for three receiver configurations based on the simulation results (the results for point
targets was not demonstrated).
The application of CS to DBF was demonstrated using simulations, where the
model reflectivity is obtained from Gaussian models and ARPS model in chapter
4. The US, NRS and RS receiver configurations with a fixed aperture size of 2 m
are studied. The performance of CS, CB, and FB was quantified using DR and was
tested as a function of dynamic range by using a single Gaussian model. A high SNR
and high number of samples are used to demonstrate capability of CS compared to
CB and FB. For the tested cases, CS can produce larger DR than CB and FB using
all three receiver configurations with better agreement with the true DR by using 33
receivers. CB and FB using the US configuration produced slightly higher DR than
NRS and RS. Increasing the number of receivers to 65, the performance of CS and
CB improves and produces similar DR. Note that CB underestimates DR for all the
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cases using the three configurations, while CS overestimates DR especially when DR
becomes larger than 25 dB.
The impact of reflectivity on velocity was studied, and the performance of CS,
CB, and FB was measured using VI as a function of DR. CS performed better using
NRS than RS and US, while the performance of CB was better using RS than NRS
using 33 receivers. The performance of CS and CB was similar when DR is less than
20 dB. When DR is greater than 20 dB, CB performed better than CS and FB using
RS. When the number of receivers is increased to 65, VI of CB become the same
using all three configurations. CS performance using the NRS and US configuration
becomes similar to CB. Additionally, CB was able to estimate full velocity interval
by using the RS configuration with 17 receivers.
Further, the resolution of CS, CB, and FB estimations for dual Gaussian models
is quantified by using RES. The performance of the methods was tested as a function
of peak separation using a SNR of 30 dB and 1024 samples with 33 receivers. The
performance of CS was better than CB or FB using all three configurations when
the peak separation was less than 10 degrees. CS overestimates the RES when the
separation of peaks is larger than 10 degrees, while CB underestimates it. The RES
of CB was larger than FB using all three configurations. The RES of CS was still
larger than CB and FB when the number of receivers increased to 65. CS and CB
performed better using US and NRS than the RS configuration, and FB was better
using US.
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The resolution of velocity was studied by using uniform reflectivity at 30 dB and
changing the slope of linear velocity. RMSE was used to quantify the resolution. The
RMSE of CS was much lower than CB and FB using the NRS and RS configuration
for all the velocity profiles with 33 receivers. However, the RMSE of CS, CB, and
FB was similar using the US configuration. When the number of receivers increased
to 65, the performance of CB and FB becomes similar to CS using US and NRS.
Moreover, the modeled reflectivity and velocity field are obtained from the ARPS
model. The performance of CS, CB, and FB was quantified using RMSE for both
reflectivity and velocity and was tested as a function of SNR, number of receivers,
and number of samples. CS performed better than CB and FB for reflectivity esti-
mation using all three configurations with 33 receivers for all the given SNRs and
number of samples. However, the performance of CB becomes better than CS when
using 65 receivers for all the receiver configurations. By increasing the number of
receivers, the performance of CS, CB, and FB was improved. It is observed that
CS produces relatively large errors for the low compressible reflectivity images com-
pared to high compressible images. Further, CS performed better using NRS and RS
than the US configuration for the reflectivity estimation, which is indicated by the
RMSE. CS is able to reconstruct the reflectivity field grossly for most cases and de-
tail structures are more obvious in the CS estimation than CB and FB using the NRS
and RS configurations. In addition, results have shown that CS is less susceptible to
noise compared to CB and FB. Further, CS is able to reconstruct the reflectivity field
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grossly with 17 receivers using the NRS and RS configurations. The shape of the
reflectivity structures preserved in CS and CB is comparable with 65 receivers and
1024 samples.
The performance of CB for velocity estimation was better than CS using the US
configurations with 33 and 65 receivers. However, CS performed better using the
RS configuration with 33 receivers for the velocity estimation for all the given SNR
cases. CS is able to reconstruct velocity field grossly for most of the cases. CS has
velocity aliasing especially at the low reflectivity region and due to the imperfect
dealiasing process, the RMSE of CS becomes high. Especially at a low SNR, CS is
capable of reconstructing most of the velocity structure. It is important to point out
that one difficulty in CS estimation is the beta value selection. The CS performance
can be improved by choosing β carefully in the l1-norm minimization.
Further, two experimental data from imaging radar AIR were used to demonstrate
the feasibility of CS in radar imaging. The data was obtained on April 15, 2012. CS
and FB qualitatively produced similar reflectivity and velocity estimation, where the
reconstructed reflectivity from CB was noisy because of the use of 53 samples and
36 receivers.
The coherence condition was studied to assess the probability of exact recon-
struction using l1-norm minimization on sparse images. It is important to note that,
while coherency is fundamental in evaluating quality of sparse approximation, the
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satisfaction of the restricted isometry property (RIP) enables more robust and sta-
ble reconstruction of sparse signals (Duarte and Eldar 2011). RIP ensures that two
sparse images with the same transform coefficients at different locations cannot pro-
duce the same measurement vector and thus guarantees a unique solution (Duarte
and Eldar 2011). However, it is computationally expensive to check the RIP condi-
tion (Baraniuk et al. 2010). On the other hand, coherency provides an alternative way
to check the probability of robust recovery (Tropp 2006). Additionally, coherency
can be conservatively used to bound RIP and enables stable recovery via l1-norm
minimization (Potter et al. June 2010). Furthermore, it is also important to note that
compressible images can be reconstructed by approximating most significant trans-
form coefficients, even when RIP is not satisfied (Zhang 2008; Candès and Tao 2007).
While under such conditions the recovery of images might not be exact, they are still
valuable in solving practical problems. In the refractivity retrieval study, while the
computed coherence is relatively low (10 in a range of 1 to 60), such a value can-
not be used to guarantee exact recovery (similar to conditions with unsatisfied RIP)
unless the sparsity property of signals to be recovered and transformation matrix are
also considered (Candès and Romberg 2006). On the other hand, the present simula-
tion results demonstrate that the proposed method based on the CS theory indicates
better performance than CLS in reconstructing refractivity. Moreover, in the DBF
study, the coherence is computed for the three receiver configurations (US, NRS,
and RS) with the wavelet transformation and the values are similar at about 5.5 in
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the range of 1 to 11.3. The coherence value was not too low as in refractivity study.
However, the present simulation results demonstrate that CS can still achieve better
performance than CB and FB in reconstructing reflectivity and in some cases for
velocity.
5.2 Suggestions for future research
In the radar refractivity retrieval study, the radar locations are selected to be at the
corners, and target locations are random for simplicity. Note that ground targets are
sparsely distributed and likely to group together, which makes it even more challeng-
ing to estimate the phase. This work is just the first step in tackling the problem, so a
more general and convenient setup was used. As such, the improvement in the over-
lap region of refractivity from additional radar can be easily observed and quantified.
For future study, a realistic radar configuration and target locations can be consid-
ered. One difficulty in refractivity retrieval is to unwrap the received signal phase
accurately in the case of sparse and missing target distributions in the radar field of
view. The phase-unwrapping algorithm can be tested and implemented for refractiv-
ity field experimentation. The implementation of CS on real data should be tested
and verified with surface stations. A common region can be scanned by creating a
network of radars using mobile radars and a fixed site radar.
Another important issue in CS application is the choice of parameters for the
combination of multiple transformation matrix in the l1-norm minimization. Further,
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the selection of the parameters can be effected by the choice of β value based on the
discrepancy principle in the inverse problems and of the l1- norm solver. Another
research direction is the selection of β value for the error tolerance under various
amounts of noise and numbers of measurements. A good choice of β will lead to
a good choice of regularization parameters and calibration value in chapter 4. The
optimum β value can be obtained based on the minimum RMSE by searching for β
within a large interval by assuming the calibration value is known. Then by using
a polynomial fitting, the parameters for the β estimation can be obtained. On the
other hand, in order to find the calibration value, a β value is needed. By using a
large number of samples and high SNR, the calibration value can be guessed from
uniform reflectivity. It is also worth noting that the condition of incoherence can
be further improved by designing a better transformation matrix, which can result in
better sparsity of signals in the transformed domain and incoherence to measurement
matrices.
For the digital beamforming study, the spatial continuity is considered only in
one dimension (vertical direction) for CS estimation. Cross-range spatial continu-
ity can be considered between the successive range gates. In other words, another
possible way to estimate reflectivity in two dimensions (estimation of RHI image at
once) by concatenating the measurements in a vector form and creating a new com-
bined measurement matrix. However, the computational time will be increased sig-
nificantly, since the size of measurement matrix and transformation matrix increase
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proportionally with the number of measurements and number of pixels to be recon-
structed. Further, CS can be applied to range imaging which is a similar concept
to DBF. CS can be applied to waveform design for weather radar by using random
sampling procedure with coded pulses.
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The optimum β value in the constraint is found based on the minimum RMSE by
searching for it within a large region of possible values for a given SNR case.
The RMSE between the reconstructed reflectivity and true reflectivity model is
calculated in linear scale. The RMSE and optimum beta value plot is shown in Fig. 1
for a specific reflectivity case and a given SNR. It is obvious that there is one local
minimum region for beta based on the RMSE values. The process is repeated for
various reflectivity models and several realizations for the given SNR. Accordingly,
the optimum β value is obtained as a function of SNR. Second order curve fitting
is used to obtain polynomial parameter coefficients as a function of SNR. It is also
found that a similar β value can be obtained by using the norm of measurements by
defining a threshold value for calculation, such as β = ||Rp(30 : 128)||l2 for reflectivity
estimation with 128 pixels using 33 receivers with a threshold of 30.
The threshold value may vary with the number of receivers, but it is constant for
various SNRs. Consequently, this new approach to estimate β makes it possible to
avoid estimating SNR in the received signal. An inaccurate SNR estimation may
lead to the wrong β value based on the curve fitting coefficients and thus lead to poor
reconstruction.
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(b) Gaussian model std = 1.2 degree
Figure 1: RMSE as a function of beta for SNR=15 dB using uniform and Gaussian model
reflectivity. The number of samples is 512 and number of receivers is 36 using uniform spacing
receivers.
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(a) Optimum beta from searching


























(b) Beta from norm of the signal
Figure 2: Optimum beta values as a function of SNR. Beta values are obtained from searching




Any weather radar requires a calibration process to establish a relationship between
the collected data and the meteorological returns that are detected. Radar calibration
determines the accuracy of the reflectivity value assigned to a given range gate, so
therefore, it must be properly calibrated to ensure that the data collected accurately
characterizes the meteorological returns. However, there can be uncertainties in the
calibration value due to the complexity of estimation algorithm, resolution, noise,
attenuation, loss, etc.
If we recall (4.25), it is clear that the received signal is a convolution of reflectivity
and transmitted and received antenna pattern. The transmitted antenna pattern is much
wider than the receiving antenna pattern, assuming that we can treat it as uniform.
Further, if we assume that reflectivity Z is constant over the radar resolution volume
and approximate the range with mean range from the transmitter to the center of








where Ze is equivalent reflectivity for the volume, which is a convolution of the true
reflectivity with the transmitted antenna pattern, expressed as Ze(z) = Z(z)wat(z). Then,







The receiving antenna pattern in the denominator is a function of angle and also
depends on the estimation method. For the FB, the receiving antenna pattern can be
obtained from the spatial Fourier transform of the FB weights. Then the C value for
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the FB can be found by dividing the FB power by the sum of the antenna pattern and







The same procedure is done for CB to obtain the C value; however, CB is data-
dependent, and the found C value may not work for different reflectivity structures.
It is important to note that CS does not have weighting functions and so there is no
defined receiving antenna pattern. It is embedded in the inversion process. So, the C





An example of the C value in angle is shown in Fig. 3 for CS, FB, and CB for
the various number of receivers in US, NRS, and RS receiver configurations. The
C value for CS, FB, and CB is obtained by using uniform reflectivity at 30 dB with
high SNR and using 512 samples based on (3) and (4). It is clear that C values for
CS, CB, and FB in angle for a given number of receivers seems to be constant, and
variations are small compared to the mean value of C in angle. Further, the C value
obtained by using different numbers of receivers is overlapped for CS and FB, unlike
CB. It indicates that we can use the same C value for various numbers of receivers and
different receiver configurations. The mean value of C over angle is obtained as 0.5
for CS, 0.37 for FB and is shown as a function of number of receivers for CS, FB, and
CB in Fig. 4. The mean C value for CB varies with the number of receivers, but it is
the same for different receiver configurations using the uniform reflectivity. However,
the mean C value for CB varies with different reflectivity models.
In order to verify the calibration procedure, a Gaussian reflectivity model with std
of 3 degree using a fixed base value at 25 dB is used. The reconstructed reflectivity
profile of CS, FB, and CB using the mean C value is shown in Fig. 5 by using 64
receivers with SNR at 30 dB and 512 number of samples.
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Figure 3: The C value as a function of angle for CS, FB, and CB using US (left panels), NRS
(middle panels), and RS (right panels). The C value is obtained by using uniform reflectivity
at 30 dB with high SNR and using 512 samples.
It is clear that CS reconstructed reflectivity overlaps with the model reflectivity
by using the mean C value of 0.5 in three receiver configurations. Similarly, FB
estimated reflectivity overlaps with the model reflectivity in US and NRS and slightly
in US using the mean C value of 0.37. Good resolution is required for the calibration
206
procedure. In random spacing, FB has higher sidelobes and so limits the FB resolution.
Note that the calibration value for CB did not work properly for the three receiver
configurations.
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Figure 4: The mean C value as function of number of receivers for CS, FB, and CB is shown.
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Figure 5: The reconstructed reflectivity profile of CS(black), FB (magenta), and CB (blue)
using the mean C value is obtained by using 64 receivers. The model reflectivity is shown in
green.
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