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Introduction générale
Depuis son apparition à la ﬁn des années cinquante, la méthode des éléments ﬁnis [Turner et al.
1956] est devenue l'un des principaux outils numériques dans le domaine du calcul de structures. L'amé-
lioration constante des outils informatiques et les développements de la méthode rendent aujourd'hui
possible la simulation de modèles de plus en plus sophistiqués et permettent de prédire le comportement
de systèmes mécaniques complexes. Ces modèles complexes, utilisés dans les simulations numériques,
font généralement intervenir un grand nombre de paramètres d'entrée supposés connus et déterministes.
Pour de nombreux problèmes réels, ils présentent cependant des aléas ou des incertitudes provenant de
diﬀérentes sources telles que les propriétés matérielles, les chargements ou la géométrie. La prédiction
ﬁable du comportement mécanique d'une structure nécessite de tenir compte de ces incertitudes.
Depuis plus de vingt ans maintenant, de nombreux travaux se sont intéressées à l'introduction de ces
incertitudes dans un modèle mécanique. La première démarche a consisté à réaliser des études de sen-
sibilité. Plusieurs théories ont ensuite été utilisées pour modéliser l'incertain. La plus aboutie et la plus
utilisée d'entre elles est basée sur la théorie des probabilités. La mécanique probabiliste, ou mécanique
stochastique, est devenue un domaine scientiﬁque à part entière qui permet de tenir compte des incerti-
tudes dans un modèle physique et de leur impact sur la réponse de ce modèle. Les paramètres d'entrée
du modèle ne sont plus choisis déterministes mais sont représentés par des variables aléatoires.
Une méthode de base en mécanique probabiliste est la méthode de Monte-Carlo : facile à mettre en
oeuvre, elle est bien adaptée à l'évaluation des premiers moments statistiques de la réponse. Cependant
ses coûts de calculs sont souvent prohibitifs et rendent son utilisation diﬃcilement envisageable dans un
cadre industriel.
Les méthodes de ﬁabilité sont ensuite apparues avec comme objectif de déterminer la probabilité de dé-
faillance d'une structure. Ces méthodes sont dédiées au calcul de la probabilité d'un événement rare. Leur
principe repose sur une approximation de cet événement (domaine particulier de l'espace des événements
élémentaires) par un événement dont la probabilité peut être estimée analytiquement (méthodes d'ap-
proximation FORM/SORM). Le coût de ces méthodes est moins important que celui des simulations de
Monte-Carlo. Généralement bien adaptées aux problèmes mécaniques, elles peuvent cependant manquer
de précision pour certains types de problèmes et ainsi conduire à une mauvaise évaluation de la probabilité
de défaillance. Enﬁn, elles demandent une connaissance a priori des quantités d'intérêt, ce qui, parfois,
ne peut être obtenu avant une analyse approfondie du problème. De plus, elles ne permettent pas de
caractériser complètement la solution du problème en fonction des variables aléatoires de base du modèle.
Qu'il s'agisse des méthodes de simulations de Monte-Carlo ou des méthodes ﬁabilistes, la méthode des
éléments ﬁnis est simplement utilisée dans un cadre déterministe aﬁn de déterminer la réponse du système
pour certaines réalisations des variables aléatoires d'entrée. Au début des années quatre-vingt dix est ap-
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parue la méthode des éléments ﬁnis stochastiques [Ghanem et Spanos 1991] qui mêle plus profondément
la méthode des éléments ﬁnis au modèle stochastique. La version la plus utilisée de cette méthode s'appuie
sur une représentation de la réponse du système sur une base spéciﬁque, appelée chaos polynomial. Cette
méthode couramment appelée méthode des éléments ﬁnis stochastiques spectraux, ou méthode spectrale
stochastique, permet d'obtenir une solution précise explicite en fonction des variables aléatoires de base.
A partir de cette solution explicite, des post-traitements rapides sont envisageables. Par exemple, il est
possible d'utiliser les méthodes ﬁabilistes sans que les coûts de calcul soient excessifs.
La méthode des éléments ﬁnis stochastiques spectraux est une approche aujourd'hui bien maîtrisée lorsque
les sources d'incertitude concernent les propriétés matérielles de la structure ou les sollicitations auxquelles
elle est soumise. Cependant, il n'existe pas encore de méthode eﬃcace pour résoudre des problèmes méca-
niques où l'aléa porte sur la géométrie. Cette problématique est pourtant rencontrée dans de nombreuses
applications : modélisation des aléas sur un procédé de fabrication, sur des pertes de matières (corrosion
marine), sur la géométrie de la micro-structure d'un matériau hétérogène, etc. Une manière naturelle
de résoudre des problèmes stochastiques déﬁnis sur un domaine aléatoire est d'utiliser un code éléments
ﬁnis déterministe couplé à une méthode stochastique non-intrusive comme les approches de Monte-Carlo.
Cependant, ces approches nécessitent un nombre important de calculs déterministes pour lesquels un
maillage conforme de la géométrie doit être systématiquement créé. Dans le cas de problèmes à géomé-
trie aléatoire, elles conduisent alors à des coûts de calcul trop élevés. De plus, elles ne permettent pas
d'obtenir une description explicite de la solution mais seulement une information sur une quantité d'inté-
rêt, de préférence indépendante de la géométrie, qui doit être déﬁnie a priori (maximum des contraintes,
énergie de déformation etc.).
Récemment, quelques approches ont été proposées dans la littérature pour résoudre ce type de problème.
Le but de ces méthodes est de s'aﬀranchir de ces remaillages coûteux et de caractériser complètement
la solution. Pour cela, il existe principalement deux alternatives. La première consiste à introduire une
transformation aléatoire vers un domaine de référence [Tartakovsky et Xiu 2006]. La seconde est basée
sur un prolongement des fonctions sur un domaine ﬁctif incluant toutes les réalisations possibles de la
géométrie [Canuto et Kozubek 2007].
Dans ce mémoire, nous proposons une nouvelle approche pour résoudre un problème déﬁni sur un do-
maine aléatoire. Cette technique, baptisée méthode éléments ﬁnis stochastiques étendus (X-SFEM pour
eXtended Stochastic Finite Element Method en anglais), est basée sur une extension de la méthode
X-FEM [Moës et al. 1999] au cadre stochastique. L'intérêt de la méthode déterministe X-FEM vient
de la possibilité d'utiliser un maillage éléments ﬁnis qui n'est pas conforme à la surface physique de la
structure. Pour cela, on utilise une représentation implicite de la géométrie grâce à la technique des level
sets [Sethian 1999]. En utilisant des fonctions level sets aléatoires, il est possible de décrire d'une manière
simple des géométries aléatoires complexes. L'objectif de ce travail de thèse a été de développer, d'étudier
et d'appliquer la méthode X-SFEM pour deux types de problèmes : les problèmes de forme aléatoire et
les problèmes d'interface matérielle aléatoire. Les points importants de la méthode X-SFEM, en plus de
la représentation implicite de la géométrie aléatoire, résident dans l'utilisation d'une approximation de
Galerkin aux niveaux stochastique et déterministe, et dans un éventuel enrichissement des espaces d'ap-
proximation. Ce mémoire s'articule autour de quatre chapitres organisés de la façon suivante.
Le premier chapitre présente un état de l'art non exhaustif des approches probabilistes en méca-
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nique. Dans un premier temps, nous considérerons que seuls les propriétés matérielles et les chargements
sont aléatoires. Nous utiliserons un problème modèle en élasticité linéaire aﬁn d'illustrer les diﬀérentes
méthodes. Suite à l'introduction des diﬀérentes formulations du problème, nous détaillerons la double dis-
crétisation, au niveau spatial et stochastique du problème. Nous nous intéresserons ensuite aux méthodes
de calculs les plus couramment utilisées pour le résoudre. Enﬁn, nous présenterons le cas particulier d'un
problème à géométrie aléatoire ainsi que certaines méthodes proposées récemment pour résoudre ce type
de problème.
Le second chapitre est dédié à la méthode éléments ﬁnis stochastiques étendus X-SFEM pour des
problèmes de forme aléatoire. La méthode sera également présentée dans le cadre d'un problème d'élasti-
cité linéaire. Nous expliquerons comment la représentation implicite de la géométrie, à l'aide de la méthode
des level-sets, permet de déﬁnir naturellement les espaces de travail, ainsi que les espaces d'approxima-
tion, à partir d'un domaine déterministe ﬁxe. Dans le cadre de la méthode X-SFEM, la projection de
Galerkin aux niveaux spatial et stochastique est l'approche privilégiée qui permet d'obtenir des solutions
précises. Nous montrerons que l'une des principales diﬃcultés vient de l'intégration du problème discrétisé.
Pour pallier cette diﬃculté, nous proposerons une méthode spéciﬁque d'intégration stochastique, et nous
montrerons son eﬃcacité et son intérêt à travers plusieurs exemples numériques. Ces mêmes exemples
permettront de montrer la qualité de la solution X-SFEM en la comparant aux solutions obtenues par des
approches classiques. Nous testerons également une approche de projection L2, dite non-intrusive, dont
les performances seront comparées à celles de la projection de Galerkin.
Le troisième chapitre est consacré aux problèmes d'interface matérielle aléatoire. On y aborde les
problèmes liés à l'enrichissement de l'espace d'approximation par la méthode de la partition de l'unité
[Melenk et Babuska 1996]. Cet enrichissement est nécessaire aﬁn de permettre à l'approximation de repré-
senter un champ solution continu mais à dérivées discontinues. En eﬀet, si le maillage n'est pas conforme
à la géométrie de la structure, une approximation éléments ﬁnis classique ne permet pas de représenter
ces irrégularités dans la solution. Nous proposerons deux choix pour l'enrichissement. Le premier consiste
à étendre au cadre stochastique un enrichissement classiquement utilisé dans la méthode déterministe
X-FEM. Nous montrerons que ce premier choix permet d'améliorer la solution. Cependant, celle-ci n'est
pas optimale et nous proposerons un autre enrichissement tenant mieux compte du caractère aléatoire
du problème. Les exemples numériques permettront de montrer que cet enrichissement dans la méthode
X-SFEM conduit à des solutions plus précises.
Le quatrième et dernier chapitre propose une application de la méthode X-SFEM à l'analyse de
risques. Nous nous intéresserons à l'impact de la corrosion sur une structure située en milieu littoral. Pour
ce faire, nous avons utilisé des données, fournies par le Port Autonome de Nantes Saint-Nazaire, carac-
térisant les pertes d'épaisseur d'un quai sur pieux métalliques. Nous nous focaliserons sur un composant
de la structure soumis à ces pertes de matière. Le problème mécanique est alors déﬁni sur un domaine
aléatoire et nous utiliserons les développements de la méthode X-SFEM présentés dans le second chapitre
pour le résoudre. Nous introduirons une modélisation probabiliste de l'aléa géométrique qui conduira à
distinguer la perte de matière (variabilité intrinsèque) et l'erreur de mesure et à représenter ces quanti-
tés par des variables aléatoires. Ces variables aléatoires seront identiﬁées avec une méthode permettant
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de les représenter sur la base du chaos polynomial. Nous proposerons ensuite une analyse de coût qui
permettra de prendre en compte l'erreur sur les mesures dans l'étude du composant. Nous supposerons
que ce composant peut se situer à diﬀérents endroits de la structure et qu'il n'est pas soumis aux mêmes
niveaux de corrosion ni aux mêmes conditions d'inspection. Avec la méthode X-SFEM, nous pourrons
déterminer la probabilité de défaillance du composant en fonction de sa position sur la structure. Les
résultats permettront de déterminer quelles sont les zones les plus sensibles à la corrosion et d'optimiser
la stratégie d'inspection de l'ouvrage en terme de coût et de performance.
Ce travail de thèse a été ﬁnancé dans le cadre du programme européen MEDACHS (Marine En-
vironment Damage to Atlantic Coast Historical and transport Structures and building 2005-2007). Ce
programme s'intéressait aux méthodes de diagnostic de maintenance et de réparation des ouvrages soumis
aux eﬀets de la corrosion et situés sur le littoral atlantique. Diﬀérents matériaux ont été étudiés parmi
lesquels le béton, la pierre, le mortier, le bois et l'acier. Ces travaux s'inscrivent dans l'étude de ce dernier
matériau et des méthodes de diagnostic.
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Approches probabilistes pour le calcul
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1.1 Introduction
Ce premier chapitre présente un état de l'art non exhaustif sur les approches probabilistes utilisées
en calcul de structures. Nous présenterons les méthodes classiques permettant de résoudre un problème
mécanique en présence d'aléas ou d'incertitudes. On s'appuiera pour cela sur un problème modèle en
élasticité linéaire. Nous discuterons des diﬀérents choix de modélisation stochastique des incertitudes puis
de la double discrétisation du problème au niveau spatial et stochastique. Les méthodes de calcul seront
alors abordées et on s'intéressera notamment aux approches spectrales basées sur l'utilisation du chaos
polynomial ou de ses généralisations pour l'approximation stochastique. Ces méthodes ont été développées
lorsque les incertitudes portent sur les propriétés matérielles ou sur les chargements et leur extension quand
on veut introduire de l'aléa sur la géométrie de la structure pose des diﬃcultés. Récemment, quelques
méthodes ont été proposées pour traiter des problèmes à géométrie aléatoire. Dans la dernière partie de ce
chapitre, nous présenterons certaines de ces méthodes en donnant leurs avantages et leurs inconvénients.
1.2 Modélisation probabiliste des incertitudes
On distingue souvent deux types d'incertitudes : les incertitudes épistémiques et les incertitudes intrin-
sèques. Les incertitudes épistémiques sont liées à une information "imprécise, vague voire incomplète",
pouvant provenir d'un manque de données (observations). Ces incertitudes peuvent donc être réduites
en particulier par une augmentation du nombre de données, conduisant à une meilleure connaissance du
modèle. Les incertitudes intrinsèques sont liées à la variabilité naturelle des phénomènes étudiés et sont
généralement considérées comme irréductibles. Les incertitudes considérées dans ces travaux peuvent être
de ces deux types.
A partir des observations d'un phénomène particulier, diﬀérentes théories peuvent être utilisées pour la
modélisation de ces incertitudes. Parmi elles, on trouve la théorie des intervalles, la théorie des possibilités
[Zadeh 1978], la théorie des méconnaissances [Puel 2004, Ladevèze et al. 2006], la théorie des preuves
[Shafer 1976] et la théorie probabiliste (approche stochastique). C'est cette dernière que nous allons ex-
ploiter ; utilisée dans de nombreux domaines, elle est certainement la plus aboutie et la plus à même de
bien décrire les incertitudes étudiées ici.
Classiquement, pour représenter le contenu probabiliste d'un problème physique, on introduit un espace
de probabilité abstrait (Θ,B, P ) où Θ est l'ensemble des événements élémentaires θ, B est une tribu ou
σ-algèbre, et P une mesure de probabilité. Deux approches se distinguent pour la déﬁnition d'espaces
probabilisés : l'approche paramétrique et l'approche non-paramétrique.
Approche paramétrique : cette vision est la plus répandue. On fait ici l'hypothèse que le contenu
probabiliste du problème stochastique peut être représenté par un ensemble ﬁni de variables aléatoires
ξ : Θ → Rm. En calcul de structures, c'est le cas lorsque les paramètres du modèle, comme les para-
mètres matériau (Module d'Young, coeﬃcient de Poisson etc.), sont des variables aléatoires. Lorsque ces
paramètres sont des champs stochastiques, une discrétisation amont est nécessaire aﬁn de les représenter
en fonction d'un ensemble de variables aléatoires. On pourra, par exemple, utiliser une décomposition de
Karhunen-Loeve [Loève 1977 - 1978, Ghanem et Spanos 1991].
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Approche non-paramétrique : cette méthode permet de prendre en compte les incertitudes de mo-
délisation. Contrairement aux approches paramétriques, on ne construit pas de modèles probabilistes
des paramètres du système mécanique. Les incertitudes sont directement prises en compte au niveau
de l'opérateur du système considéré [Soize 2000 - 2001]. Pour cela, on cherche à construire un espace
probabilisé d'opérateurs. Dans le cadre du calcul de structures par éléments ﬁnis, on cherche à construire
une modélisation probabiliste de la matrice de rigidité sous certaines contraintes (matrice symétrique,
déﬁnie positive, caractère bande [Soize 2008]). Cette approche permet d'augmenter la prédictibilité du
modèle probabiliste et permet, en quelque sorte, de tenir compte d'une erreur sur le modèle.
Dans ce mémoire, nous adoptons l'approche paramétrique. Le contenu probabiliste est représenté par
un ensemble ﬁni de variables aléatoires ξ = (ξ1, ...ξm). On note Θ ⊂ Rm l'espace image de Θ par ξ et
Pξ la mesure de probabilité associée à ξ. On notera pξ la fonction de densité de probabilité associée à Pξ.
Une identiﬁcation des paramètres incertains à l'aide de données existantes ou d'un jugement d'expert nous
permet de caractériser la mesure de probabilité Pξ et de travailler dans un nouvel espace de probabilité
connu (Θ,B, Pξ) de dimension ﬁnie m. Dans la suite, nous travaillerons dans cet espace probabilisé.
Remarque 1.1 On trouvera dans l'annexe A diﬀérents rappels sur les propriétés d'une variable aléatoire
(fonction de répartition, moments, etc.).
1.2.1 Représentation de fonctions de variables aléatoires sur le chaos polynomial
On introduit ici une méthode de représentation fonctionnelle d'une variable aléatoire, appelée repré-
sentation sur le chaos polynomial. Cette notion sera utilisée tout au long de ce mémoire. On trouvera en
annexe B d'autres modes de représentation, pouvant également être utilisés pour représenter des fonctions
de variables aléatoires (éléments ﬁnis h− p et décomposition en multi-ondelettes).
1.2.1.1 Espace de Hilbert des fonctions de carré sommable
Soit ξ un vecteur de variables aléatoires à valeur dans Θ de loi Pξ. Il déﬁnit un espace de probabilité
(Θ,B, Pξ). L'ensemble des fonctions mesurables f de ξ, de carré sommable, déﬁnit un espace de Hilbert
noté S = L2(Θ, dPξ) et muni du produit scalaire naturel
< f, g >=
∫
Θ
f(x)g(x)dPξ(x) = E(f(ξ)g(ξ)) (1.1)
où E désigne l'espérance mathématique.
1.2.1.2 Décomposition sur une base Hilbertienne
On appelle base Hilbertienne de S une base orthonormale complète {Hα}α∈I de S. Cette base vériﬁe
donc les propriétés suivantes :
< Hα,Hβ >= E(Hα(ξ)Hβ(ξ)) = δαβ
< Hα, f >= E(Hα(ξ)f(ξ)) = 0, ∀α ∈ I ⇒ f = 0
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Toute fonction f ∈ L2(Θ, dPξ) peut être décomposée sur cette base. On peut alors écrire la variable
aléatoire f(ξ) sous la forme de la décomposition suivante
f(ξ) =
∑
α∈I
fαHα(ξ) avec fα =< f,Hα >= E(f(ξ)Hα(ξ)) (1.2)
où les fα sont les coeﬃcients de la décomposition. Ces coeﬃcients sont donc obtenus par le calcul d'une
espérance mathématique. Pour calculer cette intégrale, on pourra utiliser des techniques d'intégration
numérique (c.f. section 1.5.1).
1.2.1.3 Décomposition sur le chaos polynômial
On appelle décomposition d'une variable aléatoire f(ξ) sur le chaos polynômial une décomposition
la fonction f sur une base Hilbertienne polynômiale en ξ. Il s'agit d'une construction particulière de la
base où les fonctions Hα sont des polynômes multi-dimensionnels orthonormés. Pour déﬁnir cette base,
on commence par déﬁnir l'espace Sp1
Sp = span{xβ = xβ11 ...xβmm , |β| =
m∑
i=1
βi 6 p} (1.3)
En d'autres termes, Sp est l'espace des polynômes multi-dimensionnels de degré total inférieur ou égal à p.
L'espace Sp est appelé espace du chaos polynomial de degré p. On déﬁnit ensuite l'espaceHp = SpªSp−1
qui est l'orthogonal de Sp−1 dans Sp. L'espace Hp est appelé chaos homogène de degré p. On obtient
donc les décompositions orthogonales suivantes2
Sp =
p⊕
k=0
Hk et S =
∞⊕
k=0
Hk
On s'intéresse maintenant à la construction d'une base orthogonale du chaos polynomial.
Décomposition sur le chaos polynômial gaussien : On se place dans le cas où ξ est un vecteur
de variables gaussiennes centrées réduites indépendantes [Wiener 1938, Ghanem et Spanos 1991], i.e.
E(ξi) = 0, E(ξ2i ) = 1 et E(ξiξj)i6=j = 0. La densité de probabilité pξ est la densité normale canonique :
pξ(x) = (2pi)−m/2exp(−x
Tx
2
) = ϕ(x1)× ...× ϕ(xm)
où ϕ(x) = (2pi)−1/2exp(−x2/2). Les polynômes orthogonaux de L2(R, ϕ(x)dx) sont les polynômes
d'Hermite {hi(x)}i∈N. Les polynômes d'Hermite normalisés vériﬁent :∫
R
hi(x)hj(x)ϕ(x)dx = δij
1span{fi} désigne l'espace engendré par les fonctions fi
2L
i
Ei désigne la somme directe des espaces Ei
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On construit alors les polynômes d'Hermite multi-dimensionnels :
Hα(x) = hα1(x1)× ...× hαm(xm)
qui constituent bien une famille orthonormée de polynômes multi-dimensionnels. L'espace Sp peut alors
s'écrire
Sp = span{Hα(x), |α| 6 p} (1.4)
Décomposition sur le chaos polynomial généralisé (cas de variables indépendantes) : Dans le
cas où ξ est un vecteur de variables aléatoires indépendantes non gaussiennes, on a
dPξ(x) = dPξ1(x1)× ...× dPξm(xm)
On construit alors pour chaque dimension stochastique j une base orthonormale de polynômes {h(j)i }i∈N
vériﬁant ∫
R
h
(j)
k (x)h
(j)
l (x)dPξj (x) = δkl
On peut alors déﬁnir les polynômes orthonormés multi-dimensionnels par
Hα(x) = h(1)α1 (x1)× ...× h(m)αm (xm)
On parle alors de chaos polynomial généralisé [Xiu et Karniadakis 2002]. L'espace Sp est toujours déﬁni
par l'équation (1.4). Le tableau 1.1 présente les familles de polynômes orthogonaux pour diﬀérentes lois
de probabilité classiques.
loi de ξ support Θ densité pξ(x) famille de polynômes
Normale R (2pi)−1/2exp(−x
2
2
) Hermite
Uniforme [−1, 1] 12 Legendre
Gamma R+ 1Γ(a)xa−1exp(−x) Laguerre
Beta [−1, 1] (1+x)a−1(1−x)b−1
B(a,b)2a+b−1 Jacobi
Tab. 1.1  Exemples de polynômes orthogonaux pour diﬀérentes lois de probabilité.
Décomposition généralisée sur le chaos polynomial (cas de variables dépendantes) : On suppose
ici que ξ est un vecteur formé de variables aléatoires dépendantes [Soize et Ghanem 2004]. Soit Pξ une
loi à densité et H˜α(x) une base de polynômes orthonormés pour la mesure dPξ1(x1)× ...× dPξm(xm).
On déﬁnit alors la base de fonction Hα par
Hα(x) =
√
pξ1(x1)× ...× pξm(xm)
pξ(x)
H˜α(x) (1.5)
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On a bien
< Hα,Hβ > =
∫
Rm
Hα(x)Hβ(x)pξ(x)dx (1.6)
=
∫
Rm
H˜α(x)H˜β(x)pξ1(x1)× ...× pξm(xm)dx = δαβ
La base obtenue de fonctions Hα n'est cependant pas une base de polynômes. Cette décomposition est
appelée décomposition généralisée sur le chaos polynomial.
Exemple de représentation sur le chaos polynomial : On propose d'illustrer la représentation de
variables aléatoires sur le chaos polynomial. On considère deux variables aléatoires indépendantes ξ1 et
ξ2. Ces deux variables sont gaussiennes centrées réduites
ξ1 = N(0, 1) et ξ2 = N(0, 1)
où N(µ, σ) désigne une loi normale de moyenne µ et d'écart-type σ. On travaille alors dans un espace des
événements élémentaires R2. On choisit de décomposer les variables aléatoires sur un chaos polynomial
avec des degrés diﬀérents pour chaque variable (degré 3 pour ξ1 et degré 2 pour ξ2). La base de Sp est
composée des polynômes d'Hermite multi-dimensionnels {Hα}α∈Ip où
Ip = {α = (α1, α2) ∈ N2} = {(0, 0), (1, 0), (0, 1), (2, 0), (1, 1), (0, 2), (3, 0), (2, 1), (1, 2)}
et où les polynômes Hα sont déﬁnis par
H(0,0) = h0(ξ1)h0(ξ2) = 1
H(1,0) = h1(ξ1)h0(ξ2) = ξ1
H(0,1) = h0(ξ1)h1(ξ2) = ξ2
H(2,0) = h2(ξ1)h0(ξ2) =
ξ21 − 1√
2
H(1,1) = h1(ξ1)h1(ξ2) = ξ1ξ2
H(0,2) = h0(ξ1)h2(ξ2) =
ξ22 − 1√
2
H(3,0) = h3(ξ1)h0(ξ2) =
ξ31 − 3ξ1√
6
H(2,1) = h2(ξ1)h1(ξ2) =
ξ21ξ2 − ξ2√
2
H(1,2) = h1(ξ1)h2(ξ2) =
ξ22ξ1 − ξ1√
2
où les hi sont les polynômes d'Hermite unidimensionnels. La ﬁgure 1.1 présente certains polynômes d'Her-
mite Hα en fonction des variables ξ1 et ξ2.
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H       (ξ  ,ξ  )(2,0) 1 2
H       (ξ  ,ξ  )(1,0) 1 2
H       (ξ  ,ξ  )(1,1) 1 2
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Fig. 1.1  Exemples de polynômes d'Hermite en dimension 2.
1.3 Problème modèle en élasticité linéaire
Dans ces travaux, on s'intéresse à l'analyse des déformations d'une structure sous l'hypothèse des pe-
tites perturbations. Dans ce chapitre, les diﬀérentes méthodes éléments ﬁnis stochastiques sont présentées
dans le cadre particulier de l'élasticité linéaire.
1.3.1 Le problème déterministe
On considère une structure occupant un domaine Ω ⊂ Rd, où d est la dimension spatiale du problème,
soumise à des eﬀorts volumiques f(x) sur Ω et des eﬀorts de surface F (x) sur une partie Γ2 de la frontière
∂Ω. Les déplacements sont imposés nuls sur la partie Γ1 de la frontière ∂Ω telle que Γ1 ∩ Γ2 = ∅. La
partie complémentaire de Γ1∪Γ2 notée Γ0 est supposée libre. On note u(x) le champ déplacement, ε(u)
la partie symétrique du gradient des déplacements et σ le tenseur des contraintes. On note également
C le tenseur de Hooke du quatrième ordre. La formulation forte du problème d'élasticité s'écrit : trouver
13
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(u,σ) tel que
div σ + f = 0 sur Ω
σ = C : ε(u) sur Ω
σ · n = F sur Γ2
σ · n = 0 sur Γ0
u = 0 sur Γ1
(1.7)
où n est la normale extérieure à la frontière considérée. La ﬁgure 1.2 présente le problème modèle.
Ω F
f
Γ
2
Γ
1
Fig. 1.2  Problème modèle en élasticité linéaire.
1.3.2 Le problème stochastique
On suppose maintenant que certains paramètres du modèle sont incertains : les chargements f et F ,
les propriétés matérielles, caractérisées par le tenseur C, et la géométrie, caractérisée par Ω, Γ1 et Γ2.
On s'interesse tout d'abord au cas où seuls les chargements et les propriétés matérielles sont aléatoires.
Le cas particulier d'un problème déﬁni sur une géométrie aléatoire sera détaillé dans la section 1.6. On
suppose que l'espace de probabilité (Θ,B, Pξ) permet de représenter le contenu probabiliste du problème.
La forme forte du problème stochastique s'écrit alors : trouver les champs aléatoires u(x, ξ) et σ(x, ξ)
qui vériﬁent presque partout et presque sûrement les équations déﬁnies en (1.7).
1.3.3 Formulation variationnelle du problème
On introduit classiquement une formulation faible (ou variationnelle) du problème en vue d'une analyse
mathématique du problème ou de la construction de méthodes d'approximation. Nous introduisons, dans
un premier temps, une formulation variationnelle au niveau spatial. Le problème s'écrit : trouver u tel
que ∀ξ ∈ Θ, u(·, ξ) ∈ U = {v ∈ (H1(Ω))d;v = 0 sur Γ1} et tel que l'on ait presque sûrement
a(u(·, ξ),v; ξ) = b(v; ξ) ∀v ∈ U (1.8)
où a(·, ·; ξ) est une forme bilinéaire coercive symétrique continue sur U et b(·; ξ) une forme linéaire
continue sur U, déﬁnies par
a(u,v; ξ) =
∫
Ω
ε(v) : C : ε(u) dx (1.9)
b(v; ξ) =
∫
Ω
f · v dx+
∫
Γ2
F · v ds (1.10)
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Nous pouvons maintenant introduire une formulation variationnelle à la fois au niveau spatial et au niveau
stochastique. On considère que le problème peut être formulé dans l'espace fonctionnel des variables
aléatoires du second ordre à valeurs dans U, noté V et déﬁni par
V = {u : ξ ∈ Θ 7→ u(·, ξ) ∈ U;
∫
Θ
‖u(·,x)‖2U dPξ(x) <∞} := L2(Θ, dPξ;U) (1.11)
La forme faible du problème s'écrit alors : trouver u ∈ V tel que
A(u,v) = L(v) ∀v ∈ V (1.12)
où
A(u,v) =
∫
Θ
a(u,v;x) dPξ(x) := E(a(u,v; ξ)) (1.13)
L(v) =
∫
Θ
b(v;x) dPξ(x) := E(b(v; ξ)) (1.14)
Sous réserve de la régularité du tenseur C et des chargements, le problème variationnel vériﬁe toutes les
conditions d'Hadamard nécessaires à un problème bien posé : le problème possède une solution, cette
solution est unique et elle dépend des données de manière continue [Babuska et al. 2005, Matthies et
Keese 2005].
Dans le cas où seuls les chargements et les paramètres matériau sont aléatoires, l'espace fonctionnel V
est le produit tensoriel de deux espaces :
V = L2(Θ, dPξ;U) ∼= L2(Θ, dPξ)⊗ U := S⊗ U (1.15)
où S = L2(Θ, dPξ) est l'espace des variables aléatoires du second ordre.
1.4 Discrétisation du problème modèle
Maintenant que la forme faible du problème a été introduite, nous nous intéressons à la discrétisation
du problème (1.12). Nous introduirons dans un premier temps une semi-discrétisation au niveau déter-
ministe puis nous discuterons de la représentation des incertitudes et de la discrétisation stochastique du
problème.
1.4.1 Semi-discrétisation au niveau déterministe
Selon la nature du problème mécanique étudié, il existe diﬀérents types de discrétisation. Dans ces
travaux, nous utiliserons une approximation spatiale par éléments ﬁnis [Zienkiewicz et al. 2005].
L'approximation éléments ﬁnis conduit à introduire un espace d'approximation Uh déﬁni par
Uh = {v(x) =
N∑
i=1
ϕi(x)vi = ϕ(x)v, v ∈ RN}, (1.16)
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où les ϕi(x) ∈ U sont les fonctions d'interpolation éléments ﬁnis associées à un maillage Th du domaine
Ω. L'espace d'approximation semi-discrétisé Vh ⊂ V peut alors être déﬁni de la manière suivante :
Vh = S⊗ Uh = {v(x, ξ) =
N∑
i=1
ϕi(x)vi(ξ) = ϕ(x)v(ξ), v ∈ S⊗ RN} (1.17)
La solution approchée semi-discrétisée uh ∈ Vh du problème (1.12) est déﬁnie par :
A(uh,vh) = L(vh) ∀vh ∈ Vh. (1.18)
Le problème (1.18) peut être réécrit sous une forme matricielle : trouver u ∈ S⊗RN tel que ∀v ∈ S⊗RN
on ait
E(vTAu) = E(vTb) (1.19)
où la matrice aléatoire A ∈ S⊗ RN×N et le vecteur aléatoire b ∈ S⊗ RN sont déﬁnis par :
(A(ξ))ij = a(ϕj ,ϕi; ξ) (1.20)
(b(ξ))i = b(ϕi; ξ) (1.21)
1.4.2 Discrétisation au niveau stochastique
Nous nous intéressons maintenant à la discrétisation au niveau stochastique du problème modèle. On
cherche à construire un espace d'approximation SP ⊂ S. Le but est de pouvoir représenter une fonction
aléatoire u(x, ξ) en fonction des variables aléatoires de base ξ de loi Pξ. Quelle que soit la représentation
stochastique choisie, l'espace SP de dimension ﬁnie P pourra s'écrire
SP = {v(ξ) =
∑
α∈IP
vαHα(ξ), vα ∈ R}, (1.22)
où IP est un sous-ensemble de P indices dans I et où {Hα}α∈I est une base de fonctions de S pour laquelle
plusieurs choix sont possibles. Parmi eux citons le chaos polynomial ou le chaos polynomial généralisé
[Wiener 1938, Ghanem et Spanos 1991, Xiu et Karniadakis 2002], les décompositions généralisées sur le
chaos [Soize et Ghanem 2004] (c.f. section 1.2.1) ou les interpolants de Lagrange [Babuska et al. 2007].
Ces modes de représentation s'avèrent être des outils adaptés pour des fonctions de variables aléatoires
régulières sur Θ. Dans le cas où ces fonctions sont moins régulières (par exemple s'il s'agit d'une fonction
continue mais à dérivées discontinues sur Θ), un degré p élevé sera nécessaire aﬁn de bien les représenter.
Pour ce type de fonctions, d'autres types de représentation peuvent être utilisés comme les éléments ﬁnis
au niveau stochastique [Benth et Gjerde 1998, Deb et al. 2001, Babuska et al. 2005, Wan et Karniadakis
2005] ou la décomposition en multi-ondelettes [Le Maitre et al. 2004, Le Maître et al. 2004] (c.f. annexe
B).
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L'espace d'approximation complet Vh,P ∈ V sera alors déﬁni par le produit tensoriel suivant
Vh,P = SP ⊗ Uh (1.23)
= {v(x, ξ) =
N∑
i=1
∑
α∈IP
ϕi(x)Hα(ξ)vi,α, vi,α ∈ R}
= {v(x, ξ) = ϕ(x)v(ξ), v ∈ SP ⊗ RN}.
1.5 Méthodes de calcul
On s'intéresse maintenant à diﬀérentes méthodes de calculs existantes dans le cadre des approches
probabilistes en mécanique, adaptées à la nature des quantités d'intérêt et de leur post-traitement sou-
haité. On note J(u) la quantité d'intérêt cible qui peut par exemple être le déplacement d'un point
particulier ou la contrainte maximale dans une certaine direction. On peut alors souhaiter obtenir diﬀé-
rentes informations au sens probabiliste telles que :
 les moments statistiques comme la moyenne µJ = E(J(u)) ;
 la probabilité d'événements particuliers : PJ = P
({J(u) 6 J0}) ;
 la représentation complète de J(u) (distribution de probabilité).
Pour le calcul des moments statistiques de J(u), on pourra employer des méthodes d'intégration directe :
Monte-Carlo/Quasi Monte-Carlo [Niederreiter 1992, Papadrakakis et Papadopoulos 1996, Caﬂisch 1998],
méthodes de quadrature (Gauss, Clenshaw-Curtis etc.).
Pour le calcul de probabilité d'événements particuliers, on pourra également utiliser des méthodes d'inté-
gration directe, du type Monte-Carlo, dans le cas de grandes probabilités (supérieure à 10−3 par exemple).
Dans le cas de faibles probabilités, comme la probabilité de défaillance d'une structure, les méthodes ﬁabi-
listes telles que les méthodes FORM/SORM pourront être employées [Ditlevsen et Madsen 1996], couplées
ou non à des méthodes d'intégration (tirage d'importance, etc.).
Pour obtenir les premiers moments statistiques de la solution, on pourra utiliser des méthodes de dévelop-
pement en série telles que le développement de Taylor [Ghanem et Spanos 1991] ou la décomposition en
série de Neumann [Shinozuka et Yamakasi 1988]. Une autre alternative consiste à représenter complète-
ment la solution sur une base de fonctions : on pourra alors utiliser des techniques comme la méthode des
surfaces de réponse analytiques [Faravelli 1989, Rajashekhar et Ellingwood 1993], où des représentations
dites spectrales basées sur le chaos polynomial ou ses généralisations [Ghanem et Spanos 1991, Xiu et
Karniadakis 2002].
Dans les sections suivantes, nous détaillons certaines de ces méthodes de calcul et notamment les ap-
proches utilisant une approximation basée sur le chaos (polynomial) qui seront employées dans la suite
de ce mémoire.
1.5.1 Méthodes d'intégration directe
Les méthodes d'intégration directe peuvent être utilisées pour évaluer les moments statistiques d'une
quantité d'intérêt J(u) ou des probabilités d'événements particuliers. Par exemple, la moyenne de cette
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quantité µJ = E(J(u)) est calculée par l'intégrale suivante
µJ = E(J(u(ξ))) =
∫
Θ
J(u(x))dPξ(x) (1.24)
Le problème d'intégration (1.24) peut alors être résolu en utilisant des méthodes d'intégration numérique.
Le calcul de µJ est ainsi approché par
µJ ≈
M∑
k=1
J(u(xk))ωk (1.25)
où les xk sont les points d'intégration et les ωk sont les poids associés. La résolution du problème demande
donc le calcul de M problèmes déterministes pour la détermination des u(xk). La question qui se pose
est celle du choix des formules d'intégration.
Une première méthode est la méthode de Monte-Carlo [Caﬂisch 1998] qui consiste à choisir les xk
comme des réalisations pseudo-aléatoires des variables ξ. Les poids sont alors déﬁnis par ωk = 1M .
L'avantage majeur de cette approche vient du fait que la convergence est indépendante de la dimension
stochastique du problème. Son défaut principal est qu'elle nécessite souvent un grand nombre de réalisa-
tions, ce qui engendre des coûts de calcul très élevés.
Une seconde approche est la méthode de Quasi Monte-Carlo [Niederreiter 1992]. Contrairement à
la méthode de Monte-Carlo, les points d'intégration ne sont plus choisis de façon aléatoire. On parle
alors de points quasi aléatoires (série à discrépance faible) qui sont choisis de manière déterministe dans
l'hypercube unitaire [0, 1]m, où m désigne la dimension stochastique du problème [Morokoﬀ et Caﬂish
1995]. Cette méthode permet d'obtenir de meilleurs taux de convergence avec M que la méthode de
Monte-Carlo mais, pour un nombre de points M donné, la précision des résultats se détériore en grande
dimension stochastique.
Une troisième approche est la méthode présentée ici. Considérons le cas où la dimension stochastique
m = 1. Le calcul est réalisé à partir d'une quadrature
E(J(u(ξ))) =
∫
Θ
J(u(x))dPξ(x) ≈ Qn(J) =
n∑
k=1
J(u(xk))ωk (1.26)
Dans une quadrature de Gauss, les xk sont déﬁnis comme les n racines du (n)ème polynôme orthogonal
associé à la mesure de probabilité dPξ. Les poids ωk sont obtenus par intégration des interpolants de
Lagrange aux points xk. On peut alors intégrer exactement des fonctions polynomiales de degré (2n−1).
Dans le cas d'une dimension stochastique m > 1, les points et poids d'intégration sont obtenus par
tensorisation des quadratures unidimensionnelles associées aux mesures dPξi
QM = Q(1)n ⊗ ...⊗Q(m)n (1.27)
où encore
QM (J) =
n∑
k1=1
...
n∑
km=1
ω1,k1 ...ωm,kmJ(u(x1,k1 , ..., xm,km)) (1.28)
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Le nombre de points d'intégration M est alors donné par M = nm. La ﬁgure 1.3 présente diﬀérents
exemples de quadrature de Gauss pour m = 2 et n ∈ {3, 6, 10}.3
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Fig. 1.3  Exemples de quadrature de Gauss pour m = 2 et n ∈ {3, 6, 10}.
Cette méthode possède l'avantage d'intégrer précisément des fonctions régulières : plus ces fonctions
sont régulières et plus la précision sera élevée. L'inconvénient de cette méthode est la croissance expo-
nentielle du nombre de points d'intégration M avec l'augmentation de la dimension stochastique m.
En grande dimension stochastique, on peut alors utiliser des quadratures dites creuses [Smolyak 1963,
Matthies et Keese 2005] qui permettent de limiter le nombre de points d'intégration. Avec ces mé-
thodes, on obtient une croissance polynomiale de M avec la dimension stochastique m. Aﬁn de réduire le
nombre de points d'intégration, il sera préférable d'utiliser des quadratures imbriquées (Clenshaw-Curtis,
Gauss-Patterson, etc.).
1.5.2 Méthodes ﬁabilistes
Les méthodes ﬁabilistes [Ditlevsen et Madsen 1996, Lemaire 2005] sont utilisées pour déterminer
la probabilité de défaillance d'une structure lorsque les méthodes d'intégration directe deviennent trop
coûteuses.
Soit ξ un vecteur aléatoire, regroupant l'ensemble des paramètres incertains du problème, dont la densité
jointe de probabilité est pξ(x). On note G(x) une fonction de performance, associée aux scénarios de
défaillance, dont les valeurs négatives indiquent la défaillance de la structure. Le domaine de défaillance
D ⊂ Θ est déﬁni par D = {x ∈ Θ/G(x) 6 0}. La probabilité de défaillance d'une structure est alors
déﬁnie par
Pf =
∫
D
pξ(x)dx (1.29)
Une probabilité de défaillance est généralement liée à des événements de faible occurrence. Ainsi, on
cherche à calculer des probabilités de l'ordre de 10−3 ou inférieures pour lesquelles les méthodes d'inté-
gration directe ne sont plus adaptées. On utilise alors classiquement l'indice de ﬁabilité d'Hasofer-Lind β
[Hasofer et Lind 1974] comme estimateur de la ﬁabilité. Des relations permettent ensuite d'estimer ou
d'encadrer la probabilité de défaillance Pf .
3on notera qu'il est possible d'utiliser des ordres de quadrature ni diﬀérents selon les dimensions. Dans ce cas N =Qm
i=1 ni
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On distingue deux étapes pour l'estimation de la probabilité de défaillance. La première étape consiste à
appliquer une transformation isoprobabiliste permettant de se ramener à des variables aléatoires de base
ξ centrées, réduites et indépendantes. On considérera ici que cette étape a déjà été réalisée. Il existe
plusieurs transformations possibles comme celles de Rosenblatt ou de Nataf. La transformation de Nataf
n'utilise que les lois de probabilité marginales et la structure de corrélation des variables aléatoires, tandis
que la transformation de Rosenblatt nécessite la connaissance de la loi complète.
La seconde étape consiste à calculer l'indice de ﬁabilité β. Dans l'espace gaussien centré réduit, l'indice
de ﬁabilité est géométriquement déﬁni comme la distance euclidienne entre l'origine et le domaine de
défaillance D. L'indice β est alors déﬁni par
β = ‖x∗‖ où x∗ = argmin
x∈D
‖x‖2 (1.30)
On doit alors résoudre un problème de minimisation dont le point solution, noté P ∗ et de coordonnées
x∗, est appelé point de défaillance le plus probable. Une fois l'indice β calculé, il existe plusieurs manières
de calculer Pf :
 la méthode FORM pour First Order Reliability Method consiste à remplacer la fonction d'état
limite par son hyper-plan tangent au point P ∗. Le domaine de défaillance est donc approché par
un demi-espace D˜ dont la probabilité s'exprime
P (D˜) = Φ(−β) = 1− Φ(β) ≈ Pf (1.31)
où Φ est la fonction de répartition d'une variable aléatoire gaussienne centrée réduite dans le cas
général.
 la méthode SORM pour Second Order Reliability Method, plus précise, consiste à approcher la
géométrie de la fonction d'état limite au voisinage du point P ∗ par une paraboloïde dont les
courbures principales sont notées (κ1, ..., κm−1). La probabilité du domaine de défaillance approché
D˜ est alors estimée par
P (D˜) = Φ(−β)
m−1∏
i=1
1√
1 + βκi
≈ Pf (1.32)
Les méthodes ﬁabilistes permettent donc d'évaluer la probabilité de défaillance d'une structure. L'un des
points importants dans les méthodes FORM/SORM est donc l'approximation de la surface d'état limite :
si, pour beaucoup de problèmes de mécanique, les états limites associés peuvent être bien approchés
par ce type de méthode, ces approximations peuvent se révéler nettement moins eﬃcaces dans le cas de
problèmes plus compliqués (domaine de défaillance non connexe, existence de plusieurs minima locaux
du problème (1.30)).
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1.5.3 Méthodes de développement en série
1.5.3.1 Développement de Taylor
On cherche ici à écrire la solution u(ξ) du problème (1.19) sous la forme d'un développement autour
de la moyenne de ξ, notée µξ
u(ξ) = u0 + u,j(ξj − µξj ) +
1
2
u,jk(ξj − µξj )(ξk − µξk) + o(‖ξ‖2) (1.33)
où u0 = u(µξ), u,j = ∂u∂ξj (µξ) et u,jk =
∂2u
∂ξj∂ξk
(µξ). Le calcul de u nécessite de calculer les quantités
u0, u,j et u,jk. On eﬀectue un développement analogue pour la matrice A et le second membre b
A(ξ) = A0 +A,j(ξj − µξj ) +
1
2
A,jk(ξj − µξj )(ξk − µξk) + o(‖ξ‖2) (1.34)
b(ξ) = b0 + b,j(ξj − µξj ) +
1
2
b,jk(ξj − µξj )(ξk − µξk) + o(‖ξ‖2) (1.35)
Une fois les diﬀérents termes du développement calculés, on injecte les développements de A et b dans
l'équation à résoudre Au = b
(A0 u0 − b0) + (A0u,j +A,ju0 − b,j)(ξj − µξj )+
(
1
2
A0u,jk +A,ju,k +
1
2
A,jku0 − 12b,jk)(ξj − µξj )(ξk − µξk) + o(‖ξ‖
2) = 0 (1.36)
On obtient alors l'écriture du développement de Taylor du second ordre en ξ d'un vecteur qui doit être
nul. On doit alors nécessairement avoir la nullité des diﬀérentes termes du développement, ce qui s'écrit
A0u0 = b0 (1.37)
A0u,j = b,j −A,ju0 (1.38)
A0u,jk = b,jk −A,ju,k −A,ku,j −A,jku0 (1.39)
Les termes du développement de u peuvent alors être obtenus en résolvant successivement ces systèmes
linéaires. On notera que dans toutes les équations, c'est la matrice A0 qui intervient dans le premier
membre. Cette matrice peut être factorisée une seule fois aﬁn de minimiser les coûts de calculs liés
à la résolution de ces systèmes linéaires. A et b sont des quantités connues, et les termes de leur
développement peuvent être estimés soit analytiquement (directement ou par un code de calcul formel),
soit numériquement par un code de calcul. Toutefois, les gradients d'ordre élevé de A et b sont diﬃciles
à obtenir. La méthode est alors souvent limitée à l'ordre 2.
Cette méthode est classiquement utilisée pour estimer les premiers moments statistiques de la solution.
Par exemple, la moyenne et la matrice de covariance s'écrivent
µu = u0 +
1
2
u,jkCξjξk + o(‖ξ‖2) (1.40)
Cu = u,juT,kCξjξk +
1
2
(u,juT,kl + o(‖ξ‖2) (1.41)
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où ξ˜i = ξi − µξi et où Cξjξk est la covariance des variables ξj et ξk. Les approximations du second ordre
de ces quantités s'expriment alors
µu ≈ u(ξ) +
1
2
u,jkCξjξk (1.42)
Cu ≈ u,juT,kCξjξk (1.43)
On notera que l'utilisation au second ordre de cette méthode conduit à de bonnes approximations des
statistiques du second ordre de la solution. Cependant, les variations des paramètres aléatoires du modèle
doivent rester relativement faibles. Une bonne représentation de la distribution dans le cas général n'est
possible qu'en augmentant l'ordre d'approximation. Notons qu'avec une telle représentation analytique,
les facteurs de sensibilité aux variables peuvent être déduits [Rguig et Schoefs 2005].
1.5.3.2 Décomposition de Neumann
On cherche ici à obtenir une approximation de la solution u(ξ) en utilisant une décomposition en
série de Neumann de l'inverse de la matrice aléatoire [Shinozuka et Yamakasi 1988]. L'opérateur A est
décomposé sous la forme
A = A0 +A1 (1.44)
où la matriceA0 est déterministe et inversible. On pourra prendre classiquementA0 = E(A). L'opérateur
A peut encore s'écrire
A = A0(I+A−10 A1) (1.45)
où I est la matrice identité. On note L = A−10 A1. L'inverse de la matrice A s'écrit
A−1 = (I+ L)−1A−10 (1.46)
La décomposition en série de Neumann de l'opérateur (I+ L)−1 s'écrit
(I+ L)−1 =
∞∑
k=0
(−1)kLk (1.47)
La solution du système Au = b peut donc s'écrire sous la forme suivante
u =
∞∑
k=0
(−1)kLkA−10 b (1.48)
La solution tronquée à l'ordre n s'écrit
u ≈ u0 + u1 + ...+ un (1.49)
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où
u0 = A−10 b
uk+1 = −Luk = −A−10 A1uk, k > 0
Cette méthode est plus simple à mettre en oeuvre numériquement que la méthode de développement en
série de Taylor. Cependant, ses coûts de calcul peuvent être très importants si on souhaite un dévelop-
pement d'ordre élevé de la solution.
1.5.4 Représentation sur des bases de fonctions
Dans toute la suite, on considère que la solution approchée uh,P est cherchée dans l'espace Vh,P =
Uh ⊗ SP déﬁni par (1.23), où l'espace d'approximation SP est déﬁni à partir du chaos polynomial ou du
chaos polynomial généralisé. Dans le cadre des éléments ﬁnis stochastiques spectraux, il existe diﬀérentes
méthodes pour déﬁnir l'approximation dans Vh,P . Dans les sections suivantes, nous détaillons certaines
de ces méthodes : les méthodes de régression et de projection qui sont des techniques "non intrusives",
et la méthode de Galerkin. Les méthodes "non intrusives" sont très attractives car elles ne requièrent
que l'utilisation d'un code éléments ﬁnis déterministe, tandis que la méthode de Galerkin demande le
développement d'un code, ou, tout du moins, l'adaptation d'un code existant.
1.5.4.1 Méthode de régression
La méthode de régression sur le chaos polynomial s'apparente aux méthodes de régression classiques
pour la construction de surfaces de réponse [Berveiller et al. 2006]. Soit u(ξ) la solution du problème semi-
discrétisé (1.19). On cherche ici à déterminer une quantité d'intérêt J(u) déduite de u. La méthode de
régression consiste à déﬁnir une expression approchée de cette quantité sous la forme d'une décomposition
sur le chaos polynomial [Berveiller et al. 2006]
J(u) =
∑
α∈IP
JαHα(ξ) (1.50)
L'ensemble des coeﬃcients {Jα1 , ..., JαP } de la décomposition de J sont alors déﬁnis par une méthode
de régression. On suppose que la solution uh a été calculée pour un ensemble de M réalisations ξk en
résolvant l'ensemble des problèmes
A(ξk)u(ξk) = b(ξk) k = 1, ...,M (1.51)
On peut ainsi déduire l'ensemble des quantités d'intérêt associées J(u(ξk)). Les coeﬃcients sont alors
déﬁnis par
{Jα1 , ..., JαP } = argmin
Jα1 ,...,JαP
M∑
k=1
ωk‖J(u(ξk))−
∑
α∈IP
JαHα(ξk)‖2 (1.52)
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On considère le cas où la quantité d'intérêt est un scalaire et on note J = (Jα1 , ..., JαP )T le vecteur des
composantes. Ce vecteur est alors solution d'un système linéaire
GJ = g (1.53)
où
(G)ij =
N∑
k=1
ωkHαi(ξk)Hαj (ξk) (g)j =
N∑
k=1
Hαj (ξk)J(u(ξk))ωk
L'utilisation de la méthode de régression nécessite N calculs déterministes indépendants, donc facilement
parallélisables, pour évaluer les quantités {J(u(ξk))}Nk=1. Cette méthode est alors dite non intrusive
puisqu'elle ne demande que l'utilisation d'un code déterministe. Le point délicat de cette approche réside
dans le choix du plan d'expérience, i.e. le choix des points {ξk}Nk=1, ainsi que dans le choix des poids
{ωk}Nk=1. En eﬀet, un mauvais choix de ces points, ou un nombre insuﬃsant de points, peut conduire à
un système linéaire singulier ou, du moins, possédant un mauvais conditionnement. Diﬀérents choix ont
été proposés comme les tirages pseudo-aléatoires, les tirages quasi-aléatoires, ou les quadratures de Gauss
complètes ou creuses (c.f. section 1.5.1).
1.5.4.2 Méthode de projection
La méthode de projection consiste à déﬁnir la solution approchée comme la projection sur SP de la
solution semi-discrétisée [Le Maître et al. 2001 - 2002, Reagan et al. 2003, Keese et Mathhies 2003].
L'approximation uP =
∑
α∈IP uαHα est alors déﬁnie par
¿ uP ,vP ÀL2=¿ u,vP ÀL2 ∀vP ∈ SP ⊗ RN (1.54)
au sens du produit scalaire suivant
¿ uP ,vP ÀL2= E(vTPuP ) ∀vP ∈ SP ⊗ RN (1.55)
L'équation (1.54) est équivalente à la déﬁnition suivante des composantes de l'approximation
uα =
∫
Θ
Hα(x)u(x)dPξ(x) = E(Hαu) (1.56)
L'espérance mathématique peut être calculée par une intégration numérique adaptée au niveau stochas-
tique
uα ≈
M∑
k=1
ωkHα(ξk)u(ξk), (1.57)
où les ξk sont les points d'intégration (événements élémentaires particuliers) et les ωk sont les poids
d'intégration associés. Diﬀérentes méthodes d'intégration sont envisageables (c.f. section 1.5.1). Pour
chaque point d'intégration, le calcul de u(ξk) = A−1(ξk)b(ξk) nécessite la résolution d'un problème
déterministe. Comme elle ne nécessite que l'utilisation d'un code déterministe, la méthode de projection
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est dite non intrusive. Les calculs peuvent alors être simplement parallélisés. Toutefois, les coûts de calculs
sont généralement élevés car la méthode peut demander un grand nombre de points d'intégration aﬁn
de bien calculer les coeﬃcients de la décomposition. Des techniques basées sur des quadratures creuses
[Smolyak 1963] sont utilisables aﬁn de réduire le nombre de points d'intégration [Matthies et Keese 2005].
1.5.4.3 Méthode de Galerkin
L'approximation de Galerkin consiste à injecter l'espace d'approximation Vh,P dans la formulation
variationnelle (1.12). La solution approchée uh,P est donc solution du problème suivant
A(uh,P ,vh,P ) = L(vh,P ) ∀vh,P ∈ Vh,P (1.58)
Si l'opérateur A est une forme bilinéaire symétrique coercive, alors l'approximation de Galerkin peut être
vue comme une projection au sens de l'opérateur
uh,P = argmin
vh,P∈Vh,P
‖vh,P − u‖A (1.59)
où u est la solution exacte du problème et ‖·‖A la norme induite par A. Les coeﬃcients de l'approximation
de Galerkin uh,P ∈ Vh,P sont alors solutions du système d'équations suivant∑
α∈IP
E(HβAHα)uα = E(bHβ) ∀β ∈ IP (1.60)
où A et b sont respectivement la matrice éléments ﬁnis et le vecteur chargement aléatoires. La première
étape consiste à décomposer ces quantités sur une base orthonormée {Hα}α∈I de S = L2(Θ, dPξ)
A =
∑
γ∈IA
AγHγ avec Aγ = E(AHγ) (1.61)
b =
∑
γ∈Ib
bγHγ avec bγ = E(bHγ) (1.62)
Par orthonormalité des fonctions de base, les coeﬃcients de la décomposition de b conduisent directement
aux termes de droite du système (1.60). Ainsi, ces coeﬃcients doivent être seulement calculés pour les
indices Ib = IP . Dans le système (1.60), les termes du membre de gauche peuvent s'écrire
E(AHαHβ) =
∑
γ∈IA
AγE(HγHαHβ) (1.63)
Lorsqu'on utilise des fonctions de base {Hα} polynomiales, ou polynomiales par morceaux, si IP corres-
pond aux polynômes de degré inférieur ou égal p, les coeﬃcients Aγ doivent être seulement calculés pour
l'ensemble des indices IA correspondant aux fonctions polynomiales de degré inférieur ou égal à 2p, qui
est le degré maximum du produit des polynômes Hα et Hβ . Ainsi, E(HγHβHα) = 0 pour γ ∈ (IP \IA).
Avec ce choix, l'approximation de A n'a pas d'inﬂuence sur la solution du problème discrétisé (1.60).
On notera que, pour certains problèmes, si le degré p utilisé est assez élevé, on pourra utiliser un ordre
moins élevé que 2p pour la décomposition (1.61) : la matrice de rigidité A sera alors approchée mais elle
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restera assez bien décomposée pour obtenir une bonne solution. Dans tous les cas, quel que soit l'ordre
de décomposition choisi pour A, on doit calculer eﬃcacement les quantités E(HγHαHβ). Ces quantités
dépendent seulement de la base stochastique choisie et peuvent être facilement pré-calculées. De plus,
si on choisit comme base d'approximation le chaos polynomial ou le chaos polynomial généralisé, une
expression analytique de ces quantités est parfois disponible. Finalement, en notant IP = {α1, . . . , αP }
et u = (uTα1 . . .uTαP )T ∈ RN×P , le système (1.60) peut s'écrire sous la forme d'un système d'équations
par bloc
Au :=
 E(AHα1HαP ) . . . E(AHα1HαP )... . . . ...
E(AHαPHα1) . . . E(AHαPHαP )

 uα1...
uαP
 =
 E(bHα1)...
E(bHαP )
 := b (1.64)
On note que le système (1.64) est un système linéaire de grande taille P × N où P est le nombre de
fonctions de base stochastique etN le nombre de degrés de liberté du modèle éléments ﬁnis. Une résolution
directe du système (1.64) est alors prohibitive. Pour le résoudre, on peut utiliser des solveurs itératifs tels
qu'une méthode de gradient conjugué préconditionné pour des problèmes symétriques [Demmel 1997,
Ghanem 1999, Pellissetti et Ghanem 2000, Keese et Mathhies 2005]. Ce type de solveur ne nécessite
que des produits matrice-vecteur et exploite bien la structure parfois creuse du système. Ce caractère
creux est dû à la structure creuse de la matrice éléments ﬁnis associée au problème déterministe. Il vient
également du fait qu'un grand nombre de produits E(HγHβHα) sont nuls (propriétés d'orthogonalité
des fonctions de base de SP ).
Aﬁn d'améliorer le conditionnement de la matrice A et donc la convergence des solveurs itératifs, un
préconditionneur P doit être utilisé. On remplace alors le système original Au = b par
P−1Au = P−1b (1.65)
où le conditionnement de P−1A est plus faible que celui de A. Un choix simple possible pour le précon-
ditionneur P consiste à prendre la matrice bloc-diagonale suivante basée sur l'opérateur moyen E(A)
P =
 E(A) 0 . . . 00 . . . . . . ...
0 . . . 0 E(A)
 (1.66)
Ce choix se justiﬁe par le fait que la matrice assemblée est à diagonale dominante quand les variabilités
sont faibles et que le préconditionneur tend à être optimal pour de faibles variances des variables aléatoires
du problème.
Les avantages de l'approximation de Galerkin sont multiples. Elle permet une bonne maîtrise de l'approxi-
mation en utilisant des estimateurs d'erreur a priori et a posteriori [Frauenfelder et al. 2005, Ladevèze
et Florentin 2006, Mathelin et Maître 2007]. Elle possède également une bonne stabilité vis à vis des
erreurs d'intégration.
En revanche, son utilisation demande de créer ou d'adapter un code de calcul éléments ﬁnis. De plus,
la résolution de problèmes en grande dimension stochastique (m > 50 par exemple) conduit à des coûts
de calcul élevés mais également à des problèmes de stockage mémoire. Récemment, des méthodes de
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résolution alternatives ont été proposées : le but est de diminuer la taille du problème stochastique aﬁn
de réduire les coûts de calcul et mémoire [Matthies et Keese 2005, Ghanem et al. 2007, Sachdeva et al.
2006, Nouy 2007 - 2008].
1.6 Cas particulier des problèmes à géométrie aléatoire
Dans cette section, nous allons présenter le cas particulier d'une géométrie aléatoire. Le mémoire se
focalisera ensuite sur la résolution de ce type de problème. Le but principal de ces diﬀérentes méthodes
est de s'aﬀranchir du remaillage, coûteux en temps de calcul. Nous présentons tout d'abord la formulation
du problème dans le cas spéciﬁque d'une géométrie aléatoire, puis, nous expliciterons plusieurs méthodes
permettant de le résoudre en précisant les points forts et faibles de chacune d'entre elles.
1.6.1 Formulation du problème
Nous reprenons le problème déterministe donné par l'équation (1.7) et nous modiﬁons le problème
stochastique en considérant, ici, que la structure occupe un domaine Ω aléatoire. Nous considérons éga-
lement, comme précédemment, que les propriétés matérielles et les chargements peuvent être aléatoires.
Nous travaillons toujours dans l'espace de probabilité (Θ,B, Pξ) permettant de représenter le contenu
probabiliste du problème. Le domaine est une variable aléatoire Ω : ξ ∈ Θ → Ω(ξ) ⊂ Rd, où d est la
dimension spatiale du problème. Ω(ξ) représente une réalisation du domaine. La ﬁgure 1.4 présente deux
réalisations du domaine aléatoire et des parties de sa frontière.
Γ (ξ ) 1 1
Γ (ξ ) 1 2
Ω(ξ )
1
Ω(ξ )
2
Γ (ξ ) 
2 2
Γ (ξ ) 2 1
Fig. 1.4  Exemples de deux réalisations du domaine aléatoire Ω(ξ) et des parties Γ1(ξ) et Γ2(ξ) de sa
frontière.
Lorsque l'on considère que la géométrie du problème est aléatoire, le problème modèle est modiﬁé et il
est nécessaire de reprendre sa formulation. Tout d'abord, la forme forte du problème stochastique s'écrit :
trouver les champs aléatoires u et σ qui vériﬁent presque partout et presque sûrement les équations
déﬁnies en (1.7).
Nous introduisons ensuite la forme faible du problème au niveau spatial : trouver u tel que ∀ξ ∈ Θ,
u(·, ξ) ∈ U(ξ) = {v ∈ (H1(Ω(ξ)))d;v = 0 sur Γ1(ξ)}, et tel que l'on ait presque sûrement
a(u(·, ξ),v; ξ) = b(v; ξ) ∀v ∈ U(ξ) (1.67)
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Dans le cas d'un problème déﬁni sur un domaine aléatoire, la forme bilinéaire a(·, ·; ξ) et la forme linéaire
b(·; ξ) s'écrivent
a(u,v; ξ) =
∫
Ω(ξ)
ε(v) : C : ε(u) dx, (1.68)
b(v; ξ) =
∫
Ω(ξ)
f · v dx+
∫
Γ2(ξ)
F · v ds (1.69)
On remarque que, naturellement, les domaines d'intégration intervenant dans les expressions de a(·, ·; ξ)
et b(·; ξ) sont aléatoires.
La formulation variationnelle complète du problème s'écrit alors : trouver u ∈ V tel que
A(u,v) = L(v) ∀v ∈ V (1.70)
L'expression de l'espace fonctionnel V est la même que celle donnée dans l'équation (1.11) et les expres-
sions des formes bilinéaire A et linéaire L sont données dans les équations (1.13) et (1.14). Cependant V
n'est plus un espace déﬁni à partir d'un produit tensoriel d'espaces puisque l'espace U(ξ) dépend claire-
ment de la réalisation ξ. On notera que, d'un point de vue mathématique, ce type de problème déﬁni sur
un domaine aléatoire n'a été que peu étudié. Cependant, certains résultats sont donnés dans [Babuska et
Chleboun 2002 - 2003] avec une vision non probabiliste du problème.
Le principal problème est alors de pouvoir déﬁnir un espace d'approximation pour la résolution du problème
(1.70) quand le domaine est aléatoire. L'extension des méthodes éléments ﬁnis stochastiques classiques
n'est pas possible car l'espace fonctionnel V n'est plus déﬁni par un produit tensoriel d'espaces. Dans
la suite, nous évoquerons quelques méthodes permettant de résoudre ce problème. Pour chacune de ces
méthodes, les avantages et les inconvénients seront soulignés.
1.6.2 Méthodes non intrusives avec remaillages
Une première manière de résoudre un problème mécanique déﬁni sur un domaine aléatoire est d'utiliser
une méthode non intrusive avec remaillages. On rappelle que l'intérêt des méthodes non intrusives, comme
les simulations de Monte-Carlo ou la méthode de projection sur bases fonctionnelles, est de résoudre un
ensemble de problèmes déterministes pour des événements élémentaires particuliers ξk ∈ Θ. On rappelle
que le choix de ces points est uniquement lié à la méthode utilisée. Ces méthodes ont donc l'avantage de
ne demander que l'utilisation d'un code éléments ﬁnis classique. Pour chaque calcul, un nouveau maillage
éléments ﬁnis est alors créé.
Soit ξk ∈ Θ une réalisation, on introduit un nouveau maillage éléments ﬁnis Th(ξk) du domaine Ω(ξk).
On associe à ce maillage un espace d'approximation éléments ﬁnis Uh(ξk) ⊂ U(ξk) déﬁni par
Uh(ξk) = {vh(x) =
N(ξk)∑
i=1
ϕi(x, ξk)vi, vi ∈ R}
Le maillage, et, naturellement, les fonctions d'interpolation ϕi(x, ξk) ∈ Uh(ξk), dépendent alors de
l'événement élémentaire ξk.
Les inconvénients de ces méthodes sont nombreux. Tout d'abord, elles demandent un nombre important
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de calculs déterministes : pour chaque calcul, on doit remailler le domaine, assembler et résoudre un
problème éléments ﬁnis similaire à celui donné par l'équation (1.8). Les temps de calcul sont donc très
importants. Un autre inconvénient vient du fait que les réalisations u(·, ξk) ∈ Uh(ξk) sont déﬁnies sur des
maillages (et donc sur des espaces approximations) diﬀérents. On ne peut donc pas obtenir d'informations
sur les réalisations qui n'ont pas été calculées. De plus, une caractérisation probabiliste de la solution a
posteriori est trop coûteuse puisqu'il faut conserver en mémoire tous les maillages et toutes les solutions
éléments ﬁnis calculées.
Une possibilité est alors de se focaliser sur une quantité d'intérêt qui soit indépendante de la géométrie
et donc du maillage (par exemple le déplacement ou la contrainte maximum dans une direction). Notons
J(uh(ξ)) cette quantité d'intérêt et J(uh(ξk)) ses réalisations calculées par le code déterministe. Avec
la méthode des simulations de Monte-Carlo, ces réalisations permettent d'évaluer certaines statistiques
de J. Dans le cas de la méthode de projection (c.f. section 1.5.4.2), ces réalisations correspondent aux
points d'intégration stochastique utilisés pour calculer la décomposition de J sur une base fonctionnelle
appropriée : J =
∑
α∈I JαHα(ξ) où
Jα = E(HαJ(uh)) ≈
∑
k
ωkHα(ξk)J(uh(ξk)) (1.71)
Cela nécessite de pouvoir déﬁnir a priori ces quantités d'intérêt sans connaître la solution.
Les inconvénients des méthodes non-intrusives viennent de la nécessité de remailler le domaine pour cha-
cune des réalisations nécessaires au calcul de l'intégration stochastique. Les méthodes que nous présentons
dans la suite ont donc toutes pour but de s'aﬀranchir de ces remaillages et de pouvoir ainsi obtenir une
représentation complète de la solution.
1.6.3 Approximation éléments ﬁnis sur maillage aléatoire
Nous présentons maintenant une seconde approche introduisant une transformation aléatoire entre
un domaine de référence déterministe et le domaine aléatoire Ω(ξ). L'idée est de déﬁnir un espace d'ap-
proximation éléments ﬁnis classique sur ce domaine de référence [Xiu et Tartakovsky 2006, Tartakovsky
et Xiu 2006].
1.6.3.1 Description de la géométrie par une transformation aléatoire
La première étape est d'introduire un domaine déterministe de référence Ω0 ⊂ Rd et de supposer
qu'il existe une transformation continue T (·, ξ) entre Ω0 et la réalisation Ω(ξ) du domaine aléatoire :
T (·, ξ) : x0 ∈ Ω0 7→ x = T (x0, ξ) ∈ Ω(ξ). On note T−1(·, ξ) la transformation inverse. Ainsi, le
domaine de référence Ω0 et la transformation T permettent de décrire le domaine aléatoire Ω. On
suppose que les parties Γi(ξ) de la frontière ∂Ω(ξ) sont les images par la transformation T (·, ξ) des
parties complémentaires Γ0i de ∂Ω0. On note T |i la restriction de T à Γ0i . Dans [Xiu et Tartakovsky
2006], la transformation aléatoire T est construite à partir des solutions des équations suivantes
∆x0T (x
0, ξ) = 0 sur Ω0 ×Θ (1.72)
T (x0, ξ) = gi(x0, ξ) sur Γ0i ×Θ (1.73)
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où ∆x0 désigne le laplacien vectoriel par rapport à x0 et où les gi sont des fonctions connues paramétrant
la frontière aléatoire.
1.6.3.2 Construction de l'espace d'approximation
Aﬁn de déﬁnir l'approximation, on introduit un maillage éléments ﬁnis ﬁxe T0h de domaine de référence
Ω0. Ainsi, on déﬁnit l'espace d'approximation suivant
U0h = {v0(x0) =
N∑
i=1
ϕ0i (x
0)vi, vi ∈ R} (1.74)
où les ϕ0i ∈ U0 = {v ∈ (H1(Ω0))d;v = 0 sur Γ01} sont les fonctions d'interpolation associées au
maillage T0h. L'espace d'approximation U0h étant indépendant des événements élémentaires, il est possible
d'introduire un espace d'approximation sous forme de produit tensoriel : V0h,P ∼= SP ⊗U0h. Un sous-espace
d'approximation Vh,P de V est alors déﬁni par une transformation adaptée des fonctions appartenant à
V0h,P
Vh,P = {v(x, ξ) = v0(T−1(x, ξ), ξ), v0 ∈ V0h,P } (1.75)
= {v(x, ξ) =
N∑
i=1
ϕi(x, ξ)vi(ξ), vi(ξ) ∈ SP }
où ϕi(x, ξ) = ϕ0i (T−1(x, ξ)). L'image de T0h par la transformation T (·, ξ) est un maillage de Ω(ξ), noté
Th(ξ), qui peut être considéré comme un maillage aléatoire. La ﬁgure 1.5 présente l'image K(ξ) ∈ Th(ξ)
d'un élément K0 ∈ T0h par T (·, ξ).
K  (ξ)
K
0 T(.,ξ)
Fig. 1.5  Transformation aléatoire déﬁnie sur un maillage déterministe
1.6.3.3 Déﬁnition et construction de l'approximation
L'approximation uh,P ∈ Vh,P peut s'écrire uh,P = ϕ(x, ξ)u(ξ), avec u(ξ) =
∑
α∈IP uαHα(ξ).
Pour la déﬁnition de l'approximation, on utilise l'approximation de Galerkin qui consiste à résoudre le
problème (1.58). Bien que l'espace d'approximation ne soit pas déﬁni par un produit tensoriel d'espaces,
les coeﬃcients uα ∈ RN sont toujours déﬁnis par le système d'équations (1.60), où les composantes de
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la matrice aléatoire A et du vecteur aléatoire b peuvent être écrites comme des intégrales sur le domaine
de référence. Pour toute fonction f(x, ξ), avec x ∈ Ω(ξ), on note f0(x0, ξ) = f(T (x0, ξ), ξ) la fonction
correspondante déﬁnie sur Ω0 ×Θ. Ainsi, les composantes de A et b s'écrivent
(A(ξ))ij = a(ϕj ,ϕi; ξ) =
∫
Ω0
ε(ϕ0i ) : C
0 : ε(ϕ0j ) J
0 dx0 (1.76)
(b(ξ))i = b(ϕi; ξ) =
∫
Ω0
ϕ0i · f0 J0 dx0 +
∫
Γ02
ϕ0i · F 0 J02 ds0 (1.77)
où J0 et J02 sont respectivement les jacobiens des transformations T et T |2. Dans l'équation (1.76), les
déformations peuvent être écrites
ε(ϕ0j ) =
1
2
(
∂ϕ0j
∂x
+
∂ϕ0j
∂x
T
), avec
∂ϕ0j
∂x
=
∂ϕ0j
∂x0
·
(
∂T
∂x0
)−1
L'aléa sur la géométrie est alors uniquement porté par les transformations T et T |2 et leurs jacobiens.
Cependant, l'intégration des termes de gauche et de droite dans l'équation (1.60) n'est pas aisée et doit
être réalisée avec soin. Elle sera facilitée si l'on dispose d'une représentation stochastique explicite des
transformations aléatoires.
1.6.3.4 Avantages et inconvénients de la méthode
Cette méthode possède donc l'avantage de ne pas demander de remaillage. De plus, elle permet d'ob-
tenir la description complète de la solution stochastique. Cependant quelques inconvénients apparaissent.
Tout d'abord, la construction de la transformation T n'est pas triviale et demande le développement de
techniques numériques dédiées [Thompson et al. 1985, Xiu et Tartakovsky 2006]. Dans [Tartakovsky et
Xiu 2006] on trouve des descriptions analytiques de cette transformation pour un problème de transport
dans un ﬂuide en écoulement (problème d'équations aux dérivées partielles stochastiques parabolique). De
plus, ces méthodes ne permettent pas de traiter des problèmes déﬁnis sur un domaine aléatoire complexe.
Le cas de variables aléatoires avec des plages de variation importantes peut éventuellement conduire à un
problème mal posé (dégénérescence des éléments aléatoires). Enﬁn, l'espace d'approximation n'étant pas
issu d'un produit tensoriel d'espaces, un post-traitement simple du vecteur aléatoire u ne donnera pas
une information physique : par exemple, le calcul de E(u) permet de calculer l'espérance de u0(x0, ξ)
mais pas l'espérance du champ de déplacement physique u(x, ξ) en un point particulier x.
1.6.4 Méthode de perturbation de la géométrie
Dans cette section, la méthode utilisée est basée sur le développement en série de Taylor de la solution
(c.f. section 1.5.3.1). La méthode présentée ici est celle proposée dans [Van den Nieuwenhoﬀ et Coyette
2003]. Les auteurs s'intéressent à l'analyse modale de structures en présence de paramètres d'entrée
incertains. Dans cette étude, ces paramètres incertains sont les paramètres matériau mais également
géométriques. Nous choisissons de présenter cette méthode dans le cadre de notre problème modèle et
non pour un problème de dynamique. La méthode permettant de décrire la géométrie aléatoire est appelée
"approche par dérivée matérielle" (material derivative approach).
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1.6.4.1 Représentation de la géométrie : approche par dérivée matérielle
On considère que l'aléa sur la géométrie est représenté par une seule variable aléatoire ξ dont la
moyenne est notée µξ. L'approche par dérivée matérielle consiste à déﬁnir une relation linéaire entre la
géométrie moyenne notée Ω0 et une réalisation de la géométrie aléatoire Ω(ξ). La transformation T (·, ξ)
utilisée ici est déﬁnie par
x(ξ) = T (x0, ξ) = x0 + (ξ − µξ)w(x0) (1.78)
où w(x0) est un champ de vitesse déterministe. On notera T |i la restriction de T aux parties complé-
mentaires Γ0i de la frontière ∂Ω0.
Pour caractériser la géométrie aléatoire, le point clef est de déﬁnir le champ de vitesse w(x0). Si le
problème possède une géométrie simple et s'il est caractérisé par une seule variable aléatoire (longueur
d'un domaine rectangulaire, rayon d'un cercle, etc.), le champ de vitesse peut être obtenu avec des hypo-
thèses cinématiques élémentaires. Cette méthode n'est cependant plus applicable pour des problèmes à
géométries plus complexes. Le champ w(x0) n'est souvent connu que sur la frontière du domaine. Ainsi,
pour des problèmes où il est nécessaire de connaître le champ de vitesse pour des points intérieurs du
domaine, il faut déterminer w(x0) sur tout le domaine. Pour ce type de problème, les auteurs proposent
de résoudre un problème de statique avec comme conditions aux limites de Dirichlet le champ w(x0).
Cette méthode est équivalente à la construction de la transformation aléatoire donnée par les équations
(1.72) et (1.73). On notera que dans [Van den Nieuwenhoﬀ et Coyette 2003], seul le cas d'une géométrie
simple a été étudié. Avec cette méthode, la paramétrisation de la géométrie n'est pas unique et diﬀérents
champs de vitesse peuvent être utilisés. Ainsi, l'inﬂuence de la représentation de la géométrie peut et doit
être étudiée aﬁn de maîtriser les résultats.
1.6.4.2 Construction de l'approximation
Pour la construction de l'approximation, on utilise ici un développement en série de Taylor à l'ordre
1 (c.f. section 1.5.3.1). Pour déﬁnir l'approximation, on introduit un maillage T0h du domaine moyen Ω0.
L'espace d'approximation est donc identique à celui donné par (1.74). Le problème à résoudre est du type
A(ξ)u(ξ) = b(ξ). Le développement en série de Taylor du premier ordre donne
u(ξ) ≈ u0 + u,ξ(ξ − µξ) (1.79)
A(ξ) ≈ A0 +A,ξ(ξ − µξ) (1.80)
b(ξ) ≈ b0 + b,ξ(ξ − µξ) (1.81)
où u(µξ) = u0, ∂u∂ξ (µξ) = u,ξ, A(µξ) = A0, ∂A∂ξ (µξ) = A,ξ et où b(µξ) = b0, ∂b∂ξ (µξ) = b,ξ . La
résolution du problème nécessite le calcul des termesA0,A,ξ et b0, b,ξ. Ici,A0 et b0 sont respectivement
la matrice et le vecteur éléments ﬁnis classiques associés au problème sur le domaine Ω0 déterministe.
En notant respectivement J0 et J2 les jacobiens des transformations T et T |2, les expressions des
composantes de A et b sont identiques à celles données par les équations (1.76) et (1.77). L'aléa est
alors porté par les déformations et les jacobiens des transformations. Les composantes de la matrice A,ξ
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et du vecteur b,ξ sont alors données par
∂(A(ξ))ij
∂ξ
=
∫
Ω0
(
∂ε(ϕ0i )
∂ξ
: C0 : ε(ϕ0j )J
0 + ε(ϕ0i ) : C
0 :
∂ε(ϕ0j )
∂ξ
J0
+ε(ϕ0i ) : C
0 : ε(ϕ0j )
∂J0
∂ξ
)
dx0 (1.82)
et
∂(b(ξ))i
∂ξ
=
∫
Ω0
ϕ0i · f0
∂J0
∂ξ
dx0 +
∫
Γ02
ϕ0i · F 0
∂J2
∂ξ
ds0 (1.83)
Les termes du développement en u sont alors obtenus en résolvant successivement les systèmes linéaires
donnés par les équations (1.37) et (1.38). La moyenne et la covariance de la solution peuvent ensuite
être déterminées par
µu ≈ u0 (1.84)
Cu ≈ u,ξuT,ξvξ (1.85)
où vξ est la variance de la variable ξ.
1.6.4.3 Avantages et inconvénients de l'approche
L'approche par dérivée matérielle permet donc d'étudier la sensibilité de la réponse d'un problème déﬁni
sur un domaine aléatoire sans avoir à eﬀectuer de remaillage. Cependant plusieurs inconvénients limitent
l'utilisation de cette approche. Tout d'abord, avec le développement en série de Taylor, les variations des
variables aléatoires doivent rester faibles. De plus la paramétrisation de la géométrie aléatoire peut poser
des problèmes dans le cas de géométries complexes.
1.6.5 Approche avec reformulation sur un domaine ﬁctif
La dernière approche que nous allons détailler est basée sur une reformulation du problème sur un
domaine ﬁctif déterministe. Cette approche est une extension au cadre stochastique de la méthode des
domaines ﬁctifs [Glowinski et al. 1994]. Elle a été proposée dans [Canuto et Kozubek 2007]. On notera
que la formulation utilisée est très similaire à celle de l'approche proposée dans ce mémoire (c.f. chapitre
2). Ces travaux sont parus en parallèle de la méthode développée dans le cadre de cette thèse.
1.6.5.1 Reformulation du problème sur un domaine ﬁctif
On introduit un domaine ﬁctif B tel que toutes les réalisations du domaine Ω(ξ) soient incluses dans
B. Les auteurs s'intéressent à un problème de Dirichlet. Pour la prise en compte des conditions aux
limites sur une frontière aléatoire, les auteurs utilisent une formulation mixte pour laquelle on introduit
un multiplicateur de Lagrange p sur la frontière Γ(ξ) = ∂Ω(ξ) du domaine Ω(ξ). Le problème est le
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suivant : trouver u ∈ S⊗ (H1(B))d et p ∈ Q tels que ∀v ∈ S⊗ (H1(B))d et ∀q ∈ Q,{
A(u,v) +G(v,p) = L(v)
G(u, q) = 0
(1.86)
avec
A(u,v) =
∫
Θ
a(u,v;x)dPξ(x) =
∫
Θ
∫
B
ε(v) : C : ε(u) dxdPξ(x) (1.87)
G(u, q) =
∫
Θ
g(u, q;x)dPξ(x) =
∫
Θ
∫
Γ(x)
q · u dsdPξ(x) (1.88)
et où l'espace Q est déﬁni par
Q = {p : ξ 7→ p(·, ξ) ∈ H−1/2(Γ(ξ));
∫
Θ
‖p(·,x)‖2
H−1/2(Γ(x)) dPξ(x) <∞} (1.89)
Le problème vient de l'espace Q qui n'est pas formé par un produit tensoriel d'espaces. La construction
de l'espace d'approximation Q n'est donc pas triviale.
1.6.5.2 Déﬁnition de l'approximation
On s'intéresse tout d'abord à la construction de l'espace d'approximation Uh,P ⊂ U pour l'approxi-
mation du champ de déplacements uh,P . Au niveau spatial, on introduit pour cela un maillage Th du
domaine de référence B et on utilise un espace d'approximation Uh ⊂ U. Au niveau stochastique, on
introduit un espace d'approximation SP ∈ S du même type que celui déﬁni dans l'équation (1.22). Dans
[Canuto et Kozubek 2007], les auteurs proposent d'utiliser les polynômes de Lagrange pour la base de
fonction {Hα}α∈IP et de choisir l'ensemble des polynômes de degré 6 p pour chaque variable stochas-
tique (tensorisation pleine d'espaces d'approximation uni-dimensionnels). L'utilisation de ce type de base,
très riche, n'est alors envisageable que pour une faible dimension stochastique, sans quoi, les coûts de
calculs seraient prohibitifs. Le champ de déplacement approché uh,P sera alors cherché dans l'espace
d'approximation Vh,P déﬁni par
Vh,P = SP ⊗ Uh ⊂ S⊗ (H1(B))d (1.90)
On doit ensuite déﬁnir un espace d'approximation QH,P ⊂ Q adapté pour le multiplicateur de Lagrange
p. Pour cela, on utilise un nouveau domaine déterministe de référence B0 de frontière Γ0 et on déﬁnit
une transformation T (·, ξ) entre la frontière Γ0 et la réalisation Γ(ξ) telle que T (·, ξ) : s0 ∈ Γ0 7→
s = T (s0, ξ) ∈ Γ(ξ). La frontière de référence Γ0 et la transformation T permettent alors de décrire la
frontière aléatoire Γ(ξ). En introduisant un maillage éléments ﬁnis de la frontière Γ0, on déﬁnit un espace
d'approximation au niveau spatial M0H ⊂ H1/2(Γ0). On peut alors déﬁnir l'espace d'approximation Q0H,P
tel que
Q0H,P = SP ⊗M0H ⊂ Q0 = S⊗H−1/2(Γ0) (1.91)
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Ce nouvel espace nous permet alors de déﬁnir l'espace d'approximation QH,P pour le multiplicateur de
Lagrange p
QH,P = {p ∈ Q ;p0 ∈ Q0H,P } (1.92)
où p0 est déﬁni à partir de p de la manière suivante : ∀v0 ∈ H1/2(Γ0)∫
Θ
∫
Γ0
p0(s0,x) · v0(s0,x)ds0dPξ(x) =
∫
Θ
∫
Γ(x)
p(s,x) · v0(T−1(s,x),x)dsdPξ(x) (1.93)
L'approximation de Galerkin, qui consiste à injecter l'espace d'approximation dans la formulation faible
(1.86) vériﬁe : (uh,P ,pH,P ) ∈ Vh,P ⊗ QH,P{
A(uh,P ,vh,P ) +G(vh,P ,pH,P ) = L(vh,P )
G(uh,P , qH,P ) = 0
(1.94)
Le problème (1.94) est alors résolu en utilisant une méthode de collocation [Mathelin et al. 2005, Babuska
et al. 2007] consistant à approcher les formes bilinéaires A et G par une formule de quadrature :
GP (u,v) =
∑
α∈IP
ωαg(v(ξα), q(ξα); ξα) (1.95)
où les (ξα, ωα)α∈IP sont les points et poids d'intégration. Les ξα correspondent ici aux points d'interpola-
tion déﬁnissant la base des polynômes de Lagrange {Hα}α∈IP . On notera qu'ici, AP coincide avec A sur
le sous-espace VP = SP ⊗ U étant donné que a(·, ·; ξ) = a(·, ·) est déterministe et que
∑
α∈IP ωα = 1.
Finalement, la méthode de collocation revient à résoudre un nombre ﬁni de problèmes déterministes dé-
ﬁnis sur un domaine ﬁctif ayant comme solutions les valeurs d'interpolation u(ξα) et p(ξα). En cela,
la méthode est similaire à une approche non-intrusive puisqu'elle ne demande pas de modiﬁcations du
code utilisé pour résoudre les problèmes déterministes par la méthode des domaines ﬁctifs. Ce caractère
non-intrusif est dû à l'utilisation de la méthode de collocation.
1.6.5.3 Avantages et inconvénients de l'approche
L'approche par reformulation sur un domaine ﬁctif ne demande pas de remaillage. De plus, elle permet
d'obtenir une description complète de la solution stochastique. Cependant, la transformation T , nécessaire
à la déﬁnition de l'espace d'approximation du multiplicateur, peut être diﬃcile à déterminer, surtout pour
des géométries complexes.
Cette méthode, très récente, mérite toutefois une attention particulière et apparaît comme une approche
concurrente de la méthode X-SFEM utilisée et présentée dans ce mémoire.
1.7 Conclusion
Dans ce chapitre, nous avons exposé quelques méthodes probabilistes pour l'introduction d'incerti-
tudes dans le calcul de structures. Nous avons notamment présenté les approches spectrales basées sur
le chaos polynomial et ses généralisations. L'intérêt des approches spectrales est qu'elles conduisent à
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une description complète de la solution, explicite en fonction des variables aléatoires de base. Les post-
traitements de la solution obtenue sont alors simples et rapides (permettant notamment une analyse de
ﬁabilité à moindre coût). Avec une approximation stochastique basée sur le chaos polynomial, nous avons
vu qu'il existait plusieurs méthodes de déﬁnition de l'approximation. Ces méthodes peuvent être classées
en deux catégories : les approches non intrusives et intrusives, possédant chacune leurs avantages et leurs
inconvénients.
Toutes ces méthodes sont bien adaptées lorsque l'aléa porte sur les propriétés matérielles ou sur les char-
gements, mais restent diﬃcilement utilisables si la géométrie est également aléatoire. Nous avons présenté
quelques méthodes, issues de la littérature, tentant de résoudre ce type de problème. Les plus récentes
d'entre elles tentent de s'aﬀranchir des problèmes de remaillages en se ramenant à un problème déﬁni sur
un domaine déterministe. Cette idée semble très pertinente mais sa mise en oeuvre reste très délicate,
spécialement pour des géométries aléatoires complexes.
Dans ce travail, nous proposons une nouvelle stratégie de calcul permettant de prendre en compte les incer-
titudes géométriques d'une structure. Cette méthode baptisée "méthode des éléments ﬁnis stochastiques
étendus" (X-SFEM) est une extension de la méthode X-FEM [Moës et al. 1999] au cadre stochastique.
Cette méthode évite également les problèmes de remaillage et permet la gestion de géométries complexes.
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Méthode des éléments ﬁnis stochastiques étendus pour les problèmes de formes aléatoires
2.1 Introduction
Ce chapitre introduit la méthode éléments ﬁnis stochastiques étendus (X-SFEM) pour des problèmes
de formes aléatoires [Nouy et al. 2007 - 2008]. Cette méthode est une extension au cadre stochastique de
la méthode éléments ﬁnis étendus X-FEM [Moës et al. 1999, Dolbow et al. 2000] initialement proposée
pour résoudre des problèmes d'évolution de ﬁssure et s'aﬀranchir des problèmes de remaillage. En eﬀet,
l'utilisation d'une approche éléments ﬁnis classique pour certains problèmes industriels reste diﬃcile pour
des raisons de gestion de maillage devant respecter les surfaces physiques du problème telles que des
ﬁssures ou des interfaces matérielles. Avec la méthode X-FEM, le positionnement des surfaces physiques
peut se faire de manière simple grace à la technique des "level sets" [Sethian 1999]. Selon la nature du
problème, l'approximation éléments ﬁnis peut alors être enrichie aﬁn de pouvoir représenter des modes
discontinus ou à dérivées discontinues à travers les surfaces. La technique de la partition de l'unité est
alors utilisée pour la construction des espaces d'approximation [Melenk et Babuska 1996]. Depuis que
cette méthode a été proposée, de nombreuses équipes de recherche travaillent à son développement aﬁn
de l'appliquer à de nombreux domaines tels que la mécanique de la rupture non linéaire [Legrain et al.
2005], la corrélation d'image [Rethoré et al. 2007], l'optimisation de formes de structures [Miegroet et al.
2005] et d'autres encore.
L'intérêt d'étendre la méthode X-FEM au cadre stochastique vient de la possibilité d'utiliser un maillage
qui n'est pas conforme à la géométrie de la structure. On comprend alors qu'elle peut être avantageuse si
on cherche à résoudre un problème déﬁni sur un domaine aléatoire. Grace à l'utilisation de la technique
des level sets, qui deviennent des fonctions aléatoires dans X-SFEM, il est alors possible de travailler sur
un domaine déterministe ﬁxe. La déﬁnition des espaces d'approximation est alors simpliﬁée.
Dans ce chapitre, après une première section dédiée à la méthode déterministe X-FEM, nous présenterons
dans un premier temps la formulation du problème sur un domaine déterministe ainsi que la déﬁnition des
espaces de travail associés. On s'intéressera ensuite à la méthode des level sets aléatoires permettant de
représenter la géométrie du problème. Nous présenterons deux manières diﬀérentes de déﬁnir l'approxi-
mation : une méthode de projection couplée à une approche déterministe X-FEM et une approximation
de Galerkin. On se focalisera principalement sur cette seconde méthode et on montrera pourquoi l'in-
tégration au niveau stochastique doit être réalisée avec soin. Enﬁn, plusieurs exemples numériques nous
permettront de montrer la qualité de la solution X-SFEM en comparant ses résultats avec des méthodes
classiques.
2.2 La méthode éléments ﬁnis étendus déterministe
Cette première section est dédiée à l'exposé des principes de base de la méthode déterministe X-FEM.
On présente la méthode dans le cadre de notre problème de référence en élasticité linéaire (c.f. section
1.3). On notera que la méthode X-FEM est généralement présentée pour des problèmes de ﬁssuration
ou de matériaux hétérogènes pour lesquels un enrichissement de l'espace d'approximation, basé sur la
partition de l'unité, est utilisé. Cet enrichissement est considéré comme le point clef de la méthode X-
FEM mais il n'a aucun intérêt si la solution du problème est régulière sur le domaine. Le point important
que nous utilisons dans X-SFEM, pour la résolution des problèmes de formes aléatoires, est l'utilisation
d'un domaine de référence non conforme à la géométrie de la structure, et la représentation implicite
de cette géométrie avec la technique des level sets. La méthode X-FEM que nous présentons est donc
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simpliﬁée puisqu'une approximation éléments ﬁnis classique au niveau spatial est ici suﬃsante. La question
de l'enrichissement sera étudiée dans le chapitre suivant.
2.2.1 Formulation du problème X-FEM
L'idée directrice de la méthode X-FEM est de s'aﬀranchir des remaillages. Pour cela, on propose de
ne pas mailler la surface physique de la structure. On introduit alors un domaine ﬁxe, noté B, contenant
la géométrie de la structure étudiée et sur lequel on déﬁnit l'espace fonctionnel U suivant
U = {v ∈ (H1(B))d;v = 0 sur Γ1} (2.1)
La forme faible du problème (1.7) s'écrit alors : trouver u ∈ U tel que
a(u,v) = b(v) ∀v ∈ U (2.2)
où la forme bilinéaire a et la forme linéaire b sont classiquement déﬁnies par
a(u,v) =
∫
Ω
ε(v) : C : ε(u)dx (2.3)
b(v) =
∫
Ω
f · vdx+
∫
Γ2
F · vds (2.4)
La déﬁnition du problème sur le domaine de référence B nécessite de savoir si un point de B appartient
ou non au domaine Ω. On introduit pour cela une fonction indicatrice notée IΩ(x) déﬁnie sur B par
IΩ(x) =
{
1 si x ∈ Ω
0 si x ∈ B \ Ω (2.5)
Avec cette fonction indicatrice, les formes bilinéaire et linéaire peuvent s'écrire
a(u,v) =
∫
B
ε(v) : C : ε(u) IΩ dx (2.6)
b(v) =
∫
B
f · vIΩdx+
∫
Γ2
F · vds (2.7)
Il nous faut alors caractériser la fonction indicatrice du domaine Ω. Pour cela, on utilise la méthode des
level sets [Sethian 1999] décrite dans la section suivante.
2.2.2 Représentation de la géométrie par la méthode des level sets
Déﬁnition des level sets : le principe de la représentation de la géométrie dans X-FEM réside dans une
représentation implicite de la frontière de Ω. Pour cela, on utilise la méthode des level sets qui consiste
à représenter cette hyper-surface Γ de Rd par l'iso-zéro d'une fonction φ appelée level set ou fonction de
niveau telle que
Γ = {x ∈ Rd;φ(x) = 0} (2.8)
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La fonction distance signée entre un point du domaine et l'hyper-surface est souvent utilisée comme
fonction level set : φ(x) = ±dist(x,Γ). Par convention, on considère que les valeurs de φ(x) sont
négatives dans le domaine Ω et positives dans le domaine complémentaire B \ Ω. L'hyper-surface à
B
Ω
Fig. 2.1  Level set φ(x) dont l'iso-zéro représente la frontière du domaine Ω.
représenter peut être la frontière complète ∂Ω du domaine Ω (c.f. ﬁgure 2.1) ou seulement une partie de
sa frontière. Le domaine Ω et sa frontière ∂Ω peuvent alors être caractérisés par
Ω = {x ∈ B;φ(x) < 0} (2.9)
∂Ω = {x ∈ B;φ(x) = 0} ∪ {x ∈ ∂B;φ(x) < 0} (2.10)
La fonction indicatrice du domaine, déﬁnie par (2.5) se réécrit ainsi en fonction de la level set
IΩ(x) = H(−φ(x)) (2.11)
où H : R 7→ {0, 1} est la fonction Heaviside déﬁnie par
H(y) =
{
1 si y > 0
0 si y 6 0 (2.12)
Construction des level sets : Il existe des expressions explicites des levels sets pour certaines formes
particulières [Sukumar et al. 2001] telles que des hyper-plans, des cercles ou des polygones. De plus, dans
le cadre de la technique des level sets, une façon simple d'obtenir des formes plus complexes consiste
à utiliser des opérations booléennes classiques sur des domaines de base. On considère Ω1 et Ω2 deux
domaines caractérisés respectivement par deux level sets φ1 et φ2. On peut alors déﬁnir un autre domaine
Ω caractérisé par une level set φ à partir d'opérations booléennes sur Ω1 et Ω2. Voici quelques unes de
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ces opérations classiques et les manipulations associées sur les level sets
union : Ω = Ω1 ∪ Ω2, φ(x) = min{φ1(x), φ2(x)}
intersection : Ω = Ω1 ∩ Ω2, φ(x) = max{φ1(x), φ2(x)}
complément : Ω = Ωc1, φ(x) = −φ1(x)
(2.13)
Discrétisation des level sets : en pratique, la fonction level set est calculée aux noeuds d'un maillage
éléments ﬁnis de B et interpolée entre les noeuds par les fonctions d'interpolations éléments ﬁnis classiques
φ(x) =
∑
i∈I
ϕi(x)φi (2.14)
où {ϕi(x)}i∈I est l'ensemble des fonctions d'interpolation éléments ﬁnis associées aux noeuds {xi}i∈I
du maillage de B et où les φi sont les valeurs nodales de la fonction level set. En dimension 2, si on
utilise une approximation linéaire de φ, la frontière sera donc linéaire par morceaux. Pour des éléments
ﬁnis triangles, l'iso-zéro de la level set est donc représenté par un ensemble de segments de droite associés
à chaque triangle. Un exemple d'interpolation de la fonction level set est donné sur la ﬁgure 2.2.
Fig. 2.2  Exemple d'interpolation d'une fonction level set décrivant un cercle.
2.2.3 Déﬁnition de l'approximation
On peut maintenant s'intéresser à la déﬁnition de l'approximation. On considère par la suite que la
partie de la frontière Γ1, sur laquelle sont imposées les conditions aux limites de Dirichlet, appartient à la
frontière du domaine spatial ∂B. On peut alors utiliser un espace d'approximation Uh ⊂ U. On introduit
pour cela un maillage éléments ﬁnis du domaine B noté Th et une base d'approximation éléments ﬁnis
{ϕi}Ni=1 dans U associée au maillage Th où N désigne le nombre de fonctions d'interpolation. L'espace
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d'approximation peut alors s'écrire
Uh = {v(x) =
N∑
i=1
ϕi(x)vi = ϕ(x)v, v ∈ RN} (2.15)
La ﬁgure 2.3 donne un exemple de maillage utilisé dans X-FEM pour le problème de la plaque trouée et
une comparaison avec un maillage éléments ﬁnis conforme.
Le problème à résoudre est construit avec une approximation de Galerkin classique, consistant à trouver
uh ∈ Uh tel que
a(uh,vh) = b(vh) ∀vh ∈ Uh (2.16)
L'équation (2.16) est équivalente au système linéaire suivant
Au = b (2.17)
où A est la matrice de rigidité, u le vecteur des degrés de liberté et b le vecteur des chargements. On
notera que les degrés de liberté associés aux noeuds dont le support n'intersecte pas Ω sont arbitraire-
ment ﬁxés à zéro. En eﬀet, la partie de la solution correspondant à ces degrés de liberté n'a pas de sens
physique. La matrice de rigidité A et le vecteur b sont obtenus par assemblage des quantités élémentaires
AK et bK associées à l'élément ﬁni K ∈ Th. Le calcul de ces quantités nécessite un soin particulier pour
les éléments coupés par l'iso-zéro de la fonction level set. Deux méthodes d'intégration sont proposées
dans la section 2.8.2.1.
On notera que la question de l'enrichissement de l'espace d'approximation sera présentée au chapitre
suivant dans la section 3.4 pour des problèmes d'interface matérielle. En eﬀet, les solutions de ce type de
problème n'étant pas régulières, l'utilisation d'un espace enrichi est nécessaire pour obtenir une solution de
qualité et retrouver des taux de convergence similaires à ceux obtenus avec une méthode FEM associée
à un maillage conforme. Suite à cette présentation simpliﬁée de la méthode X-FEM, nous pouvons
maintenant nous intéresser à son extension au cadre stochastique pour les problèmes de formes aléatoires.
2.3 Reformulation du problème sur un domaine déterministe
La première étape de la méthode consiste à introduire un domaine spatial déterministe B contenant
toutes les réalisations possibles du domaine aléatoire Ω(ξ), i.e.
⋃
ξ∈ΘΩ(ξ) ⊂ B. Une illustration est
présentée sur la ﬁgure 2.4.
Le problème doit alors être reformulé sur ce domaine déterministe B. L'idée est de prolonger les
fonctions de l'espace V sur B×Θ. Travailler sur le domaine spatial B facilite la construction des espaces
d'approximation spatial et stochastique. Ils sont alors indépendants de la géométrie aléatoire du problème.
Nous introduisons tout d'abord l'espace fonctionnel U(ξ) tel que
U(ξ) = {v ∈ (H1(B))d;v = 0 sur Γ1(ξ)} (2.18)
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Ω
Γ
maillage FEM maillage X-FEM
    iso-zéro de la fonction level set
Fig. 2.3  Exemple de maillage conforme FEM et non conforme X-FEM pour un problème de plaque
trouée.
Le prolongement de la solution stochastique u sera alors cherché dans l'espace fonctionnel suivant
V = {v : ξ ∈ Θ→ v(·, ξ) ∈ U(ξ);
∫
Θ
‖v(·,x)‖2
U(x)
dPξ(x) <∞} := L2(Θ, dPξ;U) (2.19)
Le problème stochastique (1.70) peut maintenant être reformulé de manière équivalente : trouver u ∈ V
tel que :
A(u,v) = L(v) ∀v ∈ V (2.20)
où
A(u,v) =
∫
Θ
a(u,v;x) dPξ(x) := E(a(u,v; ξ))
L(v) =
∫
Θ
b(v; ξ) dPξ(x) := E(b(v; ξ))
On appelle partie physique de la solution u ∈ V la restriction u|P de u au sous-ensemble physique P de
B ×Θ, déﬁni par :
P = {(x, ξ) ∈ B ×Θ;x ∈ Ω(ξ)} (2.21)
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B
Ω(ξ)
Fig. 2.4  Domaine déterministe B contenant toutes les réalisations du domaine aléatoire Ω(ξ).
La partie non-physique de la solution u ∈ V est la restriction de u au sous-ensemble complémentaire de
P, noté Pc :
Pc = {(x, ξ) ∈ B ×Θ;x /∈ Ω(ξ)} (2.22)
P et Pc seront respectivement appelés domaine physique et domaine non-physique par la suite. Aﬁn de
diﬀérencier les deux parties de la solution, on introduit la fonction indicatrice de P notée IP(x, ξ). Cette
fonction est déﬁnie sur B ×Θ par
IP(x, ξ) =
{
1 si (x, ξ) ∈ P
0 sinon := IΩ(ξ)(x) (2.23)
où IΩ(ξ)(x) est la fonction indicatrice classique du domaine spatial Ω(ξ). La forme bilinéaire A et la
forme linéaire L peuvent alors être réécrites
A(u,v) =
∫
Θ
∫
B
ε(v) : C : ε(u) IP dx dPξ(x) (2.24)
L(v) =
∫
Θ
∫
B
v · f IP dx dPξ(x) +
∫
Θ
∫
Γ2(ξ)
v · F ds dPξ(x) (2.25)
La forme bilinéaire A est bornée mais seulement semi-coercive sur V. Le noyau de l'application v →
A(v,v) est constitué de l'ensemble des fonctions dont le support est inclus dans le domaine non-physique
Pc. Le problème (2.20) possède une inﬁnité de solutions qui diﬀèrent l'une de l'autre par les fonctions
appartenant à ce noyau. Pour le montrer, considérons u1 et u2 deux solutions du problème (2.20) et
w = u1 − u2 ∈ V. Nous avons A(w,w) = 0. Ainsi, ε(w) : C : ε(w)IP = 0 presque sûrement sur
B×Θ. Nous obtenons alors que ε(w) = 0 presque sûrement sur P et donc que w = 0 presque sûrement
sur P également. La partie physique u|P de la solution est alors unique ce qui est fondamental puisque
c'est évidemment cette partie qui est recherchée.
Remarque 2.1 Considérons un point x ∈ B tel que 0 < Pξ(x ∈ Ω(ξ)) < 1, la quantité u(x, ξ) n'aura
de sens que pour les réalisations Ω(ξ) incluant x. En terme de post-traitement, certaines quantités d'inté-
rêt déﬁnies sur une telle zone devront être traitées avec précaution (moyenne d'un déplacement, maximum
des contraintes).
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D'après les équations (2.24) et (2.25), la forme bilinéaire A et la forme linéaire L font intervenir la
fonction IP. On s'intéresse dans la section suivante à la caractérisation de cette fonction indicatrice. Pour
cela, nous utilisons la technique des level-sets dans un un cadre aléatoire. Cette méthode est décrite dans
la section suivante.
2.4 Représentation de la géométrie aléatoire par la technique des
level sets aléatoires
2.4.1 Level sets aléatoires
La méthode des level sets, présentée dans la section 2.2 peut facilement être étendue au cadre
aléatoire. Dans ce cas, l'hyper-surface Γ(ξ) à représenter est aléatoire et on utilise naturellement une
fonction level set φ(x, ξ) aléatoire telle que
Γ(ξ) = {x ∈ Rd;φ(x, ξ) = 0} (2.26)
Toutes les déﬁnitions liées aux level sets données dans la section 2.2 sont alors simplement transposables
au cadre stochastique en remplaçant Ω par Ω(ξ) et φ(x) par φ(x, ξ). La fonction indicatrice nécessaire
à la reformulation du problème s'écrit alors
IP(x, ξ) = IΩ(ξ)(x) = H(−φ(x, ξ)) (2.27)
où H est la fonction Heaviside déﬁnie dans l'équation (2.12).
Aﬁn de pouvoir imposer des conditions aux limites, il est nécessaire de décrire les parties aléatoires
de la frontière ∂Ω(ξ). Cette description est également simpliﬁée en utilisant la technique des level sets.
Montrons, par exemple, comment on peut décrire la frontière Γ2(ξ) où des eﬀorts de surface sont appliqués
et comment on peut déﬁnir les intégrales à calculer sur Γ2(ξ). On peut distinguer deux premiers cas de
ﬁgure importants :
• Γ2 = {x ∈ B;φ = 0} :
∫
Γ2(ξ)
f ds =
∫
B
fδ(φ(x, ξ)) dx (2.28)
• Γ2 = {x ∈ ∂2B;φ < 0} :
∫
Γ2(ξ)
f ds =
∫
∂2B
fH(−φ(x, ξ)) ds (2.29)
Dans l'équation (2.28), Γ2 est l'iso-zéro de la level set φ et δ la fonction de Dirac. Dans l'équation
(2.29), Γ2 = ∂2B ∩Ω, où ∂2B est une partie déterministe de la frontière ∂B. A l'évidence, ces deux cas
de ﬁgure ne couvrent pas toutes les possibilités. Par exemple, un traitement spéciﬁque est nécessaire si
Γ2 est uniquement incluse dans les hyper-surfaces décrites par les équations (2.28) et (2.29). Un choix
possible consiste à introduire une level set auxiliaire φ˜ dont l'iso-zéro permet de caractériser la frontière
de l'hyper-surface. Si on considère que, par convention, les valeurs de la level set φ˜ sont négatives sur
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Γ2, on obtient deux autres cas de ﬁgure :
• Γ2 = {x ∈ B;φ = 0; φ˜ < 0} :
∫
Γ2(ξ)
f ds =
∫
B
fH(−φ˜(x, ξ))δ(φ(x, ξ)) dx (2.30)
• Γ2 = {x ∈ ∂2B;φ < 0; φ˜ < 0} :
∫
Γ2(ξ)
f ds =
∫
∂2B
fH(−φ(x, ξ))H(−φ˜(x, ξ)) ds
(2.31)
La ﬁgure 2.5 illustre le cas de ﬁgure donné par l'équation (2.30).
Γ2
Fig. 2.5  Level-set φ˜(·, ξ) dont l'iso-zéro sur ∂Ω(ξ) représente la frontière de l'hyper-surface Γ2(ξ)
2.4.2 Construction des level sets aléatoires
Les expressions explicites des level sets utilisées dans un cadre déterministe sont également utilisable
dans un cadre aléatoire. Les paramètres de ces level sets deviennent alors des variables aléatoires (e.g. les
coordonnées du centre et le rayon d'un cercle). De plus la manipulation de level sets, caractérisant des
domaines basiques, avec des opérations booléennes reste tout à fait possible dans un cadre aléatoire (c.f.
équation (2.13)).
Dans la suite, nous considérons que les fonctions level sets sont obtenues avec les techniques précédentes
et que la caractérisation probabiliste de ces level sets est donnée. Dans un cadre plus général, il sera
essentiel de disposer d'une méthode d'identiﬁcation de level sets aléatoires. Ainsi, on pourra représenter
des formes aléatoires générales plus complexes.
2.4.3 Discrétisation des level sets
En pratique, une level set aléatoire est également approximée au niveau spatial en introduisant un
maillage éléments ﬁnis du domaine B
φ(x, ξ) =
∑
i∈I
ϕi(x)φi(ξ) (2.32)
où les φi(ξ) sont les valeurs nodales de la level set aléatoire qui sont des variables aléatoires. Dans ces
travaux, seules des fonctions d'interpolations linéaires ont été utilisées. L'iso-zéro des level sets approxi-
mées est alors continue et linéaire par morceaux. Ainsi, la géométrie approchée est linéaire par morceaux.
L'aléa sur la géométrie est complètement contenu dans les level sets aléatoires. Dans certains cas, une
expression simple et explicite de la level set en fonction de ξ peut exister. Cependant, une approximation
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au niveau stochastique de la fonction level set s'avère plus pratique du point de vue numérique. Dans la
suite, pour tous les exemples, on décomposera donc la level set sur une base stochastique appropriée :
φ(x, ξ) =
∑
i∈I
∑
α
ϕi(x)φi,αHα(ξ) (2.33)
où les φi,α sont les coeﬃcients de la décomposition permettant de caractériser complètement la géométrie
aléatoire approchée. Ainsi, on pourra rapidement évaluer les réalisations de la level set aléatoire nécessaires
au calcul de la matrice de rigidité et du second membre (voir section 2.8). La base de fonctions {Hα}
choisie peut être la même que celle utilisée pour la solution approchée. Cependant, on devra s'assurer
qu'elle permet de bien représenter la géométrie.
2.5 Déﬁnition des espaces d'approximation
Dans toute la suite, on considère que la partie de la frontière Γ1 est déterministe et qu'elle appartient
à la frontière du domaine spatial ∂B (c.f. ﬁgure 2.6). La première condition permet à V d'avoir une
structure produit tensoriel
V = L2(Θ, dPξ;U) ∼= L2(Θ, dPξ)⊗ U (2.34)
La seconde condition rend classique la construction d'un sous-espace éléments ﬁnis de U qui satisfait les
conditions aux limites de Dirichlet. On note Th un maillage éléments ﬁnis du domaine spatial B et {ϕi}Ni=1
B
Ω(ξ)
Γ1
Fig. 2.6  Cas d'une frontière déterministe Γ1 ⊂ ∂B
une base d'approximation éléments ﬁnis dans U associée au maillage Th. L'espace d'approximation au
niveau spatial peut alors être écrit
Uh = {v(x) =
N∑
i=1
ϕi(x)vi = ϕ(x)v, v ∈ RN} (2.35)
Un espace d'approximation semi-discrétisé en espace Vh ⊂ V peut alors être déﬁni comme suit
Vh = S⊗ Uh = {v(x, ξ) = ϕ(x)v(ξ), v ∈ S⊗ RN} (2.36)
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Au niveau stochastique, on introduit un espace d'approximation SP ⊂ S. Finalement, comme dans
l'équation (1.23), on introduit l'espace d'approximation de V, discrétisé au niveau spatial et stochastique
Vh,P = SP ⊗ Uh = {v(x, ξ) = ϕ(x)v(ξ), v ∈ SP ⊗ RN}. (2.37)
L'espace Vh,P engendré est alors le produit tensoriel des espaces d'approximation au niveau stochastique
SP et au niveau spatial Uh. Pour la déﬁnition de l'approximation, on utilise de manière privilégiée une
approche de Galerkin. Nous étudierons également une méthode de projection (c.f. section 1.5.4.2) couplée
à un code éléments ﬁnis déterministe X-FEM. A partir des exemples numériques, on pourra alors comparer
la qualité de chaque approximation.
Remarque 2.2 Discussion sur les conditions aux limites : Dans le cas où seules des conditions aux
limites de Neumann sont appliquées (Γ1 = ∅), V = L2(Θ, dPξ; (H1(B))d) possède une structure produit
tensoriel, i.e. V ∼= L2(Θ, dPξ)⊗ (H1(B))d. Une approximation classique par produit tensoriel peut alors
être facilement construite.
Dans le cas où des conditions aux limites de Dirichlet sont appliquées sur la partie aléatoire de la
frontière Γ1, V n'a plus une structure produit tensoriel. Une reformulation du problème doit alors être
introduite si on souhaite travailler, pour le champ de déplacement, dans un espace fonctionnel construit à
partir d'un produit tensoriel et ainsi faciliter la construction de l'espace d'approximation. Dans ce cas, on
pourra, par exemple, introduire un multiplicateur de Lagrange p sur Γ1 aﬁn d'imposer les conditions aux
limites de Dirichlet au sens faible. Le problème peut être reformulé comme suit : trouver u ∈ S⊗(H1(B))d
et p ∈ Q tels que ∀v ∈ S⊗ (H1(B))d et ∀q ∈ Q,
A(u,v) +
∫
Θ
∫
Γ1(ξ)
p · v ds dPξ(x) = L(v) (2.38)∫
Θ
∫
Γ1(ξ)
q · u ds dPξ(x) = 0 (2.39)
L'espace fonctionnel Q pour le multiplicateur de Lagrange est déﬁni par
Q = {p : ξ 7→ p(·, ξ) ∈ H−1/2(Γ1(ξ));
∫
Θ
‖p(·,x)‖2
H−1/2(Γ1(x)) dPξ(x) <∞} (2.40)
Bien que la construction d'un espace d'approximation pour le champ de déplacement soit simpliﬁée, on
doit prendre un soin particulier pour le choix de l'espace d'approximation de Q aﬁn de satisfaire à la
condition inf-sup [Brezzi 1974]. Une construction possible, proposée dans [Canuto et Kozubek 2007], est
rappelée dans la section 1.6.5. Dans le cas où Γ1 est déterministe, l'espace Q ∼= S⊗H−1/2(Γ1) possède
une structure produit tensoriel. La construction des espaces d'approximation peut alors être faite indépen-
damment au niveau spatial et au niveau stochastique. Ceci permet d'utiliser les travaux déjà réalisés dans
le cadre déterministe pour obtenir une bonne construction des sous-espaces d'approximation de (H1(B))d
et H−1/2(Γ1). Par exemple, on pourra utiliser la méthodologie proposée dans [Moës et al. 2006]. On peut
également envisager d'utiliser d'autres méthodes telles que la méthode de pénalité [Babuska 1973] ou la
méthode de Nitsche [Nitsche 1971], évitant ainsi l'introduction du multiplicateur de Lagrange.
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2.6 Approximation de Galerkin
L'approximation de Galerkin uh,P ∈ Vh,P est déﬁnie par
A(uh,P ,vh,P ) = L(vh,P ) ∀vh,P ∈ Vh,P , (2.41)
L'equation (2.41) est équivalente au système d'équations suivant∑
α∈IP
E(HβAHα)uα = E(bHβ) ∀β ∈ IP (2.42)
Les aspects numériques liés à la résolution du problème (2.42) seront détaillés dans la section 2.8. Nous
montrons maintenant que l'approximation de Galerkin peut être dite optimale dans un certain sens.
Comme la forme bilinéaire A est symétrique, continue et coercive sur V, elle déﬁnit un produit scalaire
dans V. Ce dernier est déﬁni ∀u,v ∈ V par
¿ u,v ÀA= A(u,v) (2.43)
On note ‖ · ‖A la norme associée à ce produit scalaire. Par prolongement, ¿ , ÀA (respectivement
‖ · ‖A) déﬁnit un pseudo-produit scalaire (respectivement une pseudo-norme) dans V. On note u ∈ V une
solution du problème (2.20). Ainsi, l'approximation de Galerkin uh,P est l'approximation optimale de u
dans Vh,P au sens de la semi-norme ‖ · ‖A
‖uh,P − u‖A = min
vh,P∈Vh,P
‖vh,P − u‖A (2.44)
L'équation (2.44) peut également être interprétée comme suit : uh,P est la projection de u sur V au sens
du produit scalaire ¿ , ÀA. Le pseudo-produit scalaire ne donne pas de poids à la partie non-physique
de la solution ce qui peut également être interprété comme : la partie physique de la solution approchée
uh,P |P est la projection de la solution physique exacte u|P par rapport au produit scalaire¿ , ÀA sur V.
Les exemples permettront de montrer que l'approximation de Galerkin conduit à des solutions de qualité
au regard des solutions physiques exactes.
2.7 Exemple d'approche de projection basée sur la méthode X-FEM
(P-X-FEM)
Il est évidemment possible, dans le cadre de la méthode X-SFEM, d'utiliser des méthodes alternatives à
l'approche de Galerkin pour déﬁnir l'approximation. Toutes les méthodes de calcul, classiques dans le cadre
des éléments ﬁnis stochastiques, peuvent alors être envisagées (approches de Monte-Carlo/Quasi Monte-
Carlo, méthode de projection, méthode de regression etc.). Toutes ces méthodes dites "non-intrusives"
sont en eﬀet plus simples à mettre en oeuvre que les approches de Galerkin et sont, en ce sens, très
attractives. Nous proposons d'utiliser ici une méthode de projection basée sur un code éléments ﬁnis
X-FEM déterministe. Les performances de cette méthode seront comparées à celles de l'approximation
de Galerkin dans l'exemple 1 (c.f. section 2.9).
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2.7.1 Méthode de projection basée sur la méthode X-FEM (P-X-FEM)
Nous proposons ici d'utiliser une méthode de projection classique (c.f. section 1.5.4.2) où le code
déterministe utilisé est basé sur la méthode X-FEM. Soit uh ∈ Vh la solution du problème semi-discrétisé
en espace suivant
A(uh,vh) = L(vh) ∀vh ∈ Vh (2.45)
avec uh = ϕ(x)u(ξ). Le vecteur aléatoire u(ξ) vériﬁe presque sûrement
A(ξ)u(ξ) = b(ξ) (2.46)
L'équation (2.46) correspond au système d'équations classique qui devrait être obtenu par la méthode
X-FEM quand on considère le problème déterministe associé à la réalisation ξ. Dans ce cas, A(ξ) peut
être seulement semi-déﬁnie positive. Une déﬁnition naturelle de la matrice inverse généralisée A(ξ)+ de
A(ξ) consiste à ﬁxer à zéro les degrés de liberté indéterminés. En d'autres termes, ils correspondent aux
fonctions de base ϕi dont le support est tel que λ(supp(ϕi)∩Ω(ξ)) = 0, où λ est la mesure de Lebesgue
classique.
Une méthode de projection classique, comme celle introduite dans la section 1.5.4.2, consistera alors à
projeter la solution u sur SP⊗RN au sens du produit scalaire déﬁni dans L2(Θ, dPξ;RN ). Les coeﬃcients
uα, α ∈ IP , de la solution décomposée sur le chaos uh,P ∈ Vh,P sont alors calculés par une intégration
sur le domaine stochastique
uα = E(Hαu) ≈
ng∑
k=1
ωkHα(ξk)A
+(ξk)b(ξk) (2.47)
Au niveau continu, cela revient à déﬁnir la solution uh,P comme la projection de uh ∈ Vh sur Vh,P au
sens de
‖uh,P − uh‖L2(B×Θ,dµ) = min
vh,P∈Vh,P
‖vh,P − uh‖L2(B×Θ,dµ) (2.48)
où µ = λ⊗ Pξ est la mesure produit sur B ×Θ, et
‖v‖2L2(B×Θ,dµ) =
∫
Θ
∫
B
v(x,x) · v(x,x)dx dPξ(x) (2.49)
Comme on le montrera dans les exemples numériques, cette stratégie conduit à une mauvaise approxi-
mation : des erreurs importantes apparaissent sur les éléments ﬁnis K ⊂ Th qui ont une probabilité non
nulle d'être en dehors du domaine Ω(ξ), mais aussi une probabilité non nulle d'intersecter le domaine, i.e
0 < Pξ({λ(K ∩ Ω(ξ)) = 0}) < 1.
Remarque 2.3 Méthode de projection adaptée au problème : le problème avec l'utilisation d'une
méthode de projection classique vient du poids donné par la projection à la partie non-physique de la
solution. On rappelle que la partie non-physique de la solution est ici obtenue par le prolongement artiﬁciel
de la solution à zéro. Aﬁn d'obtenir une bonne méthode de projection, celle-ci doit être basée sur la norme
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physique de la solution, tout comme la projection de Galerkin. On peut par exemple déﬁnir la solution
approchée par
‖uh,P − uh‖L2(P,dµ) = min
vh,P∈Vh,P
‖vh,P − uh‖L2(P,dµ) (2.50)
où uh(x, ξ) = ϕ(x)u(ξ) est la solution semi-discrétisée en espace et où la norme ‖ · ‖L2(P,dµ) est la
norme L2 classique sur la restriction des fonctions au domaine physique P. Ainsi, le problème stochastique
à résoudre est le suivant∫
Θ
∫
Ω(x)
vh,P · uh,P dx dPξ(x) =
∫
Θ
∫
Ω(x)
vh,P · uh dx dPξ(x) (2.51)
Le problème (2.51) est équivalent au système d'équations suivant∑
α∈IP
E(HβMHα)uα = E(HβMu) ∀β ∈ IP (2.52)
où M(ξ) est une matrice de masse géométrique aléatoire dont les coeﬃcients sont déﬁnis par
(M(ξ))ij =
∫
Ω(ξ)
ϕi(x) ·ϕj(x) dx =
∫
B
ϕi(x) ·ϕj(x) IP(x, ξ) dx (2.53)
Une méthode de projection eﬃcace, i.e. basée sur une projection de la partie physique de la solution,
conduit alors à résoudre un système similaire au problème (2.42) obtenu par la projection de Galerkin. La
méthode de projection, ainsi déﬁnie, n'est alors plus une méthode dite non-intrusive car elle nécessite un
traitement équivalent à l'approche de Galerkin.
2.8 Stratégies de résolution dans la méthode X-SFEM
Dans cette section, nous nous intéressons aux aspects numériques liés à la méthode X-SFEM. Dans
le cadre d'une approximation de Galerkin, nous montrons comment la construction et la résolution du
problème (2.41) peuvent être traitées. Nous présenterons tout d'abord la procédure de résolution générale
qui est relativement classique dans le cadre des méthodes éléments ﬁnis stochastiques. Nous présenterons
ensuite les aspects numériques plus spéciﬁques à la méthode X-SFEM permettant de construire l'opérateur
et le second membre du système (2.42). Nous proposerons une approche prenant en compte les spéciﬁcités
des quantités élémentaires à calculer.
2.8.1 Procédure générale de résolution pour l'approximation de Galerkin
On rappelle que les coeﬃcients de l'approximation de Galerkin uh,P ∈ Vh,P sont solutions du système
d'équations donné dans (2.42) et rappelé ici∑
α∈IP
E(HβAHα)uα = E(bHβ) ∀β ∈ IP (2.54)
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où A et b sont respectivement la matrice éléments ﬁnis et le vecteur chargement aléatoires. La construc-
tion du système est alors analogue à la méthode exposée dans la section 2.6
2.8.2 Calcul de la décomposition stochastique de la matrice et du vecteur aléatoires
L'étape importante et délicate pour la construction du système (2.54) concerne la décomposition sto-
chastique de la matrice et du vecteur aléatoires. Aﬁn de simpliﬁer la compréhension des méthodes utilisées
ici, nous considérons que les propriétés matérielles, représentées par le tenseur C, et les chargements,
représentés par les vecteurs F et f , sont déterministes. Nous considérons également que les eﬀorts de
surface F sont appliqués sur une partie aléatoire de la frontière Γ2 qui peut être caractérisée par une level
set φ telle que
Γ2(ξ) = {x ∈ B;φ(x, ξ) = 0} ∪ {x ∈ ∂2B;φ(x, ξ) < 0}
où ∂2B est une partie de la frontière ∂B. Il s'agit d'un cas particulier où les deux cas de ﬁgure donnés
par les équations (2.28) et (2.29) sont combinés.
2.8.2.1 Décomposition des vecteurs et matrices élémentaires
La matrice et le vecteur du système éléments ﬁnis sont obtenus par un assemblage classique des
quantités élémentaires
A(ξ) = A
K∈Th
AK(ξ), b(ξ) = A
K∈Th
bK(ξ) (2.55)
où AK est la matrice élémentaire liée à l'élément K et bK le vecteur élémentaire. Les composantes de
AK et bK sont alors déﬁnies par
(AK)ij =
∫
K
ε(ϕj) : C : ε(ϕi)H(−φ) dx (2.56)
(bK)i =
∫
K
ϕi · f H(−φ) dx+
∫
∂K∩∂2B
ϕi · F H(−φ) ds+
∫
K
ϕi · F δ(φ) dx (2.57)
Les décompositions stochastiques données par les équations (1.61) et (1.62) peuvent être eﬀectuées
élément par élément. Nous devons alors calculer les coeﬃcients {AK,γ}γ∈IA et {bK,γ}γ∈Ib , déﬁnis par
AK,γ = E(AK(ξ)Hγ(ξ)) =
∫
Θ
AK(x)Hγ(x) dPξ(x) (2.58)
bK,γ = E(bK(ξ)Hγ(ξ)) =
∫
Θ
bK(x)Hγ(x) dPξ(x) (2.59)
Les coeﬃcients de la décomposition peuvent alors être obtenus par une intégration appropriée sur le
domaine stochastique Θ respectant la mesure de probabilité dPξ. On note QK = {(ξ, ω)} une règle de
53
X-SFEM pour les formes aléatoires
quadrature, où ξ et ω sont respectivement les points et les poids d'intégration tels que
E(f(ξ)) =
∫
Θ
f(y)dPξ(y) ≈
∑
(ξ,ω)∈QK
ωf(ξ) (2.60)
Ainsi le calcul des coeﬃcients de la décomposition nécessite le calcul des quantités élémentaires AK(ξ)
et bK(ξ) pour des réalisations ξ, correspondant aux réalisations φ(·, ξ) de la level set aléatoire. Pour tous
les éléments qui ne sont pas coupés par l'iso-zéro de la level set φ(·, ξ), une quadrature classique, adaptée
à la nature de l'élément ﬁni, est simplement réalisée. En revanche, pour les éléments coupés par l'iso-zéro
(c.f. ﬁgure 2.7), des stratégies d'intégration adaptées sont nécessaires. Nous proposons ici deux méthodes
diﬀérentes. La première, classiquement utilisée dans la méthode déterministe X-FEM, est basée sur un
découpage approprié de l'élément respectant la frontière du domaine. Cette technique permet d'obtenir
une intégration spatiale exacte, mais peut s'avérer coûteuse lorsqu'un grand nombre de calculs doit être
réalisé. On parlera alors d'une "intégration spatiale exacte". Nous proposons une seconde approche, plus
rapide, qui ne nécessite pas de decoupage mais qui introduit naturellement une erreur d'intégration. Nous
parlerons alors d'une "intégration spatiale approchée".
Stratégie A : intégration spatiale exacte. Aﬁn de calculer correctement les quantités élémentaires
AK(ξ) et bK(ξ), la première stratégie consiste à eﬀectuer un sous-découpage de l'élément (pour le calcul
des AK(ξ) et bK(ξ)) et de ses bords (pour le calcul des bK(ξ)), puis de déﬁnir une quadrature spatiale
sur K ∩ Ω(ξ), ∂K ∩ Γ2(ξ) et K ∩ Γ2(ξ). Cette méthode est classiquement utilisée dans le cadre de
la méthode déterministe X-FEM [Sukumar et al. 2001]. La ﬁgure 2.7 illustre cette première stratégie.
Le sous-découpage d'un élément se révèle être une opération relativement coûteuse. Dans le cadre d'un
φ(.,ξ)=0
Ω(ξ)K
U
Γ (ξ) 2K
U
K
Γ (ξ) 2K
U
Fig. 2.7  Stratégie d'intégration spatiale A : sous-découpage d'un élément triangle K à 3 noeuds et
de ses bords pour l'intégration numérique sur K ∩ Ω(ξ), ∂K ∩ Γ2(ξ) et K ∩ Γ2(ξ) pour une réalisation
φ(·, ξ) de la level set.
calcul déterministe X-FEM, pour un élément K particulier, cette opération doit être réalisée une seule
fois, tandis que, dans le cadre d'un calcul X-SFEM, on est amené à répéter cette opération à plusieurs
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reprises en fonction de la quadrature stochastique déﬁnie par (2.60). Nous proposons alors une autre
stratégie moins coûteuse présentée ci-après.
Stratégie B : intégration spatiale approchée. La seconde stratégie ne demande aucun sous-découpage
de l'élément. L'idée est d'utiliser une quadrature spatiale ﬁxée GK = {(xl, w)} avec un degré élevé. Pour
le calcul, on doit alors déterminer les points d'intégration situés dans la matière, i.e. appartenant à l'en-
semble G−K = {(xl, w) ∈ GK ;φ(xl, ξ) < 0}. Cette détermination est rapide puisqu'elle ne nécessite que
l'évaluation des valeurs nodales de la level set pour les réalisations ξ.
En pratique, la règle de quadrature spatiale est déﬁnie sur l'élément de référence du problème. Cette
stratégie conduit à une erreur d'intégration. De plus, elle n'est utilisable que pour le calcul des quantités
AK(ξ) et pas pour les bK(ξ). Cependant, elle reste plus rapide que la première stratégie et l'évalua-
tion des AK(ξ) représente un coût beaucoup plus important que celle des bK(ξ). Dans les exemples
numériques, on comparera l'eﬃcacité de ces deux approches. On notera que pour la création des points
φ(.,ξ)=0
Ω(ξ)K
U
K
Ω(ξ)K
U
G
K
- G
K
-
Fig. 2.8  Stratégie d'intégration spatiale B : détermination de l'ensemble des points d'intégration G−K
pour une réalisation φ(·, ξ) de la level set.
d'intégration, on peut également prédécouper l'élément et déﬁnir une quadrature sur chaque sous-élément
obtenu. L'opération n'est pas plus coûteuse puisque le prédécoupage est réalisé sur l'élément de référence
une seule fois. La ﬁgure 2.8 à droite illustre cette seconde stratégie.
Il reste maintenant à déﬁnir une règle de quadrature QK sur Θ adaptée au problème. Celle-ci doit être
construite en fonction de la régularité des quantités AK(ξ) et bK(ξ) dépendant de ξ. Par exemple, si
les composantes de la matrice AK(ξ) sont polynomiales de degré au plus j en ξ, et si on utilise une
base de fonctions polynomiales Hα de degré au plus p, alors l'intégration de (AKHα) sur Θ nécessitera
l'intégration de fonctions polynomiales de degré au plus p + j. Ainsi, on pourra construire une règle
classique de quadrature de Gauss associée à la mesure dPξ qui conduira à un calcul exact des coeﬃcients
de la décomposition AK,γ . Dans la section suivante, nous allons montrer que ces quantités ne sont pas
régulières sur Θ et nécessitent un soin particulier pour leur intégration.
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2.8.2.2 Régularité stochastique des matrices et vecteurs élémentaires
Nous choisissons de montrer la régularité des matrices et vecteurs élémentaires en fonction des va-
riables aléatoires ξ en utilisant un exemple simple. On considère un maillage spatial Th composé d'éléments
triangles à 3 noeuds. On considère également que le matériau est homogène isotrope. Les fonctions de
bases ϕi d'un élément ﬁni K ∈ Th sont choisies linéaires, la matrice élémentaire AK(ξ) s'écrit alors
AK(ξ) = A0K
∫
K
H(−φ(x, ξ)) dx = A0Kλ(K ∩ Ω(ξ)) (2.61)
où (A0K)ij = ε(ϕi) : C : ε(ϕj) est une matrice constante. Dans ce cas, la régularité stochastique de
AK ne dépend que de la fonction ξ 7→ λ(K ∩ Ω(ξ)) qui est la mesure de l'intersection entre l'élément
K et le domaine Ω(ξ). On choisit le cas où l'iso-zéro de la fonction level set est un hyperplan déﬁni par
une normale unitaire a et une position donnée par une unique variable aléatoire ξ. La level set peut alors
s'écrire
φ(x, ξ) = x · a− ξ
La ﬁgure 2.9 présente la fonction ξ 7→ λ(K ∩ Ω(ξ)). Cette fonction est polynomiale par morceaux. On
constate que le domaine stochastique, inclus dans R, peut être divisé en quatre intervalles. Sur l'intervalle
] −∞, ξ1[, la fonction λ(K ∩ Ω(ξ)) est égale à 0 et sur l'intervalle ]ξ3,∞[ elle est constante est égale
à λ(K). Sur les deux autres intervalles ]ξ1, ξ2[ et ]ξ2, ξ3[, λ(K ∩ Ω(ξ)) est polynomiale en ξ de degré
2. Ces deux derniers intervalles correspondent aux cas de ﬁgure où l'iso-zéro de la level set coupe deux
arêtes de l'élément K, chaque intervalle étant associé à un couple d'arêtes diﬀérent. D'une manière
φ(.,ξ)=0
φ(.,ξ  )=0
2φ(.,ξ  )=0
1 φ(.,ξ  )=03
λ(             )Ω(ξ)K
U
ξ
2
ξ
1
ξ
3
ξa
Fig. 2.9  Représentation de λ(K∩Ω(ξ)) en fonction de ξ pour une level set déﬁnie par φ(x, ξ) = x·a−ξ.
analogue, si les eﬀorts de surface F et les eﬀorts volumiques f sont des fonctions polynomiales de x,
leurs contributions dans bK sont également polynomiales par morceaux en fonction de ξ. Ainsi, il est clair
que l'utilisation d'une quadrature classique, déﬁnie sur l'ensemble du domaine stochastique, ne permettra
pas d'intégrer exactement les quantités élémentaires AK(ξ) et bK(ξ). Une mauvaise intégration de ces
quantités peut conduire à une mauvaise estimation de l'approximation de Galerkin conduisant à un "crime
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variationnel trop grave". L'idée est alors de construire une partition adaptée du domaine stochastique telle
que les quantités élémentaires sont régulières sur chacun des sous-domaines. A partir de cette partition,
il sera possible de déﬁnir une règle de quadrature permettant d'intégrer convenablement les quantités
élémentaires. La question est de savoir comment déﬁnir cette partition du domaine stochastique.
La déﬁnition de cette partition est ﬁnalement assez naturelle puisqu'elle peut être caractérisée entièrement
par les valeurs nodales de la level set aléatoire. En eﬀet, on remarque que chacun des sous-domaines
stochastiques correspond à un état constant de l'élément K, l'état de K étant déﬁni par le signe des
valeurs nodales de la level set. Pour l'exemple traité ici, il existe quatre états d'éléments possibles,
correspondants aux quatre sous-domaines stochastiques de Θ à déterminer. Ils sont présentés sur la
ﬁgure 2.10.
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Fig. 2.10  Signe de la level set φ(·, ξ) aux noeuds de l'élément K pour chacun des quatre sous-domaines
stochastiques.
2.8.2.3 Découpage du domaine stochastique pour l'intégration
A partir des observations précédentes, nous présentons, dans cette section, la procedure utilisée dans
la méthode X-SFEM, permettant de créer la partition du domaine stochastique Θ adaptée à un élément
ﬁni K. Nous rappelons que cette procédure fait seulement appel à l'ensemble des valeurs de la level set
aux noeuds IK d'un élément, notées (φi(ξ))i∈IK .
On suppose que les variables aléatoires de base du problème ξ = (ξ1, ..., ξm) sont statistiquement indépen-
dantes et que chaque variable ξj est une variable uniforme à valeurs dans [aj , bj ]. On pourra toujours se
ramener à ce cas de ﬁgure en utilisant une transformation isoprobabiliste adaptée aux variables aléatoires
de base. Le domaine stochastique Θ peut alors s'écrire
Θ =
m∏
j=1
[aj , bj ] ⊂ Rm
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Pour un événement élémentaire ξ, on déﬁnit l'état d'un élément SK(ξ) par
SK(ξ) = (sign(φi(ξ)))i∈IK
où sign(φi(ξ)) ∈ {−1, 0, 1}. Idéalement, le but de la procédure de découpage est de créer une partition
CK de Θ telle que sur chaque sous-domaine C ∈ CK , SK(ξ) ait une valeur constante. On cherche en
pratique une partition vériﬁant cette propriété au mieux. On utilise pour cela une procédure récursive de
type "octree" conduisant à la déﬁnition d'un maillage cartésien CK de Θ. Un élément C ∈ CK est alors
appelé cellule. Elle est déﬁnie par un hyper-rectangle telle que
C =
m∏
j=1
[ξ(1)j , ξ
(2)
j ]
Elle possède 2m sommets notés sommets(C). On note division(C) la fonction booléenne qui indique
si une cellule doit être divisée ou pas. La fonction division(C) est dite fausse si SK(ξ) = SK(ξ′) pour
tout ξ, ξ′ ∈ sommets(C), et vraie sinon. On introduit la notion d'ordre de découpage d'une cellule, noté
ordre(C), donnant le nombre de découpages depuis Θ (ordre 0) nécessaires pour obtenir la cellule C. On
introduit également un ordre de découpage maximum autorisé, noté k ∈ N. Une cellule dite "parent" sera
divisée en plusieurs cellules dites "enfants" si la fonction division(C) est vraie et que ordre(C) < k. La
construction de la partition stochastique consiste alors à appliquer la fonction division_re´cursive au
domaine Θ ou aux cellules d'une partition existante de Θ. La fonction division_re´cursive est donnée
par l'algorithme 1.
algorithme 1 Construction récursive d'un maillage cartésien CK de dimension m
fonction division_re´cursive(C)
1: si division(C) et ordre(C) < k alors
2: pour tout C ′ ∈ enfants(C) faire
3: division_re´cursive(C ′)
4: ﬁn pour
5: sinon
6: ajouter C au maillage CK
7: ﬁn si
Il existe évidemment plusieurs manières de déﬁnir la division d'une cellule en un ensemble de cellules,
notées enfants(C). La manière la plus simple est de découper la cellule parent de façon isotrope sans
regarder son état. Cette approche, appelée procédure de découpage isotrope, crée alors 2m cellules enfants.
Si on tient compte de l'état de la cellule parent, i.e. les états des sommets de la cellule, on peut déﬁnir
une seconde approche, appelée procédure de découpage anisotrope. Avec cette méthode, il est possible
de réduire le nombre de cellules de la partition stochastique. Ainsi, on peut réduire le nombre de points
d'intégration de la règle de quadrature et, donc, les coûts numériques associés à cette phase du calcul.
On note qu'une cellule C possède 2m faces. On groupe ces faces par paires, notées (Fj ,F′j), où les
deux faces sont opposées et orthogonale à la dimension j. Dans le cas de la procédure anisotrope, une
cellule parent sera découpée si et seulement si e´tat(Fj) 6= e´tat(F′j), où l'état d'une face F est déﬁnie par
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e´tat(F) = {SK(ξ)}ξ∈sommets(F). Les sommets de deux faces opposées Fi et F′j sont rangés de la même
manière. Ainsi, deux faces ont le même état si chaque paire (ξ, ξ′) de sommets opposés a le même état,
i.e. SK(ξ) = SK(ξ′). Les ﬁgures 2.11 et 2.12 présentent diﬀérentes partitions obtenues avec chacune des
procédures de découpage pour des dimensions stochastiques m = 2 et m = 3.
AnisotropeIsotrope
Fig. 2.11  Comparaison entre les procédures de découpage isotrope et anisotrope où ¤ et 4 indiquent
deux états diﬀérents des sommets ; dimension m = 2.
AnisotropeIsotrope
Fig. 2.12  Comparaison entre les procédures de découpage isotrope et anisotrope où ¤ et 4 indiquent
deux états diﬀérents des sommets ; dimension m = 3.
2.8.2.4 Règle de quadrature adaptée aux partitions du domaine stochastique
On présente ici comment déﬁnir une règle de quadrature QK adaptée à la partition CK du domaine
stochastique Θ obtenue par l'une ou l'autre des procédures proposées précédemment. Pour chaque cellule
C ∈ CK , soit fC l'application linéaire qui transforme l'hyper-cube de référence C˜ = [0, 1]m en C =∏m
j=1[ξ
(1)
j , ξ
(2)
j ], et soit Q˜ une quadrature classique de Gauss-Legendre sur C˜. On note (ξ˜, ω˜) ∈ Q˜ les
points et poids d'intégration correspondants. La quadrature QC,K sur C est alors déﬁnie par
QC,K = {(ξ, ω) = (fC(ξ˜), ω˜Pξ(C)), (ξ˜, ω˜) ∈ Q˜)}
où Pξ(C) =
Qm
j=1(ξ
(2)
j −ξ(1)j )Qm
j=1(bj−aj) est la probabilité de C. La quadrature QK est alors déﬁnie par QK =
∪C∈CKQC,K .
La règle de quadrature sur chaque sous-domaine stochastique de la partition CK sera choisie conformément
à la régularité théorique attendue des matrices AK et des vecteurs bK aﬁn d'intégrer convenablement
les quantités AK(ξ)Hα(ξ) et bK(ξ)Hα(ξ). Cette régularité dépend de la nature de l'élément ﬁni choisi
pour le calcul et de la régularité de la level set par rapport à ξ. Elle doit alors pouvoir être estimée a priori.
Dans toute la suite, nous travaillerons uniquement avec des éléments triangles à 3 noeuds pour lesquels
les matrices AK(ξ) sont polynomiales par morceaux de degré 2, si φ est linéaire en ξ. Dans ce cas, l'ordre
de la quadrature peut être choisi aﬁn de pouvoir intégrer exactement des fonctions polynomiales de degré
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(2 + j), où j est le degré maximum des fonctions polynomiales Hα(ξ).
Dans la section suivante, nous présentons diﬀérents exemples numériques aﬁn d'illustrer l'eﬃcacité de la
méthode X-SFEM. Ces exemples permettront notamment de montrer l'intérêt des stratégies d'intégration.
De plus, nous pourrons comparer les résultats obtenus avec la projection de Galerkin et ceux obtenus
avec une méthode de projection L2 basée sur un code déterministe X-FEM.
2.9 Exemple 1 : plaque à géométrie aléatoire en traction uniforme
Ce premier exemple de plaque en traction est volontairement très détaillé. En eﬀet, comme il a
l'avantage de posséder une solution exacte, il nous est très utile pour étudier les diﬀérentes stratégies
d'intégration et de calcul présentées précédemment. Nous nous focaliserons surtout sur les diﬀérentes
méthodes d'intégration au niveau stochastique et spatial. Nous montrerons également la qualité des
solutions obtenues avec la méthode X-SFEM. Enﬁn, nous utiliserons une approche non-intrusive basée
sur un code déterministe X-FEM et nous comparerons ces résultats à ceux obtenus avec une projection
de Galerkin (i.e. X-SFEM).
2.9.1 Description du problème
On considère une plaque homogène soumise à une traction uniaxiale. Cette plaque occupe un domaine
aléatoire rectangulaire Ω(ξ) =]0, 1[×]− a(ξ)2 , a(ξ)2 [⊂ B =]0, 1[×]− 12 , 12 [, où a(ξ) est une variable aléatoire
caractérisée par
a(ξ) = ξ1 + ξ2 où ξ1 ∈ U(0.75, 0.95) et ξ2 ∈ U(0, 0.05)
ξ1 et ξ2 sont des variables aléatoires uniformes statistiquement indépendantes. Nous travaillons alors dans
un domaine stochastique de dimension 2 tel que Θ = [0.75, 0.95] × [0, 0.05]. On choisit de caractériser
le domaine aléatoire Ω(ξ) par la fonction level set suivante : pour x = (x, y) ∈ Ω(ξ),
φ(x, ξ) = max{y − a(ξ)
2
,−a(ξ)
2
− y} (2.62)
Nous faisons l'hypothèse des contraintes planes et nous considérons le matériau homogène élastique
isotrope avec un module d'Young E = 1 et un coeﬃcient de Poisson ν = 0.3. La plaque est soumise à
un eﬀort unitaire uniforme tel que F = (±1, 0) sur Γ2 = {x ∈ ∂B;φ(x, ξ) < 0}. Comme conditions aux
limites, nous bloquons les translations selon les directions x et y au point P1 et selon la direction y au
point P2. La ﬁgure 2.13 présente le problème. Ce problème possède une solution exacte u qui s'écrit :
pour x = (x, y) ∈ Ω(ξ),
u(x, ξ) = (
x
E
,− ν
E
y) (2.63)
On remarque que cette solution exacte ne dépend pas de l'aléa ξ.
Avec la méthode X-SFEM, on travaille avec un unique maillage Th de B composé de 76 éléments triangles
à 3 noeuds. Ce maillage est également présenté sur la ﬁgure 2.13 où les éléments sont séparés en deux
groupes : le premier groupe, noté (ei), comprend tout les éléments sûrement dans le domaine et le second
groupe, noté (ec), comprend tout les éléments possiblement coupés par l'iso-zéro de la level set. Pour
l'approximation au niveau stochastique, on utilise un chaos polynomial généralisé de degré p = 1, ce qui
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F F
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Fig. 2.13  Exemple 1 : problème de la plaque aléatoire en traction.
paraît suﬃsant au regard de la solution exacte u puisqu'elle ne dépend pas de ξ. La matrice de rigidité
A(ξ) est décomposée sur un chaos de degré 2 aﬁn que son approximation n'ait a priori pas d'inﬂuence
sur la solution du problème discrétisé (c.f. méthode de Galerkin section 2.6).
Aﬁn de pouvoir estimer la qualité de la solution X-SFEM, nous introduisons l'indicateur d'erreur global
suivant basé sur le champ de contraintes
ε =
‖σh,P − σ‖L2(P,dµ)
‖σ‖L2(P,dµ)
(2.64)
où σ and σh,P sont respectivement les champs de contraintes exact et approché, µ la mesure produit
sur B ×Θ et où la norme L2 est déﬁnie par
‖σ‖2L2(P,dµ) =
∫
Θ
∫
Ω(x)
σ(x,x) : σ(x,x) dx dPξ(x) (2.65)
Nous introduisons également l'indicateur d'erreur local εK1, donnant la contribution locale à l'erreur
globale d'un élément ﬁni K ∈ Th
εK =
‖σh,P − σ‖L2(PK ,dµ)
‖σ‖L2(P,dµ)
(2.66)
où PK = {(x, ξ) ∈ K × Θ ;x ∈ Ω(ξ)}. Ces indicateurs d'erreur permettent d'étudier la qualité des
techniques d'intégration au niveau stochastique, mais aussi, au niveau spatial.
1la contribution locale à l'erreur globale vériﬁe ε =
P
K∈Th(ε
K)2
1/2
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2.9.2 Eﬃcacité des procédures d'intégration au niveau stochastique
2.9.2.1 Comparaison des procédures récursives de découpage
Nous étudions, dans un premier temps, la qualité de la technique d'intégration au niveau stochastique.
Nous nous intéressons tout particulièrement aux procédures récursives permettant de découper le domaine
stochastique Θ (c.f. section 2.8.2.3). Au niveau spatial, on n'utilise que la procédure d'intégration exacte,
appelée "stratégie A" (c.f. section 2.8.2.1). Soit K ∈ Th un élément ﬁni donné et CK le maillage cartésien
du domaine stochastique associé à K, obtenu par l'une ou l'autre des procédures de découpage (isotrope
ou anisotrope). On note k ∈ N l'ordre de découpage maximum autorisé pour la partition du domaine
stochastique. L'entier k détermine en quelque sorte la précision de l'intégration au niveau stochastique.
La ﬁgure 2.14 présente les partitions stochastiques d'ordre k = 4, obtenues avec chacune des procédures,
associées à un élément ﬁni particulier K1 de maillage Th (l'élément est présenté sur la ﬁgure 2.13)2.
K1 appartient à l'ensemble des éléments (ec) possiblement coupés par l'iso-zéro de la level set. Nous
illustrons sur la ﬁgure 2.14 que le nombre de sous-domaines obtenus est plus faible avec la procédure
de découpage anisotrope (69 contre 88). Sur cette ﬁgure, les cellules sont colorées diﬀéremment en
fonction de leur état. Les cellules en jaune correspondent aux réalisations ou l'élément est sûrement dans
le domaine, les cellules en bleu foncé correspondent aux réalisations où l'élément est sûrement en dehors
du domaine et les cellules en bleu clair correspondent aux réalisations où l'élément est coupé par l'iso-
zéro de la level set. Quant aux cellules en violet, elles restent indéterminées à ce stade du découpage. Si
l'ordre de découpage k avait été plus grand, seules ces cellules auraient été à nouveau découpées. Nous
rappelons que les procédures récursives s'arrêtent si tout les sommets ξ ∈ sommets(C) présentent le
même état SK(ξ) = (sign(φi(ξ)))i∈IK pour un élément ﬁni particulier K. Notons NK le nombre de
 
ξ2
ξ
1
ξ
1
ξ
2
Fig. 2.14  Exemple 1 : partitions stochastiques CK d'ordre k = 4 pour l'élément ﬁni K1 : procédures
isotrope (gauche) et anisotrope (droite).
sous-domaines de la partition CK . Le tableau 2.1 donne la valeur moyenne µN de NK pour les éléments
K ∈ (ec), obtenue avec chacune des deux procédures récursives pour des ordres de partition k de 1 à 5.
On note TK le temps de calcul nécessaire pour la création de la partition CK et l'intégration des quantités
élémentaires AK et bK . Le tableau 2.1 donne également le temps de calcul moyen élémentaire µT pour
les éléments K ∈ (ec). On remarque que ces temps sont réduits avec la procédure anisotrope pour des
valeurs importantes de k. Les temps de calcul pour le traitement des éléments appartenant à l'ensemble
2On notera que l'échelle de la ﬁgure 2.14 a été modiﬁée pour une plus grande clarté : en eﬀet, les variables aléatoires
ξ1 et ξ2 n'ont pas le même support.
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(ei) et la résolution du système sont négligeables pour ce problème (aux alentours d'une seconde).
ordre k k = 1 k = 2 k = 3 k = 4 k = 5
µN
isotrope 4 14 32 69 143
anisotrope 4 11 26 54 106
µT (s)
isotrope 1.1 10−1 2.4 10−1 5 10−1 1.1 2.6
anisotrope 1.2 10−1 2.2 10−1 4.6 10−1 1 2
Tab. 2.1  Exemple 1 : comparaison entre les procédures de découpage isotrope et anisotrope pour
diﬀérents ordres k (µN , nombre moyen de sous-domaines stochastiques pour les éléments (ec) et µT ,
temps CPU moyen pour la création des partitions stochastiques et l'intégration des quantités élémentaires
pour l'ensemble (ec)).
Pour ce problème, l'espace d'approximation contient la solution exacte. Ainsi, comme la méthode
X-SFEM est basée sur une projection de Galerkin de la solution physique exacte, elle conduit idéalement
à cette solution exacte. Cependant, la solution approchée obtenue avec X-SFEM dépend clairement de
la précision d'intégration qui, dans les procédures récursives, dépend de k. On note σkh,P le champ de
contraintes approché obtenu avec X-SFEM, et εk la valeur de l'indicateur d'erreur globale déterminé à
partir de l'équation (2.64). Sur la ﬁgure 2.15, on présente la convergence de εk en fonction de l'ordre
maximum de découpage du domaine stochastique k. On observe une convergence rapide vers la solution
exacte pour les deux procédures récursives. De plus, les courbes de convergence des deux procédures sont
presque confondues, ce qui prouve que la procédure anisotrope est aussi précise que la procedure isotrope.
On remarque, par exemple, que pour un ordre de découpage k = 2, les deux procédures conduisent à une
erreur inférieure à 10−4. Sur cet exemple, la diﬀérence entre ces méthodes réside essentiellement dans les
temps de calcul (c.f. tableau 2.1).
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Fig. 2.15  Exemple 1 : convergence de l'indicateur d'erreur global εk en fonction de k pour les procédures
isotrope et anisotrope.
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2.9.2.2 Comparaison avec une intégration basique
Si les procédures de découpage du domaine stochastique permettent d'obtenir la précision désirée
pour l'intégration des quantités élémentaires AK et bK , leurs coûts restent cependant élevés. Pour des
problèmes où la dimension stochastique est élevée, l'utilisation de l'une ou l'autre de ces procédures n'est
envisageable que pour un ordre de partition k faible (e.g. k ≤ 2). Une autre possibilité est d'utiliser
une quadrature QK d'ordre élevée sur l'ensemble du domaine stochastique Θ. Le tableau 2.2 donne les
valeurs de l'indicateur d'erreur εq, basé sur l'équation (2.64) où q désigne le nombre de points d'intégration
pour chaque dimension stochastique. On constate que les erreurs sont plus élevées que celles obtenues
avec les procédures de découpage. De plus, ces erreurs restent sensiblement les mêmes quel que soit le
nombre de points d'intégration utilisé. Cependant, l'erreur déterminée pour cet exemple, ne vient que
des techniques d'intégration. Pour un problème où une véritable erreur d'approximation existe, une erreur
d'intégration de l'ordre de 10−2 ne modiﬁera que très peu les résultats. Ce même tableau 2.2 donne
également les temps de calculs élémentaires moyens µT pour les éléments K ∈ (ec). Ces temps de calculs
sont plus faibles que ceux obtenus avec les procédures de découpage (c.f. tableau 2.1) et l'utilisation d'une
technique d'intégration basique est alors avantageuse. Nous rappelons que les précédents résultats ont
q q = 3 q = 4 q = 5 q = 10 q = 20 q = 30 q = 40
εq 2.5 10−2 2.5 10−2 2.15 10−2 2.17 10−2 2.15 10−2 2.2 10−2 2.18 10−2
µT (s) 4 10−2 4.4 10−2 4.8 10−2 1 10−1 4 10−1 0.8 1.7
Tab. 2.2  Exemple 1 : temps CPU µT en seconde de la méthode X-SFEM utilisant une quadrature QK
sur l'ensemble du domaine stochastique.
tous été calculés avec la stratégie d'intégration spatiale exacte (stratégie A), pour laquelle un découpage
des éléments ﬁnis (ec) est nécessaire. Nous allons maintenant comparer ces résultats à ceux obtenus avec
la stratégie d'intégration approchée (c.f. section 2.8.2.1 stratégie B).
2.9.3 Eﬃcacité des stratégies d'intégration au niveau spatial
Nous rappelons que la stratégie B ne nécessite pas de découpage des éléments ﬁnis (ec), ce qui la
rend plus rapide que la stratégie A. Cependant elle conduit à une intégration approchée. La question
est donc de savoir si les erreurs obtenues avec cette stratégie sont acceptables ou non. Nous rappelons
qu'avec cette stratégie, nous avons proposé deux manières de déﬁnir la quadrature pour l'intégration au
niveau spatial :
1. une quadrature de Gauss de haut degré ;
2. un découpage prédéﬁni de l'élément de référence (réalisé une unique fois) et la déﬁnition d'une
quadrature de Gauss de haut degré pour chaque sous-élément.
Ces deux cas de ﬁgure étaient présentés sur la ﬁgure 2.8. Dans un souci de clarté et de concision, nous
choisissons de présenter uniquement le second. Nous ﬁxons l'ordre de quadrature de Gauss à 4 et nous
faisons varier le nombre de découpages nd successifs de l'élément, compris entre 0 et 4 (soit entre 7 et 567
points d'intégration). Les résultats sont présentés dans le tableau 2.3 pour diﬀérents ordres de partition
k associés à la procédure de découpage anisotrope. Comme prévu, les erreurs obtenues avec l'intégration
approchée sont plus importantes. Quelque soit le nombre de points d'intégration spatiaux, l'ordre de gran-
deur de εk reste supérieur à 10−3. De plus, l'utilisation de cette stratégie ne permet pas à la procédure de
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découpage de remplir son rôle : quelque soit l'ordre de partition k, la solution X-SFEM ainsi calculée ne
tend pas vers la solution exacte. La question est alors de savoir si une telle erreur d'intégration, i.e. 10−3,
est acceptable. Si on considère un problème pour lequel il existe une véritable erreur d'approximation
liée à la modélisation éléments ﬁnis, commettre ce type d'erreur d'intégration ne paraît pas aberrant et
modiﬁera très peu la solution obtenue. Dans l'exemple 3, pour lequel une erreur d'approximation existe,
on montrera que l'erreur commise sur l'intégration ne modiﬁe presque pas l'erreur d'approximation.
ordre k k = 1 k = 2 k = 3 k = 4 k = 5
nd = 0 7.2 10−3 4.7 10−3 4.5 10−3 4.2 10−3 4.2 10−3
nd = 1 5 10−3 4 10−3 3.4 10−3 3.4 10−3 3.4 10−3
nd = 2 2.8 10−3 1.3 10−3 1.2 10−3 1.2 10−3 1.2 10−3
nd = 3 2 10−3 2 10−3 2 10−3 1.9 10−3 1.9 10−3
nd = 4 1.9 10−3 1.6 10−3 1.5 10−3 1.5 10−3 1.5 10−3
Tab. 2.3  Exemple 1 : valeurs de l'indicateur d'erreur globale εk en fonction du nombre de sous-
découpages pour l'intégration spatiale nd et de l'ordre maximum k pour l'intégration stochastique ; pro-
cédure récursive anisotrope.
Tout l'intérêt de cette stratégie d'intégration approchée est montré dans le tableau 2.4. Ce dernier
présente les temps de calcul élémentaires moyens µT obtenus : ils sont nettement inférieurs à ceux
présentés dans le tableau 2.1. Le gain de temps moyen est de 30% et la quasi intégralité du temps de
calcul vient de la création des partitions stochastiques CK .
ordre k k = 1 k = 2 k = 3 k = 4 k = 5
nd = 0 6.9 10−2 1.1 10−1 2.27 10−1 5.2 10−1 1
nd = 1 6.9 10−2 1.14 10−1 2.29 10−1 5.3 10−1 1.06
nd = 2 7.2 10−2 1.17 10−1 2.34 10−1 5.4 10−1 1.09
nd = 3 8.1 10−2 1.2 10−1 2.8 10−1 5.8 10−1 1.15
nd = 4 9 10−2 1.4 10−1 3.3 10−1 6.7 10−1 1.28
Tab. 2.4  Exemple 1 : temps CPU µT (s) de la méthode X-SFEM en fonction du nombre de sous-
découpages pour l'intégration spatiale nd et de l'ordre maximum k pour l'intégration stochastique ; pro-
cédure récursive anisotrope.
2.9.4 Qualité de la solution X-SFEM
Dans cette section, nous présentons quelques résultats de post-traitement obtenus avec la méthode
X-SFEM. On rappelle que les solutions obtenues avec X-SFEM sont explicites en fonction des variables
aléatoires de base. Ainsi, la plupart des résultats post-traités sont calculés très rapidement. On notera
que tous les résultats suivants ont été obtenus avec le maillage présenté sur la ﬁgure 2.13, la procédure
d'intégration spatiale exacte et la procédure d'intégration stochastique s'appuyant sur une partition ani-
sotrope de Θ. La ﬁgure 2.16 présente les surfaces de réponse du déplacement horizontal pour deux points
particuliers : le point x1 = (1, 0.5) situé sûrement dans le domaine aléatoire et le point x2 = (1, 0.95)
situé possiblement dans le domaine aléatoire. Pour ce second point, la surface de réponse présentée peut
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donc se diviser en deux parties : une première, dite physique, associée aux réalisations ξ pour lesquelles
le point x2 est dans le domaine, et une seconde, dite non-physique, associée aux réalisations ξ pour
lesquelles le point x2 est en dehors du domaine. Pour les deux points, on observe que l'approximation
correspond parfaitement à la solution exacte. Pour le point x2, on note que la partie non-physique de la
domaine physique 
domaine non-physique 
Fig. 2.16  Exemple 1 : surfaces de réponse du déplacement horizontal des points x1 = (1, 0.5) et
x2 = (1, 0.95).
solution est le seul prolongement possible, compris dans l'espace d'approximation, de la partie physique
de la solution.
La ﬁgure 2.17 présente la composante du champ de contrainte σxx pour une réalisation particulière
a = 0.75. Sur cette ﬁgure, la frontière du domaine est représentée par un segment rouge. On remarque
que la solution en contraintes est uniforme et égale à 1 conformément à la solution exacte. Il en va de
même pour la partie de la solution comprise dans le domaine non-physique. Sur la même ﬁgure, on trouve
également la contribution locale εK à l'erreur globale pour chaque éléments ﬁnis du maillage Th : ces
erreurs locales sont extrêmement faibles et concentrées sur certains éléments appartenant à l'ensemble
(ec).
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Fig. 2.17  Exemple 1 : contraintes σxx correspondant à une réalisation a = 0.75 (gauche) et contribu-
tions locales à l'erreur globale εkK pour k = 2 (droite).
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2.9.5 Comparaison avec une approche non-intrusive basée sur X-FEM (P-X-FEM)
Dans cette section, on s'intéresse aux résultats obtenus avec une approche non-intrusive basée sur
X-FEM, notée P-X-FEM et présentée dans la section 2.7. Nous allons les comparer avec les résultats
obtenus avec la méthode X-SFEM. On rappelle que l'approche non-intrusive utilisée est une méthode de
projection basée sur la norme L2 et que le code déterministe est basé sur la méthode X-FEM : la solution
est alors déﬁnie sur un maillage unique tout comme avec X-SFEM. On note σ˜h,P la solution issue du
calcul P-X-FEM. L'indicateur d'erreur global et la contribution locale à l'erreur globale associés à σ˜h,P
sont notés respectivement ε˜p et ε˜pK . Les déﬁnitions de ces indicateurs sont données par les équations
(2.64) et (2.66). L'indice p est lié au degré du chaos polynomial généralisé utilisé pour l'approximation
au niveau stochastique. La ﬁgure 2.18 présente la convergence de l'indicateur ε˜p en fonction du degré p.
On observe clairement une convergence très lente. Même pour un ordre de troncature p = 8, la valeur de
l'indicateur ε˜p est toujours élevée comparée aux erreurs obtenues avec la méthode X-SFEM. En eﬀet, on
a montré précédemment qu'un ordre de troncature p = 1 était suﬃsant avec la méthode X-SFEM pour
obtenir la solution exacte. Ceci est dû à la déﬁnition de l'approximation : la projection de Galerkin, utilisée
dans X-SFEM, ne donne pas de poids à la partie non-physique de la solution contrairement à la méthode
de projection L2. Sur la ﬁgure 2.19, où les erreurs locales associées à chaque élément K sont présentées,
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Fig. 2.18  Exemple 1 : convergence de l'indicateur ε˜p, associé à la solution P-X-FEM, en fonction de
p.
on remarque que l'erreur est concentrée sur les éléments K ∈ (ec) (éléments ayant une probabilité non
nulle d'être intersectés par la frontière). Sur cette même ﬁgure, on montre la composante σxx du champ
de contraintes pour un événement particulier a = 0.75.
La ﬁgure 2.20 présente les surfaces de réponse du déplacement horizontal pour les points x1 = (1, 0.5) et
x2 = (1, 0.95). Ces résultats ont été obtenus avec P-X-FEM pour un ordre de chaos p = 8. La solution
obtenue pour le point x1 (point sûrement dans le domaine) est très bonne, tout comme la solution
X-SFEM donnée par la ﬁgure 2.16. Cependant, la solution pour le point x2 (point possiblement hors du
domaine) est nettement moins bonne que celle donnée par X-SFEM. Il est clair qu'une approximation
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basée sur une projection L2 conduit à de mauvais résultats.
 
 
2
4
6
8
10
12
14
    x 10        - 3
0 
 
0. 9
0.92
0.94
0.96
0.98
1
1.02
1.04
1.06
1.08
1. 1
Fig. 2.19  Exemple 1 : composante σxx obtenue avec P-X-FEM (gauche) et contribution locale ε˜pK à
l'erreur globale (droite).
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Fig. 2.20  Exemple 1 : surfaces de réponse du déplacement horizontal des points x1 et x2 obtenues
avec P-X-FEM.
2.9.6 Bilan
Ce premier exemple nous a tout d'abord permis d'étudier en profondeur les diﬀérentes stratégies d'in-
tégration proposées dans la méthode X-SFEM. Nous avons montré que les procédures de découpage du
domaine stochastique permettaient d'obtenir une intégration de qualité au niveau stochastique condui-
sant à un calcul précis des matrices et vecteurs élémentaires du problème éléments ﬁnis stochastiques.
Une technique d'intégration stochastique basique peut aussi être employée : bien qu'elle conduise à des
résultats moins précis, les coûts de calcul associés sont moindres et elle permet d'envisager des calculs
en grande dimension stochastique. Cependant, l'exemple suivant (exemple 2) nous permettra de montrer
que, dans le cas d'une modélisation probabiliste plus complexe, les procédures de decoupage sont beau-
coup plus eﬃcaces et doivent alors être employées.
Nous avons également comparé les résultats obtenus avec les deux stratégies d'intégration au niveau
spatial (nommées stratégies A et B). Si les résultats obtenus avec la technique d'intégration exacte (stra-
68
2.10. Exemple 2 : plaque à géométrie aléatoire avec une modélisation probabiliste complexe
tégie A) sont nettement meilleurs, ceux obtenus avec la la technique approchée (stratégie B) sont apparus
satisfaisants. L'exemple 3, pour lequel il existe une véritable erreur d'approximation, nous permettra de
vériﬁer cette conclusion.
La qualité de la solution X-SFEM a ensuite été illustrée au travers de diﬀérents post-traitements : les
résultats obtenus sur les déplacements mais également sur les contraintes sont apparus en accord avec la
solution exacte du problème.
Enﬁn, nous avons comparé la solution X-SFEM avec une solution issue d'un calcul P-X-FEM, basée sur
une méthode non-intrusive de projection L2 et sur un code déterministe X-FEM. La solution P-X-FEM
s'est avérée de mauvaise qualité par rapport à la solution X-SFEM. Une approximation basée sur une
projection de Galerkin est bien plus précise car elle ne donne pas de poids à la partie non-physique de la
solution.
2.10 Exemple 2 : plaque à géométrie aléatoire avec une modélisation
probabiliste complexe
2.10.1 Description du problème
Nous reprenons ici le même problème que précédemment mais en modiﬁant la modélisation probabiliste
du problème. il s'agit toujours d'une plaque homogène soumise à une traction uniaxiale dont les côtés
supérieur et inférieur ont une position aléatoire (c.f. ﬁgure 2.13). Au niveau déterministe, nous reprenons
donc les mêmes paramètres. Cette plaque occupe toujours un domaine aléatoire rectangulaire Ω(ξ) =
]0, 1[×]− a(ξ)2 , a(ξ)2 [⊂ B =]0, 1[×]− 12 , 12 [, où a(ξ) est maintenant une variable aléatoire caractérisée ici
par
a(ξ) = 0.8 + 0.18× cos(ξ × pi) (2.67)
où ξ est une variable aléatoire uniforme telle que ξ = U(0, 4). On travaille alors dans un domaine
stochastique de dimension 1 tel que Θ = [0, 4]. Le domaine aléatoire Ω(ξ) peut être caractérisé par
la même fonction level set que dans l'exemple précédent (c.f. équation (2.62)). Dans cet exemple, la
variable aléatoire a(ξ) ne varie pas linéairement en fonction de ξ et la régularité stochastique des quantités
élémentaires AK et bK , liées à l'élément K, est fortement non-linéaire. En eﬀet, AK et bK étant des
fonctions polynomiales de degré 2 par morceaux en a, ce sont des fonctions sinusoïdales en fonction de
ξ.
Pour le modèle numérique, on utilise un maillage éléments ﬁnis Th diﬀérent de celui du premier exemple.
Ce maillage, composé d'un plus grand nombre d'éléments, permettra de rendre encore plus irrégulières
les quantités AK et bK en fonction de ξ et de mieux illustrer les problèmes rencontrés. Ce nouveau
maillage est présenté sur la ﬁgure 3.30 : il est composé de 218 éléments ﬁnis triangles à 3 noeuds. Pour
l'approximation stochastique, on utilise toujours un chaos polynomial généralisé de degré p = 1.
Cet exemple est uniquement dédié à l'étude de l'intégration au niveau stochastique. Au niveau spatial,
tous les calculs ont été réalisés avec la stratégie A permettant une intégration exacte. Dans l'exemple
précédent, nous avions constaté que l'utilisation des procédures de découpage du domaine stochastique
n'était pas absolument nécessaire puisque les résultats obtenus avec la procédure basique (sans découpage)
étaient satisfaisants. Alors qu'en est-il avec la modélisation probabiliste choisie ici ?
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ec
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Fig. 2.21  Exemple 2 : maillage X-SFEM utilisé avec états des éléments.
2.10.2 Intégration avec procédure de découpage
Dans cet exemple, l'objet n'est pas de comparer les deux procédures de découpage du domaine sto-
chastique. En eﬀet, le problème ne dépendant que d'une seule variable aléatoire ξ, les deux procédures de
découpage conduisent aux mêmes résultats. On s'intéresse ici à l'inﬂuence de l'ordre de partition stochas-
tique k, déterminant la précision du découpage et, donc, de l'intégration au niveau stochastique. Nous
utilisons l'indicateur d'erreur εk déﬁni dans l'équation (2.64). La ﬁgure 2.22 présente la convergence de
l'erreur εk en fonction de k. On observe des erreurs importantes pour des ordres k de 0 à 2. L'erreur
ne diminue nettement que pour les ordres k de 3 à 4. La ﬁgure 2.23 présente diﬀérentes partitions du
domaine stochastique pour l'élément ﬁni K (c.f. ﬁgure 3.30) : on rappelle que les cellules colorées en
violet correspondent aux cellules toujours indéterminées à ce stade du découpage. Alors pourquoi l'erreur
est-elle ici plus importante que dans l'exemple précédent ?
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Fig. 2.22  Exemple 2 : convergence de l'erreur εk en fonction de k.
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Fig. 2.23  Exemple 2 : partitions stochastiques de K obtenues pour diﬀérents ordres de partition k.
Ici, la variable aléatoire a(ξ) ne dépend pas linéairement de la variable ξ. Les quantités élémentaires
AK et bK sont alors fortement non linéaires en fonction de ξ. Illustrons cette propriété. La ﬁgure 2.24
présente l'évolution théorique d'une composante (A(ξ))ij de la matrice de rigidité en fonction de ξ.
Sur cette même ﬁgure, on trouve les surfaces de réponse de cette composante obtenues pour diﬀérents
ordres k . On rappelle que puisque la solution est décomposée sur un chaos polynomial généralisé de
degré p = 1, il est alors nécessaire de projeter la matrice de rigidité A(ξ) sur un chaos de degré 2p (c.f.
exemple 1). Les surfaces de réponses présentées sur la ﬁgure 2.24 ont donc été calculées sur un chaos
de degré 2. On observe de fortes diﬀérences entre les diﬀérentes surfaces de réponse, ce qui explique les
erreurs importantes constatées sur la ﬁgure 2.22. Pour les ordres k = 3 et k = 4, les surfaces de réponse
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Fig. 2.24  Exemple 2 : évolution exacte et surfaces de réponse d'une composante (A(ξ))ij de la matrice
de rigidité pour diﬀérents ordres k.
obtenues sont très proches : on observe alors la convergence de la décomposition de la matrice de rigidité
en fonction de la précision de l'intégration. On notera la propriété remarquable de l'approximation de
Galerkin, pour laquelle une approximation de la matrice de rigidité, décomposée sur un chaos de faible
degré, n'empêche pas d'obtenir une bonne solution. En eﬀet, même en utilisant un ordre de partition
k = 4, on constate que la surface de réponse obtenue est très diﬀérente de celle de référence. Cette
propriété, liée à l'utilisation d'une projection de Galerkin, est très intéressante et avantageuse pour la
méthode X-SFEM.
Pour cet exemple, les résultats sont donc sensibles à la précision de l'intégration stochastique. Aﬁn de
diminuer l'erreur commise sur l'intégration, il est nécessaire d'utiliser un ordre de partition k relativement
élevé. Nous étudions maintenant les résultats obtenus avec une procédure d'intégration basique pour
laquelle aucun découpage du domaine stochastique n'est réalisé.
2.10.3 Intégration avec procédure basique
Nous rappelons que la procédure d'intégration basique est basée sur la déﬁnition d'une quadrature QK
de degré élevé sur l'ensemble du domaine stochastique. Pour étudier les solutions obtenues en fonction
du nombre de points d'intégration choisi, nous utilisons un indicateur d'erreur εq, basée sur l'indicateur
donné dans l'équation (2.64), où q désigne le nombre de points d'intégration utilisés. La ﬁgure 2.25 donne
la convergence de l'indicateur d'erreur εq en fonction de q. Tout comme pour l'exemple 1, on observe
une convergence très lente vers la solution exacte. De plus, on constate que les erreurs obtenues sont
nettement plus importantes que celle obtenues avec la procédure de découpage associée à un ordre k
élevé. On peut même parler d'erreurs signiﬁcatives, contrairement à celles obtenues avec l'exemple 1 (c.f.
tableau 2.2).
La ﬁgure 2.26 présente les surfaces de réponse d'une composante (A(ξ))ij de la matrice de rigidité ob-
tenues pour diﬀérents nombres q de points d'intégration. On considère que la décomposition de référence
est celle obtenue pour un ordre de partition k = 4 sur la ﬁgure 2.24. On constate que les décompositions
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Fig. 2.25  Exemple 2 : convergence de l'erreur εq en fonction de q.
obtenues avec la technique d'intégration basique sont très diﬀérentes de celle de référence. De plus, on
rappelle que les vecteurs élémentaires bK sont aussi calculés avec la même technique d'intégration ce qui
introduit une erreur supplémentaire dans le calcul de la solution.
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Fig. 2.26  Exemple 2 : évolution exacte et surfaces de réponse d'une composante (A(ξ))ij de la matrice
de rigidité pour diﬀérentes valeurs de q.
2.10.4 Post-traitement des résultats
Pour conclure cet exemple, nous présentons quelques post-traitements pour deux solutions obtenues :
la solution calculée avec la procédure de découpage et k = 4, et la solution calculée avec la procédure
basique et q = 40. La ﬁgure 3.31 présente les surfaces de réponse associées aux déplacements horizontaux
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d'un point P1 = (1, 0.5) sûrement dans la matière et d'un point P2 = (1, 0.9) possiblement dans la
matière. Si, pour le point P1, les deux surfaces de réponse sont très proches de la solution exacte, ce
n'est pas le cas pour le point P2. En eﬀet, la solution calculée avec la procédure d'intégration basique
donne de mauvais résultats alors que la solution calculée avec la procédure de découpage correspond à
la solution de référence. La ﬁgure 3.32 présente le champ de contraintes σxx pour a = 0.9 pour chacune
des solutions : clairement, la solution calculée avec la procédure basique mène à un mauvais champ de
contraintes.
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Fig. 2.27  Exemple 2 : surfaces de réponse du déplacement Ux pour les points P1 (gauche) et P2
(droite) : comparaison entre les solutions X-SFEM calculées avec la procédure de découpage (k = 4) et
avec la procédure basique (q = 40).
2.10.5 Bilan
Cet exemple nous a permis de montrer l'importance de l'intégration au niveau stochastique dans le cas
où la géométrie ne dépend pas linéairement des variables aléatoires de base. Les procédures de découpages
du domaine stochastique se révèlent alors très eﬃcaces et indispensables pour obtenir une solution de
qualité avec X-SFEM. En eﬀet, l'utilisation d'une quadrature sur l'ensemble de domaine stochastique
conduit, ici, à de mauvais résultats et n'est donc pas envisageable. Pour un problème quelconque, il est
alors important d'étudier préalablement la variation de la géométrie en fonction des variables de base du
problème pour déterminer si l'intégration stochastique sera délicate ou non. Dans les exemples suivants, on
utilisera des modélisations probabilistes simples de la géométrie, ce qui permettra d'utiliser les procédures
de découpage avec de faibles ordres de partition k. Finalement, on notera que l'approche P-X-FEM n'a
pas été testée sur cet exemple : les résultats étant déjà mauvais avec le premier exemple, il apparaît
diﬃcile d'en obtenir des meilleurs avec la modélisation probabiliste du second.
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Fig. 2.28  Exemple 2 : contraintes σxx pour a = 0.9 : comparaison entre les solutions X-SFEM
calculées avec la procédure de découpage stochastique (gauche) et avec la procédure basique d'intégration
stochastique (droite).
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2.11 Exemple 3 : couronne circulaire à rayon aléatoire
2.11.1 Description du problème
On considère un domaine Ω(ξ) ⊂ R2 représentant une couronne circulaire. La frontière extérieure Γ1
du domaine est un cercle, de centre c = (0, 0) et de rayon b déterministe égal à 2. La frontière intérieure
Γ(ξ) est un cercle de centre c et de rayon aléatoire a(ξ). La variable aléatoire a(ξ) est caractérisée par
la somme de trois variables aléatoires uniformes indépendantes telles que
a(ξ) = ξ1 + ξ2 + ξ3
avec
ξ1 = U(0.7, 1) ξ2 = U(0, 0.6) ξ3 = U(0, 0.2)
Nous travaillons alors dans un domaine stochastique de dimension 3 tel queΘ = [0.7, 1]×[0, 0.6]×[0, 0.2].
Nous faisons l'hypothèse des déformations planes et les paramètres matériau sont choisis déterministes
avec les module d'Young et coeﬃcient de Poisson suivants : E = 1 et ν = 0.25. On impose un champ
de déplacements linéaire sur la frontière Γ1 tel que u = x. On notera qu'en eﬀectuant un changement
variable u = x+ u˜, avec u˜ ∈ V, on se ramène à une formulation du type (2.20) pour la recherche de u˜.
Ω( )
Γ
Γ( )
λ  ,µ1 1
1 : u = x
ξ
b
ξ a(  )ξ
c
φ<0
φ>0
Fig. 2.29  Exemple 3 : problème de la couronne circulaire à rayon aléatoire.
Le problème est présenté sur la ﬁgure 2.29. Ce problème possède une solution exacte u = (ur, uϕ)
qui s'écrit en coordonnées polaires :
ur(r, ξ) =
(
r − b
2
r
)
α(ξ) +
b2
r
uϕ = 0
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Fig. 2.30  Exemple 3 : maillage X-SFEM avec états des éléments.
avec
α(ξ) =
(µ)b2
(λ+ µ)a(ξ)2 + µb2
où λ et µ sont les coeﬃcients de Lamé. Pour le modèle numérique, on utilise des éléments ﬁnis triangles à
3 noeuds. Aﬁn d'étudier la convergence de la solution X-SFEM en fonction de la ﬁnesse du maillage, nous
utiliserons 4 maillages diﬀérents. La ﬁgure 2.30 présente l'un de ces maillages avec les diﬀérents états
d'éléments : les éléments presque sûrement inclus dans Ω(ξ) (groupe ei), les éléments presque sûrement
hors de Ω(ξ) (groupe eo) et les éléments possiblement coupés par Γ(ξ) (groupe ec). Le domaine aléatoire
Ω(ξ) peut alors être caractérisé par la fonction level set suivante : pour x = (x, y) ∈ Ω(ξ)
φ(x, ξ) = a(ξ)− ‖x− c‖
Pour l'approximation stochastique, on utilise un chaos polynomial généralisé avec un degré p ∈ {1, ..., 4}.
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Fig. 2.31  Exemple 3 : partitions stochastiques de l'élément K obtenues avec les procédures isotrope
(gauche) et anisotrope (droite).
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2.11.2 Eﬃcacité des procédures d'intégration au niveau stochastique
2.11.2.1 Comparaison des procédures récursives de découpage
Nous étudions tout d'abord la qualité de la technique d'intégration basée sur les procédures récursives
données dans la section 2.8.2.3. On rappelle que ces procédures permettent de découper le domaine
stochastique Θ aﬁn de réaliser une intégration mieux contrôlée des quantités élémentaires AK et bK .
On note k l'ordre de découpage maximum autorisé. Dans la suite, on utilise la stratégie d'intégration A
au niveau spatial conduisant à une intégration exacte. Les résultats obtenus avec la stratégie B seront
présentés et comparés dans la section suivante. La ﬁgure 2.31 présente diﬀérentes partitions CK de
l'élément K (c.f. ﬁgure 2.30) obtenues avec les procédures isotrope et anisotrope pour diﬀérents ordres
k. On rappelle que les cellules colorées en violet sont toujours indéterminées au stade k du découpage.
On note NK le nombre de sous-domaines de la partition CK . Le tableau 2.5 indique les valeurs moyennes
de NK pour les éléments K ∈ (ec), notées µK , obtenues avec chacune des procédures de découpage et
pour diﬀérents ordres k. Dans le même tableau, on retrouve les temps moyens µT nécessaires à la création
des partitions stochastiques et à l'intégration des quantitésAK et bK pour les élémentsK ∈ (ec). Comme
pour l'exemple précédent, on constate que µN est moins élevé avec la procédure anisotrope : pour un
ordre de découpage k = 4, on observe une réduction de 20% avec la procédure anisotrope. Ainsi, les
temps de calculs sont logiquement réduits avec cette procédure.
On note εk l'indicateur d'erreur global entre la solution en déplacement approchée ukh,P et la solution
ordre k k = 1 k = 2 k = 3 k = 4
µN
isotrope 8 47 214 1125
anisotrope 8 41 173 892
µT (s)
isotrope 0.44s 2.2s 12.1s 50s
anisotrope 0.44s 2.1s 10s 41s
Tab. 2.5  Exemple 3 : comparaison entre les procédures de découpage isotrope et anisotrope pour
diﬀérents ordres k (µN , nombre moyen de sous-domaines stochastiques pour les éléments (ec) et µT ,
temps CPU moyen pour la création des partitions stochastiques et l'intégration des quantités élémentaires
pour l'ensemble (ec) (stratégie d'intégration spatiale A)).
de référence u. Cet indicateur est déﬁni comme suit
εk =
‖ukh,P − u‖L2(P,dµ)
‖u‖L2(P,dµ)
(2.68)
La ﬁgure 2.32 présente la convergence de l'indicateur εk en fonction de l'ordre de partition k. Les résultats
pour les deux procédures d'intégration stochastique y sont présentés.
Comme dans l'exemple 1, on constate que les deux procédures de découpage conduisent à des erreurs
identiques. De plus, on observe une bonne convergence de εk en fonction de k vers l'erreur due à
l'approximation. Un ordre de partition k = 2 est alors nettement suﬃsant pour obtenir une intégration
stochastique de bonne qualité.
On veut maintenant comparer ces résultats à ceux obtenus avec la stratégie d'intégration spatiale B (c.f.
section 2.8.2.1)
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Fig. 2.32  Exemple 3 : convergence de εk en fonction de k pour chacune des procédures de découpage
(stratégie d'intégration spatiale A).
2.11.3 Eﬃcacité des stratégies d'intégration au niveau spatial
Nous présentons, dans cette section, les résultats obtenus avec la stratégie d'intégration B au niveau
spatial. On rappelle que cette stratégie ne nécessite pas de sous-découpages de l'élément pour chaque
réalisation ξ : l'erreur d'intégration est alors plus élevée mais les temps de calculs sont diminués. La ﬁgure
2.33 présente la convergence de l'indicateur εk en fonction de k obtenue pour chacune des procédures
d'intégration récursives. Pour chaque ordre k, le nombre de découpage successifs de l'élément spatial est
ﬁxé à 2 et pour chaque sous-élément spatial, on utilise une quadrature de Gauss d'ordre 4 (soit 63 points
d'intégration au total).
Hormis pour k = 0, où l'erreur est plus élevée, les résultats sont presque identiques à ceux obtenus
avec la stratégie d'intégration A (c.f. ﬁgure 2.32). Lorsqu'il existe une erreur due à l'approximation, l'erreur
d'intégration engendrée par la stratégie B est alors tout à fait négligeable. Le tableau 2.6 donne les temps
des calculs élémentaires moyens µT obtenus avec la stratégie d'intégration spatiale B. On constate que
les temps sont nettement moins importants que ceux obtenus avec la stratégie spatiale A (c.f. tableau
2.5) : avec la procédure de découpage anisotrope, on divise même le temps de calcul par 2 pour k = 4.
Nous nous intéressons maintenant à l'erreur d'approximation de la solution X-SFEM. Cette erreur vient
ordre k k = 1 k = 2 k = 3 k = 4
µT (s)
isotrope 0.38s 1.8s 8.5s 28s
anisotrope 0.38s 1.6s 7.1s 24s
Tab. 2.6  Exemple 3 : comparaison entre les procédures de découpage isotrope et anisotrope pour
diﬀérents ordres k (µT , temps CPU moyen pour la création des partitions stochastiques et l'intégration
des quantités élémentaires pour l'ensemble (ec) (stratégie d'intégration spatiale B)).
à la fois de l'approximation spatiale et stochastique.
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Fig. 2.33  Exemple 3 : convergence de εk en fonction de k pour chacune des procédures de découpage
(stratégie d'intégration spatiale B).
2.11.4 Convergence de la solution X-SFEM
Pour l'étude de l'erreur d'approximation de la solution X-SFEM, nous introduisons l'indicateur d'erreur
global suivant déﬁni à partir de la solution en déplacement approchée uh,P et de la solution exacte u
εh,p =
‖uh,P − u‖L2(P,dµ)
‖u‖L2(P,dµ)
(2.69)
où p désigne le degré du chaos polynomial généralisé, h la taille moyenne du maillage éléments ﬁnis et
‖·‖L2(P,dµ) est la norme L2 de la partie physique du champ de déplacement analogue à celle de l'équation
(2.65) pour le champ de contraintes. Nous déﬁnissons également l'indicateur d'erreur εKh,p qui donne la
contribution locale de l'élément ﬁni K à l'erreur globale :
εKh,p =
‖uh,P − u‖L2(PK ,dµ)
‖u‖L2(P,dµ)
(2.70)
La ﬁgure 2.34 donne la convergence de εh,p en fonction de p pour h = 0.18 (h =
√
2S/N où S est l'aire
du domaine et N le nombre d'éléments). On observe une convergence très rapide en fonction de p. Pour
p > 2, on peut conclure que la contribution à l'erreur vient principalement de l'erreur d'approximation
éléments ﬁnis au niveau spatial. La ﬁgure 2.35 donne les erreurs locales εKh,p obtenues pour des ordres
p = 1 et p = 2 : on constate que ces erreurs sont principalement concentrées sur les éléments K ∈ (ec)
qui sont possiblement coupés par la frontière.
La ﬁgure 2.36 présente la convergence de εh,p en fonction de h pour un ordre p = 2. La ﬁgure
2.37 donne, elle, les erreurs locales correspondantes pour h = 0.09 et h = 0.06. On observe alors une
convergence classique de l'erreur en O(h2) similaire à celle obtenue avec la méthode des éléments ﬁnis
pour un calcul déterministe. De plus les erreurs locales sont, ici encore, concentrées sur les éléments
K ∈ (ec).
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Fig. 2.34  Exemple 3 : convergence de εh,p en fonction de p pour h = 0.18.
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Fig. 2.35  Exemple 3 : erreurs locales εKh,p obtenues pour h = 0.18 et pour p = 1 (gauche) et p = 2
(droite).
2.11.5 Bilan
Avec cet exemple, possédant une véritable erreur d'approximation, nous avons tout d'abord montré que
l'intégration réalisée au niveau stochastique était de bonne qualité. En eﬀet, la modélisation probabiliste
simple de l'aléa géométrique permet d'utiliser de faibles ordres de partition k pour les procédures de
découpage et ainsi d'obtenir une solution précise avec des coûts de calcul raisonnables. D'autre part, cet
exemple a également permis de montrer les bonnes propriétés de convergence de la méthode X-SFEM
aussi bien au niveau stochastique qu'au niveau spatial.
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Fig. 2.36  Exemple 3 : convergence de εh,p en fonction de h pour p = 2.
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Fig. 2.37  Exemple 3 : erreurs locales εKh,p obtenues pour p = 2 et h = 0.09 (gauche) et h = 0.06
(droite).
2.12 Exemple 4 : plaque en traction avec trou de forme étoilée
2.12.1 Description du problème
Dans cet exemple, on considère une plaque trouée soumise à une traction uniaxiale présentée sur
la ﬁgure 2.38. Cette plaque occupe un domaine aléatoire inclus dans un domaine carré déterministe
B =]0, 3[×]0, 3[. La frontière intérieure Γ(ξ) est aléatoire et libre d'eﬀorts. Cette frontière aléatoire peut
être caractérisée par l'iso-zéro de la fonction level set φ(x, ξ) suivante
φ(x, ξ) = R(α(x), ξ)− ‖x− c‖
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où c = (1.5, 1.5) et où la fonction R(α(x), ξ) est déﬁnie par
R(α(x), ξ) = ξ1 +
1
10
(ξ2 cos(6α(x)) + ξ3 sin(6α(x)))
avec α(x) l'angle entre l'axe horizontal et la droite passant par les points c et x (c.f. ﬁgure 2.38). ξ1,
ξ2, et ξ3 sont des variables aléatoires uniformes statistiquement indépendantes telles que
ξ1 = U(0.7, 0.9), ξ2 = U(−1, 1) et ξ3 = U(−1, 1)
Nous travaillons alors dans un domaine stochastique de dimension 3 tel que Θ = [0.7, 0.9] × [−1, 1] ×
[−1, 1]. La frontière Γ(ξ) peut alors être vue comme un cercle de centre c de rayon aléatoire ξ1 perturbé
par deux modes sinusoïdaux caractérisés par les variables ξ2 et ξ3.
R(α,ξ)
c F-F
Γ(ξ)
α x
y
x
Ω(ξ)
φ>0
φ<0
Fig. 2.38  Exemple 4 : présentation du problème de la plaque avec trou de forme étoilée.
Nous faisons l'hypothèse des déformations planes et nous considérons le matériau homogène élas-
tique isotrope avec un module d'Young E = 1 et un coeﬃcient de poisson ν = 0.3. La plaque est
soumise à un eﬀort unitaire uniforme tel que F = (±1, 0) sur une partie de la frontière Γ2 telle que
Γ2 = {x = (x, y) ∈ ∂B;x = 3 ou x = 0}.
Pour le modèle numérique, on utilise le maillage présenté sur la ﬁgure 2.39 qui est composé de 3200
éléments ﬁnis triangles. Sur cette même ﬁgure sont présentés les diﬀérents états d'éléments : les éléments
sûrement dans le domaine (ei), les éléments sûrement en dehors du domaine (eo) et les éléments possi-
blement coupés par l'iso-zéro de la level set (ec). Pour l'approximation stochastique, on utilise un chaos
polynomial généralisé de degré p ∈ {2, 3}.
Contrairement aux exemples précédents, nous n'étudions pas l'inﬂuence de l'intégration stochastique.
Tous les calculs sont réalisés avec les procédures de découpage pour l'intégration stochastique (avec un
ordre k = 1) et avec la stratégie d'intégration B pour l'intégration spatiale. Nous comparons les résultats
obtenus avec X-SFEM à ceux obtenus avec une approche X-FEM déterministe. Nous utiliserons également
des simulations de Monte-Carlo, couplées à un code X-FEM déterministe, aﬁn de comparer les densités
de probabilité obtenues avec X-SFEM.
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Fig. 2.39  Exemple 4 : maillage X-SFEM utilisé avec états des éléments et positions des points P1 et
P2.
2.12.2 Comparaison avec des approches classiques
Dans cette section, nous présentons diﬀérents post-traitements des solutions X-SFEM et nous les
comparons à ceux obtenus avec des approches déterministes FEM et X-FEM. Comme la solution obtenue
est explicite en fonction des variables aléatoires de base du problème, les post-traitements X-SFEM
suivants sont réalisés très facilement pour des coûts de calcul très faibles.
2.12.2.1 Comparaison des déplacements
Dans un premier temps, nous nous intéressons aux résultats en déplacement : le problème dépendant de
3 variables aléatoires, nous ne pouvons pas visualiser les surfaces de réponse en fonction des 3 variables
à la fois. Pour une meilleure clarté des résultats, nous présentons des surfaces de réponse avec deux
dimensions stochastiques ﬁxées, et une dimension stochastique variable. On se donne deux points distincts
appartenant au domaine déterministe B : le point P1 = (2.625, 1.5) qui est sûrement dans la matière et
le point P2 = (1.5, 2.25) qui est possiblement dans la matière (c.f. ﬁgure 2.39). On propose d'étudier la
surface de réponse des solutions X-SFEM pour les trois cas de ﬁgure suivants :
 (i) on ﬁxe ξ2 = 0.5 et ξ3 = 0.5, et ξ1 est variable ;
 (ii) on ﬁxe ξ1 = µξ1 = 0.8 et ξ3 = 0.7, et ξ2 est variable ;
 (iii) on ﬁxe ξ1 = 0.7 et ξ2 = −0.4, et ξ3 est variable.
Nous utilisons une solution de référence basée sur une méthode X-FEM déterministe utilisant le même
maillage éléments ﬁnis que la solution X-SFEM (c.f. ﬁgure 2.39). Cette solution est obtenue en eﬀectuant
plusieurs calculs déterministes correspondant à diﬀérentes réalisations de la géométrie.
Les ﬁgures 2.40 à 2.42 présentent les surfaces de réponse du déplacement horizontal ux de P1 et P2
obtenues pour les trois cas de ﬁgure (i), (ii) et (iii). On constate logiquement que les solutions X-SFEM
tendent vers la solution de référence "X-FEM" avec p puisque le maillage éléments ﬁnis utilisé est le
même. Ainsi, même pour de faibles ordres de décompositions sur le chaos, la solution X-SFEM est très
85
X-SFEM pour les formes aléatoires
proche de la solution de référence.
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Fig. 2.40  Exemple 4 : surfaces de réponse ux en P1 (gauche) et en P2 (droite) en fonction de ξ1 ;
ξ2 = 0.5 et ξ3 = 0.5.
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Fig. 2.41  Exemple 4 : surfaces de réponse ux en P1 (gauche) et en P2 (droite) en fonction de ξ2 ;
ξ1 = 0.8 et ξ3 = 0.7.
La ﬁgure 2.44 présente les champs de déplacement ux obtenus pour diﬀérentes réalisations des va-
riables aléatoires de base. On compare les résultats obtenus avec la solution X-SFEM pour un chaos de
degré p = 3 à ceux obtenus avec une approche FEM associée à des maillages conformes. On constate,
ici aussi, une très bonne concordance des résultats entre les deux approches.
Enﬁn, la ﬁgure 2.43 présente les densités de probabilité de ux au point P1. La courbe de référence a été
calculée avec des simulations de Monte-Carlo associées à des calculs X-FEM basés sur le même maillage
éléments ﬁnis que X-SFEM. Cette courbe a été obtenue pour 10000 tirages des variables aléatoires. Les
diﬀérentes courbes X-SFEM ont été obtenues à partir des solutions évaluées au point P1. Les densités de
probabilité sont alors simplement obtenues à partir de 106 tirages des variables aléatoires. On constate
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Fig. 2.42  Exemple 4 : surfaces de réponse ux en P1 (gauche) et en P2 (droite) en fonction de ξ3 ;
ξ1 = 0.7 et ξ2 = −0.4.
que la solution X-SFEM conduit à de bons résultats au regard de la solution de référence et que la densité
de probabilité est alors très bien évaluée. On notera que les temps de calcul, entre X-SFEM et la méthode
de Monte-Carlo, sont réduits d'un facteur 500.
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Fig. 2.43  Exemple 4 : densités de probabilité de ux au point P1 : comparaison entre X-SFEM et une
approche Monte-Carlo couplée avec FEM pour 10000 tirages.
Les résultats sur les déplacements apparaissent très bons. De manière analogue, nous étudions main-
tenant les résultats sur les contraintes calculées à partir des solutions X-SFEM en déplacements aﬁn de
montrer qu'il existe diﬀérentes manières d'obtenir ces résultats.
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Fig. 2.44  Exemple 4 : comparaisons des champs de déplacements ux pour diﬀérentes réalisations de
la géométrie calculée avec X-SFEM (gauche) et FEM (droite).
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2.12.2.2 Comparaison des contraintes et énergie de déformation
Les résultats suivants sur les contraintes ont été obtenus par post-traitement de la solution X-SFEM
en déplacement. On note J(uh,P (ξ)) := J(ξ) une quantité d'intérêt que l'on veut déterminer et qui
dépend de la solution X-SFEM uh,P . Pour obtenir la surface de réponse de J(ξ) en fonction de ξ, nous
utilisons deux techniques diﬀérentes :
 technique (a) : à partir d'un ensemble de réalisations {ξk}k=1...M , on évalue J(ξ) pour chacune de
ces réalisations ;
 technique (b) : on décompose J(ξ) sur un chaos polynomial de degré identique, ou non, à celui
utilisé pour la solution en déplacement.
Maximum des contraintes : Pour comparer ces techniques, on s'intéresse tout d'abord au maximum
d'une composante du champ de contraintes J(ξ) = max
x∈Ω(ξ)
|σxx(x, ξ)| := σmaxxx (ξ). On propose d'étudier
les surfaces de réponse de σmaxxx (ξ) calculées avec X-SFEM pour les trois cas de ﬁgure donnés dans la
section précédente. Les solutions de référence sont obtenues, comme pour les déplacements, à partir d'un
ensemble de calculs déterministes X-FEM avec deux maillages diﬀérents.
Technique (a) : la ﬁgure 2.45 présente les résultats obtenus pour le cas (i). Nous utilisons ici deux
solutions de référence X-FEM : la première notée "X-FEM h1" a été calculée avec le même maillage
que la solution X-SFEM alors que la solution notée "X-FEM h2" a été calculée avec un maillage plus
ﬁn composé de 20000 éléments ﬁnis. On constate que les deux solutions de référence X-FEM présentent
certaines irrégularités. L'utilisation de la méthode X-FEM pour le calcul d'une quantité d'intérêt comme le
maximum des contraintes n'est clairement pas optimale. Cependant, la solution "X-FEM h2", calculée sur
le maillage le plus ﬁn, présente moins d'irrégularités indiquant la convergence de celle ci vers la solution
exacte. La solution X-SFEM tend, elle, logiquement vers la solution "X-FEM h1" et présente les mêmes
irrégularités.
Remarque 2.4 Avec X-FEM, une quantité présentant de fortes irrégularités (comme les coeﬃcients
de concentrations de contraintes en fonction d'une taille de ﬁssure) est classiquement lissée par post-
traitement aﬁn de faire disparaître ces irrégularités. Une quantité comme le maximum des contraintes
devrait subir le même type de traitement.
Technique (b) : avec cette technique, on cherche à décomposer J(ξ) sur un chaos polynomial de
degré identique ou non à celui utilisé pour la solution en déplacement. On note uh,P la solution X-SFEM
décomposée sur un chaos polynomial de degré p telle que
uh,P (x, ξ) =
∑
α∈IP
uα(x)Hα(ξ) (2.71)
où IP = {α ∈ I;
∑m
i=1 αi 6 p} et m est la dimension stochastique du problème. Soit J(uh,P (ξ)) := J(ξ)
la quantité d'intérêt que l'on cherche à décomposer sur un chaos polynomial de degré pJ > p telle que
J(ξ) =
∑
α∈IPJ
JαHα(ξ) (2.72)
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Fig. 2.45  Exemple 4 : surfaces de réponse du maximum des contraintes σmaxxx (ξ) en fonction de ξ1 ;
ξ2 = 0.5 et ξ3 = 0.5.
avec IPJ = {α ∈ I;
∑m
i=1 αi 6 pJ}. Les coeﬃcients Jα sont alors obtenus par une intégration numérique
adaptée
Jα = E(J(ξ)Hα(ξ)) ≈
∑
k
J(ξk)Hα(ξk)ωk (2.73)
où les ξk sont les points d'intégration et les ωk les poids d'intégration associés. Les quantités J(ξk)
sont alors évaluées à partir de la décomposition de la solution uh,P donnée dans l'équation (2.71). Avec
cette technique, le nombre d'évaluations de J(ξ) est alors moins important qu'avec la technique (a).
La ﬁgure 2.46 présente les surfaces de réponse de σmaxxx (ξ) obtenues pour le cas (i) avec la technique
(b). La solution X-SFEM a été calculée avec un degré p = 3, et la décomposition de σmaxxx (ξ) avec des
degrés pJ ∈ {3, 6, 12}. On constate que pour obtenir une surface de réponse semblable à celle obtenue
par X-FEM, il est nécessaire d'utiliser un ordre de décomposition pJ élevé. Cependant, la surface de
réponse pour pJ = 3 est plus régulière : utiliser de faibles ordres de décomposition pJ permet dans ce
cas de "lisser" la solution et d'obtenir des résultats certainement plus conformes à la réalité physique
du problème. Toutefois, toute généralisation à ce stade serait prématurée. Il sera important d'étudier ce
point plus en profondeur aﬁn de s'assurer que ces quantités puissent être bien évaluées et utilisées.
On notera que les champs de contraintes restent cependant bien évalués avec la méthode X-FEM. La
ﬁgure 2.47 présente en eﬀet plusieurs champs de contrainte σxx correspondant à diﬀérentes réalisations
des variables aléatoires de base. On y compare les résultats obtenus avec la solution X-SFEM pour un
chaos de degré p = 3 à ceux obtenus avec une approche FEM associée à des maillages conformes. Tout
comme pour les déplacements (c.f. ﬁgure 2.44), on constate une très bonne concordance des résultats
entre les deux approches.
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Fig. 2.46  Exemple 4 : surfaces de réponse de la décomposition de σmaxxx (ξ) pour diﬀérents ordres pJ
en fonction de ξ1 ; ξ2 = 0.5 et ξ3 = 0.5.
Énergie élastique de déformation : Prenons à présent comme quantité d'intérêt l'énergie élastique
de déformation W (ξ) déﬁnie par
W (ξ) =
1
2
∫
Ω(ξ)
ε(uh,P (x, ξ)) : C : ε(uh,P (x, ξ))dx := J(ξ) (2.74)
La ﬁgure 2.48 présente les surface de réponse obtenues pour W (ξ) pour le cas (i). Les deux solutions
de référence X-FEM sont ici très proches et très régulières. Les deux solutions X-SFEM présentées sur
cette ﬁgure ont été calculées avec un chaos de degré p = 3. Le post-traitement de la solution permettant
d'obtenir W (ξ) a été réalisé avec les techniques (a) et (b) proposées précédemment : la solution notée
"X-SFEM p = 3" et tracée en rouge a été obtenue directement (i.e. technique (a)) tandis que la solution
notée "X-SFEM p = 3, pJ = 3" a été obtenue en la décomposant préalablement sur un chaos de degré
pJ = 3 (i.e. technique (b)). On constate que les deux solutions sont quasiment identiques et concordent
précisément avec la solution de référence "X-FEM h1". On rappelle que la variable ξ1 représente le "rayon"
de la forme non perturbée, et on observe que plus la valeur de ξ1 est élevée, plus l'énergie élastique de
déformation est importante.
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Fig. 2.47  Exemple 4 : comparaisons des champs de contraintes σxx pour diﬀérentes réalisations de la
géométrie calculés avec X-SFEM (gauche) et FEM (droite).
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2.13. Conclusion
2.12.3 Bilan
Cet exemple nous a permis d'illustrer la qualité de la solution X-SFEM pour de faibles ordres de chaos
polynomial. Nous avons montré qu'une géométrie relativement complexe pouvait être facilement prise en
compte dans X-SFEM. Tous les post-traitements présentés dans cet exemple sont très rapides et simples
à eﬀectuer. Grace à ces diﬀérents post-traitements, nous avons montré la qualité de la solution X-SFEM
en se basant sur des résultats obtenus avec des approches déterministes.
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Fig. 2.48  Exemple 4 : surfaces de réponse de l'énergie élastique de déformation W (ξ) en fonction de
ξ1 ; ξ2 = 0.5 et ξ3 = 0.5.
2.13 Conclusion
Ce chapitre nous a permis de présenter la méthode éléments ﬁnis stochastiques étendus X-SFEM pour
des problèmes de formes aléatoires. Cette méthode tire avantage de la représentation de la géométrie par
la technique des level sets aléatoires. On peut ainsi travailler sur un domaine déterministe ﬁxe et déﬁnir
assez facilement les espaces d'approximation. Pour l'approximation stochastique, nous avons montré que
la projection de Galerkin se révélait beaucoup plus précise et eﬃcace que la méthode de projection
L2 couplée à X-FEM. Les diﬀérents exemples numériques nous ont permis de montrer la qualité de la
solution X-SFEM. Nous avons mis l'accent sur les problèmes d'intégration au niveau stochastique pour
la construction de la matrice et du second membre du problème discrétisé. Il est clair que pour des
modélisations probabilistes sophistiquées, une réﬂexion préalable doit être menée pour s'assurer d'une
intégration suﬃsamment précise. Ainsi, nous avons proposé une méthode d'intégration, basée sur un
découpage du domaine stochastique, et nous avons montré son eﬃcacité. Cependant, il reste encore
à déﬁnir un critère, pouvant être déterminé a priori et permettant de savoir jusqu'où la procédure de
découpage doit être eﬀectuée.
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Méthode éléments ﬁnis stochastiques
étendus pour les problèmes
mécaniques avec interface matérielle
aléatoire
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3.1 Introduction
Nous avons montré dans le chapitre 2 que la méthode X-SFEM s'avérait eﬃcace pour la résolution de
problèmes de structures présentant des formes aléatoires. Dans ce chapitre, on s'intéresse aux problèmes
possédant une interface matérielle aléatoire. Nous savons que ce type de problème conduit à une solution
en déplacement à dérivées discontinues au passage de l'interface. L'approximation éléments ﬁnis peut
représenter cette discontinuité si on utilise des maillages conformes à l'interface. En revanche, l'utilisation
de maillages non conformes, comme dans X-SFEM, dégrade fortement la qualité de la solution. En
utilisant la méthode de la partition de l'unité [Melenk et Babuska 1996], il est possible d'enrichir l'espace
d'approximation aﬁn de rajouter des modes à dérivées discontinues au passage de l'interface. Les choix
pour l'enrichissement sont multiples : on propose ici d'étudier tout d'abord celui proposé dans [Moës
et al. 2003]. Dans un cadre déterministe, l'enrichissement est dit optimal car il permet de retrouver des
taux de convergence équivalents à ceux de la méthode des éléments ﬁnis avec des maillages conformes.
La question ici est de savoir si cet enrichissement reste optimal dans le cadre d'un problème stochastique.
On montrera que, s'il permet d'obtenir une solution de qualité (i.e. meilleure qu'une solution obtenue
avec une approximation classique), il n'est cependant pas idéal pour les problèmes stochastiques. On
proposera alors un nouvel d'enrichissement adapté au cadre stochastique. On montrera qu'il permet
d'améliorer la qualité de la solution à l'aide de diﬀérents exemples numériques. La démarche proposée
est une extension au cadre stochastique de la méthode de la partition de l'unité, qui revient à enrichir
l'espace d'approximation à la fois au niveau spatial et stochastique.
3.2 Formulation du problème d'interface matérielle dans le cadre de
X-SFEM
On considère un domaine Ω composé de deux sous-domaines aléatoires disjoints tels que Ω = Ω1(ξ)∪
Ω2(ξ). Chaque sous-domaine Ωi est représenté par la variable aléatoire Ωi : ξ ∈ Θ 7→ Ωi(ξ) ⊂ Rd où d
désigne la dimension spatiale du problème et Ωi(ξ) représente une réalisation du sous-domaine. L'interface
aléatoire entre ces deux sous-domaines est notée Γ(ξ). On suppose que la structure est soumise à des
eﬀorts volumiques f sur Ω et à des eﬀorts surfaciques F sur une partie Γ2 de la frontière ∂Ω, ces eﬀorts
étant éventuellement aléatoires. La structure est ﬁxée sur une partie complémentaire Γ1 de la frontière
∂Ω. On supposera ici que Γ1 et Γ2 sont déterministes. Le problème est présenté sur la ﬁgure 3.1. On se
Ω F
f
Γ2
Γ1
Γ(ξ)
Ω
1
2
(ξ)
(ξ)
Fig. 3.1  Problème d'interface matérielle aléatoire.
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place sous l'hypothèse des petites perturbations et on suppose le matériau élastique linéaire. On note C
le tenseur d'élasticité de Hooke et ε le tenseur des déformations. Le domaine Ω est ici déterministe, il
n'est donc pas nécessaire d'introduire un domaine de référence B comme pour les problèmes de formes
aléatoires (c.f. section 2.3). Les espaces fonctionnels sont alors déﬁnis directement sur Ω et ne demandent
pas de prolongement. On introduit tout d'abord une formulation faible du problème au niveau spatial :
trouver u tel que ∀ξ ∈ Θ, u(·, ξ) ∈ U = {v ∈ (H1(Ω))d;v = 0 sur Γ1}, et tel qu'on ait Pξ-presque
sûrement
a(u(·, ξ),v; ξ) = b(v; ξ) ∀v ∈ U (3.1)
où a(·, ·; ξ) et b(·; ξ) sont respectivement les formes bilinéaire et linéaire déﬁnies par :
a(u,v; ξ) =
∫
Ω
ε(v) : C : ε(u) dx (3.2)
b(v; ξ) =
∫
Ω
f · v dx+
∫
Γ2
F · v ds (3.3)
On introduit ensuite une formulation faible à la fois au niveau spatial et au niveau stochastique. En
introduisant l'espace fonctionnel
V = {u : ξ ∈ Θ 7→ u(·, ξ) ∈ U;
∫
Θ
‖u(·,x)‖2U dPξ(x) <∞} := L2(Θ, dPξ;U) (3.4)
la formulation s'écrit : trouver u ∈ V tel que
A(u,v) = L(v) ∀v ∈ V (3.5)
où
A(u,v) =
∫
Θ
a(u,v;x) dPξ(x) := E(a(u,v; ξ)) (3.6)
L(v) =
∫
Θ
b(v;x) dPξ(x) := E(b(v; ξ)) (3.7)
et où E(·) est l'espérance mathématique. Les formes bilinéaire et linéaire s'écrivent encore
A(u,v) =
∫
Θ
∫
Ω
ε(v) : C(x,x) : ε(u) dx dPξ(x) (3.8)
L(v) =
∫
Θ
∫
Ω
v · f dx dPξ(x) +
∫
Θ
∫
Γ2
v · F ds dPξ(x) (3.9)
Nous considérons que la forme bilinéaire A est continue et coercive sur V et que la forme linéaire L
est continue sur V, tel que le problème (3.5) soit bien posé. L'aléa sur les sous-domaines matériels est
caractérisé par la donnée du tenseur de Hooke aléatoire C(x, ξ), qui peut s'écrire :
C(x, ξ) = C1IΩ1(ξ)(x) +C2IΩ2(ξ)(x) (3.10)
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où C1 et C2 sont respectivement les tenseurs d'élasticité des sous-domaines Ω1(ξ) et Ω2(ξ), et où IΩ1
et IΩ2 sont respectivement les fonctions indicatrices des domaines Ω1(ξ) et Ω2(ξ) données par
IΩi(ξ)(x) =
{
1 si (x, ξ) ∈ Ωi(ξ)
0 sinon (3.11)
Sans perte de généralité, on considère par la suite que C1 et C2 sont déterministes.
3.3 Représentation de la géométrie avec la technique des level sets
aléatoires
Dans le cas des formes aléatoires, la technique des levels sets nous permettait de décrire la fonction
caractéristique du domaine physique. Ici, on caractérise l'interface matérielle aléatoire par l'iso-zéro d'une
fonction level set aléatoire φ(x, ξ) déﬁnie par l'équation (2.26). L'utilisation et la manipulation des level
sets aléatoires, présentées dans les sections 2.2.2 et 2.4, se font de la même manière. Par convention, nous
supposerons que la level set prend des valeurs négatives sur le domaine Ω1 et positives sur le domaine
Ω2. Ainsi, considérant l'équation (3.10), le tenseur C(x, ξ) peut s'écrire :
C(x, ξ) = C1H(−φ(x, ξ)) +C2H(φ(x, ξ)) (3.12)
oùH est la fonction Heaviside. En pratique, on rappelle que la fonction level-set est discrétisée en utilisant
une interpolation sur un maillage éléments ﬁnis ﬁxe. La géométrie aléatoire est alors complètement
caractérisée par la donnée des valeurs nodales de la level-set, qui sont des variables aléatoires.
3.4 Déﬁnition des espaces d'approximation
Dans cette section, on s'intéresse à la construction de l'espace d'approximation de l'espace de travail
V. On peut distinguer deux déﬁnitions possibles : la première consiste à déﬁnir un espace d'approximation
classique, analogue à celui proposé dans la section 2.5 et la seconde consiste à enrichir cet espace
d'approximation en utilisant la méthode de la partition de l'unité.
3.4.1 Espace d'approximation classique
On introduit un maillage éléments ﬁnis Th du domaine Ω et on note {ϕi}i∈I la base d'approximation
éléments ﬁnis de U. L'espace d'approximation spatial classique Uh ⊂ U peut s'écrire :
Uh = {v(x) =
∑
i∈I
ϕi(x)vi = ϕi(x)v, v ∈ RN} (3.13)
Un espace d'approximation semi-discrétisé en espace Vh ⊂ V est alors déﬁni par
Vh = {v(x, ξ) = ϕ(x)v(ξ), v ∈ S⊗ RN} (3.14)
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Comme indiqué en section 2.5, on introduit, au niveau stochastique, un espace d'approximation SP ⊂ S.
L'espace d'approximation complet Vh,P ⊂ V est alors déﬁni par
Vh,P = SP ⊗ Uh
Il peut également s'écrire
Vh,P = {v(x, ξ) = ϕ(x)v(ξ), v ∈ SP ⊗ RN} (3.15)
L'utilisation de cet espace d'approximation est tout à fait possible pour notre problème. Cependant, il est
clair qu'il n'est pas optimal dans le cas d'un problème d'interface matérielle aléatoire. En eﬀet, ce type de
problème possède un champ solution qui présente des dérivées discontinues au passage de l'interface Γ(ξ).
Or, ces discontinuités ne sont pas contenues dans l'espace d'approximation éléments ﬁnis dans le cas où
le maillage n'est pas conforme à la géométrie. Il est donc nécessaire de modiﬁer l'espace d'approximation
aﬁn qu'il puisse représenter ces discontinuités au passage de l'interface.
3.4.2 Enrichissement de l'espace d'approximation
Il est possible d'enrichir l'espace d'approximation par des fonctions à dérivées discontinues au passage
de l'interface. On peut pour cela utiliser la méthode de la partition de l'unité. Dans [Melenk et Babuska
1996], les auteurs ont montré qu'il était possible avec cette méthode d'enrichir l'espace d'approximation
éléments ﬁnis classique. Le but de cette méthode est d'augmenter la précision de l'approximation sans
augmenter de manière signiﬁcative la dimension de l'espace d'approximation. On introduit pour cela
certaines connaissances amont sur la solution du problème à l'aide d'un enrichissement contenant les
irrégularités du champ solution.
Au niveau déterministe, correspondant à une réalisation ξ donnée, l'espace d'approximation enrichi U+h
au niveau spatial peut s'écrire
U+h (ξ) = {v(x) =
∑
i∈I
ϕi(x)ai +
∑
i∈Ie
ϕi(x)ψ(x, ξ)a
+
i ,
a = (ai)i∈I ∈ RN , a+ = (a+i )i∈Ie ∈ RN
+} (3.16)
où Ie est l'ensemble des noeuds enrichis, ψ(·, ξ) est la fonction d'enrichissement, a est le vecteur des
degrés de liberté classiques et a+ est le vecteur des degrés de liberté enrichis. Il existe plusieurs choix
classiques pour la fonction d'enrichissement ψ donnés dans [Sukumar et al. 2001, Moës et al. 2003].
Ces diﬀérentes fonctions sont basées sur la fonction level set permettant de caractériser la position de
l'interface. On rappelle qu'avec la méthode des level sets, l'interface est donnée par l'iso-zéro de la fonction
level set φ(x, ξ) : ainsi, la fonction |φ(x, ξ)| est une fonction continue à dérivée discontinue au passage
de l'interface Γ(ξ). L'utilisation de la fonction d'enrichissement donnée dans [Moës et al. 2003] est dite
optimale car elle permet à l'approximation de retrouver des taux de convergence en O(h2) en norme L2
identiques à ceux d'une approximation éléments ﬁnis classique avec un maillage conforme.
Dans le cadre stochastique, on peut naturellement étendre la déﬁnition précédente. Cela conduit à déﬁnir
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l'espace d'approximation semi-discrétisé V+h ∈ V déﬁni par
V+h = {v(x, ξ) =
∑
i∈I
ϕi(x)ai(ξ) +
∑
i∈Ie
ϕi(x)ψ(x, ξ)a
+
i (ξ),
a = (ai)i∈I ∈ S⊗ RN , a+ = (a+i )i∈Ie ∈ S⊗ RN
+} (3.17)
L'utilisation de la fonction d'enrichissement proposée dans [Moës et al. 2003] devrait également permettre
d'obtenir des taux de convergence optimaux en h. Au niveau stochastique, un espace d'approximation
SP ⊂ S est utilisé. L'espace d'approximation V+h,P est alors déﬁni par
V+h,P = {v(x, ξ) =
∑
i∈I
ϕi(x)ai(ξ) +
∑
i∈Ie
ϕi(x)ψ(x, ξ)a
+
i (ξ),
a = (ai)i∈I ∈ SP ⊗ RN , a+ = (a+i )i∈Ie ∈ SP ⊗ RN
+} (3.18)
La fonction d'enrichissement ψ(x, ξ) est a priori aléatoire. L'espace d'approximation V+h,P peut encore
s'écrire
V+h,P = Vh,P + span{ψ(x, ξ)ϕi(x)Hα(ξ), i ∈ Ie, α ∈ IP } (3.19)
L'enrichissement, ainsi déﬁni, permet alors d'enrichir l'espace d'approximation aussi bien au niveau spatial
que stochastique. On montrera par la suite que l'utilisation, dans un cadre stochastique, de la fonction
d'enrichissement donnée dans [Moës et al. 2003] conduit à de mauvais taux de convergence en fonction
de l'ordre de décomposition p du chaos polynomial. On proposera alors une fonction d'enrichissement,
adaptée au cadre stochastique, qui permet d'obtenir de bons taux de convergence au niveau spatial et
stochastique. Les fonctions d'enrichissement, utilisées dans ces travaux, seront présentées dans la section
3.6.
3.5 Approximation de Galerkin avec un espace enrichi
Avant de s'intéresser au choix des fonctions d'enrichissement, nous présentons les particularités dues à
l'utilisation d'un espace d'approximation enrichi lorsque l'on utilise une projection de Galerkin. On notera
que si on utilise un espace d'approximation classique, la méthode est la même que celle présentée dans
la section 2.6. D'autre part, dans les deux premiers exemples, nous utiliserons également une méthode
de projection L2 avec une approximation classique et enrichie. Pour cette méthode, le lecteur pourra se
référer à la section 2.7.
On se place dans le cas d'un espace d'approximation enrichi noté V+h,P . On rappelle que l'approximation
de Galerkin uh,P ∈ V+h,P est déﬁnie, dans ce cas, par
A(uh,P ,vh,P ) = L(vh,P ) ∀vh,P ∈ V+h,P , (3.20)
On note u = (aT , (a+)T )T . L'équation (3.20) est alors équivalente au système d'équations suivant∑
α∈IP
E(HβAHα)uα = E(bHβ) ∀β ∈ IP (3.21)
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où les uα sont les coeﬃcients de la décomposition de l'ensemble des degrés de liberté u. Pour obtenir la
matrice et le vecteur du système éléments ﬁnis, on utilise un assemblage classique des quantités élémen-
taires (voir équation (2.55)). On rappelle que ces quantités sont décomposées sur le chaos polynomial et
leurs coeﬃcients sont obtenus par une intégration appropriée sur le domaine stochastique Θ respectant
la mesure de probabilité dPξ des variables aléatoires (c.f. équations (2.58) et (2.59)). Pour le calcul de
l'intégration, on utilise une règle de quadrature conduisant à déterminer les quantités élémentairesAK(ξ)
et bK(ξ) pour des réalisations ξ. C'est précisément dans le calcul de ces quantités que l'enrichissement
est pris en compte. Prenons le cas de la matrice de rigidité élémentaire AK(ξ) déﬁnie par
AK(ξ) =
∫
K
B˜TK(ξ)[C1H(−φ(x, ξ)) +C2H(φ(x, ξ))]B˜K(ξ)dx (3.22)
Si on considère que les degrés de liberté sont rangés en deux blocs, i.e. classiques puis enrichis, et si on
note BK la matrice des déformations éléments ﬁnis pour les degrés de liberté classiques, alors la matrice
B˜K est déﬁnie par
B˜K(ξ) = [BK , ψ(x, ξ)BK + (Dψ)ϕK ] (3.23)
où ψ(x, ξ) est la fonction d'enrichissement pour la réalisation ξ, et où les matrices ϕK et Dψ sont
déﬁnies, en dimension 2 et pour un élément triangle à 3 noeuds, par
ϕK =
(
ϕ1 0 ϕ2 0 ϕ3 0
0 ϕ1 0 ϕ2 0 ϕ3
)
Dψ =

∂ψ
∂x 0
0 ∂ψ∂y
∂ψ
∂y
∂ψ
∂x

où les ϕi sont les fonctions d'interpolation scalaires aux sommets du triangle. On s'intéresse maintenant
aux choix possibles pour la fonction d'enrichissement ψ(x, ξ).
3.6 Fonctions d'enrichissement proposées pour X-SFEM
Dans cette section, nous présentons deux fonctions d'enrichissement notées respectivement ψ1 et
ψ2. La première fonction est classique dans la méthode X-FEM et a été proposée dans [Moës et al.
2003]. La seconde fonction est nouvelle et a été développée spécialement dans la méthode X-SFEM
pour les problèmes d'interface matérielle aléatoire. Aﬁn de comparer les performances de chacune de
ces fonctions et de montrer l'intérêt de la seconde fonction ψ2, nous utilisons un problème de référence.
Nous décrivons tout d'abord ce problème puis nous présentons les résultats obtenus avec chaque fonction
d'enrichissement.
3.6.1 Description du problème de référence : plaque en traction avec interface ma-
térielle aléatoire
On considère un domaine carré Ω ⊂ R2 de côté égal à 1 composé de deux matériaux élastiques. Les
matériaux 1 et 2 occupent respectivement les domaines aléatoires Ω1(ξ) et Ω2(ξ) et sont séparés par
une interface aléatoire Γ(ξ) caractérisée par une variable aléatoire ξ. On considère que ξ est une variable
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aléatoire uniforme telle que ξ = U(0.4, 0.6). Sa moyenne correspond à une frontière séparant la plaque
en deux domaines de taille identique. Les deux matériaux ont des caractéristiques matérielles diﬀérentes :
E1 = 1 et ν1 = 0 dans Ω1(ξ), E2 = 2 et ν2 = 0 dans Ω2(ξ). Le domaine est encastré sur la partie Γ1
de sa frontière et on applique un eﬀort F = (1, 0) sur la partie Γ2 de sa frontière.
ξ
Ω (ξ)
FΓ1
Ω (ξ)1 2
E
υ
E
υ
2
2
1
1
Γ (ξ)
Γ2
Fig. 3.2  Exemple de référence : problème de la plaque en traction avec interface matérielle aléatoire.
L'interface Γ(ξ) est caractérisée par la fonction level set suivante : pour x = (x, y) ∈ Ω
φ(x, ξ) = x− ξ
Comme présenté en section 3.3, les valeurs négatives de φ(x, ξ) caractérisent les points appartenant
à Ω1(ξ) et les valeurs positives les points appartenant à Ω2(ξ).
Pour l'approximation spatiale, aﬁn d'étudier la qualité de la solution obtenue avec X-SFEM, on utilise
deux maillages éléments ﬁnis diﬀérents composés de triangles à 3 noeuds. Le premier maillage comporte
50 éléments et le second 508 éléments. La ﬁgure 3.3 présente les deux maillages utilisés avec les diﬀérents
groupes d'éléments : les éléments appartenant sûrement à Ω1 (groupe e1), les éléments appartenant
sûrement à Ω2 (groupe e2) et les éléments possiblement coupés par Γ(ξ) (groupe ec). Quel est l'intérêt
d'utiliser deux maillages ? Sur le premier maillage, très grossier, on peut constater que l'interface est
toujours contenue dans la même bande d'éléments (qui sont donc toujours coupés par l'interface). Sur
le second maillage, en revanche, les éléments coupés par l'interface ne sont pas toujours les mêmes en
fonction de la position (réalisation) de l'interface.
Le problème ne possède ici qu'une seule dimension stochastique. On peut donc reformuler le problème
sur un espace probabilisé de dimension 1, noté (Θ,B, Pξ) avec Θ = [0.4, 0.6] et Pξ la mesure uniforme
sur [0.4, 0.6]. Pour l'approximation stochastique, on utilise un chaos polynomial généralisé d'ordre p pour
lequel les fonctions de base de SP sont les polynômes de Legendre sur [0.4, 0.6]. Enﬁn, pour l'approxima-
tion on utilise une projection de Galerkin mais également une méthode de projection L2. On s'intéresse
maintenant au choix de la fonction d'enrichissement.
3.6.2 Fonction d'enrichissement classique ψ1
Dans cette section, nous présentons une première fonction d'enrichissement, classiquement utilisée
dans X-FEM, et proposée dans [Moës et al. 2003]. Après avoir présenté cette fonction, on étudiera ses
performances sur l'exemple de référence.
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e          e        e e          e        e1 12 2c c
          maillage 1                                              maillage 2
Fig. 3.3  Exemple de référence : maillages X-SFEM utilisés avec les diﬀérents groupes d'éléments : les
éléments e1 appartenant sûrement à Ω1, les éléments e2 appartenant sûrement à Ω2 et les éléments ec
possiblement coupés par Γ(ξ).
3.6.2.1 Présentation de la fonction ψ1
Parmi les diﬀérentes fonctions d'enrichissement développées pour la méthode X-FEM déterministe,
celle proposée dans [Moës et al. 2003] permet d'obtenir des taux de convergence optimaux, i.e. identiques
à ceux obtenus avec une approche éléments ﬁnis utilisant des maillages conformes à l'interface. Cette
fonction ψ1 directement étendue à un cadre stochastique s'écrit1
ψ1(x, ξ) =
∑
j∈I
|φj(x, ξ)|ϕj(x)− |
∑
j∈I
φj(x, ξ)ϕj(x)| (3.24)
où les ϕj(x) sont les fonctions d'interpolation scalaires déﬁnissant l'approximation. Il s'agit en fait de la
diﬀérence entre l'interpolée des valeurs absolues nodales de la level set et la valeur absolue de la level
set. Pour une réalisation ξ donnée, cette fonction d'enrichissement est non nulle sur les éléments coupés
par l'interface Γ(ξ) et nulle ailleurs. Dans le cadre déterministe, son support spatial est composé de
l'ensemble des éléments coupés par l'interface. Son utilisation dans le cadre stochastique conduit donc
à élargir son support spatial. L'ensemble Ie des noeuds enrichis est alors choisi comme l'ensemble des
noeuds Ic dont le support est possiblement coupé par l'interface Γ(ξ). La ﬁgure 3.4 présente l'ensemble
des noeuds enrichis Ie pour chacun des deux maillages pour le problème de référence stochastique. La
ﬁgure 3.5 représente la fonction ψ1(x, ξ) sur le maillage 2 pour deux réalisations de la géométrie. On
constate que, selon la position de l'interface, la fonction d'enrichissement est non nulle sur un ensemble
d'éléments ﬁnis diﬀérent. On peut alors voir la fonction ψ1 comme une fonction d'enrichissement localisée
au niveau spatial pour un ξ donné.
1aﬁn de garder une présentation générale, on considère que le problème dépend d'un ensemble de variables aléatoires ξ
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noeuds enrichis
noeuds réguliers
P1
Fig. 3.4  Exemple de référence : ensemble des noeuds enrichis Ie avec la fonction ψ1 pour chacun des
deux maillages.
3.6.2.2 Résultats obtenus sur le problème de référence
Aﬁn d'étudier la qualité des diﬀérentes solutions et connaissant la solution exacte de ce problème, on
introduit un indicateur d'erreur global déﬁni à partir des solutions X-SFEM en déplacement uh,P et de
la solution exacte u(x, ξ)
εh,p =
‖uh,P − u‖L2(Ω×Θ)
‖u‖L2(Ω×Θ)
(3.25)
où
‖u‖2L2(Ω×Θ) =
∫
Θ
∫
Ω
u(x,x) · u(x,x) dx dPξ(x) (3.26)
On utilisera également un indicateur d'erreur local εKh,p donnant la contribution locale de l'élément ﬁni
K à l'erreur globale 2 :
εKh,p =
‖uh,P − u‖L2(K×Θ)
‖u‖L2(Ω×Θ)
(3.27)
On propose d'étudier la qualité de deux solutions X-SFEM. La première, notée X-SFEM, est relative à
un espace d'approximation classique sans enrichissement. La seconde, notée X-SFEM+1 , est relative à un
espace d'approximation enrichi basé sur la fonction ψ1. Le tableau 3.1 présente les valeurs de l'indicateur
d'erreur global obtenues en fonction de l'ordre de décomposition p pour le maillage 1. On remarque que la
solution X-SFEM+1 conduit systématiquement à la solution exacte tandis que la solution X-SFEM donne
toujours le même niveau d'erreur assez important. Le tableau 3.2 présente les valeurs de l'indicateur
2la contribution locale à l'erreur globale vériﬁe εh,p =
P
K∈Th(ε
K
h,p)
2
1/2
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ξ = 0.45 ξ = 0.55
Fig. 3.5  Exemple de référence : fonction d'enrichissement ψ1 pour deux réalisations de la géométrie ;
maillage 2.
d'erreur global obtenues pour le maillage 2. On constate ici qu'aucune des solutions ne donne la solution
exacte. Cependant, l'erreur commise sur la solution X-SFEM est plus faible qu'avec le maillage 1 et
converge lentement en fonction de l'ordre p. L'erreur de la solution X-SFEM+1 est plus faible que celle
de la solution X-SFEM (environ 1 ordre de grandeur) mais elle converge lentement en fonction de p. On
se pose alors la question suivante : pourquoi la solution X-SFEM+1 ne donne-t-elle pas la solution exacte
avec le maillage 2 ?
p = 1 p = 2 p = 3 p = 4
X-SFEM 2.4 10−2 2.4 10−2 2.4 10−2 2.4 10−2
X-SFEM+1 4.3 10−14 4.1 10−14 4 10−14 3.9 10−14
Tab. 3.1  Exemple de référence : erreurs εh,p obtenues avec les solutions X-SFEM et X-SFEM+1 pour
diﬀérents ordres de chaos polynomial p ; maillage 1.
p = 1 p = 2 p = 3 p = 4
X-SFEM 9 10−3 6.6 10−3 5.8 10−3 5.5 10−3
X-SFEM+1 5 10−3 2 10−3 9 10−4 5.7 10−4
Tab. 3.2  Exemple de référence : erreurs εh,p obtenues avec les solutions X-SFEM et X-SFEM+1 pour
diﬀérents ordres de chaos polynomial p ; maillage 2.
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Fig. 3.6  Exemple de référence : surfaces de réponse du déplacement horizontal (gauche) et évolution
de la fonction ψ1 (droite) au point P1 ; maillage 1.
Pour le comprendre, on propose d'observer diﬀérentes quantités relatives à un point particulier P1 =
(0.5, 0.55) du domaine (c.f. ﬁgure 3.4). Ce point peut, selon les réalisations de la géométrie, être dans l'un
ou l'autre des sous-domaines. La ﬁgure 3.6 présente les surfaces de réponse du déplacement horizontal
de P1 obtenues avec les solutions X-SFEM et X-SFEM+1 calculées sur le maillage 1. On illustre le constat
évoqué précédemment : la solution X-SFEM+1 correspond parfaitement à la solution exacte. Sur la même
ﬁgure, on trouve également l'évolution de la fonction d'enrichissement ψ1 au point P1 en fonction de
ξ : on observe bien la discontinuité dans la dérivée de ψ1 par rapport à ξ pour ξ = 0.5, illustrant le
fait que l'on enrichit au niveau stochastique par des fonctions non polynomiales. La ﬁgure 3.7 présente
les mêmes surfaces de réponse mais issues des solutions calculées sur le maillage 2. On constate que la
surface de réponse de la solution X-SFEM+1 s'éloigne de la solution exacte. On peut observer diﬀérentes
discontinuités dans la dérivée de la surface de réponse du déplacement (entourées sur la ﬁgure) et c'est ici
que se situe le problème. En eﬀet, si la solution possède bien l'irrégularité souhaitée en ξ = 0.5, d'autres
irrégularités apparaissent. Ces irrégularités parasites viennent en fait de la fonction d'enrichissement ψ1 :
si on observe l'évolution de la fonction ψ1 au même point P1, on constate qu'elle possède les mêmes
discontinuités dans la dérivée (ﬁgure 3.8). On constate que les irrégularités parasites apparaissent lorsque
l'état des noeuds de l'élément contenant P1 change. Ces irrégularités perturbent alors l'approximation
et dégradent la qualité de la solution. En eﬀet, les degrés de liberté ne sont pas réguliers au niveau
stochastique, et ils ne sont pas représentables correctement dans l'espace SP . De plus, la fonction ψ1
étant nulle aux noeuds de l'ensemble Ie, les fonctions de base d'enrichissement ψ1(x, ξ)ϕi(x)Hα(ξ) sont
nulles également. L'enrichissement stochastique n'a alors aucun eﬀet aux noeuds, c'est pourquoi on ne
peut pas obtenir la solution exacte.
La ﬁgure 3.9 illustre ce constat : elle présente les surfaces de réponse en déplacement d'un degré
de liberté enrichi obtenues avec X-SFEM+1 pour diﬀérents ordres de chaos polynomial. Sur cette ﬁgure,
la surface de réponse de référence, notée X-FEM+, a été obtenue à partir de calculs déterministes en
modiﬁant la position de l'interface (solutions calculées dans V+h ). On constate que le degré de liberté
enrichi est constant par morceaux. Pour ce problème, plus le nombre d'éléments possiblement coupés par
l'interface est important (i.e. plus le rapport entre la taille des éléments ﬁnis et la plage de variation est
petit) et plus la fonction d'enrichissement ψ1 devient irrégulière au niveau stochastique, ce qui perturbe
la solution X-SFEM+1 . Cependant, on notera que la projection de Galerkin ne cherche à représenter que
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la partie non nulle du degré de liberté enrichi ce qui permet, malgré tout, d'améliorer les résultats par
rapport à une approximation non enrichie.
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Fig. 3.7  Exemple de référence : surfaces de réponse du déplacement horizontal (gauche) et évolution
de la fonction ψ1 (droite) au point P1 ; maillage 2.
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Fig. 3.8  Evolution de la fonction d'enrichissement ψ1 au point P1 en fonction de la position de l'interface
donnée par ξ ; maillage 2.
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Fig. 3.9  Exemple de référence : surfaces de réponse d'un degré de liberté enrichi obtenus avec X-SFEM+1
pour diﬀérents ordres de chaos polynomial p ; maillage 2.
Nous avons montré qu'une approximation enrichie basée sur la fonction ψ1 est alors loin d'être
optimale. L'utilisation de cette fonction pour des problèmes stochastiques ne mène malheureusement pas
à la précision escomptée. Si la solution en déplacement reste cependant bien calculée, les champs de
contraintes présentent une erreur importante au voisinage de l'interface. C'est ce que nous illustrons sur
la ﬁgure 3.10 sur laquelle le champ de contraintes σxx calculé sur chacun des maillages est présenté. En
eﬀet, on constate que le champ de contraintes n'est uniforme et égal à 1 que pour la solution calculée
sur le maillage 1.
 
 
 
 
0.9
0.95
1
1.05
1.1
Fig. 3.10  Exemple de référence : champs de contraintes σxx pour ξ = 0.5 calculés avec X-SFEM+1 ;
maillage 1 (gauche), maillage 2 (droite).
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3.6.3 Fonction d'enrichissement améliorée ψ2
3.6.3.1 Présentation de la fonction ψ2
Comme nous l'avons montré précédemment, le problème de l'approximation enrichie avec la fonction
ψ1 vient de son caractère local et de sa faible régularité stochastique. L'idée est donc de construire une
fonction qui soit plus globale. On note Ic l'ensemble des noeuds dont le support est possiblement coupé
par l'interface et on note If ⊂ I\Ic l'ensemble des noeuds, appelés ﬁctifs, dont au moins un élément du
support possède un noeud appartenant à Ic. La nouvelle fonction d'enrichissement, notée ψ2, est alors
déﬁnie par
ψ2(x, ξ) =
{ ∑
j∈Ic ϕj(x)(β − φj(ξ)) si φ(x, ξ) > 0∑
j∈Ic ϕj(x)(β + φj(ξ)) si φ(x, ξ) < 0
(3.28)
où β est une grandeur scalaire permettant à la fonction ψ2 de prendre des valeurs positives sur l'ensemble
des noeuds enrichis Ic et d'être nulle sur l'ensemble des noeuds If . On notera que ψ2 est une troncature
de la fonction β−|φ(x, ξ)| (fonction ramenée à zéro sur les noeuds I\Ic). L'ensemble des noeuds enrichis
est Ie = Ic ∪ If . On propose de prendre β telle que
β = sup
i∈Ie
ξ∈Θ
|φi(x, ξ)| (3.29)
Dans l'équation (3.29), la constante β est alors égale à la valeur nodale maximale de la level set pour
l'ensemble des noeuds enrichis. La ﬁgure 3.11 présente l'ensemble des noeuds enrichis Ie pour la fonction
ψ2 pour chacun des deux maillages pour le problème de référence. La ﬁgure 3.12 représente la fonction
ψ2(x, ξ) sur le maillage 2 pour deux réalisations de la géométrie. On constate que la fonction ψ2, contrai-
rement à la fonction ψ1, est non nulle sur l'ensemble de la plage de variation de l'interface et pour toute
réalisation ξ. L'avantage de la fonction ψ2 est que les degrés de liberté enrichis seront réguliers au niveau
stochastique et donc bien représentés par un chaos polynomial classique. Nous présentons maintenant
les résultats obtenus avec l'approximation enrichie basée sur la fonction ψ2 pour l'exemple de référence.
Dans la suite, on notera X-SFEM+2 la solution obtenue avec cette nouvelle fonction d'enrichissement.
3.6.3.2 Résultats obtenus sur le problème de référence
Pour étudier la qualité de la solution X-SFEM+2 , nous utilisons l'indicateur d'erreur global basé sur
la solution exacte en déplacement donnée dans l'équation (3.25). Le tableau 3.3 présente les erreurs
obtenues en fonction de l'ordre de décomposition p pour chacun des deux maillages. Quelque soit le
maillage utilisé et l'ordre de décomposition p, l'erreur observée est nulle numériquement.
p = 1 p = 2 p = 3 p = 4
maillage1 4.4 10−14 4.7 10−14 3.9 10−14 4 10−14
maillage2 4.3 10−14 4.1 10−14 4 10−14 4.2 10−14
Tab. 3.3  Exemple de référence : erreurs εh,p obtenues avec la solution X-SFEM+2 pour diﬀérents ordres
de chaos polynomial p ; maillage 1 et maillage 2.
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noeuds enrichis
noeuds réguliers
noeuds enrichis
Ic
If
Fig. 3.11  Exemple de référence : ensemble des noeuds enrichis Ie avec la fonction ψ2 pour chacun des
deux maillages.
  ξ = 0.45   ξ = 0.55
Fig. 3.12  Exemple de référence : fonction d'enrichissement ψ2 pour deux réalisations de la géométrie ;
maillage 2.
La ﬁgure 3.13 présente la surface de réponse du déplacement horizontal du point P1 = (0.5, 0.55)
obtenue avec X-SFEM+2 pour le maillage 2. On constate que la solution X-SFEM+2 correspond exactement
à la solution exacte. Sur la même ﬁgure, on trouve l'évolution de la fonction d'enrichissement ψ2 au
même point P1 en fonction de ξ. Contrairement à la fonction ψ1, la fonction ψ2 ne possède qu'une
seule discontinuité dans sa dérivée située en ξ = 0.5 : la fonction ψ2 remplit alors pleinement son rôle
et permet à l'approximation de représenter les modes discontinus dans la dérivée du champ solution sans
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toutefois amener d'autres irrégularités parasites. La ﬁgure 3.14 présente les surfaces de réponse d'un degré
de liberté enrichi obtenues avec X-SFEM+2 : on constate que le degré de liberté enrichi est régulier au
niveau stochastique (il est même constant), et que sa représentation dans l'espace SP est exacte quel que
soit l'ordre p de sa décomposition. Enﬁn, la ﬁgure 3.15 présente le champ de contraintes σxx calculé sur
chacun des maillages utilisés : on constate que, pour les deux maillages, on obtient la solution exacte.
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Fig. 3.13  Exemple de référence : surfaces de réponse du déplacement horizontal (gauche) et évolution
de la fonction ψ2 (droite) au point P1 ; maillage 2.
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Fig. 3.14  Exemple de référence : surfaces de réponse d'un degré de liberté enrichi obtenus avec X-
SFEM+2 pour diﬀérents ordres de chaos polynomial p ; maillage 2.
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Fig. 3.15  Exemple de référence : champs de contraintes σxx pour ξ = 0.5 calculés avec X-SFEM+2 ;
maillage 1 (gauche), maillage 2 (droite).
3.6.4 Méthode de projection basée sur la méthode X-FEM (P-X-FEM)
Dans cette section, on utilise une approximation basée sur une méthode de projection L2 (c.f. section
2.7.1). On veut savoir si cette approche peut être eﬃcace pour un problème d'interface matérielle aléatoire.
On rappelle que dans le cadre d'un problème de forme aléatoire, la méthode de projection n'avait pas
donné satisfaction (c.f. exemple 1 du chapitre 2 section 2.9). Le problème venait de la partie non physique
de la solution, à laquelle la méthode donnait un poids, et qui perturbait la partie physique de la solution.
Ici, la solution est déﬁnie sur tout le domaine Θ× Ω et ce problème ne devrait pas se poser.
3.6.4.1 Résultats obtenus sur le problème de référence
Comme pour l'approximation de Galerkin, nous cherchons à comparer les solutions calculées à partir
des diﬀérents choix proposés pour la déﬁnition de l'approximation : les solutions seront notées P-X-FEM,
P-X-FEM+1 et P-X-FEM+2 respectivement pour une espace d'approximation sans enrichissement, avec un
enrichissement basé sur la fonction ψ1 et avec un enrichissement basé sur la fonction ψ2. On notera que
l'approche de projection L2 utilisant un enrichissement basé sur ψ2 n'est plus totalement non-intrusive et
nécessite un prétraitement particulier (c.f. remarque ci-après). Pour obtenir une solution précise, le choix
du nombre de points d'intégration ng pour le calcul de l'intégrale stochastique (2.47) est très important :
tous les calculs suivants ont été réalisés avec un nombre de points d'intégration égal à 20 (excepté pour
l'étude de convergence de la section 3.6.4.2). Les tableaux 3.4 et 3.5 donnent les erreurs obtenues avec
chacune des solutions pour diﬀérents ordres de chaos polynomial et pour les deux maillages présentés sur la
ﬁgure 3.3. Pour le maillage 1, on constate que les solutions P-X-FEM+1 et P-X-FEM+2 donnent la solution
exacte tandis que la solution P-X-FEM présente, quel que soit l'ordre p, une erreur importante. Pour le
maillage 2 en revanche, le constat est le même qu'avec l'approximation de Galerkin : l'enrichissement
basé sur la fonction ψ1 ne permet pas d'obtenir la solution exacte alors que l'utilisation de la fonction ψ2
le permet. Le problème avec l'enrichissement basé sur la fonction ψ1 est le même qu'avec la projection
de Galerkin : les degrés de liberté enrichis ne sont pas réguliers au niveau stochastique. Cependant la
représentation des degrés de liberté enrichis n'est pas la même avec la méthode de projection qu'avec la
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projection de Galerkin. Sur la ﬁgure 3.9, on pouvait constater que la projection de Galerkin ne cherchait
à représenter que la partie non nulle des degrés de liberté enrichis. La méthode de projection cherche à
représenter le degré de liberté enrichi sur l'ensemble du domaine stochastique comme le montre la ﬁgure
3.16.
p = 1 p = 2 p = 3 p = 4
P-X-FEM 2.3 10−2 2.2 10−2 2.4 10−2 2.3 10−2
P-X-FEM+1 7.3 10−14 9.1 10−14 5.8 10−14 6.9 10−14
P-X-FEM+2 4.9 10−14 6.2 10−14 5.3 10−14 4.6 10−14
Tab. 3.4  Exemple de référence : erreurs εh,p obtenues avec les solutions P-X-FEM, P-X-FEM+1 et
P-X-FEM+2 pour diﬀérents ordres de chaos polynomial p ; maillage 1.
p = 1 p = 2 p = 3 p = 4
P-X-FEM 5.5 10−3 5.3 10−3 5.2 10−3 5.2 10−3
P-X-FEM+1 1.4 10−3 1 10−3 7.2 10−4 3.9 10−4
P-X-FEM+2 1.6 10−12 2.4 10−12 2.1 10−12 5.5 10−12
Tab. 3.5  Exemple de référence : erreurs εh,p obtenues avec les solutions P-X-FEM, P-X-FEM+1 et
P-X-FEM+2 pour diﬀérents ordres de chaos polynomial p ; maillage 2.
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Fig. 3.16  Exemple de référence : surfaces de réponse d'un degré de liberté enrichi obtenus avec P-X-
FEM+1 pour diﬀérents ordres de chaos polynomial p ; maillage 2.
Remarque 3.1 particularité de la méthode P-X-FEM+2 : contrairement à la méthode P-X-FEM+1 , la
méthode P-X-FEM+2 n'est plus totalement une méthode non-intrusive. En eﬀet, il est nécessaire de déﬁnir
au préalable la structure enrichie du modèle éléments ﬁnis aﬁn de bien prendre en compte l'enrichissement.
On doit alors déterminer quels sont les noeuds appartenant à l'ensemble Ie = Ic ∪ If . Chaque calcul
déterministe, associé à une réalisation de ξ, doit alors être fait à partir de ce modèle qui devient une
donnée d'entrée. Si on eﬀectuait ces calculs directement avec un code X-FEM classique, l'ensemble Ie
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serait diﬀérent et ne comprendrait qu'une partie des noeuds enrichis. C'est pourquoi la méthode P-X-
FEM+2 n'est pas totalement non-intrusive.
3.6.4.2 Particularité de l'enrichissement basé sur ψ1 (P-X-FEM+1 )
Pour que l'enrichissement basé sur la fonction ψ1 soit eﬃcace, il est primordial de choisir une quadra-
ture stochastique précise et adaptée. En eﬀet, les fonctions de bases d'enrichissement ψ1(x, ξ)ϕi(x)Hα(ξ)
sont localisées au niveau spatial (pour ξ donné, leur support est inclus dans le support des ϕi) mais égale-
ment au niveau stochastique (pour x ∈ K ⊂ supp(ϕi) donné, le support des fonctions ψ1(x, ξ)ϕi(x)Hα(ξ)
dans Θ est composé de l'ensemble des réalisations ξ pour lesquelles l'interface Γ(ξ) coupe l'élément K).
Ce support stochastique peut être de taille très réduite si, par exemple, le maillage spatial est ﬁn vis à
vis de la variabilité de la géométrie. Si on utilise une quadrature grossière, les termes de rigidité associés
aux degrés de liberté enrichis a+ seront mal estimés, voire nuls si aucun point d'intégration n'est dans
ce support. Dans ce dernier cas, les degrés de liberté enrichis a+ seront indéterminés et l'enrichissement
n'aura aucun eﬀet. Aﬁn d'illustrer ce cas de ﬁgure, on propose maintenant une étude spéciﬁque de la
solution P-X-FEM+1 . Pour ce faire on utilise trois nouveaux maillages éléments ﬁnis de diﬀérentes ﬁnesses
correspondants à h ∈ {0.3, 1, 0.03} (h =√2S/N où S est l'aire du domaine et N le nombre d'éléments).
Au niveau stochastique, on ﬁxe l'ordre de décomposition sur le chaos polynomial à p = 3. Pour calculer
l'intégrale stochastique (2.47), on utilise un nombre de points d'intégration ng ∈ {5, 10, 20}. La ﬁgure
3.17 présente la convergence des solutions P-X-FEM+1 en fonction de ng. Sur cette même ﬁgure, on
trouve également les solutions P-X-FEM aﬁn de comparer les résultats. Pour le maillage le plus grossier,
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Fig. 3.17  Exemple de référence : convergence de l'erreur εh,p pour P-X-FEM et P-X-FEM+1 en fonction
du nombre de points d'intégration ng.
correspondant à h = 0.3, on constate que l'enrichissement est bien pris en compte et que la solution
P-X-FEM+1 présente des erreurs nettement plus faibles que la solution P-X-FEM. Cependant, on peut
observer qu'un nombre ng5, soit 2p− 1, n'est pas suﬃsant pour obtenir une solution optimale.
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Pour le maillage correspondant à h = 0.1, on constate également que l'enrichissement est pris en compte.
Cependant, avec 5 points d'intégration, on peut observer que l'écart entre les erreurs obtenues avec P-X-
FEM et P-X-FEM+1 est faible. Il est alors nécessaire avec P-X-FEM+1 d'utiliser plus de points d'intégration
pour prendre en compte l'enrichissement de manière correcte et obtenir une solution plus précise.
Enﬁn, pour le dernier maillage correspondant à h = 0.03, on constate que l'enrichissement est très mal
pris en compte. En eﬀet, les écarts entre les erreurs obtenues avec P-X-FEM et P-X-FEM+1 sont très faibles
et ce quel que soit le nombre ng de points d'intégration utilisé. Pour illustrer ce dernier cas de ﬁgure, on
présente sur la ﬁgure 3.18 les surfaces de réponse du déplacement horizontal du point P1 = (0.5, 0.55)
obtenues avec P-X-FEM et P-X-FEM+1 pour des nombre ng diﬀérents. On constate que les diﬀérences
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Fig. 3.18  Exemple de référence : surfaces de réponse de Ux au point P1 obtenues avec P-X-FEM
(gauche) et P-X-FEM+1 (droite) pour ng ∈ {5, 10, 20}.
entre les solutions P-X-FEM et P-X-FEM+1 sont très faibles voire inexistantes et que l'enrichissement ne
remplit pas son rôle. Le nombre de points d'intégration n'est pas assez élevé pour bien estimer la contri-
bution des degrés de liberté enrichis. La ﬁgure 3.19 illustre ce cas de ﬁgure : elle présente les surfaces
de réponse de deux degrés de liberté enrichis obtenues avec P-X-FEM+1 pour des nombres ng diﬀérents.
La surface de réponse de référence, notée X-FEM+, a été obtenue à partir de calculs déterministes en
modiﬁant la position de l'interface.
Avec ce maillage très ﬁn, les degrés de liberté enrichis ont un support stochastique extrêmement
réduit, et il est délicat de bien estimer leur contribution. Pour le premier degré de liberté, seule la solution
calculée avec 20 points d'intégration possédait un point d'intégration appartenant à son support stochas-
tique. En revanche, pour le second degré de liberté, seule la solution calculée avec 10 points d'intégration
avait un point d'intégration correctement situé.
La méthode de projection L2 couplée à un enrichissement basé sur la fonction ψ1 est donc utilisable.
Cependant, pour utiliser correctement cette méthode, il parait souhaitable de construire des règles d'in-
tégration adaptatives permettant de bien prendre en compte l'enrichissement.
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Fig. 3.19  Exemple de référence : surfaces de réponse de deux degrés de liberté enrichis obtenues avec
P-X-FEM+1 pour ng ∈ {5, 10, 20}.
3.6.5 Bilan
D'une manière générale, l'utilisation d'un espace d'approximation enrichi permet d'obtenir une solution
plus précise quand celle-ci présente des irrégularités. Cependant, la fonction d'enrichissement utilisée doit
être adaptée au problème stochastique si on veut obtenir une solution optimale. Nous avons montré que la
fonction d'enrichissement ψ1, issue de [Moës et al. 2003], ne donne pas de résultats satisfaisants lorsque
l'interface matérielle est aléatoire alors qu'elle est optimale pour des problèmes déterministes. Nous avons
donc proposé une nouvelle fonction d'enrichissement, notée ψ2, qui prend en compte l'aspect stochastique
du problème. En rendant les degrés de liberté classiques et enrichis plus réguliers au niveau stochastique,
la fonction ψ2 permet d'obtenir de meilleurs taux de convergence en p. Pour le problème de référence,
nous avons même obtenu la solution exacte car les degrés de liberté enrichis étaient polynômiaux en ξ.
Dans l'exemple suivant, qui possède une véritable erreur d'approximation, nous allons poursuivre cette
étude en étudiant notamment la convergence en h de la solution.
D'autre part, nous avons montré que l'utilisation d'une méthode de projection L2 était utilisable pour
ce type de problème. Cependant, avec l'utilisation d'un enrichissement basé sur la fonction ψ1, il est
nécessaire d'apporter un soin particulier à l'intégration stochastique en utilisant une intégration adaptative
par exemple. Ce problème peut être résolu en utilisant la fonction ψ2, plus régulière au niveau stochastique,
mais la méthode de projection L2 perd de son caractère non-intrusif.
3.7 Exemple 1 : plaque circulaire avec inclusion aléatoire circulaire
3.7.1 Description du problème
On considère un domaine Ω ⊂ R2 composé de deux matériaux élastiques aux caractéristiques diﬀé-
rentes (voir ﬁgure 3.20). Les deux matériaux sont séparés par une interface circulaire Γ(ξ) de centre (0, 0)
et de rayon aléatoire ξ. Le domaine intérieur est noté Ω1(ξ) et le domaine extérieur Ω2(ξ). La frontière
extérieure Γ1 de Ω est un cercle de rayon b = 2. On considère que ξ est une variable aléatoire uniforme
117
Méthode X-SFEM pour les interfaces aléatoires
telle que
ξ = U(0.72, 1.8)
On choisit volontairement une plage de variation importante pour montrer que la méthode X-SFEM
permet également d'obtenir une bonne solution dans ce cas. Les paramètres matériau sont choisis déter-
ministes sur les deux domaines avec les modules d'Young et coeﬃcients de Poisson suivants : E1 = 1,
ν1 = 0.25 dans Ω1 et E2 = 10, ν2 = 0.3 dans Ω2. On impose un champ de déplacement linéaire sur
la frontière Γ1 tel que u = x. On notera qu'en eﬀectuant un changement de variable u = x + u˜, avec
u˜ ∈ V, on se ramène à une formulation du type (3.5) pour la recherche de u˜. Pour le modèle numérique,
on utilise un maillage spatial unique composé d'éléments triangles à 3 noeuds dont la taille moyenne
est h = 0.09 (avec h =
√
2S/N où S est l'aire du domaine et N le nombre d'éléments). La ﬁgure
3.20 présente l'un des maillages X-SFEM utilisés avec les diﬀérents groupes d'élément : les éléments
appartenant sûrement à Ω1 (groupe (e1)), les éléments appartenant sûrement à Ω2 (groupe (e2)) et les
éléments possiblement coupés par Γ(ξ) (groupe (ec)). On peut constater que comme l'aléa est important,
la plupart des éléments peuvent être coupés par l'interface matérielle. Le problème ne possède ici qu'une
seule dimension stochastique. On peut donc reformuler le problème sur un espace probabilisé de dimension
1, noté (Θ,B, Pξ) avec Θ = (0.72, 1.8) et Pξ la mesure uniforme sur (0.72, 1.8). Pour l'approximation
stochastique, on utilise un chaos polynomial généralisé d'ordre p pour lequel les fonctions de base de SP
sont les polynômes de Legendre sur (0.72, 1.8).
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Fig. 3.20  Exemple 1 : problème de la plaque circulaire avec interface matérielle aléatoire et maillage
X-SFEM utilisé (h = 0.09).
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Le problème possède une solution exacte notée u = (ur, uϕ) qui s'écrit en coordonnées polaires
ur(r, ξ) =

[(
1− b2
ξ2
)
α(ξ) + b
2
ξ2
]
r, 0 6 r 6 ξ(
r − b2r
)
α(ξ) + b
2
r ξ 6 r 6 b
uϕ = 0 (3.30)
avec,
α(ξ) =
(λ1 + µ1 + µ2)b2
(λ2 + µ2)ξ2 + (λ1 + µ1)(b2 − ξ2) + µ2b2
où les λi et µi sont les coeﬃcients de Lamé associés au domaine Ωi(ξ). Cette solution exacte nous permet
de déterminer l'erreur d'approximation en utilisant les indicateurs déﬁnis dans les équations (3.25) et
(3.27). Contrairement aux exemples du chapitre précédent, nous n'étudions pas l'inﬂuence de l'intégration
au niveau stochastique. Tous les calculs ont été réalisés avec la procédure de découpage anisotrope (c.f.
section 2.8.2.3) pour un ordre de partition k = 2 aﬁn d'assurer une bonne intégration numérique.
3.7.2 Convergence et post-traitements de la solution X-SFEM
Dans cette section, nous étudions la qualité de la solution X-SFEM en fonction des diﬀérentes straté-
gies d'enrichissement de l'espace d'approximation. On rappelle que les solutions X-SFEM, X-SFEM+1 et
X-SFEM+2 sont respectivement obtenues sans enrichissement, avec un enrichissement basé sur la fonction
ψ1, et avec un enrichissement basé sur la fonction ψ2. Ici, toutes les solutions ont été obtenues avec une
projection de Galerkin pour l'approximation. La solution exacte étant connue, on utilise l'indicateur d'er-
reur εh,p donné dans l'équation (3.25). On s'intéresse tout d'abord à la convergence de εh,p en fonction
de l'ordre de décomposition p de la solution. Les résultats présentés dans la suite ont été déterminés avec
le maillage présenté sur la ﬁgure 3.20. La ﬁgure 3.21 présente la convergence de εh,p en fonction de p
pour chacune des solutions X-SFEM. Les erreurs les plus importantes sont obtenues avec la solution X-
SFEM sans enrichissement. On observe, pour cette solution, une très mauvaise convergence de l'erreur en
fonction de p. Les erreurs commises avec la solution X-SFEM+1 sont moins importantes, mais on constate
que la solution converge très lentement, indiquant que l'enrichissement basé sur la fonction ψ1 est mal
adapté au problème stochastique. Avec cette fonction, les degrés de liberté enrichis ne sont pas assez
réguliers au niveau stochastique. Un ordre de décomposition p élevé (p = 7) est nécessaire pour obtenir
une erreur de l'ordre de 10−2. La solution X-SFEM+2 présente les meilleurs résultats avec, dès p = 2,
une erreur voisine de 10−3, qui est assimilable à l'erreur d'approximation spatiale (erreur d'approximation
dans V+h ). La ﬁgure 3.22 présente les erreurs locales εKh,p pour les solutions X-SFEM
+
1 avec p = 7 et
X-SFEM+2 avec p = 1. On constate que, pour les éléments appartenant à (ec), les erreurs commises avec
X-SFEM+1 sont beaucoup plus importantes que celles commises avec X-SFEM+2 .
On s'intéresse maintenant aux déplacements d'un point particulier du domaine Ω : le point P1 =
(1.5, 0) qui peut appartenir à Ω1(ξ) ou à Ω2(ξ) selon la valeur de ξ (c.f. ﬁgure 3.20). La ﬁgure 3.23
présente les surfaces de réponse du déplacement radial du point P1 obtenues avec les solutions X-SFEM,
X-SFEM+1 et X-SFEM+2 . Sur cette ﬁgure, on peut distinguer deux parties distinctes de la réponse : une
première partie pour laquelle P1 ∈ Ω2(ξ) et une seconde partie pour laquelle P1 ∈ Ω1(ξ). La séparation
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Fig. 3.21  Exemple 1 : convergence de l'erreur εh,p en fonction de p pour les diﬀérentes solutions
X-SFEM avec h = 0.09.
entre ces deux parties est située en ξ = 1.5. Pour la première partie, i.e. P1 ∈ Ω2(ξ), on constate que
les trois solutions donnent des réponses assez proches. Toutefois, la solution X-SFEM+2 reste la plus
proche de la solution exacte. En revanche, dans la seconde partie, i.e P1 ∈ Ω1(ξ), on constate que la
solution X-SFEM+2 donne de meilleurs résultats. Cette diﬀérence entre les deux parties de la solution
vient de la déﬁnition de l'approximation : en eﬀet l'approximation de Galerkin étant déﬁnie au sens de
l'opérateur, elle donne une meilleure approximation de la solution pour le domaine Ω2(ξ) où la rigidité du
matériau est plus importante (E2E1 = 10). Concernant la solution X-SFEM
+
1 , on observe dans la surface de
réponse les mêmes irrégularités parasites que celles constatées dans l'exemple de référence. On constate
que l'utilisation d'un espace d'approximation enrichi basé sur la fonction ψ2 permet de bien représenter
la solution sur tout le domaine stochastique. La ﬁgure 3.24 présente la convergence de l'erreur εh,p en
fonction de la taille moyenne d'un élément ﬁni h. Sur cette ﬁgure, seule la solution X-SFEM+2 est présentée
car elle est la seule à avoir convergé par rapport à l'ordre p. Les calculs sur les diﬀérents maillages ont
été réalisés avec un ordre de décomposition p = 3. On observe une bonne convergence de la solution
vers la solution exacte avec un taux de convergence en O(h1.6). Le taux de convergence idéal étant en
O(h2), celui obtenu avec X-SFEM+2 parait satisfaisant. Il serait nécessaire de réaliser des calculs avec des
maillages encore plus ﬁns pour pouvoir déterminer le taux de convergence asymptotique qui pourrait être
proche de O(h2). Pour terminer, la ﬁgure 3.25 présente les erreurs locales εKh,p obtenues avec X-SFEM+2
pour les maillages correspondants à h = 0.09 et h = 0.06. On peut logiquement constater que les erreurs
sont plus faibles avec le maillage le plus ﬁn.
La fonction d'enrichissement ψ2 parait bien adaptée au problème lorsque l'on utilise une projection de
Galerkin pour l'approximation. On veut maintenant savoir si une approximation basée sur une méthode
de projection L2 peut également être eﬃcace pour ce problème.
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Fig. 3.22  Exemple 1 : erreurs locales εKh,p obtenues pour X-SFEM+1 avec p = 7 (gauche) et X-SFEM+2
avec p = 1 (droite).
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Fig. 3.23  Exemple 1 : surfaces de réponse du déplacement radial en P1 obtenues avec les solutions
X-SFEM, X-SFEM+1 et X-SFEM+2 .
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Fig. 3.24  Exemple 1 : convergence en fonction de h de l'erreur εh,p obtenue avec X-SFEM+2 pour
p = 3.
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Fig. 3.25  Exemple 1 : erreurs locales εKh,p obtenues avec X-SFEM+2 pour p = 3 et h = 0.09 (gauche)
et h = 0.06 (droite).
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3.7.3 Convergence et post-traitements de la solution P-X-FEM
Dans cette section, on s'intéresse aux résultats obtenus avec une méthode de projection L2 au niveau
stochastique, notée P-X-FEM (c.f. section 2.7.1). Comme dans la section précédente, nous cherchons
à comparer les solutions calculées à partir des diﬀérents choix possibles pour la déﬁnition de l'espace
d'approximation : les solutions seront notées P-X-FEM, P-X-FEM+1 et P-X-FEM+2 respectivement pour
un espace d'approximation sans enrichissement, avec un enrichissement basé sur la fonction ψ1 et avec
un enrichissement basé sur la fonction ψ2. Aﬁn d'obtenir une solution précise, on rappelle que le choix du
nombre de points d'intégration ng pour le calcul de l'intégrale stochastique (2.47) est très important :
tous les calculs suivants ont été réalisés avec un nombre de points d'intégration égal à 20. La ﬁgure
3.26 présente la convergence de l'erreur εh,p en fonction de l'ordre de décomposition p pour chacune des
solutions. On constate que les résultats obtenus sont diﬀérents de ceux obtenus avec la projection de
Galerkin. Ces diﬀérences sont multiples. Prenons la solution associée à un espace d'approximation enrichi
basé sur la fonction ψ1, P-X-FEM+1 : on constate que la convergence est meilleure qu'avec l'approximation
de Galerkin et que les erreurs obtenues pour un ordre de décomposition p équivalent sont plus faibles.
La solution P-X-FEM+1 , pour ce problème, parait donc meilleure que la solution X-SFEM+1 au regard de
l'indicateur d'erreur εh,p basé sur la solution exacte en déplacement. L'enrichissement de l'espace d'ap-
proximation basé sur la fonction ψ1 semble mieux adapté à la méthode de projection qu'à la projection
de Galerkin. On discutera ce point un peu plus loin. Si on regarde les erreurs obtenues avec la solution
P-X-FEM+2 , on constate tout d'abord qu'elles sont légèrement plus importantes que celles obtenues avec
la solution X-SFEM+2 : la méthode de projection ne semble pas tirer pleinement parti de l'enrichissement
basé sur la fonction ψ2. De plus, pour un ordre de décomposition p = 7, on constate que les solutions
P-X-FEM+1 et P-X-FEM+2 donne des erreurs presque identiques, indiquant que l'utilisation de ψ2 permet
seulement une convergence plus rapide en fonction de p.
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Fig. 3.26  Exemple 1 : convergence de l'erreur εh,p en fonction de p pour les diﬀérentes solutions
P-X-FEM et X-SFEM (h = 0.06).
Aﬁn de mieux appréhender le comportement des solutions P-X-FEM, on présente sur la ﬁgure 3.27
les surfaces de réponse du déplacement radial au point P1 obtenues à partir des diﬀérentes solutions
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P-X-FEM. On constate que les surfaces de réponse sont diﬀérentes de celles obtenues avec la projection
de Galerkin où la solution était mieux représentée là où la rigidité était la plus importante, i.e. pour
P1 ∈ Ω1(ξ). En eﬀet, contrairement à la projection de Galerkin, la méthode de projection L2 ne tient
pas compte de la diﬀérence de rigidité entre les deux sous-domaines Ω1(ξ) et Ω2(ξ) (vision ponctuelle
spatiale de la projection L2 au niveau stochastique).
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Fig. 3.27  Exemple 1 : surfaces de réponse du déplacement radial en P1 obtenues avec les solutions
P-X-FEM, P-X-FEM+1 et P-X-FEM+2 .
Il se pose alors le problème du choix de l'indicateur d'erreur : les calculs d'erreur précédents étaient
basés sur une erreur en déplacement ne tenant pas compte de la rigidité du problème. On propose alors
un nouvel indicateur d'erreur global, noté ε∗h,p déﬁni par
ε∗h,p =
‖uh,P (x, ξ)− u(x, ξ)‖A
‖u(x, ξ)‖A (3.31)
où
‖u‖2A =
∫
Θ
∫
Ω
ε((u(x,x)) : C : ε(u(x,x)) dx dPξ(x) = A(u,u) (3.32)
La ﬁgure 3.28 présente une comparaison de la convergence de l'erreur ε∗h,p en fonction de p entre les
solutions P-X-FEM+ et X-SFEM+ et pour les deux stratégies d'enrichissement. Avec ce nouvel indicateur
d'erreur, on constate que les solutions basées sur une projection de Galerkin donnent des erreurs plus
faibles que celles basées sur la méthode de projection et, ce, quelle que soit la stratégie d'enrichissement
utilisée. Ainsi, dire qu'une approche est meilleure qu'une autre dépend essentiellement de la déﬁnition de
l'erreur. Ces conclusions sont logiques lorsqu'on sait que la méthode X-SFEM est une projection au sens
de ‖ · ‖A. Elle est donc nécessairement optimale selon ce critère.
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Fig. 3.28  Exemple 1 : convergence de l'erreur ε∗h,p, basée sur norme énergétique, en fonction de p pour
h = 0.09.
3.7.4 Bilan
Cet exemple a tout d'abord permis de montrer la qualité de la solution X-SFEM lorsque l'on utilise
un espace d'approximation enrichi. Nous avons montré que la fonction d'enrichissement ψ2 était très
performante et permettait, notamment, d'obtenir une convergence rapide de la solution en fonction de
l'ordre de décomposition sur le chaos. Si une approximation enrichie basée sur la fonction ψ1 permet
d'obtenir une solution plus précise qu'une approximation classique, les résultats sont cependant moins
bons qu'avec la fonction ψ2 qui est elle adaptée au problème stochastique. En eﬀet, avec la fonction ψ2, les
degrés de liberté enrichis retrouvent une bonne régularité stochastique permettant à leur décomposition
sur le chaos de converger rapidement.
D'autre part, au travers de cet exemple, nous avons montré qu'une approximation basée sur une méthode
de projection L2 (P-X-FEM) conduisait à des résultats tout à fait satisfaisants, ce qui n'était pas le cas
pour des problèmes de forme aléatoire. Avec cette méthode, les meilleurs résultats ont également été
obtenus avec la fonction d'enrichissement ψ2. Dans ce dernier cas, la méthode de projection L2 n'est
plus tout à fait une méthode non-intrusive puisqu'elle nécessite un traitement particulier aﬁn de prendre
en compte l'enrichissement.
Toutefois, la projection de Galerkin couplée à un enrichissement basé sur ψ2 (solution X-SFEM+2 ) reste
la meilleure méthode au regard des erreurs présentées dans cet exemple.
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3.8 Exemple 2 : domaine avec inclusion aléatoire
3.8.1 Description du problème
On considère un milieu hétérogène qui occupe un domaine déterministe Ω =]0, 1[×]0, 1[. Ce milieu
est composé de deux matériaux élastiques aux caractéristiques diﬀérentes. Ces deux matériaux occupent
les sous-domaines Ω1(ξ) et Ω2(ξ) tels que Ω = Ω1(ξ) ∪ Ω2(ξ). Ces deux sous-domaines sont séparés
par une interface aléatoire Γ(ξ) caractérisée par l'iso-zéro de la fonction level-set φ(x, ξ) suivante :
x = (x, y) ∈ Ω
φ(x, ξ) = R(α(x), ξ)− ‖x− c‖
où c = (0.5, 0.5) et la fonction R(α(x), ξ) est déﬁnie par
R(α(x), ξ) = 0.25 +
1
10
(ξ1(θ) cos(2α(x)) + ξ2(θ) sin(2α(x)))
avec α(x) l'angle entre l'axe horizontal et la droite passant par les points c et x (c.f. ﬁgure 3.29). Les
variables aléatoires ξ1 et ξ2 sont statistiquement indépendantes et suivent des lois uniformes telles que
ξ1 = U(−1, 1) et ξ2 = U(−1, 1)
Nous travaillons alors dans un domaine stochastique de dimension 2 tel que Θ = [−1, 1] × [−1, 1]. On
notera que l'on choisit, comme pour l'exemple 1, une plage de variation importante de l'interface. La
représentation de l'interface aléatoire est analogue à celle utilisée dans l'exemple 4 du chapitre 2 (c.f. sec-
tion 2.12) mais avec des paramètres diﬀérents. Nous faisons l'hypothèse des contraintes planes et nous
considérons les deux matériaux homogènes élastiques isotropes avec des caractéristiques déterministes
telles que : E1 = 1 et ν1 = 0.3 dans Ω1(ξ) et E2 = 10 et ν2 = 0.3 dans Ω2(ξ). Comme dans l'exemple
précédent, on conserve ainsi un rapport de 10 entre les rigidités de chaque domaine.
Le milieu étudié est considéré comme un volume élémentaire d'un matériau hétérogène. Nous cher-
chons à calculer l'opérateur de rigidité homogénéisé aléatoire : on déﬁnit pour cela trois cas de chargements
présentés sur la ﬁgure 3.29
 cas 1 : traction uniforme horizontale telle que F = (±1, 0) sur Γ−x et Γ+x ;
 cas 2 : traction uniforme verticale telle que F = (0,±1) sur Γ−y et Γ+y ;
 cas 3 : cisaillement uniforme tel que F = (0,±1) sur Γ−x et Γ+x , et F = (±1, 0) sur Γ−y et Γ+y .
On calcule alors les trois solutions correspondant à chaque cas de chargement et on les note respectivement
u1, u2 et u3. Pour le modèle numérique, on utilise le maillage présenté sur la ﬁgure 3.30 composé de 3200
éléments ﬁnis triangles. Pour l'approximation stochastique nous utilisons un chaos polynomial généralisé
de degré p = 3. Nous allons comparer les résultats entre des solutions utilisant un espace d'approximation
classique (solution X-SFEM) et un espace d'approximation enrichi basé sur la fonction ψ2 (solution
X-SFEM+2 ). Ces deux solutions utilisent une projection de Galerkin pour l'approximation. On utilisera
également une méthode de projection couplée à un code X-FEM (solution P-X-FEM+1 ).
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Fig. 3.29  Exemple 2 : problème d'une plaque carrée avec interface matérielle aléatoire.
3.8.2 Comparaison des résultats avec une approche déterministe
Tout d'abord, nous présentons brièvement quelques post-traitements aﬁn de comparer les deux so-
lutions et montrer l'intérêt de l'enrichissement de l'espace d'approximation. Pour calculer la solution de
référence, on utilise un code X-FEM déterministe avec un enrichissement basé sur la fonction ψ1. On
rappelle que, pour un problème déterministe, cette fonction est optimale puisqu'elle permet d'obtenir des
taux de convergence identiques à ceux d'une approche FEM avec des maillages conformes. Cette solution
de référence sera notée X-FEM+ et sera calculée avec un maillage plus ﬁn composé de 6400 éléments.
On choisit un point du domaine P1, tel que P1 = (0.7, 0.7), qui peut appartenir à l'un ou l'autre des
sous-domaines selon la position de l'interface. On s'intéresse au déplacement horizontal de ce point pour
le cas de chargement 3 correspondant au cisaillement. La ﬁgure 3.31 présente les surfaces de réponse
obtenues avec la solution X-SFEM et la solution X-SFEM+2 ainsi que la représentation de la solution de
référence X-FEM+. On constate que la solution X-SFEM+2 est très proche de la solution de référence
tandis que la solution X-SFEM présente des diﬀérences importantes. La ﬁgure 3.32 présente les champs de
contraintes σxx obtenus pour deux réalisations diﬀérentes de la géométrie et deux cas de chargement. On
constate que les contraintes obtenues avec la solution X-SFEM+2 au voisinage de l'interface sont proches
de celles obtenues avec la solution de référence X-FEM+, montrant, une fois encore, l'intérêt d'enrichir
l'espace d'approximation.
3.8.3 Calcul de l'opérateur de rigidité homogénéisé
Dans cette section, on s'intéresse au calcul et à la qualité de l'opérateur de rigidité homogénéisé. Pour
plus d'information sur la théorie de l'homogénéisation pour des matériaux hétérogènes, le lecteur pourra
se référer à [Sanchez-Palencia 1980, Michel et al. 1999, Forest et al. 2001].
On considère que le domaine Ω est le volume élémentaire représentatif. On souhaite alors calculer l'opé-
rateur de rigidité homogénéisé Chom reliant le champ de contrainte macroscopique Σ au champ de
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Fig. 3.30  Exemple 2 : maillage X-SFEM utilisé avec les diﬀérents états d'éléments.
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Fig. 3.31  Exemple 2 : surfaces de réponse du déplacement horizontal du point P1 obtenues avec
X-SFEM, X-SFEM+2 et représentation de la solution de référence X-FEM+ ; cisaillement homogène.
déformation macroscopique E par la relation
Σ = Chom : E (3.33)
Les contraintes et les déformations macroscopiques sont reliées aux contraintes et déformations micro-
scopiques, notées respectivement σ et ε, par
Σ =< σ >=
1
mes(Ω)
∫
Ω
σ(x)dx (3.34)
E =< ε >=
1
mes(Ω)
∫
Ω
ε(u(x))dx (3.35)
Les contraintes et déformations macroscopiques sont donc des quantités moyennes. On choisit ici une
approche d'homogénéisation par contraintes homogènes aux bords. On impose pour cela les champs de
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Fig. 3.32  Exemple 2 : comparaison des champs de contraintes σxx obtenus avec X-SFEM (gauche),
X-SFEM+2 (centre) et X-FEM+ (droite) pour deux réalisations de la géométrie et deux cas de chargement.
contraintes macroscopiques suivants (écrits avec la représentation de Voigt) correspondants aux trois cas
de chargement
Σ1 =
 10
0
 Σ2 =
 01
0
 Σ3 =
 00
1

Pour obtenir l'opérateur Chom on peut calculer l'opérateur de souplesse homogénéisé Shom, les deux
opérateurs étant reliés par la relation suivante
Chom =
(
Shom
)−1
(3.36)
Le calcul de Shom demande la résolution de trois problèmes élémentaires faisant intervenir les trois cas
de chargement présentés dans la section précédente. A partir des trois solutions notées ui où i désigne le
cas de chargement unitaire, chaque colonne de l'opérateur Shom (écrit avec la représentation de Voigt)
est déterminé par les relations suivantes S1iS2i
S3i
 = 1
mes(Ω)
∫
Ω
ε(ui)dx (3.37)
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Dans notre problème, l'opérateur Chom est aléatoire. Pour le déterminer, on utilise la même méthode que
celle présentée dans l'exemple 4 du chapitre 2 (c.f. section 2.12 technique (b)) consistant à décomposer
la quantité d'intérêt souhaitée sur le chaos polynomial3. On cherche donc à obtenir l'opérateur Chom(ξ)
sous la forme
Chom(ξ) =
∑
α∈IPJ
Chomα Hα(ξ)
Une fois le choix de l'ordre pJ eﬀectué, le calcul de cette décomposition est très rapide et ne demande que
l'évaluation des solutions X-SFEM pour certaines réalisations. Dans la suite, on choisit de décomposer
Chom sur la même base fonctionnelle que la solution, i.e pour un ordre de décomposition pJ = p = 3.
Nous calculons donc la décomposition des opérateurs de rigidité homogénéisés correspondant aux solu-
tions X-SFEM et X-SFEM+2 . On propose également d'utiliser une méthode de projection L2 couplée à
un code déterministe X-FEM avec un enrichissement basé sur la fonction ψ1, toujours notée P-X-FEM+1
(avec 10 points d'intégration stochastique par dimension). On rappelle qu'avec cette fonction d'enrichis-
sement, la méthode de projection reste une véritable approche non-intrusive. Comme pour la méthode
X-SFEM, l'opérateur homogénéisé est alors décomposé sur un chaos polynomial de degré pJ = 3. Aﬁn de
comparer les opérateurs issus des diﬀérentes solutions, nous proposons d'étudier les surfaces de réponse
des composantes Chomij et Chom+ij (en notation matricielle de Voigt). Comme pour les déplacements, on
utilise une solution de référence calculée avec une approche déterministe X-FEM+. La ﬁgure 3.33 présente
les surfaces de réponse de la composante Chom11 obtenues avec les diﬀérentes solutions. On constate que
les solutions X-SFEM et X-SFEM+2 conduisent à des surfaces de réponse très diﬀérentes. Alors que la
solution X-SFEM+2 est très proche de la solution de référence, la solution X-SFEM est systématiquement
plus faible. La solution P-X-FEM+1 donne également de bons résultats très proches de la solution de
référence. La ﬁgure 3.34 présente les surfaces de réponse d'une autre composante, Chom33 . On constate
également que les diﬀérences sont très importantes et que seules les solutions X-SFEM+2 et P-X-FEM+1
correspondent bien à la solution de référence. On notera que ce constat a été vériﬁé pour chacune des
composantes.
3Ici une projection L2 est utilisée pour le calcul de l'inverse de Shom. On notera qu'une projection de Galerkin est
également possible.
130
3.8. Exemple 2 : domaine avec inclusion aléatoire
-1 -0.5
0
0.5
1
-1
0
1
1.2
1.3
1.4
1.5
1.6
 
ξ
2
 
C
h
o
m
1
1
ξ
1 -1 -0.5
0
0.5
1
-1
0
1
1.2
1.3
1.4
1.5
1.6
 
 
C
h
o
m
1
1
ξ
1
ξ
2
-1 -0.5
0
0.5
1
-1
0
1
1.2
1.3
1.4
1.5
1.6
 
 
C
h
o
m
1
1
ξ
1
ξ
2
X-SFEM X-SFEM
+
2
référence
-1
0
1
-1
0
1
1.2
1.3
1.4
1.5
1.6
C
h
o
m
1
1
P-X-FEM
+
1
ξ
1
ξ
2
Fig. 3.33  Exemple 2 : surfaces de réponse de la composante Chom11 obtenue avec X-SFEM, X-SFEM+2 ,
P-X-FEM+1 et la solution de référence X-FEM+.
On s'intéresse maintenant aux premiers moments statistiques de l'opérateur homogénéisé. A partir de
sa décomposition sur le chaos polynomial, ses moments statistiques peuvent être obtenus très rapidement.
Comme solution de référence, on utilise une méthode de Monte-Carlo couplée à l'approche déterministe
X-FEM+. Les statistiques de l'opérateur homogénéisé de référence, noté Chomref , ont été calculées avec
1000 tirages des variables aléatoires. La ﬁgure 3.35 présente la convergence de la moyenne et de l'écart-
type de la composante Chom11 en fonction du nombre de tirages des variables aléatoires. On constate que
1000 tirages semblent être suﬃsants pour prendre cette solution comme référence.
Les opérateurs issues des diﬀérentes solutions X-SFEM, X-SFEM+2 et P-X-FEM+1 sont notés respec-
tivement ChomX-SFEM, ChomX-SFEM+2 et C
hom
P-X-FEM+1
. On présente tout d'abord les moyennes de chacun des
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Fig. 3.34  Exemple 2 : surfaces de réponse de la composante Chom33 obtenue avec X-SFEM, X-SFEM+2 ,
P-X-FEM+1 et la solution de référence X-FEM+.
opérateurs
E(ChomX-SFEM) =
 1.2681 0.4118 0.00040.4118 1.2681 0.0004
0.0004 0.0004 0.4296

E(ChomX-SFEM+2
) =
 1.4201 0.4523 0.00030.4523 1.4201 0.0003
0.0003 0.0003 0.4852

E(ChomP-X-FEM+1
) =
 1.4133 0.4519 −0.00010.4519 1.4133 −0.0001
−0.0001 −0.0001 0.4833

E(Chomref ) =
 1.4122 0.4518 0.00050.4518 1.4134 0.0005
0.0005 0.0005 0.4832

On constate des écarts importants entre la solution de référence et la solution X-SFEM (écarts relatifs
de l'ordre de 10%). En revanche, les solutions X-SFEM+2 et P-X-FEM+1 donnent de très bons résultats
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Fig. 3.35  Exemple 2 : convergences de E(Chom11 ) (droite) et σ(Chom11 ) déterminées par Monte-Carlo
en fonction du nombre de tirages des variables aléatoires.
au regard de la solution de référence. Analysons maintenant l'écart-type de chacune des composantes
σ(ChomX-SFEM) =
 0.0323 0.0043 0.01950.0043 0.0323 0.0195
0.0196 0.0196 0.0042

σ(Chom+X-SFEM+2
) =
 0.0379 0.0080 0.01980.0080 0.0379 0.0198
0.0197 0.0197 0.0072

σ(Chom+P-X-FEM+1
) =
 0.0386 0.0079 0.02000.0079 0.0386 0.0200
0.02 0.0200 0.0075

σ(Chom+ref ) =
 0.0377 0.0082 0.02020.0082 0.0386 0.0200
0.0202 0.0200 0.0078

Comme pour la moyenne, on constate des diﬀérences importantes entre la solution X-SFEM et la solution
de référence tandis que les solutions X-SFEM+2 et P-X-FEM+1 concordent avec la solution de référence.
La ﬁgure 3.36 présente les densités de probabilité obtenues pour deux composantes de l'opérateur homo-
généisé Chom : ces densités ont été calculées à partir des solutions X-SFEM+2 , P-X-FEM+1 et la solution
de référence (Monte-Carlo). Les solutions X-SFEM+2 et P-X-FEM+1 donnent des densités très proches de
celles de la solution de référence. On notera toutefois que le nombre de simulations de Monte-Carlo est
certainement trop faible pour aﬃrmer que la convergence de la solution de référence soit atteinte.
3.8.4 Bilan
Cet exemple a permis d'illustrer l'intérêt d'utiliser un espace d'approximation enrichi basé sur la fonc-
tion ψ2 adaptée au problème stochastique. Nous avons tout d'abord montré à l'aide de post-traitements
que la solution obtenue avec cet enrichissement était plus précise qu'une solution obtenue sans enrichis-
sement, aussi bien pour les champs de déplacements que pour les champs de contraintes. Nous avons
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Fig. 3.36  Exemple 2 : densités de probabilité des composantesChom11 etChom12 obtenues avec X-SFEM+2 ,
P-X-FEM+1 et une approche de Monte-Carlo pour 1000 tirages.
également pu montrer que l'opérateur homogénéisé pouvait être facilement obtenu. Cependant, pour que
ce dernier soit bien calculé, il parait indispensable d'utiliser une approximation enrichie. En eﬀet, l'étude
des premiers moments statistiques de l'opérateur a montré une diﬀérence très sensible avec l'opérateur
de référence obtenu par tirages de Monte-Carlo.
D'autre part, on notera que la méthode de projection L2 couplée à une approche déterministe X-FEM
enrichie a également permis d'obtenir de bons résultats sur l'opérateur homogénéisé.
3.9 Conclusion
Ce chapitre, dédié aux problèmes hétérogènes possédant une interface matérielle aléatoire, nous a
montré tout l'intérêt que représentait l'enrichissement de l'espace d'approximation. En eﬀet, la méthode
X-SFEM étant basée sur l'utilisation d'un maillage ne respectant pas les surfaces physiques, il n'est pas
possible, avec un espace d'approximation classique, de représenter des fonctions à dérivées discontinues au
passage de l'interface. On s'est donc intéressé à l'enrichissement de l'espace d'approximation permettant
de représenter ces irrégularités. Le choix de l'enrichissement par la méthode de la partition de l'unité a
été discuté. Nous avons proposé d'utiliser deux fonctions d'enrichissement : la première, notée ψ1 dans
ce mémoire, et issue de travaux précédents sur la méthode déterministe X-FEM, se trouve être mal
adaptée dans un cadre stochastique. Si elle permet éventuellement d'améliorer la solution, elle conduit
également à certaines perturbations de la solution dues à sa faible régularité stochastique. Nous avons
alors proposé une autre fonction d'enrichissement adaptée au caractère aléatoire de nos problèmes. Cette
fonction, notée ψ2, s'avère beaucoup plus régulière au niveau stochastique. Elle permet ainsi aux degrés de
liberté enrichis d'être plus réguliers au niveau stochastique. Les résultats obtenus avec les divers exemples
numériques ont prouvé que cette fonction permettait d'obtenir des solutions très précises. De plus, elle
rend plus aisée l'intégration stochastique des quantités élémentaires.
D'autre part, nous avons également montré que, pour ces problèmes, l'utilisation d'une méthode de
projection L2 était possible. Contrairement aux problèmes de forme aléatoire, elle mène à des résultats
satisfaisants même s'ils sont généralement moins bons que ceux obtenus avec la projection de Galerkin. En
revanche, pour obtenir de bons résultats avec la méthode de projection, il faut prendre soin de l'intégration
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au niveau stochastique. Avec la fonction ψ1, il serait notamment intéressant d'utiliser une intégration
adaptative. L'utilisation de la fonction ψ2 permet de régler le problème de l'intégration stochastique.
Cependant, un prétraitement du problème est nécessaire pour déﬁnir la fonction ψ2 et la structure enrichie
du modèle éléments ﬁnis. Ce prétraitement est identique à celui réalisé avec la méthode de Galerkin.
Dans ce cas, la méthode de projection L2 classique perd de son caractère non-intrusif. En conclusion,
l'utilisation d'une méthode de projection L2 couplée à une méthode X-FEM nécessitera soit une certaine
dose d'intrusivité aﬁn de bien déﬁnir l'approximation soit de disposer de méthodes permettant d'utiliser
la fonction ψ1 et de bien intégrer la projection.
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Chapitre 4
Application de la méthode X-SFEM
dans une analyse de risque : impact
de la corrosion sur une structure en
milieu littoral
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4.1 Introduction
Ce dernier chapitre est consacré à un exemple d'utilisation de la méthode X-SFEM pour l'analyse de
risque d'un composant structurel. Ce composant est de forme aléatoire et on utilisera les développements
de la méthode X-SFEM présentés dans le chapitre 2 pour résoudre le problème. L'aléa géométrique porte
sur une variabilité intrinsèque, traitée avec la méthode X-SFEM, et sur une incertitude de mesure qui sera
uniquement prise en compte dans l'analyse de risque. Cette analyse de risque se base sur des outils d'aide
à la décision permettant de représenter les performances d'une technique d'inspection. On dispose pour
cela d'un nombre important de mesures permettant de caractériser l'aléa sur la géométrie du composant
et l'erreur sur la mesure par des variables aléatoires.
Le premier point de l'étude consiste à identiﬁer ces variables aléatoires. On utilise pour cela une méthode
d'identiﬁcation basée sur une représentation sur le chaos polynomial [Desceliers et Soize 2007]. On mon-
tera que cette méthode conduit à une bonne représentation des variables au regard des résultats obtenus
avec une identiﬁcation utilisant des densités de probabilité classiques.
Le second point réside dans l'analyse de risque : on déﬁnira pour cela deux fonctionnelles de coût prenant
en compte les variables identiﬁées (aléa intrinsèque et erreur de mesure) qui sont déﬁnies à partir de pro-
babilités d'événements particuliers comme la probabilité de détection (PoD) ou la probabilité de fausse
alarme (PFA). Nous découplerons le problème et nous montrerons que l'on peut identiﬁer une variable
aléatoire ξ caractérisant uniquement la géométrie Ω(ξ), et une variable aléatoire η caractérisant unique-
ment l'erreur sur les mesures. La ﬁgure 4.1 illustre un exemple de ce problème pour deux réalisations
de la géométrie. Pour estimer les fonctionnelles de coût, il sera nécessaire de calculer la probabilité de
défaillance du composant.
Pour l'estimation de la probabilité de défaillance, on utilisera les variables identiﬁées sur le chaos polyno-
mial comme paramètres d'entrée pour le problème mécanique à géométrie aléatoire. A partir d'un simple
post-traitement de la solution X-SFEM, on pourra alors calculer cette probabilité de défaillance et mener
l'analyse de risque.
Ω(ξ )
1
Ω(ξ )
2
η
η
Fig. 4.1  Exemples de deux réalisations de la géométrie Ω(ξ) et erreur de mesure η.
L'application concerne un composant situé en milieu marin soumis aux eﬀets de la corrosion. L'impact
de la corrosion sur une structure peut être très dommageable pour un ouvrage portuaire en service tel qu'un
quai sur pieux métalliques classiquement employé dans les ports. La corrosion de ces structures n'intervient
pas dans les premières années de vie de l'ouvrage mais seulement à partir d'un laps de temps variable
selon la zone où est située la structure et selon l'eﬃcacité et la maintenance des protections anti-corrosion
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utilisées (peintures et protection cathodique). La corrosion des matériaux constituant l'ouvrage est alors
une réelle menace pour le maintien de son utilisation et, surtout, pour la sécurité des personnes travaillant
sur cet ouvrage. Pour évaluer et prévenir des eﬀets de la corrosion du métal, des campagnes d'inspection
par contrôle non-destructif (CND) sont réalisées aﬁn de déterminer les pertes de matière à diﬀérentes
profondeurs. Toutefois, la mesure est aﬀectée par une incertitude due notamment aux conditions diﬃciles
d'auscultation (visibilité, fatigue, mise en oeuvre de l'outil de contrôle etc.). Ces informations extrêmement
riches sont le point de départ de l'étude de cas présentée ici.
On supposera que ce composant peut se situer à diﬀérents endroits d'une même structure et qu'il n'est
pas soumis aux mêmes niveaux de corrosion ni aux mêmes conditions d'inspection. Avec le calcul X-
SFEM, on déterminera quelles sont les positions les plus critiques pour le composant (en comparant les
probabilités de défaillance obtenues pour chaque niveau). L'analyse de risque, qui prend en compte l'erreur
sur la mesure, permettra d'évaluer les coûts dus aux mauvaises détections. On montrera qu'une technique
d'inspection performante permet de réduire les coûts engendrés par la stratégie de maintenance.
4.2 Identiﬁcation de variable aléatoires : représentation sur le chaos
polynomial
Pour identiﬁer une variable aléatoire à partir de données réelles, la méthode la plus simple consiste à
utiliser des lois de probabilité classiques et d'identiﬁer leurs paramètres. Si on suppose par exemple que
la variable aléatoire suit une loi normale, les paramètres à identiﬁer sont sa moyenne et son écart-type.
L'inconvénient de cette méthode est que l'on doit déﬁnir a priori la loi de probabilité. Pour une même
variable, on peut naturellement tester diﬀérentes lois et déterminer celle qui représente le mieux la variable
à partir d'un critère comme la vraisemblance. Cependant, certains phénomènes physiques, présentant des
densités de probabilité complexes, ne pourront être correctement représentés avec cette méthode.
Récemment, une méthode d'identiﬁcation basée sur une représentation sur le chaos polynomial de la
variable aléatoire a été proposée dans [Desceliers et al. 2006]. Une variable aléatoire représentée sur le
chaos polynomial présente l'avantage majeur d'être facilement utilisable dans le cadre des éléments ﬁnis
stochastiques spectraux. Cette méthode est présentée dans le cas simpliﬁé où seule une variable aléatoire
est considérée. L'application de cette méthode pour la représentation d'un champ stochastique peut être
trouvée dans [Desceliers et al. 2006, Desceliers et Soize 2007].
Dans [Ghanem et Doostan 2006], on trouve également une méthode d'identiﬁcation conduisant à une
représentation des variables aléatoires sur le chaos polynomial. Dans cette méthode, une approche par
inférence bayésienne est utilisée pour estimer les coeﬃcients de la décomposition. Ces coeﬃcients, qui
sont les paramètres à estimer, sont considérés comme des variables aléatoires. Ceci permet, en quelque
sorte, de prendre en compte l'erreur sur le modèle identiﬁé.
On présente maintenant la méthode d'identiﬁcation utilisée dans ce mémoire. Cette méthode consiste
à représenter la variable aléatoire par une décomposition sur le chaos polynomial [Desceliers et Soize
2007], identiﬁée à partir d'un ensemble d'observations de cette variable. Cette méthode d'identiﬁcation
repose sur le principe du maximum de vraisemblance. Soit X(θ) une variable aléatoire du second ordre à
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identiﬁer à partir de N tirages notés {X(k)}Nk=1. Une décomposition de cette variable aléatoire s'écrit :
X(θ) =
p∑
i=0
hi(ξ(θ))Xi
où ξ est une variable aléatoire centrée réduite, hi le polynôme d'Hermite normalisé de degré i et p est
l'ordre de troncature de la décomposition sur le chaos polynomial. Le but de la procédure d'identiﬁcation
est de déterminer les coeﬃcients Xi de la décomposition. On suppose ici que la moyenne et l'écart-
type sont bien estimés à partir de l'ensemble des tirages et on cherche à les imposer. Par la propriété
d'orthonormalité des polynômes d'Hermite, on obtient les contraintes suivantes sur les coeﬃcients :
µX = X0 = µexp
σ2X =
p∑
i=1
X2i = σ
2
exp
où µexp et σexp sont respectivement la moyenne et l'écart-type obtenus à partir des échantillons et où
µX et σX sont la moyenne et l'écart-type de la variable aléatoire X(θ). En notant bi = Xi/σX , la
décomposition peut être réécrite :
X(θ) = µexp + σexp
p∑
i=1
bihi(ξ(θ))
où les coeﬃcients bi doivent satisfaire :
p∑
i=1
b2i = 1
Considérant b = (b1, . . . , bp)T ∈ Rp, on note pX(·;b) la fonction densité de probabilité de X, paramétrée
par b, et on introduit la fonction de vraisemblance :
L(b) =
N∏
k=1
pX(X(k);b)
Le problème d'identiﬁcation par maximum de vraisemblance s'écrit alors de manière équivalente : trouver
b tel que
b = argmin
b∈Rp
bTb=1
− log(L(b))
Il s'agit d'un problème d'optimisation sur l'hypersphère unitaire dans Rp. En pratique, on choisit la
paramétrisation suivante pour l'hypersphère :
b1 = cos(φ1)
bi = cos(φi)
∏i−1
n=1 sin(φn) pour i ∈ {2, . . . , p− 1}
bp =
∏p−1
i=1 sin(φi)
(4.1)
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avec φi ∈ [0, 2pi] ∀i ∈ {2, . . . p−1} et φ1 ∈ [0, pi]. Le problème d'optimisation (4.2) est reformulé comme
un problème d'optimisation sans contrainte sur [0, pi] × [0, 2pi]p−2 ⊂ Rp−1. Ce problème est résolu en
deux étapes :
1. une localisation grossière du minimum par une méthode de random search ;
2. partant de ce point, on utilise un algorithme d'optimisation classique (ici la méthode Nelder-Mead
Simplex [Lagarias et al. 1998]).
Comme le montre la ﬁgure 4.2, ce problème possède généralement plusieurs minima locaux, et il est
utile de répéter cette procédure aﬁn de trouver la solution globale du problème. Notons aussi que par la
périodicité des fonctions trigonométriques et par la forme même des polynômes d'Hermite, le problème
admet plusieurs solutions au sens de φ. C'est le cas pour un ordre p = 2 où φ1 ∈ {0, pi, 2pi} sont solutions
du problème (c.f. ﬁgure 4.2). Les performances de la méthode seront présentées dans la section 4.4.4.
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Fig. 4.2  Evolution de la fonction −log(L(φ)) pour des ordres de chaos polynomial p = 2 (droite) et
p = 3 (gauche) ; variable identiﬁée à partir de 216 observations.
4.3 Principe de l'analyse de risque
4.3.1 Concepts de PoD et PFA et de courbes ROC
Dans cette section, nous introduisons les diﬀérents outils d'aide à la décision qui seront utilisés dans
l'analyse de risque. Ils sont couramment employés pour caractériser les performances d'une technique
d'inspection et permettent d'optimiser les stratégies d'inspection. Le concept le plus courant pour carac-
tériser la performance d'une technique d'inspection est la probabilité de détection. On note as la taille
minimale de défaut, en dessous de laquelle on considère qu'aucune détection n'est réalisée. Par la suite,
on appellera ce paramètre le seuil de détection. La probabilité de détection est déﬁnie par :
PoD = P (â ≥ as) (4.2)
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où aˆ est la taille du défaut mesuré. Le seuil de détection as peut être un paramètre déterministe ou une
variable aléatoire. De plus, la théorie de la détection permet de déﬁnir la probabilité de fausse alarme (PFA)
à partir des fonctions paˆ et pη donnant respectivement les densités de probabilité du (signal+bruit) et du
bruit et où η est l'erreur sur la mesure. Le bruit, i.e. l'erreur, dépend des conditions environnementales,
du facteur humain et de la nature du défaut mesuré [Rouhan et Schoefs 2003]. La PoD et la PFA sont
données par les équations (4.3) et (4.4)
PoD =
∫ +∞
as
paˆ(x) dx (4.3)
PFA =
∫ +∞
as
pη(x) dx (4.4)
Un exemple des densités de probabilité paˆ et pη permettant le calcul de la PoD et de la PFA pour un
seuil de détection donné est présenté sur la ﬁgure 4.3.
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Fig. 4.3  Illustration de la PoD et de la PFA pour un seuil de détection as donné (gauche) et courbe
ROC correspondante (droite).
Pour un seuil de détection donné, le couple (PFA,PoD) déﬁnit la performance d'une technique CND ;
on l'appelle "Receiver Operating Characteristic" (ROC). Ce couple peut être considéré comme les coor-
données d'un point appartenant au plan (PFA, PoD). Considérant que les valeurs de as appartiennent
à l'intervalle ] −∞,+∞[, ce point appartient à une courbe appelée courbe ROC. Il s'agit d'une courbe
paramétrée par as et déﬁnie par les équations (4.3) et (4.4). La ﬁgure 4.3 présente un exemple de courbe
ROC déterminée avec les fonctions paˆ et pη de la même ﬁgure. La fonction PFA 7→ PoD est une fonction
croissante monotone qui se situe toujours au dessus de la diagonale (PFA = PoD) et dont la dérivée
est étroitement liée à la sensibilité de l'appareil de mesure [Arques 1982, Füscök et al. 2000]. La ﬁgure
4.3 présente également le point correspondant à une inspection parfaite, i.e. (PFA,PoD) = (0, 1).
Pour l'évaluation d'une courbe ROC, le but est alors d'obtenir des valeurs discrètes pour la PoD et la
PFA [Barnouin et al. 1993] ou de modéliser les fonctions paˆ et pη correspondant à un site donné. C'est
ce second cas de ﬁgure que nous utiliserons ici. A partir de la PoD et de la PFA, nous introduisons le
principe de l'analyse de risque.
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4.3.2 Présentation de la fonction de risque
La maintenance de grands ouvrages, comme un quai ou une plate-forme oﬀshore, est un enjeu de
toute première importance pour garantir à la fois la sécurité des personnes travaillant sur ces structures
et leur bon fonctionnement. On développe pour cela des plans IMR (Inspection Maintenance Réparation)
permettant de surveiller l'ouvrage durant toute la durée de leur phase d'exploitation. Ces inspections sont
souvent très onéreuses et seules les zones structurelles sensibles sont généralement inspectées. Suite à ces
inspections, le gérant de l'ouvrage doit décider si certains composants doivent être réparés ou remplacés
aﬁn de garantir la sécurité et le fonctionnement de l'ouvrage. Ces stratégies d'inspection doivent être
optimisées en terme de coût et de performance. Naturellement, un plan optimal conduirait à inspecter
la bonne zone au bon moment avec des outils performants et ﬁables pour des coûts les plus faibles
possibles.
L'optimisation des plans IMR est un problème de décision. Il peut être également abordé comme un
problème de risque. Dans ce cas, on peut distinguer deux types de risques :
1. le risque de ne pas détecter un défaut existant et de perdre l'intégrité structurelle ;
2. le risque de détecter des défauts inexistants entraînant des coûts inutiles.
Le but est donc de minimiser au mieux ces deux types de risque. Dans la suite, nous proposons une
modélisation de ces risques et de leur impact. Le problème consistera à minimiser des fonctions de coûts
liées à la non détection de défauts existants et à la détection de défauts inexistants.
4.3.2.1 Introduction des inspections dans le processus de décision
Dans ces travaux, on propose d'utiliser le formalisme proposé dans [Rouhan et Schoefs 2003]. En se
basant sur un formalisme bayésien, l'idée est de conditionner l'événement présence (ou absence) de défaut
à l'événement résultant de l'inspection. On introduit alors les probabilités conditionnelles suivantes basées
sur l'état de la structure (Y ) et sur la décision prise suite à l'inspection d(Y ) :
 P1 = P ({Y = 0}|{d(Y ) = 0}) correspondant au cas où il n'y a aucun défaut sachant qu'on n'en
a pas détecté ;
 P2 = P ({Y = 0}|{d(Y ) = 1}) correspondant au cas où il n'y a aucun défaut sachant qu'on en a
détecté un ;
 P3 = P ({Y = 1}|{d(Y ) = 0}) correspondant au cas où un défaut existe sachant qu'il n'a pas été
détecté ;
 P4 = P ({Y = 1}|{d(Y ) = 1}) correspondant au cas où un défaut existe sachant qu'il a été
détecté.
On s'intéresse ici aux cas des mauvaises décisions, i.e. aux probabilités conditionnelles P2 et P3, qui vont
être directement utilisées dans la fonction de coût. Les probabilités associées à ces événements peuvent
être exprimées en fonction de la PoD et de la PFA auxquelles on peut avoir accès grâce aux résultats
d'inspection c.f. section 4.3.1. Avec ce formalisme, la PoD et la PFA peuvent s'exprimer sous la forme
PoD = P ({d(Y ) = 1}|{Y = 1}) (4.5)
PFA = P ({d(Y ) = 1}|{Y = 0}) (4.6)
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Les probabilités P2 et P3 peuvent se réécrire en utilisant simplement le formalisme de Bayes
P2 =
PFA(1− γ)
PoDγ + PFA(1− γ) (4.7)
P3 =
(1− PoD)γ
(1− PoD)γ + (1− PFA)(1− γ) (4.8)
où γ = P ({Y = 1}) est la probabilité de présence de défaut de la zone inspectée au moment de
l'inspection. La détermination de γ est délicate ; notons qu'elle peut être déduite à partir de statistiques
(c.f. [Moan et al. 1997] dans le cas de ﬁssures) ou d'un jugement d'expert. Ici on considère que γ = 0.1, ce
qui correspond aux défauts de tailles importantes pouvant entraîner la ruine de la structure. On trouvera
dans [Rouhan et Schoefs 2003] des études de sensibilité sur le paramètre γ pour les probabilités Pi. Pour
déterminer les probabilités Pi données dans les équations (4.7) et (4.8), on utilise les courbes ROC. Les
courbes ROC et les probabilités Pi sont fonctions de la PoD et de la PFA. Nous considérons la restriction
de la probabilité Pi à la courbe ROC, notée (Pi)|ROC . On obtient ainsi une nouvelle courbe de performance
en trois dimensions illustrée sur la ﬁgure 4.4. Aﬁn d'obtenir une quantité utilisable dans la fonction de
coût, on déﬁnit une moyenne de (Pi)|ROC , notée µ((Pi)|ROC ) donnée dans l'équation (4.9)
µ((Pi)|ROC ) =
1
LROC
∫
ROC
Pi dlROC (4.9)
où lROC est l'abscisse curviligne de la courbe en 3 dimensions, LROC est la longueur de la courbe ROC
dans le plan (PFA,PoD). On peut maintenant, grâce à ces moyennes, caractériser les fonctions de coût
utilisées pour l'analyse de risque.
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Fig. 4.4  Surface de réponse de P2 pour γ = 0.1 et exemples de courbes (P2) |ROC .
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4.3.2.2 Fonctions de coûts pour l'analyse de risque
Pour l'analyse de risque, on choisit une politique de maintenance basique :
 si aucun défaut n'est détecté alors aucune réparation n'est eﬀectuée. La non-detection d'un défaut
existant conduit donc à un risque de ruine (ou de défaillance) ;
 si un défaut est détecté alors une réparation est eﬀectuée et une inspection est reconduite pour
vériﬁer la qualité de la réparation.
A partir de ces deux scénarios, on déﬁnit deux fonctions de coûts. La première1, notée E(C)d et donnée
par l'équation (4.10), indique le surcoût dû aux détections de défauts inexistants. La seconde, notée
E(C)nd et donnée par l'équation (4.11) donne le coût dû à la non détection de défauts éxistants
E(C)d = (Cinspection + Créparation)µ((P2)|ROC ) (4.10)
E(C)nd = Cinspection + CdéfaillancePfµ((P3)|ROC ) (4.11)
où Pf est la probabilité de défaillance de la structure étudiée, Cinspection est le coût de l'inspection,
Créparation est le coût de la réparation et Cdéfaillance le coût de ruine. Les quantités µ((P2)|ROC ) et
µ((P3)|ROC ) sont directement déterminées à partir des courbes ROC (c.f. section 4.3.2.1). Pour calculer
la fonction E(C)nd, on doit déterminer la probabilité de défaillance de la structure soumise à des pertes de
matière. Nous sommes donc confronter à un problème de géométrie aléatoire que nous allons naturellement
résoudre avec la méthode X-SFEM telle qu'elle est présentée dans le chapitre 2. Nous allons maintenant
présenter le contexte particulier de cette étude qui concerne l'impact de la corrosion sur les structures
situées en milieu marin.
4.4 Problématique de la corrosion des structures en région littorale
La corrosion des structures en milieu littoral est un problème auquel les gérants d'ouvrages sont de
plus en plus confrontés. En eﬀet, un grand nombre de leurs structures sont en place depuis de nom-
breuses années et les eﬀets néfastes de la corrosion se font de plus en plus ressentir. Les conséquences
économiques peuvent alors être très importantes sur plusieurs plans : le plan matériel (immobilisation
de l'ouvrage, remplacement des matériaux), le plan écologique (rupture de la structure) et le plan hu-
main (accidents corporels). D'après [Landolt 1993], on estime que 5 tonnes d'acier sont transformées en
produits de corrosion dans le monde chaque seconde. Pour évaluer les eﬀects de la corrosion, on mène
des campagnes d'inspection par contrôle non-destructif (CND) sur certains ouvrages susceptibles d'être
aﬀectés. Si l'inspection visuelle est un premier outil permettant de savoir si l'ouvrage est aﬀecté ou non,
c'est généralement une technique par ultrasons qui permet de quantiﬁer son eﬀet en terme de perte
d'épaisseur du métal. Cette méthode très coûteuse nécessite donc d'optimiser les plans d'inspection des
structures en milieu littoral tout en garantissant le suivi de leur utilisation en toute sécurité. L'objectif pour
le gérant d'un parc de structures est de trouver l'équilibre optimal entre le nombre croissant de structures
vieillissantes et les moyens ﬁnanciers disponibles pour poursuivre leur utilisation [Radojicic et al. 2001,
Stewart et al. 2004].
La corrosion marine peut prendre plusieurs aspects : lorsque des cavernes ou des piqûres se forment à la
surface du métal, on parle de corrosion localisée ; lorsqu'une couche uniforme recouvre la totalité de la
1la notation "surligné" indique un surcoût
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surface métallique, on parle de corrosion généralisée. L'inspection par ultrasons, utilisée pour collecter les
pertes d'épaisseur, permet principalement d'évaluer la corrosion généralisée et non localisée. C'est donc
uniquement ce type de défaut qui est étudié dans ce mémoire. Les données utilisées ici proviennent du
programme européen MEDACHS (2005-2007) dans lequel cette thèse s'inscrit. Durant ces travaux, nous
avons collecté des données de pertes d'épaisseur dues à la corrosion sur plusieurs quais (sur pieux ou
palplanches) situés dans diﬀérents ports des côtes européennes atlantiques. Pour cette étude de cas, nous
nous sommes focalisés sur l'une de ces structures présentée dans la section suivante.
Remarque 4.1 Modélisation de la corrosion dans le temps : une autre partie importante de ces
travaux consistait à mettre en oeuvre un dispositif expérimental sur site. L'objectif était de collecter les
pertes d'épaisseur de nombreux échantillons d'acier dont les temps d'immersion variaient de 1 à 12 mois.
Ainsi, il était prévu de développer un modèle des eﬀets de la corrosion en fonction du temps [Memet 2000,
Melchers et Wells 2006]. Ce dispositif a été mis en place sur deux sites : l'estuaire de la Loire (Montoir) et
le port de Peniche au Portugal (face à l'océan Atlantique). J'ai participé étroitement à la conception de
ce dispositif notamment en déﬁnissant les diﬀérents protocoles (préparations des échantillons, installation
sur site du dispositif, nettoyage des spécimens et mesure par ultrasons). Malheureusement, les données
collectées n'ont pu être exploitées car les pertes d'épaisseurs étaient beaucoup trop faibles au regard de
la prédiction initiale des experts et donc de la précision de l'appareil de mesure utilisé (appareil identique
à celui utilisé par les compagnies d'inspection). Cependant, les moyens déployés pour la mise en place de
ce dispositif ont été importants et l'expérience acquise fut, malgré tout, très enrichissante. Dans le cadre
du projet MEDACHS, ce travail a été remplacé par une collecte de campagnes d'inspection concernant un
grand nombre d'ouvrages. A partir de ces données, il est possible de déterminer les cinétiques de corrosion
(sous certaines hypothèses). Cependant, nous ne possédons pas d'informations sur les 10 premières années
de vie des ouvrages, et il n'est pas possible d'établir les cinétiques de corrosion. Pour ces deux raisons, il est
toujours envisagé de mettre en place ce dispositif et de modiﬁer les moyens de mesure aﬁn d'obtenir des
résultats concluants. C'est pourquoi le détail de ce dispositif et les résultats sont quand même présentés
dans l'annexe C.
4.4.1 Structure étudiée : quais sur pieux métallique
La structure étudiée est un quai sur pieux métalliques se situant dans l'estuaire de la Loire au niveau
de la commune de Montoir en Loire-Atlantique et est exploitée par le port autonome de Nantes Saint-
Nazaire. Il s'agit du poste 3 du Terminal à Marchandises Diverses et Conteneurs (TMDC). Construit
en 1984, il présente une longueur de 253.2 m et une largeur de 40.9 m. Il est composé de 30 pieux-
tubes en acier dont les épaisseurs nominales à l'installation étaient comprises entre 10 et 12 mm. Ces
pieux sont remplis de béton et la peinture anti-corrosion utilisée à l'époque de la construction était une
peinture bitumeuse. La ﬁgure 4.5 présente une vue en coupe de ce quai. On peut distinguer sur cette
ﬁgure diﬀérentes marques rouges correspondant aux pieux et aux niveaux où les relevés d'épaisseur ont
été eﬀectués. La structure a été inspectée en 1984, soit 20 ans après sa construction. La section suivante
est dédiée au protocole de mesure utilisé en France pour ce type d'inspection.
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Fig. 4.5  Structure étudiée : vue en coupe du poste 3 du TMDC.
4.4.2 Protocole de mesure
Le protocole de mesure utilisé en France pour eﬀectuer les relevés des pertes d'épaisseur liées aux
eﬀets de la corrosion a été déﬁni par le Centre d'Etudes Maritimes et Fluviales (CETMEF). Il consiste à
eﬀectuer des mesures ultrasoniques d'épaisseurs résiduelles à diﬀérentes profondeurs sur plusieurs zones
déﬁnies sur la section d'un pieu. Ces zones sont appelées "zones cardinales". A partir de ces épaisseurs
résiduelles et connaissant les épaisseurs nominales des pieux lors de leur installation, il est possible de
déterminer la perte de matière due principalement aux eﬀets de la corrosion.
Pour un pieu donné, à un niveau donné (cote), on eﬀectue 12mesures réparties en 3mesures géométriques,
notées G1, G2 et G3, pour chacune des 4 zones cardinales (a,b,c et d). La ﬁgure 4.6 présente la répartition
de ces mesures sur la section d'un pieu à une cote donnée. On notera que la technologie par ultrasons
ne permet pas de mesurer l'épaisseur du métal sain si celui-ci est recouvert par les produits de corrosion.
Une fois les zones de mesure repérées, on eﬀectue alors un nettoyage de la surface par meulage aﬁn
de mettre le métal à nu sur un disque d'une dizaine de centimètres de diamètre. L'objectif premier des
3 mesures géométriques par zone cardinale est d'éviter les erreurs de diagnostic dues à une mauvaise
mesure ou à un phénomène localisé (piqûres). Elles ont pour nous un autre intérêt majeur qui est l'accès
à l'erreur sur la mesure, due à la fois à l'appareil et aux conditions diﬃciles d'exécution. Pour une zone
cardinale particulière, on dispose de 3 mesures géométriques. On considère que ces mesures correspondent
au même défaut, i.e. à la même perte d'épaisseur. On suppose que la perte d'épaisseur réelle correspond
à la moyenne de ces 3 mesures. En notant a le défaut réel et aˆk le défaut mesuré (où k ∈ {1, ..., 3}
147
Application de la méthode X-SFEM
aval amont
a
b
c
d
points de mesure 
   géométriques 
 G1
G2G3
PIEU
niveau z
a b c d : zones cardinales
i
z
y
x
Fig. 4.6  Protocle de mesure CETMEF : répartition des zones cardinales et des points de mesure
géométriques sur un pieu à une cote z donnée.
indique la mesure géométrique de la zone cardinale) on peut caractérisé l'erreur ηk sur la mesure par
ηk = aˆk − a avec a = 1
3
3∑
k=1
aˆk − b (4.12)
où b est un biais qui peut être évalué à partir d'une campagne d'inspection CND spéciﬁque. Sinon, le
jugement d'expert et l'analyse du protocole de mesure peuvent donner des valeurs ou des bornes de b.
D'après le jugement d'expert (plongeurs et experts en corrosion), le protocole CETMEF n'introduit pas
de biais systématique sur les mesures et on considérera que ce dernier est nul. D'autres modèles de calcul
d'erreur sont possibles et sont présentés dans [Bonnet et al. 2008]. On s'intéresse maintenant aux détails
de la modélisation probabiliste des données d'inspection.
4.4.3 Modélisation probabiliste des données d'inspection
A partir des données d'inspection obtenues avec le protocole CETMEF, il est possible de déﬁnir
diﬀérentes quantités nécessaires à l'optimisation des plans d'inspection basée sur une évaluation des
risques : la mesure du défaut, l'erreur sur cette mesure et la valeur réelle du défaut. Nous avons montré
précédemment que le protocole conduisait à déterminer les pertes d'épaisseur à plusieurs niveaux de la
structure. Dans [Clément et al. 2008], il a été observé que le champ de corrosion sur cette structure était
principalement indexé par l'altitude z sur la structure. Nous allons donc considérer que toutes les mesures
eﬀectuées à un niveau particulier zi sont des réalisations d'une même variable aléatoire. Pour un niveau
zi, il faudra identiﬁer trois variables aléatoires correspondant à la perte de matière mesurée, à la perte de
matière réelle et à l'erreur sur la mesure. Ces trois variables aléatoires sont respectivement notées aˆzi(θ),
ηzi(θ) et azi(θ). Nous faisons également l'hypothèse que ces variables sont indépendantes d'un niveau
zi à un autre. En réalité, ce n'est sûrement pas vrai et il serait plus juste de les considérer comme des
processus stochastiques indexés en espace et en temps. Cependant la structure de corrélation est délicate
à obtenir car les distances entre chaque niveau sont relativement importantes. Récemment, cette distance
a été estimée à moins de 25 cm [Boéro et al. 2009]. De plus, nous ne disposons de données qu'à la date
de l'inspection et il serait donc impossible de caractériser ces processus en fonction du temps à partir des
mesures. Des modèles sont en cours de développement dans le cadre de la thèse de J. Boéro, "Gestion par
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les risques des ouvrages portuaires : optimisation de la maintenance d'un parc vieillissant et hétérogène"
[Boéro et al. 2009].
On rappelle que 18 pieux de la structure ont été inspectés, et qu'en chacun des 4 points cardinaux, 3
mesures géométriques ont été eﬀectuées. Pour un niveau zi, toutes ces mesures sont considérées comme
autant de réalisations indépendantes d'une même variable aléatoire. On note par l'indice j ∈ {1, ..., np}
(avec np = 72) tous les points cardinaux de ce niveau, et par l'indice k ∈ {1, ..., nr} (avec nr = 3) les
3 mesures géométriques de chaque point cardinal. Cette distinction est nécessaire aﬁn de caractériser la
perte de matière réelle et l'erreur sur la mesure. Ainsi, pour un niveau zi, on obtient 216 réalisations de la
perte de matière mesurée aˆzi(θ). Ces réalisations sont notées aˆ
(j,k)
zi avec j ∈ {1, ..., 72} et k ∈ {1, ..., 3}.
Grace aux mesures géométriques (notées avec l'indice k) on peut déterminer les réalisations a(j)zi de la
perte de matière réelle
a(j)zi =
1
nr
nr∑
k=1
aˆ(j,k)zi avec j ∈ {1, ..., 72} (4.13)
On obtient ainsi 72 réalisations de la variable aléatoire azi(θ). On peut ensuite déterminer les réalisations
de la variable ηzi(θ) notées η
(j,k)
zi
η(j,k)zi = aˆ
(j,k)
zi − ajzi pour (j, k) ∈ {1, ..., 72} × {1, ..., 3} (4.14)
On obtient alors 216 réalisations de la variable aléatoire ηzi(θ).
La structure a été inspectée à 6 niveaux : z1 = +2m et z2 = +1m pour la zone de marnage, z3 = +0.5m,
z4 = 0m, z5 = −0.5m et z6 = −1m pour la zone d'immersion permanente. On peut distinguer ces deux
zones à partir du niveau de plus basses eaux, situé à +0.6m, correspondant à un coeﬃcient de marée
de 120. Nous avons ainsi obtenu les ensembles de réalisations nécessaires à l'identiﬁcation des variables
aléatoires aˆzi(θ), azi(θ) et ηzi(θ). Pour une plus grande clarté des notations, on les notera aˆi(θ), ai(θ)
et ηi(θ). Classiquement, des distributions prédéﬁnies (loi normale, log-normale etc.) sont utilisées pour
obtenir les densités de probabilité de ces variables. Dans ces travaux, nous avons choisi d'utiliser la
méthode d'identiﬁcation basée sur une représentation sur le chaos polynomial qui est présentée dans la
section 4.2.
Nous disposons maintenant de tous les outils nécessaires à l'étude et nous nous intéressons aux résultats
obtenus. Les résultats de l'identiﬁcation sont présentés dans la section 4.4.4. Enﬁn, dans la section 4.5,
nous présenterons le problème structurel résolu avec la méthode X-SFEM et nous compléterons l'analyse
de risque.
4.4.4 Résultats de l'identiﬁcation sur les courbes ROC
Dans cette section, nous présentons les résultats de l'identiﬁcation des variables aléatoires aˆi(θ) et
ηi(θ) qui permettront de déterminer les courbes ROC. Nous réalisons tout d'abord une identiﬁcation en
utilisant des fonctions de densité de probabilité classiques. Puis, nous utiliserons la méthode d'identiﬁcation
présentée dans la section 4.2 consistant à représenter les variables sur le chaos polynomial. A l'aide des
courbes ROC obtenues avec chacune des méthodes, nous comparerons leurs résultats.
Pour identiﬁer aˆi(θ) et ηi(θ), on utilise dans un premier temps des distributions de probabilité a priori :
une distribution normale, une distribution des valeurs extrêmes généralisées (GEV) et une distribution de
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Student. On s'intéresse à un niveau d'inspection particulier correspondant à z1 = +2m situé dans la zone
de marnage. La ﬁgure 4.7 présente les densités de probabilité obtenues avec chacune des lois pour aˆ1(θ)
et η1(θ) et le tableau 4.1 donne les minima de la fonction (−log(L)) dans chacun des cas. On constate
que la loi de Student permet d'obtenir les meilleurs résultats.
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Fig. 4.7  Densités de probabilité de aˆ1 et η1 obtenues par identiﬁcation avec des fonction de densité de
probabilité classiques (gauche) et par représentation sur le chaos polynomial (droite) ; niveau z1 = +2m.
Tab. 4.1  Minima de la fonction −log(L) obtenus avec diﬀérentes lois classiques pour aˆ1 et η1 ; niveau
z1 = +2m.
lois z1 = +2m
perte d'épaisseur aˆ1 erreur η1
loi Normale 154 −112
loi GEV 152 −100
loi de Student 139 −149
On s'intéresse maintenant aux résultats obtenus avec l'identiﬁcation sur le chaos polynomial. Nous
avons utilisé la méthode donnée dans la section 4.2 avec diﬀérents ordres de chaos polynomial p ∈
{1, 2, 3}. La ﬁgure 4.7 présente les distributions de aˆ1(θ) et η1(θ) obtenues avec cette méthode et la
tableau 4.2 donne les minima de la fonction (−log(L)). On constate que les résultats obtenus pour p = 3
sont meilleurs, au sens du maximum de vraisemblance, que ceux obtenus avec la loi de Student. La
méthode d'identiﬁcation sur le chaos polynomial parait alors tout à fait adaptée aux variables aléatoires
à identiﬁer.
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Tab. 4.2  Minima de la fonction −log(L) obtenus par identiﬁcation sur le chaos polynomial avec
diﬀérents ordres p pour aˆ1 et η1 ; niveau z1 = +2m.
chaos polynomial z1 = +2m
perte d'épaisseur aˆ1 erreur η1
ordre p = 1 154 −98
ordre p = 2 150 −109
ordre p = 3 132 −155
Il nous faut maintenant comparer les courbes ROC obtenues à partir des diﬀérentes variables aˆi(θ) et
ηi(θ) identiﬁées. La taille des échantillons des deux variables étant important, il est possible de déterminer
directement des courbes ROC discrètes. En eﬀet, les équations (4.15) et (4.16) donnent une bonne
approximation de la PoD et de la PFA pour un niveau i donné
PoD ≈ Card(A(zi))
np × nr , avec A(zi) =
{
(j, k) ∈ I; aˆ(j,k)i > as
}
(4.15)
PFA ≈ Card(B(zi))
np × nr , avec B(zi) =
{
(j, k) ∈ I; η(j,k)i > as
}
(4.16)
où I = {1 . . . np}×{1 . . . nr}, np = 72 et nr = 3. Les points des courbes ROC discrètes ont été calculés
en ﬁxant le seuil de détection as à des valeurs séparées d'un pas de 0.05 mm. En reliant ces points, on
obtient les courbes ROC sans aucun ajustement : elles seront appelées courbes ROC expérimentales dans
la suite. Ces courbes expérimentales nous servirons de référence. D'autre part, on calcule également, à
partir des variables identiﬁées, les courbes ROC avec chacune des méthodes d'identiﬁcation. Dorénavant,
on s'intéresse uniquement aux résultats obtenus avec la loi de Student et l'identiﬁcation sur le chaos
polynomial pour un ordre p = 3. La ﬁgure 4.8 présente les courbes ROC correspondantes. On constate
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Fig. 4.8  Comparaison entre les courbes ROC obtenues avec la loi de Student, l'identiﬁcation sur le
chaos polynomial et les mesures sans ajustement ; z1 = +2m.
que la loi de Student tend à sous-estimer la performance de la technique CND au contraire de la méthode
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Fig. 4.9  Comparaison entre les courbes ROC expérimentales (gauche) et obtenues par identiﬁcation
sur le chaos polynomial (droite) pour tous les niveaux d'inspection.
d'identiﬁcation sur le chaos polynomial car la courbe ROC est plus proche de la diagonale (PFA =
PoD). Aﬁn de quantiﬁer simplement la performance d'une technique CND, on peut calculer, à partir des
courbes ROC, la distance entre la courbe et le point de coordonnées (PFA,PoD) = (0, 1) caractérisant
une inspection parfaite [Schoefs et Clément 2004] : cette distance δ représente l'eﬃcacité optimale de
la technique sous certaines conditions (seuil de détection, conditions d'inspection etc.). Avec la loi de
Student, on obtient une distance δ = 0.072 et avec l'identiﬁcation sur le chaos polynomial (ordre p = 3),
on obtient δ = 0.052 ce qui est nettement plus proche de la valeur obtenue directement avec les données
expérimentales (δ = 0.054). Enﬁn, la ﬁgure 4.9 présente les courbes ROC expérimentales obtenues pour
les 6 niveaux d'inspection et celles obtenues à partir de l'identiﬁcation sur le chaos polynomial avec un
ordre de troncature p = 3. On note une bonne concordance entre les deux courbes. Ces ﬁgures laissent
apparaître deux familles de courbes dans les deux cas. La première regroupe les courbes ROC les plus
proches du point d'inspection parfait de coordonnées (0, 1) et la seconde regroupe celles indiquant des
inspections moins performantes. On remarque que cette seconde famille, représentée sur fond bleu sur la
ﬁgure, regroupe les inspections réalisées dans la zone d'immersion permanente pour laquelle les conditions
d'inspection sont plus diﬃciles.
4.5 Etude de cas : analyse de risque d'un composant structurel sou-
mis à la corrosion
Dans cette étude de cas, on propose d'étudier un assemblage en T soudé présenté sur la ﬁgure 4.10.
On suppose que ce composant structurel appartient à une structure exposée aux eﬀets de la corrosion.
Ce composant peut être situé à diﬀérents niveaux zi sur la structure ou sur une structure pouvant se
situer à diﬀérentes profondeurs. Selon ce niveau, les eﬀets de la corrosion peuvent être plus ou moins
importants. La corrosion d'une structure entraîne naturellement des modiﬁcations de la géométrie (pertes
de matière). La forte variabilité spatiale de la corrosion amène donc à la considérer comme aléatoire.
L'analyse mécanique de la structure conduit à résoudre un problème à géométrie aléatoire pour lequel
nous allons utiliser la méthode X-SFEM. On cherche à déterminer la probabilité de défaillance Pf de cet
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assemblage en fonction de sa position sur la structure. On considère donc une ﬁabilité composant et,
aﬁn de se concentrer sur les eﬀets de la géométrie, le chargement est choisi déterministe. La probabilité
de défaillance sera utilisée pour l'analyse de risque dans la déﬁnition de la fonction de coûts E(C)nd
donnée dans l'équation (4.11). Pour modéliser la corrosion, nous utilisons les résultats obtenus sur le quai
sur pieux de référence présenté dans la section 4.4.1. On rappelle que cette structure a été inspectée à
6 niveaux diﬀérents et nous utilisons les valeurs obtenues pour la corrosion du cordon. Dans la section
4.4.4, nous avons identiﬁé, pour chaque niveau zi, diﬀérentes variables aléatoires liées à la corrosion : la
perte de matière mesurée aˆi, l'erreur sur la mesure ηi et la perte de matière réelle ai. La corrosion du
composant sera alors représentée pour chaque niveau par la variable aléatoire ai caractérisant la perte de
matière réelle.
4.5.1 Description du problème structurel
Dans ce problème, l'aléa porte sur la forme du cordon de soudure. On suppose que la frontière du
cordon est circulaire et tangente aux deux pièces soudées. L'aléa porte donc uniquement sur le rayon r
du cordon. Ceci s'explique, par exemple, si seule cette partie du composant n'était pas protégée par de
la peinture anti-corrosion. On cherche à prédire le comportement de la pièce soumise à une sollicitation
de ﬂexion et à déterminer sa probabilité de défaillance. La structure est encastrée sur la partie Γ1 de sa
frontière et on applique un eﬀort réparti F = (0, 10)MPa sur la partie Γ2 de sa frontière (c.f. ﬁgure 4.10).
On considère que le matériau est homogène (même matériau pour la structure et le cordon) élastique
isotrope avec un module d'Young E = 210000MPa et un coeﬃcient de Poisson ν = 0, 3. Les calculs sont
réalisés sous l'hypothèse des déformations planes. On utilise au niveau spatial une approximation éléments
ﬁnis déﬁnie sur un maillage ﬁxe, représenté sur la ﬁgure 4.10, composé de 2640 éléments triangles à 3
noeuds. Pour déﬁnir la géométrie de la structure, i.e. le rayon du cordon, on déﬁnit une level set aléatoire
par manipulation de level sets simples (c.f. section 2.2.2).
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Fig. 4.10  Problème du cordon de soudure avec rayon r aléatoire.
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4.5.2 Modélisation probabiliste du rayon aléatoire
On note r0 le rayon initial du cordon avant que le composant ne soit soumis aux eﬀets de la corrosion.
Considérant la perte de matière réelle au niveau zi, le rayon r est déﬁni par
r = r0 − ai (4.17)
Les variables aléatoires ai ont été identiﬁées à partir d'une représentation sur le chaos polynomial. Pour
cela, nous avons utilisé un germe gaussien ξ composé des polynômes d'Hermite normalisés. L'objectif est
de n'avoir à réaliser qu'un seul calcul X-SFEM. L'idée pour cela est de déterminer un intervalle [b, c] et
de réaliser ce calcul avec une variable aléatoire uniforme sur l'intervalle [b, c]. Un choix logique pour la
borne inférieure b est de prendre b = 0 correspondant au cas où le composant n'a subi aucune perte de
matière. Pour la borne supérieure c, il n'existe pas de choix aussi naturel. On se ﬁxe alors une probabilité
seuil et on décide de choisir c tel que P (ai > c) 6 10−5 ∀i ∈ {1, ..., 6}. A partir des variables aléatoires
ai identiﬁées nous avons trouvé c = 7 mm. Notons que toutes les mesures de perte d'épaisseur utilisées
pour l'identiﬁcation des ai sont inférieurs à 7 mm. Le calcul X-SFEM permet alors de déterminer la
solution u(y), y ∈ [b, c]. Cela correspond à un calcul de surface de réponse. La solution à un niveau i
est déterminée par un post-traitement et sera prise égale à u(T (ai(ξ))) où ai(ξ) est la variable identiﬁée
sur le chaos polynomial gaussien et où T est une transformation de troncature déﬁnie par
T (y) = yI[b,c](y) (4.18)
où I[b,c] est la fonction indicatrice de l'intervalle [b, c].
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Fig. 4.11  Densités de probabilité du déplacement vertical du point P1 obtenues avec Monte-Carlo+X-
FEM et X-SFEM pour p = 4 ; niveau z1 = +2m
Les variables aléatoires ai ont été identiﬁées sur un chaos polynomial de degré 3. Dans le calcul
X-SFEM, nous avons choisi d'utiliser une approximation stochastique basée sur un chaos polynomial
généralisé de degré p = 4 ce qui conduit à développer u(y) sur une base de polynômes de degré p = 4.
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Aﬁn d'illustrer que la modélisation eﬀectuée reste correcte, on présente sur la ﬁgure 4.11 la densité de
probabilité du déplacement vertical d'un point particulier Pref du composant (c.f. ﬁgure 4.10). Comme
point de comparaison, nous présentons une solution de référence calculée avec une méthode de Monte-
Carlo pour 1000 tirages couplée à un code déterministe X-FEM. On constate que les densités de probabilité
sont très proches indiquant que la modélisation probabiliste est de bonne qualité.
On rappelle que le but du calcul X-SFEM est de déterminer la probabilité de défaillance Pf déﬁnissant
la fonction de coûts E(C)nd donnée dans l'équation (4.11). Le calcul de Pf , réalisé à partir d'un post-
traitement de la solution X-SFEM, est détaillé dans la section suivante.
4.5.3 Calcul de la probabilité de défaillance
Pour calculer la probabilité de défaillance Pf , on déﬁnit la fonction de performance G(ξ) par
G(ξ) = uc − uy(ξ) (4.19)
où uc = 2 mm est la valeur critique du déplacement vertical autorisé au point Pref et où uy(ξ) est le
déplacement vertical au point Pref . Les situations de défaillance sont alors déﬁnies par G(ξ) 6 0 et la
probabilité de défaillance Pf par
Pf = P ({G(ξ) 6 0})
Pour estimer la probabilité Pf , on génère un ensemble de N réalisations du déplacement vertical au point
Pref , noté {u(k)y }Nk=1. Une approximation de Pf est donnée par
Pf ≈ 1
N
Card{k ∈ {1, ..., N}/uky > uc}
Aﬁn d'obtenir une bonne approximation de Pf , on choisit un nombre de réalisations N = 106 pour lequel
on peut considérer que la convergence de Pf est atteinte. Pour vériﬁer cette convergence, nous avons
eﬀectué 1000 estimations de la probabilité de défaillance pour chacun des niveaux et constaté que le
coeﬃcient de variation ne dépassait pas 3%. Le tableau 4.3 donne les valeurs de Pf pour chacun des 6
niveaux de la structure où le composant peut se situer. On observe deux zones distinctes : la première
niveau probabilité de défaillance Pf
z1 = +2m 1.8 10−3
z2 = +1m 2.1 10−3
z3 = +0.5m 7.5 10−3
z4 = +0m 2.6 10−2
z5 = −0.5m 2.5 10−2
z6 = −1m 3.5 10−2
Tab. 4.3  Probabilité de défaillance Pf obtenues avec X-SFEM pour les diﬀérents niveaux d'inspection
zi.
regroupe les niveaux z1, z2 et z3 pour lesquels la probabilité de défaillance est inférieure à 10−2 et la
seconde regroupe les niveaux z4, z5 et z6 pour lesquels la probabilité de défaillance est supérieure à
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10−2. On peut noter que le premier groupe correspond à la zone de marnage et le second groupe à la
zone d'immersion permanente (dans le premier groupe, seul le niveau z3 n'appartient pas à la zone de
marnage). Ce constat est logique puisque les pertes d'épaisseur les plus importantes mesurées lors de
l'inspection l'ont été pour des niveaux appartenant à la zone d'immersion permanente. La modélisation
probabiliste réalisée ici (aussi bien pour l'identiﬁcation des variables aléatoires que pour le calcul X-SFEM)
paraît satisfaisante puisqu'elle permet de bien représenter ce phénomène. On peut maintenant réaliser
l'analyse de risque en étudiant la sensibilité des fonctions de coûts par rapport aux diﬀérents paramètres.
4.5.4 Analyse de coût
Pour conclure cette application, nous étudions la sensibilité des fonctions de coûts E(C)d et E(C)nd
données respectivement dans les équations (4.10) et (4.11) et dont nous rappelons les déﬁnitions
E(C)d = (Cinspection + Créparation)µ((P2)|ROC )
E(C)nd = Cinspection + CdéfaillancePfµ(P3)|ROC )
On rappelle que les quantités µ((P2)|ROC ) et µ((P3)|ROC ) sont calculées pour une probabilité de présence
de défaut γ = 0.1 correspondant aux pertes de matière importantes pouvant entraîner la ruine du com-
posant.
Nous proposons tout d'abord une étude paramétrique en introduisant les paramètres adimensionnés sui-
vants : c1 = CinspectionCréparation et c2 =
Créparation
Cdéfaillance
. Aﬁn d'exprimer les fonctions de coûts en fonction de ces
paramètres adimensionnés, il est nécessaire de les normaliser par le coût de défaillance Cdéfaillance. Les
fonctions E(C)d et E(C)nd peuvent alors être réécrites
E(C)d
Cdéfaillance
= (c1c2 + c2)µ((P2)|ROC ) (4.20)
E(C)nd
Cdéfaillance
= c1c2 + Pfµ((P3)|ROC ) (4.21)
Pour une plus grande clarté des notations, les fonctions de coûts normalisées seront toujours notées E(C)d
et E(C)nd. Les paramètres c1 et c2 nous permettent d'introduire les ratios entre le coût d'inspection et
de réparation et entre le coût de réparation et de défaillance [Schoefs et al. 2006]. On considère que c1 est
compris dans l'intervalle [0, 1] et que c2 est compris dans l'intervalle [0, 0.1]. Ainsi, le coût c1 peut prendre
des valeurs plus importantes que c2, ce qui permet de respecter l'inégalité suivante entre les diﬀérents
coûts : Cinspection < Créparation < Cdéfaillance. La ﬁgure 4.12 présente l'évolution de la fonction E(C)d pour
les niveaux z1 = +2m et z6 = −1m. Nous avons choisi de présenter les résultats pour ces deux niveaux
car ils sont représentatifs : le niveau z1 présente la probabilité de défaillance la plus faible et la courbe
ROC la plus performante tandis que le niveau z6 présente la probabilité de défaillance la plus élevée et
la courbe ROC la moins performante. On peut constater que les diﬀérences sont minimes d'un niveau à
l'autre. En eﬀet, les courbes ROC sont proches les unes des autres quel que soit le niveau d'inspection.
Or, le calcul de µ((P2)|ROC ), pour une probabilité γ donnée, ne dépend que de la courbe ROC considérée,
ce qui explique que les évolutions de la fonction E(C)d soient quasi identiques d'un niveau à l'autre. De
plus, on remarque que la fonction E(C)d est principalement dépendante du paramètre c2 donnant le
ratio entre Cinspection et Créparation. La ﬁgure 4.13 présente l'évolution de la fonction E(C)nd pour les
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deux mêmes niveaux z1 et z6. Contrairement à la fonction E(C)d, la fonction E(C)nd est sensible au
paramètre c1 mais également au paramètre c2 ; elle est donc sensible au coût de défaillance Cdéfaillance.
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Fig. 4.12  Evolution de la fonction de risque E(C)d dans le plan (c1, c2) pour les niveaux d'inspection
z1 = +2m et z6 = −1m ; c1 ∈ [0, 1] et c2 ∈ [0, 0.1].
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Fig. 4.13  Evolution de la fonction de risque E(C)nd dans le plan (c1, c2) pour les niveaux d'inspection
z1 = +2m et z6 = −1m ; c1 ∈ [0, 1] et c2 ∈ [0, 0.1].
On peut également constater que les écarts de résultats entre les deux niveaux sont peu visibles.
Cependant, en réduisant les plages de variation des paramètres c1 et c2, certaines diﬀérences apparaissent.
Les ﬁgures 4.14 et 4.15 présentent les mêmes résultats pour c1 ∈ [0.2, 0.3] et c2 ∈ [0.02, 0.03].
Pour la fonction E(C)d (ﬁgure 4.14), on constate que les diﬀérences sont toujours aussi faibles entre
les deux niveaux d'inspection. En revanche, pour la fonction E(C)nd (ﬁgure 4.15), les diﬀérences sont
beaucoup plus nettes. Les coûts relatifs à la non détection de pertes de matière existantes sont plus
importants pour le niveau z6 = −1m. On rappelle que ce niveau, appartenant à la zone d'immersion
permanente, présentait des conditions d'inspection diﬃciles et notamment une visibilité réduite. Ceci
explique que, dans l'analyse de risque, la fonction E(C)nd présente des coûts plus importants pour ce
niveau.
Tous ces résultats ont été déterminés en prenant la probabilité de présence de défaut (i.e. de perte de
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Fig. 4.15  Evolution de la fonction de risque E(C)nd dans le plan (c1, c2) pour les niveaux d'inspection
z1 = +2m et z6 = −1m ; c1 ∈ [0.2, 0.3] et c2 ∈ [0.02, 0.03].
matière) γ égale à 0.1. Cette valeur de γ correspond à des pertes de matière importantes c'est-à-dire en
général à une probabilité d'occurrence faible. Pour conclure cette analyse de risque, on propose d'étudier
la sensibilité des fonctions de coûts à ce paramètre. Pour cela, on propose d'utiliser trois valeurs pour la
probabilité γ :
 γ = 0.1 qui représente une probabilité faible de perte de matière. Ce premier cas de ﬁgure représente
en général les pertes de matières les plus élevées ;
 γ = 0.5 qui représente une probabilité moyenne de perte de matière. Ce second cas de ﬁgure
représente en général les pertes de matière couramment rencontrées ;
 γ = 0.9 qui représente une probabilité importante de perte de matière. Ce dernier cas de ﬁgure
représente en général les pertes de matières les plus faibles et presque systématiquement présentes
sur une structure en milieu marin.
On ﬁxe également les diﬀérents coûts présents dans les fonctions E(C)d et E(C)nd : on choisit de prendre
c1 = 0.1 et c2 = 0.02.
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Fig. 4.16  Evolution des fonctions E(C)d et E(C)nd en fonction du niveau d'inspection zi pour une
probabilité de perte de matière γ ∈ {0.1, 0.5, 0.9}.
La ﬁgure 4.16 présente l'évolution des fonctions de coûts en fonction du niveau d'inspection zi pour
les diﬀérents γ. On constate que la fonction E(C)nd est presque constante en fonction du niveau et
ce quelle que soit la probabilité γ. Elle est en revanche sensible à la probabilité γ puisqu'on observe
des écarts importants entre les γ = 0.1 et γ = 0.9. Ces écarts viennent exclusivement de la quantité
µ((P2)|ROC ) qui est très sensible à γ. Pour la fonction E(C)nd, le constat est diﬀérent. On observe que la
fonction varie de manière signiﬁcative entre les diﬀérents niveaux. Cette variation provient de la quantité
µ((P3)|ROC ) qui est beaucoup plus sensible aux courbes ROC que µ((P2)|ROC ). Ainsi, on peut clairement
distinguer les zones de marnage et d'immersion permanente. Pour la zone de marnage, on constate que
la probabilité γ a peu d'inﬂuence sur E(C)nd. En revanche, pour la zone d'immersion permanente, les
variations de E(C)nd en fonction de γ sont très importantes. Les inspections situées dans cette zone sont
les moins performantes et peuvent donc conduire à des coûts très importants dus à la détection de pertes
de matière inexistantes. Dans ce type d'analyse de risque, le choix de la probabilité γ se révèle clairement
très important pour estimer les coûts de la politique de maintenance.
4.6 Conclusion
Dans ce dernier chapitre, nous avons présenté un exemple d'utilisation de la méthode X-SFEM dans
une analyse de risque d'un problème où la géométrie est sujette à une perte de matière aléatoire. Nous
nous sommes intéressé à l'impact de la corrosion sur un ouvrage situé en milieu marin. Pour cela, nous
nous sommes basés sur les résultats d'inspection d'un ouvrage cible. A partir d'un grand nombre de
données signiﬁcatif, nous avons introduit une modélisation probabiliste simple conduisant à considérer
les pertes de matière dues à la corrosion comme un ensemble de variables aléatoires indépendantes
correspondant chacune à un niveau de la structure. A partir des données existantes, nous avons utilisé
une méthode d'identiﬁcation de variable aléatoire consistant à déterminer sa décomposition sur le chaos
polynomial. Cette méthode s'est révélée plus eﬃcace que des méthodes d'identiﬁcation classiques basées
sur des lois de probabilité usuelles. En eﬀet, l'estimation du maximum de vraisemblance et la modélisation
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des courbes ROC ont montré que cette méthode était plus adaptée pour la modélisation des variables
aléatoires liées à notre problème. Ces variables identiﬁées ont ensuite été utilisées dans une analyse
de risque permettant d'étudier la performance des programmes d'inspection. Dans cette analyse, nous
avons étudié un composant structurel d'un ouvrage situé en milieu marin. Nous avons supposé que ce
composant pouvait se situer à diﬀérents niveaux de la structure et qu'il était donc soumis à la fois
à des niveaux de corrosion variés mais aussi à des conditions d'inspection diﬀérentes. Pour résoudre
le problème de géométrie aléatoire, nous avons naturellement utilisé la méthode X-SFEM. Nous avons
montré qu'un unique calcul X-SFEM était suﬃsant. Le post-traitement de la solution nous a permis de
déterminer les probabilités de défaillance du composant liées à chaque niveau d'inspection. Ces probabilités
se sont alors révélées plus importantes dans la zone d'immersion permanente. D'autre part, ces probabilité
ont permis de compléter l'analyse de risque. Cette dernière a montré que les inspections réalisées dans
des conditions diﬃciles (zone d'immersion permanente) conduisaient à des surcoûts importants liés aux
mauvaises détections. Des perspectives sont ouvertes aﬁn d'optimiser le nombre et la localisation des
inspections sur une période de référence donnée.
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Dans ce mémoire, une nouvelle stratégie de calcul a été proposée pour l'analyse de problèmes mé-
caniques à géométrie aléatoire. Cette méthode, baptisée méthode éléments ﬁnis stochastiques étendus
(X-SFEM), est une extension au cadre stochastique de la méthode déterministe X-FEM. Elle se base sur
la méthode des éléments ﬁnis stochastiques spectraux, conduisant à une représentation de la solution du
problème sur la base du chaos polynomial ou ses généralisations.
Nous avons développé dans un premier temps la méthode X-SFEM pour des problèmes de forme
aléatoire où l'aléa porte sur la frontière du domaine. La géométrie aléatoire est représentée de manière
implicite en utilisant la technique des level sets. Il est alors possible de travailler sur un domaine dé-
terministe de référence permettant de déﬁnir aisément un espace d'approximation. Pour la déﬁnition de
l'approximation, nous avons utilisé une projection de Galerkin pour laquelle nous avons montré qu'un soin
particulier devait être apporté à l'intégration stochastique pour la construction de la matrice et du second
membre du problème discrétisé. Pour réaliser convenablement cette intégration stochastique, nous avons
proposé une méthode basée sur un découpage du domaine stochastique. Diﬀérents exemples numériques
nous ont permis de montrer l'eﬃcacité de la méthode X-SFEM et des stratégies d'intégration proposées.
Le cas d'une modélisation probabiliste complexe a notamment été étudié et a montré que ces stratégies
d'intégration étaient nécessaires pour obtenir une solution de qualité. D'autre part, dans l'un des exemples
numériques, nous avons utilisé une méthode de projection classique pour déﬁnir l'approximation, méthode
qui s'est révélée être bien moins précise que la projection de Galerkin.
Nous nous sommes ensuite intéressés à des problèmes hétérogènes possédant une interface matérielle
aléatoire. Dans ce cas, nous avons développé la méthode X-SFEM pour des problèmes où seule l'interface
était aléatoire et où l'ensemble de la frontière du domaine était déterministe. La technique des level sets
a alors été utilisée pour représenter l'interface aléatoire. Nous avons montré qu'il était nécessaire d'intro-
duire un enrichissement de l'espace d'approximation. En eﬀet, les solutions de ces problèmes possèdent
des discontinuités dans leurs dérivées au passage de l'interface. Or, la méthode X-SFEM étant basée sur
l'utilisation d'un maillage éléments ﬁnis ne respectant pas la surface physique de la structure, il n'est pas
possible, avec un espace d'approximation classique, de représenter correctement des fonctions à dérivées
discontinues. L'enrichissement de l'espace d'approximation par la méthode de la partition de l'unité per-
met de représenter ce type de fonction. Dans ce mémoire, nous avons discuté du choix de l'enrichissement.
Nous avons tout d'abord proposé d'utiliser une fonction d'enrichissement classiquement employée dans la
méthode X-FEM en l'étendant au cadre stochastique. Si cette fonction d'enrichissement permet d'amé-
liorer la solution, elle n'est cependant pas optimale car elle possède une mauvaise régularité stochastique.
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Nous avons alors proposé une nouvelle fonction d'enrichissement plus régulière au niveau stochastique et
donc mieux adaptée au caractère aléatoire de ce type de problème. Les exemples numériques ont montré
que ses performances étaient meilleures et que les taux de convergence spatial et stochastique étaient
satisfaisants.
Enﬁn, nous avons également utilisé une méthode de projection pour la déﬁnition de l'approximation.
Contrairement aux problèmes de forme aléatoire, cette dernière s'est révélée eﬃcace pour traiter des
problèmes d'interface matérielle aléatoire. Le dernier exemple, pour lequel nous avons calculé l'opérateur
homogénéisé aléatoire, a montré que les résultats obtenus étaient équivalents à ceux obtenus avec une
projection de Galerkin.
Enﬁn, nous avons proposé une utilisation de la méthode X-SFEM pour des problèmes d'analyse de
risque. L'application concerne des ouvrages situés en milieu littoral et soumis aux eﬀets de la corrosion.
Une analyse mécanique d'une structure soumise aux eﬀets de la corrosion, et donc à des pertes de matière,
demande la résolution d'un problème de forme aléatoire. Pour réaliser cette étude, nous nous sommes
basés sur des données de perte d'épaisseur issues d'une campagne d'inspection d'un quai sur pieux mé-
talliques. Nous avons proposé une modélisation probabiliste de ces données permettant de caractériser
la variabilité intrinsèque de la géométrie mais également l'erreur sur de mesure. Ces quantités ont été
représentées par des variables aléatoires identiﬁées à l'aide d'une méthode consistant à déterminer leurs
décompositions sur la base du chaos polynomial. Nous avons montré que, pour notre problème, cette
méthode s'avérait plus eﬃcace que des méthodes d'identiﬁcation classiques basées sur des lois de proba-
bilité usuelles choisies a priori. La modélisation des courbes de performance de la technique d'inspection
(courbes ROC) et l'estimation de la fonction de vraisemblance ont démontré les performances de cette
méthode. Les variables identiﬁées, caractérisant les pertes de matière et l'erreur sur les mesures, ont
été utilisées dans une analyse de risque. Cette analyse permet d'étudier les performances des techniques
d'inspection et leur impact sur la ré-analyse de la structure. Nous nous sommes focalisés sur un même
composant structurel pouvant se situer à diﬀérents niveaux de l'ouvrage. En fonction de sa position, ce
composant est soumis à des niveaux variés de corrosion et à des conditions d'inspection diﬀérentes. Pour
chaque niveau sur la structure, le modèle de risque nécessitait l'évaluation de la probabilité de défaillance
du composant. Pour la déterminer, nous avons utilisé la méthode X-SFEM aﬁn de résoudre le problème
de forme aléatoire. Nous avons montré qu'un unique calcul X-SFEM était suﬃsant pour l'ensemble de
l'analyse. Chaque probabilité de défaillance, associée à un niveau sur la structure, a alors été évaluée
par un post-traitement adapté de la solution. Deux conclusions importantes se sont dégagées de cette
analyse. Tout d'abord, les probabilités de défaillance du composant se sont révélées plus importantes dans
la zone d'immersion permanente. D'autre part, l'analyse de risque a montré que les conditions diﬃciles
d'inspection conduisaient à des surcoûts plus importants dans cette même zone d'immersion. Ce dernier
constat est important en vue d'une optimisation des plans d'inspection et de la politique IMR régissant
la maintenance de l'ouvrage.
Ce travail de thèse ouvre des perspectives à plusieurs niveaux. Une première perspective à court terme
porte sur les problèmes de ﬁssuration aléatoire. Dans un cadre déterministe, la méthode X-FEM a his-
toriquement été développée pour traiter ces problèmes et éviter les remaillages qu'ils peuvent nécessiter.
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La méthode X-SFEM doit également pouvoir traiter ces problèmes dans un cadre aléatoire. Comme pour
les problèmes d'interface matérielle aléatoire, il sera nécessaire d'utiliser un enrichissement de l'espace
d'approximation pour représenter les champs solutions. La stratégie d'enrichissement devra alors certai-
nement être adaptée au cadre stochastique du problème comme nous l'avons fait pour les problèmes
d'interface matérielle aléatoire. A long terme, l'objectif est de développer une méthode capable de prédire
la propagation aléatoire de la ﬁssure (direction et vitesse).
D'autre part, avec l'utilisation d'une projection de Galerkin, la résolution de problèmes en grande
dimension stochastique (ou avec un haut degré d'approximation stochastique) peut conduire à des coûts
de calcul élevés mais également à des problèmes de stockage mémoire. Aﬁn de diminuer les temps de calcul
dus à la construction du problème éléments ﬁnis stochastiques, une première piste consisterait à exploiter
le caractère fortement parallèle de la méthode. Une seconde piste permettant de rendre la méthode
plus performante, consisterait à utiliser des méthodes de résolution alternatives récemment proposées
[Nouy 2008]. Ces méthodes se révèlent en eﬀet plus eﬃcaces que des solveurs usuels pour résoudre des
problèmes éléments ﬁnis stochastiques classiques, i.e. où seuls les paramètres matériau et les chargements
sont considérés aléatoires. Ces mêmes méthodes pourraient de plus avoir un eﬀet régularisant, permettant
d'alléger le coût d'intégration des problèmes discrétisés.
Ces diﬀérentes pistes pour améliorer la méthode ne concernent que la prédiction numérique, le modèle
mécanique aléatoire étant donné. Une autre perspective importante concerne la modélisation des para-
mètres d'entrée déﬁnissant la géométrie du modèle. Les géométries utilisées dans ce mémoire pour les
diﬀérents exemples numériques, ont été représentées à l'aide de fonction level sets simples. Dans un cadre
général, il sera essentiel de disposer en amont d'une méthode d'identiﬁcation de géométries aléatoires
à partir d'observations (une collection d'images par exemple). Il sera alors possible de représenter des
géométries plus complexes et réalistes à l'aide des level sets aléatoires.
Enﬁn, il sera intéressant de coupler la méthode X-SFEM à des approches multi-échelles. Si on suppose
que l'aléa sur la géométrie ne peut être caractérisé qu'à une échelle microscopique, une approche multi-
échelles permettra alors de déterminer l'impact d'incertitudes géométriques localisées sur le comportement
macroscopique d'une structure.
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Annexe A
Espace probabilisé et variables
aléatoires
A.1 Espace probabilisé et variables aléatoires
On introduit un ensemble Θ dont les éléments θ ∈ Θ sont appelés événements élémentaires. On munit
Θ d'une tribu ou σ-algèbre notée B. Un élément A ∈ B est alors appelé événement. Le couple (Θ,B)
est appelé espace probabilisable. L'introduction d'une mesure de probabilité P permet de probabiliser
l'espace probabilisable (Θ,B). Le triplet (Θ,B, P ) obtenu forme l'espace probabilisé.
Considérons une application X : θ ∈ Θ → X(θ) ∈ R. On dira qu'à une cause θ ∈ Θ, X associe une
conséquence X(θ) ∈ R. Le principe de causalité conduit à équiper R d'une tribu BR telle que :
∀B ∈ BR, X−1(B) ⊂ B
Ce même principe de causalité conduit également à introduire une probabilité PX sur BR déﬁnie par :
∀B ∈ BR, PX(B) =
∫
B
dPX(x) = P (X−1(B))
L'application X est alors appelée variable aléatoire déﬁnie sur l'espace probabilisé (Θ,B, P ) à valeurs
dans R et PX est appelée loi de probabilité de la variable aléatoire X. PX est caractérisée par la fonction
de répartition FX déﬁnie par :
FX(x) = PX(Bx) =
∫
y∈Bx
dPX(y) où Bx =]−∞, x]
Si la mesure de probabilité dPX(x) admet une densité pX(x) par rapport à la mesure de Lebesgue dx,
soit
dPX(x) = pX(x)dx
alors la fonction pX est appelée fonction de densité de probabilité de X. Un vecteur aléatoire est une
variable aléatoire X à valeur dans Rn. On notera X = (X1...Xn)T où les composantes Xi sont des
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variables aléatoires.
A.2 Espaces fonctionnels, moments et caractéristiques du second
ordre de variables aléatoires
Dans la suite, f(X) et g(X) désignent des fonctions de variables aléatoires et donc des variables
aléatoires à valeurs dans R. f est dite d'ordre p ∈ N si
E(|f |p) <∞
où E désigne l'espérance mathématique. L'espérance mathématique de la variable aléatoire f(X) est
déﬁnie par
E(f) =
∫
Θ
f(x)dPX(x)
L'ensemble des variables aléatoires d'ordre p déﬁnies sur l'espace probabilisé (Θ,B, PX) et à valeurs dans
R constitue un espace vectoriel noté Lp(Θ, dPX ;R). On pourra noter cet espace Lp(Θ, dPX) ou encore
Lp(Θ) s'il n'y a pas d'ambiguïté sur la nature de Θ. Dans le cas p = 2, l'espace L2(Θ) est appelé espace
des variables aléatoires du second ordre ou de carré sommable. Il s'agit d'un espace de Hilbert si on le
munit du produit scalaire suivant :
< f, g >L2(Θ)=
∫
Θ
f(x)g(x)dPX(x)
Le moment d'ordre i ∈ N de la variable aléatoire f est déﬁni par
mi(f) = E(f i) =
∫
R
f(x)idPX(x)
Si la variable aléatoire est d'ordre p, ses moments seront alors déﬁnis jusqu'à l'ordre p.
Les caractéristiques du second ordre d'une variable aléatoire sont des quantités ne dépendant que des
moments inférieurs ou égaux à 2.
Moyenne : La moyenne de f , également appelée espérance mathématique et notée µf , est le moment
d'ordre 1 de f déﬁni par :
µf = m1(f) = E(f) =
∫
R
f(x)dPX(x)
Variance : La variance de f , notée vf , est déﬁnie par
vf = E((f − µf )2) = E(f2)− µ2f
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Écart-type : L'écart-type de f , notée σf est déﬁni par
σf =
√
vf =
√
E(f2 − µ2f )
Corrélation : La corrélation des variables f et g, notée Rfg est déﬁnie par
Rfg = E(fg) =
∫
R
f(x)g(x)dPX(x)
Covariance : La covariance des variables f et g, notée Cfg est déﬁnie par
Cfg = E((f − µf )(g − µg)) = Rfg − µfµg
On appellera coeﬃcient de corrélation de f et g la quantité ρfg tel que ρfg =
Cfg
σfσg
et on notera que ce
coeﬃcient est un scalaire compris entre -1 et 1.
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Représentation de variables aléatoires
non régulières au niveau stochastique
La décomposition sur le chaos polynomial se révèle un outil adapté pour représenter une fonction
de variables aléatoires u(ξ) quand celle-ci est régulière sur Θ. Dans le cas où cette fonction est moins
régulière (par exemple s'il s'agit d'une fonction continue mais à dérivées discontinues sur Θ), un degré
p élevé sera nécessaire aﬁn de représenter au mieux cette fonction. Dans ce cas de ﬁgure, d'autres types
de représentation peuvent être utilisés comme les éléments ﬁnis au niveau stochastique [Deb et al. 2001,
Wan et Karniadakis 2005] ou la décomposition en multi-ondelettes [Le Maitre et al. 2004, Le Maître
et al. 2004]. Ces deux représentations sont présentées dans cette annexe.
B.1 Éléments ﬁnis h− p
L'idée des éléments ﬁnis au niveau stochastique est de déﬁnir des bases de fonctions polynômiales par
morceaux permettant ainsi de représenter une fonction de variables aléatoires qui n'est pas régulière sur
l'ensemble du domaine stochastique Θ = Θ1× ...×Θm. Nous supposons que les Θi sont des ensembles
bornés de R. Dans le cas de variables aléatoires quelconques, on devra se ramener, par transformations
iso-probabilistes, à des variables à supports bornés comme des variables uniformes. Sur chaque dimension
stochastique, nous introduisons un maillage Tik de Θi composé de ni éléments. On note Tk = T1k ⊗
...⊗ Tmk le maillage rectangulaire correspondant de Θ. On choisit alors comme base {hiαi} des fonctions
polynômiales par élément tel que pour un élément τi ∈ Tik, la restriction de hin à τi vériﬁe :
hiαi(ξ)|τi ∈ span(ξqi , qi ∈ N et qi 6 pi)
où pi est le degré d'approximation sur Θi. La restriction d'une fonction Hα de SP à un élément τ de Tk
vériﬁe donc :
Hα(ξ)|τ ∈ span
( m∏
i=1
ξqii , qi ∈ N et qi 6 pi
)
(B.1)
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On choisira pour IP l'ensemble de multi-indices suivant :
IP = {α = (α1, ..., αm) ∈ (N2)m, αi = (ji, qi), 1 6 ji 6 ni, 0 6 qi 6 pi}
Le nombre de fonction de base P de SP est alors
P =
m∏
i=1
ni(pi + 1)
L'utilisation de ce type de base pour l'approximation au niveau stochastique permet d'utiliser les outils
classiques de la méthode des éléments ﬁnis, tel que des estimateurs d'erreur a posteriori. Une approxima-
tion adaptative est alors possible. Cependant la dimension des espaces d'approximation est naturellement
plus importante que celle des approches par chaos polynomial.
B.2 Décomposition en multi-ondelettes
La décomposition en multi-ondelettes (ou approximation de Wiener-Haar) permet également de dé-
composer une fonction de variables aléatoires qui n'est pas régulière sur l'ensemble du domaine stochas-
tique [Le Maitre et al. 2004, Le Maître et al. 2004]. On se ramène par un changement de variable aléatoire
classique au cas de variables ξi uniformes sur ]0, 1[ et donc à l'espace de travail S = L2([0, 1]m). On note
V pik = {f ∈ L2([0, 1])/f|(2−kl,2−k(l+1)) est un polynôme de degré 6 pi, ∀l ∈ {0, ..., 2k − 1}}
On note W pik l'orthogonal de V
pi
k dans V
pi
k+1, soit
V pik+1 = V
pi
k ⊕W pik (B.2)
On a alors L2([0, 1]) = ∪k>0V pik = V pi0 ⊕k>0W pik . Soit {φn}pin=0 une base orthonormée de V pi0 (polynômes
de Legendre) et {ψn}pin=0 une base orthonormée de W pi0 . Une base orthonormée de l'espace W pik , de
dimension (pi + 1)(2k), est alors donnée par les multi-ondelettes ψknl déﬁnies par
ψknl(ξ) = 2
k/2ψn(2kξ − l), l = 0...2k − 1, n = 0...pi (B.3)
On déﬁnit alors la base de fonctions polynomiales par morceaux {hjj}j>(−pi−1) de L2([0, 1])
h−n−1(ξ) = φn, n = 0, ..., pi
h(pi+1)(2k+l−1)+n(ξ) = ψ
k
nlξ), k = 0, ...,+∞, l = 0, ..., 2k − 1, n = 0, ..., pi + 1
Les multi-ondelettes de résolution k pour m variables aléatoires seront alors déﬁnies par les multi-indices
IP = {β ∈ Nm; ∀i, βi 6 2k(pi + 1)}
L'espace d'approximation est le même que l'espace que celui engendré par des éléments ﬁnis h − p.
Cependant la base de fonction déﬁnissant cet espace est diﬀérente : on adopte ici une vision multi-
résolution qui présente un intérêt certain pour l'utilisation d'approches multi-échelles.
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L'utilisation de ce type de base pour l'approximation stochastique présente les mêmes avantages qu'une
approximation par éléments ﬁnis h− p : outre le fait de pouvoir représenter des fonctions non-régulières,
une approximation adaptative avec des bases de fonctions imbriqées est possible.
181
Annexe B
182
Annexe C
Dispositif expérimental : mesure sur
site de cinétique de corrosion
C.1 Introduction
L'impact de la corrosion sur les structures marines peut causé certains dommages structurels entraînant
l'arrêt de l'exploitation de l'ouvrage (quai sur pieux métalliques, plate-forme oﬀshore, etc.). La corrosion
de ces structures n'apparaît pas pendant les premières années de vie de l'ouvrage mais seulement lorsque
les protections deviennent ineﬃcaces (peintures, protection cathodique, etc.). Aﬁn de prédire les eﬀets
de la corrosion sur une structure avec le temps, il est nécessaire de disposer de modèles ﬁables. L'un des
objectifs initiaux de ce travail de thèse était de développer un dispositif expérimental sur site permettant
d'obtenir l'évolution des taux de corrosion avec le temps. Cette annexe présente la mise en place de ce
dispositif et les résultats obtenus sur les deux sites équipés de ce dispositif. Malheureusement, ces résultats
ne se sont pas révélés satisfaisants. En eﬀet, les taux de corrosion des sites choisis étaient trop faibles
pour pouvoir être déterminés avec l'appareil de mesure utilisé (mesures par ultrasons).
C.2 Présentation du dispositif expérimental et objectifs
Ces travaux expérimentaux ont été réalisés à partir du travail eﬀectué dans [Memet 2000] et dans
lequel les taux de corrosion du port de La Rochelle ont été déterminés.
L'idée principale de notre dispositif était de placer un nombre important de plaques d'acier à plusieurs
niveaux de la structure dans les zones de marnage et d'immersion permanente. Ces échantillons étaient
ensuite récupérés à des intervalles de temps diﬀérents (1 mois, 3mois, 6 mois, 9 mois et 12 mois) puis
mesurés à l'aide d'un appareil par ultrasons. Ainsi, il devait être possible de déterminer les cinétiques
de corrosion du site étudié. Un travail préliminaire sur les échantillons était nécessaire aﬁn de connaître
notamment leurs épaisseurs initiales. Le protocole de mesure d'épaisseur a été déﬁni en accord avec celui
proposé par le CETMEF, utilisé par les ports français pour l'inspection de leurs ouvrages.
Nous présentons tout d'abord le travail amont sur les échantillons, i.e. la transformation d'une plaque
d'acier en échantillon. Puis, nous nous intéresserons à la mise en place des dispositifs de chaque site et
aux résultats obtenus. Nous expliquerons ﬁnalement pourquoi les résultats obtenus sont inexploitables et
proposerons des solutions pour que cette expérience soit à l'avenir une réussite.
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C.2.1 Présentation des échantillons
Les plaques en acier utilisées sont carrées d'une longueur de 90 mm et d'une épaisseur de 6 mm. La
ﬁgure C.1 présente une de ces plaques.
Fig. C.1  Dispositif expérimental : exemple de plaque en acier utilisée.
Ces plaques ont tout d'abord été sablées aﬁn de s'assurer que la corrosion de l'acier débute dès leur
installation. Elles ont ensuite étaient recouvertes d'une résine polyuréthane sur une face et sur leur bords
(c.f. ﬁgure C.2). Cette enrobage est nécessaire pour que la plaque ne se corrode que sur une seule face.
Si les deux faces de la plaque étaient laissées découvertes, la corrosion se développerait sur les deux à la
fois et une hypothèse serait nécessaire : par exemple, il faudrait supposer que les pertes de matière de
chacune des deux faces sont identiques (ce qui est peu probable).
Fig. C.2  Dispositif expérimental : exemple de plaques enrobées.
Une fois les plaques sablées et recouvertes, elles sont mesurées avec l'appareil par ultrasons. Cette étape
est primordiale car elle permet de connaître l'épaisseur nominale de chaque plaque. Pour cette opération,
nous avons mis au point un protocole inspiré de celui du CETMEF : on réalise 3 mesures sur chaque
plaque en utilisant un patron (c.f. ﬁgure C.3). Ce même patron sera réutilisé pour la mesure d'épaisseur
résiduelle après exposition. Ces trois mesures à 120◦ permettent d'éliminer les mesures semblant erronées.
Les plaques sont maintenant prêtes à être exposées sur le site choisi. Deux sites ont été sélectionnés. Ils
sont présentés dans les sections suivantes.
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Fig. C.3  Dispositif expérimental : protocole de mesure des échantillons.
C.2.2 Dispositif de Nantes Saint-Nazaire (France)
Le premier site sur lequel le dispositif expérimental a été installé est l'un des quais du port de Saint-
Nazaire (embouchure de l'estuaire de la Loire où l'eau est très douce). Le but était de placer deux
ensembles de plaques à deux niveaux de la structure : l'un dans la zone de marnage et l'autre dans la
zone d'immersion permanente. Nous aurions pu ainsi obtenir les cinétiques de corrosion correspondant à
chaque zone. Nous avons fabriqué deux supports en acier inoxydable (acier 316L) que nous avons ﬁxé à
un pieu du quai. Chaque support était équipé de 60 échantillons répartis sur 5 lignes (c.f. ﬁgure C.4). Les
premiers échantillons ont été installés en juin 2006.
Fig. C.4  Dispositif expérimental : support des échantillons pour le site de Saint-Nazaire.
C.2.3 Dispositif de Peniche (Portugal)
Pour le dispositif de Peniche (Portugal), les mêmes échantillons ont été utilisés (fabriqués à Nantes).
Contrairement au site de Nantes, les échantillons étaient placés dans l'ocean et non dans un estuaire.
L'environnement n'était donc pas le même (eau non douce). Les spécimens ont été installés plus tard
que ceux de Nantes (février 2007). Le nombre d'échantillons était moins important que pour le site de
Saint-Nazaire mais ils ont cependant été placés dans les zones de marnage et d'immersion permanente
(24 spécimens dans la zone de marnage et 12 dans la zone d'immersion permanente). La ﬁgure C.5
présente les supports utilisés et l'aspect des échantillons après 24 heures d'exposition. On constate que
les premières traces de corrosion sont apparues très rapidement.
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Fig. C.5  Dispositif expérimental : support des échantillons pour le site de Peniche (gauche) et aspect
de l'acier après 24 heures d'exposition (droite).
C.2.4 Conservation et nettoyage des échantillons
C.2.4.1 Conservation des échantillons
Les mesures de perte d'épaisseur ont souvent pu être réalisées plusieurs semaines après la récupération
des échantillons. Aﬁn d'arrêter le processus de corrosion, il était nécessaire de conserver les spécimens.
Pour cela, ils étaient placés dans une solution de NaOH (20g/l) permettant de stopper l'évolution de
l'état des plaques.
C.2.4.2 Nettoyage des échantillons
Le dernier travail précédent les mesures de perte d'épaisseur, consistait à nettoyer les échantillons
pour que l'appareil par ultrasons puisse relever les épaisseurs résiduelles de l'acier sain (le métal doit être
mis à nu). Contrairement, à ce qui est eﬀectué dans le cadre d'une inspection sur site, nous n'avons pas
utilisé un procédé de meulage pour le nettoyage (nettoyage mécanique). En eﬀet, ce type de nettoyage
est trop agressif et conduit généralement à retirer une partie du métal restée saine. On notera que, lors
d'une inspection sur site, c'est l'apparition d'étincelles qui indique à l'inspecteur quand arrêter cette phase
de meulage. Pour notre expérience, nous avons opté pour un nettoyage chimique consistant à suivre les
étapes suivantes :
1. enlever les biosalissures des échantillons (coquillages, etc.) ;
2. plonger les échantillons dans une solution d'acide chlorhydrique pour enlever les produits de corrosion
et préserver le métal (solution à ≈ 30% pendant 5 minutes) ;
3. rincer et sécher des échantillons.
A la suite de ces diﬀérentes étapes, les échantillons étaient prêts à être mesurés. Nous avons utilisé le
même protocole (avec les 3 mesures géométriques) que celui développé pour la mesure des épaisseurs
initiales des plaques.
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C.3 Exemple de résultats
C.3.1 Expertise corrosion : site de Saint-Nazaire
Avant de nettoyer et de mesurer les échantillons, certains d'entre eux ont été expertisés pour identiﬁer
le type de corrosion auquel ils étaient soumis. Cette expertise a été réalisée par M. Jean-Bernard Memet,
expert corrosion au sein de la société A-Corros1. Les échantillons expertisés ont été exposés pendant 3 et
6 mois dans la zone de marnage et la zone d'immersion permanente. Le tableau C.1 présente l'expertise
réalisée sur certains échantillons signiﬁcatifs.
Le premier point remarquable de cette expertise est que la corrosion observée sur les échantillons est
uniforme. Nous n'avons pas observé de corrosion localisée (piqûres) ni de corrosion bactérienne. Nous
avons également observé qu'en fonction de la saison d'exposition, une quantité importante de biosalissures
(balanes) pouvaient se ﬁxer aux spécimens : les plaques exposées entre juin et septembre (pendant l'été)
étaient en grande partie recouvertes de ces biosalissures, et ce, qu'elles aient appartenues à la zone de
marnage ou à la zone d'immersion permanente. Enﬁn, le point le plus important et commun à tous les
échantillons est qu'ils ont été très peu corrodés (moins de 0.1 mm de perte d'épaisseur).
C.3.2 Expertise corrosion : site de Peniche
Le tableau C.2 présente les conclusions de l'expertise corrosion pour les échantillons de Peniche.
On rappelle que la principale diﬀérence avec le site de Saint-Nazaire vient de l'environnement : ici, les
échantillons ont été placés dans l'océan et non dans un estuaire. La luminosité est beaucoup plus élevée
dans ce cas et les spécimens sont ainsi recouverts d'une couche d'algues marines. Ces algues empêchent
d'autres organismes vivants, comme les balanes très présentes sur les échantillons de Saint-Nazaire, de
se ﬁxer aux plaques. La corrosion observée est uniforme comme sur le site de Saint-Nazaire et nous
n'avons pas remarqué de corrosion localisée ou bactérienne. Enﬁn, tous les échantillons sont également
peu corrodés (moins de 0.1 mm de perte d'épaisseur).
C.3.3 Résultats des mesures de perte d'épaisseur
Nous nous intéressons maintenant aux mesures des pertes d'épaisseur. Malheureusement, comme
nous l'avons mentionné précédemment, les échantillons sont très peu corrodés et l'appareil de mesure par
ultrasons n'a pas permis de déterminer les pertes de matière des spécimens. En eﬀet, l'erreur de mesure
due à l'appareil par ultrasons est de l'ordre de 0.2 mm. Or, tous les échantillons présentent des pertes
d'épaisseur inférieures à cette valeur. Il n'est donc pas possible de déterminer les pertes de matière dues
aux eﬀets de la corrosion. Pour illustrer ce constat, la ﬁgure C.6 présente la dispersion sur les mesures
de certains échantillons ayant été exposés entre 3 et 12 mois. On remarque que les pertes de matière
sont systématiquement plus faibles que l'incertitude de mesure liée à l'appareil par ultrasons (0.2 mm).
S'il n'est pas réellement surprenant que les specimens exposés peu de temps (1 et 3 mois) soient peu
corrodés, il est en revanche plus étonnant que ceux exposés pendant 12 mois présentent un niveau si
faible de corrosion. Selon les experts en corrosion, il paraissait probable que les échantillons perdent entre
1A-Corros : bureau d'études techniques en corrosion et conservation du patrimoine métallique, terrestre et sous-marin,
Village d'entreprise, Z.I. nord, BP 12114, 13646 Arles Cedex, jbmemet@a-corros.fr.
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zone Temps d'exposition : 3 mois
zone de marnage
 présence de très peu de balanes
(plaques exposées pendant l'hiver ;)
 présence de magnétite (produit de
corrosion) ;
 présence d'une boursouﬂure cen-
trale caractéristique des cycles hu-
midiﬁcation/séchage ;
 pas de corrosion bactérienne.
zone d'immersion
permanente
 présence de balanes pour les plaques
exposées pendant l'été ;
 pas de corrosion bactérienne.
 
zone d'immersion
permanente
 pas de biosalissure pour les plaques
exposées pendant l'hiver ;
 présence de magnétite ;
 pas de corrosion bactérienne.
 
Temps d'exposition : 6 mois
zone de marnage
 peu de balanes ;
 présence d'une boursouﬂure cen-
trale ;
 pas de corrosion bactérienne.
zone d'immersion
permanente
 présence de balanes ;
 présence de magnétite ;
 pas de corrosion bactérienne.
 
Tab. C.1  Expertise corrosion des échantillons de Saint-Nazaire.
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zone Temps d'exposition : 3 mois
zone de marnage
 présence d'algues marines due à la
luminosité ;
 pas de balane ;
 présence d'une ﬁne couche de ma-
gnétite.
zone d'immersion
permanente
 pas de balane ;
 corrosion moins importante ;
 moins d'algues marines (luminosité
plus faible) ;
 présence d'une ﬁne couche de ma-
gnétite.
Tab. C.2  Expertise corrosion des échantillons de Peniche.
0.5 mm et 1 mm de métal après une année d'exposition.
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Fig. C.6  Dispositif expérimental : dispersion sur les mesures par ultrasons pour des échantillons exposés
pendant 3, 6 et 12 mois ; spécimens de Saint-Nazaire.
Remarque C.1 : nous n'avons présenté que les résultats obtenus pour le site de Saint-Nazaire. On notera
que le constat sur le site de Peniche est identique : les pertes de matière des échantillons, trop faibles,
n'ont pas pu être déterminées.
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C.4 Discussion et conclusions
Bien que les résultats obtenus n'aient pas été ceux escomptés, tous les eﬀorts déployés dans le montage
de cette expérience n'ont pas été inutiles. En eﬀet, toute la phase de préparation des échantillons et de
mise en place du dispositif reste eﬃcace. Toutefois certaines améliorations sont envisageables. Il serait
notamment intéressant de développer un autre système pour l'exposition des spécimens : les supports en
acier inoxydable, relativement lourds, sont délicats à installer sur site et à manipuler lors de la collecte des
échantillons. Mais le problème majeur reste l'évaluation des pertes d'épaisseur. L'appareil de mesure par
ultrasons n'étant pas eﬃcace lorsque les eﬀets de la corrosion sont faibles, une alternative consisterait à
peser les échantillons avant et après exposition. Pour cela, il sera nécessaire de disposer d'une balance de
haute précision et d'utiliser des échantillons de taille plus importante. Sous l'hypothèse d'une corrosion
uniforme, il serait alors possible de déterminer des pertes d'épaisseur même très faibles. Cette technique
demanderait alors un protocole de nettoyage très performant, et l'enrobage des plaques par la résine
polyuréthane serait à reconsidérer. En eﬀet, une fois l'échantillon recouvert il est très diﬃcile de retirer
la résine. Il est donc préférable de peser la plaque une fois recouverte. Après exposition, la plaque serait
donc repesée avec la résine. Or, si une partie de cette résine est enlevée, le résultat serait entaché d'une
erreur supplémentaire diﬃcile à quantiﬁer. Une solution plus simple serait de ne pas recouvrir les plaques
mais, dans ce cas, des hypothèses sur le développement de la corrosion seront nécessaires.
En conclusion, il est possible de rendre ce dispositif eﬃcace. L'échec relatif de cette expérience a permis
de mettre en lumière les modiﬁcations nécessaires à son bon fonctionnement. Ce dispositif sera d'ailleurs
installé dans un bassin d'eau de mer, où tous les paramètres sont sous contrôle, à l'institut IFREMER2
situé à Brest. Cette nouvelle expérience s'inscrit dans le cadre du projet MAREO (MAintenance and
REpair of concrete coastal structures risk based optimization, 2007-2010).
2Institut français de recherche pour l'exploitation de la mer
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