Substantive changes in gene expression, metabolism, and the proteome are manifested in overall changes in 5 microbial population growth. Quantifying how microbes grow is therefore fundamental to areas such as genet-6 ics, bioengineering, and food safety. Traditional parametric growth curve models capture the population growth 7 behavior through a set of summarizing parameters. However, estimation of these parameters from data is con-8 founded by random effects such as experimental variability, batch effects or differences in experimental material. 9 A systematic statistical method to identify and correct for such confounding effects in population growth data 10 is not currently available. Further, our previous work has demonstrated that parametric models are insufficient 11 to explain and predict microbial response under non-standard growth conditions. Here we develop a hierarchical 12 Bayesian non-parametric model of population growth that identifies the latent growth behavior and response to 13 perturbation, while simultaneously correcting for random effects in the data. This model enables more accurate 14 estimates of the biological effect of interest, while better accounting for the uncertainty due to technical variation. 15 Additionally, modeling hierarchical variation provides estimates of the relative impact of various confounding 16 effects on measured population growth. 17 1 1 Introduction 18
phenotypes.
136
In order to model both biological and technical variation in microbial growth (Fig 3) , we first assume that a 137 set of population growth measurements are driven by an (unobserved) population curve µ(t) ( Fig 3A, conditions. This mean growth behavior may be altered by a treatment effect, represented by an additional unknown 140 curve δ(t) ( Fig 3A, orange curve). For example δ(t) may represent the effects on growth induced by low or high 141 levels of OS (Fig 2A) . The average growth behavior of a population under stress conditions would then be described 142 by the curve f (t) = µ(t) + δ(t).
143
When considering a combinatorial experimental design, such as that described for P. aeruginosa growth ( Fig.   1B ), we model independent effects of different treatments as well as their interaction via the form:
Here, y(t, i, j) denotes the observed population size at time t with treatments i and j of two independent stress
Experimental Samples
Figure 3: Hierarchical model of functional data. Representative diagram of hierarchical variation present in microbial growth data. Each tier of graphs represents a different variation source, and lines indicate relationship between them: experimental condition is the true growth behavior of interest, with the condition repeated across batches, and replicates repeated within each batch. (A) Functional phenotypes µ(t) (blue), µ(t) + δ(t) (orange), and δ(t) (green curve in inset). (B) Batch effects on µ(t) and µ(t) + δ(t). Each plot is a different batch, solid lines are the true functions as in (A), and the dashed lines are the observed batch effect of µ(t) and µ(t) + δ(x) for the corresponding batch. (C) Replicate effect within batches. Each axis is a different replicate, solid and dashed lines as in (B), dotted-dashed line is the observed replicate function. (D) Observations from the model described in (A-C). Each curve is sampled with a mean drawn from the global mean, with added batch and replicate effects (dotted-dashed lines in C) and iid observation noise. Each axis is a different batch. The smooth solid lines are the true functions µ(t) and µ(t) + δ(t) in (A).
stress conditions as well as random functional effects in the model.
148
Variability around these fixed effect growth models is described by additional, random curves associated with two 149 major sources of variation: batch and replicate ( Fig 3B,C) . Batches correspond to a single high-throughput growth 150 experiment and replicates are the individual curve observations within a batch. Using phenom throughout this study, 151 we only compare replicates that are contained within the same batch. This is due to the nested structure between 152 batch and replicates (Fig 3) . Noise due to both replicate and batch do not appear to be independent identically 153 distributed (iid ), as observed in the correlated residuals around the mean for each experimental variate ( Fig. S5A and   154 B). Each observed growth curve is therefore described by a combination of the fixed effects and the corresponding 155 batch and replicate effects ( Fig 3D) . Both replicate and batch variation are modeled as random effects because the 156 variation due to both sources cannot be replicated, i.e. a specific batch effect cannot be purposefully re-introduced 157 in subsequent experiments. Instead, these variates are assumed to be sampled from a latent super-population 52 .
158
Combining the fixed and random effects, we arrive at a mixed-effects model of microbial phenotypes.
159
We adopted a hierarchical Bayesian framework to model these mixed effects. In this framework, batch effects 
168
In order to demonstrate the impact of batch effects on the conclusions drawn from the analysis of microbial 169 growth data, we estimated the latent functions driving both H. salinarum and P. aeruginosa growth using the M null 170 model of phenom, with each batch analyzed separately (Fig 4) . This corresponds to the analysis that would be 171 conducted after generating any single set of experiments from a batch, without considering or controlling for batch 172 effects, and therefore provides a test of the impact of ignoring batch effects.
173
For H. salinarum, growth data under standard conditions was used to estimate a single mean function, µ(t) 174 ( Fig. 4A ). Fixed effects for growth under low and high OS was added as δ(t) ( Fig 4B) . For the P. aeruginosa dataset, 175 batch effects on the interaction between pH and organic acid concentration was represented by a function (αβ) p,m (t), 176 again estimated non-parametrically ( Fig. 4C ). However, rather than reporting (αβ) p,m (t) directly, we report its time 177 derivative, which has the interpretation of instantaneous growth rate rather than absolute amount of growth 56 .
178
Fitting the M null model to each separate batch reveals that the posterior distributions obtained for each function 179 of interest (µ(t), δ(t), and (αβ) p,m (t)) are highly variable across batches (Fig. 4 ). This is observed in both the low OS condition in the H. salinarum dataset, both the statistical significance of δ(t) and the sign (improved vs.
impaired growth) differs between batches ( Fig 4B, left) . A similar batch variability was observed under high OS, but 184 due to the stronger effect of the stress perturbation, estimates of δ(t) are less affected by batch and replicate variation 185 ( Fig 4B, right) . Similarly, the batch variability observed in the raw P. aeruginosa growth data ( (Fig. S6) . Instead, we focus on the estimates of δ(t) for low and high OS response of H. salinarum (Fig.5A ) and the 197 interaction (αβ) p,m between pH and OA concentration effects on P. aeruginosa growth (Fig. 5C ).
198
Growth impairment in the presence of low OS relative to standard conditions (i.e. δ(t)) is estimated to be into account (M full ). Given the stronger stress effect in the high OS condition (Fig. 5A, right) , estimates of δ(t) 203 were significantly non-zero under all three models, with only minor differences between the three model estimates.
204
Importantly, we note that the posterior interval of δ(t) under M null for low OS does not include the best approximation 205 of the true function (the posterior mean of δ(t) under M full ) for greater than 80% of the time course ( Fig. 5B ). Taken 206 together, these results suggest that certain time points where δ(t) is concluded to be non-zero under M null may be 207 inaccurate, especially for stress conditions with modest effects on growth phenotype.
208
The impact of modeling hierarchical variation on estimating interaction effects in P. aeruginosa growth was 209 condition dependent ( Fig. 5C ). Across conditions, however, a decrease in posterior certainty on the true shape of posterior variance was observed under M batch and M full compared to M null (Fig S7) . low OS (Fig. 6) . The variance of the data is partitioned between the mean growth (µ(t)), the OS (δ(t)), batch effects 231 (batch curves of µ(t) and δ(t)), biological noise (e.g. replicate variability) and instrument noise (σ 2 y ). This analysis provides accurate estimates of the growth behavior of interest (Fig. 5) . Additionally, phenom can be used to estimate performed for benzoate, citric acid, and malic acid. An experimental batch corresponded to two repetitions of the 289 experiment on separate days with a minimum of three biological replicates of each condition on each day. Two 290 batches for each OA were performed.
291
All data generated or analysed during this study are included in this published article (see supplementary infor-292 mation files). A Gaussian process (GP) defines a non-parametric distribution over functions f (t), defined by the property that any finite set of observations of f follow a multivariate normal distribution 54 . A GP is fully defined by a mean function m(t) and a covariance function κ(t, t ):
GPs are commonly used for non-parametric curve fitting 54 where m(t) is typically set to 0, which we do here.
Similarly, we use a common choice for covariance function defined by a radial basis function (RBF) kernel:
where σ 2 is the variance and is the length-scale. The parameter σ 2 controls the overall magnitude of fluctuation in 300 the population of functions described in the GP distribution, while controls the expected smoothness, with larger 301 making smoother, slower varying functions more likely. In the process of non-parametric modeling of growth curves, 302 these parameters are adaptively estimated from the dataset. We first define the fixed effects models used in this study; these will be augmented with random effects in the next section. We consider fixed effects models of increasing complexity: a mean growth phenotype, a single treatment phenotype, and a combinatorial phenotype with interactions between treatments. All of these models fall under the functional analysis of variance (ANOVA) framework 22,74 . To estimate a mean growth profile, as in the case of measuring a single condition, a mean function µ(t) is estimated from the data by modeling each replicate y r (t) for 1 ≤ r ≤ R as consisting of an unknown mean function observed with additive noise:
where µ(t) ∼ GP 0, κ µ (t, t ) provides a prior distribution over µ, and κ µ is an RBF kernel with hyperparameters 305 {σ 2 µ , µ }. Here r (t) ∼ N (0, σ 2 y I) is Gaussian white noise.
306
When estimating the effect of a perturbation on growth, as in the case of OS, we add a second function δ(t) that represents the effect of the stress being considered. The model then becomes
where δ(t) ∼ GP 0, κ δ (t, t ) also follows a GP prior independently of µ, and κ δ has hyperparameters {σ 2 δ , δ }.
307
When incorporating possible interaction effects such as those between pH and organic acids in the P. aeruginosa dataset, the model becomes
if p = 7 and m = 0
for pH p and molar acid concentration m, with α p (t) representing the main effect of pH, β m (t) the main effect of acid concentration, and (αβ) p,m (t) the interaction between them. Each effect is drawn from a treatment specific GP prior:
Again, each covariance function is specified by a RBF kernel with corresponding variance and lengthscale hyperpa-308 rameters that adapt to the observed data. All models in this section correspond to M null for their respective analyses, 309 as they do not include any random effects. 
where µ i is the batch mean drawn from µ i (t) ∼ GP µ(t), κ µ,batch (t, t ) with kernel κ µ,batch and i,r (t) ∼ N (0, σ 2 y I). 
