ABSTRACT Multi-focus image fusion technique is to yield a composite image with all objects in focus. However, most of fusion methods do not obtain the satisfactory performance when the focused objects in the source images are not registered. In this paper, a novel classification and probability optimization based multi-focus image fusion method is proposed, which consists of two main steps. First, by the integration of multinomial logistic regression classifier and random walker based optimization in a two-stage framework, we can extract the focused regions of each source image. Then, in order to construct the fused image, the focused regions are combined together. Experimental results show that compared with other advanced fusion methods, the proposed method can obtain competitive performance in terms of subjective and objective evaluations.
I. INTRODUCTION
In many applications, i.e., computer vision, surveillance, medical imaging, and remote sensing, image fusion has been widely used to solve practical problems [1] - [6] . In order to obtain more comprehensive scene information for human and machine perception, different images of the same scene are fused into a single fused image. For example, a digital camera can not take an image that all objects are in focus because of the finite depth-of-field (DOF) of optical lenses. A popular method to solve this issue is multi-focus image fusion, which aims at producing an all-in-focus image by combining the complementary information from two or multiple source images of the same scene captured with different focal lengths. In recent years, many multi-focus image fusion algorithms have been developed which are divided into two categories [7] , [8] , i.e., the spatial domain-based methods and the transform domain-based methods.
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The spatial domain-based methods are performed on the source images to acquire the fused image directly. Pixelbased methods [9] , [10] and region-based methods [11] - [13] are the two most commonly used spatial domain-based methods. Specifically, constructing the fused image by selecting the clearer image pixels or regions from source images is the principle of these methods. Two big advantages of this kind of methods is the low computation complexity and easy implementation. Recently, many advanced spatial methods have been introduced. For example, a matting-based image fusion algorithm is proposed by Li et al. to extract the focused regions of the multi-focus images [14] . A convolutional neural networks (CNN)-based method [15] is proposed by Liu et al. for the first time, in which the activity level measurement and fusion rule can be jointly generated using CNN model. In [16] , an advanced multi-sensor image fusion based on application layer of Internet of Things is proposed by Li et al. to retain the spectral information of multispectral image.
The transform domain-based methods mainly contain three stages. First, by using an image transform, e.g., wavelet VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ transform, the source images can be decomposed into the transform domain. Then, through a designed fusion rule, the transformed coefficients are fused. Finally, the resulting fused image is acquired by performing an inverse transform on the fused coefficients. The multi-scale transform (MST) based methods such as non-subsampled contourlet transform (NSCT) [17] , [18] , curvelet transform (CVT) [19] , and non-subsampled shearlet transform (NSST) [20] , are the most commonly used transform domain methods. For example, a direction bandlimited contrast and the directional vector standard deviation based nonsubsampled contourlet transform (NSCT) method [17] , [18] , [21] is proposed by Zhang et al. . Using the non-subsampled shearlet transform (NSST) method [20] proposed by Kong et al. to conduct the decompositions and reconstruction not only consisted with human vision characteristics, but also effectively decreased the computational complexity compared with the current popular multi-resolution analysis tools. Besides, other hybrid multi-scale transform methods have been investigated. For example, by cascading the DTCWT and shearlet filters, Yin et al. constructed a shift-invariant dual-tree complex shearlet transform (SIDCST) for the first time [22] . In order to take some complementary characteristics between nonsubsampled contourlet transform (NSCT) [17] , [18] and stationary wavelet transform (SWT) [23] simultaneously, a hybrid multiresolution method [24] is proposed through combining the NSCT [17] , [18] with the SWT [23] to achieving image fusion, which performed better than the individual multiresolution-based methods. Furthermore, the sparse representation (SR)-based methods have been used in image fusion field extensively [25] , including the classic SR [26] , non-negative SR [27] , robust SR [28] , group-sparsity SR [29] , and joint SR [30] . For example, Yang et al. first applied the SR technique into image fusion, which achieves satisfactory performance [26] . Liu et al. combined the SR and MST together to preserve more details of original images [31] . The main shortcoming of SR-based models is that most of these approaches are based on a sliding window technology, which increases high computing cost in sparse coding process and leads to the loss of details, which directly affects the real applications.
Besides, the classification-based image fusion methods have been investigated. For instance, Li et al. first introduced the support vector machines (SVM) to determine which pixel is clearer in high frequency subbands [32] . Liu et al. proposed a deep convolutional neural network (CNN) for multi-focus image fusion, in which the focused and defocused regions are viewed as a two-class classification issue [15] . These fusion approaches have achieved satisfactory fusion performance for well-registered source images. However, existing image fusion methods still face several challenges which are presented as follows:
1) Most of the existing fusion methods have not considered the mis-registration issue between source images because of the object motion and camera movement. Under this imperfect circumstance, the fusion performance of most of fusion methods tends to decrease dramatically.
2) Owing to the inconsistence contents in source images, the focused pixels or regions in source images cannot be extracted accurately using an unified activity level measurement.
To address these issues mentioned above, a novel classification and probability optimization based two-stage multifocus image fusion method is proposed. More specifically, first, the focused regions are estimated by a morphological method. Then, multinomial logistic regression (MLR) is performed on multiple image features including color, texture, gradient, and morphological features so as to obtain the rough classification results, in which the training samples are selected automatically from the focused regions. Next, in order to obtain the focused regions more accurately, the spatial information is also considered by performing random walker (RW) to optimize the rough classification results. Finally, the obtained focused regions belonging to different source images are fused together to obtain the resulting image. Experimental results show that the proposed method is quite competitive with respect to other compared methods, especially when the multi-focus images are captured in a dynamic scene. The main contributions of this work are as follows:
1) A novel classification and probability optimization based multi-focus image fusion framework is proposed for the first time to overcome the fusion issue of mis-registration multi-focus images.
2) To obtain accurate focused regions of source images, multiple features are constructed by stacking the color, texture, gradient, and morphological features. Furthermore, the spatial correlations among adjacent pixels and probability maps are also combined together by using RW algorithm so as to precisely extract the focused regions.
The remainder of this paper is organized as follows. Section II reviews the MLR classifier and RW method. Section III goes into details about the proposed method. The experimental results and analysis are given in Section IV. Finally, in Section V, the paper is summarized.
II. RELATED WORK A. MULTINOMIAL LOGISTIC REGRESSION CLASSIFIER
In the proposed method, the MLR classifier is used to extract the initial focused regions, which aims at improving the robustness of the proposed method to mis-registration. Furthermore, the RW technique is used to optimize the initial focused regions so as to produce the accurate focused regions. In this section, we briefly describe the MLR and RW, which are shown as follows:
Let X = (x 1 , x 2 , . . . , x n ) ∈ R q be q-dimensional features of source images. Let y = (y 1 , y 2 , . . . , y n ) indicate labels of an image, and let D K = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x K , y K )} be the labeled training samples with κ being the number of samples in D K . With MLR classifier [33] , the class posterior probabilities are modeled as follows:
where
T is the logistic regressors, and
T is a vector of t fixed functions of the inputs, which usually terms the image features. Then, estimating the logistic regressors ω means learning the class densities. By following the principles of the sparse MLR approach, the estimation of ω is equal to compute the maximum a posteriori estimate:
where l(ω) is the log-likelihood function, which can be calculated as follows:
and logp(ω) is a Laplacian prior on ω
where λ is the weight parameter adjusting the degree of sparsity. Many components in ω are forced to be zero by the prior p(ω). Therefore, the complexity of the MLR classifier is decreased by the sparseness imposed on the regression vector.
Since the term logp(ω) is nonsmooth and the term l(ω) is nonquadratic, it is difficult to solve the convex problem in (2). To resolve this issue, in this work, we adopted the recently proposed logistic regression via variable splitting and augmented Lagrangian (LORSAL) algorithm. By introducing a constraint ω = ξ , log p(ξ ) is used to replace logp(ω) in (1), and l(ω) is approximated with a quadratic majorizer. More details can be found in [33] .
The MLR classifier is adopted to extract the initial decision map because of the following reasons. First, many publications have demonstrated that the MLR classifier has outstanding performance in image classification and segmentation. Second, the MLR classifier can be implemented more efficiently, since it does not have the cross validation process. In our method, multi-focus fusion is viewed as a twoclass classification problem, i.e., focused pixel and defocused pixel. Thus, the number of class labels is set to be 2.
B. RANDOM WALKER
Originally, the RW algorithm is proposed for image segmentation [34] . For the RW algorithm, an image is modeled as a graph G = (V , E), where the pixels in the image are the verticals v ∈ V . The links connecting the adjacent pixels are represented as the edges e ∈ E. An edge weight w(e ij ) = exp[−ζ (v i − v j ) 2 ] refers to the intensity difference between the two pixels i and j. The ζ is a free parameter. First, the probability p in that an RW starting its walk from an unlabeled pixel i first reaches a pixel belonging to V S with label n ∈ N is computed based on the given graph representation of an image and a labeled data set V S . Each pixel v i ∈ V S has been assigned a label m from the set n = {1, . . . , N }. Then, assigning the remaining unlabeled pixels V U = V ∩ V S with labels selected from N with the greatest probabilities. It has been found in [34] , that by minimizing the energy function, p in can be directly calculated. The energy function which has closed solutions the probability is given by:
where L refers to the Laplacian matrix of the graph G = (V , E) as follows:
, if i and j are neighborhoods 0, otherwise (6) where
is the sum of all weighed edges connecting to v i , and refers to the degree of the ith pixel. Specially, both the deep spatial connectedness between the training and test sets and the spatial correlation among adjacent pixels can be made full use by the RW. It should be mentioned that other graph models, e.g., adaptive weighted graph [35] and lazy random walks [36] , are also able to achieve this objective while may increase the computational burden. Fig. 2 shows the flow chart of the proposed multi-focus image fusion method, which includes two stages: the MLR classification and the RW optimization. The specific method is shown as follows:
III. PROPOSED METHOD
The classification stage consists of the following steps: 1) Feature Extraction:
Here, the color, texture, gradient, and morphological features are adopted, since the color features can well reflect the intensity value of each pixel, which is helpful to distinguish the focused and defocused regions. One pair of source images and the main features of each source image are shown in Fig. 1 .
First, the color feature of each source images is constructed as the set of the red, green, blue, hue, saturation, and intensity channels. In order to extract the texture of the source images, the LBP algorithm is employed. Given an image region, calculating the LBP features of the pixel x c in regard to the channel φ in its general form as follows:
The P neighboring pixels of a radius R surrounding x c is represented by {x p } for p = 0, . . . , P − 1; u(x) is the step function with u(x) = 1 if x ≥ 0 and u(x) = 0 for otherwise; and the function φ can be any numerical maps of images, such as the the color channels, intensity [37] , [38] and the filter responses [39] . The LBP calculated by (7) represents a particular structure of local regions concerning the center x c and its P neighbors. Therefore, by performing the LBP algorithm on the intensity component of the source images, we can obtain the texture feature map T. Fig. 1 (b) and (g) shows the texture feature maps of the ''tree'' source images.
Next, the gradient feature is also adopted since it is sensitive to saliency image structures. For a pixel located in (x, y) of the source image I n (x, y), the gradient ∇I (x, y) can be described as:
where ∇ is the gradient operator. Thee gradient features G = {G x ; G y } of different directions are presented in Fig. 1 
(c), (d), (h), and(i).
Next, the morphological filtering is used to obtain the morphological features of source images [40] . Specifically, two kinds of top-hat transforms are included in the employed morphological filtering of the proposed method:
where I n is the nth source image obtained by I = 0.299 * r + 0.587 * g + 0.114 * b, which is the weighted sum of the red, green, and blue channel [41] . B is an element with disk structure. By removing bright and dark details of the image that do not fit within the element B, the opening and closing operations (see (9) and (10)) are used to smooth the original image. Therefore, the results of top-hat transforms for opening and closing operations present the bright and dark details around the pixel. To keep it simple in the paper, we define the maximum value of the two transforms as the morphological feature of the corresponding pixel: 2) Automatic Labeling of Training Samples: Here, the training samples are selected automatically. Specifically, first, since the pixels with larger values in the morphological feature are more likely to be focused regions, the decision rule is used to estimate roughly the focused regions as follows:
where D i n refers to the ith pixel in the morphological feature of the nth input image, and F i is the ith focused pixel. However, the rough focused regions are not very accurate and contain many noise-like mis-labels. Therefore, five times of morphological skeletonization operations followed a median filtering operation is used to remove those samples with low confidence in the focused map F. Specifically, letF n refers to the nth focused map obtained after skeletonization and median filtering operations. The pixel i could be labeled as the focused samples ifF i n = 1. Otherwise, the pixel i belongs to the defocused samples. Thus, the training samples T = {Z f , Z nf } can be obtained based on the steps above. A disadvantage of this labeling scheme is that a large number of training samples will lead to a large computing burden. Instead of using all the available focused samples of each input image, we randomly selected κ samples from T to construct the training set.
3) MLR based classification: Based on the training samples selected and the feature images obtained, the probability map O can be obtained with the MLR classifier. It should be mentioned that the MLR classifier is a soft classifier, and thus, O i f ∈ [0 1] is the probability that a pixel i belongs to the focused class.
B. RW-BASED OPTIMIZATION AND WEIGHTED AVERAGE BASED FUSION
In this stage, the spatial information of the multi-focus images are further considered by optimizing the probability maps obtained with the MLR classifier. Specifically, an aspatial energy function is constructed by using the probability maps O as follows:
where is a diagonal matrix. For this diagonal matrix, the initial probabilities obtained with the MLR classifier are given on the diagonal. Then, by combining the aspatial and the spatial term of the random walker together, the final energy function to be minimized is represented as follows:
where γ is a parameter which can control the balance of the spatial and aspatial terms. According to the following analysis, γ is set to be 10 −5 . The presented function has been demonstrated to have closed form solutions [34] , and thus, the final probability maps p n can be easily obtained. At last, by calculating the weighted average of source images, we can obtain the fused image:
where U is the fused image. p n refers to the nth optimized probability map, and I n is the nth source image.
IV. EXPERIMENTS
In this subsection, the experimental settings are first presented. Then, the experimental results are shown and analyzed.
A. EXPERIMENTAL SETTINGS 1) COMPARED METHODS
To confirm the performance of the proposed classification and probability optimization-based image fusion method, seven representative fusion methods which are based on curvelet transform (CVT) [19] , non-subsampled contourlet transform (NSCT) [17] , the sparse representation (SR) [26] , image matting (IFM) [14] , multi-scale transform and sparse representation (MST-SR) [31] , adaptive sparse representation (ASR) [42] , and convolutional neural network (CNN) [15] are adopted to make comparisons. The CVT, NSCT, and MST-SR methods belong to the multi-scale transform approaches. The IFM is the spatial domain method. The SR and ASR are the sparse representation methods. The CNN method is the deep learning-based method. In order to make a fair comparison, the default parameter settings used in the related literatures are adopted. For the proposed method, the median filtering is performed on an 8 × 8 neighborhood. κ and γ are set to be 500 and 10 −5 , respectively.
2) PARAMETER ANALYSIS
For the proposed method, three parameters, i.e., the window size of median filtering, the number of training samples (κ), and the free parameter in RW algorithm (γ ), need to be determined. An experiment is performed on ''girl'' source images. First, the influence of the window size of median filtering to the fusion performance of the proposed fusion method is analyzed. When the window size of median filtering is analyzed, κ and γ are fixed at 500 and 10 −5 , respectively. Fig. 3 (a) -(d) presents the fusion performance of the proposed method with different values of window size. It can be observed that when the window size of median filtering is relatively small, the fusion performance tends to decline. Moreover, the window size is 8, the proposed method obtains the best fusion performance in terms of four objective indexes. Therefore, the window size of median filtering is set as 8 in our work. Furthermore, the influence of the number of selected training samples (κ) to the fusion performance of the proposed fusion method is discussed. Likewise, the window size of median filtering is set as 8, and γ = 10 −5 . Fig. 3 (e)-(h) shows the variation tendency of the fusion performance. It can be seen that when the number of selected training samples is 500, the proposed method can yield the highest objective metrics. Therefore, κ is fixed at 500. Finally, the parameter, i.e., γ , in RW algorithm to the fusion performance of the proposed fusion method is also analyzed. Similarly, when γ is analyzed, the window size of median filtering and κ are fixed at 8 and 500, respectively. Fig. 3 (i)-(l) presents the fusion performance of the proposed method with different γ values. As shown in this figure, it can be easily found that when γ is set to be 10 −5 , the proposed method produces the best performance. Thus, γ = 10 −5 is set to be the default parameter.
3) COMPONENT ANALYSIS
In this subsection, in order to demonstrate the advantage of the RW-based optimization, the influence of RW-based optimization to the fusion performance of the proposed method is analyzed. An experiment is performed on four pairs of source images. Table 1 shows the fusion performance of the proposed method with and without the RW-based optimization. From Table 1 , it can be observed that the RW-based optimization step can greatly improve the fusion performance in terms of Q MI , Q P , Q G , and Q Y , which further demonstrates the effectiveness of the RW-based optimization step.
4) OBJECTIVE INDEXES
Quantitative evaluation of the fusion performance is difficult since it is practically impossible to obtain the reference image. Although various objective indexes for evaluating fusion performance have been developed, none of them is definitely better than others. Thus, multiple objective indexes are adopted to evaluate the fusion performance of all approaches for a fair comparison. Liu et al. [43] made a comprehensive survey about objective indexes for image fusion. In [43] , 12 widely used objective indexes are classified roughly into four groups, i.e., information theory-based indexes, image feature-based indexes, image structural similarity-based indexes, and human perceptionbased indexes. In this paper, four popular objective indexes are utilized to verify the fusion performance of our approach. Here, four objective indexes are briefly described as follows. For convenience, assume A and B are two original images with H × W pixels while F is the resulting image.
The first index is normalized mutual information Q MI [44] . Q MI is a information theory-based objective index. Q MI is proposed to overcome the unsteadiness of traditional mutual (j) show the fusion images of CVT [19] , NSCT [17] , SR [26] , IFM [14] , MST-SR [31] , ASR [42] , CNN [15] , and our method.
information(MI ) [45] , which is shown as follows
where H (.) denotes the entropy of image, and MI (X , Y ) is the MI between X and Y . The detailed definitions can be found in [44] . The metric Q MI is the amount of information in the resulting image obtained from the original images. The second quality metric is phase congruency-based fusion metric Q P [46] . Q P is a feature-based objective indexes, which measures the ssalient features such as edges and corners in the resulting image.
where p, M and m denote phase congruency, maximum and minimum moments. The detailed definition of Q P can be found in [46] . In our experiments, all of the three exponential parameters κ, ι and η are set as 1.
The third index is gradient-based fusion metric Q G [47] . Q G is a commonly used objective index which evaluates the extent of gradient information injected into the resulting image from the original images. Q G is calculated as follows
where Q AF (x, y) = Q AF es (x, y)Q AF op (x, y), while Q AF es (x, y) and Q AF op (x, y) represent the edge strength and orientation preservation values at pixel (x, y). The weights W A (x, y) and W B (x, y) denote the importance of Q AF (x, y) and Q BF (x, y), respectively.
The last quality metric is Yang's fusion metric Q Y [48] . Q Y is a structural similarity-based objective index, which measures the level of structural information of source images preserved in the fused image. The definition of Q Y is
where SSIM denotes the structural similarity [49] and θ represents a 7×7 window. µ(θ) is the local weight [50] shown as
where s(X |θ) denotes the variance of image X within the window θ.
B. EXPERIMENTAL RESULTS AND DISCUSSIONS 1) RESULT COMPARISONS
In our experiments, four pairs of multi-focus images, i.e., ''girl'' [51] , ''tree'' [14] , ''sea'', and ''golf'' [15] , are adopted for testing the effectiveness of different methods, in which the first three pairs of images are mis-registration. In order to make our method be reproducible, the Matlab code of the proposed method will be shared online 1 . The first experiment is conducted on the ''girl'' image sets, in which the girl cannot be exactly registered due to object motion. Fig. 4 presents the source images and the fused results acquired by different approaches. From Fig. 4 , it can be seen that the CVT and NSCT methods fail to well integrate the details of source images (see the shoulder of the girl in Fig. 4 (c) and (d) ). For the SR method, the fused image appears obvious artifacts on the face of the girl (see the enlarged region in Fig. 4 (e) ). The MST-SR method preserves the details of source images. However, the resulting image still has the artifacts (see Fig. 4 (g) ). For the ASR method, the resulting image is in low contrast (see Fig. 4 (h) ), and the details of focused objects in source images cannot be injected into the fused result. Although the CNN method can improve effectively the detail information in the resulting image, the undesirable artifacts are still introduced into the fused result (see the head of the girl in Fig. 4 (i) ). The IFM method can avoid effectively the artifacts in the motion areas. However, the details between the focused and defocused objects cannot be preserved well (see the local enlarged region in Fig. 4 (f) ). By contrast, the proposed method can well preserve the details of source images without causing artifacts over other compared approaches, which also demonstrates that the proposed approach is robust to image mis-registration. [19] , NSCT [17] , SR [26] , IFM [14] , MST-SR [31] , ASR [42] , CNN [15] , and our method. [19] , NSCT [17] , SR [26] , IFM [14] , MST-SR [31] , ASR [42] , CNN [15] , and our method.
The second experiment is tested on the ''tree'' image sets, where the vehicles and the buildings are not registered because of object motion and camera movement. Fig. 5 shows the fusion results obtained by different approaches. As show in this figure, the CVT method produces obvious artifacts on the top of the church (see Fig. 5 (c) ). Moreover, some focused regions of source images cannot be injected into the fused image (see the local enlarged regions in Fig. 5 (c) ). The NSCT method improves the detail information compared to the CVT method, but the artifacts in the fused result are still obvious (see Fig. 5 (d) ). The SR and CNN methods cannot perform very well in mis-registered parts such as the top of the church (see Fig. 5 (e) and (i) ). Different from the MST-SR and ASR methods, the IFM method can effectively overcome the mis-registration problem, and it can well merge the misregistered regions (see Fig. 5 (f) ). Unlike other methods, the proposed method can well extract the focused areas of the two source images, and thus, it can perform well in integrating the mis-registered regions and fusing the details.
The third experiment is conducted on the ''sea'' image sets. Owing to camera movement, the source images are misregistered in this example. Fig. 6 presents the fused results of different methods, and the normalized difference image between each fused image in Fig. 6 (c-j) and source image in Fig. 6 (b) is shown in Fig. 7 . It can be observed clearly that these methods based on CVT, NSCT, and ASR are not able to obtain satisfactory performance in extracting the focused sea regions. The SR and MST-SR methods improve this Fig. 6 (c-j) and source image in Fig. 6 (b) . [19] , NSCT [17] , SR [26] , IFM [14] , MST-SR [31] , ASR [42] , CNN [15] , and our method.
issue, but the details in sea regions are still fused into the fused results. The IFM and CNN methods can achieve better fused images. However, with careful observation, they yield obvious artifacts in the boundaries between stone and sea objects. By contrast, the proposed method can work well in fusing the focused regions. Moreover, the boundaries in fused image obtained by the proposed method are much closer to the source images. This verifies that the proposed method contains more complementary information of source images over other compared methods.
The fourth experiment is conducted on the ''golf'' image sets which are pre-registered. This pair of multi-focus image is used to verify that the proposed method can not only work well in mis-registered multi-focus images, but also can perform well in pre-registered multi-focus images. The fused images of different approaches are shown in Fig. 8 , and the normalized difference image between each fused image in Fig. 8 (c-j) and source image in Fig. 8 (b) is presented in Fig. 9 . In this example, it is found that the CVT and NSCT methods still cannot work well in fusing the focused regions of the second source image (see the flag in Fig. 9 (a) and (b) ). The ASR method also yields the similar unsatisfactory result (see the flag in Fig. 9 (f) ). The SR method can obtain better results than ASR method, but the details in the golf course suffer a great loss. The MST-SR method can obtain much better fused image over SR-based method, but the grass regions are still not well integrated. The IFM and CNN methods extract more details from source images. However, the fused results on the boundary areas are unsatisfactory (see the hands in Fig. 9 (d) and (g) ). As before, our method still yields the best visual effect among all compared methods (see Fig. 9 (h) ).
In order to evaluate objectively the fusion performance of different methods, the four objective indexes, i.e., Q MI , Q P , Q G , and Q Y , are adopted. Table 2 shows the values of four pairs of test images, in which the highest value is highlighted with bold. It can be observed from Table 2 that the proposed method obtains the highest indexes in terms of the four metrics compared to all studied approaches for ''sea'' and ''golf'' images. Furthermore, it can be seen clearly that the proposed method cannot obtain the highest indexes for ''girl'' and ''tree'' images. However, it should be noted that our method provides the best visual performance for the two pairs of source images (see Figs. 4 and 5) . This phenomenon VOLUME 7, 2019 demonstrates that the existing objective metrics cannot well assess the fusion performance when the source images are serious mis-registration. How to design a better objective index to evaluate the fusion performance will be an interesting topic in image fusion field.
2) COMPUTATIONAL EFFICIENCY
The running time of different fusion approaches is shown in Table 3 . All experiments are tested on a Laptop computer with a 1.8 GHz CPU and 4 GB RAM. From Table 3 , it can be observed that the computing time of the ASR method is the highest. By contrast, the CVT and MST-SR methods can be implemented faster. The computing time of our method is in the middle level among all approaches, which is mainly due to the extraction process of initial focused regions. The proposed method needs about 45s to achieve the fusion of two multi-focus images. We believe that the computing time can be easily decreased when using a more efficient implementation program such as C++. In this situation, the proposed method may meet the demand of practical applications.
3) FUSION CASE FOR MULTIPLE SOURCE IMAGES
In the subsection, a fusion case is presented to demonstrate the ability of the proposed method for processing multiple [19] , NSCT [17] , SR [26] , IFM [14] , MST-SR [31] , ASR [42] , CNN [15] , and our method.
FIGURE 11.
The difference images between each image in Fig. 10 (d-k) and source image in Fig. 10 (c) .
source images. The pair of multi-focus image is the ''seals'' images which are also pre-registered. This pair of multi-focus image is used to demonstrate the effectiveness of proposed method in fusing multiple source images. Fig. 10 shows the source images and the fused result of different methods. For the three source images, Fig. 10 (a) is a near focused image that focuses on the near seal. Fig. 10 (b) is a middle focused image that focuses on the next seals and stones, and Fig. 10 (c) is a far focused image that focuses on the sea, mountains and houses. Fig. 11 presents the normalized difference image between each fused image in Fig. 10 (d-k) and source image in Fig. 10 (c) . It can be observed that all focused objects of source images are merged into the resulting image without introducing any artifacts in respect to other compared methods, which demonstrates that the proposed method is also able to achieve well the fusion of multiple source images.
V. CONCLUSION
In this work, a novel two-stage fusion approach based on classification and probability optimization is proposed to fuse multi-focus images. In the proposed algorithm, the rough segmentation result of each source image is acquired by using the MLR classifier, and then optimized by the RW algorithms. Unlike other fusion approaches which assess the focus values of pixels or regions to determine where is in focus, our approach is to find the focus objects in the source images, which makes our method more robust to mis-registration. Seven representative fusion approaches are adopted to be compared in terms of both visual perception and objective metrics. Experiments tested on several groups of multi-focus images demonstrate that our method can achieve satisfactory performance compared to other state-of-the-art approaches. However, our method only makes a preliminary attempt and also has some disadvantages. For example, the computational efficiency is lower against the image matting-based fusion approachs.
